ABSTRACT. In this paper, we study delayed reactiondiffusion neural networks with general boundary conditions including Dirichlet and Neumann boundary conditions. By using some inequality techniques and constructing suitable Lyapunov functionals, some sufficient conditions are given to ensure the exponential synchronization of the drive-response neural networks. Finally, an example is given to verify the theoretical analysis.
neural networks [1, 7 9, 11, 17, 21, 22, 24, 25] . Although the models of delayed feedback with discrete delays are a good approximation in simple circuits, neural networks usually have a spatial nature due to the presence of a number of parallel pathways of variety of axon sizes and length. A distribution of conduction velocities along these pathways will lead to a distribution of propagation delays. Therefore, the models with time-varying delays and continuous distributed delays are more appropriate to the synchronization of neural networks [9, 17, 22, 24].
Just as diffusion effects cannot be avoided in the research of biological and artificial neural networks, they must be considered in the research of synchronization of chaotic neural networks because electrons are moving in the asymmetric electromagnetic field and the activations vary in space as well as in time. References [9, 17, 22, 24] have considered the synchronization of neural networks with diffusion terms, which are expressed by partial differential equations. In these papers, the boundary conditions are all assumed to be Dirichlet boundary conditions with the unknown functions being zeros, or to be that the derivatives of unknown functions with respect to spatial variables are zeros, which are special cases of Neumann boundary conditions.
To the best of our knowledge, exponential synchronization has not been considered for delayed reaction-diffusion neural networks with general boundary conditions. In this paper, by using some inequality techniques and the Lyapunov functional, exponential synchronization will be investigated for delayed reaction-diffusion neural networks with general boundary conditions. Some sufficient conditions are presented, which only rely upon the coefficients in the drive networks and the suitably designed controller gain matrix in response networks. It is easy to verify these conditions because they are expressed by algebraic inequalities. These results generalize the corresponding ones in [9, 17, 22, 24]. This paper is organized as follows. In Section 2, model description and main results are presented. In Section 3, by constructing a suitable Lyapunov functional, some sufficient conditions are obtained to ensure exponential synchronization of the drive and response neural networks. In Section 4, an example is given to verify the theoretical analysis. Section 5 contains the conclusions of the paper.
Model description and main results.
Consider the following delayed reaction-diffusion neural networks with general boundary conditions:
where i = 1, . . . , n. n is the number of neurons in the networks. u(x, t) = (u 1 (x, t), . . . , u n (x, t)) T , u i (x, t) denotes the state of the ith neural unit at time t and in space x ∈ Ω. Ω is a bounded open domain in R m with smooth boundary ∂Ω and mes Ω > 0 denotes the measure of Ω. The smooth function D i = D i (x, t, u) ≥ 0 corresponds to the transmission diffusion coefficient along the ith unit. a i > 0 is a constant and represents the rate with which the ith neuron will reset its potential to the resting state in isolation when it is disconnected from networks and external inputs. c ij , ω ij and b ij are constants and represent the weights of neuron interconnection without delays and with delays, respectively.t ij (t) corresponds to transmission delays along the axon of the jth neuron from the ith neuron at time t and satisfies
where τ > 0 and ρ < 1 are constants. f i (·) shows how the ith neuron reacts to the input. κ ij (·), (i, j = 1, . . . , n) are delay kernels. I = (I 1 , . . . , I n ) T , I i is the input from outside the system. ϕ(x, t) = (ϕ 1 (x, t), . . . , ϕ n (x, t)) T , for any given i = 1, . . . , n, ϕ i (x, t) is a given smooth function defined on Ω × (−∞, 0] with the norm
Chaos dynamics is extremely sensitive to initial conditions. Even infinitesimal changes in initial conditions will lead to an asymptotic divergence of orbits. In order to observe the synchronization behavior in this class of neural networks, we give two neural networks in which the drive system with state variable denoted by u i (x, t) drives the response system having identical dynamical equations with the state variable denoted by u i (x, t). However, the initial condition of the system derived is different from that of the response system. Therefore, response neural networks can be described as in the following model.
T is the control input vector, and v i stands for the external control input that will be appropriately designed for a certain control objective. In this paper, the control input
T is assumed to take as the following form
where M = (M ij ) n×n is the controller gain matrix and will be appropriately chosen for synchronization in both drive and response systems.
. . , n) are bounded smooth functions defined on Ω × (−∞, 0] with the norm
where
In order to deal with the case in which σ i1 = 0, σ i2 = 0 (i = 1, . . . , n), we introduce the following lemma [3] .
Lemma 1. Let Ω be a bounded open domain in R
m with smooth boundary ∂Ω. If u = u(x) defined on Ω is a smooth function with u| ∂Ω = 0, then the following inequality holds:
where |Ω| denotes the volume of Ω and ω m denotes the surface area of unit ball in R m .
Throughout the paper, we always assume that system (1) has a smooth solution u(x, t) with the norm
Definition 1. The drive system (1) and the response system (2) are said to be exponentially synchronized if there exist positive constants γ > 0 and ε > 0 such that
where the constant ε is said to be the exponential synchronization rate. 
In this paper, we always assume that:
(H2) There exist positive constants
(H3) The delay kernels κ ij (i, j = 1, . . . , n) satisfy the following assumptions: 
(H4) For any given i = 1, . . ., n, there exist constants
where ρ < 1 is defined by the time-varying delays.
Remark 1. In (H4), positive constant δ depends upon the volume of the domain Ω and the surface area of the unit ball in R m .
Remark 2. (H4) includes the constants B i defined according to the diffusion coefficients D i , which implies that the diffusion coefficients will affect the exponential synchronization of reaction-diffusion neural networks.
(H5) For any given i = 1, . . . , n, there exist constants 
Then (H5) can be changed into the following inequality:
Then, by Theorem 1, we have the following corollary. where u i (x, t) and u i (x, t) are the ith state variables of the drive and response neural networks, respectively. Therefore, the dynamics error between (1) and (2) can be expressed as follows:
where i = 1, . . . , n and the control input vector v(x, t) = (v 1 (x, t) , . . . , v n (x, t)) T takes the form defined in (3).
By (7) and assumptions (H4) or (H5), there exists a positive constant λ such that
Now we begin to prove Theorem 1.
Proof of Theorem 1. Taking the Laypunov functional as follows:
Calculating D + V (t) along the solution to system (8), we have
It is easy to see that
By using the Green formula, one has
And, noting the boundary condition, if σ i1 = 0 (i = 1, . . . , n) and (H1) hold, by D i ≥ B i ≥ 0 and Lemma 1, from (12), we have 
Hence, if σ i1 = 0 (i = 1, . . . , n) and (H1) hold, it follows from (11) and (13) that
where (11) and (14) that
where W 2 i is defined in (10) . From (15) and (16), we know that, for the general boundary conditions, the following inequality always holds.
2 2 e 2λt , the following inequality holds.
and, by Definition 1, we know that the drive-response neural networks are exponentially synchronized. So we are finished with the proof of Theorem 1.
Remark 6. If σ i2 = 0 and σ i1 = 0 (i = 1, . . . , n), the result of Theorem 1 is that in [17] . Furthermore, suppose that b ij = 0 (i, j = 1, . . . , n); the result of Theorem 1 is that in [9, 22]. And, if σ i1 = 0 and σ i2 = 0 (i = 1, . . . , n), the result of Theorem 1 is that in [24] .
Example.
In this section, let us discuss a numerical example as follows.
Example 1.
Consider delayed reaction-diffusion neural networks with general boundary conditions:
The corresponding response neural networks can be expressed as follows. These inequalities mean that (H4) 1 and (H5) 1 hold for this example. It follows from Corollary 1 that the drive-response neural networks (18) and (19) are exponentially synchronized.
Conclusions.
In this paper, by using some inequality techniques and constructing a suitable Lyapunov functional, some sufficient conditions have been given to ensure the drive-response neural networks (1) and (2) to be exponentially synchronized. These conditions are easy to verify as they are expressed by algebraic inequalities. The methods used here can be used to deal with the exponential synchronization of general problems. Our new results for delayed reaction-diffusion neural networks with general boundary conditions generalize the corresponding ones in [9, 17, 22, 24].
