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Abstract
We introduce a generalization of the Kinetic Ising Model using the
score-driven approach, which allows the efficient estimation and filtering
of time-varying parameters from time series data. We show that this ap-
proach allows to overcome systematic errors in the parameter estimation,
and is useful to study complex systems of interacting variables where the
strength of the interactions is not constant in time: in particular we pro-
pose to quantify the amount of noise in the data and the reliability of
forecasts, as well as to discriminate between periods of higher or lower en-
dogeneity in the observed dynamics, namely when interactions are more
or less relevant in determining the realization of the observations. We
apply our methodology to three different financial settings to showcase
some realistic applications, focusing on forecasting high-frequency volatil-
ity of stocks, measuring its endogenous component during extreme events
in the market, and analysing the strategic behaviour of traders around
news releases. We find interesting results on financial systems and, given
the widespread use of Ising models in multiple fields, we believe our ap-
proach can be efficiently adapted to a variety of settings, ranging from
neuroscience to social sciences and machine learning.
1 Introduction
Complex systems, characterized by a large number of simple components that
interact with each other in a non-linear way, have been an increasingly impor-
tant field of study over the last decades. Ever since the milestone paper by
Anderson [1] the notion that “more is different” has been absorbed in a variety
of disciplines, and we now understand that accounting for the complexity of
ecologies, societies, economies, physical and biological systems is necessary to
obtain insight on how these systems work and evolve.
Interactions make the whole more than the sum of its parts [2]: for this reason
the effort when modelling complex systems is ultimately directed to understand
how they arise, how to parametrize them into quantitative models and how to
estimate them from empirical measurements.
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Reality, however, is usually not only complex but also complicated: the way
in which events happen is typically the result of a huge number of conditions
and parameters, each holding its own significance and making it very hard to
compare empirical data with models. One complication that is ubiquitous to
real complex systems, and particularly to the ones that cannot be reproduced
in laboratory experiments, is non-stationarity. It is often the case in fact that
systems change over time, possibly even in response to their own dynamics:
traders in financial markets continuously adapt their strategic decision-making
to each other’s actions [3] and to new information [4]; preys change their behav-
ior to avoid predators [5]; neurons reinforce (or inhibit) connections in response
to stimuli [6]. Making accurate descriptions assuming that all parameters are
constant is then frequently very hard if not impossible, resulting either in very
strong limitations to sample selection and experimental design or in the ne-
cessity to develop models that are able to capture this non-stationarity with
reasonable effort and accuracy.
There are examples of successful attempts to overcome this issue: for in-
stance the introduction of temporal networks [7] as the space in which these
interactions are embedded has provided suitable methods to account for rela-
tions that are confined in time. More generally these network models refer to
the broader literature on Hidden Markov Models [8, 9, 10], where the basic
assumption is that the observations come from a model whose parameters are
dependent on an underlying, hidden Markovian dynamics that makes the sys-
tem’s state evolve in time. While these approaches shine when the interaction
network structure is known, as is the case for instance in transportation net-
works [11] or interbank networks [12], when the network structure is unknown its
inference can be cumbersome and dictates important model selection decisions
on how to characterize the hidden Markov dynamics.
In this article we introduce a time-varying parameters generalization of the
Kinetic Ising Model (KIM) [13, 14] through the use of the score-driven method-
ology [15, 16]. Ising models in general are known to be some of the simplest
models of complex systems that have been developed in the field of statistical
physics, and are at the roots of the theory on collective behavior and phase
transitions. The KIM in particular has been adopted in its standard formu-
lation in a variety of fields, such as neuroscience [17, 18, 19], computational
biology [20, 21, 22], economics and finance [23, 24, 25, 26] and has been studied
in the literature of machine learning [27, 28, 29] to understand recurrent neural
network models.
The model describes the time evolution of a set of binary variables s(t) ∈
{−1, 1}N for t = 1, . . . , T , typically called “spins” in the statistical physics
literature where it originated, which can influence each other through a time
lagged interaction. We focus on its applications to time series analysis and
extend it to allow the presence of time-varying parameters with score-driven
dynamics [15, 16], which is a relatively recent and extremely effective method
to describe non-stationary time series.
In its standard form the Kinetic Ising Model for time series [30] involves
three main sets of parameters: a N × N interaction or coupling matrix J , a
N -dimensional vector h and a N × K matrix b characterizing the interaction
with external covariates x(t) ∈ RK . The model is Markovian with synchronous
dynamics, characterized by the transition probability
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p(s(t+ 1)|s(t), x(t);β, J, h, b) =
= Z−1(t) exp
β∑
i
si(t+ 1)
∑
j
Jijsj(t) + hi +
∑
k
bikxk(t)
 (1)
where Z(t) is a normalizing constant commonly known as the partition func-
tion in statistical mechanics, and β is a parameter that determines the amount
of noise in the dynamics, known as the inverse temperature; the smaller is β,
the more the dynamics of the s(t) evolves randomly, to the point that in the
limit β → 0 s(t) becomes a vector of independent Bernoulli random variables
with parameter 0.5, while if β → +∞ the dynamics becomes fully deterministic.
Typically the quantity inside the inner brackets of Eq. 1 is called the effective
field perceived by spin i at time t, and in the following we will refer to it as
gi(t) =
∑
j Jijsj(t) + hi +
∑
k bikxk(t). For ease of notation we can also define
the set of static parameters of the KIM, Θ = (J, h, b).
There are three main reasons that motivate our interest in developing a time-
varying parameters version of this model: the first is that, as we will argue in
the following paragraphs, the introduction of a dynamic noise parameter β(t)
allows to better understand the randomness in the dynamics, quantifying the
level of noise at any point in time and thus leading to more informed forecasts;
the second reason is that the standard Maximum Likelihood Estimators of the
KIM parameters Θ turn out to make systematic errors when the data gener-
ating process has time-varying parameters, in particular the estimated values
are different from the time-averaged values that generated the sample; lastly
our third reason is that by introducing a convenient factorization for the model
parameters it is possible to discriminate whether an observation is better ex-
plained by endogenous interactions with other variables or by exogenous effects,
offering an improved insight on the dynamics that generated the data even when
these effects are not constant over time. As mentioned, the fact that parame-
ters are not constant in time is a common problem to complex systems such as
financial markets, where for instance it is widely accepted that the volatility of
returns is time-dependent, but also to brain networks where the processing of
time-varying stimuli [31, 19, 32] or the spontaneous emergence of thought [33]
have been investigated in recent years with more quantitative methods.
To expand on the first point made above, a more practical representation of
the effect of having different noise levels is obtained by deriving the theoretical
Area Under the ROC Curve (AUC) for the KIM and observing how it varies as
a function of β. The AUC is a standard metric to evaluate the performance of
binary classifiers [34, 35], which the Kinetic Ising Model de facto is, and relies
on the generation of the Receiver Operating Characteristic (ROC) curve based
on the predictions sˆi(t+ 1) provided by the model.
A ROC curve is a set of points (FPR(α), TPR(α)), with α ∈ [0, 1] being a
free parameter determining the minimum value of p(si(t+1) = +1|s(t), x(t);β,Θ)
which is considered to predict sˆi(t+ 1) = 1. If the prediction sˆi(t+ 1) matches
the realization si(t + 1) then the classification is identified as a True Positive
(or Negative, if p < α), otherwise it is identified as a False Positive (Negative).
The True Positive Rate (TPR) is the ratio of True Positives to the total number
of realized Positives, that is True Positives plus False Negatives. Similarly the
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Figure 1: Theoretical AUC as a function of β assuming gi is Gaussian distributed
with mean g0 and standard deviation g1. We see that increasing β has the
effect of reducing the uncertainty on the random variable si(t + 1), keeping gi
unchanged. Grey dashed lines at AUC = 0.5 and AUC = 1 are guides to the
eye.
False Positive Rate (FPR) is the ratio of False Positives to the total number of
realized Negatives. Summarizing
TPR =
TP
TP + FN
; FPR =
FP
FP + TN
We can explicitly derive the analytical form of the theoretical Area Under
the Curve, that is the area that lies below the set of points (FPR(α), TPR(α)),
assuming the data generating process is well specified and performing some
assumptions on the distribution of the model parameters. As a reminder, a
classifier having AUC = 0.5 is called an uninformed classifier, meaning it makes
predictions statistically indistinguishable from random guessing, while values of
AUC greater than 0.5 are a sign of good forecasting capability. We provide the
details of the derivation in Appendix A, but the functional form depends from
both β and the unconditional distribution of the effective fields, φ(g), that is
the distribution from which any value gi(t) is sampled from.
In Figure 1 we show the result assuming that φ(g) is a Gaussian distribution
with mean g0 and standard deviation g1. This is the case for instance if the
Jij entries are Gaussian distributed with zero mean as we show in Appendix A,
since g would become a sum of Gaussian variables with random signs given by
the values of s(t). We see that the AUC is monotonically increasing with β, but
also that the distribution of the static parameters affects the slope with which
the curve converges towards 1. Indeed the smaller the mean and variance of the
effective fields gi, the slower the growth of AUC(β).
This result would prove extremely useful if it wasn’t for the fact that, in
the standard form with static parameters of the KIM, β is not identifiable [36]:
indeed it is a common multiplying factor to all the other parameters, meaning
that for any two values β1 and β2 there are also two sets of parameters Θ1 and
Θ2 such that p(s(t+1)|s(t);β1,Θ1) = p(s(t+1)|s(t);β2,Θ2) for all s(t). For this
reason in inference problems it is typically assumed that β = 1 incorporating
its effect in the size of the other parameters.
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As we will see in more detail in Section 2 there is a way in which the β
can be identified, and it relies on relaxing the assumption that β is constant
throughout the whole sample. If the β of Eq. 1 is allowed to be time-varying
the identification problem is limited to its average value 〈β〉 (which still needs
to be assumed equal to 1), while its local value can be inferred from the data
using suitable methods. It is clear that the presence of a time-varying parameter
implies the necessity to complicate the model to describe the dynamical laws
of the parameter, but thanks to the score-driven methodology we propose it is
actually both very easy and very efficient to do so.
This result has implications particularly for forecasting applications: a fore-
cast should be considered more or less reliable by looking at the value of β(t) at
the previous instant in time and considering how well above 0.5 the correspond-
ing expected AUC is. In Section 2.1 we introduce a dynamic β specification of
the KIM which is designed to capture this effect, which we then apply in Section
4.1 to a financial setting.
Having stated some of the motivations that move us towards the develop-
ment of a KIM with time-varying parameters, let us set the stage to introduce
score-driven models by briefly reviewing the theory of time-varying parameters
models in discrete time. There is a rich literature on the topic, which has been
summarized in the review by Tucci [37] and more recently by Koopman et al.
[38]. In general, a time-varying parameters model can be written as
y(t) ∼ p(y(t)|f(t),Y(t− 1),Φ1) (2a)
ft = ψ(f(t− 1), f(t− 2), ...,Y(t− 1), (t),Φ2) (2b)
where y(t) is a vector of observations sampled from the probability distribu-
tion function p , Y(t−1) is the set of all observations up to time t−1 and f(t) are
the parameters which are assumed to be time varying. The dynamics of those
parameters can either depend on past observations, on past values of the same
parameters, on some external noise (t) and on two sets of static parameters Φ1
and Φ2.
If the function ψ only contains past values of the time-varying parameters,
a noise term and the static parameters, then the model is called a parameter-
driven model, whereas if the function ψ can be written as a deterministic func-
tion of past observations only, it is called an observation-driven model [39].
Examples for parameter-driven models can be found in the financial econo-
metrics literature looking at the Stochastic Volatility models [40, 41], as well as
other examples as Bauwens and Veredas [42] or Hafner and Manner [43].
The other family is the one of observation-driven models, whose probably
most celebrated example is the Generalized AutoRegressive Conditional Het-
eroscedasticity (GARCH) model [44], where a time series of log-returns is mod-
elled using a time-varying volatility parameter depending deterministically on
squared observations up to that time and past values of volatilities.
The main advantage of adopting an observation-driven model rather than
a parameter-driven one lies in its estimation: having time-varying parameters
that only depend on observations through a set of static parameters results in a
strong reduction of complexity in writing the likelihood of the model, whereas
the calculations for most non-trivial parameter-driven models are typically ex-
tremely convoluted and computationally intensive.
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In this work we focus on one specific class of observation-driven models, the
one of score-driven or Generalized Autoregressive Score (GAS) models, and their
implementation in the case of the Kinetic Ising Model. Originally introduced by
Creal et al. [15] and Harvey [16], they postulate that time-varying parameters
depend on observations through the score of the conditional likelihood, that is
its gradient.
To better introduce the score-driven methodology, let us consider a sequence
of observations {y(t)}Tt=1, where each y(t) ∈ RN , and let us define a model
with conditional probability density p(y(t)|f(t)) depending on a vector of time-
varying parameters f(t) ∈ RM . Defining the score as ∇t = ∂ log p(y(t)|f(t))∂f(t) ,
a score-driven model assumes that the time evolution of f(t) is ruled by the
recursive relation
f(t+ 1) = w +Bf(t) +AI−1/2(t)∇t (3)
where w, B and A are a set of static parameters. In this generic form, w is
a M -dimensional vector, while A and B are M ×M matrices. I−1/2(t) is also a
M ×M matrix, that we choose to be the inverse of the square root of the Fisher
information matrix associated with p(y(t)|f(t)). This is not the only possible
choice for this rescaling matrix [15] but we will keep it this way throughout this
article as it is the most intuitive way of rescaling the score.
As is clear from Eq. 3, the score drives the time evolution of f(t). This means
that given a form of p(y(t)|f(t)) the sampling of the observations from this
distribution results in a deterministic update of the time-varying parameters.
The update can remind the reader of a Newton-like method for optimization, in
that the parameters are moved towards the maximum of the likelihood at each
realization of the observations while keeping track of the time evolution through
the B static parameter.
Another reason to implement a score-driven model is provided by results
[45, 46] from information theory about the optimality of this approach compared
to any other observation-driven method.
Finally, the score-driven modelling approach provides access to a simple sta-
tistical test, developed by Calvori et al. [47], which tests whether it is reasonable
to assume that a given parameter is time-varying. This is of crucial importance
when estimating a model parameters from data, as knowing whether the param-
eter can be considered static or should be assumed to be time-varying helps in
the definition of models that extract more relevant informations from the data
and are less prone to overfitting or underfitting problems.
The paper is structured as follows: in Section 2 we formalize two imple-
mentations of score-driven Kinetic Ising Models, the Dynamical Noise KIM
(DyNoKIM) and the Dynamic Endogeneity KIM (DyEKIM); then in Section 3
we provide a number of tests on simulated data to assess the consistency of the
estimation and to showcase the utility of score-driven modelling; in Section 4
we offer three example applications to financial data of the two models; Section
5 concludes the paper.
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2 The Score-Driven KIM
2.1 The Dynamical Noise KIM
In this section we define the Dynamical Noise Kinetic Ising Model (DyNoKIM),
where as anticipated the noise parameter β of Eq. 1 is considered to be time-
varying, which we assume to be modelled by a score-driven dynamics, To keep
the formulas concise, we impose that hi = bik = 0 for all i, k as it is straightfor-
ward to extend the results for any value of h and b. This leads to writing the
transition probability as
p(s(t+ 1)|s(t); J, β(t)) = Z−1(t)
∏
i
exp
β(t)∑
j
si(t+ 1)Jijsj(t)
 (4)
with Z(t) =
∏
i 2 cosh
[
β(t)
∑
j Jijsj(t)
]
.
The interpretation for this model is simple yet extremely useful: the higher
the value of β, the smaller the uncertainty over the realization of s(t+ 1) or, in
other words, the more accurate a prediction of the value of s(t+ 1), as we have
shown in Fig. 1.
We still have not explicitly introduced the dynamic rule of motion for the
time-varying parameter β(t), which, as was stated above, we choose to be score-
driven. We give score-driven dynamics to f(t) = log β(t), as β is positive and
inversely related to the noise:
log β(t+ 1) = w +B log β(t) +AI−1/2(t)∇t (5)
where w, B and A are parameters to be inferred by Maximum Likelihood
Estimation (MLE) and I is the Fisher Information matrix.
The last term in Eq. 5 includes the score, which is the derivative of the
log-likelihood L at a given time t with respect to the time-varying parameter
log β(t), reading
∇t = β(t)
∑
i
si(t+ 1)− tanh
β(t)∑
j
Jijsj(t)
∑
j
Jijsj(t) (6)
The score is rescaled by the inverse of the square root of the Fisher Infor-
mation, which is used to regularize its impact at different times by considering
the convexity of the log-likelihood. The Fisher Information corresponds to the
expectation of the Hessian of the log-likelihood, changed in sign and evaluated
at time t
I(t) = −E
[
∂2L(t)
∂(log β)2
]
β(t)
= −β(t)2 ∂
2L(t)
∂β2
∣∣∣
β(t)
where
∂2L(t)
∂β2
∣∣∣
β(t)
= −
∑
i
1− tanh2
β(t)∑
j
Jijsj(t)
∑
j
Jijsj(t)
2
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and the expectation can be dropped as the above equation does not depend on
the observation s(t+ 1).
In the statistical physics literature there have been several attempts to study
similar models: some examples are Penney et al. [48] where a model very
similar to the one of Eq. 1 is considered, or the literature on superstatistics of
Beck and Cohen [49] and Beck et al. [50] which provides a general theory for
physical systems with non-static parameters and in particular studies models
where a time-varying noise parameter takes the role of β(t) in Eq. 4. There is
however one important difference, which is related to the assumption of local
equilibrium and time scale separation that is common to all the cited works.
The authors assume that the sampling of the observations and of the time-
varying parameters take place on two separated time scales, meaning that the
time-varying parameters are locally constant when the observations are sampled.
This is not true for score-driven models, which are in fact designed to not require
this assumption, intuitively formalized by the values of the parameters B and A.
If B  A then the evolution of f is indeed slower than the one of observations,
while if B  A they evolve on the same time scale.
The model estimation procedure we choose to implement is done in steps:
in a first stage we only fit the static parameters Θ following the algorithm
of Me´zard and Sakellariou [36]; we then proceed to a targeted estimation of
the score-driven dynamics parameters w, B and A. We still need to address
the point of the identifiability of 〈β〉: once the estimation is completed, we
rescale the obtained β(t) dividing them by their sample mean and multiply the
parameters Θ by the same factor. This leaves the model likelihood unchanged,
setting a reference value for β(t) and solving the indetermination. We discuss
this and other technical aspects of the estimation in Appendix B.
In Section 3 we provide simulation results to validate this estimation pro-
cedure, while later in Section 4.1 we show an empirical application of the
DyNoKIM to the forecasting of stock price changes at high frequency.
2.2 The Dynamic Endogeneity KIM
The second specification of the score-driven Kinetic Ising Model we explore in
this article is the Dynamic Endogeneity Kinetic Ising Model (DyEKIM). In the
DyEKIM we let the number of time-varying parameters be a bit larger, assum-
ing that the J , h and b parameters each have their own specific time-varying
factorization. In principle these choices are up to the modeller, depending on
the specific application and data: here we present one factorization we believe is
a reasonable choice for the financial applications we propose in Sections 4.2 and
4.3, albeit other implementations could be possible too. Going back to Eq. 1,
we now impose the following structure to each of the time-varying parameters:
Jij(t) = βdiag(t)Jiiδij + βoff (t)Jij(1− δij)
hi(t) = βh(t)(hi + h0(t))
bik(t) = βk(t)bikxk(t)
where δij here represents the Kronecker symbol which is 1 if i = j and 0
otherwise. The conditional probability density for this model, calling β(t) =
(βdiag, βoff , βh, {βk}), reads
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p(s(t+ 1)|s(t), x(t); J, h, b, h0(t),β(t)) =
= Z−1(t) exp
[∑
i
si(t+ 1)
[
βdiag(t)Jiis(t) + βoff (t)
∑
j 6=i
Jijsj(t) +
+βh(t)(hi + h0(t)) +
∑
k
βk(t)bikxk(t)
]]
(7)
This change in the form of the model radically modifies the interpretation one
gives to the values of β(t). While it still has the role of modulating the relevance
of parameters, the main effect is establishing how important are autocorrelations
and lagged cross-correlations among spins compared to idiosyncratic or external
effects at any point in time. This model can then be used to describe data where
the dynamics of the variables is dependent on others at intermittent times,
disentangling network effects from idiosyncratic dynamics or exogenous effects
in a time-varying fashion.
We will discuss in more detail the specific interpretation for each of the time-
varying parameters in the empirical applications of Section 4.2 and 4.3. The
intuition behind this choice however is that we want to be able to discriminate
between different components of the dynamics observed in a set of variables:
one associated to external inputs (βk), one to the idiosyncratic properties of
variable i (βh), as well as general trends (h0), one for autocorrelations (βdiag)
and finally one for lagged cross-correlations among variables (βoff ). In this
formulation each of these time-varying parameters provides insight on the rel-
ative importance of one term over the others in the generation of the data,
highlighting periods of higher or lower endogeneity of the dynamics (when cor-
relations have higher importance) rather than periods where the dynamics is
more idiosyncratic or exogenously driven.
Regarding the estimation, the procedure is largely the same as the one for
the previous model. There are however a couple of subtleties that need to be
pointed out, regarding the structure of the B and A parameters and of the Fisher
Information I, which are now matrices. In order to make the estimation less
computationally demanding in our example applications we assume A,B and
I diagonal, disregarding the dependencies between time-varying parameters:
this will likely make our estimates less precise, but it also reduces the number
of static parameters to be inferred, letting us bypass model selection decisions
which are outside the scope of this article.
There is of course also in this case the problem of identification for the
averages of the components of β, which we solve in the exact same way as we
did for the DyNoKIM by dividing the values of each component by their sample
mean while multiplying the associated static parameter by the same factor,
again leaving the model unchanged likelihood-wise but setting a reference level
for β.
As a last remark, notice that the DyNoKIM and the DyEKIM are equivalent
when h0(t) = 0 ∀ t and βdiag = βoff = βh = βk = β. In the next section we
mainly present simulation results for the DyNoKIM alone to keep the manuscript
concise, as we found no significant differences between the two models when it
comes to the reliability of the estimation process, and later apply them to real-
world scenarios where their interpretation is much more meaningful.
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Figure 2: Consistency of the J matrix estimation. (a) Histogram of linear re-
gression coefficients b between inferred and true values of Jij over 250 samples
for N = 50, T = 750 and T = 1500; (b) Histogram of coefficients of determina-
tion (R2) for the same set of models. The convergence of both values towards
1 when increasing T is a sign of consistency of the estimation.
3 Estimation on simulated data
3.1 DyNoKIM - consistency, filtering and forecasting
We start our analysis from a consistency test on simulated data, aimed at un-
derstanding whether the two-step estimation procedure we outlined above is
able to recover the values of the parameters of the model when the model itself
generated the data.
Here we report results for simulations run with parameters N = 50, T = 750
or T = 1500, Jij ∼ N (0, 1/
√
N), hi = 0 ∀ i, B = 0.95 and A = 0.01. We see
from Fig. 2 that the estimation of the elements of J is indeed consistent: we
estimate a linear regression model between the estimated and the true values of
Jij , namely J
est
ij = a+bJ
true
ij , and plot the histogram of the values of b and of the
coefficient of determination R2 of the resulting model from 250 simulations and
estimations (a is consistently found to be very close to 0 in all our simulations
and for this reason we omit it). In the ideal case where for any i, j Jestij = J
true
ij
one would have b = R2 = 1, which is what we aim for in the limit T →∞. We
see from our results that there is indeed a convergence of both values towards
1 when increasing sample size, reducing both the bias and the variance of the
regression parameters.
Turning to the score-driven dynamics parameters A and B, the situation
does not change significantly. In Fig. 3 we show the histograms of estimated
values of B and A over 250 simulations of N = 50 variables for both T = 750
and T = 1500. It again appears clearly that when increasing the sample size
the bias and variance of the estimators converge towards 0, with the estimated
parameter converging towards its simulated value. Thanks to these results we
are able to confidently apply the two-step estimation method without needing
to estimate all the parameters at once.
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Figure 3: Consistency of the score-driven dynamics parameters. (a) Histogram
of estimated values of B over 250 samples for N = 50, T = 750 and T = 1500;
(b) Histogram of estimated values of A over 250 samples for the same set of
models. The convergence towards the true value by increasing T is a sign of
consistency of the estimation.
Having shown that the model can be estimated consistently and efficiently,
we want to test its performance when the β dynamics is not produced with the
score-driven data generating process. Indeed there is little reason to believe
that this sort of dynamics is significant for real-world applications, where the
dynamics of β might follow exogenous and unknown rules. The power of score-
driven models lies also in this feature, in that they are able to estimate time-
varying parameters such as β(t) without actually needing any assumption on
their true dynamical laws. In this sense they behave as filters for the underlying,
unknown dynamics of the parameter.
In all our simulations β(t) is defined to have unit sample mean to solve the
indetermination discussed in Section 2 for the data generating process too, as
well as to have a clear comparison between the simulated and inferred values.
The first question we ask is whether the estimation of the static KIM parameters
Θ is consistent without accounting for the time variation of β(t): in Fig. 4
we show the results for a set of simulations where β(t) follows a deterministic
sinusoidal dynamics, β(t) = 1 + K sinωt, varying the amplitude K, while the
other parameters are ω = 2pi/300, T = 3000, N = 30, Jij ∼ N (0, 1/
√
N),
hi = 0 ∀ i and the time evolution of s(t) is given by Eq. 4 with the enforced
β(t). For each value of K we simulate 60 time series of T observations and
fit both the constant parameters KIM and the score-driven DyNoKIM, then
comparing the resulting Jest with the one that was used to generate the data,
J true, by means of the usual linear regression model Jestij = a+ bJ
true
ij . We see
from Figure 4 that when β is not constant the KIM underestimates the absolute
value of the parameters, highlighted by the fact that b < 1 (and a ≈ 0, not
shown), which is greatly reduced in the DyNoKIM thanks to the way in which
we solve the indetermination of 〈β〉. This happens despite the fact that, over the
whole sample, the average value of the simulated β(t) is 1 and its distribution
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Figure 4: Estimation of J under model misspecification with a time-varying
β(t) = 1 + K sin(ωt), comparing the constant parameters KIM and the score-
driven DyNoKIM. On the x axis we plot the amplitude of the sine function
K, on the y axis the distribution of the coefficient b of the linear regression
Jestij = a+ bJ
true
ij over 60 simulations. The insets show example scatter plots of
the true J values (x axis) and the estimated values (y axis) using the standard
KIM (yellow points) or the DyNoKIM (purple crosses). Each inset corresponds
to one value of K and one of the 60 simulations.
is not particularly pathological, thus one could expect that the estimation of
the KIM parameters should not be affected. This result supports our argument
that fitting a KIM on data where stationarity is not assured or parameters
of the DGP are time varying can be misleading and lead to significant errors,
something that can be overcome by adopting the models proposed here.
The second question to be asked is then how accurate is the filter in retrieving
the simulated values of β(t), despite its misspecification. In Fig. 5 we show two
examples of misspecified β(t) dynamics that are correctly recovered by the score-
driven approach: the first is a deterministic double step function and the second
is an AutoRegressive model of order 1 (AR(1)) which follows the equation
βAR(t+ 1) = a0 + a1β
AR(t) + (t)
where (t) ∼ N (0,Σ2) with parameters a0 = 0.005, a1 = 0.995, Σ = 0.01 so
to have 〈βAR〉 = 1. In both cases we simulate 30 time series of length T using
the given values of β(t) to generate the s(t); given only the simulated s(t) time
series, the inference algorithm determines the optimal static parameters A, B
and J and filters the optimal value of β(t) at each time. We see that regardless
of whether the underlying true dynamics is deterministic, stochastic, or more
or less smooth the filter is rather accurate in retrieving the simulated values.
3.2 DyEKIM - separating multiple effects
In this section we briefly show some simulations results from tests on the
DyEKIM, where we want to show that different effects are correctly separated
and identified when estimating the model on a misspecified data generating
process. In fact while the consistency analysis largely resembles the one we re-
ported for the DyNoKIM in Figures 2 and 3 and for this reason we omit it, the
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Figure 5: Simulation and estimation of a misspecified score-driven model over 30
simulations, with sample trajectories highlighted. (a) Deterministic β following
a double step function; (b) Stochastic β(t) following an AutoRegressive model
of order 1.
effect of filtering multiple time-varying parameters is something that cannot be
predicted by the simulations on the DyNoKIM alone.
In Figure 6 we show the results when estimating the DyEKIM on a dataset
generated by a Kinetic Ising Model with time-varying βdiag(t), βoff (t) and
βh(t) as in Eq. 7 but where the dynamics of the parameters is predetermined
instead of following the score-driven update rule. We arbitrarily choose to take
a constant βdiag(t) = 1, a piecewise constant βoff (t) and an exponentiated
sinusoidal βh(t) = exp[sin(ωt)], with ω = 5
2pi
T , T = 1500 and N = 30. The
results show that the filter works correctly and that the different time-varying
parameters are consistently estimated, regardless of the kind of dynamics given
to each of them.
Having provided evidence that both the DyNoKIM and the DyEKIM can be
consistently estimated and have a specific interpretation, in the following section
we propose three simple real world applications for our modelling approach,
which we apply to high-frequency trading data from the US stock market and
from the Foreign Exchange (FX) market.
4 Empirical applications
4.1 Forecasting stock activity with the DyNoKIM
The first dataset we use is a selection of 11 trading days in the 100 largest
capitalization stocks in the NASDAQ and NYSE1, for which we track the events
of mid-price change in the Limit Order Book (LOB) at a frequency of 5 seconds.
1Data provided by LOBSTER academic data - powered by NASDAQ OMX.
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Figure 6: Estimation of βdiag(t), βoff (t) and βh(t) under model misspecification.
The model was simulated with a constant βdiag(t) = 1, a piece-wise constant
βoff (t) and an exponentiated sinusoidal βh(t) =
1
J0(1) exp[sin(ωt)], with ω =
5 2piT and J0 the Bessel function of first kind of order 0 to normalize the mean.
The points are the result of 30 different simulations and estimations, the lines
show the values of βoff and βh used to generate the data.
The mid-price is the average of the best bid and best ask occupied price levels
in the LOB of a stock, defined for stock i at time t as
Mi(t) =
P bi (t) + P
a
i (t)
2
where P bi (t) and P
a
i (t) are the best bid and ask prices available in the LOB
of stock i at time t. We discretize time in slices of 5 seconds and define for each
stock a binary time series si(t), taking value +1 if the mid-price has changed in
the previous 5 seconds and −1 otherwise. The choice of time scale is largely ar-
bitrary: we choose 5 seconds to obtain a set of variables that have unconditional
mean as close to 0 as possible to have a balanced dataset. The mid-price move-
ments have been used in the past in the modelling of intensity bursts in market
activity [51, 52], where the authors used Hawkes point processes to investigate
how Foreign Exchange markets behave around macroeconomic news, as well as
to study how endogenous the price formation mechanism is in financial markets
measuring what has been called the “market reflexivity” [53, 54, 55, 56, 57]. It
has to be noted that our approach differs from the literature in the time dis-
cretization we perform, while the cited approaches all consider continuous-time
models.
There are multiple reasons for which the mid-price can change: it can be the
arrival of a new limit order at a price which is between the best bid/ask, the
cancellation of the last order at the best bid/ask or the execution of a market
order which consumes all the limit orders at the best bid/ask. We ignore what
causes the movement of the mid-price and focus our attention on the lagged
interdependencies among different stocks, by applying the DyNoKIM to the
multivariate time series s(t).
We test whether there is reason to assume a time-varying β by performing the
Lagrange Multiplier (LM) test proposed by Calvori et al. [47] as a generalization
of the method by White [58]. In short, the LM test consists in testing the null
hypothesis that log β = f is constant in time, that is f = w and A = B = 0,
against the alternative hypothesis of a time-varying parameter. Calvori et al.
[47] show that the test statistic of the LM test can be written as the Explained
14
Significance of LM tests
SP100 - DyNoKIM FC - DyEKIM FOMC FX
p < 0.001 100% 100% 100% 88%
p < 0.01 - - - -
p < 0.05 - - - 4%
p > 0.05 - - - 8%
Table 1: Percentage of p-values of Lagrange Multiplier tests below significance
thresholds, divided by dataset. The first column refers to the application of
Section 4.1, the second and third to the one of Section 4.2 and the last to the
one of Section 4.3. The only non-rejected nulls regard two βb parameters in the
FX dataset, meaning traders don’t show significant changes in strategy when it
comes to their reactions to prices in those months.
Sum of Squares (ESS) of the auxiliary linear regression
1 = cw∇0t + cAS0(t−1)∇0t (8)
where ∇0t is the time t element of the score under the null hypothesis that
f(t) = w ∀ t, S0t is the time t element of the rescaled score (i.e. I−1/2(t)∇t)
under the null, the constants cw and cA are estimated by standard linear regres-
sion methods and the resulting LM test statistic is distributed as a χ2 random
variable with one degree of freedom. If the null is rejected, the hypothesis that
β is time varying is a valid alternative and we can proceed to estimate the
score-driven dynamics parameters.
All our empirical results are validated by this preliminary test, for which we
have strong rejections of the null on all samples as reported in the first column
of Table 1.
Our theoretical and simulation results from Figures 1 and A.1 suggest to use
our estimates of β to quantify the reliability of forecasts using this model: we
thus estimate the model parameters once per day and use them to filter β(t)
on the next day, while checking the accuracy with which the model predicts
mid-price movements out of sample using the AUC metric.
The forecasts sˆi(t+ 1) are produced according to
sˆi(t+ 1) = sign [p (si(t+ 1) = 1|s(t), J, h, β(t− 1))− α] (9)
and the ROC curves are obtained varying the value of α between 0 and 1.
Notice that we take β(t− 1) instead of β(t) as in the original Eq. 4: the reason
is that in order to estimate β(t) we need the observation of s(t + 1), which is
what we are trying to predict instead, thus we take the last available estimate
of β as a proxy for the current value. In this way our prediction is fully causal.
We show results of this analysis in Fig. 7. When looking at a single day we
see an upward trend in the AUC score as a function of the value of β(t − 1),
meaning that the higher the estimated β the more reliable the forecast can
be considered. Comparing our results to the theoretical value that the AUC
should take if the distribution of effective fields gi were Gaussian we see that
the empirical results are in good agreement with the theoretical prediction,
however since the actual fields we measure are non-Gaussian the match is not
perfect. A further aggregated measure is shown in Fig. 7b by looking at the
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Figure 7: AUC statistics compared to β(t− 1) forecasting US stocks mid-price
change events at 5 seconds time scale. (a) AUC values for November 19, 2019
aggregated for different values of β(t − 1) compared to the theoretical AUC in
the hypothesis of Gaussian effective fields gi and to the average performance
with a constant β; (b) Pearson’s correlation coefficient between β(t − 1) and
AUC(t) estimated daily with 95% confidence intervals.
correlation coefficient between AUC and β(t − 1), estimated daily. Again we
see how the correlation is significantly positive, with 95% confidence bands well
above 0.
This simple example proves that our theoretical results for the DyNoKIM
are indeed verified in realistic applications and that using this method - which
we believe could be applied even to more sophisticated models - can result in
a significant gain in the use of forecasting models, giving a simple criterion to
discriminate when to trust (or not) the forecasts.
4.2 Endogenous vs exogenous price activity
In another application to a stock prices dataset, we analyze two events that
caused turmoil in the stock markets at the intraday level as an example ap-
plication of our second kind of score-driven Kinetic Ising Model, the Dynamic
Endogeneity KIM (DyEKIM). The two events we choose to analyze are the Flash
Crash of May 6, 2010 and the Federal Open Market Committee announcement
of July 31, 2019. The Flash Crash marked a historic event for electronic mar-
kets, when a seemingly unjustifiable sudden drop in the price of E-mini S&P 500
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Figure 8: Values of β(t), 〈gβ〉(t) and h0(t) on a regular trading day, November
12, 2019. We see that the endogenous components of g have larger values at the
beginning and the end of the day, while the exogenous gβh only grows towards
closing. The most varying β parameter is the one related to cross-correlations,
βoff , which has a very significant increase towards market closure.
futures contracts caused all major stock indices to plummet in a matter of a few
minutes, including the biggest to date one-day point decline for the Dow Jones
Industrial Average and an overall loss of over 5% value across markets. The
markets then stabilized and recovered most of the losses when circuit breakers
came into place in the original venue (the Chicago Mercantile Exchange) [59].
Multiple explanations of what happened have been offered by a large number of
academics, regulators and practitioners: CFTC-SEC officials initially attributed
responsibility to a “fat-finger trade” by a mutual fund unloading its inventory
through an unsophisticated sell algorithm, triggering a liquidity crisis in the
futures and stock markets.
Following the official report, alternative explanations challenging this view
were presented, as in Easley et al. [60], where they argue that the state of
liquidity had deteriorated prior to the start of the crash and that liquidity
providers, in the form of High-Frequency Traders (HFT) and market makers,
turned their backs on the market as soon as the distress rose, becoming liquidity
consumers. Madhavan [61] does not take position on the cause but argues that
market fragmentation, that is the fact that the same financial instrument can be
traded on multiple markets, causes liquidity provision to be more susceptible to
transitory order imbalances, a view that is confirmed by Menkveld and Yeushen
[62]. Finally, Kirilenko et al. [63] analyze trading records by market participants
and find that in terms of executed orders the behavior of HFTs had not changed
during the Flash Crash, while traditional intermediaries acted according to their
limited risk-bearing capacity and did not absorb the shock in full. This difference
although does not mean that HFTs did not contribute to the amplification of
the liquidity crisis, as the authors argue that they operate significantly different
strategies from traditional market makers, including quote sniping (or latency
arbitrage) which is harmful to liquidity provision [64].
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The other event we analyze is the announcement following the Federal Open
Market Committee (FOMC) meeting of July 31, 2019. In this recent meeting
the Federal Reserve operated its first interest rate cut in over a decade, the last
one dating back to the 2008 financial crisis, encountering mixed reactions in
both the news and the markets. In particular an answer to a question in the
Q&A press conference by the Fed Chairman Powell has been highlighted by news
agencies, when being asked whether further cuts in the future meetings were an
option, he answered “we’re thinking of it essentially as a midcycle adjustment
to policy” [65]. This answer triggered turmoil in the equity markets, with all
major indices dropping around 2% in a few minutes.
Our analysis focuses again for both events on midprice movements for the
then S&P100-indexed stocks at the 5 seconds time scale2. Differently from the
previous example, here we apply the DyEKIM methodology to study variations
in the relative importance of different sets of parameters as events unfold, as
defined in Eq. 7. In this setting we include no covariates xk(t), so there is no b
parameter matrix and consequently no βk(t). As usual we begin by running the
Lagrange Multiplier test on each of the hypothesized time-varying parameters,
obtaining that all the nulls are rejected on both datasets as summarized in the
second and third columns of Table 1. To exclude dependencies between the
tests we take as null models both the completely static model (i.e. where all the
time-varying parameters are constant) and the model where all the parameters
are time-varying except the one being tested, obtaining similar results regardless
of the choice.
Here to better understand the results we introduce another quantity to the
analysis, given by the value of the components of the effective fields gi(t), each
related to one of our time-varying parameters. In particular, we define
gi(t) = gi,βdiag (t) + gi,βoff (t) + gi,βh(t)
gi,βdiag (t) = βdiag(t)Jiisi(t)
gi,βoff (t) = βoff (t)
∑
j
Jijsj(t)
gi,βh(t) = βh(t)(hi + h0(t))
which we then average at each time across all indices i, obtaining the quan-
tities 〈gβdiag 〉(t) and so on.
The way to interpret these quantities follows from the interpretation the
various time-varying parameters have: as mentioned in the definition of the
model, the βdiag parameter captures the level of endogeneity in the dynamics
related to auto-correlation in the time series; βoff is related to endogeneity in
the form of lagged cross-correlations; βh instead models the level to which the
observations are close to realizations of independent Bernoulli random variables,
unconditional of previously observed values - that is, they are not dependent
from any other modelled variable, thus linking to exogenous effects - and h0
shifts up or down the mean of these independent Bernoulli, thus capturing
purely exogenous effects on the dynamics. What the 〈gβ〉(t) quantities show
then is intuitively related to what the explained sum of squares means for linear
regression models, in the sense that the more a 〈gβ〉(t) is far from 0 relative to
2Data provided by LOBSTER academic data - powered by NASDAQ OMX.
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Figure 9: Values of β(t), 〈gβ〉(t) and h0(t) on May 6, 2010, along with the
average midprice across the S&P100 stocks. The red shade highlights the time
window (14:32:00 to 15:08:00 EST) where the Flash Crash takes place. We see
that the average activity parameter h0 starts increasing in the 45 minutes pre-
ceding the crash, while during the crash a bigger role is played by the correlation
parameters βdiag and βoff .
others the more the data reflect a dynamics that is modelled by that subset of
parameters. We choose to show these quantities as a simple way of assessing
the relevance of the components, a problem that is not easily solved in these
kinds of models. One potential candidate to better quantify these effects is
provided by dominance analysis [66, 67], which to the best our knowledge has
only been applied in the framework of multiple logistic regressions but never to
autoregressive models and whose generalization goes beyond the scope of this
article.
Since the baseline model is applied to stock midprice changes at high fre-
quency, typically called the activity of a stock which is taken as a proxy of
high-frequency volatility [53, 54], the interpretation of these time-varying pa-
rameters relates to volatility clustering in the case of βdiag, to volatility spillovers
for βoff , to higher or lower market-wise volatility for h0 and the relevance of
exogenous effects is given by βh.
In Figure 8 we show results for these quantities on a regular trading day,
November 12, 2019. We see that the J-related parameters, βdiag and βoff , as
well as the corresponding g components, show a U-shaped pattern throughout
the trading day, having higher values at the opening and closing, while the h-
related parameter βh only shows an increase towards the end of the day. The
h0 parameter, which captures the average exogenous price activity across all
stocks, shows itself a U-shaped pattern which is more pronounced at closing,
consistent with the intraday pattern typical of traded volume.
Figure 9 shows the same quantities during the Flash Crash of May 6, 2010.
Here the situation appears to be radically different from the one of Figure 8: the
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Figure 10: Values of β(t), 〈gβ〉(t) and h0(t) on July 31, 2019, along with the
average midprice across the S&P100 stocks. We highlight the time of at which
the announcement becomes public (14:00:00 EST) and the time at which the
press Q&A with Chairman Powell begins (14:36:00 EST).
parameters show a very significant variation around the crash, with an abnormal
increase in quantities related to βh in the 45 minutes preceding the crash followed
by a similar increase of the endogeneity parameters βdiag and βoff during the
event, which then stay relevant until market close. The intraday pattern is
overshadowed by the effect of the crash, but the picture at the beginning of the
day is similar to normal trading days. These measurements are consistent with
the reconstruction of how events unfolded, with an abnormal exogenous increase
in activity starting the crash, which is then amplified by endogenous mechanisms
of volatility spillovers. Of note, the endogeneity parameters persist at relatively
high values in the aftermath of the crash, indicating that the turmoil induced
by the Flash Crash reverberated for the remainder of the trading hours, even
after the prices had recovered at pre-crash levels.
Moving on to the recent FOMC announcement of July 31, 2019, in Figure
10 we show the values of β, 〈gβ〉 and the average stock price of the S&P100-
listed stocks we consider in the analysis (which are a different set from the one
in the Flash Crash example). The announcement went public at 14:00:00 EST
and is followed by a press conference at 14:30:00 EST, with a Q&A starting at
around 14:36:00 EST. Again we see that the usual intraday pattern shown in
Figure 8 is interrupted by the news, which however, differently from the Flash
Crash, was a scheduled event. This difference leads to the complete absence of
any sort of “unusual” effect in the earlier hours of the day, as typically analysts
provide forecasts regarding these announcements in the previous days and this
information is already incorporated in the prices. What then happens is that,
if the news does not meet market expectations, a correction in prices will occur
as soon as the information is made public, leading to higher market volatility
in the minutes and hours following the announcement [68, 69]. In this specific
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case, forecasts were mixed between a 25 and a 50 basis points interest rates cut
scenario3.
The published announcement at 14:00 EST mostly matched these forecasts,
with the FOMC lowering the interest target rate by 25 basis points, and we in-
deed see that the price levels are not particularly affected by the news. However
an increase in volatility, and in particular the endogenous components, can still
be observed in the few minutes following the announcement, quickly returning
to average levels though. What is actually interesting is to see the reaction to
the press conference held 30 minutes after the release, and in particular to the
answers the Chairman of the Fed Jerome H. Powell gives to journalists in the
Q&A. We see in fact that as soon as the Q&A starts, around 14:36 EST, prices
begin to plummet in response to the Chairman’s answers, possibly reacting to
the statement that this interest rates cut was only intended as a “midcycle ad-
justment to policy” rather than as the first of a series. Expectations of further
rates cuts in the later months of the year could be a reason for this adjustment
in the prices when these forecasts are not met, as usually lower interest rates
push the stock prices up. We see however that this unexpected event causes a
behavior in the time-varying parameters estimates much more similar to what
we have seen in the Flash Crash, albeit the endogenous components are even
more significant here.
Overall, these two examples show that our model captures different reac-
tions to events in stock volatilities depending whether at least part of the new
information is already incorporated in the price, as is the case for the FOMC
decision release, or whether the event is unpredictable in nature and triggered
by external causes, as in the Flash Crash or the press conference of July 31,
2019.
4.3 Identifying traders strategy changes around macroe-
conomic news
Another example application we propose is an extension to a previous work
by some of the authors [26], where they utilized the Kinetic Ising Model with
static parameters to infer a network of lead-lag relationships among traders and
to estimate the opinions held by traders on the underlying asset price, in this
case the spot exchange rate between Euro and US Dollar. Here the time series
represent buy (+1) or sell (-1) trades performed by individual traders in the
period May - September 2013, on a time scale of 5 minutes on the electronic
Foreign Exchange platform of a major dealer in the market, which provided
the data. The time series is produced as follows: starting from the trading
records, containing information about the time of trade with millisecond preci-
sion, anonymized identity of the trader, volume of EUR purchased in exchange
for USD (negative in case the trade goes in the other direction) and price paid,
we aggregate the traded volume for each trader in 5 minute time windows, and
take the sign of the total volume as the binary variable to feed the Kinetic Ising
Model. In the model we also include the log-returns on the exchange rate as
an external covariate, thus letting x(t) = r(t) and introducing the covariate
coupling parameters bi. We also split the data monthly in order to account for
3This information can be found on any finance-focused media outlet such as fi-
nance.yahoo.com, bloomberg.com or zacks.com
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the non-stationary sample of traders of the platforms, which enter and exit the
dataset thus rendering the data too incomplete on longer time scales.
However not all traders perform trades every 5 minutes, meaning that there
will be some missing values in the data. We select traders that are active at
least 30% of the 5 min time windows each month. The missing values are
filled by using an Expectation-Maximization-like procedure, as shown by the
same authors [30], in order to recover the opinions held by traders at times
when they are not expressed by a trade. The rationale behind this choice is
that, since the dataset only covers a fraction of the market (namely traders
active on a specific trading platform of the many available), it is reasonable
to assume that traders not trading on the platform could still be active on
other venues, or that other traders using similar strategies are, and thus being
able to assign an expected value to a missing observation can be useful4. For
further methodological details we refer the interested reader to the original
papers [30, 26], as explaining the method from scratch would require a lengthy
diversion from the discussion of the results. Once this imputation is done, we
add the score-driven dynamics to the model as in Eq. 7 and, after performing the
usual LM test reported in the fourth column of Table 1, we infer the score-driven
dynamics parameters. We then obtain a set of time series for β, now including
also a time-varying βb(t) parameter for the log-returns couplings, and h0. As
mentioned in the original paper [26], this model should be interpreted as a way
to put in relation the strategic decisions made by traders, highlighting which
market participants can carry information about short-term trends in demand
and supply as well as identifying the relations between traders adopting different
strategies. In this extended score-driven version, the time-varying parameters
allow a more refined interpretation of the model results by making explicit when
the considered traders are more “coupled” to others or to price variations in their
strategic behavior.
We compare our results to a dataset of macroeconomic announcement times
from the website www.dailyfx.com, which provides a calendar of scheduled an-
nouncements (e.g. interest rate decisions by central banks, quarterly unemploy-
ment rate reports, ...) with labels characterizing which currencies are mostly
affected by the announcement and the level of importance (low, medium or high)
of the news. We restrict our analysis to the news that are labeled as highly im-
portant and involving either EUR or USD, the pair traded by the traders in
our dataset. We obtain a total of 474 non-overlapping announcement events, of
which 283 are referred to the US Dollar and the remaining 201 to the Euro.
As we have different models for different months which we need to compare,
we first need to standardize the time series of our time-varying parameters. To
do so we perform a multiplicative trend-seasonal decomposition on the βs and
an additive decomposition on h0. Then we have
βk(t) = β
seas
k (t)β
trend
k (t)β
rand
k (t)
h0(t) = h
seas
0 (t) + h
trend
0 (t) + h
rand
0 (t)
where β(t) = (βdiag(t), βoff (t), βh(t), βb(t)). The seasonal component is
assumed to have daily periodicity, thus capturing any intraday pattern the pa-
4The imputation of these missing trades has been showed to be financially significant to
estimate causal effects between herding and liquidity in fragmented markets [26]
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rameters might show, while the trend component is the moving average of the
parameter with a two-side square filter with bandwidth of one day, to match
the seasonality. The remaining components βrandk and h
rand
0 are what we are
actually interested in, as they are the residual part of our parameters that is not
explained by either the intraday pattern or the local average value. To check
that we were not neglecting other possible choices, we measure seasonality in the
data by computing the Fourier transform of the time series to extract the prin-
cipal spectral component (not shown here for the sake of space) and found it to
be typically around the daily frequency: we decided to enforce daily seasonality
in order to make the decomposition homogeneous across months.
Having done this decomposition, we focus on the behavior of the residual
parts βrandk and h
rand
0 in the vicinity of news announcements. Defining the
news timestamp t∗, we select the values of βrandk and h
rand
0 in the interval
[t∗− 60m, t∗+ 60m], that is one hour before and after the event. In order to be
able to compare the residuals coming from different months, since we find that
they are distributed similarly to a Gaussian by inspecting the quantile-quantile
plots, we normalize them by subtracting the mean and dividing by the standard
deviation, obtaining
βˆ
rand
k (t) =
βrandk (t)− E[βrandk ]
Stdev[βrandk ]
(10)
We then take, for each lag l in the time window around the events, the
average value of the normalized βˆ
rand
k and hˆ0 across all events, that is
〈βˆrandk (l)〉 =
1
Ne
Ne∑
e=1
βˆ
rand
k (t
∗
e + l)
where Ne is the number of macroeconomic news events, l ∈ [−60m, 60m] and
t∗e is the timestamp within which event e takes place, that is the announcement
happens in the time window (t∗e − 5m, t∗e] identified by the bin labeled 0 in the
figures.
In Figure 11 we show these average values for all the different β compo-
nents, along with 95% confidence intervals obtained considering the probability
that a sample of Ne Gaussian random variables sampled with zero population
mean and unit variance has an empirical mean different from zero. We clearly
see that there are significant patterns in the proximity of the news announce-
ment, where both the βdiag and the βoff parameters show a reduction in the
importance of both autocorrelation and cross-correlation effects in the trading
behavior by traders, while the exogenous component βh is mostly unchanged.
The βb parameter is also marginally smaller in the immediate vicinity of the
announcement, possibly meaning that in that time frame the traders are less
focused on following the price dynamics and more on reacting to the news.
As further evidence that this modelling approach captures meaningful ef-
fects, in Figure 12 we show the pattern of h0 around the news events. Again,
when h0 > 0 it means that most of the trading activity of traders is directed
towards purchasing EUR in exchange for USD, and viceversa when h0 < 0.
While when looking at the top panel of Figure 12 it might seem that around
news traders tend to buy more USD, while it is actually more subtle than that.
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Figure 11: Patterns of the normalized residual components of β around macroe-
conomic news announcements, with purple dashed lines marking 95% confidence
intervals for the null hypothesis of no variation with respect to the sample av-
erage.
Indeed as we mentioned our dataset contains news affecting either USD or EUR,
so we can condition our averaging procedure to this information.
In the middle and bottom panels of Figure 12 we show the average pattern of
hˆrand0 around USD-affecting news and EUR-affecting news, respectively. What
we find is that traders are actually more likely to drop the affected currency from
their inventory when they know a news is coming, and that the effect is stronger
for EUR than USD. We believe there are at least two plausible explanations for
this: one is that the market we analyze is a European market in London opening
times, thus the majority of the traders are likely to be European; another is that
the year is 2013 and the Euro debt crisis is affecting EUR-related news, causing
more risk-aversion in traders. While this effect is not particularly surprising
and could be showed by simply looking at the net order flow, which is what h0
is designed to capture, it proves that our modelling approach can be used to
cleanly filter these effects when describing these systems.
We also argue that this particular behavior is consistent with the way we
select traders: as we only consider in our data traders that are active in more
than 30% of the timestamps, we are very likely excluding the traders that follow
a news-trading strategy, as they are unlikely to trade that often outside of these
time intervals. In this sense it is not surprising to see other traders be risk-averse
with respect to the news, thus dropping the affected currency before the news
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Figure 12: Patterns of the normalized residual component of h0 around macroe-
conomic news, with purple dashed lines marking 95% confidence intervals for
the null hypothesis of no variation with respect to the sample average. (top) all
events; (mid) only USD-related events; (bottom) only EUR-related events.
comes to avoid adverse selection and higher volatility.
5 Conclusions
We have applied the score-driven methodology to extend the Kinetic Ising Model
to a time-varying parameters formulation, introducing two new models for non-
stationary time series, the Dynamical Noise Kinetic Ising Model (DyNoKIM)
and the Dynamic Endogeneity Kinetic Ising Model (DyEKIM). We showed that
the DyNoKIM, characterized by a time-varying noise level parameter β(t), has
a clear utility in forecasting applications, as the Area Under the ROC Curve
can be showed to be a growing function of β(t), while the DyEKIM can be used
to discriminate between endogenous and exogenous effects in the evolution of a
time series. We then provided three example applications of the two models: in
the first the DyNoKIM is successfully used to quantify the forecasting accuracy
of stock activities in the US stock market; in the second we applied the DyEKIM
to describe the high-frequency volatilities of US stocks in proximity of extreme
events such as the Flash Crash of May 6, 2010 or around scheduled announce-
ments as the FOMC report of July 31, 2019; in the last empirical application
we built upon a previous work [26] on traders lead-lag networks to describe how
trading strategies affect one another around macroeconomic announcements,
showing that the DyEKIM effectively captures some interesting features of the
data. While our empirical applications have been focused on financial systems,
mainly due to our expertise and data availability, we envision our approach can
be useful also in other fields of application such as neuroscience and machine
learning, where the static version of the Kinetic Ising Model has been in use for
25
a long time.
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Appendix A Derivation of the theoretical AUC
for the KIM
In this Appendix we provide the detailed derivation of the theoretical AUC
shown in Fig. 1, as well as provide further comments on the choice of φ(g) to
be Gaussian.
Following the definition of TPR and FPR one can compute their expected
values
TPRφ(α, β) =
1
Z+φ (β)
∫
gi:p+>α
dgiφ(g)p
+(β, gi) (A.1a)
FPRφ(α, β) =
1
Z−φ (β)
∫
gi:p+>α
dgiφ(g)p
−(β, gi) (A.1b)
where Z±φ (β) = p(si = ±1) is a normalization function, φ(g) is the unconditional
distribution of the effective fields gi and we have abbreviated the probability of
sampling a positive or negative value as
p±(β, gi) =
e±βgi
2 cosh(βgi)
The definition of the theoretical AUC then reads as
AUCφ(β) =
∫ 0
1
TPRφ(α, β)
∂FPRφ(α, β)
∂α
dα
that is the area below the set of points (FPR(α), TPR(α)). The lower limit
to the integration in Eqs. A.1 is gmin : p
+(gmin) = α, which is found to be
gmin(α, β) =
1
2β
log
α
1− α
Then applying the partial derivative to the definition of FPR it follows that
∂FPR
∂α
= − 1
Z−φ (β)
∂gmin
∂α
φ(gmin)(1− α)
where we have substituted p−(β, gmin) = 1 − α. Plugging all the above
results in the definition of AUCφ we then find
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AUCφ(β) =
1
Z+φ (β)Z
−
φ (β)
∫ 1
0
dα
[∫ +∞
gmin(α,β)
dgφ(g)
eβg
2 coshβg
]
×
×
[
1
2αβ
φ(gmin(α, β))
]
(A.2)
From an operational perspective φ(g) is the distribution that the effective
fields show cross-sectionally across the whole sample, that is gi(t) ∼ φ(g) ∀i, t,
but it can also be calculated by giving a prior distribution to the static pa-
rameters of the model, Θ = (J, h, b). Finding this distribution can be useful
to provide an easier and more accurate evaluation of the expected AUC of a
forecast at a given β value, as it provides a bridge from the model parameters
to the AUC(β) we derived in Eq. A.2 and shown in Fig. 1 in the main text.
Let us assume, as is standard in the literature [14, 70, 36], that the param-
eters Θ are structured in such a way that
Jij
iid∼ N (J0/N, J21/N − J20/N2)
hi
iid∼ N (h0, h21)
while bik = 0 for simplicity. If that is the case then the distribution of gi(t)
is itself a Gaussian, as gi(t) is now a sum of independent Gaussian random
variables Jij and hi with random coefficients sj(t). Let us also define two
average operators: the average 〈·〉 over the distribution p of Eq. 1, also called
the thermal average (which, the system being ergodic, coincides with a time
average for T → ∞), and the average · over the distribution of parameters,
also known as the disorder average. Following Me´zard and Sakellariou [36] we
can then find the unconditional mean of si which reads
mi = 〈si(t)〉 = 〈tanh [βgi(t)]〉 (A.3)
where we have substituted the conditional mean value of si(t) inside the
brackets. This depends from the distribution of gi(t): assuming stationarity
and calling g0i = 〈gi(t)〉 and ∆2i = 〈g2i (t)〉 − 〈gi(t)〉2 we find that they are
g0i = 〈
∑
j
Jijsj(t) + hi〉 =
∑
j
Jijmj + hi (A.4a)
∆2i =
〈∑
j
Jijsj(t) + hi
2〉−〈∑
j
Jijsj(t) + hi
〉2
=
=
∑
j,k
JijJik [〈sj(t)sk(t)〉 −mjmk] (A.4b)
In Eq. A.4b spins sj(t) and sk(t) are mutually conditionally independent
under distribution p: this means that the only surviving terms are the ones for
j = k, and thus we find
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∆2i =
∑
j
J2ij(1−m2j ) (A.5)
Having determined the value of the mean and variance of the effective field of
spin i we can now proceed to average over the disorder and find the unconditional
distribution of effective fields at any time and for any spin, φ(g). First we realize
that the average of Eq. A.3 can now be substituted by a Gaussian integral
mi =
∫
Dx tanh
[
β
(
g0i + x∆i
)]
(A.6)
where Dx is a Gaussian measure of variable x ∼ N (0, 1). Then we can see
that the unconditional mean of the fields distribution φ(g) is
g0 = 〈gi(t)〉 =
∑
j
Jijmj + hi (A.7)
Given the above results and the definition of J , the dependency between
Jij and mj vanishes like O(1/N), which means that the two can be averaged
over the disorder separately in the limit N → ∞. This results in the following
expression for the unconditional mean of gi(t)
g0 = J0mj + h0 = J0m+ h0 (A.8)
where
m = mi =
∫
Dx tanh [β(gi + x∆i)]
both the integral and the average here are of difficult solution and results
have been provided by Crisanti and Sompolinsky [14]: they show that in the
limit N → ∞ and with hi = 0 ∀i the system can be in one of two phases,
a paramagnetic phase where m = 0 if β is smaller than a critical threshold
βc(J0) and J0 < 1, and a ferromagnetic phase where m 6= 0 otherwise. In the
following we report results for simulations in the paramagnetic phase, as the
inference is not possible in the ferromagnetic phase. To give better intuition
let us consider the integral above in the limit β → 0: then we can expand the
hyperbolic tangent around 0 to find (since x has zero mean)
m ≈ βgi = β
∑
j
Jijmj + h0
 = β(J0m+ h0) (A.9)
which in turn leads to an approximated solution for g0 in the limit β → 0
g0 ≈ h0
(
βJ0
1− βJ0 + 1
)
Moving on to the variance of g the calculation is straightforward. Adding
the mean over the disorder to Eq. A.4b we find
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Figure A.1: Comparison between the AUC estimated on data simulated from
a Kinetic Ising Model and the theoretically derived AUC with Gaussian distri-
bution of the J and h parameters, varying β and the hyperparameters J0, J1,
h0 and h1. Plot points report average simulated values for a given β with error
bars at ±1 standard deviation, dashed lines report theoretical values predicted
by Eq. A.2.
g21 =
〈∑
j
Jijsj(t) + hi
2〉−〈∑
j
Jijsj(t) + hi
〉2
=
=
∑
j
J2ij + h
2
i + 2hi
∑
j
Jijmj −
∑
j
Jijmj + hi
2
=
= J21 + h
2
1 − J20m2 (A.10)
Equations A.8 and A.10 can then be used to calculate, given the parameters
of the distribution generating Θ, the values of g0 and g1 that are to be plugged
in the distribution φ(g) of Eq. A.2.
We simulated a Kinetic Ising Model with N = 100 spins for T = 2000 time
steps at different constant values of β and then measured the AUC of predic-
tions assuming the parameters are known. In Fig. A.1 we report a comparison
between these simulated values and the theoretical ones provided by Eq. A.2
varying β and the hyperparameters J0, J1, h0 and h1 in the Gaussian setting we
just discussed and adopting the expansion for β → 0. We see that the approx-
imation for small β of Eq. A.9 does not affect the accuracy of the theoretical
prediction for larger values of β and that the mean is correctly captured by Eq.
A.2. The only exception to this is found for β > 1 and J0 = 1, which according
to the literature is close to the line of the ferromagnetic transition: in this case
the small β approximation fails to predict the simulated values. Larger values
of N and T (not shown here) produce narrower error bars.
The general effect we see from Fig. A.1 is that higher variance of the J and
h parameters leads to higher AUC values leaving all else unchanged (orange
squares and yellow circles), while moving the means has little effect as long as
the system is in its paramagnetic phase.
These results are easy to obtain thanks to the assumption that the model
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parameters J and h have Gaussian distributed entries, but in principle the
distribution φ(g) can be derived also for other distributions, albeit probably
requiring numerical solutions rather than the analytical ones we presented here.
Appendix B Maximum Likelihood Estimation
As mentioned in the main text our estimation procedure is done in steps, start-
ing by estimating the parameters Θ = (J, h, b) of the standard KIM and then
running a targeted estimation for the w, B and A parameters. In this Appendix
we provide some further details about this procedure.
The whole process can be summarized as the maximization of the log-
likelihood L(Θ, β(t), w,B,A) of the model in question, which in the case of
the DyNoKIM reads (setting as usual hi = bi = 0 ∀i)
L(Θ, β(t), w,B,A) =
T∑
t=1
∑
i
β(t)∑
j
si(t+ 1)Jijsj(t)
− logZ(t)

(B.1a)
with log β(t+ 1) = w +B log β(t) +AI−1/2(t)∇t (B.1b)
and the definitions of the various quantities are given in Section 2 in the main
text. The log-likelihood shown above has a recursive form, as each term in the
sum of Eq. B.1a depends on β(t), which is determined recursively through Eq.
B.1b from a starting condition β(1). This means that, if one were to maximize
L with respect to all the parameters by applying a standard Gradient Descent
method, at each computation of L and its gradient it would be necessary to
compute the recursion, resulting in a slow and computationally cumbersome
process. In order to make the estimation quicker we implement our multi-step
procedure, relying on existing methods for the estimation of the standard KIM
and of observation-driven models.
Our first step consists of maximizing L with respect to the standard KIM
parameters Θ. This is done adopting the Mean Field approach of Me´zard and
Sakellariou [36], which is both fast and accurate in the estimation of fully con-
nected models. We refer the interested readers to the original publication for
further details on the method itself. The main reason to detach this step from
the optimization of the complete log-likelihood is that Θ contains a large num-
ber of parameters: if one can get an estimate for those without recurring to
slow and hard to tune Gradient Descent methods the computational cost of the
inference reduces significantly.
Given the values of Θ obtained in the first step, we then move to the targeted
estimation of w, B and A. This consists in first estimating a target value f¯
for the unconditional mean of f(t) = log β(t) and then optimize w, B and A
maintaining the ratio w/(1 − B) = f¯ fixed. To estimate f¯ we maximize the
log-likelihood of Eq. B.1a temporarily imposing A = B = 0, hence Eq. B.1b
becomes log β(t) = f¯ = const. Finally, given this target value we optimize L
with respect to w, B and Amaintaining the ratio w/(1−B) = f¯ fixed and setting
f(1) = f¯ to start the recursion of Eq. B.1b. During these last two steps we use
the ADAptive Momentum (ADAM) [71] Stochastic Gradient Descent method
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as optimization algorithm, as we found in our case it had better performance
with respect to other available methods.
This targeted estimation is not necessary - one could directly estimate w, B
and A together - but it is a standard procedure in the estimation of observation-
driven models like the GARCH [72], as it typically reduces the total number of
iterations of gradient descent.
We point out one last remark concerning the indetermination of 〈β〉 in the
model of Eq. 4 and of 〈β〉 in Eq. 7, which is crucial to understand the results
of Section 3. The fact that these values cannot be identified is not problematic
per se, but requires caution when comparing models and filtered parameters
across different samples, or when comparing estimates with simulations. To
avoid misleading results, one needs to enforce the sample mean of the filtered
β(t) (or of each of the elements of β(t) in the DyEKIM) to be equal to a
reference value, which without loss of generality we pick to be 〈β〉 = 1. This
is easily done by running the estimation and filtering, then measuring 〈β〉 and
rescaling β′(t) = β(t)/〈β〉. To leave the model unchanged an opposite rescaling
is needed for the parameters J , h and b, each having to be multiplied by 〈β〉
themselves. This transformation does not change the log-likelihood, thus the
model parameters are still MLE, but crucially allows to set a reference value for
β that solves the indetermination.
Given this remark, in all the simulations we show in Section 3 where the data
generating process of β(t) is misspecified we generate its values making sure that
their sample mean is 1. By doing so we do not lose any generality in our results,
as the indetermination needs to be solved for the data generating process too if
one wants to obtain meaningful results, and we are able to correctly compare
the simulated values of J and β(t) with the ones that are estimated by the
score-driven model. Notably, since the model is misspecified, this cannot be
achieved during estimation by enforcing the targeted unconditional mean to be
equal to 1, as the score in that case is not a martingale difference and thus the
unconditional mean of the score-driven parameter is ill-defined itself, as shown
by Creal et al. [15].
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