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To first order, a strong, external field doubly-ionizes the electrons in helium such that they are
ejected into the same direction (front-to-back motion). Here, using a (1+1)-dimensional model,
we optimize the field with the objective that the two electrons be ejected into opposite directions
(back-to-back motion). The optimization is performed using four different control procedures: (1)
Local control, (2) derivative-free optimization of basis expansions of the field, (3) the Krotov method
and (4) control of the classical equations of motions. Superficially, all four procedures give different
fields. However, upon a more careful analysis all the fields obtained exploit essentially the same
two-step mechanism leading to back-to-back motion: First, the electrons are displaced by the field
into the same direction. Second, after the field turns off, the nuclear attraction and the electron-
electron repulsion combine to generate the final motion into opposite directions for each electron.
By performing quasi-classical calculations, we confirm that this mechanism is essentially classical.
I. INTRODUCTION
Helium is the simplest atom that shows many-body
effects. Even a system this small can lead to puzzling
effects in strong laser fields and rich dynamics [1–5]. One
interesting process that appears in strong laser fields is
double ionization [1, 6, 7]. It can be generated by three
main types of mechanisms, namely direct, sequential, and
nonsequential double ionization. In direct ionization, the
energy of one photon is sufficient to ionize both electrons
directly. In sequential ionization, one photon ionizes the
first electron and a second photon ionizes the remain-
ing electron. For that, the energy of the photon needs
to be high (larger than the second ionization potential,
I2 = 54.4 eV for helium [8]) or the intensity needs to be
very large such that over-the-barrier ionization can oc-
cur. Nonsequential double ionization appears when the
energy of the photon is smaller than the second ioniza-
tion potential but larger than the first ionization poten-
tial, I1 = 24.6 eV. There, similar to the semi-classical
three-step model in High Harmonic Generation, (1) one
electron tunnels through the potential barrier (or is ion-
ized directly), (2) is accelerated into the continuum, (3)
is then rescattered back and collides with the remain-
ing electron such that both electrons are ionized. There
is also a recollision-excitation with subsequent ionization
(RESI) mechanism where the remaining electron is first
excited into a higher-lying bound state. In a second step,
it tunnels through the barrier. This occurs for lower in-
tensities.
Another way to look at the mechanism of double ion-
ization is to consider the final relative motion of the elec-
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trons. Are they accelerated to the same or to opposite di-
rections [9, 10]? The motion into same directions is called
front-to-back or correlated motion whereas the motion
into opposite directions is called back-to-back or anti-
correlated motion [2, 9, 11–13]. The latter arises solely
due to the electronic repulsion and the nuclear attrac-
tion and thus is an electron-electron correlation effect.
Without a change in phase of the relative motion of the
electrons, an external field can accelerate the electrons
only in the same direction. Thus, back-to-back double
ionization is controlled only indirectly by the laser field,
through an interplay between the field and the interpar-
ticle forces. As a result, front-to-back motion is typically
the dominant contribution to double ionization [14, 15].
The objective of this article is to study control of back-
to-back double ionization by an external field. Employing
a (1+1)-dimensional model, we use four different control
procedures: (1) local control, where the control objec-
tive is maximized at each time step, (2) derivative-free
optimization using a basis representation of the field,
(3) the Krotov algorithm and (4) control of the classical
equations of motions. All four algorithms have different
strengths and weaknesses and lead to different optimized
fields. However, we show below that for this system, all
obtained fields lead to the same mechanism: a two-step
procedure, where the initial wavepacket is first displaced
by the field and then propagated field-free toward the
desired back-to-back direction. This mechanism is con-
firmed by quasi classical calculations. Thus, the essen-
tials of the mechanism are classical.
Note that although the model is of reduced dimension-
ality, it is extremely challenging computationally. The
many long propagations required for the control meth-
ods used here were possible because of an efficient new
implementation of the wavepacket dynamics [16–19].
An experimental realization of our goal has already
been obtained by Zhang et al. for the neon atom with
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2orthogonally polarized two-color fields [9]. Similarly,
Ngoko Djiokap et al. did theoretical control simulations
by changing the polarization and carrier-envelope phase
of an elliptically polarized, few-cycle extreme ultravio-
let (XUV) pulse [12]. Li et al. did a similar study for
magnesium using a classical model [20]. Maxwell and
Figueira de Morisson Faria investigated the transition of
front-to-back to back-to-back motion within the RESI
mechanism below the direct ionization threshold, based
on interference of different excitation channels [10]. Fur-
ther, Schöffler et al. studied single-photon double ioniza-
tion of helium that also leads to back-to-back ejection via
quadrupole transitions [21]. In molecules, the motion of
the electrons can be controlled by change of the alignment
of the (linear) molecule towards the laser field [22, 23].
In contrast to the previous studies, we do not focus on
particular shapes, frequencies or intensities of the pulse.
Instead, the only objective is back-to-back ionization and
the field can assume any possible shape required to reach
the objective. While the fields obtained by such a pro-
cedure may not be directly experimentally accessible, we
can extract the mechanism by which the field leads to
the desired objective. Then the key characteristics of the
field, e.g. asymmetry of the pulse, intensity patterns or
multiple pulses, should be able to be implemented exper-
imentally.
The outline is as follows. Section II introduces the
model system and the coordinates used. Section III de-
fines the regions corresponding to mutually exclusive ion-
ization outcomes and introduces the objectives to be op-
timized. The various control methods used are presented
in Section IV. The results are presented in Section V and
discussed in Section VI. We conclude in Section VII.
II. MODEL SYSTEM
In the following, we use the standard regularized
(1 + 1)-dimensional model of helium, where the quantum
mechanical Hamiltonian takes the form of [24]
Hˆ = Hˆ0 + XˆA(t), (1)
Hˆ0 = −1
2
∂2
∂x12
− 1
2
∂2
∂x22
+ V (x1, x2), (2)
V (x1, x2) =
∑
i∈{1,2}
− 2√
x2i + α
2
+
1√
(x1 − x2)2 + α2
,
(3)
Xˆ = −i
(
∂
∂x1
+
∂
∂x2
)
, (4)
where xi is the coordinate of electron i. The regular-
ization parameter α is taken from Ref. [25] and set to
0.739707902. This regularization leads to a match of the
exact ground state energy of the helium atom. The inter-
action with the external field is described by the vector
potential A(t) and the interaction operator Xˆ in velocity
gauge. We prefer velocity gauge over length gauge be-
cause only fields E(t) = −dA(t)/dt with vanishing time
integral are physical [26]. This can easily be achieved by
requiring that the potential A(t) vanishes for t → ±∞.
Additionally, the velocity gauge typically is computa-
tionally more efficient, especially at higher pulse inten-
sity [27], and the local control expressions shown in Sec-
tion IVA are simpler in velocity gauge.
To take the Fermionic nature of the electrons into ac-
count, we write the total wavefunction as direct product
of a spin-dependent and a coordinate-dependent part.
Since the non-relativistic Hamiltonian does not couple
different spins, the spin-dependent part of the wavefunc-
tion remains constant during the time evolution. For he-
lium, the electronic ground state is a singlet state whose
spin-dependent part is antisymmetric with respect to ex-
change of the electrons, 2−1/2[|α1β2〉 − |β2α1〉]. Thus,
to ensure total antisymmetry of the wavefunction with
respect to exchange of the electrons, the coordinate-
dependent part of the wavefunction has to be symmet-
ric, ψ(x1, x2)
!
= ψ(x2, x1). Symmetry can be straightfor-
wardly exploited by rotating the coordinate system by
45◦. In this rotated coordinate system, the coordinates
u and v are defined as
u =
x1 + x2
2
, v =
x1 − x2
2
, (5)
⇔ u+ v = x1, u− v = x2. (6)
Exchange of x1 and x2 leads to a sign flip in v. Accord-
ingly, the wavefunction is axially symmetric in v,
ψ(u, v) = ψ(u,−v). (7)
We will exploit this symmetry by using only symmetric
basis functions in the v coordinate, thus decreasing the
number of required basis functions by two, compared to
the unrotated coordinate system; see Section A 5 in the
supplementary material.
Besides exploiting symmetry, this coordinate system
allows for a very simple interpretation of the wavefunc-
tion in terms of the relative motion of the electrons; see
Fig. 1. Comparing the electronic motion in u and v with
the vibrational normal modes of a diatomic system, v
describes a symmetric stretch mode and u an antisym-
metric stretch mode. Large values of v (compared to u)
indicate large separations of the two electrons: They are
on different sides of the nucleus. In contrast, large values
of u (compared to v) indicate that they are on the same
side of the nucleus and that they approach each other
with decreasing v.
The field-free Hamiltonian and the field-interaction op-
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FIG. 1. Regions of the one-dimensional helium atom in
the continuum for the rotated coordinate system [Eq. (5)].
The red dot marks the origin where the ground-state density
is peaked. The blue region S corresponds to single ioniza-
tion and the two regions D{1,2} denote double ionization and
are not connected. D1 (D2) corresponds to double ionization
where the electrons are ionized into opposite (same) direc-
tions. The motions of the two electrons are depicted by the
small diagrams; showing the nucleus as a red dot. The white
region in between denotes an intermediate between single and
double ionization. The regions are only shown for values of v
larger or equal to zero. For negative values, the schematic is
mirrored; compare with Fig. 2.
erator in this rotated coordinate system are given as
Hˆ0 =− 1
4
(
∂2
∂u2
+
∂2
∂v2
)
+ V (u, v), (8)
V (u, v) =
1√
(2v)2 + α2
− 2√
(u+ v)2 + α2
− 2√
(u− v)2 + α2 ,
(9)
Xˆ =− i ∂
∂u
. (10)
The potential V (u, v) is shown in Fig. 2. Note that the
repulsive electron-electron interaction is peaked along the
v = 0 line and the attractive electron-nuclear interaction
is peaked along the diagonal u = v lines.
III. REGIONS OF IONIZATION
In the continuum, there are three regions with different
characteristics. They are shown schematically in Fig. 1.
S corresponds to single ionization. D1 (D2) corresponds
to double ionization where the electrons are ionized into
different (same) directions. When double ionization to ei-
ther D1 or D2 occurs, typically parts of the wavefunction
remain in the single ionization region S.
The field interaction operator Xˆ in the rotated coor-
dinate system, Eq. (10), reveals that an external field
couples only with the u direction. That is, both elec-
trons are accelerated into the same direction. If the per-
turbation induced by the external field is stronger than
FIG. 2. Potential V (u, v) [Eq. (9)] of the helium model in
the rotated coordinate system [Eq. (5)]. The contour line at
V (u, v) = 0 is highlighted by thicker lines and parts of the
potential is plotted transparently in order to recognize the
part at v > 0. Note the fourfold symmetry of the potential,
V (u, v) = V (u,−v) = V (−u, v) = V (−u,−v).
the Coulomb repulsion of the electrons, they mainly oc-
cupy region D2, indicating a correlated, or front-to-back
process of the double ionization. An anticorrelated, back-
to-back process is apparent if the electrons occupy region
D1. Typically [14, 15], both regions D2 and D1 are oc-
cupied but, due to the form of the perturbation induced
by the field, there is a substantially larger fraction of the
wavepacket in region D2 [28].
Here, our goal is to reverse this situation and to in-
crease the occupancy of region D1, compared to region
D2. The optimal choice of target would be a wavepacket
that is doubly ionized but centered along u = 0. Since
the external laser field couples only with the u direction,
this can be achieved solely by an interplay between the
external field and the Coulomb repulsion of the electrons.
IV. CONTROL METHODS
The goal of quantum control theory is to steer via
an external electromagnetic field (or potential) A(t) the
evolution of the wavefunction |ψ(t)〉. The evolution is
determined by the time-dependent Schrödinger equation
(TDSE)
i
∂
∂t
|ψ(t)〉 = Hˆ|ψ(t)〉 (11)
= Hˆ0|ψ(t)〉+ XˆA(t)|ψ(t)〉, A(t) ∈ C, (12)
where Hˆ0 is the field-free Hamiltonian and Xˆ the (typi-
cally electromagnetic) interaction operator, which is mul-
tiplied with the field A(t). In control theory, the field is
treated as a parameter in order to optimize for a specific
goal.
4A wide variety of optimization goals can be formulated
in terms of a control functional J that solely depends on
the wavefunction at final time T . It takes the form of
J = 〈ψ(T )|Oˆ|ψ(T )〉, (13)
which should be maximized [29–32]. Oˆ is Hermitian and
either some operator whose expectation value at final
time T should be optimized, or, more commonly, a pro-
jection operator |φ〉〈φ| in order to optimize for a particu-
lar state |φ〉. As explained in Section II, the operator Oˆ
should be chosen in such a way that maximizing J cor-
responds to the major contribution of the wavefunction
coming from region D1. This can be achieved either by
choosing Oˆ to be the position operator Oˆ = v [33], or to
be a projector, Oˆ = |φv〉〈φv|, where φv is a state localized
in D1.
Quantum control theory can be implemented in var-
ious ways. Here, we use three different ways, namely
local control (Section IVA), derivative-free optimization
(Section IVB1) and the Krotov method (Section IVB2).
Furthermore, we will also perform optimal control of clas-
sical equations of motions (Section IVC). All methods
have advantages and disadvantages and may lead to dif-
ferent pulses and hence different physical mechanisms.
In this work, we show that all four control methods (in-
cluding the classical control method) lead to essentially
the same physical mechanism. This is discussed in Sec-
tion VI. Note that since the different control methods
involve different numerics, the form and choice of target
operator (state or projector) may have to be modified
depending on the control methodology.
A. Local Control
One way to maximize Eq. (13), that is, some prop-
erty of the wavefunction at final propagation time, is to
maximize this property during the time propagation for
all intermediate times. This is the idea of local control
theory. There, the field A(t) at time t0 is varied locally
at time t0 for a small time-interval t ∈ [t0, t0 + ∆t] in
order to optimize the expectation value of some opera-
tor Oˆ [29, 34]. In the following, we will assume that Oˆ
is time-independent. According to Ehrenfest’s theorem,
the rate of 〈Oˆ〉 then becomes
d
dt
〈Oˆ〉 = i〈ψ(t)|[Hˆ0, Oˆ]|ψ(t)〉+ iA(t)〈ψ(t)|[Xˆ, Oˆ]|ψ(t)〉,
(14)
where [Aˆ, Bˆ] is the commutator of operators Aˆ and Bˆ.
Provided that Oˆ does not commute with the field inter-
action operator, Xˆ, the temporal change of 〈Oˆ〉 can be
controlled by an appropriately chosen A(t).
Eq. (14) can be written as
d〈Oˆ〉
dt
≡ C(t) = Y(t) +A(t)Z(t). (15)
In many previous applications of local control theory, Oˆ
commuted with Hˆ0, resulting in vanishing Y(t) [34, 35].
Then, Eq. (15) takes a particularly simple form and 〈Oˆ〉
is maximized by setting A(t) to the complex conjugate
of Z(t). When Y(t) is nonzero (which will be the case in
this work; see below) this simple strategy does not work.
As an alternative, C(t) can be fixed to be constant with
a predefined value, giving
A(t) =
C − Y(t)
Z(t) ∼ λ
C − Y(t)
Z(t) . (16)
λ is a scaling parameter in case of vanishing Z(t).
In addition to the dependence of local optimization on
the choice of operator Oˆ, it also depends on the gauge
that describes the electromagnetic interaction. In the
length gauge, Xˆ commutes with operators that are func-
tions of the coordinates such that no field-dependent ex-
pressions are obtained to first order. Although local con-
trol is, in principle, possible via a second-order expression
(see Section A 1 in the supplementary material), this is
turns out to be very unstable numerically and is not pur-
sued further.
Instead, we employ the velocity gauge. For reasons
that will become clear below, here, we choose some oper-
ator Oˆ instead of an projector for optimization. Assum-
ing that Oˆ depends only on u and v, Oˆ(u, v), inserting
Eq. (2) and (4) into Eq. (14) yields
d〈O(u, v)〉
dt
=A(t)〈Ou(u, v)〉
− i
4
[
2〈Ov(u, v)∂v〉+ 〈Ovv(u, v)〉
+ 2〈Ou(u, v)∂u〉+ 〈Ouu(u, v)〉
]
,
(17)
where Ouu(u, v) =
∂2O(u,v)
∂u2 ≡ ∂2uO(u, v) and so on. As
noted in Section II, the field couples only with the u
direction. This is evident from the form of Eq. (17),
where A(t) couples solely with 〈Ou(u, v)〉. For this rea-
son, Eq. (17) would not give a field-dependence if Oˆ de-
pends only on separable terms in v and u. Thus, coupling
with v appears only to second order for sum expressions.
Instead, product forms such as Oˆ(u, v) = O˜(u)× Oˇ(v) or
other, non-separable functional expressions for Oˆ(u, v)
are required such that Eq. (17) can be used directly.
Besides the necessity to use non-separable forms, in
order to steer the wavefunction into region D1 the opera-
tor Oˆ(u, v) also needs to have reasonable overlap with the
origin where, the ground state |ψ(0)〉 is localized. This
is also the reason why for the local control procedure Oˆ
should be an operator and not a projector of a final state
located solely in D1.
We observed numerical difficulties with Eq. (16) due
to three factors: the scaling factor, the complex-valued
fields (which give non-Hermitian Hamiltonians) and the
the very small time steps required (Eq. (16) is valid only
to first order in time). Thus, we also used a “simple
5man” optimization. There, |ψ(t+ ∆t)〉 is explicitly eval-
uated and the new A(t + ∆t/2) is optimimized numer-
ically (a one-dimensional maximization problem), with-
out the need for analytical formulae for time-derivatives.
More details on this are presented in Section A 1.a in the
supplementary material.
B. Global Control
An alternative to local quantum control are global op-
timization procedures that maximize the final state or
an expectation value by varying the parameters of the
field simultaneously at all times [36]. In contrast to local
control, this means that the target expression need not
monotonically increase during all propagation times [34].
Instead, the target can be chosen to depend only on
the state at final propagation time. This relaxes the
constraints that local control puts on the optimization
procedure such that other fields and other physical pro-
cesses may be found. Compared to local control methods,
global control methods are typically much more resource-
intensive as they require an iterative approach where the
TDSE is solved many times until the optimal field is
found, whereas local control procedures require only one
time propagation.
Global control can be implemented in different ways,
two of which will be presented in the following.
1. Derivative-free optimization
A simple scheme for global control optimization is to
represent the field in terms of one or more functions gi
and to optimize the (possibly nonlinear) parameters,
A(t) ≈
Ng∑
i=1
gi(t; ~pi). (18)
The advantage (and disadvantage) of this approach is
that the form of the field is predetermined by the form
of gi. With that, the spectral bandwidth can be limited
or a particular pulse shape (e.g., Gaussian for Ng = 1)
can be required. This, however, results in a constrained
optimization of A(t), making the optimization procedure
often more difficult.
For finding optimal parameters ~pi, in principle, the
gradient of J with respect to the parameters can be de-
rived using the approach from the next Section IVB2.
However, especially for nonlinear optimizations, the gra-
dient can be noisy. This renders standard gradient-
based optimization algorithms useless. Instead, black-
box derivative-free optimization algorithms are typically
used [37]. These can be either heuristic algorithms that
search for global minima of the optimization landscapes
(like genetic algorithms) or these can be algorithms for
finding local minima by estimating the gradient numeri-
cally. Both types of algorithms will be used in this work.
Due to the more numerical nature of the derivative-
free optimization, the objective does not need to be of the
particular form shown in Eq. (13). Instead, any objective
can be chosen. Here, we chose to maximize the overlap
with two states:
J = |〈ψ(T )|φ1〉 − w2〈ψ(T )|φ2〉|, (19)
where w2 is a weight. The states |φi〉 can take any
form and do not even need to be square integrable. The
overlap of |ψ(T )〉 with |φ1〉 is maximized. Hence, |φ1〉
should be located in region D1 (compare with Fig. 1).
In contrast, the overlap of |ψ(T )〉 with |φ2〉 is minimized.
Hence, |φ2〉 should be located in region D2. Furthermore,
for the electrons to move into opposite directions, there
should be no momentum in u but a positive momentum
in v, giving an additional property |φi〉 should fulfill.
2. Krotov method
Another approach to global quantum control takes
derivative information into account. This is performed
within a variational framework where A(t) is discretized,
leading to a very robust and general approach. However,
adding particular constraints to the field is difficult (see
Refs. [38, 39] for some approaches) and some target op-
erators Oˆ may lead to numerical instabilities due to the
lack of constraints (i.e., very large values of A(t) or many
oscillations). Oˆ thus needs to be well-chosen.
To obtain the optimized field in discretized time, we
use the Krotov method [40–42]. Therein, not only J but
the following functional is optimized:
J¯ = J + J1 + J2 + J3, (20)
with
J = 〈ψ(T )|Oˆ|ψ(T )〉, (21)
J1 = −2<
∫ T
0
〈χ(t)| ∂ψ(t)/∂t〉dt, (22)
J2 = +2<
∫ T
0
〈χ(t)|[Hˆ0 + XˆA(t)]|ψ(t)〉dt, (23)
J3 = −
∫ T
0
λ(t)[A(t)−Aref(t)]2dt. (24)
〈χ(t)| is a Lagrange multiplier or dual function. The
functional J3 restrains the fluence of the field. The
smaller λ(t), the smaller the contribution of J3 to J¯ and
hence the larger the allowed deviations from the reference
field Aref.
After discretization in t, this optimization problem fi-
nally yields the following update of the field at iteration
p at time t:
A(p)(t) = Aref(t) +
1
λ(t)
=
〈
χ(p−1)(t)
∣∣∣Xˆ∣∣∣ψ(p)(t−∆t)〉 .
(25)
6In the Krotov algorithm, the dual state |χ(T )〉 at final
propagation time T is obtained by applying Oˆ on |ψ(T )〉.
The dual state is then propagated backward in time.
The new wavefunction |ψ(t)〉 and the new values of the
field are then obtained by a forward propagation using
Eq. (25). This procedure is repeated until convergence.
Provided that Oˆ is a positive semidefinite operator,
e. g., a projector, it can be shown that Krotov’s method
gives monotonic convergence with respect to J¯ . However,
it may happen that only J3 in J¯ is optimized and not
the actual target J . This can be avoided by setting the
reference field Aref to the field of the previous iteration,
A(p−1). Then, the method is monotonically convergent
both with respect to J¯ and J [42].
The objective in the Krotov optimization can be an
expectation value or a particular state (using a projec-
tion operator as Oˆ). It is not immediately clear which
choice will lead to a better result. Numerically, we found
that optimizing for an expectation value is much easier.
The major reason is that, when optimizing for a partic-
ular state, the Krotov optimization is very sensitive to
the functional form of the state. Since the target state
will actually be used for the backpropagation, it is very
important that the target state is physical and can ac-
tually be reached with a reasonable pulse shape. This
is different from derivative-free optimization where the
target state does not need to be well-behaved.
C. Control of classical dynamics
The previous methods dealt with control algorithms for
quantum mechanics. However, optimal control can also
be formulated for classical mechanics. Performing both
classical and quantum control optimizations on the same
systems pinpoints the quantum effects and gives new in-
sights. Practically, the classical equations of motions are,
of course, much easier to solve.
For controlling classical mechanics, Hamilton’s equa-
tions of motion
d~p
dt
= −∂H
∂~x
,
d~x
dt
=
∂H
∂~p
(26)
are solved for the classical Hamiltonian H. For con-
trol optimizations, a classical Lagrangian can be formu-
lated similar to the Lagrangian formulation of the Krotov
method (Section IVB2). The equations are then solved
on a time grid as in the Krotov method by discretizing the
equations of motions using e.g. the fourth-order Runge-
Kutta propagator [43]. The control procedure can then
be performed using standard black-box software [44].
V. RESULTS
We now present the outcome of the various control
methods. It will be shown later in Section VI that, de-
spite the superficial differences of the optimized pulses,
they all share common characteristics and they all result
in the same physical mechanism, namely a two-step pro-
cedure where the wavefunction is first displaced in u and
then evolves into region D1.
We further note that we have tested many different op-
erators and show here only those choices that lead to the
most satisfying results. This explains why we sometimes
use slightly different functional forms of the operator for
the different control methods. However, in general, we
found that operators that maximize region D1 in coor-
dinate space are most useful. Operators depending on
the expectation values of the momenta have also been
tested but were found to be less useful. Further details
of the simulation procedures are given in Section A in
the supplementary material.
A. Local Control
In the following, we present results for two particular
functional forms. To confine the region to be optimized
in u, we used a Gaussian form. In v, we used both a
linear and a quadratic form. This ensures both reason-
able overlap around the origin and a steering to larger v
values. The particular forms are thus
O(x)(u, v) = N |v| exp[−α(x)u2], (27)
O(y)(u, v) = Nv2 exp[−α(y)u2]. (28)
N is a normalization factor (for the u-dependent Gaus-
sian) and α(x) = 2/39, α(y) = 2/5. As mentioned in the
beginning, the particular form and numerical values of
the parameters, α(i), were chosen such that the resulting
optimization gives good results. The scaling parameter
λ in Eq. (16) was set to 2× 103.
The two different forms, O(x) and O(y) were used for
two different simulation methods, (x) and (y). For (x),
Eq. (16) is used whereas for (y) the “simple man” opti-
mization was used.
The optimization outcomes for (x) and (y) are pre-
sented in Fig. 3. The obtained fields are quite complex
and show many oscillations with almost δ-distribution-
like peaks. For both procedures, the expectation value of
Oˆ(i) is not monotonically increasing. This is due to the
regularization parameter λ for (x) and due to restrictions
on the maximal field amplitude for (y) (see Section A 1 in
the supplementary material for details). Despite the fact
that Oˆ(i) is not monotonically increasing, there is a clear
increase in the objective and there is larger occupancy
in region D1, compared to region D2. However, for (x),
this is only marginally the case and for (y), mostly single
ionization occurs. The results are discussed further in
Section VI.
7FIG. 3. Local control. The upper panels show the local control procedure (x) (Eq. (16)), optimizing the expectation value of
Eq. (27). The lower panels show the local control procedure (y) (“simple man approach;” see end of Section IVA), optimizing
the expectation value of Eq. (28). The left panels show the optimized pulses. The middle panels show the expectation value to
be optimized (Eq. (27) and Eq. (28)) as a function of time. The control procedure is performed until t = 15 a.u., afterwards, the
propagation continues field-free. The right panels show the square of the wavefunction at the final propagation time T = 60 a.u.
The pulse (left panels) has nonvanishing values only for the shown propagation times. For the pulse in (x) (upper left panel),
the values are between 0.2 and 0.4 for t ∈ [5, 15]. The colormap has been taken from Ref. [45].
B. Derivative-free optimization
In the following, we present three different results, (a),
(b) and (c), that were obtained by two different objectives
J (see Eq. (19)). For J , as particular states |φi〉, we either
used smooth triangles (based on the tanh function) or
Gaussians:
φ1a(u, v) = N exp(−αu2) exp[−α(v − v0)2 + ip0(v − v0)],
(29)
φ1b(u, v) = 1− {tanh[s× sin(pi/4)(a(u)− v + v0)] + 1}/2,
(30)
φ2(u, v) = {tanh[s× sin(pi/4)(a(u)− v − v0)] + 1}/2,
(31)
a(u) = u2/
√
u2 + 0.004, (32)
Ja = 〈ψ(T )|φ1a〉 − 10× 〈ψ(T )|φ2〉, (33)
Jb = 〈ψ(T )|φ1b〉 − 1× 〈ψ(T )|φ2〉, (34)
Choosing the parameters α = 2/39, p0 = 3, v0 = 70
positions the Gaussian φ1a(u, v) in regionD1. φ1b(u, v) is
a smooth triangle located in regionD1 with v0 = 40. Also
φ2(u, v) is a smooth double triangle located in region D2
with v0 = 65 and s = 0.3. a(u) is a regularized function
for taking the absolute value of u.
For the pulse parametrization, inspired by Refs. [46–
48], we chose the real part of a single complex Gaussian
with complex width parameter α:
g(t) = A0 exp[−<α(t− t0)2] cos[(t− t0)(ω0−=α(t− t0))].
(35)
Using a complex width enables a chirp of the field. It
turned out that optimizing one single function is suffi-
8cient. The form of Eq. (35) leads to the following five
parameters {A0,<α,=α, ω0, t0} to be optimized. Some-
times, the amplitude A0 was fixed.
The choice of objectives and optimization algorithms
for the pulses (a)-(c) are as follows. Pulse (a) used Ja in
Eq. (33). The other pulses used Jb in Eq. (34). For pulses
(b) and (c), A0 was fixed and not optimized. Pulses (a)
and (c) were results of local, derivative-free optimizations
via the COBYLA [49] and the BOBYQA [50] algorithms,
respectively. Pulse (b) was a result of global optimization
via the differential evolution algorithm [51]. See Section
A 2 in the supplementary material for further details. We
note that the results we present here may not be “opti-
mal” compared with other results using the same opti-
mization algorithm. Instead, we chose those fields that
led to a simple pulse shape and had a clear visual appear-
ance of our control aim (major part of the wavefunction
in region D1).
The three obtained pulses and the wavefunction at the
end of the propagation time are shown in Fig. 4. The
parameters for Eq. (35) are stated in Table I. Note that
these three pulses are only a selection of a plethora of
different pulses, obtained by different algorithms and dif-
ferent targets, but their shapes are characteristic of the
other pulses as well.
All pulses shown lead to an increase of the wavefunc-
tion in region D1, compared to region D2, such that they
fulfill the requested task.
TABLE I. Derivative-free optimization. Rounded values of
the optimized parameters for the pulses depicted in Fig. 4.
The form of the pulse is given by Eq. (35). Atomic units are
used unless stated otherwise.
pulse A0 A0[W/cm2] <α =α t0 ω0 ω0[eV]
(a) 46.6 8× 1019 0.13 −0.15 7 5.90 160
(b) −4.43 7× 1017 12 0.74 2 1.43 38.8
(c) −4.43 7× 1017 0.24 −0.85 5 2.19 59.3
C. Krotov
For the Krotov algorithm, we tried both projection op-
erators (optimizing for a particular state) and general op-
erators (optimizing for expectation values) as optimiza-
tion targets Oˆ. Using a projection operator led to no
satisfying results. More details are given in Section B in
the supplementary material.
Here, we present only results for optimizing expec-
tation values of some operator OˆK . We closely follow
the procedure used in Section VB but used the func-
tional forms of φi as expectation values. In particular,
we used the form of two smooth triangles, Eq. (30) and
(31), from Section VB with shift v0 set to 40. That is,
OˆK(u, v) = φ1b(u, v)− φ2(u, v).
Fig. 5 shows the final field from the Krotov iteration.
Clearly, region D1 is more occupied than region D2.
D. Control of classical dynamics
Controlling the classical dynamics turned out to be
much easier and various objectives gave very similar re-
sults. As classical dynamics is much simpler, even for
complicated control problems, we chose a more compli-
cated objective JC that contains a time-dependent term,
namely
JC = −ηv(T )pv(T ) +
∫
dt[u(t) tanh(ξt)]2 (36)
with parameters η = 100 and ξ = 0.1. The time-
dependent term in JC ensures that large values of |u|
occur only during the propagation but not at the end.
In v, we maximized both the coordinate and the momen-
tum such that the trajectory ends the simulation with an
appropriate direction.
The obtained classical trajectory in (u, v) and the op-
timized field are shown in Fig. 6.
VI. TWO-STEP MECHANISM
We will now discuss the wavefunction propagation that
takes place for each field and detail the resulting physical
mechanism. It will turn out that all pulses share common
characteristics and that they all lead to essentially the
same physical mechanism.
For a more thorough analysis, both the wavepacket
in coordinate space and its reduced densities in phase
space are shown for selected times. For the phase-space
analysis, the Husimi Q representation is used, that is, a
projection of the state onto coherent states [52]:
Q(x, p) =
1
pi
|〈gx,p|ψ〉|2, (37)
gx0,p0(x, p) =
(
2α
pi
) 1
4
exp
[
−α(x− x0)2 + ip0~ (x− x0)
]
(38)
Essentially, the Husimi Q representation is a continu-
ous version of the “pixelated” von Neumann represen-
tation [18, 53], which we have previously used in simi-
lar studies [25]. Here, the width parameter α is set to
1/2, resulting in the same widths in x and p. A phase-
space analysis, using Wigner’s representation, has also
been performed for double ionization by Lein et al. but
only for the u coordinate, focusing on the front-to-back
motion of double ionization (same direction for both elec-
trons) [15].
For the following discussion, recall that large (small) u
values with small (large) v values means that both elec-
trons are on the same (opposite) side of the nucleus; com-
pare with Fig. 1.
We start this section with the results from the
derivative-free optimization instead of the results from
local control. The changed order is due to the fact that
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FIG. 4. Derivative-free optimization. The pulse with parameters to be optimized is shown in Eq. (35). The left panels (a)
show the COBYLA-optimized pulse (local optimization) using the objectives described at Eq. (29) and Eq. (31). The middle
panels (b) show the pulse optimized via differential evolution (global optimization), where the objective of Eq. (29) is replaced
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lower panels show the square of the wavefunction at final propagation time T = 60 a.u.
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optimization but with a different shift v0 = 40; compare with pulses (b) and (c) in Fig. 4). The left panel shows the optimized
pulse. The right panel shows the square of the wavefunction at final propagation time T = 60 a.u.
the outcomes from the derivative-free optimization have
the simplest shapes and thus highlight the main charac-
teristics of all the pulses found. They will also highlight
the main physical mechanism that takes place.
A. Derivative-free optimization
We first consider the simplest pulse found in our study,
namely field (b) obtained from the derivative-free opti-
mization; see Fig. 4. This field consists of just a sin-
gle pronounced peak at negative values [54]. The pro-
nounced peak leads to an acceleration of the wavepacket
in the u direction. Since the final wavepacket is localized
mainly in regions S and D1 (small u values) but not in
D2 (large u values), this pulse is, at first sight, counter-
intuitive. Nevertheless, an analysis of the wavepacket at
different propagation time reveals a clear mechanism.
Fig. 7 shows the reduced density of the wavepacket in
coordinate space and phase-space representations for se-
lected propagation times. (Plotting the wavepacket in
momentum space is not useful because it does not reveal
any coordinate-dependent information.) The pulse gen-
erates an acceleration of the wavepacket in the u direction
which leads in turn to a displacement of the wavepacket
in u; compare t1 and t2 (first and second row) in Fig. 7.
Some parts of the wavepacket are scattered at the poten-
tial valley but the main part of the wavepacket is simply
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FIG. 6. Classical optimal control result. The objective is shown in Eq. (36). The left panel shows the optimized pulse. The
right panel shows the trajectory in u and v as a function of time t (z-axis). The color corresponds to the values of the field.
displaced. The acceleration in u is visible in the Husimi Q
distribution of that coordinate. Note that the maximum
of the wavepacket is still at v ∼ 0 where the electrons are
affected strongly by their Coulomb repulsion. Therefore,
once the wavepacket is displaced and the field vanishes,
the wavepacket is driven to larger v values to avoid the
Coulomb repulsion. Additionally, it is attracted by the
nucleus and thus driven to smaller u values. The net
result of the motion is diagonal and in the direction of
region D1. This is evident from t3 (third row in Fig. 7).
At that time, the wavepacket is again centered around
u ∼ 0 with large components at larger v values. Interfer-
ence phenomena due to the scattering by the potential
valley (along the diagonal) are visible. Note how the
wavepacket has gained large positive components in mo-
mentum pv for larger v values; as is evident from the
Husimi Q distribution in coordinate v [55]. The com-
ponents in pv are large enough to drive the wavepacket
into the continuum along the v direction. The nuclear
attraction (the potential valley) hinders the wavepacket
from moving to large negative u values. The phase-space
distribution in u becomes almost point symmetric. Thus,
the total movement is toward large v values; see the last
row in Fig. 7.
To show that the displacement of the wavepacket in u
is the first step towards the desired occupancy in region
D1, the propagation of an initially displaced ground state
without the appearance of an external field is shown in
Fig. 8. As expected, the occupancy in region D1 is visible
after a propagation for a short time (t2; lower row). At
that time, there are also major components in region D2
but the strong asymmetry of the phase-space distribution
in v (lower right panel) will drive the wavepacket to larger
v values such that the occupancy in D2 will vanish. This
is evident from inspections of the wavepacket at longer
propagation times (not shown) and from the evaluation
in Section VID. A plot of the field corresponding to
pulse (b) and the optimized expectation value of the ob-
servable as a function of time, both for the propagation
with an external field and for the displaced wavepacket
without a field is shown in Fig. 9. One clearly sees that
the displacement first leads to a decrease of the observ-
able and only afterwards is the observable monotonically
increasing.
Thus, there is a simple two-step procedure that leads
to the increased occupancy in region D1. Pictorially,
this two-step procedure is summarized in Fig. 10: The
wavepacket starts at the origin (position I) and the large
values of the pulse in one direction leads to a displace-
ment in u in the first step. Once the field vanishes, the
wavepacket is at position II and the repulsion by the
electron-electron Coulomb potential and the attraction
by the nuclear Coulomb potential leads, in the second
step, to a movement to region D1 (position III).
This two-step procedure requires that the field have a
strong enough amplitude in order to displace the elec-
trons in the u direction for small v values. For these co-
ordinate values, the Coulomb repulsion of the electrons
approaches the maximum (see Fig. 2). This requires that
the field interaction has to be stronger than the Coulomb
repulsion of the electrons. This requirement is similar to
that found in textbook discussions of strong-field single
ionization, where the magnitude of the field is compared
to the Coulomb attraction of the nucleus.
Further tests were performed by scanning the am-
plitude of the field. An increase in region D1 is al-
ready visible for a field with amplitude of 1 a.u. (3.5 ×
1016 W cm−2). For lower intensities, only single ioniza-
tion occurs. For amplitudes larger than 10 a.u. (3.5 ×
1018 W cm−2), the displacement is so large that the wave-
function gains enough momentum in u to overcome the
nuclear attraction by the Coulomb potential. This leads
to an increase of the occupancy in region D2.
Although the other fields shown in Fig. 4 look quite dif-
ferent, they actually all follow the same mechanism. For
example, field (c) has a large time-asymmetry which im-
plies a similar mechanism; an explicit analysis (not shown
here) confirms this. For pulse (a), this is not very clear
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FIG. 7. Analysis of the mechanism of pulse (b) of the derivative-free optimization (Fig. 4). The upper left panels show the
square of the wavefunction in coordinate space (u, v). The upper middle and right panels show the Husimi Q distribution
(Eq. (37)) of the reduced densities (wavefunction integrated over the other coordinate) in (u, pu) (middle panels) or (v, pv)
(right panels), respectively. Each row corresponds to a different time ti. The lower left panel shows the pulse and the chosen
time points ti.
because there is no evident asymmetry. Indeed, it is the
only pulse that has many, “symmetric” cycles (as more
standard pulses) but an extremely large amplitude of al-
most 8.8×1019 W cm−2 [56]. The wavefunctions at differ-
ent times for that pulse are shown in Fig. 11. The times
roughly correspond to different zero-crossings of adjacent
half-cycles. At these times, the wavepacket has the max-
imal displacement. Comparing the wavepacket for sub-
sequent times shows that the center of the wavepacket is
moving to larger and larger v values. This is also evident
from the Husimi Q distribution in v. The amplitude of
the field is large enough that the wavepacket in the u
direction is driven mostly by the continuously oscillating
field; as a result the Husimi Q distribution in u is al-
most point symmetric (at a displaced point). Once the
field vanishes, the wavepacket has enough positive mo-
mentum in v such that the dominant occupancy already
created in region D1 remains.
The two-step procedure is, essentially, a classical mech-
anism. Indeed, we are able to confirm this by run-
ning quasiclassical trajectories. The starting conditions
of the trajectories were obtained by sampling the four-
dimensional phase-space Husimi distribution of the quan-
tum mechanical ground state, neglecting zero point en-
ergy [57, 58]. Fig. 12 shows the propagation of an en-
semble of 105 particles with initial displacement in u of
3 a.u.. This is the classical counterpart of the quantum
mechanical dynamics shown in Fig. 8. Clearly, the final
12
FIG. 8. Same as Fig. 7 but without a field and with an initial wavepacket displaced in u and centered at u = 3a.u. The
propagation times are t1 = 0 and t2 = 5.02 a.u.
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FIG. 9. Field (black curve) and optimized expectation values
of pulse (b) of the derivative-free optimization (Fig. 4). The
blue (green) curve corresponds to the dynamics presented in
Fig. 7 (Fig. 8). The observable is T1−T2 ≡ φ1(u, v)−φ2(u, v),
as defined in Eq. (30) and Eq. (31).
classical phase-space distribution is very similar to that
shown in Fig. 8: there is a significant portion of particles
in region D1 and almost no particles in region D2. Also
the propagation with field (b) (see Fig. 7) leads to a very
similar final distribution (not shown here).
B. Local control and Krotov optimization
Compared to the parametrized pulses obtained from
derivative-free optimizations, the pulses obtained from
local control and from the Krotov optimization are much
more complex, making the analysis also more difficult.
However, a phase-space analysis reveals that the fields
FIG. 10. Schematic of the mechanism of the ionization dy-
namics analyzed in Figs. 7, 8 and 9. Shown are the potential,
the initial (I), intermediate (II) and final (III) locations of the
wavepacket. The two-step procedure is shown by the arrows
that represent the movement of the wavepacket. Note that
the potential is symmetric in v and only non-negative values
of v are shown.
actually by and large lead to the same mechanism. Pulse
(y) from the local control result (Fig. 3) and the pulse
obtained from the Krotov procedure (Fig. 5) also have a
pronounced asymmetry and the mechanism corresponds
essentially to the previously detailed two-step procedure.
For pulse (x) of the local control procedure, the mech-
anism is also related to the two-step procedure but the
process happens several times and, each time, the dis-
placement is not very large. Furthermore, for a consider-
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FIG. 11. Same as Fig. 7 but with pulse (a) shown in Fig. 4 (derivative-free optimization). The shown times roughly correspond
to the zero-crossings of the 7th, 8th, 9th and 10th half-cycle.
able fraction of the pulse there is only single ionization.
After ionization of the first electron a second electron
is ionized, as indicated by the wavepacket motion along
the diagonal, similar to what was observed in Ref. [25].
Snapshots of the wavepacket are shown in Fig. 13. At
time t1, the three main peaks in the beginning of the
pulse are over and the wavepacket is slightly displaced in
u. At t2, major parts of the wavefunction are in region S
and some in D1. Region D1 becomes more occupied at
t3 where one pronounced peak in D1 appears (marked by
an “x” in Fig. 13). This peak clearly comes from a part of
the wavefunction that first was single-ionized at t2. The
peak slowly drifts away, as can be seen by comparing t4
to t7. With a similar mechanism, another part of the
wavepacket is generated during times t4 to t7, noticeable
by the pink fraction near the origin that is first occupy-
ing region S at times t4 and t5 (marked by an “o”). At
t6, it is moving to D1 where it appears at t7 as a larger
red “cloud”. Hence, this mechanism follows more or less
a sequential ionization. This is the one mechanism that
is different from all the others.
C. Classical control
The field obtained from classical control also follows,
essentially, the two-step procedure. The dynamics was
already shown in Fig. 6. The pronounced negative peak
at about t = 9 a.u. displaces the classical particles to
larger u values. Afterwards, the particles are driven back
to small u and large v values (region D1). The positive
peak for t > 10 a.u. increases the displacement in this
direction.
A quantum propagation with this field is shown in
Fig. 14. Clearly, an occupancy in region D1 is also ob-
tained here, showing that it is possible in this case to per-
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FIG. 12. Quasiclassical trajectories corresponding to the
quantum mechanical analogue shown in Fig. 8 (displaced
groundstate with field-free propagation). Shown are the ini-
tial (upper left panel) and final (t = 50 a.u.) distributions in
coordinate (upper right panel) and phase space (lower pan-
els). The gray lines along |u| = v in the upper panels should
serve as a visual guide. The propagation was performed field-
free but the initial starting points were displaced in u by 3 a.u.
Atomic units are used.
form solely classical calculations to obtain qualitatively
the same mechanism.
D. Common evaluation
Table II provides a common evaluation of all results
with respect to the occupancies in regions D1 and D2 at
the final propagation time. The occupancies are deter-
mined by projectors PD1 and PD2 that project into the
two regions of double ionization shown in Fig. 1. The
Krotov method exhibits the maximal expectation value
〈PˆD1 − PˆD2〉 of 0.283. Field (c) from the derivative-
free optimization procedure gives the second largest value
(37 %, relative to the Krotov result). This is remarkable
as this field is much simpler and less intense than that of
the Krotov results (compare Fig. 4 with Fig. 5).
Further, for the pulses from the derivative-free opti-
mization procedures, the ratio 〈PˆD1〉/〈PˆD2〉 is around 4
to 6 times larger than that of the Krotov result. That is,
the double ionization yield is higher for the Krotov out-
come but the ratio of back-to-back motion versus front-
to-back motion is higher for the derivative-free optimiza-
tion outcomes. This is even more extreme for pulse (y)
of the local control procedure where double ionization is
TABLE II. Evaluation of the control results by the projectors
PD1 and PD2 that project into the two regions of double
ionization shown in Fig. 1. Shown are the expectation values
of the difference of the projectors PD1 and PD2 , and the
ratio of their expectation values for the different fields and
control methods. The former (latter) is (in-)dependent on
the ionization yield. The projectors are defined similar to the
functions φ1b(u, v) and φ2(u, v) from Eq. (30) and Eq. (31),
replacing tanh by step functions. The expectation values have
been calculated at final propagation time, T = 60 a.u. The
range of 〈PˆD1 − PˆD2〉 is [−1, 1].
Method Fig. Field 〈PˆD1 − PˆD2〉 〈PˆD1〉/〈PD2〉
Local control 3 (x) 0.002 44 2.15
(y) 0.000 000 030 3 44.0
Deriv.-Free 4 (a) 0.063 2 42.1
(b) 0.011 3 65.4
(c) 0.104 62.7
Krotov 5 0.283 9.92
Classical 6, 14 0.014 7 2.63
Displaced 8 0.034 8 403
minimal, but occurs with a strong favor to back-to-back
motion, as is also evident from Fig. 3.
The highest ratio 〈PˆD1〉/〈PˆD2〉 of 403 actually occurs
when the ground state is just displaced and evolved field-
free afterwards. This shows again that the displacement
in u is an essential process that needs to happen for ob-
taining back-to-back ionization.
VII. CONCLUSIONS
We have investigated the control of double ionization
dynamics in a (1+1)-dimensional model of the helium
atom. In the absence of interparticle forces, external
fields lead to front-to-back double ionization, where both
electrons are ionized into the same direction. Here, the
control objective was to obtain a field that does the oppo-
site, namely back-to-back double ionization, where both
electrons are ionized into opposite directions. This can
be achieved solely by an interplay between the external
field, the electronic repulsion and the nuclear attraction.
We tested four different control procedures. Three of
them are based on quantum mechanics whereas the last
one uses classical equations of motions: (1) local con-
trol, where the control objective is maximized locally at
each time step; (2) a basis expansion of the field and
subsequent derivative-free optimization; (3) the Krotov
algorithm, where the field is represented on a time grid
and derivative information is taken into account; (4) an
algorithm based on classical equations of motions and a
collocation-based technique that takes derivative infor-
mation into account.
In contrast to previous local control applications, the
optimization here is not straightforward because (1) the
operator whose expectation value is to be optimized does
not commute with the field-free Hamiltonian (i.e. the
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FIG. 13. Analysis of the mechanism of the local control propagation (x) shown in Fig. 3. The left panels show the square of the
wavefunction in coordinate space (u, v). The middle and right panels show the Husimi Q distribution (Eq. (37)) of the reduced
densities (wavefunction integrated over the other coordinate) in (u, pu) (middle panels) or (v, pv) (right panels), respectively.
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and “o” show particular mechanisms, see text for details.
expectation value continues to change even after the
field is turned off); (2) the operator describing back-to-
back motion couples only to second order in time with
the field, and (3) the local control expressions lead to
complex-valued fields that cause numerical problems be-
cause the total Hamiltonian becomes non-Hermitian. A
simple, new local control procedure has been proposed
that does a black-box maximization of the expectation
value by finding the optimal field iteratively using short-
time propagations.
Although the various control algorithms gave superfi-
cially different optimal fields, on closer analysis we were
able to identify an identical (or similar) mechanism un-
derlying all the optimal fields based on a two-step pro-
cedure. The mechanism is: (1) the electrons are first
pushed into the same direction by the field, while they
are still close to each other, i.e. front-to-back motion;
(2) after the field turns off, the electrons are simulta-
neously attracted by the nucleus and repel each other.
This finally leads to the desired back-to-back motion.
To enable step (1), the potential induced by the field
must be stronger than both the Coulomb repulsion of
the electrons and the nuclear Coulomb attraction. Both
steps can be repeated several times. Remarkably, we ob-
tained the same results using classical propagation and
optimization. The essentials of this mechanisms are thus
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FIG. 14. Quantum wavefunction propagation with field ob-
tained from classical control (compare with Fig. 6). The
square of the wavefunction at the final propagation time,
T = 60 a.u., is shown.
a classical effect.
All results have been performed with our new dynam-
ically pruned DVR (DP-DVR) method [16–18], where a
non-direct-product basis is employed that is adapted to
the shape of the wavepacket in coordinate space at each
time step. Compared to standard, e.g., FFT-based dy-
namics on a direct-product grid, this approach can be or-
ders of magnitude faster and thus enabled the very quick
simulations that were needed to perform this study.
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