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In this work we offer an approach to enlarge the number of exactly solvable models with two real scalar 
ﬁelds in (1 + 1)D. We build some new two-ﬁeld models, and obtain their exact orbits and exact or 
numerical ﬁeld conﬁgurations. It is noteworthy that a model presenting triple-kinks and double-ﬂat-top 
lumps is among those new models.
© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/3.0/). Funded by SCOAP3.1. Introduction
The most part of the natural physical systems can be studied by 
using linear differential equations, with their good properties like 
the superposition principle. However, in the last few decades there 
is a growing in deal with system which are intrinsically nonlinear, 
specially those systems that supports topological defects. In fact, 
topological structures play an import role in the development in 
several branches of physics, from condensed matter to high energy 
physics and cosmology [1–4]. In condensed matter, a recent and 
interesting example regarding topological defects is related with 
the study of magnetic domain wall in a nanowire, designed for 
the development of magnetic memory [5]. In high energy physics 
we may cite, for instance, the importance of defect structures in 
brane world scenarios, where we may interpret that we live in a 
domain-wall with 3 + 1 dimensions embedded in a 5-dimensional 
spacetime [6,7]. In cosmology, topological defects may be related 
with phase transitions in the early Universe, such defects may have 
formed as the Universe cooled and various local and global sym-
metries were broken [2,8].
In this work we focus in models for doublets of scalar ﬁelds. 
It is remarkable that, whenever this models have a potential with 
two or more degenerate minima, one can ﬁnd topological solutions 
connecting them. For models with a single scalar ﬁeld it is usual 
we arrive at kink-like solutions. However, when we deal with mod-
els with two scalar ﬁelds the vacua structure may be richer, and as 
a consequence, other kinds of defects are possible. The so-called 
BNRT model [9], for instance, has a vacua structure with four de-
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SCOAP3.generate minima and the doublet of scalar ﬁeld admits kink-like 
(topological) solutions for one of its components and lump-like 
(non-topological) to the other one. For the same model, one can 
ﬁnd double-kinks and ﬂat-top lumps, and also, there is a critical 
case where both components of the doublet are kink-like conﬁg-
urations [10,11]. As we will see, in this paper we will arrive with 
models that possess very interesting vacua structures, engendering 
kinks, double-kinks and even triple-kinks conﬁgurations.
In fact, double and triple-kinks are particular case of the so-
called multikink conﬁgurations [12]. The interest in deal with mul-
tikinks was, in part, motivated by the discovery of Peyrard and 
Kruskal [13] that a single kink becomes unstable when it moves 
in a discrete lattice at suﬃciently large velocity, while multikinks 
remains stable. This effect is associated with the interaction be-
tween the kink and the radiation, and the resonances were al-
ready observed experimentally [14]. Some years ago, Champney 
and Kivshar [15] performed an analysis on the reasons of the 
appearance of multikinks in dispersive nonlinear systems. Further-
more, multikinks have applications in different areas of physics. 
For instance: in may study of mobility hysteresis in a damped 
driven commensurable chain of atoms [16]. In high energy physics, 
double-kinks are important to explain the split-brane mechanism 
in braneworld scenarios [17,18].
Another motivation to the study of models with two scalar 
ﬁelds, its related with intersection of defects and the construction 
of networks of defects [19,20]. This subject may ﬁnd applications, 
for instance, in cosmology [2], in magnetic materials [21] and in 
the study pattern formation in condensed matter [22]. Essentially 
the construction of networks of defects is related with a symmetry 
with respect to some discrete group (e.g. Z3 or Z2 × Z2) acting in 
the vacua structure. Hence, we are motivated with the possibility 
of construct new models for doublets of scalar ﬁelds with different 
vacua structures. under the CC BY license (http://creativecommons.org/licenses/by/3.0/). Funded by 
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some troubles when we deal with these systems analytically. The 
framework can be simpliﬁed considerably for systems in 1 + 1 di-
mensions, in this case we may reduce the set of second-order dif-
ferential equations to a set of ﬁrst-order ones, using the so-called 
Bogomol’nyi–Prasad–Sommerﬁeld (BPS) procedure [23]. However, 
if there is more than one scalar ﬁeld in the model, those ﬁrst-
order differential equations are still coupled and the diﬃculty of 
solving the problem is in general great. In fact, the trial and error 
method historically arose due to the inherent diﬃculty to get gen-
eral methods for solving nonlinear differential equations. Rajara-
man [24] introduced an approach of this nature for the treatment 
of coupled relativistic scalar ﬁeld theories in 1 + 1 dimensions. 
His procedure was model independent and can be used for search 
solutions in arbitrary coupled scalar ﬁelds models in 1 + 1 di-
mensions. However, the method is convenient and proﬁtable only 
in some particular, but important, cases. Some years later, Bazeia 
and collaborators applied the approach developed by Rajaraman to 
some important models [25,26]. Some years ago, it has been noted 
that in the case of the coupled nonlinear ﬁrst-order equations, one 
can obtain a differential equation relating both ﬁelds, and its so-
lution lead to a general orbit connecting the vacua of the model 
[10,27]. The number of exact models with two scalar ﬁelds have 
been enlarged a little through the so-called deformation approach 
[28,29]. Recently, it was shown that one can go further by perform-
ing a deformation of the orbit equation [30]. On the other hand, at 
least partially, one can devise the general behavior of the topolog-
ical solutions of a given nonlinear model by studying its vacuum 
structure and its orbits [31]. In the last reference, it was noticed 
that the appearance of double-kink and ﬂat-top lumps, was a con-
sequence of the passage of the orbit in the vicinity of a vacuum, 
before to go to another one. As we are going to see in this work, 
in one of the new models introduced here, this feature will give 
rise to the emergence of triple-kinks and a kind of double ﬂat-top 
lump.
Despite of all advances mentioned in the last paragraph, the 
number of nonlinear systems with two interacting scalar ﬁelds that 
can be exactly solved is yet relatively small, mostly due to the dif-
ﬁculty in getting solutions of the orbit equations. In this work we 
introduce an approach in order to tackle with this kind of problem. 
As we are going to see, it will allow us to expand very much the 
number of systems with two nonlinearly interacting scalar ﬁelds, 
for which one can get access to an analytical expression of the 
orbit equation and, as a consequence, construct solitonic conﬁgu-
rations.
The Lagrangian density for the case of two coupled scalar ﬁelds 
that we are going to work with is given by
L= 1
2
(
∂μφ∂
μφ + ∂μχ∂μχ
)− V (φ,χ), (1)
whose Euler–Lagrange equation for static conﬁgurations are
d2φ
dx2
= ∂V
∂φ
,
d2χ
dx2
= ∂V
∂χ
. (2)
An interesting consequence arises if one considers a class of po-
tentials that can be written in terms of a superpotential function 
W (φ, χ), namely
V (φ,χ) = 1
2
(
W 2φ + W 2χ
)
, (3)
in such case we are able to get a ﬁrst order formalism to solve the 
problem, in fact, it is easy to verify that all the solutions of the 
following set of ﬁrst-order differential equations satisfy (2),
dφ = Wφ, dχ = Wχ . (4)
dx dxNote that, the converse is not true. The solutions of (4), usually 
called topological solutions, are localized and present the min-
imum value possible for the energy of the ﬁeld conﬁguration. 
Otherwise, there are other solutions obeying (2), which do not 
satisfy (4), that are localized but with non-minimal energy, there 
are some others that are non-localized and there are even diver-
gent solutions. In general, the above equations are coupled through 
nonlinear terms. So, the usual methods of linear algebra are not 
useful in this case. In order to turn the above system decoupled, 
we note that it is possible to combine both equations to get the 
so-called orbit equation
dφ
dχ
= Wφ
Wχ
, (5)
once we solve this equation, we are going to be able to write φ(χ)
or χ(φ) and, then, eliminate one of the ﬁelds on (4).
2. The method
In this section we are going to present a method to solve or-
bit equations. For this we consider an implicit solution of orbit 
equation given by F (φ, χ) = c, where c is a constant. Now, let us 
differentiate F (φ, χ) to obtain
dF (φ,χ) = ∂ F
∂φ
dφ + ∂ F
∂χ
dχ = 0, (6)
we will also consider the orbit equation rewritten as Wχdφ −
Wφdχ = 0. Moreover, one can multiply this equation by an in-
tegrating factor H(φ) in order to get
H(φ)Wχdφ − H(φ)Wφdχ = 0. (7)
Now, imposing the equivalence between these last two equations 
we obtain
∂ F
∂φ
= H(φ)Wχ , ∂ F
∂χ
= −H(φ)Wφ. (8)
It is important to observe that, the above equation provides a nec-
essary condition to get a number of new interesting models, as 
we are going to see below. Once we determine H(φ), it can be 
replaced in (8) and, then, by direct integration we can obtain a so-
lution for the orbit equation. In order to ensure that dF (φ, χ) is 
an exact differential, the following constraint must be fulﬁlled
∂2F
∂φ∂χ
= ∂
2F
∂χ∂φ
. (9)
This last equation, along with (8), provides a deﬁnition of H(φ). 
So, applying the above condition in (8), we are led to the following 
relation between the superpotential and the integrating factor
Wφφ + Wχχ
Wφ
= −d ln H(φ)
dφ
. (10)
It can be observed that the right-hand side of the above equation 
depends only on φ. Therefore, the left-hand side must be just a 
function of φ too. Thus, one might establish the following condi-
tion of applicability of the method
Wφφ + Wχχ
Wφ
= f (φ). (11)
Before we go further, it is important to remark that the above con-
dition is necessary to implement the method introduced in this 
work, but it is not mandatory for the consistence of (4). By us-
ing the above condition, we identify a class of superpotentials that 
could be studied with this formalism. In fact, a large amount of 
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(11) [9,10,20,30]. Moreover, the last equation could be integrated 
to give the integrating factor
H(φ) = e−
∫
dφ f (φ). (12)
At this point, it is important to stress that Eq. (11) establishes 
a condition which is necessary and suﬃcient to construct the orbit 
equations of the new models that we are going to present in the 
next. However, it is also important to note that it is still necessary 
to write one ﬁeld as a function of the other one, in order to obtain 
analytical solutions, and this restricts the set of useful orbits.
In order to exemplify the procedure above described, let us con-
sider the so-called BNRT model [9]. In this case, the superpotential 
is given by
W (φ,χ) = λ
(
1
3
χ3 − a2χ
)
+ μχφ2, (13)
Now, by checking that the condition (11) is satisﬁed, one gets
Wφφ + Wχχ
Wφ
= 1+ λ/μ
φ
= f (φ). (14)
Then, the integrating factor can be determined by using Eq. (12)
H(φ) = exp
(
−
∫
dφ
1+ λ/μ
φ
)
= φ−(1+λ/μ) (15)
by inserting this result in (8) we arrive at
∂ F
∂φ
= λ(χ
2 − a2) + μφ2
φ(1+λ/μ)
,
∂ F
∂χ
= −2μχφ−λ/μ. (16)
Finally, by direct integration, we obtain
F (φ,χ) = μ(χ2 − a2)φ−λ/μ − μ
2− λ/μφ
2−λ/μ = c, (17)
which is the implicit form of the solution for the orbit equation. 
It is interesting to note that the above solution is the same that 
was obtained in Ref. [10,11]. However, since the solutions for the 
above model had already been studied in the literature we will not 
discuss it here.
3. Generating new nonlinear models
In this section we are going to present a systematic procedure 
that enables us to obtain new nonlinear scalar ﬁeld models that 
satisﬁes the condition (11) and, as a consequence, the orbit equa-
tion of such systems arises naturally from the exact differential 
method. Essentially the procedure that we are going to introduce 
here consists in getting the solution of the equation
Wφφ + Wχχ = f (φ)Wφ. (18)
It is important to stress out that we are not interest in obtain a 
general solution for the above partial differential equation with 
some boundary condition, in this paper we are interest in con-
struct simple solutions in a systematic way engendering physically 
interesting model for doublets of scalar ﬁelds.
3.1. Polynomial model I
Let us introduce the procedure through a concrete example. 
Consider the following ansatz for the general form of the super-
potential
W (φ,χ)
= a30φ3 + a31φ2χ + a32φχ2 + a33χ3 + a10φ + a11χ, (19)where the coeﬃcients are arbitrary. Note that the above superpo-
tential do not presents any term with fourth degree. However, the 
respective potential function V (φ, χ) will have it. Substituting the 
last expression in (18) we obtain
(2a31 + 6a33)χ + (6a30 + 2a32)φ
= f (φ)[a32χ2 + 2a31φχ + 3a30φ2 + a10], (20)
comparing the coeﬃcients of the above equation with respect to 
the powers of χ , one can conclude that a32 = 0 and 2a31 + 6a33 =
2a31φ f (φ). The last equation provide us a structure for the func-
tion f (φ), namely
f (φ) = 1+ 3a33/a31
φ
, (21)
replacing it in Eq. (20) we may obtain 2a30φ2 = (3a30φ2 +a10)(1 +
3a33/a31). Comparing the coeﬃcients with respect to the powers 
of φ, we may obtain a10 = 0, a31 = 3a33, and consequently f (φ) =
2/φ. Note that the other coeﬃcients (a11, a30, a31) remain free. 
Thus, the superpotential (19) may be rewritten as follows
W (φ,χ) = a30φ3 + a31
(
φ2χ + 1
3
χ3
)
+ a11χ. (22)
This superpotential generalizes the so-called BNRT model [9], note 
that we recover the BNRT case when a30 = 0. The corresponding 
potential is
V (φ,χ) = 1
2
[
3a30φ
2 + 2a31φχ
]2 + 1
2
[
a31
(
φ2 + χ2)+ a11]2.
Using the same approach already realized in the previous section, 
we may obtain the implicit solution for the orbit equation
F (φ,χ) = a31
(
φ − χ
2
φ
)
− a11
φ
− 3a30χ = c. (23)
Now, let us look for a solution of this model. In this case we 
will restrict ourselves to the identiﬁcation a11 = −a31 = 1, and 
also, we identify a30 = −β/3. So, the superpotential function may 
be rewritten as follows
W (φ,χ) = χ − 1
3
χ3 − χφ2 − β
3
φ3, (24)
The ﬁrst order equation derived from this superpotential may be 
written as
dφ
dx
= −2χφ − βφ2, dχ
dx
= 1− χ2 − φ2. (25)
In fact, this superpotential is an asymmetric version of the so-
called BNRT model discussed above, and it is not diﬃcult to see 
that the addition of the term βφ3/3 in the superpotential, breaks 
the Z2 × Z2 symmetry that is presented in the potential of the 
BNRT model. The vacua of the model may be obtained, as usual, 
from Wφ = Wχ = 0. In this case we get four vacua corresponding 
to the coordinates (φv , χv) in the internal space
v1 = (0,1), v2 =
(
2√
β2 + 4 ,
−β√
β2 + 4
)
, v3 = (0,−1),
v4 =
( −2√
β2 + 4 ,
β√
β2 + 4
)
. (26)
By using Eq. (23) we can express the orbit equation as follows
χ2 − 1+ βφχ = φ2 − b
√
β2 + 4φ, (27)
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where the identiﬁcation c ≡ −b√β2 + 4 was used. It is interesting 
to note that the vacua states v1 and v3 always satisfy the above 
equation, independently of the values of b (Fig. 1). However, the 
other two vacua, namely v2 and v4, only satisfy (27) if the param-
eter b is taken to be equal to the following critical values b = ±1.
In order to decouple the pair of ﬁrst order equations (25) one 
can use the orbit (27) to express φ as a function of χ , so that
φ(χ) = βχ + b
√
β2 + 4− f (χ)
2
, (28)
where f (χ) =
√
(χ
√
β2 + 4+ βb)2 + 4(b2 − 1). Substituting it in 
the second equation of (25) and performing the integration, we 
obtain the following solution
χ(x) =
√
b2 − 1
β2 + 4
[
2 tanh(x− x0) + 2b√
b2 − 1(√β2 + 4− β)
−
√
b2 − 1(√β2 + 4− β)
2 tanh(x− x0) + 2b −
βb√
b2 − 1
]
.
The other ﬁeld, φ(x), can be obtained by direct substitution of the 
explicit form of χ(x) in Eq. (28). As one can see in Fig. 2, the ﬁeld 
χ(x) presents a kink-like behavior while φ(x), exhibits a lump-like 
proﬁle. It is a remarkable fact that when b = ±(1 + ε) (with ε
being a positive and very small parameter), the ﬁeld χ(x) develops 
a two-kink behavior, and φ(x), shows a ﬂat-top region on the lump 
structure. In the exact situation with b = ±1, both ﬁelds present a 
kink-like structure. It is interesting to note that one can recover 
the results obtained in [27] by choosing β = 0.
3.2. Polynomial model II
The second model to be considered here is a polynomial su-
perpotential with fourth power degree terms (the corresponding 
potential V (φ, χ) will contain terms with power of sixth degree 
in the ﬁelds). For this, we consider the following structure for the 
superpotential
W (φ,χ) = a40φ4 + a41φ3χ + a42φ2χ2 + a43φχ3 + a44χ4
+ a20φ2 + a21φχ + a22χ2.
Repeating the same procedure used in the previous section we 
may conclude that f (φ) = 2/φ and consequently H(φ) = 1/φ2. Ad-Fig. 2. Double-kink (upper panel) and a ﬂat-top lump. β = 0 and b = 2 – solid line 
(red in the web version); β = 0 and b = 1.000000001 – dashed line (black); β = 0, 6
and b = 1.000000001 – dotdashed line (blue in the web version).
justing the coeﬃcients by the same method of the previous section 
and then substituting it in the superpotential, we get
W (φ,χ)
= a40
(
φ4 − 2φ2χ2 − 1
3
χ4
)
+ a41φ3χ + a20
(
φ2 + χ2), (29)
and we get the following potential
V (φ,χ) = 1
2
[
a40
(
4φ3 − 4φχ2)+ 3a41φ2χ + 2a20φ]2
+ 1
2
[
a40
(−4φ2χ − 4χ3/3)+ a41φ3 + 2a20χ]2.
By replacing the expressions above obtained in (8), and inte-
grating them in their respective variables, we may obtain that the 
implicit solution for the orbit equation that is given by
F (φ,χ) = a40
(
4χ3
3φ
− 4φχ
)
+ a41
2
φ2 − 2a20χ
φ
− 3a41
2
χ2 = c.
(30)
Now, we are going to look for solutions of this model. We will 
restrict ourselves to the case where a41 = 0, and also, us identify 
a40 = 1/4 and a20 = β2/6. Then the superpotential function can be 
rewritten as follow
W (φ,χ) = 1
(
φ4 − 2φ2χ2 − 1χ4
)
+ β
2 (
φ2 + χ2).4 3 6
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The corresponding ﬁrst order differential equations are given by
dφ
dx
= φ3 − φχ2 + β
2
3
φ,
dχ
dx
= −φ2χ − 1
3
χ3 + β
2
3
χ, (31)
and the orbit (30) turns out to be(
β2 + 3φ2 − χ2
3
)
χ − β
2b√
3
φ = 0, (32)
where the redeﬁnition c ≡ −β2b/√3 was used. The potential 
V (φ, χ) possess seven different vacua states that are given by
v1 = (0,0), v2 =
(
0,
√
β
)
, v3 =
(
0,−√β ),
v4 =
(
β√
6
,
β√
2
)
, v5 =
(
− β√
6
,− β√
2
)
,
v6 =
(
− β√
6
,
β√
2
)
, v7 =
(
β√
6
,− β√
2
)
. (33)
In Fig. 3 we plot the vacua structure and some possible orbits.
An interesting fact is that it is possible to obtain analytical solu-
tions for this model, unlike other models with sixth degree terms 
on its potential [31]. Note that it is possible to use the above orbit 
in order to express φ in terms of χ and then substitute it in (31). 
Performing some changes of variables we may integrate the re-
maining ﬁrst order equation to obtain
χ(x) = ±β
2
[
2+ b + tanh(β2(x− x0)/3)
− b
2 − 1
tanh(β2(x− x0)/3) + b
]1/2
, (34)
the ﬁeld φ(x) can be determined by direct substitution of the last 
equation into the orbit equation, resulting into the following ex-
pression
φ(χ) = bβ
2
2
√
3χ
[
1−
√
1+ 4χ
2
b2β4
(
χ2 − β2)] (35)
In Fig. 4 we plot the solutions mentioned above for some speciﬁc 
values of β and b, note that the ﬁeld χ(x) present an asymmetri-
cal two-kink like proﬁle when the integration constant is close to 
a certain critical value, while the other ﬁeld φ(x) exhibits a lump-
like solution with a ﬂat top region.Fig. 4. Fields solutions for the polynomial model II. β = 1 and b = 1.3 – solid line 
(red in the web version); β = 1 and b = 1.00000001 – dashed line (blue in the web 
version).
3.3. Polynomial model III
The third model we consider is characterized by a polynomial 
superpotential containing terms with ﬁfth power degree, whose 
corresponding potential V (φ, χ) contains eighth degree terms. Let 
us consider the following structure for the superpotential
W (φ,χ)
= a50φ5 + a51φ4χ + a52φ3χ2 + a53φ2χ3 + a54φχ4 + a55χ5
+ a30φ3 + a31φ2χ + a32φχ2 + a33χ3 + a10φ + a11χ. (36)
Using the same procedure of the previous sections we obtain, once 
more, that f (φ) = 2/φ and, as a consequence, H(φ) = 1/φ2. Ad-
justing the coeﬃcients by the same method of the previous section 
and then substituting it in the superpotential, one may conclude 
that
W (φ,χ) = a50
(
φ5 − 5φ3χ2)+ a31
(
φ2χ + 1
3
χ3
)
+ a30φ3
+ a51
(
φ4χ − 2
3
φ2χ3 − 1
15
χ5
)
+ a11χ.
The implicit solution for the orbit equation is
F (φ,χ) = 5a50
(
χ3 − φ2χ)+ a51
(
1
3
φ3 − 2φχ2 + χ
4
3φ
)
+ a31
(
φ − χ
2)
− 3a30χ − a11 = c.φ φ
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a31 = γ and a11 = β/4 (with γ and β positives). Unfortunately, 
in this case, it will be possible to carry out analytical calculations 
only partially. However, it is interesting to analyze this model since 
some interesting features will arise. Also, this case is a good exam-
ple to show the importance of obtaining an analytical expression 
for the orbit solution. Substituting the speciﬁc values of the coeﬃ-
cients in the superpotential function we get
W (φ,χ) = φ4χ − 2
3
φ2χ3 − χ
5
15
+ γ
(
φ2χ + 1
3
χ3
)
+ β
4
χ.
(37)
The corresponding ﬁrst order differential equations are given by
dφ
dx
= 4φ3χ − 4
3
φχ3 + 2γ φχ,
dχ
dx
= φ4 − 2φ2χ2 − 1
3
χ4 + γ (φ2 + χ2)+ β
4
, (38)
and the orbit solution is
1
3
(
φ4 − 6φ2χ2 + χ4)+ γ (φ2 − χ2)− β
4
= cφ. (39)
The potential function V (φ, χ) possess six vacua. In order to 
specify this vacua let us deﬁne the following quantities
φ
(1)
vac = 0, φ(2)vac =
[
−γ
8
+
√
2β + 7γ 2
2
]1/2
,
χ
(1)
vac =
[
3γ +√3β + 9γ 2
2
]1/2
,
χ
(2)
vac =
[
9γ + 3√2β + 7γ 2
8
]1/2
, (40)
thus, the corresponding coordinates of the vacua states in the in-
ternal space may be written as follows
v1 =
(
φ
(1)
vac,χ
(1)
vac
)
, v2 =
(
φ
(1)
vac,−χ(1)vac
)
,
v3 =
(
φ
(2)
vac,χ
(2)
vac
)
, v4 =
(
φ
(2)
vac,−χ(2)vac
)
,
v5 =
(−φ(2)vac,χ(2)vac), v6 = (−φ(2)vac,−χ(2)vac ). (41)
It is not diﬃcult to verify that the vacua states v1 and v2 satisfy 
(39) independently of the value chosen for the constant c. Oth-
erwise, other vacua states satisﬁes the orbit (39) only for some 
critical value of c that is determined by the substitution of coordi-
nates of the vacua sates in the orbit solution [31]. For instance, let 
us consider the vacua v3, the critical value c0 is given by
c0 = 1
φ
(2)
vac
[
1
3
((
φ
(2)
vac
)4 − 6(φ(2)vac)2(χ(2)vac)2 + (χ(2)vac)4)
+ γ ((φ(2)vac)2 − (χ(2)vac)2)− β4
]
. (42)
It is easy to see that the vacuum v4 possess the same value for 
critical constant while v5 and v6 possess the critical value −c0. 
It is interesting rewrite the orbit solution in terms of this critical 
parameter, namely
1
3
(
φ4 − 6φ2χ2 + χ4)+ γ (φ2 − χ2)− β
4
= bc0φ. (43)
While c deﬁnes a family of orbits in Eq. (39), b deﬁnes a family of 
orbits in the above equation. In Fig. 5 we plot the orbit solution for 
some values of the parameters b, γ and β . Finally, in order to per-
form the numerical integration in the ﬁrst order equation (38) we Fig. 5. Vacua structure and orbits solutions. β = 100, γ = 1 and b = 2 – solid line 
(red in the web version); β = 100, γ = 1 and b = 1 + 10−40 – dashed line (blue in 
the web version).
have to specify initial values for both ﬁelds, and the orbit solution 
is very useful at this point. For instance, let us look for solutions 
that connect v1 and v2, certainly there exists a point x0 in which 
χ(x0) = 0 (we will choose x0 = 0 without loosing generality, since 
the problem possess a translational invariance). The correspond-
ing value of φ at x = 0 can be directly determined from the orbit 
solution, by solving the following equation
1
3
φ(0)4 + γ φ(0)2 − bcφ(0) − β
4
= 0. (44)
In Fig. 6 we plot the numerical solution obtained through this pro-
cedure for some values of the parameters b, γ and β . Note that, 
for some values of b, the ﬁeld χ(x) presents a kind of triple kink 
conﬁguration while the ﬁeld φ(x) present double lump behavior 
with a ﬂat-top region. In Fig. 7 one can see that there exists three 
regions with a formation of peaks in the energy density. As far we 
know this kind of conﬁguration was never presented in the litera-
ture. In fact, very recently a solution like those was obtained in a 
model with one self-interacting scalar ﬁeld [12]. However, beyond 
the fact that there is only one ﬁeld in the model, the potential is 
not entirely continuous, instead, it is continuous by parts. Here, the 
model is absolutely continuous and the model is for a doublet of 
scalar ﬁelds.
3.4. Generalized polynomial model
In this section we are going to generalize the procedure exem-
pliﬁed in the preceding sections and obtain a polynomial superpo-
tential with Nth degree terms. For this we consider the following 
superpotential
W (N)(φ,χ) =
N∑
n=0
W (n)(φ,χ), (45)
where
W (n)(φ,χ) =
n∑
l=0
anlφ
n−lχ l. (46)
Note that the equation W (N)φφ + W (N)χχ = f (φ)W (N)φ is linear 
in W (N) . Therefore, one can solve the equations W (n)φφ + W (n)χχ =
f (φ)W (n)φ individually and, then, sum over its solutions in order 
to obtain W (N) . The three models considered previously in this 
work provide us the result f (φ) = 2/φ. Thus, it seems interesting 
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Fig. 7. Energy density for the polynomial model III. β = 100, γ = 1 and b = 2 – solid 
line (red in the web version); β = 100, γ = 1 and b = 1 +10−40 – dashed line (blue 
in the web version).
to consider this result in this generalization. From now on, our task 
reduce to solve the following equation
W (n)φφ + W (n)χχ =
2
φ
W (n)φ . (47)
Substituting the superpotential (46) in the above equation, and 
repeating the same procedure of the previous sections, in other words, comparing the coeﬃcients accordingly to the degree of φ
and χ , we may obtain an(n−1) = 0 and also the following recur-
rence formula
an(l+2) = (n − l)(3+ l − n)
(l + 2)(l + 1) anl. (48)
by successive applications of the above recurrence relation, we 
may ﬁnd that the general term is given by
anl = n!!l!(n − l)!!
(l−2)/2∏
k=0
(3+ 2k − n)an0, (49)
for l even, and
anl = (n − 1)!!l!(n − l)!!
(l−3)/2∏
k=0
(4+ 2k − n)an1, (50)
for l odd. Above we have used n!! = n(n − 2)!!.
Now we turn our attention to the solution of the orbit equation, 
which is in general nonlinear in terms of the ﬁelds. However, it is 
linear in terms of the implicit solution F (φ, χ). Therefore, we may 
look for solutions in the form
F (φ,χ) =
N∑
n=0
F (n)(φ,χ) = c, (51)
where the function F (n)(φ, χ) satisﬁes the following equation
dF (n)(φ,χ) = ∂ F
(n)
∂φ
dφ + ∂ F
(n)
∂χ
dχ
= H(φ)W (n)χ dφ − H(φ)W (n)φ dχ = 0.
By comparison of the terms in the above equation, we ﬁnd that
∂ F (n)
∂φ
= H(φ)W (n)χ , ∂ F
(n)
∂χ
= −H(φ)W (n)φ . (52)
Integrating the above equations and taking into account the recur-
rence relation (48), we may obtain the following result
F (n)(φ,χ) =
n∑
l=1
l
n − l − 1anlφ
n−l−1χ l−1 + β(n)(χ) = cn, (53)
where
β(n)(χ) =
{0, n < 3
3
2−nan(n−3)χ
n−2, n ≥ 3. (54)
summing over all the possible values of n, we get
F (φ,χ) =
N∑
n=1
n∑
l=1
l
n − l − 1anlφ
n−l−1χ l−1 +
N∑
n=1
β(n)(χ) = c.
Note that
N∑
n=1
β(n) =
N∑
n=3
3
2− nan(n−3)χ
n−2, (55)
thus, we obtain
F (φ,χ) =
N∑
n=1
n∑
l=1
l
n − l − 1anlφ
n−l−1χ l−1
+
N∑ 3
2− nan(n−3)χ
n−2 = c.n=3
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model. However, as it was pointed out in the previous section, the 
knowledge of an analytical expression for the orbit is an important 
step for the analysis of nonlinear scalar ﬁeld theories. This hap-
pens because it allows one to decouple the ﬁrst order differential 
equations and choosing adequately boundary conditions.
3.5. Nonlinear oscillating models
The systematic procedure developed in the last sections with 
polynomial models, can be extended to build up models with po-
tentials presenting harmonic functions of the ﬁelds. For instance, 
let us consider the following ansatz for an oscillating superpoten-
tial
W (φ,χ) = A sinφ sinχ + B cosφ cosχ + C sinφ cosχ
+ D cosφ sinχ + Eφ + Fχ.
Following the same procedure of the previous sections, one can 
substitute the above superpotential in (18), and by comparing the 
involved terms, one may obtains that
f (φ) = 2(A sinφ + D cosφ)
D sinφ − A cosφ , (56)
where the coeﬃcients must obey the following constraints: AB =
CD , E = 0. In the case where C = 0 we get D = AB/C . Thus, the 
superpotential can be rewritten as
W (φ,χ) = A(sinχ + C cosχ)(sinφ + B/C cosφ) + Fχ. (57)
The integrating factor obtained by using f (φ) is given by
H(φ) = 1
A2(B/C sinφ − cosφ)2 , (58)
consequently, we get the following orbit
F (φ,χ) = C sinχ − A cosχ
A2(B/C sinφ − cosφ) +
F/A2
B/C(1− B/C tan2 φ) = c.
As far as we know, this superpotential was not considered in the 
literature. However, one can note that in the case where C = 0 we 
may recover the oscillating model studied in Ref. [30].
4. Conclusions
In this work, we introduced a method which allows one obtain 
the solutions of the orbit equation for the case of nonlinearly cou-
pled two scalar ﬁelds and, beyond that, we present a procedure 
that allows the construction of new exact nonlinear models of this 
nature systematically, in such a way that the solution of the or-
bit equation appears naturally. By applying the method we have 
studied, some novel polynomial models were introduced and we 
explored the behavior of their solitonic conﬁgurations. We have 
also veriﬁed that this procedure can be extended to the case of 
oscillating potentials.In the ﬁrst model analyzed, we got a generalization of the BNRT 
[9] model, which presents a structure with four vacua and a pa-
rameter which controls the asymmetry of the position of those 
vacua. It is noteworthy that this model presents important conse-
quences in the braneworld scenario [17]. The second model which 
was analyzed here, was one of the sixth degree in the ﬁelds and in 
analytically solvable in contrast with happens with some others in 
the literature [31]. It is remarkable that the third polynomial po-
tential introduced in this work, exemplifying of the powerness of 
the approach, presents conﬁgurations with a triple kink and a kind 
of double-ﬂat-top lump.
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