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Ce travail a porté sur l’étude et la caractérisation des puits et des boîtes quantiques
de GaN dans AlN par différentes techniques de Microscopie Electronique en Transmission
(MET). Ces types de nanostructures constituent les parties actives des divers dispositifs
électroniques et optoélectroniques à base de nitrures d’éléments III. Une caractérisation
structurale approfondie de ces hétérostructures est donc nécessaire afin de comprendre et
d’optimiser leurs conditions de croissance. Laquelle est directement liée à la réalisation
de dispositifs efficaces et reproductifs.
La MET haute résolution utilisée comme technique principale nous a permis d’extraire
de manière quantitative des informations concernant la qualité des interfaces, la taille, la
composition chimique et la distribution des contraintes dans les différentes nanostructures
de nitrures. Cependant, la contribution des autres techniques de microscopie électronique
comme la MET en mode conventionnel, en faisceau convergent et l’imagerie filtrée était
nécessaire afin de réaliser une étude structurale complète et précise.
Chapitre 1: Semi-conducteurs des nitrures d’élément III
Ce chapitre permet d’introduire le lecteur dans le monde des nitrures. Nous com-
mençons par donner l’historique de ces matériaux dans le but de rappeler quels sont
les intérêts physiques et industriels de ces systèmes. Ensuite, nous introduisons leurs
propriétés structurales puis nous détaillons la structure cristallographique de la phase
hexagonale wurtzite et nous mettons l’accent sur le caractère anisotrope et polaire de
cette structure dans la direction [0001]. Par ailleurs, leurs propriétés élastiques sont aussi
rappelées.
La dernière partie de ce chapitre est dévouée à l’élaboration des nitrures. En par-
ticulier, nous discutons de la difficulté du choix du substrat associé à l’élaboration des
nitrures. Nous abordons aussi les différentes techniques de croissance de ces matériaux en
privilégiant l’épitaxie par jets moléculaires assistée par plasma d’azote. Cette technique
est celle utilisée pour l’élaboration de tous les échantillons étudiés dans cette thèse. La
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totalité des ces échantillons a été effectué au laboratoire "Nanophysique et Semiconduc-
teurs" du CEA-Grenoble.
Chapitre 2: Techniques de microscopie électronique
L’objectif de ce chapitre est de présenter les diverses techniques de microscopie élec-
tronique que j’ai utilisé enfin d’examiner la qualité structurale des différentes nanostruc-
tures de nitrures. Le chapitre est divisé en deux parties.
Dans la première partie, nous avons souhaité rappeler brièvement le principe des tech-
niques utilisées:
• La technique de microscopie conventionnelle en mode "deux-ondes" ou en "faisceau
faible"
• La microscopie électronique haute résolution (MEHR ou HRTEM)
• La diffraction électronique en faisceau convergent (CBED)
• L’imagerie filtrée en énergie.
Dans la seconde partie, nous exposons comment nous avons appliqué ces techniques
à l’étude des nitrures, en particulier de GaN et d’AlN, les matériaux sur lesquels cette
étude a porté. Nous précisons les types d’information que nous avons extrait par chacune
de cette technique. Spécifiquement:
• L’identification des dislocations présentes dans les nanostructures par microscopie
conventionnelle.
Par cette technique, l’image formée à partir des variations d’amplitude d’un seul
faisceau (soit transmis, soit diffracté) permet de caractériser les défauts cristallins.
Le critère de visibilité d’un défaut est le produit . Nous avons expliqué comment
appliquer ce critère à l’indentification des dislocations parfaites (coin, vis et mixte)
de la structure wurtzite.
• La détermination de la polarité absolue d’un cristal de GaN par CBED.
Avec cette technique, les contrastes contenus dans les disques correspondent aux
variations d’intensité des faisceaux diffractés en fonction de leur écart à Bragg. Ces
contrastes conservent la symétrie du cristal et en particulier l’information de polar-
ité. En général, la détermination de la polarité avec cette technique, fait appel aux
simulations et nécessite une calibration des orientations relatives entre les cristaux
et les diagrammes de diffraction associés.
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• Le positionnement des colonnes atomiques sur une image haute résolution de cristal
parfait de GaN ou d’AlN pour les deux axes d’observation que nous avons utilisés:
l’axe de zone <2,-1,-1,0> et l’axe <0,1,-1,0>.
En MEHR, le contraste de l’image est dû aux interférences de phase entre le fais-
ceau transmis et plusieurs faisceaux diffractés. L’information portée par la fonction
d’onde à la sortie du cristal analysé est déformée par le microscope. Ainsi, des
simulations numériques sont nécessaires pour mieux interpréter les images expéri-
mentales parce qu’elles permettent de relier la position des motifs de l’image à celle
des colonnes atomiques. Nous verrons dans les chapitres suivants que les images de
cristaux de GaN et d’AlN que nous avons simulées seront utiles à l’analyse quanti-
tative des images d’hétérostructures GaN/AlN et à la détermination de la structure
atomique des différents défauts cristallins.
Pour toutes les simulations numériques, nous avons utilisé le logiciel EMS (ou JEMS).
Chapitre 3: Analyse quantitative des images haute réso-
lution
Le but principal de cette thèse est l’analyse numérique des images haute résolution
de façon à obtenir des informations quantitatives. Dans ce chapitre, nous présenterons
les méthodes d’analyses numériques que nous avons utilisé et les différentes conditions
expérimentales que nous avons appliquées afin d’acquérir des résultas précis.
En particulier, les deux méthodes utilisées sont : (a) la méthode des projections et (b)
l’analyse de la phase géométrique (GPA). Pour chacune de ces méthodes nous précisons
leurs principes de base et les informations quantitatives que nous pouvons obtenir, dont
la mesure locale des paramètres de maille. Cette mesure permet de déduire l’état de
contrainte des matériaux impliqués, la qualité des interfaces, les variations de composition
chimique et la quantité d’un matériau B déposé entre deux couches de matériau A dans une
hétérostructure de type A/B/A. En outre, nous décrivons les paramètres numériques et
expérimentaux qui peuvent limiter la précision de ces méthodes, les façons avec lesquelles
nous pouvons les optimiser et quelle précision peut être finalement atteinte. Nous prêtons
attention sur GPA, qui est une nouvelle méthode d’analyse quantitative pour les images
haute résolution. Nous avons essayé d’approcher cette méthode de manière plus théorique
en discutant en détail de sa base mathématique. Le but était de comprendre pourquoi
elle est si efficace malgré sa simplicité. Concernant ces deux méthodes, nous pouvons
conclure que la méthode des projections est plus puissante pour l’analyse des profils des
interfaces alors que GPA a l’avantage de permettre de mesurer et de relever directement
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le champ des déplacements et des déformations. Par ailleurs, les deux méthodes ont la
même précision concernant la mesure locale des paramètres de maille.
Dans cette thèse, pour l’obtention d’un meilleur contraste dans nos images expérimen-
tales et pour améliorer le rapport signal-sur-bruit, nous avons acquis des images haute
résolution hors axes de zone (off-axis). Particulièrement, pour que nous puissions simuler
facilement les différentes hétérostructures, nous avons utilisé des axes de zone secondaire
comme l’axe <-1,5,-4,0>. Dans ces types d’images, les plans (0002) sont représentés par
des lignes continues.
Finalement, ce chapitre nous permet de démontrer que la camera CCD utilisée pour
l’acquisition des nos images expérimentales introduit des distorsions. Une fois identifiée,
nous avons proposé une manière de les corriger.
Chapitre 4: Analyse des structures de puits quantiques
GaN/AlN
Le chapitre 4 présente nos résultats concernant la caractérisation structurale des puits
quantiques de GaN sur AlN. Il est constitué de deux parties.
La première partie concerne l’étude comparative de deux super-réseaux (SLs) de GaN
/ AlN : un à polarité Ga et un à polarité N. La supériorité de la qualité structurale du
super- réseau à polarité Ga est démontrée. En particulier, nous avons trouvé que bien que
les interfaces du SL face-N sont irrégulières avec une épaisseur qui varie entre 2-3 mono-
couches (ML), les interfaces du SL face-Ga sont uniformes, abruptes et leurs épaisseurs
ne dépassent pas une monocouche. Des défauts prismatiques {0,1,-1,0} sont uniquement
observés dans le Sl à polarité N. Par l’analyse des images haute résolution simulées et ex-
périmentales, nous avons identifié ces défauts comme des domaines d’inversion de polarité
du model de Holt (types 1 et 2), qui sont énergétiquement non favorable. Concernant
l’état des contraintes des puits quantiques, nous avons pu déduire que dans le SL face-N
elles sont presque complètement contraintes sur l’AlN, qui est lui-même contraint par le
substrat SiC. Pour le SL face-Ga, en éliminant les possibilités que: (i) il existe un interdif-
fusion entre le GaN et l’AlN, (ii) la matrice AlN est partiellement contrainte et (iii) l’effet
de relaxation de la lame mince est important, nous avons conclu que les puits quantiques
sont seulement partiellement contraints.
La deuxième partie met l’accent sur les effets d’encapsulation des puits quantiques
de GaN par une couche d’AlN. Nous avons démontré par microscopie électronique en
transmission et par spectroscopie de rétrodiffusion d’ions (RBS) que la croissance de
l’AlN à haute température (750oC) induit un amincissement des puits quantiques. En
plus, par MET nous avons prouvé que la minimisation de l’épaisseur des puits quantiques
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n’affecte que l’interface supérieure GaN/AlN. Nous avons montré que cette différence
d’épaisseur observée entre le puit quantique encapsulé et celui non encapsulé n’est due ni
à une décomposition thermique du GaN ni à la diffusion des atomes d’aluminium dans
le puits recouvert. Par conséquent, nous avons conclu que le mécanisme conduisant à
l’amincissement des puits quantiques encapsulés dans une matrice d’AlN est un mécanisme
d’échange entre les atomes d’Al de la "capping layer" et les atomes de Ga du puits
quantique. Ce phénomène qui est thermiquement activé, est favorisé par le fait que
l’énergie de liaison existant entre Al et N est plus forte que celle existant entre Ga et N.
Chapitre 5: Analyse des structures de boîtes quantiques
GaN/AlN
Dans ce chapitre nous présentons l’analyse effectuée sur des boîtes quantiques de
GaN sur AlN.
Dans la première partie, nous examinons la distribution des contraintes dans un super-
réseau de boîtes quantiques de GaN sur une matrice d’AlN. Pour cette étude nous avons
effectué des mesures de MET haute résolution. Les résultats obtenus ont été par la suite
comparés et/ou complétés par des calculs théoriques et par des mesures de diffraction
des rayons X. Les boîtes quantiques de GaN sur AlN élaborées par le mode de crois-
sance Stranski-Krastanow, ont la forme de pyramides hexagonales tronquées à facettes
{1,-1,03}. A partir de nos images haute résolution, nous avons mesuré leur diamètre (∼30
nm), leur hauteur (∼4 nm) aussi bien que l’épaisseur exacte de la couche de mouillage
(∼2 ML). Grâce à l’analyse de la phase géométrique nous avons identifié une variation
de paramètre de maille c de la matrice d’AlN située entre les boîtes quantiques de GaN
alignées verticalement ou celle située entre les couches de mouillages consécutives. Nous
avons prouvé que cette variation est due à une différence de l’état de contrainte de l’AlN et
non à cause d’une interdiffusion entre les boîtes GaN et la matrice AlN autour. Spécifique-
ment, par rapport à la contrainte dans la direction de croissance (ezz) nous avons montré
que bien que l’AlN entre les boîtes est contraint, l’AlN entre les couches de mouillage est
presque totalement relaxé. Par conséquent, nous avons conclu que cette contrainte pro-
duit l’alignement vertical des boîtes dans le super-réseau. En outre, nous avons observé
que les boîtes quantiques en surface sont relaxées. Tous ces résultats sont en accord avec
: (i) des calculs théoriques de contraintes qui combine la transformée de Fourier et la
fonction de Green et (ii) des mesures de diffraction des rayons X qui ont été réalisées à la
ligne de lumière ID1 à l’ESRF à Grenoble.
Dans la deuxième partie, nous analysons l’évolution des boîtes quantiques de GaN
durant le processus d’encapsulation en fonction de la quantité nominale de GaN déposée
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et de la température de croissance de l’AlN. Cette étude a porté sur la compréhension
des effets de croissance de l’AlN sur les propriétés structurales des boîtes quantiques de
GaN. Nous montrerons par des mesures de MET et de RBS que la croissance de l’AlN
induit une réduction isotrope de la taille des boîtes quantiques. Cette réduction, comme
dans le cas des puits quantiques, est attribuée à une décomposition du GaN résultant
d’un mécanisme d’échange entre les atomes d’aluminium de la couche supérieure d’AlN
et les atomes de gallium constitutifs des boîtes quantiques. Finalement, nous montrons
que l’échange entre les atomes d’Al et de Ga dépend de l’état de contrainte de la couche
de GaN.
Chapitre 6: Dopage des couches de GaN avec du Mg
Dans ce chapitre, nous avons étudié les propriétés structurales et optiques des couches
de GaN à polarité N dopées avec du magnésium (Mg). Nous démontrons que le dopage
avec du Mg favorise la conversion de la structure de wurtzite à zinc-blende. En partic-
ulier, pour des concentrations plus importantes de Mg [MgSIMS] = 3×1018cm−3 la phase
cubique devient nominale alors que pour des concentrations plus faibles les films GaN:Mg
présentent la structure wurtzite. Nous avons prouvé que l’alignement de la structure
cubique est fait avec l’axe [111] perpendiculaire au substrat. La présence de la phase cu-
bique influence notablement les propriétés optiques des couches. Pour des concentrations
importantes, les spectres de photoluminescence sont dominés par une ligne à 3.25 eV et
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The main aim of the work presented in this thesis is to investigate and charac-
terize by transmission electron microscopy (TEM) GaN/AlN quantum wells
and quantum dots heterostructures.
Semiconductor III-nitrides such as aluminum nitride (AlN), gallium nitride (GaN) and
indium nitride (InN) have raised a lot of interest due to their potential use in optoelectronic
devices – both emitters and detectors – and high power/temperature electronic devices.
Several reviews concerning the challenges and achievements in the fields of III-nitride
based materials and their associated devices have been published [1–5]. In principle,
these materials and their ternary and quaternary alloys cover an energy bandgap range
between the bandgap of InN (0.8 eV) and that of AlN (6.2 eV). In particular, nitrides are
suitable for applications such as amber, green, blue and ultraviolet Light Emitting Diodes
(LEDs) [6–8], UV detectors [9–11], and Laser Diodes (LDs) [1, 6, 12,13].
Generally, device applications require the growth of increasingly complex heterostruc-
tures such as quantum wells (QWs) and quantum dots (QDs) which constitute the active
part of the device. In particular, in a semiconductor QW, where a thin layer of for instance
GaN is sandwiched between two layers of larger bandgap for instance AlN, electrons and
holes are 2-dimensionally "confined" and their motion in the direction perpendicular to
the crystal growth direction is quantized. In a semiconductor QW superlattice, when the
thickness of the wide-band-gap barrier layers (i.e AlN) is small enough, electrons may
tunnel through it and individual levels in the quantum wells are split into minibands.
However, this will happen only if the different QWs are identical. For this reason a
perfect control of the QW thickness is necessary.
A semiconductor QD is a "zero-dimensional" object, where the electronic states are
spatially localized and the energy is fully quantified. As a result, the atomic-like den-
sity of states near the band gap is higher than 3D and 2D systems, which leads to a
higher efficiency for optical transitions. Additionally, QDs strongly localize the carriers
and inhibit their migration toward non-radiative centers like dislocations. Hence devices
incorporating QDs can be more stable against thermal perturbation.
The efficiency of a device depends on the structural quality of the heterostructures
and tools have to be developed in order to determine their quality. The use of QWs and
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QDs nitride heterostructures in electronic and optoelectronic devices requires a precise
control and knowledge of their: size, interface quality and chemical composition. More-
over, in the GaN/AlN system, the lattice mismatch is 2.5 % and large strain builds up.
Therefore, the knowledge of strain distribution especially in quantum dots structures is
essential to understand the luminescence and to tune the emission wavelength to the
desired application.
TEM is the ultimate technique to study the structural quality of crystal structures.
In this thesis high-resolution TEM (HRTEM) was the basic technique used for the
quantitative analysis of the different nitride nanostructures having as purpose the op-
timization and better understanding of their growth conditions. TEM techniques like
Energy-Filtered and Conventional TEM together with X-ray experiments and theoretical
calculations permit us to accomplish a complete study of the examined nitride samples.
It was necessary to invest time in understanding how quantitative information can be
extracted, which methods can provide this kind of information, what are their advantages
and limits and finally which modifications could be made in order to extract the most
accurate results and better adapt them in our research work.
The present work is organized in six parts.
The basic structural and elastic properties and the different growth techniques of III-
nitride semiconductors are reviewed in the first chapter.
In the second chapter, we introduce the various electron microscopy techniques em-
ployed in this work: conventional, high-resolution, energy-filtered and convergent beam
electron diffraction. After reminding shortly the basic principles of each technique, we
will explain how we have applied them in the structural characterization of our samples:
identification of dislocations, polarity determination and analysis of image contrast and
imaging conditions in high resolution images.
The third chapter is devoted to the methods that have been used to extract quanti-
tative information from HRTEM images: (a) a projection method and (b) the geometric
phase analysis. The basic principles of each method are presented and we explain how
it is possible to obtain accurate information about local lattice parameters and conse-
quently about local strain and/or chemical composition. The parameters that influence
the precision of either method and how they have been optimized are also reported. The
mathematical basis of the geometric phase analysis is described in detail. Finally, the
distortions introduced in HRTEM images acquired with a CCD camera and the use of
off-axis HRTEM images in order to improve the signal-to-noise ratio are discussed at the
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end of the chapter.
The characterization of GaN/AlN quantum well structures is presented in chapter 4.
It is separated in two parts: the first one presents a comparative study between a Ga-face
and a N-face polarity GaN/AlN QW superlattice and the second part discuses the effects
of AlN overgrowth on the structural quality of GaN QWs.
Chapter 5 contains the analysis realized on GaN/AlN quantum dot structures. A
quantitative strain analysis of a GaN/AlN QD superlattice is presented in the first part
of the chapter. The way the overgrowth process influences the structural quality of GaN
QDs is discussed in the second part.
Finally, chapter 6 contain the results obtained from the investigation of the effects of
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The purpose of this chapter is to introduce briefly the basic properties of
III-nitride semiconductors. We will address the structural and elastic prop-
erties, which are necessary for the interpretation of the experimental results
described in the following chapters. Even today, many difficulties in the growth
of high-quality III-nitride epilayers persist, the major obstacle being the lack
of a suitable substrate. We will refer to the most commonly used substrates.
At the end of this chapter, we will mention the different growth techniques,
focalizing mostly in molecular beam epitaxy, which is the technique used for
the elaboration of all the samples studied in this thesis.
1.1 A short history
The properties of group III nitride semiconductors were first investigated in the 1970s.
Among the most important of these early investigations was the one of Jacques Pankove
in the RCA Laboratories. He has recognized that the large, direct bandgap of nitride
semiconductors makes them ideal candidates for visible and ultraviolet light emitters [1]
(see Figure 1.1). The first demonstration of stimulated emission from GaN at 2K was
reported by Dingle et al. [2] in 1971. However, the lack of successful p-type doping
impeded the research on III-nitrides for more than a decade. Further progress towards
GaN semiconductor devices ensued in the 1980s with the discovery that the incorporation
of an AlN buffer layer between the sapphire/GaN epitaxial interface improves the quality
of the layers [3,4]. Amano and Akasaki were the first to demonstrate p-type doping of GaN
films, using Mg as an acceptor, setting the base for the production of the first p-n junction
LEDs [5]. The growth of InGaN alloy was an additional key element for the development
of a nitride laser diode. Shuji Nakamura and coworkers at Nichia Laboratories introduced
blue LEDs using InGaN heterostructures [6]. Finally, the same researchers achieved firstly
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pulsed operation and secondly continuous-wave operation (c.w) of nitride laser diodes
[7–11].
Figure 1.1 : Bandgap enery and lattice
parameter of the most common semicon-
ductor materials.
Figure 1.2 : Illustrations of GaN-based
LEDs and LDs.
Present commercial nitride LEDs are very reliable with efficiencies, brightness and
longevity sufficient for applications in e.g. outdoor displays, indicators, and traffic lights
(see Figure 1.2). Lasers, as coherent sources, are crucial for high-density optical read and
write technologies. Actually, Sony released in April 2003 the first DVD recorder based on
a GaN/InGaN 405nm violet laser that has a memory capacity of 23GBytes [12]. More-
over, nitrides are outstanding materials for ultra-violet photodetectors and solar-blind
detectors. Needless to say that the nitride semiconductors have gained considerable inter-
est due to their unprecedented performance as emitters, detectors and power amplifiers.
According to the predictions of the Strategies Unlimited company, the commercialization
of GaN power semiconductors could produce an annual revenue of 436 million dollars
until 2009 [13]! Despite a remarkable technological evolution, nitride semiconductors are
one of the few cases where wide-spread device applications appeared before a total un-
derstanding of material basic properties. Indeed, many problems remain to be solved
for the improvement and commercialization of next generation optoelectronics and mi-
croelectronics devices based on III-nitride semiconductors. These include for instance the
development of III-nitride substrates, the reduction in the density of dislocations (actually
at 107 − 1010/cm2), the accomplishment of low resistance contacts on p-type materials
and the reduction in the residual stresses. Fundamental material properties, such as the





III-V nitride semiconductors – AlN, GaN, InN and their alloys – appear in two crys-
tallographic phases: wurtzite (phase α) and zinc-blende (phase β or sphalerite) structures.
The above crystallographic phases differ only in the stacking sequence of the polyhedra
: sequence . . . ABAB . . . along the [0001] axis for the wurtzite phase and . . . ABCABC
. . . for the zinc-blende phase along the [111] axis (Figure 1.3). In both structures each
























Figure 1.3 : Schematic representation of (a) the wurtzite (b) the zinc-blende phase. The
stacking sequence is . . .ABAB . . . for the wurtzite structure and . . .ABCABC . . . for the
zinc-blende phase.
For III-V nitride semiconductors, the wurtzite structure is thermodynamically more
stable (see Table 1.1). However, the zinc-blende structure can be achieved by Molecular
Beam Epitaxy (MBE) by using of a cubic substrate oriented along the (001) axis [14,15].








Table 1.1 : Difference in energy 4Ea−b between the wurtzite and the zinc-blende structure
for AlN, GaN and InN.
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The Bravais lattice of the wurtzite structure is composed of two hexagonal closed
packed sublattices, which are shifted with respect to each other by 3/8[0001]. The associ-
ated space group is P63mc (C46V ). In the unit cell the atomic position of the III metal is
(2/3,1/3,0) while for nitrogen is (2/3,1/3,u). The parameter u is the ratio between the III
metal-N bond length which is align along the [0001] axis (c1) and the c lattice parameter
(see Fig. 1.4). For an ideal wurtzite lattice all tetrahedral bonds have the same length and
the parameter u = u0 is equal to 3/8. But for a tetrahedron which is slightly distorted
along the [0001] axis,which is the case for AlN,GaN and InN, the length of the c1 bond
differs from the other three (c3). In Table 1.2 are given the lattice parameters and the
c1/c ratio for the wurtzite group III nitrides. In this thesis, for the parameter u, we have





N Figure 1.4 : Bond lengths, c1 and c3, of the wurtzite
structure. For an ideal tetrahedron: c1 = c3 = u0 · c.
For a distorted tetrahedron: c3 6= c1 = u · c. In this
thesis we have taken uAlN = 0.3821 and uGaN =
0.377 [20].
Material a (nm) c (nm) u
AlN
0.3112 [21] 0.4982 [21] 0.3821 [20]
0.3810 [16]





InN 0.3544 [23] 0.5718 [23] 0.3770 [24]
Table 1.2 : Lattice parameters and c1/c ratio for wurtzite AlN, GaN and InN.
By contrast, the Bravais lattice for the zinc-blende structure is composed by two face-
centered cubic sublattices, the second shifted by 1/4[111] with respect to the first. The
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associated space group is F 4¯3m (T 2d ). The lattice constants a (nm) of AlN, GaN and InN
are respectively 0.438, 0.452 and 0.498 nm [25].
Miller-Bravais indices and four-dimensional vectors. All samples studied in this
thesis were nitride semiconductors having the wurtzite structure. In the hexagonal system
the Miller-Bravais notation is described by four axes, three of which are coplanar. In
Appendix A are given some basic crystallographic relationships for the hexagonal lattice
in case that the reader of this manuscript is not very familiar with the four indices notation.
1.2.2 Polarity
Wurtzite structures have no center of inversion and are so called polar materials. Due
to this absence of an inversion point, the directions [0001] and [0001¯] are not equivalent
and need to be defined. We have chosen to define as [0001] direction the vector that
begins from a III-metal atom (Al,Ga or In) and points to a N atom and is aligned along
the c polar axis [26]. According to this definition, we say that we have a Ga-polarity
(or Ga-face) layer when the growth direction follows the [0001] direction, while we have a








Figure 1.5 : Definition of the [0001] direction and of the polarity for the case of a GaN
crystal. The [0001] direction connects a Ga atom with a N atom. The crystal has Ga-
polarity if the [0001] direction follows the growth direction and N-polarity if it is opposite
the growth direction.
The polarity is one of the key parameters in the growth of III-nitride semiconductors
because it influences both the surface and bulk properties of the layers. An important
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part of this thesis is devoted to the comparison between Ga-face and N-face quantum well
nanostructures (section 4.1).
Several techniques have been used to determine and study the polarity of wurtzite
nitride structures. For a critical review see E.S. Hellman [27] article. In this work, we
have mostly employed the Convergent Beam Electron Diffraction (CBED) technique to
determine the polarity of our samples.
1.3 Elastic Properties
Since the determination of strain in nitride structures and the study of strain relax-
ation processes represent an important part of this thesis, we found useful to include in
this chapter the elastic properties of III-V nitrides. A brief introduction to the formalism
of linear elasticity for hexagonal crystals is given in Appendix B.
The values of the elastic constants Cij are summarized in Table 1.3. It is obvious that
the reported values vary largely. In this thesis we have adopted for the elastic constants
Cij the values calculated by A.F. Wright [28] (Bold values in Table 1.3). This should be
kept in mind when determining the strain in nitride multilayers (Chapters 4 and 5).
Material C11 C12 C13 C33 C44 Reference
410 140 100 390 120 [29]
AlN 396 137 108 373 116 [28] *
398 140 127 382 96 [30] *
411 149 99 389 125 [31]
370 145 110 390 90 [29]
390 145 106 398 105 [32]
365 135 114 381 109 [33]
GaN 367 135 103 405 95 [28] *
377 160 114 209 81.4 [34]
396 144 100 392 91 [30] *
296 130 158 267 24 [35]
223 115 92 224 48 [28] *
InN 271 124 94 200 46 [30] *
Table 1.3 : Elastic coefficients of wurtzite III nitrides. The references marked with an
asterisk are theoretical calculations. All values of the Cij are in GPa.
Appendix C gives the basic parameters of GaN and AlN.
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1.4 Growth of III-Nitride Semiconductors
1.4.1 Bulk growth
The production of bulk GaN crystals is difficult because of the high melting point of
GaN (2600K) and the extremely high nitrogen pressures involved in their growth. Hence,
currently, there is not a commonly-available single-crystal substrate wafers for nitride
epitaxy. Nevertheless, GaN single crystals are grown at UNIPRESS (Poland) at tem-
peratures of 1400 − 1700oC and at nitrogen pressure of 12-20kbar [36]. They have the
form of hexagonal platelets and their size reachs about 1cm in the largest dimension. Al-
though they present excellent structural properties, such a growth method is not scalable
for industrial production. In fact, these substrates are of great interest for evaluation of
homoepitaxial GaN or structures with high crystalline quality.
1.4.2 Substrates for the growth of III nitrides
Essentially all III-nitride films are grown heteroepitaxially. For the growth of wurtzite
nitrides, the most commonly used substrates are sapphire (Al2O3), silicon carbide (SiC)
and silicon (Si) on which a buffer layer of GaN, AlN or AlGaN has been previously
deposited.
Although sapphire has become the most common substrate for nitride LDs and LEDs
fabrication [10] it is far from being an optimum substrate for AlN and GaN growth. The
biggest advantage of sapphire is the fact that large-area high crystals are commercially
available at low cost. During growth, the c-axis of the AlN (or GaN) and the sapphire
are parallel to each other while the other two main axes are rotated by 30o around the
c-axis. For this case, the lattice mismatch between GaN, AlN and Al2O3 is given by
the relationship : (
√
3aGaN,AlN − asapphire)/asapphire and it is equal to 16.1% and 13.3%
respectively (see Table 1.4). In reference [37] is given a detailed study of the orientation
relationships in the III-V nitride/sapphire system.
A comparison of sapphire and SiC as possible substrates shows that SiC has advan-
tages in terms of lattice parameters and coefficients of thermal expansion (see Table 1.4).
Furthermore, SiC has good thermal and electrical conductivity, and both n- and p-type
bulk crystals are commercially available. However, SiC is much more expensive compared
to sapphire, and the crystalline quality of SiC wafers must still be improved.
On the other hand, silicon is a low cost substrate and can be found in the form of
large wafers. The problem is that the lattice mismatch is larger than that of sapphire,
and the difference in the thermal expansion result in a high density of cracks in the
epilayers (see Table 1.4). However, to accomplish integration of III-nitride LEDs or LDs
with Si electronics, these devices will have to be grown locally on an already processed
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Si chip. Therefore considerable research work has been done on the nitride growth using
Si as substrate, with the final interest of reducing costs and integrating the III-nitride
optoelectronics with Si technology. Several other materials have been used as substrates
Al2O3 (0001) 6H-SiC (0001) 4H-SiC (0001) Si (111)
Structure hexagonal hexagonal 6H hexagonal 4H diamond
Epitaxial
relationships (112¯0)||(101¯0) (112¯0)||(112¯0) (112¯0)||(112¯0) (112¯0)||(11¯0)
Lattice a=0.4758 a=0.308 a=0.308
Constants (nm) c=1.2991 c=1.512 c=1.0085 a/
√
2=0.38397
f0GaN(%) 16.1 3.5 3.5 -17
f0AlN(%) 13.3 1.1 1.1 -19.4
∆a/a(10−6/K) 7.5 4.3 4.2 2.59
∆c/c(10−6/K) 8.5 4.7 4.8
Table 1.4 : Properties of the most common substrates used for the growth of wurtzite
III-nitrides : structure, epitaxial relationships with (0001) group III nitride epilayers, lattice
constants a and c, lattice mismatch f0 with GaN and AlN and thermal expansion coefficients
∆a/a and ∆c/c.
for nitride growth. Some of them are : (111)MgAl2O4 [38], (100) GaAs [39] and (0001)
ZnO [40]. For the moment none of the above materials seems to be the substitute of the
classic substrates used for nitride growth.
All samples studied in this thesis were growth either on (0001) Al2O3 or on (0001) 6H
(or 4H)-SiC substrates.
1.4.3 Growth techniques
In an effort to grow high-quality III-V nitride thin films, many crystal growth tech-
niques, substrate type and orientations have been tried. Growth techniques include metal-
organic vapor phase epitaxy (MOVPE), molecular beam epitaxy (MBE), hydride vapor
phase epitaxy (HVPE), pulsed laser deposition (PLD) and high-pressure synthesis (HPS).
MOVPE and MBE are by far the most extensively used techniques to grow III-nitride
epilayers.
Although, most GaN-based films and device structures are grown via MOVPE, this
technique has the disadvantage of the high substrate temperature necessary to thermally
dissociate NH3. Due to thermal mismatch with all of the available substrates, postgrowth
cooling introduces significant amounts of strain and defects into the nitride film. In
addition, the high growth temperatures may encourage other undesirable effects such as
dopant and group III-metal desorption, diffusion and segregation.
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Figure 1.6 : Scheme of the MBE sys-
tem used for the growth of the examined
samples.
In an effort to reduce substrate temperatures, many groups have begun exploring a
MBE approach in which the reactive nitrogen is supplied by microwave plasma excitation.
It exists two kinds of nitrogen plasma sources: the electron cyclotron resonance (ECR)
and the radio frequency (RF) plasma source. The ECR plasma sources have two major
disadvantages, namely, the low efficiency and the presence of charged N+ ions in the
nitrogen beam, which are accelerated by the potential difference between the sample and
the cell and can create defects in the growing sample. For these reasons, presently, RF
plasma cells are almost exclusively used. These cells allow growth rates up to 1µm/h and
the nitrogen beam is practically free of ions and contains only neutral species [41].
All samples studied in this thesis were grown by Plasma Assisted MBE (PAMBE)
using a RF nitrogen plasma source. The growth of all samples have been made in CEA-
Grenoble in the laboratory "Nanophysique et Semiconducteurs".
Molecular Beam Epitaxy in CEA Grenoble
Molecular-beam epitaxy (MBE)1 is a technique for epitaxial growth carried out in
ultra-high vacuum [42], which allows the deposition of monocrystalline thin layers with a
well-defined orientation on a monocrystalline substrate. The use of molecular (or atomic)
beams for the constituents comprise the basic feature of MBE. The mass transport be-
tween the sources and the substrate is ballistic.
A schema of the MBE system used for the growth of the samples studied in this work
is shown in Figure 1.6. The base pressure of the chamber is about 5 × 10−11mbar.
Metal fluxes are provided by conventional Knudsen cells. The chamber disposes seven
Knudsen cells: four cells for metals, which provide Ga (2 cells), Al, and In, and three
cells for dopants (Si,Mg,and Mn or Eu). As we have already mentioned, active nitrogen is
1The term epitaxy is derived from the Greek words "epi" (meaning "on") and "taxis" (meaning
"arrangement").
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provided by a radio-frequency plasma source. The sample is mounted on a manipulator,
which allows the movement in the x, y, and z directions, as well as a rotation around
the z- and x-axis. A high-energy electron gun and a fluorescent screen are also available,
to perform in-situ reflection high-energy electron diffraction (RHEED) measurements.
In particular, from a RHEED diffraction pattern we can be informed about the growth
mode of the elaborated thin film (amorphus, polycristalline, 2D or 3D-mode, ...), the
surface reconstructions and the evolution of the in-plane lattice parameter of the film.
Moreover, the period of the RHEED intensity oscillations has been shown to be equal to
the deposition time of a monolayer in a layer-by-layer growth mode [43, 44], so thanks
to them, growth rates can be measured in-situ. A comprehensive review for the RHEED
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The aim of this chapter is to introduce the various electron microscopy
techniques that I have used to investigate the structural quality of different
nitride nanostructures. It is divided in two parts. The first part reminds the
basic principles of the different techniques. The second part points out how
these techniques are applied to nitride materials and what information was
extracted from each one of them.
2.1 Electron Microscopy Techniques: Basic Principles
In this section we will give the very basics of the TEM techniques that were used in
this thesis. There are many books that describe the principles of electron microscopy [1–7].
Personally, I enjoyed reading the book of David B. Williams and C. Barry Carter [8], which
is very pedagogic for someone who begins in the field of TEM.
2.1.1 Electron-Matter Interaction
Electrons1 show both particle and wave characteristics. Based on the de Broglie’s
ideas of the wave-particle duality, the particle momentum p is related to the wavelength





where h is the Planck’s constant. Since the velocity of the electrons (as particles), after
leaving the electron gun, approaches the speed of light, relativistic effects have to be
1Etymology: Electron is the Greek word for amber, the rubbing of which causes electrostatic phenom-
ena.
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where m0 is the rest mass of the electron, e the charge and V is the accelerating voltage.
For example, for a microscope2 with V=400 kV the wavelength of relativistic electrons
is λ = 0.00164 nm. This value is much smaller than the resolution of any electron
microscope, which is limited by aberrations of the objective lens and not by the wavelength
of the electrons.
In Transmission electron Microscopy (TEM), we are particularly interested on the elas-
tic scattering processes, which can be quantitatively described by the time-independent
Schrödinger equation for a fast electron accelerated by a potential E and travelling through




[E + V (r)]Ψ(r) = 0 (2.3)
Ψ is the wave function of the electrons and m the relativistically corrected electron mass.
2.1.2 Diffraction Theory Approaches
The kinematical treatment is the simplest approach to calculate the amplitudes of
scattered beams. It assumes that, each electron may only experience a single scattering
event on its passage through the specimen. Any dynamical exchanges within the beams
are neglected and, moreover, inelastic interaction between the incoming electrons and the
crystal atoms are ignored.
To describe quantitatively the continuous changes of phase and amplitude as the elec-
tron beam passes through the crystal, dynamical theories must be used. The different
theoretical formulations muster into two groups: the Bloch-wave approach and the wave-
optical approach.
The bloch-wave approach Bethe in 1928 [9] was the first to fully describe the dy-
namical coupling in electron diffraction. He set up the wave equation for electrons in the
periodic potential field of a crystal and then applied the boundary conditions appropriate
for a crystal surface with incident and diffracted waves in vacuum. Later, this general
theory was developed for the transmission case [10], with the simplification of limiting
the dynamical exchange to two beams. Afterwards, the treatment was expanded to in-
clude many beams [11], [12] and nowadays many-beam dynamical calculations can be
2Etymology: From the Greek words "micro-" which means small and "skopein" which means to look.
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performed.
The wave-optical (or multislice) approach This approach is based on the idea
of representing mathematically the phenomenological progressing of radiation through
the crystal. An incident plane wave is successively scattered and the multiply scattered
components are added up according to their relative amplitudes and phases to form the
out-going waves. A way to simplify the problem is to take advantage of the forward
scattering geometry of the diffraction of fast electrons and consider the scattering by suc-
cessive planes of infinitesimal thickness. Cowley and Moodie [13],devised the multislice
approximation. Here, the crystal is divided into multiple thin slices perpendicular to the
electron beam. It is then assumed that scattering from any individual slice occurs on
a single plane and it is described by a transmission function. To define the transfer of
the wave function to the next plane a propagation function is used. Finally, the process
of transmission followed by propagation is repeated sequentially for each slice, until the
bottom surface is reached and the exit wavefunction of the electron is obtained.
The two dynamical theory formulations are basically equivalent. Nevertheless, in
the case of High Resolution Transmission Electron Microscopy (HRTEM) the multislice
approach is more convenient. For conventional TEM images the use of the Bloch-wave
methods is preferred. However, for particular orientations the calculations can be based on
the two-beam approximation as described by Hirsch et al [1] and Thomas and Goringe [4].
2.1.3 CTEM: Two-beam and Weak-beam Conditions
In a Transmission Electron Microscope (TEM), the uniform electron intensity in the
incident beam is transformed into a nonuniform intensity after scattering by the specimen.
This variable electron intensity is translated into contrast on the screen and depends on the
local thickness of the sample, the crystallographic orientation, the chemical composition
and the presence of defects.
The diffraction contrast is a special form of amplitude contrast because the scattering
occurs at special Bragg angles. To obtain strong diffraction contrast the specimen must
be tilted in such a way that only one diffracted beam is strong (two-beam conditions).
This is achieved by placing an aperture in the back focal plane of the objective lens.
Depending now on whether the transmitted or the diffracted beam is selected to the
image formation, the image is called Bright field (BF) or Dark Field (DF), respectively
(see Figure 2.1). Under two-beam conditions BF and DF images show complementary
contrast.
The term "weak beam" refers also to the formation of a diffraction contrast image in
either BF or DF, although the DF approach has been more widely used because it gives
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Figure 2.1 : Ray diagrams for (a) bright field and (b) dark field imaging under two-
beam conditions. A bright field image is formed when the direct beam is selected by the
objective aperture. For dark field images, the incident beam is tilted so that the scattered
beam remains on the optic axis.
stronger contrast. The Weak Beam (WB) method was developed by Cokayne et al. [14]
and became important because dislocations can be imaged as narrow lines. Moreover,
the position of these lines are well defined with respect to the dislocation cores. For these
reasons, the WB method became a powerful tool for the study of dissociated dislocations.
In practice, to obtain WB images we first choose a particular g and bring this onto
the optic axis as if it were to take a two-beam DF image. Afterwards, the specimen is
tilted in order to have large excitation error sg and excite preferentially a (ng) reflection.
The DF image is obtained by using the reflection g. The above procedure is illustrated
in Figure 2.2. Under WB conditions we have the highest resolution of all conventional
imaging modes but we have to note that due to the very low intensity of the WB images
long exposure times are needed.
For the two-beam image mode, the intensity in the diffracted beam, |φg|2 = φgφ∗g, is








where t is the thickness of the sample, ξg the extinction distance and seff is the effective







Some important properties of the effective excitation error are:
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(a) (b) (c) (d)
Figure 2.2 : Schematic representation of the procedure to obtain weak beam images. (a)
In Selected-Area Diffraction mode (SAD), the crystal is oriented along a zone axis. (b) We
tilt the specimen perpendicular to the direction of the hlk spot range that we have chosen
to use, in such a way that only this range is excited. In the schema, tilting the specimen is
visualized by a displacement of the Kikuchi lines. (c) We tilt the specimen to the direction
of the chosen g, until only one ng reflection (n=integer) is excited (here the 2g reflection
is excited). (d) We use the DF beam-deflecting coils to bring the reflection g on to the optic
axis and we place the objective aperture around it. By passing to the imaging mode, we
have a weak beam image with the required g-ng conditions (here g-3g).
• The quantity seff is never equal to zero.
• When s=0, which is the case in two-beam conditions, then seff is ξ−1g .
• When s is very large, as it is the case under WB conditions, then seff becomes
essentially the same as s.
2.1.4 High Resolution Transmission Electron Microscopy
If we consider the microscope as a device which transfers information from the spec-
imen to the image, we would like to transfer all the information to the image. But in
reality, we can never accomplish a complete transferring of all the information since the
lens system of a microscope is far from being perfect. Additionally, in HRTEM imaging
we need to use an atomistic model of the examined material in order to interpret the
images. Ideally, this model will include a full description of the atomic potential and the
bonding of the atoms, but we don’t know all these information.
Since HRTEM is the basic technique that I have used to analyze the nitride nanos-
tructures, I will briefly describe the image formation process in HRTEM. Once the exit
wave has left the specimen, the electron wavefront has to be converted into an image.
Since the exit wave contains mainly phase information, these phase differences have to
be converted to intensities (contrast). Defocus, and spherical aberrations of the objective
lens, induce extra phase shifts in the wavefunction. The influence of these extra phase
shifts can be taken into account by multiplying the wavefunction at the back focal plane
21
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with functions describing each specific effect. The phase factor χ(u), also called phase-
distortion function, used to describe the phase differences introduced by the defocus and
spherical aberration is equal to:





with ∆f the defocus value of the objective lens, Cs the spherical aberration coefficient
and u the distance of the reciprocal lattice point from the optic axis. The function that
multiples the exit wave is then:
B(u) = exp(iχ(u)) (2.7)
If the specimen behaves as a weak-phase object, then only the imaginary part of the above
function contributes to the image contrast, and one can set:
B(u) = 2 sin(χ(u)) (2.8)
We can now define a new quantity, T(u), which is the transfer function and is given by:
T (u) = 2A(u) sinχ(u) (2.9)
where A(u) is an aperture function which is unity for u < u0 and zero outside this radius.
When T(u) is negative, positive phase contrast results and the atoms in the specimen
would appear dark spots against a bright background and vice-versa. An ideal behavior
of T(u) would be zero at u = 0 (very long distances in the specimen) and u > u0
(frequencies beyond the aperture size) and large and negative for 0 < u < u0. Figure 2.3
illustrates the process of image formation in a high-resolution TEM.
It is now clear that the contrast in high-resolution images depends strongly on the
microscope settings and parameters. In practice, additional terms have to be included in
T(u). This is because of electrical instabilities in the microscope causing a spread of focus
because of the chromatic aberration of the objective lens. Mechanical instabilities and
energy loss due to inelastic scattering of the electrons by the specimen also contribute to
the spread in defocus. The beam convergence is also a factor that affects the resolution.
All these effects reduce the amount of information present in the image. They can be
represented by multiplying the sinχ(u) with the damping envelopes functions Eα and E∆
which represent the damping by the convergence and spread in defocus respectively:
Eα(u) = exp[−pi2α2(Csλ∆+ λ2Csu2)2u2] (2.10)
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The electron-optical properties of the two transmission electron microscopes (JEOL 4000EX
[15] and JEOL 3010) used in this study can be found in Table 2.1.
JEOL 4000EX JEOL 3010





Point Resolution (nm) 0.17 0.12
Scherzer defocus (nm) 50 42
Tilt ±20◦ ±20◦
Table 2.1 : Properties of the transmission electron microscopes used in our work.
2.1.5 Convergent Beam Electron Diffraction
The CBED technique was originally developed by Kossel and Möllenstedt [16] in 1939
and it is the oldest TEM diffraction technique. The big advantage of CBED is that most
of the information is generated from minuscule regions (some nm) beyond the reach of
other diffraction methods. In our work, we have used this technique to determine the
23
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polarity of our specimens. Here, we will only report the formation of a CBED diffraction
pattern, whereas a more detailed description of the method can be found in the book of
Spence and Zuo [17].
The convergent incident beam can be considered as a set of incoherent incident beams
having all possible orientations within the incident cone. Each one of these incident beams
produces a transmitted point and a diffracted point in the back focal plane, and if we take
into account all the incident beams contained in the incident cone, the pairs of transmitted
and diffracted points form a transmitted and a diffracted disk. The diameter Φ of these
two disks is given by the relationship:
Φ = 2f tanα ≈ 2fα (2.12)
where α is the convergence angle and f the focal length. Their centers are separated by a
distance equal to:
D = f tan 2θB ≈ 2fθB (2.13)
Independently of the conditions under which a CBED pattern is obtained (two-beam or
many beam conditions), it can be considered as a map of the transmitted and diffracted
intensities versus the deviation parameter s. These intensities reflect the symmetry of the
examined crystal, so if the structure of the crystal contains a polar axis [hkl], then the
intensity inside the disks +(hkl) and -(hkl) would be different. Based on this property,
we identified the polarity of our specimens, as it will be described later on in this chapter
( 2.2.3). The formation of diffraction patterns and the Ewald sphere construction in
CBED, for the case of three incident beams, are illustrated in Figure 2.4.
2.1.6 Electron Energy-Loss Spectrometry and Energy-Filtered TEM
As a rule, the technique of Electron Energy-Loss Spectrometry (EELS) analyzes
the energy distribution of electrons that have inelastically interacted with the specimen
[18,19]. We are interested in these inelastic collisions because they carry information about
the electronic structure of the specimen atoms, which determine the nature of these atoms,
their bonding and nearest-neighbor distributions and their dielectric response. There are
two types of electron spectrometers for TEM: the magnetic prism spectrometer (by Gatan)
and the omega filter (by LEO). In our case, our microscope (JEOL 3010) is equipped with
a Gatan Image Filter (GIF), which can combine both spectral and imaging capabilities by
means of the Electron Spectroscopic Imaging (ESI). A schematic diagram of the principal
function of a GIF filter is shown in Figure 2.5.
In a TEM, the GIF is installed beneath the camera system. Once the electrons have
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Figure 2.4 : CBED diffraction patterns under "two-beam conditions". (a) Formation
of the diffraction pattern: the convergent incident beam is composed of a set of incident
beams having all possible orientations within the incident cone. Three incident beams have
been shown: "0", "−α" and "+α". The "0" incident beam directed along the optic axis is
at exact Bragg conditions for the (hkl) plane. The diffraction pattern, located at the back
focal plane of the objective lens, consist of a transmitted disk and an hkl diffracted disk.
(b) Each incident beam is associated with an Ewald sphere. These spheres produce the
diffracted beams OP,CA and DB. The variation of the deviation parameter s is observed
inside each kl diffracted disk. This variation occurs along line parallel to the excess line
obtained for s=0. The same variations occurs inside the transmitted disk.
passed through all the lenses belonging to the TEM, they are selected by a variable
entrance aperture (diameters: 1,2 and 3mm) and travel down a "drift tube" through
the spectrometer and are deflected through ≥ 90o by the surrounding magnetic field.
Electrons having different energies are focused on different positions in the plane of the
energy-selecting slit. The energy-selecting slit selects electrons with a particular range of
energy losses. Afterwards, a set of lenses (quadrupole and sextupole lenses) re-disperse the
selected electrons to form the image (or spectra). Finally, the image is recorded digitally
in a CCD camera (1024x1024 pixels in our case).
One way to illustrate the energy-selected electron images, ESI technique, is to use a
3D-data space, in which the z-axis is replaced by the energy loss of electrons (∆E), and the
x and y axis are the real space coordinates of the 2D-image of the specimen (Figure 2.6).
In an EELS spectrum we can observe all the inelastic scattering processes. This is shown
schematically on the right side of Figure 2.6. The zero-loss peak is composed of elastically
and thermal diffusely scattered electrons. Images produced by the elastically electrons are
incoherent. Energy-selected images of plasmon-loss electrons, as their scattering is closely
25
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Figure 2.5 : Schematic diagram of a
Gatan image filter, GIF, attached to a
TEM.
Figure 2.6 : Schematic diagram of the elec-
tron spectroscopic imaging, ESI, technique
in a TEM. It illustrates the energy-selected
electron images corresponding to the differ-
ent characteristic energy loss features.
related to the valence-band structure of the examined material, they are not very sensitive
in the composition information. Composition sensitive images can by obtained from the
atomic inner-shell ionization edges. However, the contribution of processes like scattering
of multiple valence losses, electromagnetic radiation and electron Compton scattering,
observed in the background area of an EELS spectrum, must be subtracted from the
recorded data. The concentration of the corresponding element in the specimen, is given
by the inner-shell ionization signal.
A more conventional Energy Filtered TEM (EFTEM) method is the so-called "three-
window method", which use three spectrally separated images, two pre-edge images and
one post-edge, to calculate chemical distribution maps (elemental maps). The two pre-
edge images are used to extrapolate the background intensity curve to the energy-loss
interval of interest. A background image for the ionization edge of the element of interest
is then calculated. Finally, the background image will be subtracted from the image
recorded when the energy-selecting window is positioned at the ionization edge (post-
edge image). This final substraction results in an image (elemental map) produced by
electrons that have been inelastically scattered by the element of interest, showing its
distribution [20]. It is clear that the three-window method is only suitable for cases
where in the energy-loss spectrum the element peak is much higher than the background
intensity.
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2.2 Electron Microscopy Techniques: Application to
nitrides
2.2.1 Sample Preparation
For TEM experiments, the quality of the obtained data are at least directly propor-
tional to the quality of the examined specimen! Sample preparation is hence a crucial
issue. In general, a TEM sample needs to be electron transparent, therefore, it has to be
thin due to the important absorption of electrons in the material. The requirement for
electron transparency is a function of the accelerating voltage of the electrons and the
average atomic number of the investigated material. Typically, the thickness range of a
TEM specimen is in the order of < 50− 500nm.
In our work, for the preparation of our cross-section samples, we have used the standard
techniques of mechanical polishing and ion milling. A description of the method is shown
in Figure 2.7. At the beginning, the sample was cut in squares of ∼ 2.5 mm with a
diamond-wire saw. In order to obtain both the [21 10] and the [0110] zone axis in the
same sample, two squares notated by A and B in Figure 2.7 tilted by 90◦ with respect to
each other were glued together to create a sandwich. Afterwards, the sandwich structure
was cut in thin slices (∼ 0.5mm). A slice was mechanically polished down to ∼ 40µm
using a sequence of progressively finer grit diamond lapping films. The last step is the
ion milling. In this study, a Gatan’s ion polishing system (PIPS), which is equipped with
two high-powered Ar ion guns was used. The ion milling conditions for all samples were





















Figure 2.7 : Schematic sequence for cross-section sample preparation using the standard
techniques of mechanical polishing and ion milling
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2.2.2 Contrast from dislocations for the wurtzite structure
In order to identify which type of dislocations were present in our samples, we have
applied the invisibility criterion and realized CTEM experiments.
The dislocations in the wurtzite structure are the same as in the hcp one. Table 2.2
summaries the basic properties of dislocations in hcp crystals [21]. Further on, we will
refer to the perfect dislocations with Burgers vector b= 1/3 < 1120 > as a-type dislo-
cations, those with b=[0001] as c-type and finally those with b= 1/3 < 1123 > as a+c
dislocations. The above perfect dislocations, a, b and a+c, show edge, screw and mixed
character respectively.
The invisibility criterion says that if the product g·R is equal to zero, then we won’t see
any contrast because the diffraction planes giving rise to the image contrast are parallel to
R, where R is the displacement field. Since g·R is proportional to g·b, we can apply this
criterion to identify the Burgers vector of a dislocation using TEM diffraction contrast.
Screw Dislocations: In the case of a screw dislocation its line direction ξ is parallel







) = b ·Rz (2.14)
where x and y are coordinates in the plane perpendicular to ξ. Therefore, since R‖b, a
screw dislocation is invisible when g·b=0.



















= b ·Rx + (b× ξ) ·Ry (2.15)
where ν is the Poisson’s ratio. Therefore, an edge dislocation provokes a deformation in
all the planes that are perpendicular to its line. The invisibility criterion g·R contains
now two terms g·b and g · (g× ξ). As a result, a edge dislocation is invisible if g·b and
b · (b× ξ) are both zero.
Mixed Dislocations: For a mixed dislocation, displacement R is the sum of the dis-
placements introduced by its edge and screw components. Since, the vectors bscrew, bedge
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Type Burgers vector (b) Magnitude (b) Energy (b2) Character
AB 1/3 < 1120 > α α2 Perfect
TS [0001] c 8/3α2 Perfect
SA/TB 1/3 < 1123 >
√
(c2 + α2) 11/3α2 Perfect
Aσ 1/3 < 1100 > α/
√
3 1/3α2 Shockley Partial
σS 1/2[0001] c/2 12/3α2 Frank Partial








) α2 Frank Partial
Table 2.2 : Dislocations in the Hexagonal Close-packed Structures
and (bedge × ξ) are orthogonal between them, the mixed dislocations are visible for all
diffraction conditions.
We report in Table 2.3 the value of the g · R product for the three types of perfect
dislocations in an hexagonal crystal. It can been seen that to determine the dislocation
type, and as a consequence the dislocations density in a sample, we need only two images
taken under the two-beam or weak-beam conditions. For example, we see that if we want
to measure the density of dislocations having an edge character it is better to choose the
[0,1,-1,0] zone axis rather than the [2,-1,-1,0]. Thus, along the [0,1,-1,0] zone axis, contrast
of edge dislocations is visible only on images obtained with a g=n(2-1-10) (n=integer).
Screw dislocations are visible only for g=n(0001) and finally mixed dislocations are visible
in both conditions.
Zone Axis [2,-1,-1,0] [0,1,-1,0] [0001]
b/g (01-10) (0001) (2-1-10) (0001) (01-10) (2-1-10)
1/3[2-1-10] Ry/3 0 2Rx 0 2Ry/3 2Rx
1/3[-1-120] Rx +Ry/3 0 Rx +Ry 0 Rx +Ry/3 Rx +Ry
1/2[-12 -10] Rx +Ry/3 0 Rx +Ry 0 Rx +Ry/3 Rx +Ry
[0001] 0 Rz 0 Rz 0 0
[000-1] 0 Rz 0 Rz 0 0
1/3[2-1-13] Ry/3 Rz 2Rx Rz 2Ry/3 2Rx
1/3[-1-123] Rx +Ry/3 Rz Rx +Ry Rz Rx +Ry/3 Rx +Ry
1/3[-12-13] Rx +Ry/3 Rz Rx +Ry Rz Rx +Ry/3 Rx +Ry
Table 2.3 : Values of the g ·R product for the perfect dislocations in a hexagonal crystal and
for the different g vectors used in CTEM experiments of wurtzite materials. The dislocations
propagate along the c-direction.
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2.2.3 Polarity determination by CBED
As we have already mentioned, the polarity of a nitride layer is an important param-
eter that influences the surface and bulk properties of the examined layers. In this work,
we have applied the CBED technique to determine the polarity of our samples.
The relative polarity of different samples can be measured by comparing the relative
orientations of experimental CBED patterns with the associated TEM images of the
examined samples. However, the absolute polarity of a sample can be determined by
comparisons of experimental patterns with simulated ones, if the rotation of the diffraction
pattern is known. For the case of wurtzite GaN layers, it was found that for CBED
patterns taken along the < 0110 > zone axis, the (0002) and (000-2) diffraction disks
are greatly asymmetric. To produce the simulated CBED patterns, we have used the
JEMS software [22], checking always that the simulated diffraction spots are correctly
labelled with respect to the simulated starting crystal structure. Moreover, for the polarity
determination of our samples we have taken into account the measured 180o rotation
between the TEM images and the CBED patterns produced in the JEOL3010 electron
microscope. In Figure 2.8 we present simulated CBED diffraction patterns, calculated
by the JEMS software, of a GaN crystal for different thicknesses. The asymmetry of the
(0002) and (000-2) diffraction disks is clearly seen even for small thickness values.
2.2.4 HRTEM Images
The main part of this work consist of extracting quantitatively from HRTEM im-
ages information about the interface quality, the chemical composition and the strain
distribution of different nitride nanostructures. In general, HRTEM images can not be
directly interpreted and image simulations have to be done in order to get the exact atomic
structure information of the experimental image. In this thesis, both the EMS [23] and
JEMS [22] software by P. Stadelmann were used to realize the HRTEM image simulations.
All HRTEM experiments were realized in the JEOL4000EX electron microscope.
Before starting analyzing simulated images of nitride heterostructures, we found useful
to examine the contrast of perfect GaN and AlN crystals. By doing so, we wanted to
determine the HRTEM imaging conditions (thickness and defocus) of our experimental
images and also to learn the exact position of the atomic columns for these conditions. For
these reasons we have calculated HRTEM maps as a function of the specimen thickness
and the defocus for both GaN and AlN perfect crystals and along the [2,-1,-1,0] and [0,1,-
1,0] zone axis, which are the traditional zone axis. In chapter 3.5 we will introduce the
zone axis [-1,5,-4,0] that we have used in order to improve the signal-to-noise ratio in our
HRTEM images. Images acquired with this direction will be named off-axis images.
Figure 2.9 demonstrates the geometry of the wurtzite structure and the associated
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Figure 2.8 : Simulated CBED diffraction patterns of a GaN crystal along the < 0110 >
zone axis for different thickness values. Maximum deviation=0.2 nm−1, Laue zone num-
ber=9 and half-convergence=4mrad.
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diffraction patterns for the two traditional zone axis. An equivalent schema for the off-
axis structure is given in chapter 3.5, Figure 3.26. In particular, in Figure 2.9, we see
that the wurtzite structure constitutes of "(0002)" planes containing only one type of
atoms (Ga-planes alternate with N-planes). The distance between a Ga- and N-plane is
alternately equal to c1 or c3 (see also Fig. 1.4 in chapter 1.2.1).
We note that in the JEMS software, the multislice method was used to produce all































Figure 2.9 : Schematic illustration of the wurtzite structure and the corresponding diffrac-
tion pattern along the a)[2,-1,-1,0] and b)[0,1,-1,0] zone axis.
[2,-1,-1,0] Zone axis. A schematic illustration of the wurtzite structure viewed along
the [2,-1,-1,0] zone axis is shown in Figure 2.9 (a) together with the associated diffraction
pattern. Each atomic column contains one type of element. The distance between two
atoms of the same type is equal to a
√
3/2 along the [0,1,-1,0] direction, and c/2 along the
[0001]. The stacking along the [0001] axis of the projected structure can be described by
consecutive parallelepiped, defined by four atoms of the same type, and which are inclined
32
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one toward the right and one toward the left.
Contrast maps as a function of the thickness t and the defocus δz for a GaN and an
AlN perfect crystal along the [2,-1,-1,0] direction are seen in Figure 2.10 and Figure 2.11
respectively. They were calculated by the JEMS software for a JEOL4000EX microscope
using the multislice method and an objective aperture diameter of 15 nm-1. The Debye-
Waller factors were included in the calculation, in order to take into account the thermal
vibration of atoms. We have taken the Debey-Waller factors equal to 0.005 nm−2 for all
atoms. The absorption coefficient for Ga, Al and N were set equal to 0.052, 0.034 and 0.028
respectively. They were introduced to account for inelastic interactions. In these contrast
maps only the domains where the contrast is intense can be used for the determination
of the atomic positions. In the other domains the contrast is not interpretable due to the
presence of double frequencies. The imaging conditions in which we obtain a maximum
contrast for a GaN and an AlN perfect crystal viewed along the [2,-1,-1,0] direction are
grouped in Table 2.4. We notice that for thicknesses from 1.6 nm until 7 nm, the optimal
defocus range is more or less equivalent for both crystal.
Material GaN
Thickness t (nm) 1.6 < t < 7 8 < t < 13 9 < t < 23
Interval of defocus [-20,0] [25,40] [65,75] [-15,0] [35,45] [70,80] [-15,-5]
Material AlN
Thickness t(nm) 1.6 < t < 9 9 < t < 11 20 < t < 23
Interval of defocus [-10,0] [30,40] [70,80] [-10,0] [-10,0] [55,65]
Table 2.4 : Imaging conditions of thickness and defocus, along the [2,-1,-1,0] zone axis, in
which we obtain the maximum contrast for perfect crystals of GaN and AlN.
In HRTEM simulated images, the position of the atomic columns depends on the
examined crystal and the imaging conditions. Figure 2.12 reveals the connection between
atomic columns and pattern in simulated images of a GaN and an AlN crystal. The
simulated images are calculated for imaging conditions inside the optimal ranges defined
before (see Table 2.4). We observe that the patterns are directly related to the Ga-N or
Al-N doublets. Specifically, dots in the patterns are associated to two atomic columns.
Therefore, the projected atomic structure is not entirely determined. The atomic columns
are projected onto white spots for interval of defocus equal to: (i) [-20,0] and [65,75] for
the GaN crystal and (ii)[-10,0] and [70,80] for the AlN. For defocus values between 25 to
40 nm atomic columns are found onto black tunnels for both crystals.
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Figure 2.10 : Thickness/Defocus contrast map of HRTEM simulated images of a GaN
perfect crystal along the [2,-1,-1,0] zone axis. (Accelerating voltage: 400KV and Objective
aperture diameter:15nm-1)
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Figure 2.11 : Thickness/Defocus contrast map of HRTEM simulated images of an AlN
perfect crystal along the [2,-1,-1,0] zone axis. (Accelerating voltage: 400KV and Objective
aperture diameter:15nm-1)
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2 [01-10] Ga N
(a)
(b)
Figure 2.12 : HRTEM simulated images of (a) a GaN and (b) an AlN crystal viewed along
the [2,-1,-1,0] direction in a JEOL4000EX electron microscope with accelerating voltage of
400KV. The atomic positions have been superimposed to the images. (a) Simulations were
performed for defocus values of -15, -5, 25, 35, 65 and 75 nm and for two levels of specimen
thickness: 3.5 and 6.4nm. The patterns in the images are related to the Ga-N doublets.(b)
Simulations were performed for defocus values of -10, 0, 30, 40, 70 and 80 nm and for two
levels of specimen thickness: 3.4 and 6.2nm. The patterns are related to the Al-N doublets.
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[0,1,-1,0] Zone axis. Figure 2.9 (b) illustrates the projection of the wurtzite structure
along the [0,1,-1,0] direction with the corresponding diffraction pattern. Each atomic
column is occupied by one type of element. The unit cell of the projection is a rectangle
whose edge sizes are a/2 and c/2. The stacking along the [0001] axis can be described by
consecutive rectangles, which are defined by four atoms of the same type. The distance
between two atoms of the same type along the [0001] direction is equal to c/2, while along
the [2,-1,-1,0] direction this distance becomes a/2. Thus, it is equal to 0.15945 nm for
the case of a GaN crystal and 0.1556 nm for an AlN one. The point resolution of the
JEOL4000EX electron microscope is 0.17 nm. Therefore, in HRTEM images taken with
the [0,1,-1,0] zone axis, a GaN (or AlN) crystal were generally viewed as discontinuous
lines rather than distinguished spots, as it was the case along the [2,-1,-1,0] direction.
Only at high defocus values, spots can been seen. However, the spots are not associated
to single atomic columns.
Contrast maps for GaN and AlN perfect crystals were also calculated for this zone
axis, using the same parameters as previously (Figure 2.13 and Figure 2.14 respectively).
Table 2.5 summarizes the optimal ranges of defocus and thickness in which GaN and
AlN crystals have maximum contrast. We see that it exists common ranges of defocus
and thickness for which both crystals have the maximum contrast. The correspondence
between patterns and atomic columns are shown in Figure 2.15. The Ga-N and Al-N
doublets are projected onto black tunnels for defocus values between 25-50 nm and onto
white lines for the other ranges of defocus.
Material GaN
Thickness t (nm) 1.7 < t < 9 17 < t < 32 21 < t < 32
Interval of defocus [-15,-5] [25,40] [65,80] [-20,5] [30,45] [70,80]
Material AlN
Thickness t(nm) 1.6 < t < 10 24 < t < 37 28 < t < 37
Interval of defocus [-10,15] [35,50] [70,85] [-15,5] [30,45] [70,80]
Table 2.5 : Imaging conditions of thickness and defocus, along the [0,1,-1,0] zone axis, in
which we obtain the maximum contrast for perfect crystals of GaN and AlN.
We have seen in Section 2.2.3 that the [0,1,-1,0] zone axis is the best choice for de-
termining the polarity of a GaN layer from CBED patterns. In addition, we will see in
chapter 3.1.4 that the fact that only the (0002) planes are visible as lines, is a great ad-
vantage in quantitative interplanar distance profiles along the c direction. Consequently,
[0,1,-1,0] and off-axis (see section 3.5) images were chosen for quantitative c-profiles. By
contrast, HRTEM images taken with the [2,-1,-1,0] zone axis were necessary for charac-
terizing the nature and structure of different defects that were present in our samples.
37



























































































Figure 2.13 : Thickness/Defocus contrast map of HRTEM simulated images of a GaN
perfect crystal along the [0,1,-1,0] zone axis. (Accelerating voltage: 400KV and Objective
aperture diameter:15nm-1)
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Figure 2.14 : Thickness/Defocus contrast map of HRTEM simulated images of a AlN
perfect crystal along the [0,1,-1,0] zone axis. (Accelerating voltage: 400KV and Objective
aperture diameter:15nm-1)
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1/3 [2-1-10] Ga N
Figure 2.15 : HRTEM simulated images of (a) a GaN and (b) an AlN crystal viewed along
the [0,1,-1,0] direction in a JEOL4000EX electron microscope with accelerating voltage of
400KV. The atomic positions have been superimposed to the images. (a) Simulations were
performed for defocus values of -15, -5, 30, 40, 70 and 80 nm and for two levels of specimen
thickness: 3.9 and 8.3nm. The patterns are related to the Ga-N doublets.(b) Simulations
were performed for defocus values of -10, 10, 35, 45, 70 and 80 nm and for two levels of
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Chapter 3
Quantitative analysis of HRTEM
images
The extraction of quantitative information from HRTEM images of differ-
ent nitride nanostructures is the main aim of this thesis. For this purpose, two
different techniques were used: (a) a projection method and (b) the geometric
phase analysis. In this chapter we describe the basic principles of these two
methods and explain how accurate information about the local lattice param-
eters and consequently about local strain and/or chemical composition can be
obtained. The parameters that influence the precision of either methods and
how they have been optimized are also reported. Moreover, the mathemat-
ical basis of the geometric phase analysis is discussed in detail with a view
to better understand how this novel and efficient method works. A possible
way to determine the polarity of a nitride heterostructure from interplanar
distance profiles will be also discussed. Special attention will be given con-
cerning the distortions that are introduced in HRTEM images acquired with a
CCD camera. Finally, the use of off-axis HRTEM images in order to improve
the signal-to-noise ratio is described in the last section of the chapter.
3.1 Projection method
Quantitative analysis of HRTEM images requires a highly accurate localization of
the atomic columns on experimental images [1]. The projection method lies on measuring
the interplanar distances by precisely localizing the intensity maxima in an experimental
HRTEM image. The precision of the method depends on the quality of the experimental
image and on the adjustable parameters that are involved in the program.
Firstly, the basic principles of the projection method used in this study are given
43
CHAPTER 3. QUANTITATIVE ANALYSIS OF HRTEM IMAGES
(section 3.1.1), following by the experimental conditions to be fulfilled in order that the
method to be accurate (section 3.1.2). Afterwards, the precision of the method is calcu-
lated and the numerical parameters included in the program are optimized (section 3.1.3).
The information that can be extracted from the resulting interplanar distances profiles is
discussed in section 3.1.4. Finally, the conditions used in this thesis are discussed at the
end of this section.
3.1.1 Principle
The projection or peak finding method was first published by Bierwolf et al. in 1993
[1]. It has been widely used at the Electron Microscopy group of CEA-Grenoble/DRFMC,
which has developed its own codes [2–4]. The method comprise four stages (Figure 3.1):
1. Selection and Digitization of the HRTEM image. (Figure 3.1 (a))
The first step is to select in the experimental HRTEM image an area of homogenous
contrast and digitize it if necessary.
In this thesis, the HRTEM images acquired in the JEOL4000EX microscope, were
recorded either on photographic films or directly on a CCD camera1. No extra
filtering was performed in the experimental images.
2. Projection of the experimental image. (Figure 3.1 (b))
The digitized image is afterwards projected parallel to the planes that we want to
measure the interplanar distances, i.e. the program integrates the intensity along
the direction of the projection. The result is an average intensity profile I(x).
3. Precise localization of the intensity maximum. (Figure 3.1 (c))
The exact position of every intensity peak is localized by fitting the intensity profile
I(x) with a second degree polynomial. The fitting is performed on 2 ∗ np + 1 pixels
centered on every maxima.
4. Interplanar distances profile. (Figure 3.1 (d))
Finally, the distance di between two successive intensity peaks, corresponding to the
interplanar distance of the projected planes, is displayed as a function of the plane
numbers.
Attention, the projection method gives the very accurate localization of the intensity
maxima not the localization of the atomic columns. In this thesis, all the image processing
1In January 2003 the JEOL4000EX microscope was equipped with an UltrascanTM1000 charge-
coupled device (CCD) camera of size (2048 x 2048) pixels. My participation in the installation and the
calibration of the CCD camera has proven to be a very exciting and useful experience, which helped me
in the better usage of the CCD camera during my experiments.
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with the projection method, are carried out using macros written in SEMPER [5].
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Figure 3.1 : Basic principles of the projection method. (a) Experimental HRTEM image
along the [0,1,-1,0] direction, of a GaN quantum well inside an AlN matrix. (b) Intensity
profile of (a). The image is projected along the (0002) planes. (c) Determination of the
real position, Si, of every intensity peak by fitting the intensity profile, I(x), with a second
degree polynomial. The fitting is realized for np pixels around each maxima. Here np = 2.
Measure of the distances di between successive (0002) planes. (d) Interplanar distances
profile of (a).
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3.1.2 Experimental conditions and artifacts
It exists a certain number of conditions to be fulfilled in order that the interplanar
distance profile represents the real state of the examined material. The analyzed area
must:
1. contain no noticeable extended defects.
2. be rather "thick" 2 In the GaN/AlN system, the strain relaxation which may occur
near the free surfaces of the specimen [6,7] and the contribution of the amorphous or
mixed layers produced by the ion beam thinning [3] generally prevent the observation
of very thin areas.
3. have a sufficiently high signal-to-noise ratio. Noise can originate from insta-
bilities of the microscope or from the perturbed ion-milled surfaces of the sample.
In addition, the experimental HRTEM images must satisfy certain conditions in
order to give intensity profiles easy to fit. The most crucial ones are:
• the choice of the zone axis.
In this work, we applied the projection method mostly on HRTEM images taken
along the [0,1,-1,0] zone axis or on off-axis directions rather than the [2,-1,-1,0]
one. As explained in chapter 2.2.4, this choice was based on the fact that, in [0,1,-
1,0] or off-axis images only the (0002) planes are visible as black (or white) lines
(Figure 3.1(a)). As a consequence, the images are less noisy.
• the imaging conditions (thickness and defocus).
In this work, the imaging conditions were chosen in such a way that the examined
images have a maximum and uniform contrast. Maximum contrast means that the
optimal ranges of defocus given in Table 2.5 and Table 2.4 have been used. To
have a thorough understanding of the profiles at the interfaces and to determine
the experimental conditions, image simulations were realized using the multislice
method in the JEMS software. The appropriate supercell files were created either
in the Atoms software [8] or in a fortran program.
Finally, optical distortions due to the projection system of the microscope influence
the accuracy of the projection method. According to JEOL, these distortions are less
than 1% for the JEOL 4000EX electron microscope. In practice, for images registered
on photographic films, we have always analyzed the center area of the films where the
distortions are less important. The distortions in images acquired with a CCD camera
will be discussed in section 3.4.
2A specimen for HRTEM experiments has usually a thickness range between 1 to 30 nm. So rather
thick means around to 5 to 15nm.
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3.1.3 Precision in peak location
In the previous paragraph we have given the different conditions that can influence the
accuracy of our measurements. In general, we can say that the precision of the projection
method is directly related to the precision to locate and fit an intensity maximum. How
accurately an intensity peak can be fitted depends on: (a) the noise and (b) the sampling
of the examined image.
There are two parameters than can be adjusted when applying the projection method:
• np = The number of pixels used to fit each intensity maxima. We remind that the
total number of pixels used to fit an intensity peak is 2 ∗ np + 1.
• sb = The number of pixels used to smooth an interplanar distance profile (option).
The way we have chosen to adjust those parameters in order to obtain the maximum
precision is discussed below.
The precision was evaluated either on noise free sinusoidal images or on sinusoidal im-
ages containing a gaussian noise. The period d of the model images was varied between 7.5
and 22.5 pixels. Each image contained 45 periods. The width of the gaussian-distributed
noise in the images was equal to 1. No smoothing was applied in the resulting profiles.
By applying the projection method, 45 distances di were measured, varying between dmin
and dmax.
The precision ∆d was simply defined as the half difference between dmin and dmax:
∆d =
| dmax − dmin |
2
(3.1)
The important parameter to minimize is the relative precision ∆d/d.
Figure 3.2 plots the relative precision ∆d/d for the case of noise free images, as a
function of the number of pixels in period d, for different numbers of pixels np. It can
be seen that the error made by the projection method when measuring the period d is
almost equal to zero. We also notice that independently of the period d the best precision
is obtained for np=1 (fit on 3 pixels). This is because 3 points located near the maxima
of a perfect sinusoid are enough to determine accurately the maxima.
In noisy images (Figure 3.3 (a)), for any value of d it exists a value of np which gives
the best precision ∆d. This best precision is always equal to ∼ 0.08. However, the best
relative precision ∆d/d is obtained for the highest value of d. Increasing the number of
pixels d inside a period, increases the accuracy by which the intensity maxima are located.
This is certainly due to the fact that in calculations a new sinusoidal function, i.e. a new
image, is created when d is changed.
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Figure 3.2 : Relative precision ∆d/d of the
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Figure 3.3 : (a) Precision ∆d and (b) Relative precision ∆d/d of the projection method
for the case of images in which uniform noise of width equal to 1 is added. No smoothing
was applied in the resulting profiles.
Similar analysis realized for different experimental images showed a different be-
havior (Figure 3.4). Increasing the number of pixels d between peaks, does not increase
the relative precision ∆d/d. The optimal relative precision is obtained for d = 8 to 12
pixels and np=2. It is equal to 0.021. If d corresponds to 0.25 nm (' c/2 of AlN or
GaN), we obtain: ∆d = 0.00525 nm = 5.25 pm.
3.1.4 Quantitative analysis of the interplanar distances profiles
So far, we have demonstrated how and with what precision the projection method
can measure interplanar distances in a HRTEM image. In this section, we present the
different pieces of information that can be extracted from an interplanar distance profile
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Figure 3.4 : Relative precision ∆d/d of the
projection method for the case of an experi-
mental image of an AlN crystal. The image
contained 50 periods. The period d was varied
between 4.5 pixels (digitalization at 480 dpi)
and 13.3 pixels (digitalization at 5000 dpi).
No smoothing was applied in the resulting pro-
files.
Average lattice parameter
By averaging interplanar distances inside the different layers, average lattice param-
eters, dA and dB of respectively the materials A and B can be obtained. The accuracy
depends on the number N of averaged distances [9]. We note it as ∆dA(N). By measuring
a distance L containing N periods (L = N ∗ dA), an uncertainty ∆d is obtained on the
measure of L: ∆L = ∆d = N∆dA, where ∆d is the accuracy defined in the previous part.
Therefore we have: ∆dA = ∆d/N .
Localization of a material B inside a matrix A
The interplanar distance profile of an heterostructure gives the exact number of




dB − dA (3.2)
where dA and dB are the average lattice parameters of the material A and B respectively
and d0 to dM−1 are the interplanar distances of M planes that totally include the material
B. This equation can be applied only if the Vegard law is (or is supposed to be) valid and
it does not depend on the character of the examined interfaces (abrupt or soft).
The parameters dA and dB are calculated from areas in which the lattice parameters
of the materials A and B are stable thus away from the interfaces. Since the material A is
located on either side of the material B, we measure the lattice parameters of A in those
two areas and dA is the average value of the two measurements. By doing so, we take
notice of any eventual difference in the lattice parameter of the material A.
In equation 3.2, the two terms of the numerator can be calculated with a precision
49
CHAPTER 3. QUANTITATIVE ANALYSIS OF HRTEM IMAGES
equal to ∆d. As a result, the precision in calculating nB becomes equal to:
∆nB =
∆(numerator)
|dB − dA| + numerator ·
∆(dA, dB)
|dB − dA|2 (3.3)
Where ∆(numerator) is equal to ∆d · (1 +M/NA) and ∆(dA, dB) is equal to ∆d/NA +
∆d/NB. NA and NB are the number of planes on which we have averaged to get the dA













The number of monolayer, nB, of a material B inside an heterostructure of type A/B/A,
can be measured with a precision equal to ±∆nB .




|dB − dA| (3.5)
Replacing ∆d by 0.00525 nm, dA = c/2AlN and dB = c/2GaN (GaN completely strained)
we get: ∆nB = 1.567. This error is rather large. This is because we considered the different
terms in equation 3.4 as non correlated values. In fact the error on MdA is correlated
with the error in |dB − dA|. More precisely, if we consider that material B is strained by
material A, the ratio dB/dA is completely determined by the theory of elasticity. In the













i=0 di is the distance (length) of the analyzed area. The second fraction is


































Taking NA ' 2nB and M ' 3nB equation 3.8 becomes:
∆nB ' 2.5
∆d
|dB − dA| (3.9)
This value is slightly smaller than the value given in equation 3.5. Taking the same values
for ∆d, dA and dB as before, we have: ∆nB = 0.979.
Chemical composition and strain
Under different assumptions, the information of an interplanar distance profile can be
translated into a chemical composition. This is possible by associating the local strain of
a crystal lattice to its chemical composition and by assuming that the under consideration
layer is totally strained by the substrate.
More precisely we have to assume a linear variation with the Al chemical composition
x of:




0 + (1− x)cGaN0 a0(x) = xaAlN0 + (1− x)aGaN0 (3.10)
2. the elastic constants C13(x) and C33(x) of AlxGa1−xN alloys.
Cij(x) = xC
AlN
ij + (1− x)CGaNij (3.11)
Based on the linear elasticity theory for the case of an hexagonal crystal (see Appendix
B), the lattice parameter c of an AlxGa1−xN alloy which is strained along the growth










The strain ² = a0(x)−as
as
is a function of the lattice parameter as imposed by the substrate.
In Figure 3.5(a) the function c(x) described by equation 3.12 is traced, assuming an AlN
substrate (as = aAlN0 = 0.3112 nm).
We notice the involvement of the ratio C13/C33 when finding the chemical composition
of a AlxGa1−xN layer or a AlN/GaN interface using this procedure. We have reported in
chapter 1 (paragraph 1.3) that the published values for the elastic constants Cij(x) of AlN
and GaN are rather scattered. In Figure 3.5(a), c(x) functions are plotted (equation 3.12)
using for the C13(x)/C33(x) ratio the lower (0.2545 [10] for AlN and 0.2543 [11] for GaN)
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or the upper (0.3325 [12] for AlN and 0.5918 [13] for GaN) reported values. We can see
that for the same value of c(x), for example c(x)=0.5249 nm, if we use the graph traced
using the lower value for the C13(x)/C33(x) ratio the result is a pure GaN layer, while
the result is a Al0.2Ga0.8N alloy if we use the graph traced using the upper values for the
C13(x)/C33(x) ratio. This difference of 20% corresponds to the maximum error that can
be made in measuring the chemical composition by this procedure and it is obvious that
it is not negligible.
As a result, the error in calculating the chemical composition of a layer, from interpla-
nar distance profiles strongly depends on the adopted C13(x)/C33(x) ratio. In this thesis
for the elastic constants C13 and C33 of AlN and GaN the values are arbitrary chosen
equal to: CAlN13 = 108, CAlN33 = 373, CGaN13 = 103 and CGaN33 = 405 [11]. Therefore by
using the graph of Figure 3.5(b) we could correspond for every parameter c measured by
the projection method a chemical composition x.
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Figure 3.5 : Lattice parameter c(x) of an AlxGa1−xN alloy as a function of the chemical
composition x. As substrate an AlN layer is considered. (a) Blue line: lower reported values
for the C13(x)/C33(x) ratio. Red dashed line upper reported values for the C13(x)/C33(x)
ratio. (b) C13(x)/C33(x) equal to 0.2543 for GaN and 0.2895 for AlN. Adopted in this
thesis values for the elastic constants.
Interface width
From the interplanar distance profiles the width of the interfaces in an A/B/A het-
erostructure can be measured. Different definitions of interface width can be used. We
have defined the widths of the interfaces A/B (W1) and B/A (W2) by using continuous
interplanar distance profile as shown in Figure 3.6. In particular, dA1, dB and dA2 are
respectively the averaging lattice parameters of the material A located on the left side of
the material B, the material B and the material A located on the right side of the material
B. Additional, ∆dA1 = dB − dA1 and ∆dA2 = dB − dA2.
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Figure 3.6 : Definition of interface width W1 and W2. Case of the AlN/GaN/AlN het-
erostructure shown in Figure 3.1(a). No smooth was applied in the experimental profile.
Although, this measurement of interface width appears easy and accurate enough,
in reality it strongly depends on the quality and the imaging conditions under which
the examined experimental image has been acquired (see end of this section 3.1.4). A
solution to reduce the noise which originates from the experimental images, is to smooth
the resulting profile over a selected number of pixels (sb). This point, which is discussed in
the following paragraph, will not however improve the accuracy of width measurements.
We have to notice that an interplanar distance profile cannot make a distinction be-
tween a diffuse and a rough interface.
Smoothing of the interplanar distances profiles.
The possibility of smoothing an interplanar distance profile was introduced in the
SEMPER routines. In the smoothing process, each interplanar distance di is replaced
by an average over (sb) adjacent points centered on point i. For example for sb=3,
d
′
i = (di−1 + di + di+1)/3, for sb=4 d
′
i = (di−2 + di−1 + di + di+1)/4. The edges are
processed as if the boundary values were repeated indefinitely outwards.
For illustration, the effect of smoothing is presented in Figure 3.7, using the experi-
mental image of Figure 3.1(a). The nominal thickness of the GaN QW is equal to 7 nm'
27 ML. Different values of sb are used (sb = 2 → 6). It can be clearly seen that the
interfaces become wider as sb increases. Moreover, we have used the obtained profiles to
measure the thickness of the GaN layer and the width of the two interfaces (AlN/GaN
and GaN/AlN) using the definitions given previously. Table 3.1 assembles the obtained
results. The error ∆nB was calculating using equation 3.8. The important result is that
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the thickness layer is not notably affected by the smoothing of the profiles. However, the
width of the interfaces greatly varies with sb.
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(0002) Atomic plane number
Figure 3.7 : Effect of smoothing an interplanar distances profile. Case of the
AlN/GaN/AlN heterostructure shown in Figure 3.1(a). The size of block (sb) over which
the local average is calculated was varying from 2 to 6. The widening of the interfaces, as
we increase the parameter sb, is clearly seen.
nB ±∆nB (ML) W1 (ML) W2 (ML)
No smooth 26.48± 0.16 1.1 1.9
Smooth, sb=2 26.45± 0.16 1.3 2.1
Smooth, sb=3 26.91± 0.19 1.6 3.5
Smooth, sb=4 26.81± 0.20 2.2 4.1
Smooth, sb=5 26.99± 0.21 2.9 4.6
Smooth, sb=6 26.59± 0.21 3.5 4.7
Table 3.1 : Effect of smoothing in measuring the thickness of a layer and the width of the
interfaces. Case of the AlN/GaN/AlN heterostructure shown in Figure 3.1(a).
The importance of the imaging conditions
We have indicated in section 3.1.2 that the knowledge of the imaging conditions
under which an experimental image is acquired is important. In this section, we examine
how these conditions can influence the information extracted from an interplanar distance
profile. In that way the optimum experimental conditions are determined.
For this purpose, the structure of a GaN quantum well (QW) embedded inside an AlN
matrix has been simulated. It consists of 6 ML of GaN surrounded on each side by 7 ML
of AlN. The interfaces are abrupt. The simulations were realized for the [0,1,-1,0] zone
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axis. A schematic illustration of the simulated structure together with thickness/defocus
contrast maps for two values of the objective aperture diameter, 15nm−1 and 9nm−1 can
be seen in Figure 3.8. The (0002) planes are viewed as discontinuous lines of spots for
an aperture of 15nm−1 (Figure 3.8 (d)) and as continuous lines for an aperture of 9nm−1
(Figure 3.8 (c)). The choice of the objective aperture diameter has been based on the
values used to acquire the experimental images.
The simulated images were afterwards analyzed by the projection method and the re-
sults can be seen in Figures 3.9 and 3.11. In particular, Figure 3.9 illustrates the resulting
interplanar distances profiles for the case where the thickness value is kept constant and
equal to 4.3 nm and the defocus value is varying. Interpretable profiles are obtained only
for defocus ranges between 30 to 50 nm (Figure 3.9 (b1)) and 70 to 90 nm (Figure 3.9
(c1)) for an objective aperture of 15nm−1 and between 30 to 50 nm (Figure 3.9 (b2))and
65 to 95 nm (Figure 3.9 (c2)) for an objective aperture of 9nm−1. For the other defo-
cus values the presence of Fresnel fringes influence importantly the profiles and a direct
interpretation is not possible (see Figures 3.9 (a2), (a2), (d1) and (d2)).
Better profiles arise for small values of the objective aperture. For instance, by com-
paring Figure 3.9 (b1) and (b2) and/or (c1) and (c2), we see that for an objective aperture
of 9nm−1, the resulting profiles are less noisy from the corresponding profiles obtained for
an objective aperture of 15nm−1. This certainly comes from the fact that the simpler is
the contrast of the HRTEM image, the more accurate is the location of the maxima. Con-
sequently, HRTEM images composed of lines are better adapted for quantitative strain
analysis that dot like HRTEM images, when strain measurements along only one direction
is looked for.
The position of the AlN/GaN and GaN/AlN interfaces, depending on whether the
atomic columns are located on black tunnels (defocus between 30 to 50 nm) or on white
lines (or spots) (defocus between 65 to 95 nm) is shown in Figures 3.9 (b2) and (c2). We
notice that in the 65 to 95 nm defocus range, the widths are slightly broader due to Fresnel
fringes. This is better shown in Figure 3.10, where the interplanar distances profiles of
two simulated images with the same value of thickness and defocus equal to 40 and 80 nm
are superimposed and shifted in order to emphasize the width difference. For a defocus
of 40 nm the widths of the AlN/GaN and GaN/AlN interfaces are respectively 0.57 ML
and 0.55 ML. The thickness of the GaN well was measured equal to 6.13 ± 0.16 ML. In
contrast, for a defocus of 80 nm, the AlN/GaN interface width was measured equal to
1.36 ML, while the width of GaN/AlN interface was 1.37 ML. The GaN well was found
equal to 5.92± 0.16 ML.
Finally, from Figure 3.11 we can see that the interplanar distances profiles are not to
sensible in the variations of sample thickness when the defocus value is kept constant.
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Figure 3.8 : (a)Schematic illustration of the QW structure used to check the influence of
imaging conditions on the projection method analysis. The structure is viewed along [0,1,-
1,0] zone axis. It consists of 6 ML of GaN surrounded on both sides by 7 ML of AlN. (b)-(c)
Thickness/Defocus contrast map of the QW structure along the [0,1,-1,0] zone axis for three
different values of thickness (4.3, 6.5 and 8.6 nm). The defocus range was taken from 5 to
135 nm with a step of 5nm. Accelerating voltage: 400KV. For certain imaging conditions
the atomic structure of the simulated QW is superimposed. (b) Objective aperture diameter:
15nm−1 and (c) Objective aperture diameter: 9nm−1
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Figure 3.9 : Interplanar distances profiles of the simulated images with thickness 4.3 nm
of Figure 3.8 (b)-(c). Interpretable profiles are obtained for defocus ranges between [30,50]
nm (atoms on black tunnels) and [65,95] nm (atoms on white lines). By selecting a small
objective aperture diameter we decrease the noise in the resulting profiles.
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s) Figure 3.10 : Superposition of two inter-
planar distances profiles obtained by in focus
(red line) and out of focus (blue line) simu-
lated images. The interfaces become broader
as we move away the Scherzer defocus. The
thickness of the QW remains approximately
constant. Thickness= 4.3 nm and objective
aperture diameter=9nm−1.
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Figure 3.11 : Interplanar distances profiles resulting from simulated images of the struc-
ture shown in Figure 3.8 (a). Keeping the defocus value constant and varying the thickness
does not influence significantly the resulting profiles.
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3.1.5 Use of the projection method in this thesis
We have described in this section the basic principals of the projection method and
the kind of information that can be extracted from the resulting interplanar distance
profiles. We close this section by addressing the conditions that are adopted in this thesis
in order to extract in the most precise way the desirable quantitative information.
Apart from the general conditions which were discussed in paragraph 3.1.2, in the
experimental results presented in the following chapters the following points were adopted
and satisfied:
• Zone axis and imaging conditionsWe have performed the projection method on
HRTEM images having lines (i.e images of atomic planes) instead of dots (i.e. images
of atomic columns). The [0,1,-1,0] zone axis or off-axis conditions were generally
chosen. Finally, images having a defocus value close to the Scherzer defocus were
prefered.
• Value of np. In general, the period d was equal approximately to 0.25 nm (' c/2
of AlN or GaN) and was represented by around 8-10 pixels. Based on the analysis
presented in 3.1.3, np was always taken equal to 2.
• Precision of the average lattice parameter measurement. In order to be
as precise as possible when measuring the lattice parameter of a crystal, I have
always realized the above measurement in at least 10 different areas of interest.
The normality of the resulting distribution of average values was checked using
either the Shapiro-Francia [14] or the Shapiro-Wilk test [15]. In cases where this
distribution was normal, the lower and upper limit for a confidence interval level
of 90% calculated by one sample t-test 3 was considered as the measurement error.
When the distribution was not normal the standard deviation was considered as the
measurement error.
• Precision in localizing a material B inside a matrix A. The number of
monolayer, nB, of a material B can be measured with a precision of ±∆nB (see
equation 3.4).
• Defining the chemical composition. Due to the uncertainty in the C13/C33
ratios (20% accuracy), the absolute chemical composition determination is not reli-
able.
3According to Mather, 1971, p.75, the t-ditribution was originally derived by W.S. Gossett in 1908.
Gossett carried out his work while he was working in the Guiness Brewery in Dublin. It was based upon
samples taken from a population made up of the heights of 3000 criminals. The company at the time
wouldn’t allow employees to publish their own work. So Gassett printed his work under the pseudonym
"Student". Hence the t-test is called sometimes "Student’s t-test".
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For this reason, EFTEM measurements were performed in order to extract infor-
mation about the chemical composition of the examined heterostructures.
• Interface width measurement. For the measurement of an interface width by
the projection method we have always:
(a) used images with defocus value close to the Scherzer (50 nm for the JEOL
4000EX)
(b) compare and verify the obtained result with image simulations and/or EFTEM
experiments. By doing so, we were sure about both the nature (diffuse or rough)
and the width of the examined interfaces.
• Smoothing. The interplanar distances profiles presented in this thesis are the
original ones, meaning that no smoothing is applied.
• Polarity determination. We have used CBED experiments to determine the
polarity of our samples. However, in some cases we able to confirm the validity of
the rule given in 3.3.
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3.2 Geometric Phase Analysis
We have already mentioned that we need to be very careful when interpreting HRTEM
images since the image contrast depends on several parameters such as specimen thickness,
composition, surface contamination, specimen damage due to ion milling and imaging con-
ditions. During the last decades, many efforts have been made in order to achieve the
extraction of quantitative information from HRTEM images. For a review see the paper of
S. Kret et al. [16]. The geometric phase analysis (GPA) has proven to be a powerful tool
for measuring and mapping displacements and strain fields from HRTEM images. The
method was independently introduced by M. Takeda et al. [17] and M. Hÿtch et al. [18]
and rapidly it has been applied successfully in quite a number of HRTEM image analysis
works [19–22].
This section contains the basic principles and a theoretical analysis of the GPA.
3.2.1 Principle
HRTEM lattice images from "perfect" crystalline materials are characterized by
strong Bragg-reflections in their Fourier transforms. The location of a Bragg-reflection
gives the periodicity and the orientation of the fringes in the image, while its phase gives
the location of the fringes. For perfect crystals, the phase of any Bragg reflection g is
constant across the image. However, for a distorted lattice small deformation can be seen
as local lateral shifts of the lattice fringes and consequently as small changes in the phase
corresponding to g. This is the property that GPA uses.
The phase determined by the GPA is related to the position of the lattice fringes in
the HRTEM image and has been called geometric [23] to avoid confusion with the phase
of the diffraction beam g at the exit plane of the specimen [24]. The basic concept of the
GPA is not new. Similar process has been used in optical interferometry [25] and off-axis
electron holography.
The principal steps of the GPA [18] are illustrated in Figure 3.12, for the case of a
simulated HRTEM image of a grain boundary.
Firstly, the Fourier transform of the image intensity I(r) is calculated. In order to
select a reciprocal lattice vector g1 (Figure 3.12(b)) a mask M˜1 characterized by its shape
(Gaussian, Lorentzian, circular,...) and its size is chosen and applied to the Fourier
transform I˜(g) of the image. In particular, the masking function M˜1(k) is such that
(Figure 3.12(c)):
• It is centered around g1
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• The origin is excluded
• No more than one main frequency of the different crystals is included in it
Next, the inverse Fourier transform of the previous masked function is calculated. The
result is a complex image, IfiltM1 (r):
IfiltM1 (r) = Ag1(r) exp{iPg1(r)} = Ag1(r) exp{2piig1 · r+ iP rg1(r)− 2piic1} (3.13)
where Ag1(r), Pg1(r) and P rg1(r) are respectively the amplitude, phase and reduced phase
images.
A more accurate value of the vector g1 can be (and must be) calculated by selecting
a reference region O in the image (Figure 3.12(e)) and by minimizing with respect to g
and the constant c the function:∑
r²O
‖Pg1(r)− 2pi(g · r− c)‖2 (3.14)
where the summation runs over all the pixels r of the reference region O. The minimum
is obtained for a vector g1(O) and a constant c(O). A new reduced phase image POg1(r)
can then be introduced.:
POg1(r) = Pg1(r)− 2pig1(O) · r+ 2pic(O) (3.15)
POg1(r) is in average equal to zero inside the region O.
The refinement of g1 is an important step when applying the GPA, as it determines
the reference region O and thus the reference vector g1(O) with high accuracy.
The GPA does not use the amplitude image (Figure 3.12(f)) but analyze the phase
image. The information presented in the phase image Pg1(r) can be extracted in two
ways.
• Either the variations of the phase are considered as variations of g(r). These varia-
tions are noted as ∆g(r). From equation 3.15 we have: (the problem of the constant
c (r) is discussed in section 3.2.2)
Pg1(r) ≡ 2pig(r) · r− 2pic(O) = 2pi(g1(O) + ∆g(r)) · r− 2pic(O) (3.16)
POg1(r) = 2pi∆g(r) · r (3.17)
By derivation with respect to r and assuming that g(r) varies slowly with r we
obtain:
5Pg1(r) = 2pig(r) (3.18)
62
3.2. GEOMETRIC PHASE ANALYSIS
0.00 0.1254








g)(~I 2gg )()(~ iMI






0.012° 9.02° 32.01 28.44. 0 . 254
Figure 3.12 : Principal steps of the GPA. (a) The initial image simulating a HRTEM
image of a grain boundary. Size 256x256 pixels. The left square crystal has a lattice
parameter of 8 pixels. The right crystal is rotated by -9◦ and has a lattice parameter of 9
pixels. (b) Power Spectrum of image (a) allowing to select a frequency g1 (pointed by an
arrow) and the mask size. (c) The power spectrum of the filtered Fourier transform. (d)
The raw phase image of the inverse filtered Fourier transform. Boundary effects due to
the non-periodicity of the image can be seen at the edge of this image and of the following
ones. (e) The phase image with the chosen reference region 0. (f) The amplitude image
of the inverse filtered Fourier transform. (g) Pure strain along the x-axis (dilatation) after
subtraction of the rotation. On average, the strain is 0 in the left crystal and equal to
0.1254 (9-8)/8 on the right crystal. (h) Image giving the angle of the local rotation. In
average values of 0.012 and 9.02◦ are found in respectively the left and right crystal. (i)
Image giving the modulus of the local reciprocal lattice vector g1(R). In average this modulus
is equal to 32.007 256/8 and 28.437 28.444=256/9 in respectively the left and right crystal.
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5POg1(r) = 2pi∆g(r) (3.19)
• Or the variations of the phase are supposed to come from a local displacement field
u(r). Following an argument that was firstly developed for the theory of dynamical
scattering from defects [18,26], when r is replaced by r− u(r):
Pg1(r) = 2pig1(O) · (r− u(r))− 2pic(O) (3.20)
POg1(r) = −2pig1(O) · u(r) (3.21)
In the standard procedure introduced by Hÿtch et al. [18], the principal steps de-
scribed before are repeated with a second g2 vector, that is non-collinear to the first one
(g1). From the resulting phase images, the local displacement, strain and rotation can be
calculated [18,27].


















where g1x(O), g1y(O) and g2x(O), g2y(O) are respectively the coordinates of the vectors
g1(O) and g2(O) optimized in the reference region O. These vectors define a matrix GO
of the reciprocal lattice. Appendix D.1 shows that a matrix AO of the direct lattice can
also be defined and that A−1O = G
T
O where T denotes the transpose of the matrix. ux(r)
and uy(r) are the x and y components of the displacement field at position r=(x,y) in the




















It is this equation that GPA uses to calculate the vectorial displacement field from two
geometric phase images.



























Abrupt phase changes for −pi to +pi (and vice versa) causes apparent discontinuities in
the geometric phase images. These produce discontinuities in the derivatives which have
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no physical significance. In the GPA method this problem is solved by calculating the
derivative from the complex image exp{iPg(r)} [18].
The strain tensor (Figure 3.12(g)) is simply obtained by taking the symmetric part of
the distortion matrix (equation 3.24), whereas the rotation (Figure 3.12(h)) is equal to
the anti-symmetric part:
ε = 1/2{e+ eT}, (3.25)
ω = 1/2{e− eT} (3.26)
3.2.2 Theoretical discussions on the GPA
The motivation for approaching GPA in a more theoretical way came from the desire
to understand why the GPA is so efficient although simple [27] and to introduce one
dimensional formulas. Among the questions that we wanted to clarify were:
1. whether the equation that relates the phase Pg(r) with the displacement u(r) (equa-
tion 3.20) is a first order approximation or if this equation is general and can be
applied to large displacements in any objects.
2. what is the meaning of a continuous displacement u(r) in a dot-like HRTEM image.
3. how the method can measure strain in a HRTEM image without determining the
positions of dots.
4. problems arising from the constant term c (r) of the phase.
Notion of local lattice. We have seen at the end of the previous section that GPA can
determine the local reciprocal lattice parameters, gi(r) around each pixel r of the image,
that is to say inside a region R whose center is r. However, what is the notion of a local
lattice in a HRTEM image?
If we are in the direct space, defining local lattices is quite simple. For any dot D




), can be defined as the
vectors joining D to the adjacent lattice dots D1 and D2 (see Figure 3.13 (a)). According
to this construction, the corners of the local lattice are then dot centers. The problem in
working in the direct space is the presence of noise, which affects the accuracy of locating
dots. Of course, the HRTEM image can be filtered and/or local averages can be performed
in order to overcome this problem [16,28].
The GPA provides an alternative solution by mixing the analysis in the direct and
the reciprocal space, and by doing in one-step filtering and local averages. In particular,
for any pixel r′ of the image, one can always define a region R centered on this pixel in
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such a way that this region contains at least three dots D, D1 and D2 (see Figure 3.13
(b)). In the region R, local reciprocal vectors g1(R) and g2(R) can be defined in a similar
way as the vector g1(O) was obtained by minimizing equation 3.14. (We will see later
that in fact gi(R) is the slope of the tangent plane to the phase.) From these vectors
now, a reciprocal lattice matrix G(R), a direct local lattice a1(R) and a2(R) and a local
lattice matrix A(R) can be defined. The local lattice is then the best lattice fitting the
surrounding of pixel r′ . In this definition r′ does not need to be a dot of the HRTEM


















Figure 3.13 : Schemes showing the definition of local lattice in the case of an elementary
cell containing only one atom. (a) A direct space approach and (b) the GPA approach.
The region R is centered on pixel r′ and contains at least 3 dots. a1(R) and a2(R) are the
basis lattice vectors of the local lattice in the direct space.
Adopted Notation. Before moving on in investigating the mathematical basis of the
GPA, it is useful to introduce the notation that we have adapted for this purpose. First
of all, reciprocal lattice vectors are notated as g(R) instead of g(r′) in order to point out
that they do not only depend on the value of the image at pixel r′ but they are functions
of both the selected pixel r′ and the region R. Similarly, we have seen before that a phase
image is a function of: (i) the selected frequency g1 and (ii) the mask M1, but if we
consider that the mask is centered on g1, then the phase image becomes a function of the
sole mask. So, phase images are noted as PM1(r) instead of Pg1(r). Additionally, when an
’O ’ appears aside a vector or number as an exponent or as an index it indicates that the
vector or number is calculated in the reference region O. The central position of a region
is indicated by a prime. Matrices are represented by bold capital letters except for the
distortion and strain matrices. A bold font is used for vectors. Finally, in Appendix D
the relations between distances in the real and reciprocal space are presented.
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Basic equations. When introducing the basic principles of the method, section 3.2.1,
we have seen that the resulting filtered image I FiltM1 (r) produced by applying a mask M1
around the selected frequency g1(R) can be written as (equation 3.13):
IFiltM1 (r) = AM1(r) exp(iPM1(r)) (3.27)
PM1(r) is defined modulo 2pi, but we choose the value in the ]− pi, pi] range. By assuming
that after the filtering only the selected frequency g1(R) is left in any region R of the
image, then the filtered image at any point r of R is very well approximated by a function
of types:
A1(R) exp[2piig1(R) · r− 2piic1(R)] (3.28)
or A1(R) exp[2piig1(R) · (r− r′)− 2piiα1(R)] (3.29)
where the constants c1(R) and α1(R) are defined modulo 1. The previous equations
constitute the basic assumption of the GPA.
Comparing equations 3.27, 3.28 and 3.29 we have, to first order, the following equalities
for any pixel r of the region R:
A1(R) = AM1(r) (3.30)
2pig1(R) · r− 2pic1(R) = PM1(r) (mod. 2pi) (3.31)
2pig1(R) · (r− r′)− 2piα1(R) = PM1(r) (mod. 2pi) (3.32)
In particular, at the point r = r′ , which is the center of region R, we obtain:











where r is any pixel of region R.
At first, equations 3.33 and 3.34 are defined modulo 2pi, but we choose the constants
c1(R) and α1(R) so that these equations are plain equality and not only first order equa-
tions. Specifically, as the phase is taken in the ] − pi, pi] range, α1(R) is defined in the
]− 1/2, 1/2] range and c1(R) can take high values. The two constants are related to each
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other by the relation:
α1(R) = c1(R)− 2pig1(R) · r′ = c1(R) + r′1 (3.36)
where r′1 is the coefficient of r
′ along the vector a1(R) such that g1(R) · a1(R) = 1. The
constants c1(R) and α1(R) determine the central position of the dots, i.e. the maxima
position, along the vector a1(R).
With these choices of constants: α1(R)a1(R) gives the position of the maxima whose
projection along a1(R) is the nearest to the position r
′ (center of region R) and c1(R)a1(R)
is the position of the dot of the deformed lattice whose projection along a1(R) is nearest to
the pixel origin of the image ( the "deformed" lattice of region R is extended throughout
the whole image).
The other dots defined by equations 3.27 and 3.29 are "located" at positions:
rm = rm1a1(R) where rm1 = c1(R) + p = a1(R) + p+ r
′
1 (3.37)
and p is a signed integer number.
In fact, since equations 3.28 and 3.29 are approximations of equation 3.27, the equal-
ities of equations 3.30, 3.31, 3.32 and 3.35 are only true to first order! By defining at
any pixel r′ , the tangent plane to the raw phase image PM1(r
′
), we can introduce similar
equations where the equalities will be this time real and not approximations. The linear
equation of this tangent plane is noted by:




) = 2pig1(R) · (r− r′)− 2piα1(r′) (3.38)
where r is again a variable pixel of region R located near pixel r′ . By definition, the
tangent plane to the raw phase image is equal to the raw phase at point r′ , and its slope










) ≡ α1(R) (3.40)
These equations imply that the equalities of equations 3.33, 3.34 and 3.36 are real equal-
ities not first order equations and what we deduce from them is still true [27].
By introducing the reduced phase POM1(r) equation 3.31 gives:
POM1(r) = 2pi(g1(R)− g1(O)) · r− 2pi(c1(R)− c1(O)) (3.41)
for any pixel r in region R.
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Therefore, the central assumption of GPA is to suppose that the tangent plane defined
by equation 3.41, describes correctly the phase over a rather large region R centered on the
pixel r′. This implies that the phase is slowly varying. As a result, the GPA is physically
relevant only for particular images, like dot-like HRTEM images. For instance, the method
cannot be applied to an amorphous region. Local crystals can be defined on every pixel
r
′ of the image. The GPA analyzes the deformation of these local lattices. Consequently,
contrary to a direct space analysis that only considers the dot positions and only defines
displacement and deformation at the dot positions, the GPA defines displacement and
deformation at any pixel of the image.
Displacement and Strain. When the previous analysis is applied on two non-collinear
reciprocal lattice vectors, the position of a dot in a HRTEM image can be defined. In
particular, in the reference region O whose center is the pixel r′O, the position of a dot
rpq(O) based on equation 3.37 is given by:
rpq(O) = (c1(O) + p)a1(O) + (c2(O) + q)a2(O) (3.42)
where a1(O) and a2(O) are the local basis vectors of the reference region O. If now, we
represent the coordinates of the point rpq(O) in an orthogonal basis B by (xpq(O), ypq(O))















































From equations 3.43 and 3.44 we can establish a relation between the coordinates of a
point rpq(R) of the deformed region as a function of the coordinates of a point rpq(O) of















or by using another notation style:
rpq(R) = A(R)A(O)
−1rpq(O) +A(R)(c(R)− c(O)) (3.46)
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Equation 3.46 is satisfied for any interior point r(O) = rpq(O)+λ1a1(O)+λ2a2(O) of the
reference lattice O and r(R) = rpq(R) + λ1a1(R) + λ2a2(R) of the deformed lattice R. In
a similar way two of the previous points are linked to each other by the relation:
r(R) = A(R)A(O)−1r(O) +A(R)(c(R)− c(O)) (3.47)
We can lighten the previous notation by noting as rO and r any given point of the crystal O
and R respectively, and by replacing A(R) with A, A(O) with AO and similar notations
for the other matrices and vectors. Then, equation 3.47 becomes:
r = AAO
−1rO +A(c− cO) (3.48)
or equivalently:
rO = AOA
−1r+AO(cO − c) (3.49)
In the original GPA the displacement uOGPA(r) is defined as the vector that have to
be subtracted from the deformed point r in order to obtain the un-deformed position rO:
uOGPA(r) = r− rO = r−AOA−1r−AO(cO − c) = (I−AOA−1)r+AO(c− cO)
(3.50)
By replacing in the previous equation the relations I = AOAO−1 and A−1 = GT we
obtain:
uOGPA(r) = −AO[(GT −GOT )r− (c− cO)] (3.51)
If moreover we put ∆G = G−GO and ∆c = c− cO, we have:
uOGPA(r) = −AO(∆GT r−∆c). (3.52)
Equation 3.41 can be written for the two vectors g1 and g2 in a matrix form as:
POM1(r) = 2pi(∆G
Tr−∆c) (3.53)
Thus from equations 3.52 and 3.53 we obtain:
POM1(r) = −2piAO−1 · u = −2piGTO · u (3.54)
which is the same as equation 3.22.
This expression is exact whatever are the magnitudes of ∆G and ∆c and also what-
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ever are the distortion. As a result, the GPA can be applied for large displacement, even
if this displacement contains finite rotations. In the latest case, the difference is that more
complex equations need to be used.
Generally in strain theory, one considers the displacement that has to be applied to
the initial position rO in order to get the deformed point r. This displacement, noted as
uGPA(rO), will be equal to:
uGPA(rO) = r− rO = (AAO−1 − I)rO +A(c− cO) = (3.55)
= A[(GO
T −GT )rO + c− cO] = (3.56)
= −A[∆GT rO −∆c] (3.57)
In the case of infinitesimal displacement, local distortion matrices eGPA(R) and e(R)
can be defined by taking the derivatives of the displacements defined in equations 3.52
and 3.57 respectively. The result is:
eOGPA(R) = −AO∆GT (3.58)
and
eGPA(R) = −A∆GT (3.59)
By using the relations between A and G, and AO and GO (see Appendix D.1) we find
that:
eOGPA(R) = I−AOGT (3.60)
eGPA(R) = AGO
T − I = AAO−1 − I (3.61)
which directly gives:
I+ eGPA(R) = (I− eOGPA(R))−1 (3.62)
Consequently, the two distortion matrices are equivalent to first order since, for in-
finitesimal distortions the second part of equation 3.62 becomes approximately equal to
I+ eOGPA(R).
3.2.3 One-dimensional formulas
In the previous section, we have exposed in details the mathematical basis of the GPA
for the case of two dimensional lattices that need the analysis of two non-collinear vectors
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g1 and g2. However, in some cases, the 2D image is composed of only one set of lines,
which correspond to the projections of atomic planes. This is for example the case of
HRTEM images, viewed along the [0,1,-1,0] direction and for which a small objective
aperture diameter of 9nm−1 is used. Under these conditions, the resulting HRTEM image
is formed by the transmitted the (0002) and (000-2) diffracted beams. In this part the
formulas concerning an one-dimensional geometric phase analysis are given.
In the case of a 1D image, similarly to 3.41, the reduced phase at any pixel of region
R is given by:
POM1(x) = 2pi(g(R)− g(O)) · x
′ − (c(R)− c(O)) (3.63)
where x′ is the central position of region R. The dot positions in regions O and R are
respectively given by:
x(O) = (c1(O) + p)ax1(O) x(R) = (c1(R) + p)ax1(R) (3.64)
where p is a signed integer number. If in the previous equations we suppress p, we have:
x(R) = x(O)ax1(R)/ax1(O) + (c1(R)− c1(O))ax1(R) (3.65)
This equation, as in equation 3.46, can be extended to any point of the lattice situated
between the dots. x ≡ x(R) is then any dot of region R and xO ≡ x(O) is its corresponding
dot in the reference region O. By introducing lighter notation we obtain:
a = ax1(R) = 1/g aO = ax1(O) = 1/gO c = c1(R) cO = c1(O) (3.66)
The derivation of equation 3.63 gives equation similar to 3.39 and 3.40:











Based on the previous equation, equation 3.65 is transformed into:
x = xOgO/g + (c− cO)/g (3.68)
Similarly to equations 3.52, 3.57, 3.58 and 3.59, two displacements and two strains can
be defined:
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Comparing now equation 3.63 and 3.70, the well-known relation is obtained:
POM1(x) = −2pigO.uOGPA(x) (3.73)
This relations is of course not true if uGPA(x) is substitute to uOGPA(x), because it is
uGPA(xO) and not uGPA(x) that it is equal to uOGPA(x).
3.2.4 Mask functions
When describing the principle of GPA (section3.2.1), we have seen that a mask M1
must be selected and applied to the Fourier transform of the examined image, around the
selected g1. In order to know over which region R GPA averages the information,
it is necessary to define a relation between the radius rdir of region R and the radius rrec
of the applied mask M1.
To do so, we have used the simple case of an 1D image where a gaussian mask is
centered on gi (F˜Mi(g) = exp(− (g−gi)
2
2σ2
), Figure 3.14(a)). The radius of the gaussian mask
F˜Mi(g) is about rrec = 3σ. The multiplying in the reciprocal space by this gaussian mask is
equivalent in the direct space to a convolution by the inverse Fourier transform of F˜Mi(g).
In other words, it is equivalent to a convolution by the function:
FMi(x) =
√
2piσ exp(−2pi2σ2x2) exp(−2pigix) (3.74)










If we take, σ = g/n = 1/nd, where d is the period in the direct space, the convolution
in the direct space is realized over a region of radius rdir ∼ 3n2pid ≈ n2d. That is to say, the
signal at r is "averaged" over a region of radius rdir ∼ n2d.
If for instance, we take rrec ∼ g = 1/d, we obtain the largest mask that does not
include the origin and the radius in the direct space is then equal to rdir ∼ 3/2d ∼ 1.5d.
This is the smaller region R over which the GPA averages the information.
In general, the mask Mi, is characterized by its shape and its size. To optimize those
two parameters, we have examined their effect on a strain profile obtained by the GPA.
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Figure 3.14 : (a) A gaussian function F˜Mi(g) representing a mask Mi in the reciprocal
lattice. Here gi = 10 pixels and σ = gi/4 = 2.5 pixels. The radius of the mask, which is
defined when F˜Mi(g) is smaller than 0.01, is about rrec = 3σ = 7.5 pixels. (b) The Fourier
transform FMi(x) of F˜Mi(g). The dotted line is the gaussian envelope of FMi(x). The
latest is not negligible over a region of radius rdir = 3/(2piσ), which in pixel unit is equal
to 49 pixels (the size of the simulated image is 256 pixels.)
In particular, a simulated abrupt interface between two crystals A and B with period d in
the direct space of 8 and 8.1 pixels respectively was used as a model (Figure 3.15(a)). The
size of the image was 256x64 pixels. Crystal A was chosen as the reference lattice O. In
the Fourier transform of the image, the reflection g (gx = Nx/d = 256/8 = 32pixels, see








Figure 3.15 : (a) Simulated image of an abrupt interface of two crystals A and B (in 1D
and 2D). In the direct space the period d of the crystal A is 8 pixels and of crystal B is 8.1
pixels. As reference lattice the crystal A has chosen. (b) Fourier transform of the image
in (a). Around the selected g a gaussian mask was placed.
The effect of the mask size has been examined by varying the size of the applied
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gaussian mask σ from g/3.4 to g/8 pixels. The resulting strain profiles can been seen in
Figure 3.16. We notice the widening of the interface by decreasing the size of the mask.
This was expected, since we have seen previously that reducing the size of the mask
increases the region R over which the GPA averages the information. Moreover, we know
that the GPA is not exactly valid at a crystal discontinuity like a boundary or picture
edges, since it average the information on either side of the discontinuity. Consequently,
by increasing the region R, or equivalently decreasing the mask size, the areas in which the
results of the GPA are less accurate (i.e. picture edges) become larger. This result clearly
appears in Figure 3.16 (a). For σ = g/3.4 ( see Figure 3.16(b)), we see the apparition
of oscillations because the mask include the intense peak situated at the origin (Gibbs
phenomenon [29]).
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Mask Type: Gaussian
Figure 3.16 : (a) Strain profiles obtained from the image of Figure 3.15(a) for different
sizes of the applied gaussian mask. (b) The interface area of the previous profiles. By
increasing the size of the mask, the interface appears more narrow.
The simulated image of Figure 3.15 (a) was also used to investigate the effect of the
mask type on GPA strain profiles. This time the size of the applied mask was kept
constant and equal to g/5 (=6.4pixels), while the type of the mask was changing. Four
different types of masks were used: a gaussian, a exponential, a triangle and a cosine
one 4. Figure 3.17 illustrates the obtained strain profiles. We notice that it is only the
gaussian mask that does not suffer from the presence of the oscillations due to the Gibbs
phenomenon. However, the gaussian mask is the one that gives the most wide profile for
the interface. The narrowest interface is obtained with the exponential mask.
4The names of the masks are given in function of their form in the direct space.
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Figure 3.17 : Strain profiles for different
types of mask. The size of the mask is kept
constant while the type was changing. Al-
though the gaussian mask does not include er-
rors linked to the Gibbs phenomenon, it gives
the larger interface.
3.2.5 Use of the GPA in this thesis
Previously, we have described the basic principles of the GPA. Moreover, we have
discussed the mathematical basis of the method in order to better understand how the
method can determine displacement and strain from HRTEM images. We will close this
section by giving the parameters that we have adopted in this thesis when applying the
GPA.
First of all, all the image processing involved in the GPA, was realized on routines
written either with SEMPER [5] or on Digital Micrograph5. In this routines we have
included the case of one-dimensional analysis in order to be able to analyze HRTEM
images viewed along the [0,1,-1,0] direction in which after the use of a small objective
aperture diameter only one set of lines is present (like the one in Figure 3.1 (a)). We
remind that in the standard procedure of the GPA the analysis of two non-parallel vectors
g1 and g2 is necessary.
To define the displacement and the strain we have used respectively equations 3.57
and 3.59 for the case of two dimensional lattices and equations 3.69 and 3.71 for the 1D
analysis.
Concerning the mask functions, we have always used a gaussian type of mask. As for
the size of the mask, depending of the case study and in particular whether we wanted to
average the information over a small of a large region, it was varying between g/4 to g/6.
5An advantage in working on SEMPER routines is that we can apply a Fourier transform on images
with size of 2n ∗ 3m, with n and m being integer numbers. However, In Digital Micrograph the analyzed




In the section 3.1.4, the interplanar distances profiles of a quantum well structure,
AlN (7ML) / GaN (6 ML) / AlN (7ML), have been examined with regard to the imaging
conditions of thickness and defocus. From this analysis, we could notice that regardless the
imaging conditions, the interplanar distances profiles are asymmetric with characteristics
minima and maxima situated at the atomic plane numbers before the AlN/GaN and
GaN/AlN interface respectively (see Figures 3.9 and 3.11). This asymmetry is more
clearly revealed when a small objective aperture diameter is used. Here, we show that
this asymmetry can be used to define the polarity of the layers.
In Figure 3.18 simulated HRTEM interplanar distances profiles are presented for the
case of a 27 ML GaN quantum well embedded in an AlN matrix, and for defocus values
of 40 and 85 nm. The thickness is kept equal to 5.9 nm and the structure is observed
along the [0,1,-1,0] direction. From these profiles we see that the extremum m, which
gives the smallest value for the (0002) interplanar distances and the extremum M, which
corresponds to the higher value are always present. Previously (section 3.1.4), we have
seen that the form of a profile does not change significantly with the variations of thickness
(see Figure 3.11). Thus, the presence of the extremum m and M is distinctive even when
the defocus value is fixed while the thickness of the specimen is varying.
























10.4 Thickness= 5.9 nm Defocus







(a) Figure 3.18 : Simulated interplanar dis-
tances profiles of a GaN QW in an AlN ma-
trix, for defocus values of 40 nm (black line)
and 85 nm (red line). The presence of the
extremum m and M does not depend on the
imaging conditions but it is linked to the po-
larity of the layers. Arbitrarily, the "growth
direction" in the simulations was chosen from
left to right. Since it is the minima m which
is first meet when following the growth direc-
tion, the layers have N-polarity.
We have associated the observed asymmetry of the profiles to the polarity of the layers.
In Figure 3.19 using the the case of a quantum well structure viewed along the [0,1,-1,0]
direction, we remind the definition of the polarity and note the involved interatomic
distances.
As seen by M. Charleux in her PhD work [30], oscillations in lattice fringe profiles can
come from the interferences between planes coming from adjacent layers and sometimes
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Figure 3.19 : Interatomic distances and Definition of polarity for the case of a GaN QW
inside an AlN matrix. The layers have Al (or Ga) polarity if the [0001] direction follows
the growth direction and vice-versa.
from the shape of the mask in the Fourier space. The first origin -interference origin-
produces what is called Fresnel fringes. These interferences are always present when a
defocused image of an interface between two materials is realized. These interferences
mainly depend on the mean inner potentials of the materials. The second origin -mask
shape- can be called Gibbs oscillations [29]. We wanted to check if this second origin
was present in our case. Thus, the projected potentials of ideal AlN/GaN and GaN/AlN
interfaces (Figure 3.20 (a)) were filtered and analyzed both by the projection method and
the GPA. Figure 3.20 (b) superposes the obtained profiles with a geometrical interplanar
profile. The geometrical interplanar profile was calculated by assuming that the fringes
of the analyzed image are situated just in between the atomic columns of the III and N
species (Figure 3.20 (a)). One can see in Figure 3.20 (b) that no oscillations are present in
the projection method and that the obtained profile is nearly identical to the geometrical
profile. On the contrary, GPA does not reproduce accurately the geometrical profile.
From these simulations we can conclude that: (i) the Fresnel fringes are the origin
of the extremum m and M, (ii) these Fresnel fringes/extremum positions do not depend
only on the mean inner potential (if this was the case, the interplanar profiles would be
symmetric) but are sensitive to the asymmetry of the interplanar distances and (iii) GPA
is not very powerful in obtaining the exact interplanar distances at interfaces.
The rule that connects the extremum m and M with the polarity of the layers is:
if by following the growth direction the extremum m is met first, the layers have N-
polarity. Respectively, the polarity is Al (or Ga) if the extremum M is first met [22]. We
need to mention that the use of an interplanar distance profile to determine the polarity
of an AlN/GAN heterostructure is only possible if the examined experimental images
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(b)
Figure 3.20 : (a) Projected potential of ideals AlN/GaN and GaN/AlN interfaces. (b)
Superposition of the profiles obtained from (a) using a geometrical interplanar profile (black
line), the projection method (dash line) and the GPA (dot line).
experimental images the variations of the extremum m and M can be sometimes hidden
by noise. However, in section 5.1.3 Figure 5.6 the polarity of a GaN/AlN QD superlattice
was verified by using this rule.
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3.4 Distortions in the HRTEM images
In order to test the quality of our image formation system, a set of HRTEM images of
perfect Si crystals were acquired with the CCD camera and analyzed using the Geometric
Phase Analysis.
Figure 3.21 shows a HRTEM image of the perfect Si crystal viewed along a [110]
zone axis together with its corresponding diffraction pattern. The GPA was applied for
different pairs of non-collinear reflections gi, using the original routines written by M







Figure 3.21 : (a) HRTEM image of a Si crystal viewed alon the [110] direction. (b)
Corresponding diffraction pattern.
The obtained results for the (g1,g2) and (g3,g4) pairs of non-collinear reflections are
illustrated in Figure 3.22. We can clearly identify the presence of distortions introduced by
our image formation system (microscope and CCD). They affect the form of the measured
displacement fields ux and uy and strain fields exx and eyy. In particular we see that
independently of the direction along which the projection is realized, the displacement
fields are no longer constant straight lines as we are approaching the edges of the image.
From the profiles of the strain fields we see also that we do not obtain constant
straight lines of zero value. In particular, when the projection is realized from up to down
a variation of exx of ∼0.2% is measured. When the projection is realized from left to
right, the variation of exx does not follow a straight line but it change from ∼0.8% in the
left part of the image to ∼0% in the right part. The eyy varies linearly from ∼ -0.6% at
the top part until ∼+0.6% at the bottom part. However, when the projection is realized
from left to right the variation of eyy is not uniform and change from ∼-0.2% at the left
part to ∼0.15% to the right part.
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Figure 3.22 : GPA of the image shown in Figure 3.21 (a) for two pairs of non-collinear
reflections: (g1,g2) and (g3,g4). The displacement (ux and uy) and strain (exx and
eyy) fields were obtained from the corresponding phase images. Arrows give the direction
of the profiles. The profiles (displacement and strain) were obtained by projection of the
corresponding image perpendicular to the direction indicated by the arrows.
Moreover, we can notice that both the displacements fields ux and uy and the strain
fields exx and eyy have the same form and magnitudes, independently of the pair of non-
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collinear reflections used in GPA. This is the case for any possible combination between
non-collinear reflections gi. This means that GPA is indeed internally coherent. However,
the {111} frequencies (g1,g2) give less noisy images.
g1 , g2 g3 , g4




























































































































































































































Figure 3.23 : GPA of an image illustrating the same area of the Si crystal given in
Figure 3.21 (a) but using a different magnification.
In order to check if the observed distortions are mostly caused by the projection
system of the microscope or by the CCD camera, the same analysis as previously was
realized for different sets of images. In particular, we have acquired images having different
magnifications and images after realignment of the electron microscope. The obtained
displacement and strain profiles are given in Figures 3.23 3.24. In Figure 3.23 the analysis
was carried out on the same Si crystal area as in Figure 3.21 (a) but for a different
magnification. Figure 3.24 is a different area of the Si crystal acquired another day after
the realignment of the microscope at a different voltage (375kV). We obtain the same
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results as the ones given in Figure 3.22, meaning that the observed distortions are related
mostly to the CCD camera than to the projection system of the microscope.
g1 , g2 g3 , g4





































































































































































































































Figure 3.24 : GPA of an image of the same Si crystal but acquired another day after
realignment of the microscope at a different voltage (375kV).
Knowing now the distortions introduced by the CCD camera for the case of a perfect
Si crystal, we can suggest that, in a first approximation, we can correct an experimental
HRTEM image by subtracting the previously measured distortions from it. For example,
in a HRTEM image where only the (0002) planes are visible, the corrected exx strain map
will be equal to:
ecorrectedxx = e
GPA
xx − eSi,GPAgg with eSi,GPAgg =







The image eSi,GPAgg and the corresponding profile is given in Figure 3.25 (a). In Fig-
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ure 3.25 (b) is shown an experimental HRTEM image taken along the [0,1,-1,0] direction
of a GaN/AlN quantum well superlattice, that will be analyzed in more details in chap-
ter 4.1. Only the (0002) planes are visible. The resulting GPA strain map (eGPAxx ) and the
corresponding to the outline area profile are given in Figures 3.25 (c) and (d) respectively.
We observe that the strain in the left part of the image is higher. By subtracting the image
eSi,GPAgg (Figure 3.25 (a)) from image eGPAxx (Figure 3.25 (c)) we obtain the the corrected
GPA strain image ecorrectedxx (Figure 3.25 (e)). From the new strain profile (Figure 3.25 (f))
we can see that all GaN QWs have similar strain values. We also notice that the noise in
the ecorrectedxx is increased. This is because in equation 3.75 we are adding images and as a
result we are adding the noise that they contain.
To conclude, we are in a favorable case because: (i) distortions do not depend very
much on the tuning of the microscope and (ii) distortions are reduced at the center of
the CCD image. Consequently, when observing areas situated at the center of the image,
no corrections are necessary for an accuracy of about ± 0.1% in the strain measurement.
Only when edges of the images are analyzed, the CCD distortions have to be corrected
according to the previous analysis.
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Figure 3.25 : (a) eSi,GPAgg image resulting from equation 3.75 using the eSi,GPAxx and
eSi,GPAyy images of Figure 3.22. (b) HRTEM image of a GaN/AlN quantum well superlattice
viewed with the [0,1,-1,0] zone axis. (c) eGPAxx strain map of (a). (d) Corresponding to the
outline area of (c) strain profile. (e) Corrected strain map obtained by subtracting image
(a) from image (d). (f) Corresponding to the outline area of (e) strain profile. In GPA a
gaussian mask of size g/4nm−1 was used. The arrows indicate the profile direction.
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3.5 Off-axis HRTEM images
Images taken away (off) a low index zone axis will be named as off-axis HRTEM
images. They are obtained by tilting the sample away a low index axis and by keeping
the viewing direction in the plane of the interface. In a first approximation, off-axis images
correspond to the projection of the (0002) lattice planes.
Generally, in this thesis, in order to simulate easily the structure, secondary zone axis
were usually selected. In particular, the off-axis images were obtained either by tilting
the sample ∼ 11 degrees away the [0,1,-1,0] zone axis, which corresponds to the secondary
zone axis [-1,5,-4,0], or equivalently by tilting the sample ∼ 19 degrees away the [2,-1,-1,0]
zone axis, which corresponds to the [5,-1,-4,0] zone axis6.
A schematic illustration of the wurtzite structure along the [-1,5,-4,0] direction together
with the associated diffraction pattern can be seen in Figure 3.26. Following the [0001]
direction the distance between two atoms of the same type is equal to c/2, while along




























Figure 3.26 : Schematic illustration
of the wurtzite structure along the [-
1,5,-4,0] direction and the associated
diffraction pattern.
The advantage of such tilted conditions is the enhancement of the image contrast and
the improvement of the signal-to-noise ratio.
Figure 3.27 shows a HRTEM contrast map (thickness t versus defocus δz) of a perfect
GaN crystal viewed along the [-1,5,-4,0] direction. The objective aperture diameter was
chosen equal to 15 nm-1. The contrast of this map is greater than the contrast calculated
for the [0,1,-1,0] direction (Figure 2.13).
6The angle between the [0,1,-1,0] and [-1,5,-4,0] directions, based on equation A.7, is 10.9 degrees.
Between the directions [2,-1,-1,0] and [5,-1,-4,0] equation A.7 gives 19.1 degrees.
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Figure 3.27 : Thickness/Defocus contrast map of HRTEM simulated images of an GaN
perfect crystal along the [-1,5,-4,0] zone axis. (Accelerating voltage: 400KV and Objective
aperture diameter:15nm-1)
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This is better seen in Figure 3.28, where we compare the contrast of two simulated
images of a GaN crystal having the same value of defocus (50 nm) and thickness (3.3
nm), one taken with the [0,1,-1,0] zone axis (Figure 3.28 (a1)) and one calculated with
the [-1,5,-4,0] direction (Figure 3.28 (b1)). By considering each simulated image as a sum
of lines and columns and by plotting the profiles corresponding to the maximum and
minimum values of lines (Figure 3.28 (a2) and (b2)) and columns (Figure 3.28 (a3) and
(b3)), we can clearly see the enhancement of the contrast in the off-axis image. Moreover,
due to the fact that in the off-axis images the (0002) planes are presented as continuous
lines rather than discontinuous lines of spots (on-axis image), the contrast of the off-axis
image for the profiles obtained for different columns remains constant.











Obj. Aperture: 15 nm-1
(a1)













































Figure 3.28 : Comparison of the contrast between on-axis and off-axis HRTEM simulated
images. The arrows indicate the directions along which the different projections have been
realized.
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In general, when being in off-axis conditions, a smaller number of beams is excited by
the incident beam and the amplitude of these excited beams is greater than the ones of
the on-axis images. This is illustrated in Figure 3.29 where the amplitudes of the different
excited beams are given as a function of the sample thickness for both on-axis and off-
axis conditions for the case of a GaN crystal. The objective aperture diameter was chosen











































Figure 3.29 : Amplitude of the beams contributed in the creation of a HRTEM image as
a function of the sample thickness for (a) On-axis and (b) Off-axis conditions. Objective
aperture diameter= 15 nm-1.
Additionally, compared to on-axis images, the off-axis images are less noisy because:
(i) they are less sensitive to surface defects and (ii) the (0002) planes appears as straight
lines rather than discontinuous lines of spots (Figure 3.28).
The advantages of the off-axis images are also demonstrated in the following example
[31]. In particular, the case of a GaN quantum well embedded in a Al0.13Ga0.87N matrix
has been used to compare on-axis HRTEM images with off-axis ones. The lattice mismatch
between these materials is small (0.7%), thus, images with very few noise are necessary.
In Figure 3.30 (a) and (b), an on-axis and an off-axis HRTEM image of exactly the same
area of the GaN QW are respectively shown. The corresponding interplanar distances
profiles obtained with the projection method are superimposed. It can be clearly seen,
that the on-axis image is too noisy to detect the presence of the GaN thin QW. The same
images were analyzed with the GPA. The resulting strain images and their projections
are shown in Figure 3.30 (c) and (d) respectively. Once again, the QW is detected only
in the strain image that comes from the analysis of the off-axis image (Figure 3.30 (d)).
Another example which proves the superiority of the off-axis images will be given in
chapter 4.1.2 Figure 4.5. We will see that due to the reduce noise contained in off-axis
images, the precision in calculating the local lattice parameters of an heterostructure
becomes higher.
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Figure 3.30 : (a) On-axis HRTEM image of a thin GaN QW embedded in a Al0.13Ga0.87N
matrix. The interplanar distances profiles obtained by the projection method (original and
after smoothing) are superimposed. (b) Off-axis HRTEM image and corresponding inter-
planar distances profiles of exactly the same area as in (a). (c)-(d) Strain images ezz and
their projections of the HRTEM pictures respectively shown in (a) and (b). Only in off-axis
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GaN/AlN Quantum Well Structures
Device applications generally require the growth of increasingly complex
heterostructures like quantum wells and quantum dots. The structural char-
acterization of GaN/AlN quantum well structures is the issue of this chapter.
It is organized in two parts. In the first part a comparative study between a
Ga-face and a N-face GaN/AlN superlattice is presented. With the help of
various TEM techniques the higher structural quality of the Ga-face superlat-
tice will be proven. In the second part the effects of AlN overgrowth on the
structural quality of GaN QWs are described. We will demonstrate that the
overgrowth process implies a thinning of the GaN QWs and we will attribute
this phenomenon to a thermally activated exchange mechanism between Al
from the capping layer and Ga atoms from the nanostructure.
4.1 Comparison of Ga-face and N-face polarity GaN/AlN
superlattices
4.1.1 Introduction
The Ga-face and the N-face of GaN present different chemical properties and growth
kinetics [1].
On the other hand, the issue of crystal polarity is closely related to the investigation
of polarization and its influence on the electronic and optical properties of III-nitrides.
Polarization in wurtzite structure nitrides have both a spontaneous Psp [2] and a piezoelec-
tric Ppz component. The electric fields due to variations of the polarization at interfaces
and surfaces modify the shape of the band edges and influence the carrier distribution
along nitride heterostructures. This dramatically affects the performance of nitride based
devices. In this context, the polarity of a sample is relevant, since it determines the di-
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rection of spontaneous polarization. Particularly, the polarization vector in the case of a
Ga-face polarity sample points towards the substrate, while in a N-face polarity sample
it points towards the surface [3,4]. The direction of the Ppz depends both on the polarity
and on whether the material is under tensile or compressive stress [4].
For these reasons, it is of great importance to examine and compare the structural
quality of samples with different polarities. To do so, transmission electron microscopy
techniques, like high-resolution TEM, are the most appropriate.
This section contains the results that we have obtained from a comparative study of
GaN/AlN quantum well superlattices with either metal-face or N-face polarity. Informa-
tion about the layer thickness, the interface quality, the chemical composition and the
strain distribution inside the superlattices was extracted quantitatively from HRTEM im-
ages using both a projection method and the geometrical phase analysis technique. The
higher structural quality of the Ga-polarity heterostructure will be demonstrated.
4.1.2 Ga-face polarity GaN/AlN superlattice
Growth conditions and sample structure
The growth of Ga-face GaN by plasma-assisted molecular beam epitaxy (PAMBE)
has been extensively studied and discussed [5–8]. In this study, the investigated sample
was a Ga-face 1 25-period GaN/AlN (7nm / 5nm) quantum well superlattice (SL) grown
by PAMBE (Figure 4.1). As a substrate, an AlN template, consisting of a 1µm thick layer
of AlN grown on c-sapphire by MOVPE, was used. The substrate temperature was equal
to TS = 730◦C. Prior to the SL deposition, an AlN buffer layer of 200 nm thickness was
initially deposited. For the growth of both GaN and AlN, the best interface results were
obtained by using Ga as surfactant, i.e. during the growth of the SL, the Ga shutters were
remained permanently opened and AlN nitride was obtained by additionally opening the
Al cell 2. No growth interruptions were performed at the interfaces.
Figure 4.1 is a cross section TEM (CTEM) image of the examined SL. It illustrates the
uniformity of the QW thickness. It can be seen that the threading dislocations cross the
SL and the GaN cap layer to terminate at the free surface. The image was taken close to
two-beam conditions (g=(0002)) in such a way to favor the contrast of the dislocations.
1 Sample number E201.
2At the substrate temperature required to synthesize AlN/GaN with a good structural quality (700-
750oC) Al desorption is negligible, i.e. its sticking coefficient is unity [9, 10]. In contrast, Ga shows a
high desorption rate for temperatures higher than 700◦C, and a tendency to segregate on the growing
surface due to the different binding energies of GaN and AlN [Ga-N(∼9 eV) < Al-N(∼12 eV)] [11]. Thus,
to incorporate Ga into the growing layer, it is necessary that the Al flux remains lower than the nitrogen
flux [9, 10].
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Under these conditions, only c-type (screw) and a+c-type (mixed) dislocations are in









Figure 4.1 : Cross section TEM image of the Ga-face supperlattice. The QWs appear to
be uniform and flat. Threading dislocations are crossing the SL and end at the free surface.
Lattice parameter c
The structural properties of the SL were first examined by X-ray Diffraction (XRD)
reciprocal space mapping3. In Figure 4.2 a map of the reciprocal space of the Ga-face
SL obtained for the (10.5) reflex is shown. We can see that the lattice parameters of the
AlN buffer layer are equal to the bulk AlN. The X-ray experiments revealed also that the
AlN matrix in the superlattice was relatively relaxed and as a consequence it has its bulk
lattice parameters. This can be seen in the θ− 2θ scan of the 002 reflection (Figure 4.3),
where the simulated profile is realized for a completely relaxed AlN matrix.
HRTEM images were realized, with a view to measure the lattice parameter of the lay-
ers and consequently their exact thickness, the interface width, the chemical composition
and the local strain. A high resolution image taken along the [0,1,-1,0] zone axis of three
GaN QWs of the SL is shown in Figure 4.4. Before starting the quantitative analysis of
the HRTEM images, our first goal was to determine the experimental conditions, defocus
of objective lens δz and specimen thickness t, of each image to be analyzed. For this
purpose a series of simulated images of a GaN QW inside an AlN matrix were performed
and compared with the experimental. In our simulations we have tried to reproduce both
the contrast of our layers and the symmetry of the lattice fringes profiles. In the case
of the image of Figure 4.4 the best fit was obtained for a defocus value of 40 nm and a
sample thickness of 5.9 nm. The corresponding HRTEM simulated image is given as an
3The X-ray experiments were realized by Edith Bellet-Amalric in CEA-Grenoble.
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Figure 4.2 : Reciprocal space map
of the Ga-face sample.
Figure 4.3 : θ− 2θ scan of the 002 reflection for
the Ga-face SL.
inset. For these imaging conditions, atomic columns are projected onto the black lines.
Finally, we note that for all simulated images presented here, a small objective aperture









Figure 4.4 : Experimental HRTEM image observed along the [0,1,-1,0] zone axis of three
GaN QWs. Only the 0002 planes are visible. The corresponding simulated image is super-
imposed. The best fit was obtained for abrupt interfaces, thickness t=5.9 nm and defocus
δz=40 nm.
Once the imaging conditions of the HRTEM images were determined, the lattice pa-
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rameter c of the GaN layers was measured from both interplanar distances profiles taken
by a projection method and from phase images obtained by the GPA. Particularly, for
the measurements obtained by the projection method we have chosen np to be equal to 2
pixels, while in the GPA the phase images were obtained by selecting the local reciprocal
vector g0002 and place a gaussian mask of size ∼ g/5 nm−1 around it. In both methods,
the AlN was taken as reference lattice since based on the results obtained by the XRD
measurements it has its bulk lattice parameters. For the reasons which were presented
in the previous chapter (section 3.1.4), we have chosen to analyze HRTEM images with
defocus value close to the Scherzer one. Both on-axis and off-axis images were used to
measure the parameter c.
We have examined 32 different areas of 15 GaN QWs in the on-axis images and 23
areas of 10 GaN QWs in the off-axis. The average value of c was found equal to:
• cGaN = 0.5236± 0.0023 nm for the on-axis images,
• cGaN = 0.5239± 0.0014 nm for the off-axis images.
We notice that although there is no significant difference between the two average values
of c, due to the fact that off-axis images contain less noise (see section 3.5), the precision
with which the lattice parameter is calculated is higher.
Figure 4.5 illustrates the frequency count of the obtained ranges of lattice parameters
values. The set of boxes were created by beginning at the minimum value of each range
and adding a step size. We have defined as step size, the standard deviation of the
average value of each range. The number of times a value falls within each box was
after encountered and recorded. We can see that the distribution of the c values is more
homogenous in the off-axis images.
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Figure 4.5 : Frequency count of the values of the lattice parameter cGaN obtained from
the analysis of: (a) on-axis and (b) off-axis HRTEM images.
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By averaging the two ranges of values, the lattice parameter c of the GaN QWs is
equal to:
cexpGaN = 0.5237± 0.0020nm
Size and interface quality
With the lattice parameter c known, the exact size of the QWs can be calculated
either with the use of equation 3.2 or by analyzing geometrical phase images. The in-
terplanar distances profiles and geometrical phase images used to evaluate the lattice
parameter were also used to measure the thickness of the examined QWs. We have found
that in average the thickness of the GaN and AlN QWs is equal to :
tGaN = 6.94± 0.4nm
tAlN = 5.02± 0.4nm
These values are in very good agreement with the nominal values of thicknesses (7 and 5
nm respectively). A frequency count of the measured thickness values, resulting from the
analysis of 55 different areas (from on-axis and off-axis images) of the GaN QWs is given
in Figure 4.6. We can conclude that the thickness of the GaN wells remain relatively
constant along the wells and independently of their position in the superlattice.













410946 .. ±=aveGaNt Figure 4.6 : Frequency count of the thick-
ness of the GaN QWs. The GaN wells exhibit
an homogenous thickness of 6.94± 0.41nm.
The same images were also used to measure the width of the interfaces. Figure 4.7
(a) illustrates the variation of the lattice parameter c/2 in the HRTEM image shown in
Figure 4.4. The image is obtained by the GPA. We can observe that the interfaces are
uniform along the different QWs, with a thickness which doesn’t exceed 1 ML. Moreover,
we see that both the AlN/GaN and the GaN/AlN interfaces have the same quality. In
Figure 4.7 (b), the experimental (open circles) and simulated (close circles) HRTEM
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interplanar distances profiles obtained from the middle GaN QW of Figure 4.4 are shown.
The simulated profile corresponds to a pure GaN QW of 27 ML with abrupt interfaces
and completely strained by the AlN matrix. The very good agreement in the interface
areas between those two profiles indicates that the QW have abrupt interfaces of less
than 1ML. The dotted horizontal lines represent the average (0002) interplanar distances
values in the AlN matrix and the GaN QW.









































Lattice parameter c/2 (pixels)
Figure 4.7 : (a) Image, obtained by the GPA, illustrating the variation of the lattice
parameter c/2 in the HRTEM image of Figure 4.4. The uniformity and the abruptness
of the QWs is clearly shown. (b) Experimental (open circles) and simulated (close circles)
HRTEM interplanar distances profile obtained by a projection method for the middle GaN
QW shown in Figure 4.4. The simulated profile was calculated for abrupt interfaces between
the GaN and the AlN. The good agreement between the two profiles suggests that both
interfaces of the GaN QW are abrupt.
Strain distribution and Chemical composition
In Figure 4.7 (b), we observe that in the simulated profile the interplanar distance of
the GaN QW is bigger than the experimental one. Translating the interplanar distances
in terms of ∆c/c, the strain in the simulated profile is 5.4% corresponding to a pure
GaN QW which is completely strained by the AlN. If we use for the GaN the average
experimental lattice parameter cexpGaN measured previously, this difference becomes equal
to 5.1 %.
Several suggestions could explain this difference:
1. the chemical composition of the GaN QWs is not 100% in Ga,
2. the AlN has not its bulk lattice parameter,
3. the surfaces of the thin foil partially relax the GaN stress,
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4. the GaN QWs are only partially strained by the AlN.
In order to examine the validity of the first suggestion, concerning the chemical com-
position of our layers, Energy Filetered TEM (EFTEM) experiments were realized 4. In
particular, a series of 10 filtered images was recorded near the Al K -edge (∼1560 eV)
with a window width of 15 eV and steps of 15 eV. The drift between the recorded im-
ages was corrected with the use of cross correlation procedure. From this series, an Al
elemental map, shown in Figure 4.8 (a), was extracted by subtracting the background
and by integrating the signal over 45eV after the edge onset, that is to say by adding 3
images. Thickness effects were also corrected by dividing the Al map by the t/λ map.
Figure 4.8 (b) illustrates a profile of several QWs extracted from the Al map (dotted
area). It indicates that the aluminium signal falls to zero inside the GaN QWs, which
excludes the presence of a ternary AlxGa1−xN alloy. Therefore, we can state that there
is neither GaN/AlN interdiffusion nor significant Ga incorporation during the growth of
the AlN layers [12].


























Figure 4.8 : (a) Al elemental map. (b) Extracted profile of the outline area in (a). The
Al signal drops almost to zero inside the GaN QWs.
Previously, we have seen that X-ray experiments performed on the same sample, de-
duced that both the AlN buffer layer and the AlN matrix in the superlattice
were relaxed and as a consequence have its bulk lattice parameters. Therefore, the
second possibility is also excluded.
To investigate the validity of the third possibility concerning the thin foil relaxation
effect [13], we have applied the geometric phase analysis on a HRTEM consisted of four
4For this sample (E201), the EFTEM experiments were realized by G. Radtke and P. Bayle-
Guillemaud. At this time I was not yet trained in the EFTEM technique.
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GaN QWs. Figure 4.9 shows the examined HRTEM image (Figure 4.9 (a)) together with
the corresponding strain map and strain profile as calculated by GPA (Figures 4.9 (b) and
(c) respectively) and the strain map and profile (Figures 4.9 (d) and (e) respectively) after
correcting the distortions introduced by the CCD camera (see section 3.4). We remind
that in GPA the strain is calculated with respect to a reference area in the HRTEM image.
Thus, the strain map describes the variation of the crystal lattice across the image. In our
case the strain was measured only along the growth direction and as reference lattice we
have chosen the AlN matrix. A gaussian mask of size g/4 nm−1 was used in the analysis.
From the strain profile before corrections (Figure 4.9 (c)) we observe that the strain in
the GaN QWs is not the same but it increases as we are moving along the growth direction
from ∼4.2% (right part of the image) to ∼5.4% (left part of the image). In order to be
sure that this evolution in strain is not resulting from the distortions introduced by the
CCD camera, we have corrected the strain map by applying the procedure described in
chapter 3.4. From the corrected strain profile (Figure 4.9 (e)) we notice that the evolution
in strain is still present. In particular, the strain changes as we are moving along the [0001]
direction from ∼4.2% to ∼5.1%.
If this evolution was due to the thin foil effect, we would expect that the strain be-
comes smaller as we are reaching thinner areas (from right to left in the image because
TEM samples have generally a wedge shape near the edge of the hole). However, the
experimental strain profile shows the opposite behavior. Therefore, we can not attribute
this evolution in strain to the thin foil effect unless if we consider that for example the
thinning of the TEM sample was made in an non uniform way. Such an hypothesis is
however difficult to model/simulate. Moreover, a more precise way to correct the distor-
tion introduced by the CCD camera would be necessary. Thus, for all our measurements
we did not take into account the thin foil relaxation effect. In general, modifications of
the relative displacement as a function of the distance in the examined HRTEM images,
were in the same order as distortions introduced by the image formation system (see sec-
tion 3.4. The example given at the end of this paragraph use the Ga-face SL examined
here).
To examine now the strain state of the GaN QWs, the same strain analysis as pre-
viously was performed for the corresponding simulated HRTEM image (defocus=40 nm,
thickness=7 nm). In GPA, we have used the same parameters as before (mask type=
gaussian, mask size =g/4 nm−1). The results are shown in Figure 4.10. The simulated
GaN QW was completely strained by the AlN. As expected, the calculated by the GPA
strain (equation 3.71) is equal to 5.44 ± 0.02% for the GaN QW and zero for the AlN
which is our reference lattice.
We remind here that the strain along the growth direction, for the case of one-
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Figure 4.9 : (a) HRTEM image of 4 GaN QWs. (b) Resulting from GPA strain map.
(c) Strain profile corresponding to the outline area in (d). (d) Corrected from distortions
introduced by the CCD strain map. (e) Strain profile corresponding to the outline area in
(d). (Type of mask: Gaussian, Size: g/4nm−1). In the image, thinner areas are on the
left.
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Figure 4.10 : Strain analysis of a simulated HRTEM image corresponding to the experi-
mental image of Figure 4.9 (a) (defocus=40 nm, thickness=7 nm).
where ce and cref are the lattice parameter of the epilayer and the selected reference area
respectively.
The theory of elasticity, predicts for a GaN layer which is completely strain by an AlN
matrix a lattice parameter celaGaN equal to 0.5250 nm (equation B.8). Replacing this value
in equation 4.1 (same as equation 3.71) we find a strain along the growth axis of 5.4%.
If now we put as ce the measured lattice parameter cexpGaN we have that ezz = 5.1%. As a
result we can conclude that the GaN QWs along the growth directions are only partially
strained by the relaxed AlN matrix.
Concerning now the in-plane strain, we know that for the case of GaN on AlN, the
lattice mismatch fa0 is equal to 2.47% (equation B.4). This mismatch can be separated in
two parts: a residual strain (er) and a relaxed part (δ). Thus:
f0 = er + δ = 2.47% (4.2)
Based on the framework of linear elasticity (Appendix B), by replacing in equation 3.12
the c(x) with the average lattice parameter cexpGaN that we have previously measured, the
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Equation 4.3 gave us a value of strain equal to:
er = 0.0197 = 1.97%
which corresponds to the residual strain. The relaxed part δ, based on equation 4.2 is
found equal to:
δ = f0 − er = 0.00503 = 0.5%
With the values of er and δ known, the experimental lattice parameter aexpGaN of the
GaN layers can be calculated from the relation:
aexpGaN = a
bulk
GaN − ²r ∗ abulkAlN = abulkAlN + δ ∗ abulkAlN = 0.3128 nm
Since the biaxial strain is relaxed through the introduction of interfacial (misfit) dis-
locations, if we suppose that every n {0, 1,−1, 0} planes of the substrate (AlN) we have















Equation 4.4 gives n=200 i.e we should find one misfit dislocation every 200 {0, 1,−1, 0}
planes. In the sample, the formation of threading dislocations of a+c-type (mixed) in
the SL (see Figure 4.1) could be associated to the presence of interfacial (misfit) disloca-
tions [14], however we have not observed these dislocations.
Therefore, we can conclude that in average the GaN layers are only partially
strained by the AlN. With the electron microscopy technique we were able to measure
the local lattice parameter and as a result the local strain of most of the QWs. However,
from Figure 4.5 we can see that the distribution of the lattice parameter cGaN is quite large.
In particular, in the case of on-axis images the variation in the lattice parameter of the
GaN can reach the order to 1.3%. A possible explanation could be that the relaxation in
the superlattice is not homogeneous. However, we should not forget the important density
of dislocations in the sample which, although hardly visible in our HRTEM images, are
present. Their displacement field could slightly shift the local lattice parameters of GaN.
4.1.3 N-face polarity GaN/AlN superlattice
Growth conditions
The examined N-face5 sample was similar to the Ga-face sample. It consists of a
25-period GaN/AlN (7nm / 5nm) QW superlattice grown by PAMBE. A NOVASIC-
5 Sample number E274.
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polished C-face 4H-SiC substrate was used and the substrate temperature was equal to
TS = 730
◦C. An AlN buffer layer was initially deposited before the growth of the SL.
The thickness of the buffer layer was 100 nm. As for the Ga-face sample, the use of Ga as
surfactant gave the best interface results. Again, the Ga shutter remained permanently
opened during growth and no growth interruptions were performed at the interfaces. The
high sticking coefficient of Al (compared to Ga), derives from the higher energy of Al-N
bonds (compared to Ga-N bonds), and guarantees a preferential incorporation of Al under
these growth conditions. Consequently, Ga atoms segregate at the growth front and act
as a surfactant.
Sample polarity.
First, it was important to verify in a reliable way, that samples grown under these
growth conditions exhibit a N-face polarity. It is generally known that polar substrates can
be prepared with a defined polarity and thus can set the polarity of heteroepitaxially grown
III-nitride layers accordingly. In particular, for the case of a 4H-(or 6H-) SiC substrate,
it is known that when GaN is grown on a Si-face SiC it presents systematically Ga-face
polarity, while the use of C-face SiC results in N-face material [15–18]. The polarity was
firstly identified in situ by RHEED. Under nitrogen flux, a metal-face polarity sample
shows a 2x2 reconstruction (Figure 4.11 (a)), whereas during the cooling-down process,
structures with N-face polarity shows a distinct 3x3 reconstruction (Figure 4.11 (b)).
(a) Ga-face N-face (b) 
Figure 4.11 : RHEED pattern
in the < 1120 > azimuth of (a)
Ga-face and (b) N-face polarity
GaN at low temperature.
These observations are in agreement with the work of A. R. Smith et al. and Feenstra
et al. [7,19,20]. Moreover, it has been verified that the choice of polarity was independent
of the III/V ratio and of the nature of the buffer layer, either AlN or GaN. Furthermore,
no change of polarity was observed during the growth of AlxGa1−xN heterotructures and
quantum-well or quantum-dot superlattices.
The polarity was also checked ex situ by convergent beam electron diffraction (CBED).
In particular, the previous results obtained by RHEED, were verified for a sample6 which
6Sample name S1321.
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consisted of a 500 nm GaN layer grown by PAMBE on NOVASIC-polished C-face 4H-SiC
substrate at substrate temperature of TS = 730◦C. In section 2.2.3 we have described how
the CBED technique can determine the polarity of noncentrosymmetric crystals (case of
wurtzite GaN) by comparing relative orientations of experimental CBED patterns with
associated TEM images of the crystal. The CBED experiments were realized in the
JEOL3010 LaB6 electron microscope and the necessary simulations were performed with
the JEMS software [21]. In Figure 4.12 (a) a cross section [0,1,-1,0] TEM image of the
examined GaN layer is shown. Figure 4.12 (b) presents two experimental CBED patterns
taken inside the GaN layer together with the corresponding simulated ones. Comparing
the orientation of each pattern with the corresponding simulated pattern we can assert
that the GaN layer has the c-axis oriented downwards, indicated that the layer presents





















Figure 4.12 : (a) Cross section [0,1,-1,0] TEM image of a GaN layer grown on C-face
4H-SiC substrate. (b) Experimental CBED patterns obtained inside the GaN layer with
the corresponding simulated pattern for crystal thicknesses of 46 and 21 nm. The c-axis is
oriented downwards leading to a N-polarity GaN layer. The asymmetry of the (0002) and
(000-2) spots can be seen. The atomic structure of a N-polarity GaN crystal view along
the [2,-1,-1,0] direction is also given. The 180o rotation introduced by the microscope was
taken into account.
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Sample structure and defects
The conventional CTEM image of Figure 4.13 illustrates an overall view of the N-
face polarity GaN/AlN superlattice. The arrows indicate the presence of planar defects,
which are originate at the SiC/AlN interface. We see that they are crossing the SL and




GaN Figure 4.13 : Two-beam image of the
N-face GaN/AlN superlattice, viewed
with the 0110 reflections. The arrows
indicate the presence of planar defects,
which are crossing the SL.
In order to identify the type and the structure of these planar defects, we have realized
defocus series of HRTEM images. Figure 4.14 shows HRTEM images of the same area
taken along the [2,-1,-1,0] zone axis, for two defocus values, which contains a narrow
domain bounded by two planar defects. Specifically , in Figures 4.14 (a)-(b) the defocus
was equal to ∼ 50nm, while in (c)-(d) the defocus value was ∼ 75nm. This defocus values
were determined by calculating the map of through defocus-thickness simulated images
of perfect GaN. The stacking sequences inside and outside of the domain, (the arrows
indicate the domain limits) are marked on Figures 4.14 (b) and (d), which are the outline
regions in (a) and (c) respectively. We notice that for a defocus value around 50 nm, the
stacking sequence inside and on either side of the domain remains unchanged, whereas,
when the defocus becomes equal to ∼ 75 nm, the sequence is reverse inside and outside of
the domain. This behavior, is characteristic of the {0110} inversion domain boundaries
(IDB) [22].
Regarding the translation domain boundaries (TDB), two models of {1-210} pris-
matic TDBs have been observed experimentally in wurtzite GaN structure [23–25]. The
Amelinckx model [26], which is characterized by 1/6<20-23> translation vector (Fig-
ure 4.15 (a)) and the Drum model [27] having a 1/2 <10-11> translation vector (Fig-
ure 4.15 (b)). Both of them have a 1/2 <0001> component. The Amelinckx model has
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Figure 4.14 : (a) HRTEM image depicting a narrow domain bounded by two planar
defects. The defocus value was ∼50 nm, meaning that tunnels are projected onto white
spots. (b) Outline area of (a). The stacking sequences outside and inside the domain are
identical. (c) Same area as in (a) but for defocus value of 75 nm. Atomic columns are
projected onto white spots. (d) Outline area of (b). The senses in the stacking sequences
appear opposite inside and outside the domain. Arrows indicate the plane of the defects.
a basal component equal to 1/3<10-10> while the basal component of the Drum model








T = 1/6  <20-23> T = 1/2 <10-11>
Figure 4.15 : Schematic il-
lustration of the two {1-210}
prismatic TDBs observed in
wurtzite GaN structures. (a)
The Amelinckx model and (b)
The Drum model.
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Image simulations of the TDBs along the <2-1-10> direction (TDBs inclined) have
been carried out by P. Vermaut et al. [28]. It is clear that, due to the 1/2 <0001> com-
ponent, the stacking sequence at any defocus values, before and after the projected defect
area must be opposite [28]. It is obvious that this is not our case, since in our experi-
mental images, independently of the defocus, the stacking sequence remains unchanged
before and after the narrow domain which was bounded by the two planar defects (see
Figures 4.14 (c)-(d)).
Table 4.1 summarize the previous observations and gives the relative displacements of
the different types of planar defects.
TDBs IDBs
Model Amelinckx [26] Drum [27] IDB∗ [29–31] Holt [32]
Relative displacement 1/2 c 1/2 c 1/8 c -3/8 c
Stacking sequence before
opposite opposite same same
and after the narrow domain
Table 4.1 : Relative displacements of the different type of planar defects. The stacking
sequence before and after the narrow domain is independent of the defocus value.
To be sure about the character of the observed planar defect (IDBs or TDBs) the
GPA was applied on images where only the (0002) planes are visible. Why these kinds
of images? We know, that both TDBs and IDBs have a translation along the [0001]
axis. In the TDBs the translation is equal to 1/2<0001> (c/2). As a result, in a phase
image which is produced by a HRTEM image where only the (0002) planes are visible,
this translation can not be visualized. On the contrary, the translation of an IDB∗ is
equal to 1/8<0001> (or c/8) and in a Holt model is equal to -3c/8. Consequently, in a
phase image, independently of the model of IDB, a translation of c/8 would be visible.
To obtain these off-axis images, I kept the viewing direction in the plane of the in-
terfaces and tilt the sample (∼ 19◦) away the [2,-1,-1,0] zone axis. The resulting viewing
direction was close to the [5,-1,-4,0] secondary zone axis. In images taken under these
conditions only the (0002) planes are visible (see section 3.5). Figure 4.16 (a) is one of
them and illustrates exactly the same area with the images in Figure 4.14. The outline
region of the image was extracted and treated with the GPA. The resulting geometric
phase image is shown in Figure 4.16 (b). The projected phase profile is superimposed
in the image. From the phase image (and the profile) we have measured a ∆P equal to
∼ −1.5343. The relation between ∆P and the displacement field u is given by equation:
∆P = −2pigu (4.5)
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In our case the phase image was procuded by selecting the 0002 reflection in the re-
ciprocal lattice. If now in equation 4.5 we replace ∆P with the measured value and
g0002 = 1/d0002 = 1/(c/2) = 2/c, we find that the displacement is equal to:
u = 0.1221c ' c/8
Therefore, we can be now sure that the planar defects in Figure 4.14 are IDBs.
















Figure 4.16 : (a) HRTEM image viewed along the [5,-1,-4,0] zone axis of the same area
as in Figure 4.14. Only the (0002) planes are visible. (b) Geometric phase image resulting
from the outline area iin (a). The phase profile is superimposed on the image.
In order now to find the exact structure of these IDBs we have firstly created supercells
in the [2,-1,-1,0] projection, and used the JEMS software to construct series of simulated
images of all the created IDB structural models. It exists two basic types of IDBs. In the
so called IDB∗ type (Figure 4.17 (a)), apart from an inversion of the atomic species across
the boundary, there is an additional translation of c/8 along the c axis. This type of
domains are electrically inert and energetically favorable [23, 29–31, 33]. The other basic
type of {0110} IDBs is the so called Holt type [32] (Figure 4.17 (b)). Holt type IDBs
contain Ga-Ga and N-N bonds, are electrically active and have a formation energy higher
than the one of IDB∗ type [29].
For each IDB model, we can distinguish two types depending on whether the IDB
plane cuts single bonds (type 1) or double bonds (type 2) [22] or equivalently whether the
IDB plane cuts the bonds which are in the (2,-1,-1,0) plane perpendicular to the interface
or the bonds which are out of the (2,-1,-1,0) plane. In 4.17 a schematic illustration along
the [2,-1,-1,0] projection of the two models of IDBs of type 1 is given together with the
corresponding simulated images for two values of defocus, 50 nm and 75 nm, and for
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thickness equal to 1.9 nm. By examining the stacking sequencing in the simulated images
we notice that for the Holt model of IDB the stacking sequences on either side of the IDB
plane are identical when the defocus is 50 nm and opposite for 75 nm of defocus. This
is in agreement with what we have observed previously in our experimental images (see
Figures 4.14). Thus, based on this observation we can conclude that the {0110} IDBs of
our sample correspond to the Holt model.











Figure 4.17 : Schematic illustration and the corresponding simulated images for two
defocus values of (a) a {0110}IDB∗ type planar defect and (b) a {0110} Holt type IDB.
The dotted lines indicate the IDB plane. Stacking sequences on either side of the boundary
are also indicated. The atomic positions are superimposed on the simulated images.
Further simulations were realized in order to distinguish which type of Holt IDB
correspond to the boundaries shown in Figure 4.14. In particular, in Figure 4.18 (a) a
bigger area of the HRTEM image in Figure 4.14 (b) is shown. For the particular imaging
conditions (defocus=75 nm), atomic columns in the structure are projected onto white
spots. In particular, Ga atoms (orange) are at the center of the white dots while N
atoms (blue) are at the edge of the dots. The outline area of Figure 4.18 (a) with the
corresponding simulated images is illustrated in Figure 4.18 (b). The position of the
IDB planes is indicated by arrows. It can be seen, that the left IDB plane is put onto
black tunnels while the right one is put onto white spots. This evidences that the type
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of the IDBs is different. Taking into account the defocus value for which this image was
taken together with image simulations of the different Holt type IDBs, we found that the
left side IDB is a Holt of type 1 (Holt1) while the right side is a Holt 2. A schematic












Holt 1 Holt 2
Holt 1 Holt 2
(c) Ga N
Figure 4.18 : (a) HRTEM image viewed along the [2,-1,-1,0] zone axis (same as in Fig-
ure 4.14 (b)) of the top area of the N-face superlattice (thickness=1.9nm, defocus=75nm).
Atomic columns are situated onto white spots. A narrow inversion domain bounded by two
IDBs is shown. (b) The outlined region of (a) with the corresponding simulated images.
The stacking sequences on either side of the IDBs are shown and appear to have opposite
sense, indicating that both IDBs are Holt type. The one in the left side is a Holt 1 type,
since the IDB plane is traced onto black tunnels while the one in the right side is of Holt
2 type. (c) Schematic illustrations of the two types of a Holt IDB.
Quantitative analysis
We have started the quantitative analysis of N-face SL by measuring the lattice
parameter c of the GaN layers from different interplanar distances profiles and geometrical
phase images. We have used the same values for the parameters np and mask type and size
as for the Ga-face (np = 2, mask type= gaussian and mask size= ∼ g/6 nm−1). Again,
prior to the analysis of the HRTEM images, the experimental imaging conditions were
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first determined by calculating the map of through defocus-thickness simulated images of
a completely strain GaN QW embedded in a AlN matrix. Only on-axis HRTEM images
viewed along the [0,1,-1,0] direction, with defocus value close to the Scherzer were used to
extract the desirable quantitative information. One of them is illustrated in Figure 4.19.










Figure 4.19 : Cross-section HRTEM image viewed with the [0,1,-1,0] zone axis, depicting
the last two GaN QWs of the N-face polarity superlattice.
In particular, we have analyzed 12 different areas of 7 GaN QWs. No significant
difference was measured concerning the lattice parameter c/2 between the AlN buffer
layer (12.6359± 0.003 pixels) and the AlN matrix in the SL (12.6402± 0.013 pixels). As
a result, we have taken as c/2AlN = 12.6389± 0.011 pixels (average of the previous two
values). For the GaN QWs we measured c/2GaN = 13.332± 0.086 pixels. A frequency
count of the measured values of c/2 of the GaN QWs is shown in Figure 4.20. Applying
the Spapiro-Wilk normality test [34], we found that our values of c/2 (AlN and GaN)
follow a normal distribution for a significance level of 95%.






















Lattice Parameter c/2GaN (pixels)
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Figure 4.20 : Frequency count of the lattice pa-
rameter c/2GaN measured from on-axis HRTEM
by a projection and the GPA.
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For these experimental c/2 values, we measure a lattice mismatch ∆c/c = cGaN−cAlN
cAlN
of about 5.48%. This value is bigger from what the theory of elasticity predicts for a the
case of a completely strained GaN QW by a relaxed AlN matrix (5.38%). This result
suggests that the GaN is completely strained by a AlN which is not relaxed. Having in
mind that the thickness of the buffer layer is only 100 nm and that it was directly de-
posited on the SiC substrate, we can justify the fact that the AlN is not relaxed. This is
in agreement with X-ray experiments realized on the same sample. In particular, from a
map of the reciprocal space of the under study sample obtained on the (10.5) reflex, we
have measured the lattice parameters a and c of the AlN buffer layer (Figure 4.21). We
found that a is equal to 0.3092±0.0002 nm and c is 0.5001±0.0002 nm. Using the latest
as reference (12.6389 pixels=0.5001 nm), we find a lattice parameter c of the GaN QWs
equal to cexpGaN = 0.5275± 0.0034 nm.

























(-1 0 5) reflection Figure 4.21 : Reciprocal space map of the N-face
sample.
The thickness and the interface width of the examined GaN QWs were measured
using the previous images. The modulus variation of the local reciprocal lattice vector
g0002 of the HRTEM image of Figure 4.19 is given in Figure 4.22. We can see that along
the QWs, the interfaces are not uniform but their width is varying between 2-3 ML. This
is better seen in Figure 4.23 where extracted profiles are given. We notice that the ∼ 0.5
nm difference between the two interfaces is due to roughness and not to interdiffusion.
The roughness of the interfaces affect the thickness of the layers in the superlattice. In
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particular, the thickness of the GaN and AlN QWs was found in average equal to:
tGaN = 7.3± 0.4 nm
tAlN = 5.2± 0.4 nm
which is a little bit higher than the nominal values of thickness, 7 and 5 nm respectively.








Figure 4.22 : Resulting by the GPA image illustrating how the modulus of the reciprocal
lattice vector g0002 is varying in the HRTEM image of Figure 4.19. It clearly demonstrates
the interface roughness which results in a variation of the layer thickness.



























0 2 4 6 8 0 2
~0.5 nm
Figure 4.23 : Profiles resulting from the out-
line dotted (dot black line) and the dashed
(dash red line) regions in Figure 4.22. The
interface roughness causes a difference of ∼
0.5 nm between the interfaces.
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4.1.4 Conclusions
In this section a comparison between a Ga-face GaN/AlN quantum well superlatttice
and a N-face one has been presented. Experimental and simulated HRTEM images were
quantitatively analyzed by both a projection method and the geometric phase analysis
(GPA). The local lattice parameters, the thickness of the different layers and the strain
state of the SLs were measured.
We found that the interfaces in the Ga-face SL are uniform along the different QWs
and abrupt with a thickness that does not exceed 1 ML. On the contrary, interfaces in the
N-face SL are rough and their width varies between 2-3 ML. Moreover, although nominally
the period of the two SLs was equal, in the N-face sample, due to the interface roughness,
the thickness of the different layers was found a little bit higher than the nominal values.
{0110} planar defects were only found in the N-face sample. They were identified to be
inversion domain boundaries of Holt model. This model of IDBs is energetically unfa-
vorable. In particular, both types (1 and 2) of the Holt model were identified in our images.
In the framework of the theory of elasticity, the lattice parameter c of a completely
strained GaN QW inside a relaxed AlN matrix is equal to 0.525 nm. By combination of
X-rays reciprocal maps and HRTEM image analysis, we measured the lattice parameters
of the GaN QWs.
In the N-face SL the measured value for cGaN was found equal to:
cN−faceGaN = 0.5275± 0.0034 nm
suggesting that the GaN QWs are almost completely strained on the AlN but the AlN is
itself strained by the SiC substrate i.e is not relaxed.
In the Ga-face SL, we found that:
cGa−faceGaN = 0.5237± 0.002nm
By eliminating the possibilities of: (i) an GaN/AlN interdiffusion (thanks to EFTEM
experiments), (ii) a partially strained AlN matrix (thanks to X-rays measurements) and
(iii) a relaxation due to the thin foil effect, we concluded that in the Ga-face SL the GaN
QWs are only partially strained. Dislocations have to be introduced every 200 planes.
Unfortunately we did not succeed to observe these interfacial dislocations.
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4.2 Effect of AlN overgrowth on the structural quality
of GaN QWs
4.2.1 Introduction
The use of nanostructures, quantum wells and quantum dots, in electronic and opto-
electronic devices requires a good knowledge of their formation during the heteroepitaxial
growth and also a precise control of their size and the quality of the interfaces.
The overgrowth process, which follows the deposition of the nanostructures, is known
to have an important impact on their structural and optical properties. Although many
studies have demonstrated the effect of the cap layer mostly on QD systems such as
InAs/Ga(In)As [35–37] or Si/Ge [38–41], the influence of AlN overgrowth on the structural
properties of GaN nanostructures was not addressed so far. Our work was hence the first
report on the effects of the capping process on GaN heterostructures (QDs and QWs) [42].
In this section we investigate the evolution of GaN quantum wells during the AlN
overgrowth process and analyze the change in their dimensions as a function of the
amount of GaN nominally deposited and the capping temperature. Using TEM, Ruther-
ford backscattering spectroscopy and RHEED measurements we demonstrate that the
overgrowth process implies a thinning of the GaN QW. We prove that the diminution of
the amount of GaN contained into the QWs affects only the top GaN/AlN interface. The
phenomenon is attributed to a thermally activated exchange mechanism between Al from
the capping layer and Ga atoms from nanostructures.
4.2.2 Experimental growth conditions
All samples used to study the effects of AlN overgrowth on the structural properties of
GaN quantum wells were grown by PAMBE on AlN templates. The templates consisted of
a 1 µm thick AlN layer, grown on c-sapphire by metal-organic chemical vapor deposition
(MOCVD). To avoid any possible surface contamination, prior to GaN deposition, an AlN
buffer layer was grown on the pseudo-substrates at a substrate temperature of 750◦C. For
all the samples presented in this study, the GaN QWs were grown at a fixed substrate
temperature of 750◦C, and the AlN capping layers were deposited in the range of substrate
temperatures between 700◦C and 750◦C. The typical PAMBE growth temperature of
GaN/AlN heterostructures is comprised between 720◦C and 750◦C. All samples presented
metal-face polarity.
GaN was always grown under Ga-rich conditions, with a Ga-flux high enough to form
a continuous Ga adlayer of about 2ML thick on the growing surface. Thereby, the GaN
layers followed the two-dimensional (2D) Frank-Van der Merwe growth mode and plastic
relaxation occurred with the formation of misfit dislocations [5, 14, 43]. The GaN QWs
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were covered with an AlN layer grown under Al-rich conditions by switching from Ga to
Al flux while the N flux remained constant. Under these conditions, the Ga excess forming
the adlayer during the growth of the GaN well, segregates on the AlN surface and desorbs
rapidly during the AlN growth. The thickness of the AlN layer varied between 50 to 100
nm.
One key point in the investigation of the capping effects is the precise calibration of
the amount of GaN nominally deposited. Thus, in order to have good estimation of the
amount of GaN contained into the QW before the capping process, an uncapped GaN
QW was systematically deposited on the surface and served as a reference.
4.2.3 RBS Measurements
The amount of GaN deposited on AlN, was evaluated by Rutherford backscattering
spectroscopy (RBS) using a 2MeV 4He+ ion beam. The detection angle was 165◦ and the
detector resolution was 16 keV. To avoid channelling effects, which could influence the
thickness/size reduction measurements, the samples were tilted about 7◦ off the sample
normal in two perpendicular directions. The absolute uncertainty in the thickness was
estimated to be 1.2 Å. It is important to mention that the RBS technique does not
measure directly the thickness of a GaN layer, but the amount of Ga which is contained
in it. As a result, the thickness/size reduction measurements were realized by comparing
the amount of Ga contained in the different GaN QWs which were capped by an AlN layer
with the amount of Ga of the corresponding uncapped GaN QWs situated at the surface.
To prevent an overestimation of the Ga in the well on the surface, it was necessary to
anneal it under vacuum in order to desorb the Ga excess of 2 ML. In particular, we have
considered that the Ga bilayer was totally desorbed when the 2D layer starts to roughen,
just before the 2D/3D transition. Then, the temperature was abruptly decreased to
preserve the morphology of the layer.
Figure 4.24 illustrates a measured (open circles) and a fitted (solid line) RBS spectrum
of a GaN/AlN sample grown at 750◦C. It consisted of two identical GaN QWs with nominal
thickness equal to 20 Å, one capped inside the AlN matrix (QWcapped) and the other one
was situated at the surface (QWsurf ). We can see that the thickness of the uncapped
GaN QW was found around 19.6 Å, a value which is very close to the nominal amount of
GaN deposited before the capping (20 Å). On the contrary, the thickness of the capped
GaN QW was measured equal to 16.7 Å, significantly thinner compared to the nominal
thickness. This result, testifies that the AlN overgrowth results in a thinning of the
underneath GaN QW.
The reduction of the GaN well thickness caused by the overgrowth process was further
investigated as a function of the nominal QW thickness (noted as Θ) for a range between
4.5 to 60 Å. Each sample used for this study comprised two GaN QWs, one embedded into
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Figure 4.24 : Measured (open circles) and
fitted (solid line) RBS spectrum of a sample
containing two identical GaN QWs with nom-
inal thickness of 20 Å. The thickness of the
QW on the surface and that which was capped
into the AlN matrix was found equal to 19.6
and 16.7 Årespectively. The surface channels
are marked by the corresponding elements.
the AlN and one on the surface. The substrate temperature of all samples was equal to
750◦C for both GaN and AlN. Specifically, by comparing the thickness of the capped wells
with the ones on the surface measured by RBS, we could calculate the well thinning, which
is plotted in Figure 4.25 as a function of Θ. We can observe a progressive enhancement
of the thinning of the capped GaN well, followed by saturation for nominal thickness Θ
bigger than 30 Å. This behavior suggests that the QW thickness has a significant effect on
the reduction of the amount of GaN contained into the well during the capping process.

























Figure 4.25 : Variation of the thickness re-
duction of GaN QWs embedded into an AlN
matrix as a function of the nominal QW
thickness Θ.
Next, the influence of the AlN overgrowth layer on the thickness of GaN QWs was
studied as a function of the capping temperature. Figure 4.26 presents the variation of the
well thinning as a function of the capping temperature. In particular, all GaN QWs used
in this study were grown at 750◦C and had a nominal thickness of 50 Å. The temperature
of the AlN capping layer varied in the range from 700 to 750 ◦C. We can observe that the
thickness reduction becomes more important when the capping temperature is increased.
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Figure 4.26 : Variatioin of the thickness re-
duction of a nominally 50 ÅGaN QW embed-
ded in AlN as a function of the capping tem-
perature. The substrate temperature TS was
fixed at 750◦C for the growth of the wells.
4.2.4 TEM Measurements
Sample Structure
The RBS measurements reported in the previous section, demonstrate that the cap-
ping process significantly changes the GaN QW dimensions. The GaN QW thickness
is reduced during the overgrowth process and in particular, this thickness reduction is
more important when the nominal thickness Θ of the well increases (see Figure 4.25) and
when the capping temperature is higher (see Figure 4.26). However, the RBS technique
measures average values and cannot provide any pieces of local information about the
structural properties of the GaN QWs and where this thickness reduction is occurred.
TEM techniques, like high-resolution TEM, are the most adapted to provide this kind
of information. For this purpose, we have investigated a sample7 which consisted of two
identical GaN QWs and two series of quantum dots (QDs) grown at 750◦C and embedded
into an AlN grown at 750◦C for the first QW and QDs (QW1 and QDs1) and 700◦C for
the second one (QW2 and QDs2). The nominal thickness of the two QWs was equal to
20 Å. Figure 4.27 is a two-beam image of the examined sample, depicting a general view
of the sample structure. From the contrast of the image we can detect that although
the second GaN QW (QW2) is quite uniform with a constant thickness, the first QW
which is capped with an AlN layer grown at 750◦C appears to be slightly thinner and less
uniform. However, conventional TEM images are not the most adapted images to measure
accurately the thickness of thin layers and/or to examine the quality of an interface. In
our case, we have used HRTEM and EFTEM images to evaluate the exact thickness
and characterize the interfaces of the QWs. The results are presented in the following
7Sample name S1608. It is important to note that 2 other samples (S1569 and S1393) with structures
similar to that of S1608 were examined. Since the obtained results were in agreement with each other,
we will only present the results coming from sample S1608.
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Figure 4.27 : Conventional two-beam image (g=(0002)) illustrating the structure of the
examined sample. QW1 which is embedded into an AlN grown at 750◦C appears to be
thinner and less uniform compared to QW2.
Size and Interface quality
The exact size of the QWs and the quality of the interfaces were examined by analyz-
ing quantitatively HRTEM images. Once more, both a projection method and the GPA
were applied. In particular, for the first GaN QW (QW1) which was embedded into an
AlN matrix grown at 750◦C, 18 areas coming from 7 different images were analyzed. We
found that in average the thickness of this QW was equal to:
taveQW1 = 14.9± 1.5 Å
Thus, the thickness of the QW is reduced with respect to the nominal value (20 Å).
Figure 4.28 (a) gives a frequency count of the measured thickness values for QW1. We
can see that the thickness of the well varies significantly and does not follow a normal
distribution around the average value.
On the contrary, for the second GaN QW (QW2) which was capped by an AlN grown
at 700◦C, the average value was measured equal to:
taveQW2 = 20.1± 1.5 Å
which is in very good agreement with the nominal value of thickness (20 Å). The results
were obtained from the analysis of 11 different areas coming from 7 HRTEM images. The
histogram of these measurements is shown in Figure 4.28 (b). The thickness values follow
a normal distribution based on the Spapiro-Wilk normality test [34] for a significance level
of 95%.
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GaN QW1 layer thickness (Å) GaN QW2 layer thickness (Å)
519141 .. ±=
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QWt 511202 .. ±=
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AlN Capping temperature: 750oC AlN Capping temperature: 700oC
(a) (b)
Figure 4.28 : Frequency count of the thickness of: (a) the GaN QW1 which was capped
with an AlN grown at 750◦C and (b) the GaN QW2 which was embedded in an AlN matrix
grown at 700◦C. The average values of each QW are given.
These results demonstrate that the structural properties of the GaN well, at low cap-
ping temperature, remain unchanged. They are in agreement with the measurements
realized by RBS (Figure 4.26). Therefore, this is a confirmation that the reduction of the
well thickness is thermally activated.
The question that one may wonder is where this thickness thinning is taking place.
In particular, if the reduction of the GaN QW occurs at the AlN buffer layer/GaN QW
interface (noted as AlN/GaN interface) or on the contrary at the GaN QW/AlN capping
layer interface (noted as GaN/AlN interface). HRTEM images gave the answer to this
question. Figure 4.29 presents cross-section HRTEM images viewed along the [0,1,-1,0]
zone axis of the two GaN QWs. The corresponding images of the variation of the modulus
of the reciprocal lattice vector g0002 are also given. We can observe that concerning QW1 (
Figure 4.29 (a)), the AlN/GaN interface appears relatively uniform with an interdiffusion
in the order of one to two atomic layer. By contrast, the GaN/AlN interface appears
more irregular and diffuse. For the QW2 (Figure 4.29 (b)), we see that the thickness
of the well remains constant and equal to the nominal value, while the asymmetry of
the two interfaces is still present but less intense compared to the case of QW1. Similar
asymmetry in the GaN/AlN interface has been reported by I. Waki et al. [44] and by K.A.
Mkhoyan et al. [45].
From these observations we can conclude that the thinning of the embedded QW is
irregular and occurs at the top GaN/AlN interface during the AlN overgrowth.
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~ 20 Å~ 19 Å ~ 20 Å
Figure 4.29 : High resolution TEM images of embedded GaN quantum well inside an AlN
matrix grown at (a) 750◦C and (b) 700◦C and their corresponding images of the variation
of the modulus of the reciprocal vector g0002. The thickness of the well capped by an AlN at
750◦C (QW1) varies from 10 Åto 17 Å. On the contrary, the thickness of the well capped
at 700◦C (QW2) remains constant and equal to the nominal value of 20 Å. The AlN/GaN
interface appears relatively more regular and uniform than the GaN/AlN interface.
The irregularity of the GaN QWs is also related to the presence of an important number
of dislocations. In order to evaluate the number of dislocations which are present, weak
beam images were realized. Figure 4.30 illustrates two weak beam images of the same
area of the sample but acquired for different g vectors. By the combination of these
two images, we can distinguish the three kinds of perfect dislocations contained in the
wurtzite structure (see 2.2.2). In particular, in Figure 4.30 (a) only dislocations having a
[0001] component in their Burgers vector are in contrast (c- and a+c-type). By contrast,
in Figure 4.30 (b) only the a-type dislocations with Burgers vector b= 1/3 < 1120 and
again the a+c-type are in contrast. We can detect, that not all the dislocations contained
in the AlN template are continuing in the buffer layer. Furthermore, we see that some of
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the a-type dislocations stop at the second series of QDs and does not continue in the AlN









Figure 4.30 : Weak beam images observed along the [0,1,-1,0] direction of the examined
sample. (a) Conditions (g,4g) with g=(0002). Only screw (c-type) and mixed (a+c-type)
dislocations are in contrast. (b) Conditions (g,3g) with g=(2,-1,-1,0). Only edge (a-type)
and mixed dislocations are in contrast. The arrows indicate the position of some edge
dislocations which doesn’t continue to the AlN matrix which was grown at 700◦C.
The dislocation density at 0.6µm away the c-sapphire was measured equal to ∼
3 × 1010 dislocations/cm2 with 85% of which having an edge character (a-type). At the
AlN buffer layer, the dislocation density was found equal to 1.5 × 1010 dislocations/cm2
and finally, at 70 nm from the surface was equal to 9× 109 dislocations/cm2.
4.2.5 Origin of thickness reduction
We have demonstrated previously that capping a GaN QW with an AlN layer grown at
high temperature induces a reduction in the thickness of the GaN QW. This thickness
reduction is thermally activated and take place at the upper GaN/AlN interface. From
all these observations, we can conclude that the thinning of the overgrowth well results
from a decomposition of the GaN. However, what is the origin of this decomposition?
Different possibilities can be identified:
1. a GaN thermal decomposition,
2. a diffusion of the Al atoms from the cap layer into the GaN well,
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3. an exchange mechanism between the Ga atoms from the nanostructure and the Al
atoms from the cap layer.
Firstly, in order to verify the validity of the first hypothesis, the decomposition rate
of a GaN layer grown at 750◦C was studied. The GaN layer was grown on an AlN layer
under Ga-rich conditions and was let evolving under vacuum. In order to avoid the re-
arrangement of the GaN QW into quantum dots during the annealing under vacuum, the
GaN layer was grown on a thin (∼20 nm) AlN layer deposited on a GaN template. Thus,
the AlN was partially strained on the GaN substrate and the lattice mismatch between the
AlN buffer and the GaN top layer was small enough to prevent a 2D/3D transition under
vacuum, which is characteristic of the modified Stranski-Krastanov growth mode [46]. It
has been found that the thermal decomposition of GaN occurs by the formation of {1103}
facets, characterized by a spotty RHEED pattern with additional lines as it can be seen
in Figure 4.31 (a). When the GaN is totally decomposed, the RHEED pattern becomes
streaky again, as corresponding to a two-dimensional AlN layer (Figure 4.31 (b)).
(a) (b)
Figure 4.31 : Reflection high-energy electron diffraction (RHEED) pattern of a GaN
quantum well grown on AlN during (a) the thermal decomposition process at 750◦C and
(b) the surface of AlN after the total decomposition of the GaN QW.
The decomposition time of GaN at 750◦C as a function of the nominal amount of
GaN deposited was measured using the variation of the RHEED specular intensity of the
Bragg spot. The results are shown in Figure 4.32. We see that the decomposition time of
GaN is proportional to the thickness of the layer. Therefore, from the linear fit (dashed
line in Figure 4.32) we deduced a decomposition rate of 0.28 Å/min. Taking into account
this rate, the well thinning observed previously (see Figure 4.25), and the characteristic
time to switch from Ga to Al cell (typically 1 second), the hypothesis that the thickness
difference observed between the uncapped and the capped QW is due to GaN thermal
decomposition can be discarded. In addition, we have observed that the GaN decomposi-
tion is hindered by the deposition of < 1 ML of Al. This effect demonstrates that the Al
adatoms stabilize the GaN surface by blocking the GaN decomposition sites, likely step
edges.
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GaN QW Thickness (A)
Figure 4.32 : Variation of the GaN decom-
position rate at 750◦C as a function of the
amount of GaN nominally deposited. From
the linear fit (dashed line), we have esti-
mated the decomposition rate to be around
0.28 Å/min.
Regarding the second hypothesis, which considers that the thickness reduction of the
capped QWs is due to a diffusion of the Al atoms of the cap layer into the nanostructure,
we have examined the chemical composition of the GaN QWs by EFTEM experiments.
Specifically, we have used the so-called "three-window" method to extract the desirable
elemental maps. Figure 4.33 (a) illustrates a Ga elemental map of the GaN QW which
was capped by an AlN grown at 750◦C. The two pre-edge windows, used to extrapolate
the background intensity, were centered at 1020 and 1080 eV. For the post-edge image
of the Ga L2,3-edge the window was centered at 1190 eV. The slit size was 10 eV. The
cross correlation procedure was used to correct the drift between the recorded images.
The thickness effects were also corrected by divided the Ga map by the t/λ map. We
notice that the concentration in Ga is not homogenous along the GaN QW. A profile of
the GaN QW extracted from the dotted area of the Ga map is shown in Figure 4.33 (b).
It indicates that the gallium signal is only located inside the GaN QW. The asymmetry
of the two interfaces can be also observed, with the GaN/AlN interface being less regular
compared to the AlN/GaN one. The absence of any AlxGa1−xN alloy in the GaN/AlN
interface is in agreement with previous studies published on this subject [47].
This result indicates that the Ga excess formed on the surface of the GaN QW during
the growth segregates on the surface of AlN and is evaporated due to the high tempera-
ture (750◦C) during the overgrowth process.
For a further confirmation that AlN/GaN interdiffusion is not involved in the capping
process, we have covered with Al three identical GaN QWs with nominal thickness of 50
Å and let them evolve for different times before capping them with AlN at 750◦C. It is
important to note that the Al flux was high enough to guarantee that the GaN surface
was rapidly covered by several Al ML. Figure 4.34 presents the measured and fitted (solid
line) RBS spectrum of the structure described before. The three GaN quantum wells
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Figure 4.33 : (a) Ga elemental map of the GaN QW embedded inside an AlN matrix
grown at 750◦C. (b) Extracted profile of the outline area in (a). The Ga signal drops to
zero inside the AlN matrix.
QW1, QW2 and QW3 were covered with Al for 1, 10 and 30 minutes respectively. If
the QW thinning were due to a Al diffusion mechanism, we would expect that the QW
thickness should depend on the Al cover time. However, from Figure 4.34 we can see that
all the three GaN QWs embedded in AlN at 750◦C present the same thickness. This result
implies that the thinning of the GaN QWs does not result from the diffusion of Al atoms
from the overgrowth layer into the GaN well. This conclusion is further supported by the
relatively abrupt and flat AlN/GaN interface observed both in HRTEM (Figure 4.29) and
EFTEM images (Figure 4.33).

























Figure 4.34 : Measured and calculated
(solid line) RBS spectrum of a sample con-
taining three identical GaN QWs, nominally
50 Å thick, covered by an Al flux before cap-
ping. The Al flux was high enough to com-
pletely cover the GaN surface. QW1, QW2
and QW3 are respectively covered during 1,
10 and 30 minutes.
All the experiments described above are consistent with the hypothesis of an exchange
mechanism which takes place between the Al atoms from the cap layer and the Ga atoms
from the GaN well. This process is thermally activated and it is favored by the high
binding energy of AlN compared to GaN.
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4.2.6 Conclusions
We have investigated in this part of the chapter the effect of AlN overgrowth on the
structural properties of GaN quantum wells grown on AlN by PAMBE. We have seen that
the growth of an AlN cap layer on a GaN QW at high temperature (750◦C) leads to a
remarkable change in the dimension of the nanostructures. In particular, the GaN QW
thickness decreases during the AlN overgrowth. This result was obtained both from RBS
and TEM measurements.
The possibility that the thickness thinning is due to a GaN thermal decomposition or
to a diffusion of the Al atoms from the cap layer into the GaN well was excluded. As a
result, we have assigned this thickness reduction to an exchange mechanism between the
Al atoms from the cap layer and the Ga atoms from the nanostructure.
Thanks to TEM measurements, we have demonstrated that the Ga decomposition,
resulting from the Al/Ga exchange mechanism, is irregular and affects the top GaN/AlN
interface. No AlN/GaN intermixing has been observed. Finally, we have shown that the
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Chapter 5
GaN/AlN Quantum Dot Structures
GaN quantum dots can emit light with a photon energy well below the
GaN band gap due to the quantum-confined Stark effect, which makes them
interesting for visible light emission [1, 2]. In order to obtain specific opti-
cal properties of GaN quantum dots, one has to control their sizes and their
density. This chapter contains the analysis realized on GaN/AlN quantum
dot structures. In the first part of the chapter, a quantitative strain anal-
ysis of a GaN/AlN QD superlattice is presented. Using the GPA, we will
put in evidence a modulation in the lattice parameters of the AlN matrix.
This result will be further supported by theoretical calculations and X-ray
diffraction experiments. In the second part we will describe the effects of the
capping process on the structural properties of GaN QDs grown on AlN. We
will demonstrate that the AlN overgrowth lead to an isotropic reduction of
the island size.
5.1 Quantitative strain analysis in GaN/AlN quantum
dots superlattice
5.1.1 Introduction
Nitride quantum dots grown in the wurtzite phase have gained special attention
due to their potential applications in optoelectronic devices in the visible to ultraviolet
energy range [3]. In wurtzite materials, the piezoelectric and spontaneous polarization
induces a significant blue-shift of the luminescence lines of GaN/AlN QD heterostructures.
Therefore, the knowledge of the strain distribution in QDs is essential to understand the
luminescence and to tune the emission wavelength to the desired application.
For application purposes, it is necessary to bury the GaN QDs in an AlN matrix and
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to stack them in different layers, i.e. to form a superlattice of dots. When doing so,
a strong vertical QD correlation develops. Only few experimental or theoretical works
have studied the local strain in a GaN/AlN QD system. They successively address the
absence of intermixing between GaN and AlN, the epitaxial relation between the dot and
the matrix and the strain in the buried dot and in the surrounding matrix [4–6].
In this section we investigate the strain distribution in a superlattice of GaN QDs
embedded in an AlN matrix using HRTEM. A modulation in the lattice parameters of
the AlN is identified and attributed to a difference in the strain state of the AlN spacer
later.
The obtained results are compared with theoretical calculations and x-ray diffraction
measurements.
5.1.2 Experimental details
The wurtzite QD GaN/AlN superlattice (SL) sample studied in this section1, was
grown by plasma-assisted molecular beam epitaxy (PAMBE). The substrate consisted of
a bulk 6H-SiC. Prior to it a (0001) oriented AlN buffer layer of 0.5µm thickness was
deposited. The substrate temperature was fixed to 730◦C. The SL comprised 80 GaN
QDs layers embedded in an AlN matrix, with nominal thickness of 1.5 nm and 10 nm for
GaN and AlN respectively. The growth of GaN was made under N-rich conditions. Under
these conditions, the deposition of the about 6 GaN monolayers (ML) (1 ML' 0.25 nm)
leads first to the growth of a 2 ML wetting layer (WL) pseudomorphically strained to
the AlN. The elastic relaxation of the mismatch-induced strain leads after to the sponta-
neous formation of QDs (Stranski-Krastanov growth mode) [7]. A steady state of the QD
growth is reached after the deposition of 2–3 bilayers [8]. Finally, an uncapped QD layer
was grown additionally on the top of the structure.
To measure and map the strain fields in the HRTEM images the GPA was used [9]
(chapter 3.2). The theoretical strain field calculations were carried out using a combina-
tion of the Fourier transform and the Green’s function technique [5]. The x-ray diffraction
measurements were realized in the grazing incidence geometry combined with the tun-
ability of the beam energy for anomalous scattering at the beamline ID1 of the European
Synchrotron Radiation Facility [10].
1Sample name S1051.
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5.1.3 Morphology of quantum dots
The cross-sectional HRTEM image of Figure 5.1 illustrates a general view of five GaN
QDs layers embedded inside the AlN matrix. The image was taken along the [2,-1,-1,0]
zone axis. We can see that the dots are vertically aligned and well separated from each









Figure 5.1 : High resolution TEM image,
taken along the [2,-1,-1,0] direction, of five
GaN QDs layers of the superlattice. The ver-
tical alignment of the QDs is visible.
GaN QDs embedded inside an AlN matrix and synthesized by the Stranski-Krastnov
growth mode present a truncated pyramidal shape with {1103} facets and an hexagonal
base with a typical diameter of a few tens of nm and a typical height to base ratio of
0.2 [11]. The dots are standing on a thin 2D wetting layer. Figure 5.2 (a) illustrates a
schematic 3D view of one such dot. The geometry of the dot, when viewed along the z
axis, is given in Figure 5.2 (b). Note that when HRTEM images are acquired with the





where Rb is the length of one edge of the hexagonal base.
By analyzing HRTEM images taken along the [2,-1,-1,0] or the [5,-1,-4,0] direction
(see section 3.5) in combination with AFM measurements, the dots are found to present
the classic truncated pyramidal shape with walls inclined by about 30◦ from the surface
plane, corresponding to the usual {1103} facets (Figure 5.3 (a)). The average height (h)
and base diameter (Db) was found in average equal to 4 nm and 30 nm respectively.
A schematic view of the examined QD structure in the x-z plane is shown in Figure 5.3
(b). The QD density was measured with AFM from the uncapped QD layer. It was found
equal to about 5.5x1010cm−2 (Figure 5.4).
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Figure 5.2 : Schematic illustration of the shape of GaN/AlN QDs grown with the Stranski-
Krastanov mode. (a) 3D view of a single QD standing on a 2D wetting layer. (b) View
along the z-axis. Db and Dt are the diameters of the pyramid base and top respectively.
D
′
b is the diameter of the dot when is viewed along the [2,-1,-1,0] direction.
dz ≈ 10 nm
w ≈ 0.5 nm
h ≈ 4 nm
~ 30o














Figure 5.3 : (a) HRTEM image viewed along the [2,-1,-1,0] zone axis of two QDs layers
of the sample structure. The shape of the dot has been outlined. (b) Schematic view of the
examined QD structure viewed in the x-z plane.
The thickness of the wetting layer (WL) was measured by applying the projection
method on off-axis HRTEM images like the one shown in Figure 5.5 (a). However, due
to the very small size of the WL, the direct analysis of the resulting interplanar distances
profiles is difficult. For this reason, off-axis image simulations were realized (direction [5,-
1,-4,0]) in order to have detailed information. A thin GaN layer located between two AlN
layers was simulated. The thickness and the chemical composition of the GaN layer were
varied in order to come to an interplanar distance profile which fits with the experimental
one.
First of all it was necessary to determine the imaging conditions of the experimental
images. For the case of Figure 5.5 (a), we found that the defocus was equal to 40±10 nm
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200nm
0.00 nm
11.27 nm Figure 5.4 : Atomic force microscopy imageof the uncapped QDs at the surface of the QD
superlattice sample.
and the thickness was 5±1.5 nm. The defocus value was calculated from the diffraction
pattern of an amorphous zone which was present on the photographic film. The thick-
ness was estimated by "trial and error comparison" between the experimental image and
simulations from a thickness/defocus contrast map of a GaN QW embedded in an AlN
matrix. For the image shown in Figure 5.5 (b) (outline area of the HRTEM image in
Figure 5.5 (a)) the best fit was obtained for a defocus of 40 nm and a sample thickness of
4.9 nm. The corresponding HRTEM simulated image is given as an inset. At the bottom
of Figure 5.5 (b) we give the corresponding simulated image in which the atomic structure
has been superimposed. In particular, the simulated WL is a pure GaN with thickness
equal to two monolayers and completely strained by the AlN matrix. The interfaces are
abrupt.
The experimental interplanar distance profile together with the corresponding simu-
lated one are shown in Figure 5.6. The good agreement between the two curves suggests
that the GaN WL is completely strained by the AlN matrix and has a thickness of 2±0.5
ML. Moreover we can see that when following the growth direction, the extremum max-
ima M is first met and not the characteristic minima m. Based on this observation and
according to the rule that we have establish in chapter 3 section 3.3, we can verify that
the examined superlattice has a Ga-(or Al-) face polarity.
5.1.4 Lattice parameter measurement
With HRTEM images we can have access to information concerning the strain state
(see chapter 3). To do so, we have mostly analyzed off-axis HRTEM images like the one in
Figure 5.7 (a), in which only the (0002) planes are visible. The corresponding diffraction
pattern is superimposed to the image.
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Figure 5.5 : (a) Off-axis HRTEM image in which the thin wetting layer is clearly visible.
(b) Outline area of (a) in which the corresponding simulated image is superimposed. The
simulated structure (bottom of figure) consisted of a 2 ML pure GaN layer, completely
strain by the AlN and with abrupt interfaces. Thickness= 4.9 nm and Defocus= 40 nm.



































Figure 5.6 : Experimental and simu-
lated interplanar distances profiles result-
ing from the analysis of the images shown
in Figure 5.5 (b). The good agreement be-
tween the graphs suggest that the thickness
of the WL is equal to 2± 0.5 ML.
The projection method was first applied in order to measure the lattice parameter c
of the AlN and GaN layers. In total 7 experimental images were analyzed. We observed
that the lattice parameter c of the AlN was not the same in areas where the AlN was
situated between vertically stacked GaN QDs and in areas where the AlN was located
between consecutive wetting layers. This is clearly shown in Figure 5.7 (b), where two
typical interplanar distances profiles extracted from the outline areas of Figure 5.7 (a) are
given. The graph of full squares corresponds to region 1 (through the QD) and the open
triangles graph results from region 2 (through the wetting layer). The average values of
the interplanar distance along the c-axis in the AlN matrix are indicated as dotted lines.
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Figure 5.7 : (a) Off-axis HRTEM image of three vertically aligned GaN QDs. Only the
(0002) planes are visible. The diffraction pattern corresponding to the particular [5, 1, 4, 0]
zone axis is superimposed. (b) Interplanar distances profiles in pixel units and in Å mea-
sured through the regions 1 (full squares) and 2 (open triangles) defined in picture (a) (The
solid line is only a guide for the eye). The horizontal dotted lines represent the average
values in the AlN matrix.
From the asymmetry of the profile of the wetting layer (open triangles), we could once
more verify that the superlattice presents Ga-(or Al-) face polarity (see chapter 3.3).
The average values for the AlN, as calculated by the projection method are:
c/2AlN(WL)=10.035 pixels, AlN located between two consecutive wetting layers
c/2AlN(QD)=9.907 pixels, AlN located between two vertically stacked QDs
We see that there is a difference between those two values, which is equal to 1.3± 0.5%.
Analyzing the same images with the GPA gave the same result.
Two hypothesis could explain this difference in the AlN lattice parameters:
• Ga atoms could have diffused in the AlN matrix.
• The strain is not the same for the AlN located between wetting layers and for the
AlN situated between vertically stacked dots.
These two possibilities are discussed in the following paragraphs.
5.1.5 Chemical composition-EFTEM measurements
If Ga was present in AlN, it would be present where the lattice parameter c is
larger, that is to say essentially in the AlN region situated between consecutive WLs. In
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particular, to produce the measured 1.3% difference in the lattice parameter, about 30%
of Ga should be present in the AlN.
In order to determine the eventual presence of Ga in the AlN regions, energy-filtered
TEM experiments (EFTEM) were realized.
In Figure 5.8 an Al elemental map of a series of GaN QDs that was obtained by the
"three-window" technique, is shown. Specifically, Figures 5.8 (a) and (b) correspond to
the first (centered at 1490 eV) and the second (centered at 1547 eV) pre-edge images
respectively, used to extrapolate the background intensity. The post-edge image of the Al
K-edge is shown in Figure 5.8 (c). The window was centered at 1568 eV (the Al K-edge
is at 1560 eV). The slit size was taken equal to 15 eV and the exposure time was 20 sec
for each image. After correcting the drift between the recorded images with a correlation
procedure and the thickness effects, we obtained the Al elemental map illustrated in
Figure 5.8 (d). From the extracted profile (Figure 5.8 (e)), coming from the outline area
in the Al map, we notice that the composition in Al does not drop to zero in the GaN
dots. However, we should not forget that the QDs are 3D objects and, because of their
pyramidal shape for the case of GaN QDs, the observed Al signal might be due to the
AlN which surrounds the QD, especially in the QD facets areas. Therefore, we can not
interpret this Al signal as an interdiffusion between the GaN QD and the AlN matrix on
the top of it.






























Figure 5.8 : (a) First Al pre-edge centered at 1490 eV. (b) Second Al pre-edge centered at
1547 eV. (c) Post-edge image of the Al K-edge. The window was centered at 1568 eV. (d)
Al elemental map. (e) Extracted profile of the outline area in (d). The Al signal observed
in the GaN QD areas is due to the AlN around the facets of the dots.
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In the same area a Ga elemental map was also acquired. The obtained images are
shown in Figure 5.9. The two pre-edge images, given in Figure 5.9 (a) and (b), were
centered at 1075 eV and 1100 eV respectively. For the post-edge image of the Ga L2,3-
edge (Figure 5.9 (c)), the window was centered at 1175 eV. As previously for the Al
images, the slit size was 15 eV and the exposure time 20 sec. The obtained Ga elemental
map is shown in Figure 5.9 (d). A profile of the GaN QDs, extracted from the outline
area of the Ga map, is given in Figure 5.9 (e). Within the noise error bar the gallium






























Figure 5.9 : (a) First Ga pre-edge centered at 1075 eV. (b) Second Ga pre-edge centered
at 1100 eV. (c) Post-edge image of the Ga L2,3-edge. The window was centered at 1175
eV. (d) Ga elemental map. (e) Extracted profile of the outline area in (d). The Ga signal
drops to zero inside the AlN matrix.
In order to investigate in more detail, how the transition between the GaN QDs and
the AlN matrix is taking place, we have acquired an Ga elemental map using a higher
magnification and keeping the same conditions (energies, slit size and exposure time) as
previously. The obtained map is shown in Figure 5.10 (a). From the extracted profiles
we can see that the Ga signal becomes almost zero inside the AlN matrix. Moreover,
we see that the interfaces are abrupt, with a width in the order of 1 nm, thus we can
exclude the presence of a ternary AlxGa1−xN alloy in the interfaces. As a result, we will
neglect all Al-Ga exchanges at the interfaces and consider that the different regions in the
superlattice are either made of GaN or of AlN.
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Figure 5.10 : (a) Ga elemental map. (b) Extracted profile from the GaN QDs area. (c)
Extracted profiles from the GaN WLs area. The Ga signals drops abruptly to zero inside
the AlN matrix.
To conclude, the hypothesis that the difference in the lattice parameter of the AlN
matrix is due to Ga interdiffusion in the AlN either on the top of the QDs or above the
WL, can be excluded.
5.1.6 Strain distribution in the superlattice
Strain maps were also obtained with the GPA. The experimental data where com-
pared to theoretical strain calculations that combine Fourier transform and the Green’s
function technique. The reader can find details on the theoretical background of these
calculations in the paper of A.D. Andreev and E.P. O’Reilly [5]. Additionally, the strain
distribution in the examined SL was also investigated using anomalous grazing incidence
x-ray diffraction experiments [10].
Strain definitions.
Before presenting the experimental and theoretical results, we find important to recall
the different definitions of strain used by the various methods. GPA measures strain with
respect to a reference area in the HRTEM image. As we have mentioned in section 3.2.1,
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in the original paper of the GPA [9], bi-dimensional strain fields are analyzed. In this
work, for simplicity and because in most cases we have measured the strain field only
in one direction we have introduced one-dimensional strain field equations (details were
given in section 3.2.3).
Therefore, the strain measured with GPA, is given by the equation (see also equa-








This strain will be named as "GPA strain" or "relative deformation" .
In the case of a one material system, the GPA strain eGPAzz (r) gives the real Lagrangian
strain, if the reference region is taken in the undeformed bulk crystal. When two materials,
A and B, with two different bulk lattice parameters, respectively cAbulk and cBbulk, are
present, it is generally adopted to measure strain with respect to the bulk lattice parameter








· (1− compo(r)) (5.2)
where compo(r) defines the amount of material A at position (r). In the previous section
we have seen that we can neglect all Al-Ga exchanges at the interfaces and consider that
the different regions in the superlattice are either made of GaN or of AlN. Therefore,
compo(r) is equal to 1 in material A and to zero in material B.
ematzz (r) will be named "material related strain" or shortly "material strain" .
The GPA strain and the material strain are related to each other:
in material A,
(













eGPAzz (r) + 1
)
∗ cref (5.4)
The GPA strain will depend on the chosen reference region, that is to say will depend
on the value of cref .
In the following, material A will be AlN, material B will be GaN and the reference
region will be chosen in an AlN region where cref is supposed to be close to the cAlNbulk .
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In these conditions, the ratio cAlNbulk/cref can be written eAlN0 + 1, with eAlN0 close to
zero. Introducing (eAlN0 + 1) into equation 5.3 we get in material A:(






= eGPAzz + 1 ' eAlN0 + ematzz + 1 (5.5)
or eGPAzz ' eAlN0 + ematzz (5.6)
A similar approximation can be obtained for GaN using equation 5.4:





Both definitions of strain are interesting. The GPA strain is what we measure exper-
imentally. The material strain permits to evaluate which material is more stressed, i.e.
which material differs more from its bulk value.
ezz strain component.
Figure 5.11 presents the analysis of the ezz strain component for the case of two
vertically aligned GaN QDs of the superlattice. An off-axis HRTEM image of these dots
and their wetting layer ([5,-1,-4,0] direction), is shown in Figure 5.11 (a), where only the
(0002) planes are visible. The GPA strain (or relative deformation) map of the high-
resolution image is shown in Figure 5.11 (b). It was calculated by placing a Gaussian
mask of size approximately g/5 around the g=0002 reflection. As reference area we have
chosen the AlN matrix situated between the two successive wetting layers (WLs).
Table 5.1 summarizes the average values of strain for the 4 regions we are going to
discuss.
It is clear that on average the eGPAzz value is almost zero for the reference area (noted
AlN (WLs) in Table 5.1), and it becomes negative and equal to −1.9± 0.4% for the AlN
located between the GaN QDs (noted AlN (QDs)). This result is identical to that seen in
section 5.1.4, where a variation of the AlN crystal lattice has been reported. For the GaN
we find that the relative deformation inside the QDs is equal on average to 2.7 ± 0.4%
and in the WL is 5.1± 0.4% (outline areas in Figure 5.11(b)).
The experimental results were compared to theoretical calculations2. In the calcu-
lations, a bulk infinite periodic superlattice of GaN QDs embedded in an AlN matrix
was modelled. The size and shape of the QDs and the barrier thickness were the same
as the experimental values defined by HRTEM and AFM measurements (section 5.1.3).
2All theoretical calculations presented in this section were performed by Dr. A.D. Andreev from the
University of Surrey.
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Figure 5.11 : (a) Off-axis HRTEM image of two vertically aligned GaN QDs embedded
inside an AlN matrix. (b) Corresponding to (a) experimental ezz GPA strain map taken
with the 0002 reflection. (c) Calculated 2D GPA strain map. (d) Calculated 2D map of
the material strain in the GaN/AlN QDs superlattice. A difference in the order of about
2% is observed between the AlN matrix situated between the two WLs (reference area) and
the AlN located between the QDs.
The elastic constant values for AlN and GaN were taken from a theoretical study by
Wright [13], which are the values that we have adopted in this thesis. Different in-plane
distances between QDs were simulated. These distances were varied between 5 nm to 20
nm. In the case of the QDs shown in Figure 5.11, the in-plane distance is equal to 20 nm
and all calculations presented below use this value.
For every strain component, two set of calculations were realized. One in order to
calculate the material strain using equation 5.2 (third column of Table 5.1, Figure 5.11
(d)) and a second one to calculate the relative deformation using equation 5.1 (second
column of Table 5.1, Figure 5.11 (c)). In the latest type of calculations, similarly to
the experimental measurements, as cref we have taken the lattice parameter of the AlN
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GPA Strain Material Strain
Experimental Calculated Calculated (%)
eq. 5.1 (±0.4%) eq. 5.1 (%)
eq. 5.2
cref = cAlNWL c
ref = cAlNWL
AlN (WLs) ≈ 0 0 0.14
AlN (QDs) -1.9 -1.92 -1.78
GaN (WLs) 5.1 5.54 1.55
GaN (QDs) 2.7 3.31 -0.60
Table 5.1 : Experimental and theoretically calculated values for the ezz strain component.
matrix situated between consecutive WLs (cAlNWL ). The value of cAlNWL was calculated from




⇒ c(r) = eAlNzz (r) · cAlNbulk + cAlNbulk ≡ cref (r) (5.8)
The second set of calculations were realized in order to be able to directly compare the
obtained results with the ones from the GPA analysis.
We can observe the relatively good agreement between experimental and calculated
values as far as it concerns the GPA strain. This is better shown in Figure 5.12 where
experimental and calculated GPA strain profiles are given. In particular, the experimental
profiles are resulting from the outlined areas in Figure 5.11 (b). The calculated profiles
were taken: (a) along a line through the pyramid center – x= y= 0 – for the QDs and (b)
though the wetting layer between pyramids – y= 0, x= dx/2 – with dx being the in-plane
distance between QDs. The relatively good agreement can be seen. In the experimental
profile of the QD area, we observed a peak of height similar to the one in WL profile.
This certainly results from the fact that the thickness of the GaN QD is smaller that the
TEM sample thickness. Therefore, in the profile we see a superposition of the QD and
the bare wetting layer. Generally, in the GaN areas the agreement is less good due to the
fact that the GaN QDs are cut.
Finally, concerning the strain along the growth direction (material strain analysis
shown in Figure 5.11 (d)) the theoretical calculations revealed that the AlN between con-
secutive WLs is slightly strained to about 0.14%. Additionally, we observe that although
the GaN QDs are relatively relaxed, the AlN matrix located between consecutive QDs is
almost completely strained by them. Therefore, we can conclude that it is this local strain
which causes the vertical alignment of the QDs inside the superlattice structure.
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4 Figure 5.12 : 1D relative deformation
profiles. The experimental profiles result-
ing from the outline areas in Figure 5.11
(b). The calculated are coming from lines
through the pyramid center and through
the wetting layer between the pyramids.
exx strain component.
The exx strain was analyzed in a similar way. For this purpose, HRTEM images along
the [2,-1,-1,0] direction were realized. A high-resolution image of two GaN QDs viewed
along the [2,-1,-1,0] direction and the corresponding relative deformation map are shown
in Figures 5.13 (a) and (b) respectively. The latest is calculated by the GPA by placing a
gaussian mask of size ∼ g/9 around the {0110} reflection. The reference area was chosen
between the wetting layers.
We observe that the GPA strain remains unchanged and equal in average to 0.9±0.6%
inside the QDs and the AlN spacer between them, whereas it becomes approximately equal
to zero for the AlN situated between the WLs. We notice that the accuracy in measuring
the exx strain component is now ±0.6%, while for the ezz strain tensor was equal to ±0.4%.
The reasons are firstly that when analyzing HRTEM images taken along the [2,-1,-1,0]
direction, the largest mask that we can apply around the {0110} reflection that does not
include the origin or the {011±1} reflections is equal to ∼ g/7. In chapter 3 section 3.2.4
we have reported that the smallest the mask we place around a reflection g the largest
becomes the region R over which the GPA averages the information. In our case, to
measure the exx strain component we have used a mask of size ∼ g/9 which means that
in the direct space larger areas were analyzed in order to provide us the desirable strain
information. Secondly, we have seen in chapter 3.5 that an on-axis HRTEM image with
dots is more noisy than an off-axis image. For these reasons the error in measuring the
exx strain component is higher compared to the one resulting from the measurements of
the ezz component where only off-axis HRTEM images were analyzed.
Additionally, in the experimental GPA strain map (Figure 5.13 (b)) we observe that
the thin WL cannot be detected. This is because it is almost completely strained by
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Figure 5.13 : (a) High-resolution image of two GaN QDs of the superlattice taken along
the [2,-1,-1,0] direction. (b) Corresponding GPA strain map calculated by the GPA using
the {0110} reflection. (c) Calculated 2D map of the GPA strain for the examined GaN/AlN
QDs superlattice. (d) Calculated 2D material strain map.
the AlN matrix and adapts its lattice parameter to that of the AlN substrate. However,
elastic relaxation indicates that the WL is slightly relaxed. This small relaxation could
not be measured.
The previous GPA experimental results are in good agreement with the calculated ones
as it concerns the relative deformation (Figure 5.13 (c)). For the theoretical calculations
the same superlattice as in the analysis of the ezz strain component was used.
All results are summarized in Table 5.2.
Finally, from the material strain analysis ((Figure 5.13 (d)), we can detect the modu-
lation of the in-plane strain in the AlN matrix. In particular, while the AlN spacer located
between two wetting layers is almost relaxed, the AlN matrix situated between two verti-
cally aligned QDs is strained to about 0.87 %. For the GaN QDs a compressive strain of
about 1.39 % is calculated.
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Relative Deformation Material Strain
Experimental Calculated Calculated (%)
eq. 5.1 (±0.6%) eq. 5.1 (%)
eq. 5.2
aref = aAlNWL a
ref = aAlNWL
AlN (WLs) ≈ 0 0 -0.13
AlN (QDs) 0.9 1.00 0.87
GaN (WLs) ≈ 0 -0.03 -2.57
GaN (QDs) 0.9 1.18 -1.39
Table 5.2 : Experimental and theoretically calculated values for the exx strain component.
Anomalous grazing incidence x-ray diffraction experiments.
The strain distribution in the previous sample was also investigated by x-ray diffrac-
tion in the grazing incidence geometry [10]. Due to the small amount of material in the
SL, x-ray investigations were possible only by the use of a highly brilliant x-ray beam
delivered by the third generation synchrotron facilities. For this reason the experiments
described below were realized in the European Synchrotron Radiation Facility (ESRF)
in Grenoble and more specifically in the ID1 beamline3. A detailed description of the
geometry used in the experiments can be found in Reference [14].
For the experiments, the beam energy was tuned to the Ga-K edge (EGa = 10.367 keV).
In order to measure accurately the Ga K-edge, a fluorescence spectra in the classical large
angle geometry was first measured with the sample (Figure 5.14 (a), solid line). We see
that the experimental Ga K-edge was found at the expected energy within an absolute
accuracy of less than 1 eV. A series of diffraction curves in the grazing incidence geometry
was then measured at the in-plane (224¯0) reflection for the two energies marked by a
vertical line on the Figure 5.14 (a): the reference curve (open circles) was measured 67 eV
below the Ga K-edge (ERef = 10.3 keV) and the second one, the anomalous curve, (open
squares) directly at EGa (Figures 5.14 (b) and (c)). To improve the statistics and to avoid
the contribution of the periodicity of the superlattice (for incidence angle αi bigger than
the critical angle αc), the αf spectra were integrated along the linear detector between
αc and 2.4×αc. The relaxed q224¯0 values for GaN and AlN are indicated on the graph as
qGaN and qAlN, respectively.
The first series presented on Figure 5.14 (b) was obtained for an angle of incidence
αi = 0.07
◦, much smaller than αc (measured at about 0.22◦ for ERef and EGa). For
this incidence angle, the penetration depth was about 100 Å for both energies. Both
reference and anomalous measurements present an intense diffraction peak, denoted A,
3The anomalous grazing incidence x-ray diffraction experiments were realized by Dr. Virginie Chamard
now at LTPCM/Saint Martin d’Hères/Grenoble.
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Figure 5.14 : (a) Anomalous corrections
f ′ (dotted line) and f ′′ (solid line) for Ga
in the vicinity of the K-absorption edge.
f ′′ was measured by fluorescence and f ′
was deduced by the Kramers-Kronig algo-
rithm. The two vertical lines indicate the
reference energy (Eref = 10.3 keV) and
the Ga K-edge (EGa = 10.367 keV). Graz-
ing incidence anomalous x-ray diffraction
measurements at the in-plane (224¯0) re-
flection along the q<224¯0> radial direction.
The measurements at Eref are given by
open circles while the squares represent the
measurements at EGa for (b) αi = 0.07◦
and (c) αi = 0.25◦. The solid lines in (b)
and (c) are the results of the best fits us-
ing the same model as described in the text.
The inset in (c) is a lin-log plot of the re-
gion C.
located around qAlN. On the low q224¯0 range but for q224¯0 > qGaN, a weak double peak
intensity was observed on the reference curve (denoted B and C). On the anomalous
measurement, this part was strongly reduced, indicating the presence of Ga. The second
series presented on Figure 5.14 (c) was measured for αi = 0.25◦. For such a large incident
angle, a large number of bilayers was probed as the penetration depth was increased to
about 0.5–1 µm. However, in the αi > αc region, the penetration depth depends strongly
on the energy. Therefore the exact number of probed bilayers was difficult to evaluate.
The intense peak located near qAlN remained on the reference curve together with another
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strong peak located at 8 Å−1. A weak shoulder was also visible around 7.92 Å−1. In the
anomalous measurement, a strong modification of the intensity distribution was observed
with an important decrease of about all intensity components except in the q224¯0 ≈ 8.03
Å−1 region.
A schematic view of the structural models used to fit the anomalous grazing incidence
diffraction measurements and consequently to measure the strain in the different areas of
the SL are shown in Figure 5.15. Figure 5.15(a) and (b) give the models used for the mea-
surements realized respectively for αi < αc and αi > αc. The main assumption of these
models was the absence of interdiffusion, which is true based on the EFTEM experiments
described in section 5.1.5. The reader can be addressed to reference [10] for more details
of the used models. Here we will report the obtained results, in order to compare them
with our HRTEM strain analysis and the theoretical calculations.
Figure 5.15 : Schematic views of the structural models used to fit the anomalous grazing
incidence diffraction measurements at (a) αi < αc (Figure 5.14 (b)) and at (b) αi > αc
(Figure 5.14 (c)). The zones labelled on the draws indicate the iso-strain regions, which are
in: (a) between two wetting layers (A), in the last embedded dot layer and the corresponding
above AlN matrix (B) and in the free standing QDs (C); (b) in the AlN between two wetting
layer (A′), in the wetting layers (A′′), in the embedded GaN dots (B′), in the corresponding
above AlN matrix (B′′) and in the free standing QDs (C). The same definition also refers
to the peaks of Figures 5.14 (b) and (x).
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For the free-standing QDs (αi < αc), a slight compressive strain of about 1.85% is
obtained instead of 2.4% which is the lattice mismatch between the bulk GaN and AlN
in-plane lattice parameters. This result is slightly different from previous observations,
where fully relaxed QDs are reported on the basis of RHEED measurements performed
in situ during growth [15]. However, this difference is easily understood if we consider
the strong surface sensitivity of RHEED (about 10 Å), which probes the very last layers
of the deposited material. On the contrary, the diffraction measurements concern the
average strain in the entire dot and after growth.
Using the GPA we have also investigated the strain of the free-standing GaN QDs.
The obtained results for the exx strain component are given in Figure 5.16. In the GPA
we have used the same parameters as previously. The examined HRTEM image and the
corresponding GPA strain map are shown in Figures 5.16 (a) and (b) respectively. From
the profile resulting from the outline area of Figure 5.16 (b) we can clearly see an evolution
of the GPA strain as we are approaching the surface of the sample. This suggests that
the free-standing GaN QDs relax.
(a) (b)
5 nm













Figure 5.16 : (a) HRTEM viewed along the [2,-1,-1,0] direction image of two GaN QDs.
One free-standing and one capped by the AlN matrix. (b) Corresponding to (a) relative
deformation map obtained by the GPA. (c) Profile resulting from the outline area in (b).
As we are reaching the surface, an evolution in the relative deformation is clearly identified.
In the rotation map, obtained also by the GPA, (Figure 5.17 (a)) we notice that at
the edges of the free-standing GaN QD, the [0,1,-1,0] planes are bent by ∼ 2.3◦ due to
the relaxation of the free-standing GaN QDs. This is also seen in the moire image given
in Figure 5.17 (b).
The anomalous grazing incidence x-ray diffraction measurements realized for αi > αc
also depict the modulation of the in-plane strain in the AlN matrix, in agreement with
the HRTEM measurements and the theoretical calculations presented previously. It was
measured that although the AlN between two WLs is almost fully relaxed, the AlN matrix
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(b)(a)
~ -2.3o ~ +2.3o
~ 0.1o
Figure 5.17 : (a) Rotation map obtained by the GPA, of the image shown in Figure 5.16
(a). (b) Corresponding moire image. The bending of the [0,1,-1,0] planes, resulting from
the relaxation of the free-standing GaN QD, is clearly visible.
between two vertically stacked GaN QDs is strained to about 0.55%. In the theoretical
calculations this strain (material strain) was calculated equal to 0.87%. This local strain
results from the stressor action of the QDs on the surrounding matrix and leads to the
QD vertical alignment [16,17].
Table 5.3 summarize the obtained from the x-ray diffraction measurements results and
the material strain values obtained from theoretical calculations.
exx Material Strain (%)
Experimental (x-rays) Calculated
AlN (WLs) ≈0 -0.13
AlN (QDs) 0.55 0.87
GaN (QDs) ≈-1 -1.39
GaN (free-standing QDs) -1.85 -
Table 5.3 : Experimental from anomalous grazing incidence x-ray diffraction measurements
and theoretically calculated values for the exx strain component.
Thin Foil effect.
The good agreement between the experimental HRTEM measurements and the the-
oretical calculations, allowed us to suppose that the thin foil relaxation effect was not
important.
Additionally, no significant modifications in the GPA strain were observed as a func-
tion of distance in different examined images. For instance, for the HRTEM image of
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Figure 5.11 (a), we have applied the GPA using the same conditions as previously (gaus-
sian mask of size g/5) but by choosing as reference area the AlN situated below the first
from the bottom WL. Afterwards. we have examined how the ezz component is varying as
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- 2.1 %- 1.8 %
(c) Figure 5.18 : (a) Relative deformation
map of the HRTEM image in Figure 5.11
(a). As reference area the AlN situated be-
low the first (bottom) WL was chosen. (b)
Strain profile taken along the WLs. (c)
Strain profile along the GaN QDs. In (a),
the boxes denote the areas from which the
profiles in (b) and (c) are coming from and
the outline regions correspond to the areas
used to calculate the averaging values given
in the graphs.
From a profile taken along the WLs (see Figure 5.18 (b)) we notice that following the
growth direction [0001], the ezz strain component is equal to zero in the reference area and
becomes smaller and equal to about -0.4 % at the top of the second WL. Concerning the
WLs, we observe that the strain of the top (second) WL becomes 1.5 times smaller than
the strain of the bottom (first) WL. However, we have not to forget that the thickness
of the WL is only 2ML. From this profile (Figure 5.18 (b)), we could say that as we are
moving closer to the surface and as a result to thinner areas, the strain is getting smaller
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or in other words the structure is more relaxed.
However, from the profile taken along the GaN QDs (see Figure 5.18 (c)), we do not
obtain the same result. In particular, the strain of the AlN matrix situated below the first
(bottom) QD is equal to -2.1 % and just on the top of the same QD it becomes higher
and equal to -1.7 %. Unfortunately, due to the not so good quality of the image of the
second (top) GaN QD, we couldn’t compare the values in the dots.
Finally, we can not be sure that the observed variations in the GPA strain are due to
the thin foil relaxation effect or due to the distortions introduced by the image formation
system of our microscope (section 3.4). Thus, surface relaxation is present but certainly
plays a second role.
5.1.7 Conclusions
In this section we investigated the strain distribution in the different parts of a
GaN/AlN QD superlattice using HRTEM measurements in combination with theoretical
calculations and x-ray diffraction in the grazing incidence geometry.
From HRTEM together with AFM measurements we found that the average height
and base diameter of the dots were about 4 and 30 nm respectively. Their shape was a
truncated pyramid with {1103} facets and they were sitting on a wetting layer of about
2ML thickness. The GaN QDs were vertically aligned.
The most important aspect of our study concerns the difference in the lattice pa-
rameter c of the AlN matrix, depending on whether it is situated between the vertically
aligned QDs or consecutive WLs. We have proven by realizing EFTEM experiments that
the observed modulation can not be attributed to an interdiffusion between the GaN QDs
and the surrounding AlN matrix. As a result, it is due to a difference in the strain state
of the AlN spacer layer. In particular, we found that although the AlN spacer situ-
ated between two consecutive wetting layers is almost fully relaxed, the AlN
located between the GaN QDs is strained. This local strain is generated by the
dots on the surrounding AlN matrix and causes the vertical alignment of the dots inside
the superlattice.
In addition it is observed that the embedded QDs are compressively strained while
the uncapped ones are almost completely relaxed.
Finally, we need to mention that in our HRTEM measurements, we considered the thin
foil relaxation effect as negligible based on the good agreement between experimental and
calculated values in which a bulk QDs superlattice was used. Finite element simulations
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could give a direct a definite answer as it concerns the influence of this effect. However, III-
nitride based materials and their ternary and quaternary alloys are not a "model" system.
In particular, nitride-based devices involve quite complex heterostructures constituted for
example of SLs of quantum wells and/or quantum dots with an important number of
repetitions. Additionally, we have not to forget the significant number of defects included
in nitrides (density of dislocations actually at 107 − 1010/cm2).
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5.2 AlN overgrowth and structural quality of GaN quan-
tum dots
5.2.1 Introduction
We have seen in section 4.2.2 that the AlN overgrowth of GaN QWs introduce an
important modification in the thickness and uniformity of the wells. However, what could
be the effect of this overgrowth process on GaN QDs, which present a 3-D structure?
From the literature we know that capping InAs QDs with a GaAs matrix results in
a variation of the size, shape and composition of the islands [18–23], which depends on
the growth conditions of the overlayer [24,25]. These changes are attributed to a material
redistribution occurring during the capping process [20, 25, 26]. Nevertheless, when InAs
QDs are capped with Ga0.8In0.2As or AlAs, tend to preserve their initial shape and to
limit or suppress the In segregation and the In-Ga intermixing [23,27–29].
For the Si/Ge system, the characteristics of embedded Ge dots inside the Si matrix
are affected by the overgrowth process, resulting in the transformation of Ge pyramidal
islands into flat truncated pyramids with a wide base. This evolution of the dots shape is
attributed to a segregation of Ge atoms from the dot top to the base [30–33], which can
be prevented by reducing the capping temperature [34, 35].
In this section, we discuss the influence of the overgrowth process on the structural
properties of GaN QDs embedded inside an AlN matrix. We demonstrate that capping
implies an isotropic reduction of the island size, in contrast with the InAs/GaAs or Si/Ge
systems.
5.2.2 Experimental growth conditions
To investigate the AlN overgrowth process on GaN QDs, the same growth conditions
as for the QWs samples were applied (see section 4.2.2). In particular all samples were
grown by PAMBE on AlN templates. The substrate temperature was fixed at 750◦C,
and the AlN capping layers were deposited in the range of temperatures between 700◦C
and 750◦C. The growth of GaN was always effectuated under Ga-rich conditions and all
samples presented metal-face polarity.
The GaN QDs were synthesized using the modified Stranski-Krastanov growth mode.
They are hexagonal truncated pyramids with {1103} facets, inclined by ∼ 30o with respect
to the basal plane and they are connected to the underlying AlN layer by a continuous
2D GaN wetting layer [36].
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5.2.3 RBS measurements
Figure 5.19 illustrates the measured and calculated (solid line) RBS spectrum of
two identical GaN QD layers, the first one is embedded inside an AlN matrix grown at
750◦C, while the second one is situated at the surface and was used as a reference. The
nominal thickness of the QDs was equal to about 18 Å. We can observe that, similar to
the GaN/AlN QW system, the embedded GaN QD layer is thinner that the one on the
surface. In particular, the QD layer at the surface has a thickness of approximately 17.9
Å, which is very close to the nominal value, while the embedded QDs present a thickness
of about 15.6 Å. This result demonstrates that the AlN overgrowth also affects the GaN
QDs.



















Figure 5.19 : Measured and calculated (solid
line) RBS spectrum of a sample containing
two identical GaN QD layer, about 18 Ånom-
inally thick, one embedded in AlN and the
other one on the surface. The substrate tem-
perature was fixed at 750◦C for the growth
of both samples. The surface channels are
marked by the corresponding elements.
5.2.4 Origin of thickness reduction
We performed TEM experiments in order to verify the thickness reduction revealed
by the RBS measurements (Figure 5.19) and to identify the origin of this effect.
In the HRTEM image of Figure 5.20 two GaN QDs are illustrated, one uncapped and
one embedded in a AlN matrix. By outlining the shape of the dots we can clearly see
that the size of the embedded one is reduced compared to the free-standing QD.
From the analysis of the GaN/AlN QW systems (section 4.2.2), we have demonstrated
that the thinning of the GaN nanostructures occurs at the top GaN/AlN interface. In
order to understand the effect of the AlN cap layer on the GaN QDs, it is important to
know how the AlN covers the islands. Does AlN envelops the GaN QD layer (dots and
wetting layer) from the first steps of the growth or does AlN grows laterally between the
dots in order to smooth the surface, and afterwards vertically?
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Figure 5.20 : HRTEM image taken along
the [2,-1,-1,0] zone axis of two GaN QDs: one
uncapped above an embedded one.
To answer this question, we have performed TEM experiments in a sample4 consisting
of a superlattice of GaN QDs , grown at 730◦C inside an AlN matrix. In this sample the
thickness of the AlN layer was either equal to 10 or 20 nm (spacer 1) or equal to 1 or 2
nm (spacer 2).
Figure 5.21 is a cross-section HRTEM image, taken along the [0,1,-1,0] zone axis, in
which spacer 1 is 10 nm and spacer 2 is 2 nm. We can observe that QDs which are embed-
ded inside spacer 1, present a smooth top surface. On the contrary, for QDs embedded
in spacer 2, the roughness induced by the underlying GaN QD layer is reproduced at the
AlN surface. Based on these observations, we could conclude that the AlN cap layer wets
and covers totally the GaN QDs from the first stage of the overgrowth. This results is in
contrast with the InP/GaInP [37] or InAs/GaAs [21] systems, where the capping process
occurs first by lateral growth followed by vertical growth.
Another question that we wanted to clarify using HRTEM experiments, was whether
the GaN decomposition affects the wetting layer. For this purpose, we have analyzed the
same sample used for the investigation of the structural properties of GaN QWs.s We
remind that the sample apart from the QWs also contained two series of QDs embedded
into AlN grown at 750◦C for the first (QDs1) and at 700◦C for the second one (QDs2).
In the HRTEM image of Figure 5.22, the two nominally 1.5 nm thick GaN QDs lay-
ers embedded into an AlN matrix grown under different temperatures are illustrated.
The corresponding to the outline area interplanar distances profile is superimposed to
the image. From measurements realized by the projection method, we observed that the
thickness of the wetting layer of the dots which are capped with an AlN grown at 750◦C,
can be locally to about 0.25 nm, compared to the 0.5 nm measured for the GaN QDs
capped at 700◦C. From the literature we know that the thickness of the wetting layer for
GaN QDs capped at 730◦C [38] or for uncapped [36] ones is equal to about 0.5 nm. This
result demonstrates that the AlN overgrowth process affects the wetting layer.
4Sample name S676.
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Spacer 2 = 2 nm
Figure 5.21 : HRTEM image, viewed along the [0,1,-1,0] directions, of a GaN/AlN QDs
superlattice grown at 730◦C. If the AlN spacer is thick enough, a smooth AlN top surface
is observed. By contrast, if the spacer is very thin (∼20 Å), the roughness induced by the
GaN QD layer is reproduced at the AlN top surface.
In order to investigate where the thickness/size reduction of the GaN QDs, (see Fig-
ures 5.19 and 5.20), is taking place, the reduced TEM sample thickness constituted an
obstacle. In particular, in the areas where the HRTEM images were acquired the sample
thickness was in the order of 10 nm and, because of its wedge-shaped it was getting smaller
as we approached the sample surface. As a result, in our HRTEM images we can not be
certain that the average intensity contrast that we see in the images is coming from the
whole dots or only a part of the hexagonal pyramid. Especially in the latest case we can
not be sure how and where exactly this cut took place. This effect is visualized in the
HRTEM image of Figure 5.23, where the dimensions of the two neighborhood GaN QDs
are different and moreover we can distinguish between them the presence of a third one.
To overcome this problem, Atomic Force Microscopy (AFM) experiments were per-
formed. In particular, with purpose to investigate where the thickness/size reduction of
the GaN QDs occurs, we have studied how the (0001), the (1103) and the total free surface
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Figure 5.22 : Off axis HRTEM image of the wet-
ting layers of two GaN QDs capped into an AlN
matrix at 700◦C (top one) and 750◦C (bottom one).
The corresponding to the outline area (0002) inter-
planar distances profile is superimposed to the im-
age. The thickness of the wetting layer of the bottom






Figure 5.23 : HRTEM image, viewed along the [0,1,-1,0] zone axis, of GaN QDs embedded
inside an AlN matrix grown at 750◦C. Due to the very thin TEM sample the exact size of
the dots is difficult to be calculated.
of GaN varies as a function of the amount of GaN nominally deposited. The surfaces were
calculated from AFM data obtained by the analysis of the GaN QD layer situated at the
surface [36]. The results are shown in Figure 5.24. The total surface of GaN consisted of
both the {0001} surface and of the {1103} surface remains approximately constant. In
particular, the {0001} surface corresponds to the top of the GaN QDs and the wetting
layer orientation, while the {1103} surface corresponds to the facets of the dots.
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Figure 5.24 : Variation of the total surface
of the GaN QDs layer and the (0001) and the
(1103) surfaces, corresponding respectively to
the island top plus wetting layer and to the
facets, as a function of the amount of GaN
nominally deposited. Surfaces have been cal-
culated from AFM data [36].
We notice that for low coverage (Θ< 1.3 nm) the (0001) surface is dominant, whereas
for GaN coverage larger than 1.3 nm it is the (1103) surface which becomes dominant.
However, for GaN coverage up to 2 nm, the thinning of the GaN QD layer remains
unchanged whatever is the dominant surface. This is shown in Figure 5.25. This result
indicates that the overgrowth process influences not only the wetting layer but also the
dots and that the two surfaces have an equal thickness reduction. It means that the GaN
island decomposition certainly occur isotropically, contrary to the InAs/GaAs system
where the capping process induces an anisotropic modification of the island shape [21].
5.2.5 Effect of relaxation
Figure 5.25 obtained by RBS, displays the variation of the thinning of a capped GaN
QD layer as a function of the nominal amount of GaN deposited before stopping the
growth under vacuum. This diagram is quite different compared to the results obtained
for the QW system (see figure 4.25). In particular, we observe that the thinning of the
GaN QD layer remains approximately constant for GaN coverage up to 20 Å, and it
increases unambiguously for larger coverage.
Based on this result, one may wonder why the reduction thickness of the GaN nanos-
tructure increases for a GaN coverage higher than 20 Å. To understand this feature, we
must recall that in the specific case of GaN QDs grown on AlN at 750◦C with the modified
Stranski-Krastanov growth mode, the relaxation state of the GaN QD layer depends on
the GaN coverage. In fact, for θ ≤20 Å, elastically relaxed GaN QDs are connected to
the buffer layer by a continuous 2D wetting layer perfectly matched to AlN and about 5
Å thick. However, for coverage higher than 20 Å, the islands are formed on a partially
relaxed 2D GaN layer, thicker than 5 Å and with the presence of misfit dislocations [36].
As a result, by comparing this information with the data plotted in Figures 5.25, 5.22,
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Figure 5.25 : Variation of the thickness
reduction of GaN QD layer grown and em-
bedded in AlN at 750◦C as a function of the
amount of GaN nominally deposited.
and 5.24, we can conclude that there is a strong correlation between the thinning of the
GaN nanostructure and its relaxation state. Hence, for θ ≤20 Å, the Al/Ga exchange
is homogeneous for both the wetting layer and the islands. By contrast, for θ º20 Å,
the increase of the QD layer thinning should result from an enhancement of the Al/Ga
exchange in the partially relaxed 2D GaN layer due to the presence of misfit dislocations.
However, it is important to note that so far, by Fourier filtering HRTEM images of the in-
vestigated sample, taken along the [2,-1,-1,0] zone axis, the presence of misfit dislocations
could not be confirmed.
5.2.6 Conclusion
We have studied in this section, the influence of the AlN overgrowth process on the
structural properties of GaN quantum dots grown on AlN. We have demonstrated that
the capping process lead to an isotropic reduction of the island size. This thickness/size
reduction, as for the case of QW structures, was attributed to an exchange mechanism
between the Al atoms of the cap layer and the Ga atoms from the nanostructure. This
exchange depends on the relaxation state of the GaN layer as explained previously.
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Chapter 6
Mg Doping of GaN layers
In this chapter, we investigate the effects of Mg doping on the structural
and optical properties of GaN with nominal N-face polarity. TEM experiments
will demonstrate the polytype conversion of a GaN layer from wurtzite (2H-)
to zinc-blende (3C-) structure for Mg concentrations as low as [MgSIMS] =
3 × 1018 atoms/cm3. The alignment of the cubic phase with the [111] axis
perpendicular to the substrate will be also revealed [1,2]. The way the optical
characteristics of GaN:Mg layers are influenced by the presence of the cubic
polytype will be also discussed [1].
6.1 Introduction
The achievement of p-type wurtzite GaN by Mg-doping in metalorganic chemical
vapor deposition (MOCVD) was a critical step that propelled the development of GaN
optoelectronics [3]. Nowadays magnesium is the most widely used acceptor in III-nitride
technology, despite its high thermal activation energy of ∼200 meV. Plasma-assisted
molecular-beam epitaxy (PAMBE) presents some advantages for the synthesis of p-type
doped GaN, derived from the lower temperature growth when compared with metalor-
ganic vapor phase epitaxy (MOVPE). Therefore, the formation of compensating Mg com-
plexes is reduced [4] and sharper doping profiles are possible [5]. However, the high vapor
pressure of Mg at standard GaN growth temperatures by PAMBE results in a low Mg
incorporation efficiency [5–7], and segregating Mg can modify the growth kinetics of GaN.
6.2 Experimental conditions
The samples used in this study consisted of 0.6 to 1.7 µm of Mg-doped GaN with
nominal N-face polarity. They were grown by PAMBE on either C-face 4H-SiC [8] or
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on c-plane sapphire [9]. The substrate temperature was equal to 680-700◦C. The results
presented in this study are independent of the substrate. All investigated samples
showed n-type conductivity. The incorporation of Mg has been quantified by secondary
ion mass spectroscopy (SIMS), using a Cs+ primary ion beam with an incident angle of
50◦ and an impact energy of 2 keV. Photoluminescence (PL) was measured by exciting
with the 334 nm line of an Ar+ laser, with an excitation power of 1 mW.
We remind that, in the case of GaN growth by PAMBE, optimum Ga-face GaN is
achieved with 2 monolayers (ML) of Ga excess (Ga bilayer) adsorbed at the growing
surface [10, 11]. In the case of N-face GaN, the stabilization of the second Ga monolayer
is not possible, and optimum growth is performed with only 1 ML of Ga excess [8]. Small
Mg doses (∼0.2 ML) are known to behave as a surfactant on Ga-face GaN which smoothes
the rough N-rich-grown surface [12]. Larger Mg doses (∼1 ML) lead to a transition from
Ga-face to N-face material [13].
6.3 Optical properties
The obtained optical characteristics of GaN:Mg layers, analyzed by photolumines-
cence (PL), are summarized in Figure 6.1. We clearly see that for the case of heavily
Mg-doped GaN layers with N-face polarity ([Mg]SIMS > 2×1018cm−3) a broad blue band
appears around 2.8-2.9 eV, similar to the blue band in heavily Mg-doped Ga-polarity GaN
layers grown by MOVPE ([Mg]SIMS ≥ 1× 1019cm−3) [14, 15]. We need to mention that
this blue band has not be observed in any of our Mg-doped Ga-polarity GaN samples
([Mg]SIMS ≤ 4 × 1019cm−3) in agreement with the data reported in the work of Leroux
et. al for MBE-grown samples [14].
We know from the literature that high Mg doping results in the formation of struc-
tural defects. Specifically, for samples grown with MOVPE, the introduction of Mg with
concentrations higher than 2 × 1019cm−3 results in the formation of pyramidal inversion
domains and the observed blue PL band is related to them [16, 17]. These pyramidal
inversion domains were observed in both Ga- and N- polarity samples. Their orientation
depends on the polarity of the material and their tip always points toward the [0001]
direction [18].
In GaN samples grown by MBE using a Si-polar 6H-SiC as substrate, Ramachandran
et al. found that Mg exposures of 1.2±0.4 ML or more lead to an inversion of the sample
polarity from Ga-face to N-face through a basal inversion domain boundary [13]. However,
the opposite inversion, from N-face to Ga-face, couldn’t be achieved. The same inversion
of the polarity (from Ga-face to N-face) has also reported by Romano et al. again in MBE
grown GaN samples using this time an undoped GaN film grown by MOCVD on c-plane
sapphire as substrate and for sufficiently high Mg concentrations (about 8×1019cm−3) [19].
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Figure 6.1 : Typical low temperature
(10 K) photoluminescence spectra of
Mg-doped GaN samples with either Ga
polarity or N polarity and grown either
by PAMBE or MOVPE. The atomic
Mg concentration measured by SIMS is
indicated in the figure.
At the interface between the undoped and the Mg doped GaN film, an inversion domain
boundary with facets along the {h, h,−2h, l} and {0001} planes was observed.
In MOCVD grown GaN samples and for Mg concentrations higher than 1020cm−3
inversion domains and a reduction in the hole concentration was observed [20]. The blue
PL band has also been observed in MOCVD GaN samples for Mg concentrations higher
than ≈ 2.4 × 1019cm−3. The blue luminescence was attributed to Mg-nitrogen vacancy
(VN) complexes [21,22].
In Mg-doped GaN crystals grown with the high nitrogen pressure solution (HNPS)
method [23] two different type of defects were observed depending on the polarity of the
samples [24,25]. In particular, tetrahedral defects with a triangular or rectangular shape
were found in samples presented Ga-polarity, while planar defects consisted of inversion
domain pairs were detected in samples with N-polarity.
As a result, it is obvious that Mg doping influence the microstructure of GaN films
independent of the grown mode and the substrate. TEM experiments were realized in
order to investigate the structural quality of our samples and to detect the presence of
the previously mentioned defects which could justify the observed blue band in our PL
spectra. The results are discussed in the next section.
6.4 TEM measurements
In order to determine the origin of the different photoluminescence features, two sam-
ples were examined with TEM. The first one1 consisted of 540 nm Mg-doped GaN layer
1Sample name E391.
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grown by PAMBE on a C-face 4H-SiC substrate. The Mg concentration, measured by
SIMS, was equal to 2.9× 1018cm−3. Since, as we have mentioned above the results were
independent of the substrate, the second sample2 was grown on c-plane sapphire. The
thickness of the GaN:Mg layer was nominally equal to 1.7 µm and the concentration in
Mg was equal to 1× 1017cm−3. Both samples presented nominally N-face polarity.
Before presenting the TEM results it is important to mention that the Mg concen-
trations were uniform along the GaN layers. This can be seen in the SIMS depth
profiles displayed in Figure 6.2, of two Mg-doped GaN samples grown under the same
conditions, one showing Ga-face polarity, and the other one N-face polarity. What is also
visible is that the Mg incorporation rate in Ga-face polarity GaN significantly higher than
in N-face polarity layers, as already reported by Ptak et al. [7] and in agreement with
theoretical predictions by Bungaro et al. [26].






























Figure 6.2 : SIMS depth profiles of
the Mg concentration in two Mg-doped
GaN with nominal Ga-polarity and N-
polarity grown under the same condi-
tions.
6.4.1 Heavily Mg-doped GaN samples
To our surprise, in the heavily Mg-doped GaN sample we did not detect any inversion
domains in the sample structure but we revealed a cubic ordering of the GaN lattice
with the [111]-axis perpendicular to the substrate. In the conventional two-beam TEM
image of Figure 6.3, it is clearly shown that the cubic polytype (3C-GaN) is the dominant
polytype although some regions of wurtzite GaN (2H-GaN) are also present in the sample.
In the cubic materieal, the presence of stacking faults aligned with the {111} planes is also
visible. The total density of stacking faults at ∼280 nm away the substrate was measured









Figure 6.3 : Two-beam TEM image of the heavily Mg-doped GaN sample. The cubic
ordering is the dominant polytype in the sample. Stacking faults aligned with the {111}
planes are also visible.
From HRTEM images like the one shown in Figure 6.4 which is taken along the
[011] direction, we can see that a thin intermediate region of 2H-GaN exists between the
substrate and the 3C-GaN. This region was observed all along the 4H-SiC/GaN interface
and its width varied from 3-8 monolayers. From the corresponding diffraction pattern,
which is given as an inset in Figure 6.4, we see that the growth axis of the cubic GaN:Mg





Figure 6.4 : HRTEM image viewed along the [011] direction of the Mg-doped GaN sample
with concentration in Mg equal to 2.9 × 1018cm−3. The transition from wurtzite to cubic
phase occurs 6-8 ML away from the substrate surface. The corresponding diffraction pat-
tern, displayed as an inset reveals the cubic ordering with the [111] axis perpendicular to
the substrate.
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In order to examine the strain state of the 3C-GaN:Mg layer, we have measured the
lattice parameter α from a series of HRTEM images with the GPA. In particular, we
applied a gaussian mask of size ∼ g/9 around the {111} and the {200} reflections. The
procedure was repeated in 6 HRTEM images, obtaining the average values:
• α{111} = 0.451± 0.004 nm
• α{200} = 0.450± 0.004 nm
The obtained values are in good agreement with the values reported in the literature for
the lattice constant of cubic 3C-GaN [27, 28]. Therefore, we can conclude that the 3C-
GaN:Mg layer is almost relaxed. This is in good agreement with high-resolution X-ray
diffraction (HRXRD) measurements performed in the heavily Mg-doped GaN samples [1].
In this point we need to mention that a typical 2Θ/Ω HRXRD scan for a Ψ angle
of 0.42o could not detect if the structure of a heavily Mg-doped GaN layer is hexagonal
or cubic. This is because in such a spectra, in addition to reflections from the hexag-
onal silicon carbide substrate, we found contributions which could originate either from
the hexagonal or from the cubic phase (Figure 6.5 (a)). Once the TEM measurements
revealed the cubic phase in a heavily doped sample, HRXRD measurements were again
performed but this time for an angle Ψ equal to 55.19o. This time, as shown in Figure 6.5
(b), only the reflections from the cubic phase, namely the (002)-peak and higher orders,
contribute to the signal. The HRXRD experiments confirmed the alignment of the cubic
phase with the [111]-axis perpendicular to the substrate, as the (002) cubic reflection was
located very close to its theoretical value and its Φ-scan presented the six-fold symme-
try characteristic of the [111] rotation axis. The diffractograms given in Figure 6.5 were
measured from a sample with concentration in Mg equal to 3.8× 1018cm−3, in which we
found no indication of the presence of hexagonal GaN phase.
The previous TEM and HRXRD results demonstrate that Mg behaves as a surfactant
on N-face GaN, favoring the growth of the cubic polytype. However, there are no theoret-
ical predictions of a polytype inversion in presence of Mg. Ab initio calculations reported
by Bungaro et al. [26] describe a clearly different behavior of adsorbed Mg atoms on the
Ga-face and N-face of GaN. In particular, at the Ga-polar surface, the most stable config-
uration is incorporation of Mg on the Ga-substitutional site, and the Mg excess arranges
on Ga sites on the surface [26]. However, the energetic equilibrium on the N-polar surface
is different and makes the incorporation of Mg unfavorable. A schematic top view of the
two last atomic layers of the N-polar surface can be seen in Figure 6.6 (a). As T3 and H3
we denote the sites above a subsurface atom and the hollow site, respectively. Under mod-
erate Ga-rich or N-rich conditions, Mg prefers remaining on the surface. The most stable
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Figure 6.5 : HRXRD measurements of a heavily Mg-doped GaN layer [MgSIMS ] = 3.8×
1018cm−3 grown on 4H-SiC. 2Θ/Ω-scans with Ψ-angles of (a) 0.42o and (b) 55.19o.
surface configuration is a complex consisting of Ga and Mg on the H3 site [26]. Under
highly Ga-rich conditions, Mg tends to remain in the Ga excess layer, finding a minimum
energy in the T3 or H3 site. Interstitial Mg atoms on H3 might reduce the energy for
nitrogen incorporation above H3 [N3C site in Figure 6.6 (b)], inducing the formation of a
cubic bond, rotated 60◦ with respect to the hexagonal bond [N2H site in Figure 6.6 (b)].
To confirm this point further theoretical analysis is necessary.
(a)
(b)
Figure 6.6 : (a) Top view of the (111) surface.
(b) Cross-section of the top atomic layers. In
a T3 site an atom sits above a subsurface atom,
whereas an atom in the H3 site sits on the hollow
site. The solid-line rhomboid indicates the 2x2
cell.
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Magnesium is not the only dopant that favors the 3C-polytype of the GaN lattice.
It has been reported that beryllium (Be) induce inversion domains and cubic inclusions
in Ga-face wurtzite GaN [29]. Additionally, the deposition of 1 ML of manganese (Mn)
also favors the growth of cubic GaN on Ga-face wurtzite GaN [30]. Indeed, both Be and
Mn have a tendency to incorporate on interstitial sites in Ga-face GaN [31,32], the same
tendency that Mg on N-face GaN as reported in this section.
6.4.2 Slightly Mg-doped GaN sample
In the second N-face Mg-doped GaN sample, with a concentration of Mg was equal
to 1 × 1017cm−3, as expected neither phase transition or inversion domain boundaries
were observed. The GaN:Mg layer presented wurtzite structure with a total density of
dislocations at ∼ 1µm away the substrate of 9.68 × 1010 cm−2. In particular, from the
weak beam images illustrated in Figure 6.7, we measured the density of each of the three
types of perfect dislocations which are present in a wurtzite lattice (see also section 2.2.2).
Table 6.1 summarize the results concerning the density of the three types of dislocations
as measured in the slightly Mg-doped GaN sample at ∼ 1µm away the substrate.
Dislocation character Screw Edge Mixed
[0001] 1/3 < 2,−1,−1, 0 > 1/3 < 2,−1,−1, 3 >
Density (×1010 cm−2) 1.48 7.39 0.78
Proportion (%) 15.3 76.6 8.1
Table 6.1 : Dislocation Density and relative proportion of the three types of dislocations
present at the slightly Mg-doped GaN sample. The density was measured at ∼ 1µm away the
substrate
6.4.3 Interpretation of the PL spectra
Once the TEM experiments revealed the presence of the cubic phase in highly Mg-
doped GaN samples, the complete interpretation of the corresponding PL spectra, shown
in Figure 6.1, was possible. This is because the optical characteristics of GaN:Mg layers
are very sensitive to the presence of the cubic polytype since the latter has a smaller
bandgap than the wurtzite material. In the case of PAMBE-grown Ga-face GaN, PL
spectra are dominated by a phonon-replicated donor-acceptor pair at ∼3.27 eV, related
to the Mg shallow acceptor level (Figure 6.1 blue line). For the nominal N-face polarity
samples and for low Mg doping, the main PL emission also corresponds to the donor-













Figure 6.7 : Weak beam images viewed along the [0,1,-1,0] direction of the examined
slightly Mg-doped GaN sample. (a) Conditions (g,3g) with g=(0002). Only screw and
mixed dislocations are in contrast. (b) Conditions (g,3g) with g=(2,-1,-1,0). Only edge
and mixed dislocations are in contrast. The arrows indicate the position of the mixed
dislocations which are in contrast in both images.
narrow excitonic emission at 3.452 for samples grown on SiC or at 3.472 eV in samples
grown on sapphire. This difference is due to the respective tensile or compressive strain in
the epilayers. For the spectra shown in Figure 6.1 as red line the GaN:Mg layer was grown
on a sapphire substrate. Finally, for nominal N-face polarity samples and for high Mg
doping, the PL spectra present also a line around 3.25 eV, but this emission displays the
behavior of the excitonic luminescence from cubic GaN. A cubic-related donor-acceptor
transition at 3.16 eV is also observed, together with a broad blue band around 2.8 eV,
previously reported in heavily Mg-doped 3C-GaN(001) [33].
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6.5 Conclusions
In this section we have demonstrated that Mg doping favors the polytype conver-
sion from N-face wurtzite (2H-) GaN to zinc-blende (3C-) structure during growth by
plasma-assisted molecular-beam epitaxy. The cubic polytype becomes dominant for Mg
concentrations higher than [MgSIMS] = 3 × 1018cm−3. For lower concentrations the
GaN:Mg layers presents the wurtzite structure with a dislocation density in the order
of ∼ 9.7 × 1010 cm−2. HRTEM experiments revealed an alignment of the cubic phase
with the [111]-axis perpendicular to the substrate. This was also confirmed by HRXRD
measurements. The optical characteristics of GaN:Mg layers are very sensitive to the
presence of the cubic polytype. For low Mg doping, photoluminescence is dominated by a
phonon-replicated donor-acceptor pair at ∼3.25 eV, related to Mg shallow acceptor level,
accompanied by a narrow excitonic emission. For high Mg doping, the PL spectra are also
dominated by a line around 3.25 eV, but this emission displays the behavior of excitonic
luminescence from cubic GaN. A cubic-related donor-acceptor transition at ∼3.16 eV is
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The aim of this work was the investigation and characterization of GaN/AlN quantum
wells and quantum dots heterostructures using TEM techniques. Such heterostructures
constitute the active part of various III-nitride based electronic and optoelectronic devices.
A thorough structural characterization of heterostructures is necessary for the comprehen-
sion and optimization of their growth process, which directly results in the achievement
of efficient and reproducible devices.
All the samples studied in this thesis were elaborated by Plasma Assisted Molecular
Beam Epitaxy in the laboratory "Nanophysique et Semiconducteurs" (NPSC) of CEA-
Grenoble. The very close and fruitful collaboration with the elaborators gave me the
opportunity to interact with a number of scientists coming from different fields and having
the same goal: improve our knowledge on GaN heterostructures. My thesis work has
contributed in the structural characterization of the nitride samples using different TEM
techniques.
The basic TEM technique that I have learned and used to characterize quantita-
tively the different nitride nanostructures was the high-resolution electron microscopy
(HRTEM). However, in order to achieve a complete and precise structural characteriza-
tion of the samples, additional TEM techniques was used. Therefore, to have a general
view of the structural quality and to analyze and identify the type of defects (i.e. dislo-
cations, planar defect etc.) which are present at a sample, I have realized conventional
TEM (CTEM) experiments in both two-beam and weak-beam conditions. To determine
the polarity of the nitride layers, I have applied the Convergent Beam Electron Diffraction
(CBED) technique. Finally, to extract information about the chemical composition of the
heterostructures I have performed Energy Filtered TEM (EFTEM) measurements.
In particular, concerning the HRTEM images, I have examined in details under which
conditions and with which methods I could extract the desirable quantitative information
in the most precise way. My effort in realizing this has been exposed in chapter 3.
Two different methods were applied in order to analyze quantitatively the HRTEM im-
ages: a projection method (chapter 3.1) and the geometrical phase analysis (GPA) (chap-
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ter 3.2). I have invested time to understand, define and optimize the different parameters
that influence the precision of either method, in order to obtain the most accurate results.
Special attention has been given in the GPA, which is a novel method for analyzing quan-
titatively HRTEM images. We have tried to approach this method in a more theoretical
way by discussing in details its mathematical basis, with purpose to understand why it
is so efficient although simple (chapter 3.2.2). We can conclude that both methods are
very well adapted in measuring quickly and accurately the local lattice parameters. How-
ever, the projection method is more appropriate for the analysis of interfacial profiles (e.g.
chapters 4.1.2, 5.1.4, 5.2.4), whereas, GPA has the advantage of being able to measure
and map directly displacements and strain fields (e.g. chapters 4.1.2, 4.1.3, 5.1.6).
We hope that the use of the geometrical phase analysis, which is a novel method for
measuring and mapping displacement and strain fields from HRTEM images, and espe-
cially our theoretical approach, which aimed at understanding this method, will be of
interest to other users of this method.
In this thesis, HRTEM images using off-axis conditions were also acquired, in order
to increase the contrast and to improve the signal-to-noise ratio (chapter 3.5). In par-
ticular, to be able to simulate easily the under investigation structures, secondary zone
axis were usually selected. In off-axis images only the (0002) are visible as continuous
straight lines. The superiority of the off-axis images was verified in several parts of this
thesis. For example, we have seen in chapter 4.1.2 that the precision in calculating the
local lattice parameters of an QW heterostructure becomes higher when off-axis HRTEM
are used. Another example is given chapter 5.1.6, where we have demonstrated that the
use of off-axis images results in increasing the accuracy of our strain measurements.
At the beginning of the second year of my thesis (January 2003), the JEOL4000EX
microscope, that I have been served to acquire my HRTEM images, was equipped with an
UltrascanTM1000 charge-coupled device (CCD) camera of size (2048 x 2048) pixels. All
HRTEM images presented in this manuscript were acquired using the CCD camera. The
CCD camera was of a major benefit, because its use has greatly facilitated my research
work since, it was possible to realize "on line" a preliminary analysis of the acquired
images using the GPA routines in the Digital micrograph software. However, we have
seen in chapter 3.4 that the CCD camera introduces distortions in HRTEM images. Once
identified, we have proposed in the same chapter a way to correct them. In general, when
measuring the displacement or strain with the GPA we have always pay attention that the
examined area is situated at the center of the HRTEM image where the distortions related




The results concerning the characterization of GaN heterostructures are presented in
chapters 4, 5 and 6. It is important to note that the results exposed in each of these
chapters concern a selection of the samples analyzed in this thesis. However, the reader
can be refer to appendix E where, a list of all examined samples together with the interest
of each one of them are given.
The issue of chapter 4 is the structural characterization of GaN/AlN quantum well
structures. Two basic themes have been treated.
The first one is the comparison between a Ga-face and a N-face GaN/AlN superlattice
(SL). The higher structural quality of the Ga-face SL has been proven. In particular,
we found that although the interfaces in the N-face SL are rough with a thickness which
varies between 2-3 ML, the interfaces in the Ga-face SL are uniform and abrupt and
their thickness does not exceed 1 ML. {0110} planar defects were only present in the
N-face sample. From the analysis of experimental and simulated HRTEM images, we
identified these defects as inversion domain boundaries of the energetically unfavorable
Holt model. It is worth noting that both types (1 and 2) of the Holt model were identified
in our images. Concerning the strain state of the GaN QWs we deduced that, in the
N-face SL they are almost completely strained on the AlN, which is itself strained by the
SiC substrate. For the Ga-face sample, by eliminating the possibilities of an GaN/AlN
interdiffusion, a partially strained AlN matrix and a relaxation due to the thin foil effect,
we concluded that the GaN QWs are only partially strained.
The second one deals with the effects of AlN overgrowth on the structural quality of
GaN QWs. Both Rutherford backscattering spectroscopy (RBS) and TEM measurements
revealed that the growth of an AlN cap layer on a GaN QW at high temperature (750◦C)
leads to reduction of the GaN QW thickness. By excluding the possibilities that the thick-
ness thinning is due to a GaN thermal decomposition or to a diffusion of the Al atoms
from the cap layer into the GaN well, we have attribute this phenomenon to a thermally
activated exchange mechanism between the Al atoms from the cap layer and the Ga atoms
from the nanostructure. The TEM measurements have also demonstrate that the Al/Ga
exchange mechanism produces an irregular top GaN/AlN interface. Finally, no AlN/GaN
intermixing has been observed.
In chapter 5 we have presented the analysis realized on quantum dot structures. In
the first part of the chapter we have investigated the strain distribution in a superlattice
of GaN QDs embedded in an AlN matrix using HRTEM measurements in combination
with theoretical calculations and X-ray diffraction experiments in the grazing incidence
geometry. The GaN QDs were synthesized by the Stranski-Krastanov growth mode and
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presented a truncated pyramidal shape with {1103} facets and an hexagonal base with a
height to base ration of 0.14. Using the GPA, we have clearly identified a modulation in
the lattice parameter c of the AlN matrix depending on whether it is situated between the
vertically aligned QDs or consecutive WLs. We have proven that the observed modulation
can not be attributed to an interdiffusion between the GaN QDs and the surrounding AlN
matrix (EFTEM experiments). Therefore, it is due to a difference in the strain state of
the AlN spacer layer. Specifically, in terms of the ezz strain component, we showed that
although the AlN located between the GaN QDs is strained, the AlN situated between
consecutive WLs is almost fully relaxed. Thus, we have concluded that, it is this local
strain generated by the dots on the surrounding matrix which causes the vertical alignment
of the dots inside the superlattice. In addition, we have observed that the embedded
QDs are compressively strained, in contrast with the uncapped ones which are almost
completely relaxed. All these results were in good agreement especially in the AlN areas
with: (a) theoretical strain calculations that combine Fourier transform and the Green’s
function technique and (ii) anomalous grazing incidence x-ray diffraction experiments in
which the beam energy was tuned to the Ga-K edge. Concerning the GaN QD areas,
TEM results are not very accurate because the dots are cut. Thus, precise information
about the strain state of the dots has been provided by x-ray diffraction measurements
and theoretical calculations. In the HRTEM images the thin foil relaxation effect was not
taken into account based on the good agreement between experimental and calculated
values in which a bulk QDs superlattice was used.
In the second part of chapter 5 we have investigated the influence of the capping pro-
cess on the structural properties of GaN QDs grown on AlN. We have demonstrated with
HRTEM and RBS experiments that the capping process lead to an isotropic reduction
of the island size. This thickness/size reduction, as for the case of QW structures, was
attributed to an exchange mechanism between the Al atoms of the cap layer and the Ga
atoms from the nanostructure. Finally, we have proven that this exchange depends on
the relaxation state of the GaN layer.
In the last chapter of this thesis (chapter 6), we have investigated the effects of Mg
doping on the structural and optical properties of GaN with nominal N-face polarity. We
have demonstrated with TEM experiments that Mg doping favors the polytype conversion
from wurtzite (2H-) to zinc-blende (3C-) structure. In particular, for Mg concentrations
higher than [MgSIMS] = 3 × 1018cm−3 the cubic polytype becomes dominant while, for
lower concentrations the GaN:Mg layers presents the wurtzite structure. We have proven
that the alignment of the cubic phase is realized with the [111] axis perpendicular to the
substrate. Finally, the optical characteristics of GaN:Mg layers have been analyzed by
photoluminescence and has been seen that thye are importantly influenced by the pres-
180
GENERAL CONCLUSION
ence of the cubic polytype. For low Mg doping, photoluminescence is dominated by a
phonon-replicated donor-acceptor pair at ∼3.25 eV, related to Mg shallow acceptor level,
accompanied by a narrow excitonic emission. For high Mg doping, the PL spectra are also
dominated by a line around 3.25 eV, but this emission displays the behavior of excitonic
luminescence from cubic GaN. A cubic-related donor-acceptor transition at ∼3.16 eV is
also observed, together with a broad blue band around 2.9 eV.
Having recalled the principal results of the different chapters, we want to stress on the
results we considered the most important. The contribution of other experimental tech-
niques like X-ray Diffraction (XRD)(e.g. chapters 4.1 and 5.1.6), Rutherford backscat-
tering spectroscopy (RBS)(chapters 4.2 and 5.2), Atomic Force Microscopy (chapter 5.2)
and photoluminescence (chapter 6.3) together with theoretical calculations (chapter 5.1.6)
was necessary for one hand to obtain complementary information about the quality of the
examined nitride structures and for the other hand to overcome problems when reaching
the limits of TEM techniques (e.g. limitations due to the reduced TEM sample thickness).
We would like to emphasize the combination of TEM with X-ray techniques. In par-
ticular, the association of TEM with X-ray Diffraction (XRD) reciprocal space mapping
allow us to have the certitude that our reference area in GPA correspond indeed to an
area where the crystal has its bulk lattice parameters (chapter 4.1).
Additionally, in chapter 5.1 we have demonstrated that by combining TEM (high-
resolution and energy filtered) with X-ray diffraction measurements in the grazing inci-
dence geometry, a complete and accurate information about the strain distribution in
complex system like a quantum dot superlattice can be achieved. However, it is impor-
tant to mention that for such a system due to the small amount of material (nominal
thickness of GaN QDs ∼ 1.5 nm), X-ray investigations are possible only by the use of a
highly brilliant x-ray beam delivered by the third generation synchrotron facilities. The
two methods are complementary since in x-ray diffraction measurements an input struc-
tural model (necessary to determine the form factor) is required for the data analysis
and TEM can give information about the parameters involved in this model (absence of
interdiffusion, morphology of the dots, vertical alignment of the dots etc.). On the other
hand, TEM measurements concerning the strain of GaN QDs are not so accurate since,
due to the reduced TEM sample thickness the GaN QDs are cut (GaN QD hexagonal
base (∼ 30 nm) > TEM sample thickness (∼5-20 nm)). In this case, x-ray diffraction
can bring complementary results to TEM since it offers the possibility to extract accurate
information concerning the strain distribution of the GaN QDs.
An originality of this thesis is the use of off-axis HRTEM images to provide infor-
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mation about the local lattice parameters of a nitride nanostructure (quantum wells and
quantum dots) and consequently about local strain.
In our effort to combine TEM with X-ray techniques we have also performed X-ray
absorption spectroscopy experiments on GaN QDs superlattices at the Ga K-edge. These
experiments have not been described in the main parts of the thesis but are shown in
Appendix F. These preliminary results are very encouraging.
This thesis has given more insights in the structural characterization of GaN/AlN
heterostructures but more experimental studies will be still necessary to understand com-
pletely the GaN/AlN system. X-ray absorption spectroscopy are part of these future new
experimental studies. As far as TEM is concerned, more insights will be certainly gained






Crystallographic relationships for the
hexagonal lattice
In the hexagonal crystal structure, the Miller-Bravais system of indexing directions
is not easy to visualize. In the Miller-Bravais notation the hexagonal system is described
by four axes, three of which are coplanar. The three coplanar axes, named −→a 1, −→a 2 and−→a 3, lie in the basal plane of the lattice and they are 120o apart. The fourth axis, −→c ,
is normal to this plane. This is shown in Figure A.1 where a schematic illustration of
the wurtzite structure viewed along the [0001] direction and the associated diffraction
pattern are illustrated. One of the easier ways to find the four-dimensional components
of a vector from any three-dimensional representation is to consider its projection on to
the crystallographic axes −→a 1, −→a 2, −→a 3 and −→c , which have the directions [21¯1¯0], [1¯21¯0],




























Figure A.1 : (a) Projection of the wurtzite structure along the [0001] direction. (b)
Corresponding diffraction pattern.
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APPENDIX A. CRYSTALLOGRAPHIC RELATIONSHIPS FOR THE HEXAGONAL LATTICE
In the hexagonal system system there is not simple relationship between the plane
(hkil) and the direction [hkil]. The condition that a direction [uvtw] lies in or is parallel
to a plane (hkil) is in four-dimensional notation the zero scalar product relationship:
uh+ vk + ti+ wl = 0 (A.1)
The normal to the plane with indices (hkil) is the cartesian 4-vector [h,k,i,l/λ], where
λ is equal to :
λ = (2/3)1/2(c/a) (A.2)
and a, c are the lattice constants of the examined material.
The relationships between four and three indices notations are:
• for directions (direct space coordinates):
[hkil]→ 1/3[(h− i), (k − i), l] (A.3)
[stu]→ [(2s− t), (−s+ 2t), (−s− t), 3u] (A.4)
• for planes (reciprocal space coordinates):
(hkil)→ (h, k, l) (A.5)
(stu)→ (s, t, (−s− t), u) (A.6)
The angle between two directions symbolized by [h1k1i1l1] and [h2k2i2l2] is given by
the following relationship:
cosα =
















where λ is given by equation A.2.

























B.1 Elastic constants definition
In the framework of linear elasticity, according to the Hooke’s law, the stress σij of a




Cijkl · ²kl, (B.1)
where Cijkl is the tensor of the elastic module.
In order to simplify notations pairs of indices {xx, yy, zz, yz, zx, xy} are replaced by
indices {1, 2, 3, 4, 5, 6}. This is possible because both stress σij and strain ²ij are required
to be symmetric tensors. So strain and stress matrices become column vectors:





²4 = 2²23 = 2²32
²5 = 2²13 = 2²31
²6 = 2²12 = 2²21





σ4 = σ23 = σ32
σ5 = σ13 = σ31
σ6 = σ12 = σ21
(B.2)
And, the elastic module Cijkl can be represented by a matrix (second-rank tensor). For
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Figure B.1 : Elastic deformation of a thin film deposited on a substrate due to biaxial
strain. The epilayer adapts its lattice parameters to these of the substrate.
the case of an hexagonal crystal this matrix takes the following form:
C =

C11 C12 C13 0 0 0
C12 C11 C13 0 0 0
C13 C13 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C66

. (B.3)
It contains six elastic modules, five of which are independent and C66 = (C11 − C12)/2.
Table 1.3 in Chapter 1 summarize the values of the elastic coefficients of wurtzite III
nitrides.
B.2 Coherent deposition of a film on a substrate
When a thin film is coherently deposited on a substrate with a misfit f0, it is strained
in order to adapt its lattice parameter to that of the substrate (see Figure B.1). The





Using the equation B.3, we can calculate the deformation of the film due to biaxial strain.
For the hexagonal crystals and when the growth is carried out on a (0001) plane, the
strain components ²1 and ²2 are equal to the lattice misfit f0:
²1 = ²2 = f0 (B.5)
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B.2. COHERENT DEPOSITION OF A FILM ON A SUBSTRATE
Since along the growth axis the surface is free of stress, σ3 = 0, considering in-plane
isotropy the Hooke’s law can be written as:σ1σ1
0
 =






As a consequence, the biaxial strain induces a strain ²3 perpendicular to the surface and




Equation B.7 can be written in terms of lattice parameter c as following :





(ae − as) (B.8)
Finally, from equations B.6, B.5 and B.7 we obtain:
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Appendix C
Basic Parameters of GaN and AlN
C.1 Gallium Nitride (GaN)
Crystal structure Wurtzite Zinc Blende
Group of Symmetry
P63mc - C46V F 4¯3m - T 2d
Density (g/cm3) 6.15 [1] 6.15 [1]
Dielectric constant
Static 8.9-9.5 [1] 9.7 [1]
High frequency 5.35 [2] 5.3 [2]





Optical phonon energy (meV) 91.8 [1] 91.9 [1]
BAND STRUCTURE
Energy gap (eV) (Gamma Valley ) 3.39 [5] 3.2 [7]
Temperature dependence of the energy gap 3.57− 7.4× 10−4 3.37− 7.4× 10−4
0 < T < 600 ×T 2/(T + 600) ×T 2/(T + 600)
Conduction Band
Effective electron mass (in units of m0) 0.22 [8] 0.15 [9]
Effective conduction band density of states (cm−3) 2.6× 1018 1.4× 1018
Valence Band
Energy of spin-orbital splitting ESO (eV) 0.011-0.018 [8] 0.017 [8]
Energy of crystal-field splitting Ecr (eV) 0.011-0.022 [8]
Effective hole mass (in units of m0) heavy 1.0 [8] 1.3 [9]
Effective valence band density of states (cm−3) 2.5× 1019 [8] 4.1× 1019 [8]
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ELECTRICAL PROPERTIES
Breakdown field (V cm−1) 5× 106 [1] 5× 106
Mobility (cm2V −1s−1)
Electrons 1000 [10] ≤ 1000 [11]




Electron saturation velocity (107cms−1) 2 [14](exp) 2.0 [15]
2-2.5 [15] (calc)
Peak velocity (107cms−1) 2 [14](exp) 2.5 [15]
2.5-3 [15](calc)
Peak velocity field (kV/cm) 150-180 [15] 100-150 [15]
OPTICAL PROPERTIES [9]
Infrared refractive index 2.3 [1] 2.3 [1]
Refractive index spectra [16], [17] [18]
Reflectance spectra [19], [20], [21]
Absorption spectra [20], [16], [18]
Photoluminescence spectra [21], [22] [23], [24]
THERMAL PROPERTIES
Debye temperature (K) 820 [25] 820 [25]
Thermal conductivity (Wcm−1C−1) > 1.95 [26], [27], [28] > 1.95 [26], [27], [28]
Thermal diffusivity (cm2s−1) 0.65 0.65
Thermal expansion, linear (C−1) αa = 5.59× 10−6 [1]











Table C.1 : Basic properties of GaN
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C.2. ALUMINIUM NITRIDE (ALN)




Density (g/cm3) 3.257 [33]
Dielectric constant
Static 8.5 [1]
High frequency 4.68-4.84 [34],4.77 [1]
Electron affinity (eV) 0.6 [35] ; 1.9 [36]
Lattice constants (nm) a= 0.3112 [37], c= 0.4982 [37]
Optical phonon energy (meV) 113 [1]
BAND STRUCTURE
Energy gap (eV) 6.23 [8]
Temperature dependence of the energy gap [38] 6.32− 1.799× 10−3 × T 2/(T + 1462)
Conduction Band
Effective electron mass (in units of m0) 0.3 [8]
Effective conduction band density of states (cm−3) 4.1× 1018
Valence Band
Effective hole mass (in units of m0): Heavy
for kz direction mhz 3.53 [39]
for kx direction mhx 10.42 [39]
Effective valence band density of states (cm−3) 4.8× 1020
ELECTRICAL PROPERTIES







Electron saturation velocity (107cms−1) 1.4 [40]
Peak velocity (107cms−1) 1.7 [40]
Peak velocity field (kV/cm) 450 [40]
OPTICAL PROPERTIES
Infrared refractive index 2.14 [1]
Refractive index spectra [18], [41], [42], [43]
Reflectance spectra [44], [45]
Absorption spectra [46], [42], [47]
Photoluminescence spectra [48], [49]
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THERMAL PROPERTIES
Debye temperature (K) 820 [50]
Thermal conductivity (Wcm−1C−1) 2.85 [51]
Thermal diffusivity (cm2s−1) 1.47
Thermal expansion, linear (C−1) αa = 4.2× 10−6 [1]
αc = 5.3× 10−6 [1]
Specific heat at 300K (Jg−1C−1) 0.73 [52]
At 300K < T < 1800K [52] 1.097+ 7.99× 10−5×T − 0.358×
105 × T−2
At 1800K < T < 2700K [52] 0.892 + 0.188× 10−3 × T
MECHANICAL PROPERTIES
See Table 1.3
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Appendix D
Local lattices and Distances in the
Direct and Reciprocal spaces
D.1 Local Lattices
Consider a local two-dimensional lattice appearing over a region R of the real space.
This lattice is defined by two vectors a1(R) and a2(R) whose coordinates in an orthogonal
basis B are respectively ax1, ay1 and ax2, ay2. The corresponding reciprocal local lattice
vectors g1(R) and g1(R) are defined by the usual relations :
a1(R) · g1(R) = 1 , a1(R) · g2(R) = 0 , a2(R) · g1(R) = 0 , a2(R) · g1(R) = 1 (D.1)
Introducing the identity matrix I, the transposeGT of a matrixG and the lattice matrices

















the relations D.1 can be expressed in a matrix form by :
A(R) ·GT(R) = I or A(R) = (GT(R))−1 or GT(R) = A−1(R) (D.3)
The coordinates of vector a1(R) are noted (ax1(R), ay1(R)) instead of (a1x(R), a1y(R)) in
order that the first and second indexes of matrix coefficients refer respectively to the rows
and columns of the matrix.
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SPACES
D.2 Distances in the Direct and Reciprocal spaces
In the presentation of the GPA method (Section3.2 of chapter 3), a number of con-
ventions were used for the direct and reciprocal spaces. In particular r refer to two-
dimensional vectors of the direct space, which is the image space. For HRTEM images,
the natural and physical unit of r is the nanometer (nm). In digital form, this vector r is
represented by a vector rp evaluated in pixels. The relationship between r and rp is:
r = scale.rp (D.4)
where scale is the length of a pixel in nm.
g designs a reciprocal lattice vector, whose physical unit is the inverse of a nanometer
(nm−1). In the numerical Fourier Transform, this vector is evaluated in pixels by the
vector gp. The relation between g and gp is given by:
gx =
gxp
Nx ∗ scale gy =
gyp
Ny ∗ scale (D.5)
where Nx and Ny are the pixel size of the image and gx,gy and gxp,gyp are the coordinates
of the vectors g and gp in the natural orthogonal basis B=(O,x,y) of the digitized image.
Precisely, O is the pixel point having coordinates (0,0), and x and y are respectively
parallel to the rows and columns of the images. For simplicity, in section3.2, it was
assumed that scale=1 (or r=rp).
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List of examined samples
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The X-ray absorption spectroscopy (XAS) is an extremely sensitive element selective
technique and is commonly used to study local electronic and structural properties of
systems with or without a long-range order [1]. X-ray absorption spectra recorded at an
absorption edge of a given atom are a fingerprint of its electronic empty density of states.
Since the density of states is linked to the structure, tiny structural changes should be
reflected in x-ray absorption spectra. Moreover, polarization dependent XAS is a very
efficient tool to study anisotropy of the density of states in ordered systems [2] e.g.,
crystals, multilayers etc. In order to probe the strain of GaN quantum dots superlattices
we used x-ray linear dichroism (XLD) spectroscopy that measures a difference in X-ray
absorption cross-sections recorded with two orthogonally linearly polarized X-rays. To
extract information about the strain state of the GaN QDs, the obtained XLD spectra
were compared with the spectra recorded on a thick bulk like GaN epilayer.
We have performed XLD measurements at the Ga K-edge with the linear polariza-
tion vector either parallel or perpendicular to the c-axis of the superlattice. The X-ray
linear dichroism measurements have been performed at the ID 12 beamline at the ESRF
(Grenoble, France) in March 2004 [3]. The XLD spectra from QDs SLs were compared
with the spectra recorded on a thick bulk like GaN epilayer (Figure F.1). Finally, the
experimental results were compared with the x-ray linear dichroism spectra calculated
with FDMNES code [4].
The question that we wanted to address is to know if there are any variations of
the average strain of wurtzite GaN quantum dots SL embedded in an AlN matrix as a
function of the number of repetitions. All investigated samples were grown by plasma-
assisted molecular beam epitaxy on 6H-SiC substrate. An AlN buffer layer of 10 nm
thickness was initially deposited before the growth of the SL. The nominal thickness of
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the GaN QDs and the AlN matrix was 1.5 nm and 7 nm respectively. The number of
repetitions was varied from 200 down to 3.
Figure F.1 : Normalized fluorescence intensity measured at the Ga K-edge in GaN epi-
layer for two orthogonal linear polarization direction perpendicular to the sample surface
(along the c-axis)[red line] and parallel to the sample surface (in the a,b-plane) [green
line]. The difference is the so-called x-ray linear dichroism (right scale)[blue line]. The
measurements have been performed at a grazing incidence of 10o. The absorption spectra
have been corrected for self-absorption effects.
Figure F.2 shows a magnified area of the x-ray linear dichroism spectra recorded at the
Ga K-edge in GaN bulk epilayer (cyan line) and in several GaN QDs SLs with different
number of repetitions. At a first sight, all the XLD spectra have nearly an identical
spectral shape, which confirms that they possess the same local wurtzite symmetry as the
bulk GaN. However, we can observe that: (i) the amplitude of the XLD signal increases
for the peaks A’ to D’ when the number of QDs repetitions decreases from 200 down to
3 and is always stronger than the XLD signal of the GaN bulk, (ii) the XLD signal of the
peak A” increases towards the bulk XLD signal when the number of repetitions decreases
(iii) the XLD of the GaN bulk (cyan line) is shifted to lower energies (more pronounced
at peak D’ and higher energies).
From a preliminary analysis of the experimental results and simulations realized with
the FDMNES code we can conclude several interesting points:
• the average strain state of the GaN QDs is always different compared to bulk GaN
even for the highest number of repetitions
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Figure F.2 : X-ray lin-
ear dichroism measured at the
Ga K-edge in GaN epilayer
and in GaN quantum dots su-
perlattcies embedded in AlN
matrix with different number
of repetitions. The measure-
ments have been performed at
a grazing incidence of 10o.
• the dependance with the repetition number indicates that the GaN QDs located
near the interface with the AlN buffer layer (first 1-3 QDs layers) are more strained
compared to GaN QDs located away from the interface.
Further analysis are under way in order to extract quantitative information regarding the
values of the strain distribution in the GaN QDs superlattices.
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AFM: Atomic Force Microscopy
BF: Bright Field
CBED: Convergent Beam Electron Diffrac-
tion
CTEM: Conventional Transmission Electron
Microscopy
DF: Dark Field
ECR: Electron Cyclotron Resonance
EELS: Electron Energy-Loss Spectrometry
EFTEM: Energy Filtered Transmission Elec-
tron Microscopy
EM: Electron Microscopy
ESI: Electron Spectroscopic Imaging
ESRF: European Synchrotron Radiation Fa-
cility
GPA: Geometric Phase Analysis
GIF: Gatan Image Filter
HPS: High-Pressure Synthesis
HRTEM: High Resolution Transmission Elec-
tron Microscopy
HRXRD: High-Resolution X-Ray Diffraction
HVPE: Hydride Vapor Phase Epitaxy
IDB: Inversion Domain Boundary
LDs: Laser Diodes
LEDs: Light-EmittingDiodes
MBE: Molecular Beam Epitaxy
ML: MonoLayer
MOCVD: Metal-Organic Chemical Vapor
Deposition









RBS: Rutherford Backscattering Spec-
troscopy
RF: Radio Frequency
RHEED: Reflection High-Energy Electron
Diffraction
PLD: Pulsed Laser Deposition
SAD: Selected-Area Diffraction
SIMS: Secondary Ion Mass Spectroscopy
SL: SuperLattice
TDB: Translation Domain Boundary
TEM: Transmission Electron Microscopy
WB: Weak Beam
WL: Wetting Layer
XAS: X-ray Absorption Spectroscopy
XLD: X-ray Linear Dichroism
XRD: X-Ray Diffraction
XTEM: Cross section Transmission Electron
Microscopy
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