Lowering and raising operators for the free Meixner class of orthogonal
  polynomials by Lytvynov, Eugene & Rodionova, Irina
ar
X
iv
:0
81
2.
08
96
v1
  [
ma
th.
PR
]  
4 D
ec
 20
08
Lowering and raising operators for the free Meixner
class of orthogonal polynomials
Eugene Lytvynov
Department of Mathematics, Swansea University, Singleton Park, Swansea SA2 8PP,
U.K.
e-mail: e.lytvynov@swansea.ac.uk
Irina Rodionova
Department of Mathematics, Swansea University, Singleton Park, Swansea SA2 8PP,
U.K.
e-mail: i.rodionova@swansea.ac.uk
Abstract
We compare some properties of the lowering and raising operators for the classical and free
classes of Meixner polynomials on the real line.
2000 AMS Mathematics Subject Classification: 42C05, 47B36
Keywords: Free Meixner class of orthogonal polynomials; Meixner class of orthogonal
polynomials
1 Classical and free Meixner classes
In this note, we will compare some properties of the lowering and raising operators for
the classical and free classes of Meixner polynomials on the real line.
Recall that the classical Meixner class consists of all monic orthogonal polynomials
(Pn(x))
∞
n=0 whose exponential generating function has the form
∞∑
n=0
zn
n!
Pn(x) = exp(xΨ(z))f(z) =: G(x, z), (1)
where z is from a neighborhood of zero in C, f and Ψ are analytic functions in a
neighborhood of zero such that f(0) = 1, Ψ(0) = Ψ′(0) = 0, and the measure of
orthogonality of (Pn(x))
∞
n=0, denoted by µ, has infinite support [17] (see also [13]).
Recall that, given a finite set A, a set partition of A is a collection {A1, . . . , Am}
(m ∈ N) of non-empty, mutually disjoint subsets of A whose union is A. We denote by
Pn the collection of all set partitions of the set {1, 2, . . . , n}. For any random variables
X1, . . . , Xn on a probability space (Ω,A, P ) which have all their moments finite, the
cumulant of X1, . . . , Xn, denoted by Cn(X1, . . . , Xn), is defined recurrently through the
formula
E(X1 · · ·Xn) =
∑
pi∈Pn
∏
A∈pi
C(A,X1, . . . , Xn), (2)
1
where for any A = {i1, . . . , ik} ⊂ {1, . . . , n}
C(A,X1, . . . , Xn) := Ck(Xi1 , . . . , Xik). (3)
Then the cumulant generating function of a random variable X is defined by
CX(z) =
∞∑
n=1
zn
n!
Cn(X, . . . , X), (4)
where z is from a neighborhood of zero in C for which the series in (4) converges abso-
lutely. For a probability measure ρ on (R,B(R)) whose Laplace transform is analytic
in a neighborhood of zero, the cumulant transform of ρ, denoted by Cρ(z), is defined
as CX(z), where the random variable X has distribution ρ. In fact, we have:
Cρ(z) = log
(∫
R
ezx ρ(dx)
)
.
The above assumptions on the polynomials from the Meixner class automatically
imply that the generating function G(x, z) can be represented as
G(x, z) = exp(xΨ(z)− Cµ(Ψ(z))). (5)
As shown in [17], a system of orthogonal polynomials (Pn(x))
∞
n=0 belongs to the
Meixner class if and only if there exist l ∈ R, λ ∈ R, t > 0, and η ≥ 0 such that the
(Pn(x))
∞
n=0 satisfy the recurrence relation
xPn(x) = Pn+1(x)+ (λn− l)Pn(x)+n(t+ η(n− 1))Pn−1(x), n ∈ N0 := N∪{0}, (6)
where P0(x) = 1 and P−1(x) = 0. It is easy to see that, if we set l = 0 in (6), the
corresponding measure µ will become centered, whereas l 6= 0 corresponds to the shift
of the centered measure by l. Therefore, we will restrict our attention to centered
measures, by setting l = 0.
One has to distinguish the five following cases:
a) λ = η = 0, µ is Gaussian measure and (Pn(x))
∞
n=0 are Hermite polynomials;
b) λ 6= 0 and η = 0, µ is centered Poisson measure, (Pn(x))∞n=0 are Charlier poly-
nomials;
c) η > 0 and λ2 = 4η, µ is centered gamma measure, (Pn(x))
∞
n=0 are Laguerre
polynomials;
d) η > 0 and λ2 > 4η, µ is centered Pascal measure, (Pn(x))
∞
n=0 are Meixner
polynomials of the first kind;
e) η > 0 and λ2 < 4η, µ is Meixner measure, (Pn(x))
∞
n=0 are Meixner polynomials
of the second kind, or Meixner–Polaczek polynomials in other terms.
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In what follows, we will denote by µ
(t)
λ,η, G
(t)
λ,η, Ψ
(t)
λ,η, and C
(t)
λ,η the measure µ and the
functions G, Ψ, and Cµ, respectively, which correspond to the choice of the parameters
λ, η, and t as in (6). For t = 1, we will usually skip the upper index (1).
For any possible choice of λ and η, and for any t > 0, we have Ψ
(t)
λ,η(z) = Ψλ,η(z),
C
(t)
λ,η(z) = tCλ,η(z), so that
G
(t)
λ,η(x, z) = exp(xΨλ,η(z)− tCλ,η(Ψλ,η(z))). (7)
Furthermore, for any λ and η as above, there exists a Le´vy processXλ,η = (Xλ,η(t))t≥0
such that Xλ,η(0) = 0 a.s., and for each t > 0 the random variable Xλ,η(t) has distri-
bution µ
(t)
λ,η (see e.g. [20]).
Let νλ,η be the probability measure on R which is the measure of orthogonality of
the polynomials (Qn(x))
∞
n=0 satisfying
xQn(x) = Qn+1(x) + λ(n+ 1)Qn(x) + ηn(n + 1)Qn−1(x), n ∈ N0, (8)
with Q0(x) = 1, Q−1(x) = 0.
Thus, if η = 0, then νλ,0 = δλ (the Dirac measure with mass at λ), while for η > 0
νλ,η is the measure of orthogonality of polynomials from the Meixner class satisfying
(6) with λ, η as above, l = −λ and t = 2η. Then, for z from a neighborhood of zero in
C, we have:
Cλ,η(z) =
∫
R
(esz − 1− sz)s−2 νλ,η(ds)
=
∫
R
∞∑
n=2
sn−2zn
n!
νλ,η(ds), (9)
i.e., s−2 νλ,η(ds) is the Le´vy measure of the Le´vy process Xλ,η.
In free probability, Meixner’s class of orthogonal polynomials was introduced and
studied by Anshelevich [2] (see also [4]) and Saitoh, Yoshida [19]. (In fact, such poly-
nomials had already occurred in many places in the literature even before [2, 19], see
[9, p. 62] and [4, p. 864] for bibliographical references.) A deep study of multivari-
ate free Meixner polynomials of non-commutative variables has been carried out by
Anshelevich, see [3, 4, 5] and the references therein. Boz˙ejko and Bryc [9] gave a char-
acterization of free Meixner polynomials in terms of a regression problem. We also
refer to [2, 3, 10] for q-interpolation of the classical and free Meixner classes.
Below, in the free case, for many objects we will use the same notations as those
used for their counterparts in the classical case. However, it should always be clear
from the context which objects are being meant.
The free Meixner class consists of all monic orthogonal polynomials (Pn(x))
∞
n=0
whose (usual) generating function has the form
∞∑
n=0
zn Pn(x) = (1− xΨ(z))−1f(z) =: G(x, z), (10)
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where z, Ψ and f satisfy the same assumptions as in the classical case, and the measure
of orthogonality µ has infinite support. Recall the following notation from q-analysis:
for each q ∈ [−1, 1], we define [0]q := 0 and [n]q := 1 + q + q2 + · · ·+ qn−1, for n ∈ N,
and [n]q! := [1]q[2]q · · · [n]q. In particular, the free probability corresponds to q = 0, in
which case [0]0 = 0 and [n]0 = 1 for n ∈ N. Thus the free analog of exp(x) =
∑∞
n=0
xn
n!
is the resolvent function (1− x)−1 =∑∞n=0 xn, so that (10) is indeed the free analog of
(1).
Consider a non-commutative probability space which is a von Neumann algebra A
with a normal, faithful, tracial state τ : A → C, i.e., τ(·) is linear, continuous in weak∗
topology, τ(ab) = τ(ba), τ(id) = 1, τ(aa∗) ≥ 0, and τ(aa∗) = 0 implies a = 0. A
(non-commutative) random variable X is a self-adjoint element of A.
We denote by NC(n) the collection of all non-crossing partitions of {1, . . . , n}, i.e.,
all set partitions pi = {A1, . . . , Ak}, k ≥ 1, of {1, . . . , n} such that there do not exist
Ai, Aj ∈ pi, Ai 6= Aj , for which the following inequalities hold: x1 < y1 < x2 < y2
for some x1, x2 ∈ Ai and y1, y2 ∈ Aj . For any non-commutative random variables
X1, . . . , Xn, the free cumulant Cn(X1, . . . , Xn) is defined through formulas (2), (3) in
which E is replaced by τ , and Pn is replaced by NC(n). Then, analogously to (4), the
free cumulant generating function of a random variable X is defined by
CX(z) =
∞∑
n=1
znCn(X, . . . , X).
If ρ is a probability measure on (R,B(R)) with compact support, we define the free
cumulant transform Cρ(z) of ρ as CX(z), where a random variable X has distribution
ρ, i.e., τ(Xn) =
∫
R
xn ρ(dx).
By [2], the generating function of the fee Meixner polynomials can be represented
as
G(x, z) = (1− xΨ(z) + Cµ(Ψ(z)))−1 (11)
(compare with (5)). Furthermore, a system of orthogonal polynomials (Pn(x))
∞
n=0 be-
longs to the free Meixner class if and only if there exist l ∈ R, λ ∈ R, t > 0, and η ≥ 0
such that the (Pn(x))
∞
n=0 satisfy the recurrence relation
xPn(x) = Pn+1(x) + (λ[n]0 − l)Pn(x) + [n]0(t+ η[n− 1]0)Pn−1(x), (12)
and we again set l = 0 in order to set the measure µ centered. Analogously to the
classical case, we thus again have five classes of free Meixner polynomials. Next,
analogously to (7), we have
G
(t)
λ,η(x, z) = (1− xΨλ,η(z) + tCλ,η(Ψλ,η(z)))−1 (13)
(we have used obvious notations).
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Recall that non-commutative random variables X1, . . . , Xn are called freely inde-
pendent if, for any k ≥ 1 and any non-constant choice of Y1, . . . , Yk ∈ {X1, . . . , Xn},
Ck(Y1, . . . , Yk) = 0 [22] (see also [9]). A non-commutative stochastic process X =
(X(t))t≥0 is called a free Le´vy process if X0 = 0 and the increments of X are freely
independent and stationary, see [8] for details.
By [2, 19], for any allowed parameters λ and η, there exists a free Le´vy process
Xλ,η = (Xλ,η(t))t≥0 such that, for each t > 0, the random variable Xλ,η(t) has dis-
tribution µ
(t)
λ,η. Let νλ,η be the probability measure on R which is the measure of
orthogonality of the polynomials (Qn(x))
∞
n=0 satisfying
xQn(x) = Qn+1(x) + λ[n + 1]0Qn(x) + η[n]0[n + 1]0Qn−1(x),
= Qn+1(x) + λQn(x) + ηQn−1(x), (14)
with Q0(x) = 1, Q−1(x) = 0. Thus, if η = 0, then νλ,0 = δλ, while for η > 0
νλ,η = µ
(η)
λ,0. (15)
(Thus, for η > 0, νλ,η is the free Gaussian distribution if λ = 0 and the free Poisson
distribution if λ 6= 0.) Then, for z from a neighborhood of zero in C, we have:
Cλ,η(z) =
∫
R
((1− sz)−1 − 1− sz)s−2 νλ,η(ds)
=
∫
R
∞∑
n=2
znsn−2 νλ,η(ds), (16)
i.e., s−2 νλ,η(ds) is the free Le´vy measure of the free Le´vy process Xλ,η [6].
Remark 1.1. The polynomials of the classical Mexiner class with η > 0 naturally appear
in the study of a realization of the renormalized square of white noise, see [1]. In fact,
as it (indirectly) follows from [21] (see also [11]), the polynomials of the free Meixner
class with η > 0 are related to the renormalized square of free white noise.
2 Raising and lowering operators
We fix any λ ∈ R and η ≥ 0. In the case of classical Meixner polynomials, we define
the raising and lowering operators, ∂†λ,η and ∂λ,η, as linear operators given through
(∂†λ,ηPn)(x) = Pn+1(x), (∂λ,ηPn)(x) = nPn−1(x),
where (Pn(x))
∞
n=0 satisfy (6) (with t = 1 and l = 0). We will denote by x the operator
of multiplication by variable x in L2(R, µλ,η). By (6), we then have
x = ∂†λ,η(1 + λ∂λ,η + η∂
2
λ,η) + ∂λ,η. (17)
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Since the operators ∂†λ,η, ∂λ,η are unbounded in L
2(R, µλ,η), we will later identify their
domain.
In the free case, we define the raising and lowering operators, ∂†λ,η and ∂λ,η through
(∂†λ,ηPn)(x) = Pn+1(x), (∂λ,ηPn)(x) = [n]0Pn−1(x),
where (Pn(x))
∞
n=0 satisfy (12) (again with t = 1 and l = 0). The operator of multiplica-
tion by x then has the same representation (17) in L2(R, µλ,η). Note that the operators
x, ∂†λ,η, and ∂λ,η are now bounded.
2.1 Lowering operator
We start with the classical case. So, denote by P the set of all polynomials on R. For
each f(x) =
∑N
n=0 fnPn(x) ∈ P, n ∈ N0, and each q ∈ N, we set
‖f‖2q =
∞∑
n=0
|fn|2(n!)22nq.
Let Hq denote the Hilbert space obtained as the completion of P in the ‖ · ‖q norm.
We then define the nuclear space Φ := proj limq→∞Hq. Since (Pn(x))
∞
n=0 is a Scheffer
system of polynomials, there exists q ∈ N such that Hq (and so Φ) is continuously
embedded into L2(R, µλ,η) (see [14]).
Denote by E1min(C) the set of all entire functions on C of first order of growth and
of minimal type, i.e., a function f entire on C belongs to E1min(C) if and only if for each
ε > 0 there exists C > 0 such that |f(z)| ≤ C exp(ε|z|). Denote by E1min(R) the set
of restrictions to R of functions from E1min(C). Following [14, 15], we then introduce a
norm on E1min(C), and hence on E1min(R), as follows. Each f ∈ E1min(C) can be uniquely
represented in the form f(z) =
∑∞
n=0 fnz
n, and we set, for any q ∈ N,
Nq(f) :=
∞∑
n=0
|fn|2(n!)2 2nq.
By [14, Theorems 2.5, 3.8 and subsec. 6.2], Φ = E1min(R) and the two systems of norms
on Φ: (‖ · ‖q, q ∈ N) and (Nq(·), q ∈ N) are equivalent, and hence determine the same
topology on Φ.
Using the ‖ · ‖q norms, we easily conclude that the operators ∂†λ,η and ∂λ,η act
continuously on E1min(R). We have the following theorem which describes the action of
∂λ,η in the classical case (compare with [18, Theorem 2.2] and [16, Theorem 4.1]):
Theorem 2.1. In the classical case, we have, for any f ∈ E1min(R):
(∂λ,ηf)(x) =
∫
R
f(x+ s)− f(x)
s
νλ,η(ds), x ∈ R. (18)
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Remark 2.1. In the Gaussian case, i.e., when λ = η = 0, we have ν0,0 = δ0 and formula
(18) is understood in the limiting sense: (∂0,0f)(x) = (Df)(x) := f
′(x).
Remark 2.2. In the Poisson case, i.e., when η = 0 and λ 6= 0, we have νλ,0 = δλ, so that
(∂λ,0f)(x) =
f(x+ λ)− f(x)
λ
.
Therefore, if η 6= 0,
(∂λ,ηf)(x) =
∫
R
(∂λ,0f)(x)νλ,η(dλ),
and so the operator ∂λ,η is the νλ,η-mixture of the operators ∂λ,0.
Proof of Theorem 2.1. For each q ∈ N, denote by Gq the Hilbert space obtained as
the completion of E1min(R) in the Nq(·) norm. As easily seen, the operator ∂λ,η acts
continuously in each Hq. Hence, there exist q1 ≥ q2 ≥ 1 such that Gq2 is continuously
embedded into L2(R, µλ,η) and ∂λ,η : Gq1 → Gq2 is a continuous operator. Choose ε > 0
such that, for each z ∈ R, |z| < ε, exz and exΨλ,η(z) belong to Gq1 as functions of x.
Hence, G(·, z) ∈ Gq1 and
(∂λ,ηGλ,η(·, z))(x) = zGλ,η(x, z),
which implies
∂λ,ηe
xz = Ψ−1λ,η(z)e
xz . (19)
On the other hand, by (9),∫
R
e(x+s)z − exz
s
νλ,η(ds) = e
xz
∫
R
esz − 1
s
νλ,η(ds)
= exzC ′λ,η(z). (20)
By [5, Proposition 1] (see also [17]), we have
Ψ−1λ,η(z) = C
′
λ,η(z). (21)
Hence, (19)–(21) imply that (18) holds when f(x) = exz, |z| < ε.
Since
∫
R
eε|s|νλ,η(ds) <∞, there exits C ≥ 1 such that, for all n ∈ N,∫
R
|s|nνλ,η(ds) ≤ Cnn! .
Hence, for each f(x) =
∑∞
n=0 fnx
n ∈ E1min(R) and x ∈ R,∫
R
∣∣∣∣f(x+ s)− f(x)s
∣∣∣∣νλ,η(ds) ≤
∞∑
n=1
|fn|
∫
R
∣∣∣∣(x+ s)n − xns
∣∣∣∣νλ,η(ds)
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≤
∞∑
n=1
|fn|
n−1∑
k=0
(
n
k
)
|x|k
∫
R
|s|n−k−1νλ,η(ds)
≤
∞∑
n=1
|fn|n!nCn(1 ∨ |x|)n
≤ Nq3(f)
( ∞∑
n=1
4−n
)1/2
<∞, (22)
where q3 = q3(x) ∈ N is chosen so that q3 ≥ q2 and (4C(1 ∨ |x|))2 ≤ 2q3.
Now, let {f (k)}∞k=1 ⊂ Gq3 be such that each f (k) is a linear combination of functions
exz with |z| < ε and f (k) → f as k →∞ in Gq3. Then, analogously to (22), we conclude
that ∫
R
f (k)(x+ s)− f (k)(x)
s
νλ,η(ds)→
∫
R
f(x+ s)− f(x)
s
νλ,η(ds),
and since ∂λ,ηf
(k) → ∂λ,ηf in Gq1, (∂λ,ηf (k))(x) → (∂λ,ηf)(x). From here the theorem
follows. 
We will now derive a free counterpart of Theorem 2.1. By the theory of Jacobi
matrices (see e.g. [7]), in the free case, the measure µ
(t)
λ,η is concentrated on the interval
[−(λ ∨ √η + t), (λ ∨ √η + t)]. Below C1([a, b]) denotes the set of all continuously
differentiable functions on interval [a, b].
Theorem 2.2. In the free case, we have for any f ∈ C1([−rλ,η, rλ,η]),
(∂λ,ηf)(x) =
∫
[−rλ,η,rλ,η]
f(x)− f(s)
x− s νλ,η+1(ds) (23)
=
∫
[−rλ,η,rλ,η]
f(x)− f(s)
x− s µ
(η+1)
λ,0 (ds), x ∈ R. (24)
Here, rλ,η := (λ ∨
√
η + 1).
Remark 2.3. Unlike in the classical case, the integral representation of the operator
∂λ,η in the free case uses the measure νλ,η+1 with the ‘shifted’ parameter η + 1. So,
in particular, in the free Gaussian case (λ = η = 0), ∂0,0 is not the operator of free
differentiation f(x) 7→ (Dfreef)(x) = f(x)−f(0)x . In fact, in the free Gaussian and free
Poisson cases, i.e., when η = 0, the integration on the right hand side of formula (24)
is with respect to the measure of orthogonality µλ,0. Thus, in particular,
Pn−1(x) =
∫
[−rλ,0,rλ,0]
Pn(x)− Pn(s)
x− s µλ,0(ds),
where (Pn(x))
∞
n=0 are orthogonal with respect to µλ,0.
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Remark 2.4. In the classical and free cases, denote by mλ,η(n) the n-th moment of νλ,η:
mλ,η(n) :=
∫
R
snνλ,η(ds).
Then, by Theorem 2.1,
∂λ,ηx
n =
n−1∑
k=0
(
n
k
)
mλ,η(n− 1− k)xk,
while in the fee case, by Theorem 2.2,
∂λ,ηx
n =
n−1∑
k=0
mλ,η+1(n− 1− k)xk,
Recall the the free (q = 0) analog of the binomial coefficient
(
n
k
)
is 1.
Proof of Theorem 2.2. First, we note that, by (15), formulas (23) and (24) are
equivalent. By [2], for sufficiently small z
Ψλ,η(z) =
z
1 + λz + ηz2
, (25)
Cλ,η(Ψλ,η(z)) =
z2
1 + λz + ηz2
. (26)
Hence, by (11), we easily see that
Gλ,η(x, z) =
(
1− xz − z
2
1 + λz + ηz2
)−1
=
1 + λz + ηz2
1 + λz + (η + 1)z2
(1− xΨλ,η+1(z))−1.
Since
(∂λ,ηGλ,η(·, z))(x) = zGλ,η(x, z),
we, therefore, have
∂λ,η(1− xz)−1 = Ψ−1λ,η+1(z)(1 − xz)−1. (27)
Next, by (16) ∫
[−rλ,η,rλ,η]
(1− xz)−1 − (1− sz)−1
x− s νλ,η+1(ds)
= (1− xz)−1
∫
[−rλ,η,rλ,η]
z(1 − sz)−1νλ,η+1(ds)
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= (1− xz)−1z−1
∫
[−rλ,η,rλ,η]
∞∑
n=2
znsn−2νλ,η+1(ds)
= (1− xz)−1z−1Cλ,η+1(z). (28)
By [5, Proposition 1] (see also [2]),
Ψ−1λ,η(z) = z
−1Cλ,η(z) (29)
(compare with (21) and note that z−1Cλ,η(z) is the free derivative of Cλ,η). By (27)–
(29), equality (23) holds for f(x) = (1 − xz)−1 for all sufficiently small z. From here,
the general case follows by an easy approximation argument. 
Remark 2.5. Note that, in view of (19) and (27), in the classical case
∂λ,η = Ψ
−1
λ,η(D),
while in the free case
∂λ,η = Ψ
−1
λ,η+1(Dfree).
2.2 Raising operator
We again start with the classical case (cf. [16, 18]). Following [17], we define α, β ∈ C
through the equation
1 + λx+ ηx2 = (1− αx)(1− βx), (30)
or equivalently
α + β = −λ, αβ = η,
where in the case η = 0 and λ 6= 0 one sets α = −λ and β = 0. Evidently, the condition
λ ∈ R, η ≥ 0 is satisfied if and only if either α, β ∈ R and α and β are of the same
sign, or Im(α) 6= 0 and α and β are complex conjugate.
Theorem 2.3. In the classical case, there exists ε > 0 such that, for all z ∈ R, |z| < ε,
we have
∂
†
λ,ηe
xz =
(
x
1 + λΨ−1λ,η(z) + η(Ψ
−1
λ,η(z))
2
− Ψ
−1
λ,η(z)
1 + λΨ−1λ,η(z) + η(Ψ
−1
λ,η(z))
2
)
exz (31)
=
[
xe−z(α−β)
(
1 +
α
α− β
(
ez(α−β) − 1))2
− e−z(α−β)
(
1 +
α
α− β
(
ez(α−β) − 1)) 1
α− β
(
ez(α−β) − 1)]exz, (32)
for α = β the formula being understood in the limiting sense.
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Remark 2.6. Theorem 2.3 shows that the operator ∂†λ,η is represented through the
operator of multiplication by x and through analytic functions (in a neighborhood of
zero) of the operator of differentiation D.
Proof of Theorem 2.3. By (17) and (19), we have
xexz = (1 + λΨ−1λ,η(z) + η(Ψ
−1
λ,η(z))
2)∂†λ,ηe
xz +Ψ−1λ,η(z)e
xz,
from where (31) follows. To derive (32) from (31), use (30) and the following formula
(see [17]):
Ψ−1λ,η(z) =
(
1
α− β
(
ez(α−β) − 1))(1 + α
α− β
(
ez(α−β) − 1))−1. 
Using formula (32) and analogously to the proof of Theorem 2.1, one easily derives
explicit formulas for the action of ∂†λ,η (cf. [16, 18]). Before formulating this result, we
introduce the following natations: For each s ∈ R, s 6= 0 and for f : R→ R, we define
(∇sf)(x) :=f(x+ s)− f(x)
s
,
(Usf)(x) :=f(x+ s).
Clearly, D, ∇s, and Us act continuously on E1min(R).
Corollary 2.1. We have the following representation of the operator ∂λ,η on E1min(R):
for λ = η = 0
∂
†
0,0 = x−D,
for λ 6= 0 and η = 0
∂
†
λ,0 = x(1− λ∇λ)−∇λ,
for η > 0 and λ2 = 4η
∂
†
λ,η = x(D − 1)2 −D(D − 1),
and for η > 0 and λ2 6= 4η
∂
†
λ,η = x(1 + α∇α−β)2Uβ−α − (1 + α∇α−β)∇α−βUβ−α.
We proceed to consider the free case.
Theorem 2.4. In the free case, there exists ε > 0 such that, for all z ∈ R, |z| < ε, we
have
∂
†
λ,η(1− xz)−1
=
(
x
1 + λΨ−1λ,η+1(z) + η(Ψ
−1
λ,η+1(z))
2
− Ψ
−1
λ,η+1(z)
1 + λΨ−1λ,η+1(z) + η(Ψ
−1
λ,η+1(z))
2
)
(1− xz)−1
(33)
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=(
x
4z2(η + 1)2(
2η + 1 + λz +
√
(1− λz)2 − 4z2(η + 1))(1− λz −√(1− λz)2 − 4z2(η + 1))
+
2z(η + 1)
2η + 1 + λz +
√
(1− λz)2 − 4z2(η + 1)
)
(1− xz)−1. (34)
Remark 2.7. By Theorem 2.4, the operator ∂†λ,η is represented through the operator of
multiplication by x and through analytic functions (in a neighborhood of zero) of the
operator of free differentiation Dfree.
Proof of Theorem 2.4. The derivation of (33) is analogous to the classical case. So,
we only have to show that (34) holds. By (25) and (33),
∂
†
λ,η(1− xz)−1 =
(
x
Ψλ,η(Ψ
−1
λ,η+1(z))
Ψ−1λ,η+1(z)
−Ψλ,η(Ψ−1λ,η+1(z))
)
(1− xz)−1. (35)
Next, by (25),
1
Ψλ,η+1(z)
=
1 + λz + ηz2
z
+ z
=
1
Ψλ,η(z)
+ z.
Hence,
1
z
=
1
Ψλ,η+1(Ψ
−1
λ,η+1(z))
=
1
Ψλ,η(Ψ
−1
λ,η+1(z))
+ Ψ−1λ,η+1(z),
from where
Ψλ,η(Ψ
−1
λ,η+1(z)) =
1
1
z
−Ψ−1λ,η+1(z)
. (36)
Since
Ψ−1λ,η+1(z) =
1− λz −√(1− λz)2 − 4z2(η + 1)
2z(η + 1)
, (37)
by (36)
Ψλ,η(Ψ
−1
λ,η+1(z)) =
2z(η + 1)
2η + 1 + λz +
√
(1− λz)2 − 4z2(η + 1) . (38)
Now, (34) follows from (35), (37), and (38). 
Remark 2.8. In the free case, it is still an open problem whether one can derive any
explicit formulas for the action of ∂†λ,η on a general function f .
Remark 2.9. In [11], a study of a free Meixner class of orthogonal polynomials of
infinitely many non-commutative variables has been initiated. We expect that the re-
sults of this note related to the free case may be generalized to this infinite dimensional
setting, compare with [16]. We hope that this will be discussed in [12].
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