To correct wavefront aberrations, commonly employing proportional-integral control in adaptive optics (AO) systems, the control process depends strictly on the response matrix of the deformable mirror. The alignment error between the Hartmann-Shack wavefront sensor and the deformable mirror is caused by various factors in AO systems. In the conventional control method, the response matrix can be recalibrated to reduce the impact of alignment error, but the impact cannot be eliminated. This paper proposes a control method based on a deep learning control model (DLCM) to compensate for wavefront aberrations, eliminating the dependence on the deformable mirror response matrix. Based on the wavefront slope data, the cost functions of the model network and the actor network are defined, and the gradient optimization algorithm improves the efficiency of the network training. The model network guarantees the stability and convergence speed, while the actor network improves the control accuracy, realizing an online identification and self-adaptive control of the system. A parameter-sharing mechanism is adopted between the model network and the actor network to control the system gain. Simulation results show that the DLCM has good adaptability and stability. Through self-learning, it improves the convergence accuracy and iterations, as well as the adjustment tolerance of the system.
INTRODUCTION
In a general adaptive optics (AO) system, a Hartmann-Shack (HS) wavefront sensor is used to measure the aberration. After the aberration information is obtained, the control system will drive the wavefront correction device to compensate for the aberrations, thus controlling the beam quality [1] [2] [3] . Of all these systems, the proportional-integral (PI) control and the corresponding algorithms [4] are often direct and obtain good practical results. However, traditional PI control strictly depends on the response matrix of the deformable mirror, and the response matrix of the deformable mirror needs to be calibrated [5] . The alignment error between the HS wavefront sensor and the deformable mirror is caused by various factors in AO systems, so the model calibrated at a certain time may not be as accurate as when it is calibrated at another time [6, 7] . In this case, the stability of the system will be greatly affected if there is no parameter self-tuning using good adaptive algorithms.
AO control systems can use the online system identification of a neural network because a neural network can fit complex nonlinear functions and is able to learn online. However, a shallow neural network is prone to be affected by problems, such as a local optimum during training, so they sometimes cannot accurately describe dynamic systems and are difficult to train. The development of deep learning has brought inspiration for solving this problem. Some studies have focused on the use of deep learning methods for system identification. The system model has been replaced by a deep neural network. The task of system identification has been transformed into parameter optimization of a deep neural network. There have been reports about using a deep learning model to fit a proportional-integral-differential controller [8] . This study has proved that deep learning can be used to control strategy calculations. Some studies have also used single-layer networks, multilayer networks, and recurrent neural networks (RNNs) for rough terrain motion systems [9] . In these studies, the user mode of the network is regarded as the input, and the action is the output. The training is carried out with the guided strategy search method, and the supervision signals are from the existing paradigms. The network takes state-action samples from the existing successful motion paradigms for network training. In some studies, the system dynamic models [10] [11] [12] are fitted with a deep rectified linear unit (ReLU) network model, whose main idea is to use a section of historical time data to predict the system output in the future.
In this study, a deep neural network is applied for the development of a wavefront correction scheme. This scheme is called the deep learning control model (DLCM). This scheme improves the convergence accuracy, speed, and adjustment tolerance of the system through online learning. The DLCM consists of a model network, actor network, cost function, and decision sample space. The model network is used to stabilize the actor network and accelerate convergence. The actor network is used to directly output the control voltage as close as possible to the optimal control amount. This paper is organized as follows. Section 2 illustrates the system model used in this study. After consideration of existing methods, a DLCM correction method is proposed in Section 3. Numerical simulations are given in Section 4, and conclusions are drawn in Section 5.
DLCM AND TRADITIONAL CONTROL METHOD
In an AO system with a wavefront sensor, the DLCM aims to minimize the wavefront residual error measured by the HS sensor, and it drives the deformable mirror to produce the optimal phase compensation amount by changing the control voltage, thus achieving the correction of wavefront distortion. The PI and the DLCM control model are shown in Figs. 1(a) and 1(b). The centroid slope S0 detected by the HS sensor is affected by various disturbances. The G n is the detection noise, S n is the wavefront slope, and V is the control voltage vector of the deformable mirror. Z
−1
A and Z
B are the system's HS sensor delay and control calculation delay, respectively. The DLCM consists of a model network M S, V e jθ m , an actor network AS, V jθ a , a decision sample space R, and two cost functions; the cost functions of the model network are J and J 0 , the cost function of the actor network is J 0 , and the thick dotted line is a gradient data stream. J can perform the supervised training of historical optimal control decisions for the model network and update the actor network through parameter sharing. J 0 can guide the actor network to output control voltage, to keep the DLCM updated online in real time.
Generating wavefront to voltage (GWV) is the voltage solution link during PI control. S n is the centroid slope obtained by the HS sensor. The voltage solution link GWV solves the voltage and inputs the same to the PI controller to obtain the control voltage V . If the detection noise G n is omitted, the relationship between the slope of the subaperture and the control voltage can be described by the matrix as follows:
where B is the slope response matrix between the deformable mirror and the HS sensor, which can be obtained by sequentially loading the unit control voltage for each actuator unit of the deformable mirror and recording the centroid slope response of the HS sensor subaperture. The centroid slope vector is S n and can be derived directly from the HS sensor measurement. Using singular value decomposition to solve the generalized inverse matrix B of the matrix B, the control voltage vector in the sense of least squares can be obtained:
After the residual wavefront control voltage V is obtained, the total control voltage loaded to the wavefront corrector can be solved using the PI control algorithm, and then B S n can be solved in real time. It can be seen from Eqs. (1) and (2) that the operational stability and error propagation of the AO system are closely related to the wavefront recovery algorithm used. The input of the PI controller strictly depends on the response matrix B of the deformable mirror, and the matrix B needs to be determined by accurate calibration of the deformable mirror.
In a typical AO system, the deformable mirror and the HS wavefront sensor are required to be in two different conjugate positions. However, in the actual application process, alignment accuracy between the two is often affected by various factors [5] , as shown in Fig. 2 . At one moment, the measured response matrix B succeeds, but fails at another moment, which affects the performance of the PI controller.
In Fig. 2 , α is the rotation angle relative to the z axis; Δx, Δy, and Δz are relative translations in the x, y, and z direction, respectively. Δz does not affect the space-matching relationship, but it does affect the conjugate relationship between the deformable mirror and the HS wavefront sensor. In general, we can ignore the adjustment deviation of Δz. Therefore, alignment errors caused by environmental factors primarily include Research Article horizontal deviation Δx and vertical deviation Δy of the center of the deformable mirror relative to the center of the HS detector, as well as the rotation error α of the deformable mirror. Alignment error will change the design-matching relationship between the deformable mirror and HS sensor. Therefore, the alignment error will lead to a large error in the response matrix. Because the PI controller strictly relies on the response matrix B, this directly affects the performance of the PI controller [7, 13, 14] .
IMPLEMENTATION PRINCIPLE OF THE DLCM
The DLCM consists of model network M S, V e jθ m , actor network AS, V jθ a , decision sample space R, and cost functions (J and J 0 ), as defined in Eqs. (4) and (9) . The model network and the actor network have different roles. The model network has three functions: (1) shares the parameters with the actor network; (2) stabilizes the output of the actor network; (3) improves the convergence speed of the actor network. The actor network has two functions: (1) updates the decision sample space and guides the update of the model network; (2) improves control accuracy of the DLCM. The decision sample space is a queue structure where the optimal and up-to-date decision samples are stored. The cost function J is used to train the model network and learn the control rules from the decision samples. The cost function J 0 is used to update the actor network and the model network in real time. The calculation of the cost function J 0 is the key to the system.
A. Model Network
The model network adopts a deep natural network (DNN [15] ). Essentially, the DNN implements an input-to-output mapping relationship, and it is capable of learning a large number of input-to-output mapping relationships, with no need for any accurate mathematical expressions between the input and the output. The network will have input-to-output mapping capability as long as the deep neural network is trained. It is the deep neural network that implements the supervised training. Before starting the training, the network's parameters are initialized with various small random numbers. The training of the network is divided in two phases:
(a) Forward propagation phase. S, V is extracted from the decision sample space R, and S is input to the deep neural network. The information is transmitted from the input layer to the output layer through a step-by-step transformation. The corresponding actual output of the deep neural network is calculated as
R is the decision sample space. If there are n samples, R 2 6 6 4
, where f 1 , f 2 , f 3 , …, f n are activation functions for each layer and θ m1 , θ m2 , θ m3 , …, θ mn are network parameters for each layer. (b) Backward error propagation phase. The difference between the actual output V e and the ideal output V of the deep neural network is calculated as
The model network parameter θ m is adjusted by minimizing Jθ m .
For an AO system, the voltage and slope have the following equation:
When the disturbance voltage ΔV is added, we have the following equation:
Then, Eq. (7) can be obtained by Eqs. (5) and (6):
Equation (7) can obtain the training sample ΔS, ΔV of the model network M S, V e jθ m . In the actual system, ΔS, ΔV is easily obtained, so the training sample can be obtained efficiently by the above method. Even if the training sample ΔS, ΔV is not optimal, the actor network improves the accuracy of the control voltage because the cost function of the actor network is defined by the wavefront residuals measured by the HS sensor. In Section 3.B, we will define the cost function for the actor network in detail.
B. Actor Network Figure 3 shows the structure of the model network on the left and the structure of the actor network on the right. It also indicates that the two networks have the same structures, which output the voltage and input the slope data. Because the model network obtains the estimated voltage, the actor network is needed to improve the precision of the output voltage. The actor network aims at minimizing the wavefront residual error measured by the HS sensor. It also drives the deformable mirror to produce the optimal compensation by changing the control voltage, thus achieving real-time correction of wavefront distortion. We can directly calculate the cost function J 0 based on the wavefront slope information. The HS wavefront sensor is currently the most widely used wavefront sensor. It performs the tile sampling on the wavefront using an array lens. Each sublens works as a subaperture and focuses the beam into a light spot array. The center coordinates of each spot can be measured with an array camera. First, the standard parallel light illumination array lenses are used to measure the spot center coordinates corresponding to each subaperture as a referred datum. When the wavefront distortion occurs in the incident light beam, the wavefront tilt within the subaperture range will cause a deflection of the light spot. After the deflection amounts of the spot center in the two directions are measured, the slope in the two directions of the wavefront within the subaperture range can be calculated:
where f is the focal length of the microlens, I i is the intensity of pixel i, and X i and Y i are the coordinates of pixel i. X c , Y C are the coordinates of the spot centroid, GX , GY is the slope, and A is the subaperture area. After the subaperture slope data is obtained, the cost function J 0 given in Eq. (9) can be defined:
where N is the number of subapertures and J 0 GX , GY has a unique extremum. The cost function J 0 is used to update the actor network and the model network in real time. The calculation of the cost function J 0 is the key to the system. This not only guarantees the training efficiency of the model network, but also improves the DLCM's convergence speed and stability. The actor network aims at minimizing the J 0 measured by the HS sensor, so that the control precision of the DLCM can be guaranteed.
C. Calculation of Gradient
To update the network parameter θ a of the actor network, we need to know the value of ∇ V J 0 . Because the gradient ∇ θ a V θ a can be calculated, the gradient information of the network parameters can be obtained through the chain rule:
The network parameters are then updated by the gradient descent (GD) method:
where α is the learning rate. The accuracy of ∇ V J 0 directly affects the convergence performance of the system and is the core factor that determines the system performance. There are many mature methods for gradient estimation in AO systems, from the early hill-climbing method [16] and the multivariate high-frequency vibration method [17, 18] to the genetic algorithm [19, 20] , the ant colony algorithm [21] , the simulated annealing algorithm [22] , and the stochastic parallel gradient descent (SPGD) algorithm [23] in the past decade. SPGD is used to calculate the gradient ∇ V J 0 . The specific calculation steps for ∇ V J 0 are as follows:
The cost function of the current control voltage V : J 0 t Generate the disturbance voltage: ΔV Load the disturbance voltage: V t 1 V t ΔV The cost function is loaded with the disturbance voltage ΔV : J 0 t 1 Obtain the gradient:
To update the network parameter θ m of the model network, the network parameter θ m can be adjusted as per the minimized J and J 0 . When the network parameter θ m is updated using the decision sample space, the cost function J will be used; then, the gradient ∇ θ m Jθ m of the network parameter can be obtained.
When the network parameter is updated with the GD method, β 1 , β 2 refer to the learning rates:
When the network parameter θ m is updated online in real time, the cost function J 0 will be used, and the gradient of the network parameter can be obtained:
The network parameter is updated with the GD method:
D. Gradient Optimization
Under the GD method, the convergence speed is too slow, whereas the gradient optimization method can effectively [24] . The network parameter updating formula is as follows:
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where γ is a parameter of the momentum term and α is the learning rate. When its gradient points in the actual moving direction, the momentum term v t will increase; when the gradient is opposite to the actual moving direction, v t will decrease. This means that the momentum term updates the parameter only for the relevant samples, reducing unnecessary parameter updates, which results in a faster and more stable convergence and also shortens the oscillation process. AdaDelta [25] is also an effective gradient optimization method. To reduce the possibility that the learning rate attenuates too quickly, AdaDelta can adapt different learning rates for each parameter, which implies proposing three solutions: (1) Use the window; (2) use the mean for the parameter gradient history window sequence (excluding the current); (3) the final mean is the time-attenuated weighted average of the historical window sequence mean and the current gradient.
The historical gradient mean is expressed by Eg 2 t ,
where γ is a parameter of the momentum item, and the parameter update vector can be expressed as below:
iReplacing the denominator of Eq. (18) with the mean square error RMSg t leads to
The units in the above formula do not match, so the unit of Δθ t is corrected by multiplying the mean of the parameter update vector by Eq. (19) , which, at the same time, also avoids fast attenuation of the learning rate:
The root mean square error of the parameter update vector is as below:
RMSΔθ t is unknown, so RMSΔθ t−1 is used for approximate estimation. Then, the learning rate α in Eq. (19) is replaced to obtain the parameter update form of AdaDelta:
Equations (20) and (21) avoid the problem of the units of the learning rate not matching each other and avoid the fast learning rate attenuation. In addition, they can adapt to different learning rates for each parameter.
To make each parameter adapt to different learning rates, the second-order derivative information of the objective function is used to increase the convergence speed. Combining the advantages of NAG and AdaDelta, an optimization algorithm accelerated gradient descent (AGD) is proposed (see Algorithm 1): In the AGD algorithm, the first step is to initialize the hyperparameters γ 1 ∈ 0, 1, β ∈ 0, 1 and set the constant ε (ε is generally a very small value, to avoid RMSv t equal to zero). Second, the cumulative variables v t , which contain the gradient variation, are calculated, so that the gradient variation trend can be estimated more accurately. The historical momentums mean is expressed by v 2 t , which is obtained through the current v t and the previous momentum mean. The cumulative update amount EΔθ 2 t is obtained from the mean of the current update amount Δθ t and the historical cumulative update amount; finally, the network parameter is updated through AGD. The main idea of the AGD optimization algorithm is to use the second-order derivative information of the objective function. The significance of the second-order derivative is that if this gradient is larger than the previous gradient, then there is a reason to believe it will continue to increase, and the part becoming larger needs to be added in advance; if this gradient is smaller than the previous one, the case is similar. AGD can adapt to different learning rates for each parameter and predict the update position, thereby increasing the convergence speed of the deep neural network.
E. Algorithm Flow
To avoid system oscillation caused by the excessive gain of the system, the parameter sharing mechanism is adopted. Parameter sharing between the model network and the actor network is as follows:
The hyperparameter τ0 ≤ τ ≤ 1 can control the stability of the actor network. The hyperparameter τ can adjust the system gain. A suitable τ can accelerate the convergence of the actor network. Lower values of τ provide slower but more stable control. Parameter sharing enables the model network and the actor network to train independently, perform parallel computation, and improve operation speed.
Based on the above introduction of principles, the flow of the deep learning control algorithm is as follows (see Algorithm 2):
Initialize the model network M S, V e jθ m and the actor network AS, V jθ a . Initialize the decision sample space R For episode = 1, M do Obtain the wavefront slope information S 0 Share the network parameter: θ a ← τθ m 1 − τθ a For t 0, T do The actor network AS t , V t jθ a outputs the control voltage V t Estimate the gradient: 
SIMULATION RESULTS AND ANALYSIS
According to the methods and steps described in Section 3, the DLCM was applied to a 61-element AO system to perform the simulation calculation. The HS sensor is composed of a 12 × 12 lenslet array (112 subapertures used) and a 288 pixel × 288 pixel CCD camera. Each subaperture has 24 pixels. The correction time delay is three sampling cycles The DLCM is terminated by the cost function when they are lower than a threshold, and the model is terminated by the number of iterations if the iterations do not converge. The model network and the actor network have the same structure; the number of hidden layers was two; the activation function of the hidden layer was ReLU; the number of the neurons in each hidden layer was 224; and the activation function of the output layer was linear. The most basic principle to determine the number of hidden layer nodes was: take a structure as compact as possible under the premise of satisfying the accuracy requirement, that is, take as few hidden layer nodes as possible. The hyperparameter τ was 0.98; the capacity of the decision sample space was 900. We found that the training performance tended to be stable when the decision sample space was greater than 900 when the model net was trained by the method in this paper. The model network was trained with the guided strategy method, and the supervisory signal was derived from the wavefront slope ΔS and the optimal control voltage ΔV obtained from the online sampling of the actor network, and the AGD method was used to optimize the gradient.
In the simulation, the wavefront aberration W to be compensated for is generated randomly by the first 35-order Zernike polynomial terms in the cyclotomic field [26, 27] . A total of 100 initial wavefronts (W 1 , W 2 , …, W 100 ) generated in the simulation is used to verify the DLCM. The iteration times, convergence accuracy, and tolerance of the system are compared by correcting various aberrations. The evaluation index J 0 defined in Eq. (9) and the Strehl ratio (SR) are used as system performance indices.
We usually calculate the energy concentration of the image of a spot to assess SR by
where I i is the gray value of the ith pixel and N is the number of pixels. Now, we change the alignment error and use it for closedloop correction under the new conditions. For this purpose, the actuator spacing of a 61-element deformable mirror is set as d. The position (Δx, Δy, α) of the deformable mirror is adjusted as follows:
(1) Under the condition of (Δy 0, α 0) alignment, make movement of −4 d∕10, −2 d∕10, 0, 2 d/10, and 4 d/10 along the x direction.
(2) Under the condition of (Δx 0, α 0) alignment, make movement of −4 d∕10, −2 d∕10, 0, 2 d/10, and 4 d/10 along the y direction.
(3) Under the condition of (Δx 0, Δy 0) alignment, make rotation of −6°, −3°, 0°, 3°, and 6°relative to the rotation angle α of the z axis.
First, the PI response matrix is not recalibrated for each position adjustment. PI and DLCM are used to make the AO system work in a closed loop and aberration W1 is corrected, and the iteration times, convergence accuracy, and tolerance between them are compared. The correction results are shown in Section 4.A.
Second, the PI response matrix is recalibrated for each position adjustment. PI control is used to make the AO system work in a closed loop. Under the condition that the control parameters remain unchanged, the iteration times, convergence accuracy, and tolerance between PI and DLCM are compared. The correction results are shown in Section 4.B.
A. Keep PI's Response Matrix Constant
The closed-loop correction results of aberration W1 with various alignment errors are shown in Figs. 4-6 . The closed-loop iteration performs 30 steps at a time.
To compare the convergence accuracy, semilogarithmic coordinates are used in Figs. 4(a)-4(e). Figures 4(a)-4(e) show that DLCM has high correction accuracy and convergence speed under various rotations α; as the aberration compensation gets better, the evaluation index J 0 decreases. Rotation misalignment has a great influence on PI. If the misalignment is too large, this can lead to closed-loop instability [Figs. 4(a) and 4(e)]. The DLCM eliminates the influence brought by the response matrix through self-learning and maintains the control stability under various rotation conditions. According to Fig. 4(f ) , the DLCM has high control stability and tolerance under various α. It is worth noting that when the rotation misalignment α 0, the SR of PI is 0.971, and the SR of the DLCM is 0.985. As the aberration compensation gets better, 6(f ) show that the DLCM has better system tolerance than PI, and a better SR can be obtained. Obviously, as the translation misalignments Δx and Δy gradually increase, the control system's capability to correct aberration becomes worse and worse, which is consistent with Ref. [5] .
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To further compare the capability of the DLCM and PI to correct various aberrations, the Monte Carlo method is used to compare the mean value of SR after 100 aberrations are corrected under various conditions. The mean of the SR is calculated as SR meanSR 1 , …, SR 100 . Figure 7 shows that the DLCM has better tolerance and convergence than PI through a 100-aberration correction, and the SR can be obtained. It can be seen that there is a similar rule with the result after the correction of aberration W1 (Figs. 4-6) . Table 1 shows the comparison result of the iteration times and accuracy of the control model without alignment error. The iteration is terminated when J 0 becomes stable. When the trained model network corrects the wavefront aberrations, J 0 decreases from 9.38 to 0.323 after one iteration. As there is 
Vol. 58, No. 8 / 10 March 2019 / Applied Opticsno actor network to continue correcting the aberrations, the aberrations can only be corrected to 0.323 (hyperparameter τ decreases as this value increases), which indicates that the model network can stabilize the control voltage, so that the output voltage will not increase too much in a single step. The convergence speed is faster than that of the actor network, but the control precision is lower than that of the actor network; the advantage of the model network is the convergence speed. When no parameters are shared, the actor network can correct J 0 of the aberrations to 0.237 through 68 iterations, indicating that the convergence speed is slower than the model network, but the control precision is higher than the model network; therefore, the advantage of the actor network is control precision.
The DLCM combines both advantages through the parameter-sharing mechanism; thus, the control accuracy and iteration times can be improved. Because the calculation amount of DLCM is more than PI, so with a well-chosen network structure, fast hardware can reduce the time cost of a single iteration of the DLCM.
B. Recalibrate the Response Matrix
The closed-loop correction results for aberration W1 with various alignment errors are shown in Figs. 8-9 . The closed-loop iteration performs 30 steps at a time.
Figures 8(a)-8(f ) show that for various rotations α, the control performance of PI after recalibrating the response matrix is significantly improved. The influence of alignment error is reduced, but the influence cannot be eliminated. Meanwhile, the PI has poor stability. Obviously, the DLCM maintains stable performance through self-learning and can obtain better SR. What is important is that the DLCM does not need to remeasure the response matrix, so it can achieve stability under various rotations α.
Figures 10(a)-10(e) and 9(a)-9(e) show that, under various Δx and Δy, the control performance of PI after recalibrating the response matrix is significantly improved, but the convergence accuracy and speed of the DLCM are better than those of PI. Figures 10(f ) and 9(f ) show that the DLCM has better convergence and tolerance than PI and can obtain a better SR. As the translation misalignments Δx and Δy gradually increase, the control system's ability to correct aberration becomes increasingly worse. By remeasuring the response matrix, the control stability of PI is maintained, and the convergence accuracy is improved. The DLCM is slightly better than PI. Numerical calculation under various conditions shows that as long as the effective light spots are within the effective range of the actuator, the stability of the DLCM and PI can be guaranteed, and the control process is basically stable. Figure 11 shows that after recalibrating the response matrix of PI, the mean value of the SR after 100 aberrations are corrected is slightly lower than that of the DLCM. DLCM Research Article improves the performance under various alignment errors. There is no need to remeasure the response matrix, and the control performance improves to a certain extent. Through self-learning, it brings better control performance and system adjustment tolerance. Figure 12 shows the convergence curve when the model network is trained through decision samples. AGD basically converges after 120 iterations, and GD basically converges after 835 iterations; the convergence speed is increased by 7 times. This shows that AGD can significantly improve the learning efficiency. This is because AGD adapts to different learning rates for each parameter and carries the second-order derivative information of the cost function; it accelerates the network convergence and improves training efficiency. At the same time, AGD can improve the efficiency of parallel computing.
CONCLUSION
The DLCM features good convergence performance and control precision. Adopting better gradient optimization and gradient estimation methods is the key to improving the efficiency of the algorithm. The actor network realizes adaptive adjustment of the deformable mirror and effectively improves the control precision. The model network learns the control rules from the decision samples sampled online. The model network improves the convergence speed and stabilizes the output of the actor network through parameter sharing. The DLCM does not require calibration of the response matrix of the deformable mirror, thus eliminating the need for calibration of its response matrix. The cost function defined by the centroid slope is very important and is related to the control precision and stability. The DLCM achieves online identification of the system model and adaptive control, making the system more adaptable. An obvious shortcoming of the DLCM is the need for collection and estimation, but this does not affect the online operation because the appropriate network structure can relieve the computational burden. A well-chosen network structure, fast hardware, and parallel-distributed computing can simplify the data collection and estimation. 
