Abstract
Introduction
Systems of finite capacity queues are used to model the performance of a wide range of applications. A finite Markovian system should always be numerically tractable; however for large models the cost of solving such a model may be significant. Since the aim of a performance study invariably involves evaluation for a number of different parameter values, or worse, optimisation of certain parameters, a model will usually need to be solved a number of times. As such, techniques that seek to reduce the computational load involved in obtaining a solution are of great importance when building tools to support performance analysts. One such class of techniques involves finding product form solutions that allow the model to be decomposed into individual queues (or small numbers of queues) that can be solved in isolation to find the marginal queue size distributions. Because a product form exists these marginal distributions can be combined to give exact expressions for the joint queue size distribution, i.e. the steady state probability distribution for the entire model. Unfortunately, product form solutions are not as common as we would like and the conditions by which they are derived are easily broken.
Approximate techniques for solving finite capacity queueing systems with blocking have received a very sizeable amount of effort over the past 20 to 30 years and many significant advances have been made. For example, Kouvatsos has used maximum entropy and minimum relative entropy to derive product form approximations for a wide variety of such models (see [6] ). A number of surveys of finite capacity queueing systems have been published; Perros [10] surveyed approximation techniques for open queueing models, whereas Onvural [9] surveyed approaches in closed systems. Many key results are further reported by Perros [11] . A great many other non-product form systems have been studied in the past and expressions found for their marginal distributions. Clearly marginal distributions have a significant role to play in the analysis of queueing systems, however it would also be desirable to be able to calculate other measures based on the joint queue size distributions.
More recently, Thomas et al [13] have used the stochastic process algebra PEPA [5] to explore an approximation technique for marginal distributions. This approach was inspired by the work of Gribaudo and Sereno [4] and is related to earlier work on stochastic marked graphs [2] and queueing systems [1] and is related to a method described by Mertziotakis [8] . The approximation relies on the notions of behavioural independence and control in PEPA, as well as the well formed notions of equivalence which are a feature of process algebra. Put simply, behavioural independence requires that components in a model behave identically regardless of the current behaviour of other components in the model (this property is defined formally and discussed in detail in [12] ). If a component is not behaviourally independent then it must be dependent on some other component to perform one of more actions during its evolution. This property is referred to as control, and is more formally defined in [13] . The importance of the notion of control is twofold. Firstly it allows an explicit characterisation of where a model fails to be behaviourally independent. If the number of instances of control (the occurrence of actions through which control is exerted) is small, then it may be possible to create an approximate model where these instances are in some way ignored, or an approximate solution where the intervals between controls are long enough for the model to approach steady state behaviour. The second important use for the notion of control is in building approximations that actually seek to exploit this property.
In this paper this technique is applied to a class of finite capacity queueing model to derive approximations for the marginal queue size distributions. The class of model is defined in Section 2 and the approximation is discussed in Section 3. The approximation also provides certain boundary values for the joint distribution and these are used to improve an approximation of the joint queue size distribution based on a simple product form assumption. This is discussed in Section 4 and the results are evaluated numerically using two examples in Section 5. Some brief conclusions and directions of future work are presented in Section 6.
The model
In general, the technique presented here can be applied to an arbitrary system of finite capacity queues with simple adaptation. However, for consistency and conciseness the discussion here will be limited to single server models with a directional flow control. Nodes in the system, as illustrated in Figure 1 , consist of a single queue and server pair with arrivals from one or more other nodes and departures to one or more other nodes. In addition jobs may enter the system at node in a Poisson stream at rate ( ¼) and depart the system after service at node with a given probability, Õ . In general the choice of next destination will be a priori and based on a fixed routing vector and the availability of non-empty queues. If all the queues at successor nodes are full, and the probability of departure at this node is zero, then the job is blocked in service. This means service will not take place until a successor becomes available and that service may · ½ is full then the rate at which jobs continue to depart the system, ¼ may be less than . In the first example considered in Section 5, jobs continue to leave the system at rate ¼ Õ . These restrictions make it clear that any node is dependent on nodes © ½ and ¨½, and so in general no product form will exist.
The complete model is illustrated in Figure 2 . 
Derivation of marginal queue size distributions
An iterative approach is adopted (from [4] ) to find approximate solutions to the marginal queue size distributions as follows. 3. Transition from ´ µ to ´ µ is clearly made at rate ¨½ . The other transition rates between ´ µ, ´ µ, ´ µ and ´ µ need to be calculated iteratively. Initially set the transition rate from ´½µ to ´½µ to be ©¾ · ©½ . Transition from ´ µ to ´ µ takes place whenever a service occurs at node or an arrival occurs at node ¨½, initially set this probability to ¼ . 7. Set to ¨½.
Repeat steps 5, 6 and 7 until convergence is reached
for the calculated transition rates or abort after a predetermined number of iterations.
Thus the solution of the system is reduced to solving Ã Markov modulated queues a number of times, rather than solving a single (much larger) system of Ã queues. If AE AE for all then the state space for the entire system is´AE · ½ µ Ã , whereas for each submodel it becomes ´AE · ½ µ . In the two queue case the submodels reduce to ¿´AE · ½ µ as obviously it is required only to know whether the other queue is full, empty or neither.
Derivation of the joint queue size distribution
In the previous section a method has been described to find the marginal queue size distributions. These probabilities can be used to find many important performance measures without further approximation, such as the average number of jobs in the system and the average response time. Other measures, such as the variance of the number of jobs in the system, require the joint queue size probabilities. Since this system is in general non-product form, a second approximation is required to obtain expressions for the joint queue size distribution. Two approaches are proposed.
In a system of two queues the joint queue size proba- 
However, the iterative method described in Section 3 also gives expressions for joint probabilities where either the preceding queue is empty or the succeeding queue is full. In the two queue case this gives joint queue size probabilities of the form Ô´ ¼µ, Ô´ AE ¾ µ, Ô´¼ µ and Ô´AE ½ µ This enables the naive product form approximation to be modified by substituting these calculations of the joint probabilities and renormalising. It is worth noting that different schemes for renormalising have been explored. In particular the case where the boundary values are left unchanged and only the product form approximated values are normalised has been found to perform less well than normalising over the whole state space.
Evaluation
In this section two example systems belonging to the class described in Section 2 are studied. These models are presented as illustration of the approximation method described and are evaluated numerically to show the merits of this approach.
A two node network with blocking
Consider the following system of two queues with feedback and blocking. Each node has an input process that is controlled by the other node, i.e. it is blocked when the other queue is empty; node 1 has an additional independent external arrival process. Similarly each node has a service process that is also controlled by the other node, i.e. it is blocked when the other queue is full; node 2 has an additional departure process that continues at the same rate (Õ ¾ ) even when queue 1 is full. Hence, jobs arrive into the system at node 1 and proceed around the system one or more times before departing following a service at node 2.
It is a simple matter to construct the reduced models to find marginal queue size distributions. These are illustrated in Figures 4 and 5. In this example each queue is replaced by only three states as there is no possible state where both the input and output actions are blocked. The approximation requires four probabilities to be found to calculate the transitions between these states and the arrival and service rates. These are as follows:
Ô ½ is the probability that an additional job entering node 1 will cause it to become full, Ô ½ Ô´AE ½ µ ´½ Ô´AE µ Ô´¼ µµ. Ô ¾ is the probability that a service at node 1 causes node 1 to become empty, Ô ¾ Ô´½ µ ´½ Ô´AE µ Ô´¼ µµ.
Ô ¿ is the probability that a service at node 1 causes node 2 to become full, Ô ¿ Ô´ AE ½µ ´½ Ô´ AEµ Ô´ ¼µµ.
Ô is the probability that a job leaving node 2 will cause it to become empty, Ô Ô´ ½µ ´½ Ô´ AEµ Ô´ ¼µµ.
The optimal values for these probabilities must be found by iteratively solving the two submodels as described in Section 3. Transitions in the various states introduced are as follows.
In state ½ (queue 1 empty) arrivals occur at rate and service at node 2 is permitted at rate ¾ when there are jobs present. An arrival always causes transition to state ½ . A service at node 2 decrements queue 2 by one job and causes transition to ½ with probability Õ.
In state ½ arrivals occur at rate , service at node 2 is permitted at rate ¾ when there are jobs present and service at node 1 takes place at rate ½ . An arrival causes transition to state ½ with probability Ô ½ . A service at node 2 decrements queue 2 by one job and causes transition to state ½ with probability´½ ÕµÔ ½ .
A service at node 1 causes an additional job to enter queue 2 and causes a transition to state ½ with probability Ô ¾ .¯I n state ½ (queue 1 full) service at node 2 is only permitted for jobs departing the system, this takes place at rate Õ ¾ . Service at node 1 occurs at rate ½ and causes an additional job to enter queue 2 and causes a transition to state ½ .
In state ¾ (queue 2 empty) service at node 1 is permitted at rate ½ when there are jobs present and decrements queue 1 by one job and causes transition to ¾ .
In state ¾ service at node 1 is permitted at rate ½ when there are jobs present and service at node 2 takes place at rate ¾ . A service at node 1 decrements queue 1 by one job and causes transition to state ¾ with probability Ô ¿ . A service at node 2 will cause an additional job to enter queue 1 and stay in state ¾ with probability Õ´½ Ô µ. A service at node 2 will cause an additional job to enter queue 1 and transition to state ½ with probability ÕÔ .
In state ¾ (queue 2 full) service at node 2 takes place at rate ¾ and causes transition to state ¾ .
In states ¾ , ¾ , ¾ arrivals at node 1 may take place at rate if the queue is not full. Each of these reduced models has a CTMC with ¿´AE · ½ µ states whereas the original model has a CTMC with´AE · ½ µ ¾ states.
A three node network with blocking
In this subsection a three node network is considered as illustrated in Figure 6 . The two node network is relatively simple because the reduced models are only generating approximated arrival and departure processes from one node. However the three node case is slightly more complex as for any given node the arrivals and services are dependent on the number of jobs in different queues. Not only does this mean that a four state submodel is required in each reduced model, but also that the transitions between those states involve actions which occur at different parts of the network.
The three reduced models can be derived in the manner Figure 7 . Submodels for nodes 1, 2 and 3 respectively (K=3)
The states in these submodels are as follows:
is the state where queue ¨½ is not full and queue © ½ is not empty. Transition to occurs when a service at node © ½ causes that queue to become empty.
Transition to occurs when a service at node causes queue ¨½ to become full. Transition from ¿ to ¿ will also occur if an external arrival causes queue ½ to become full.
is the state where queue ¨½ is full and queue © ½ is not empty. Transition to occurs on a service at node ¨½ (given that it is not blocked). Transition to occurs when a service at node © ½ causes that queue to become empty.
is the state where queue ¨½ is not full and queue © ½ is empty. Transition to occurs on a service at node ¨½ directed to node © ½. Transition to occurs when a service at node causes queue ¨½ to become full. Transition from ¿ to ¿ will also occur if an external arrival causes queue ½ to become full.
is the state where queue ¨½ is full and queue ©½ is empty. Transition to occurs when on a service at node ¨½ directed to node © ½. Transition from ¾ to ¾ also occurs when an external arrival causes queue ½ to become not empty. Transition from ¾ to ¾ also occurs when a job departs the system from node 3.
Each of the reduced models has a CTMC with ´AE · ½ µ states whereas the original model has a CTMC with´AE · ½µ ¿ states.
Numerical results
The complete models and the reduced (iterative solution) models were solved using the PEPA Workbench [3] to derive the generator matrices and XMaple was used to solve these numerically. Given the saving in state space specified in each example above, there is clearly a significant potential saving on computation in each iteration, however the overall computational efficiency of this approach is dependent not only on the value of AE, but the number of iterations required to achieve convergence over the introduced probabilities. In all cases 20 iterations of the algorithm were used, however in most instances a good degree of convergence (6 decimal places) was achieved in 7 or 8 iterations. Two performance measures are derived for comparison, idleness and the variance of the number of jobs in the system, and both these measures are compared with exact results computed directly from the complete model. In these plots the maximum sizes of the queues, AE, was 9. This figure was chosen as a compromise between ease of solution of the complete model (for comparison) and significance of the model reduction. Figures 8 and 9 show results obtained from the two node network. Figure 8 shows idleness plotted against arrival rate on a logarithmic scale to more clearly show the degree of divergence. This plot clearly shows the extremely good approximation gained at low load, but the reduction in quality as the arrival rate increases. Idleness, the percentage of time during which both queues are empty simultaneously, can be calculated directly from the approximate models as È Ö ½ ² ÕÙ Ù ¾ ÑÔØÝ or È Ö ÕÙ Ù ½ ÑÔØÝ ² ¾ . It has been observed that when these two probabilities are very close to one another the estimated idleness is a very good approximation, and that when the degree of separation between them is larger it indicates a poor approximation. However, it has not been possible to accurately predict the error in this way and it has generally been observed that the degree of error is actually far greater than the degree of separation between the estimations. For example, in the worst case in Figure 8 the difference between the two probabilities is approximately ¾¼±, whereas for the better approximation the error is of the order of ¾¼±. In all cases the approximation where calculated values are substituted when one or other of the queues is full or empty is found to be superior to the naive product form approximation. This is particularly the case when the load is high.
The second measure is the variance of the number of jobs in the system. This measure is calculated from each of the approximations for the joint queue size probabilities. Figure  9 shows the variance of the number of jobs in the system varied with load for the two node model. In an earlier study we have shown results for the average number of jobs in the system. This measure can be calculated directly from the marginal queue size probabilities without needing to approximate the joint distribution. The percentage error has been shown to be significantly smaller that that shown here for variance, albeit with a similar error distribution with load. Figure 10 shows the percentage error of each approximation against the exact result for the variance of the number of jobs.
Although Figure 10 shows a slight improvement in the approximation with substitution over the simple product form approximation, the error here is significant, particularly at mid load. However, it is worth emphasising that the error in the joint distribution is not as bad as it appears. The variance clearly has two major constituents, the average number of jobs in the system squared,´ µ ¾ µ and the expectation of the square of the number of jobs in the system, ¾ . Both these measures are sources of error in the approximation of variance. The calculated marginal distribution is actually more accurate than either approximated joint distribution. Therefore the calculation of ¾ used
here is constructed to minimise the error introduced by the Nowhere in Figure 11 is the error worse than 1.4 percent and in most cases it is much smaller. It is interesting to note that in Figure 11 , unlike Figure 8 , both approximations give very similar degrees of accuracy and that, in this case, the naive approximation is quite adequate and hence there is no apparent advantage in the additional work involved in the more complex approximation.
It might appear to that Figures 8 and 9 are contradictory, in that Figure 8 shows greater deviation as load increases and Figure 9 shows maximum error when the load is moderate. In Figure 8 the value of idleness when the load is high is very small, hence although the percentage error is large, the absolute error is also very small. A greater deviation would in fact be expected at high load for the product form approximation as an effect of blocking is to create more dependency between the queues. However, this not apparent when considering variance, where the error is significantly less. When the load is light the three state submodel in each reduced model behaves like an empty queue for the majority of the time. When the load is high the three state submodels behave like full queues for the majority of the time. Since these behaviours are represented exactly in the submodels there is very little error introduced to the calculation of the marginal queue size distributions. However, when the load is moderate the submodels behave more like a queue that is neither full nor empty. This state is highly approximate and so a greater error is introduced into the calculated marginal queue size distributions. In addition the queue size variance at low and high loads is less than at moderate load since the behaviour of the queues is constrained at the boundary conditions. In fact at very low load it is more likely that both queues are empty at the same time, and at very high load that both queues are full, although this does not hold if the service rates are very different at each node. Figure 12 shows the percentage error on the approximation for the average number of jobs in the three node system relative to the exact result. Overall the accuracy is high; the maximum error is less than 0.12 percent and the error is much less than that at both lower and higher loads. The divergence in the accuracy of this measure is explained by the argument already applied above. At mid load the variance of the number of jobs is at a maximum, indicating that the system behaviour is less predictable. This is illustrated in Figure 13 , which shows the variance of the number of jobs in the system calculated exactly and by each of the approximations used for the joint distribution. Once again the calculation of ¾ used here is constructed to minimise the error introduced by the joint distribution. Figure 14 shows the percentage error for the variance of the number of jobs in the system calculated using each approximation. Once again it is clear from Figure 14 that the approximations work less well when considering moderate load. The error here is significant, but the approximation at low and high loads is extremely good. There is also a small improvement when expressions for joint probabilities are substituted from the reduced models. The degree of error is also comparable with the two node case, despite a massive increase in the state space of the complete model (1000 states as opposed to 100 in the two node case).
Conclusions and further work
In this paper an iterative technique has been presented to derive numerical solution for marginal queue size probabilities for a class of queueing model. The approach described here uses fewer states in approximation than is traditional and is shown to give a reasonable degree of accuracy under certain circumstances. In addition, two approximations are proposed for the joint queue size distribution that are evaluated numerically through two examples. It is shown that in some circumstances a naive product form approximation can work well, but in others it can be improved by considering additional information that is available from the iterative solution technique.
The numerical results show some interesting phenomena that can appear to be contradictory. The estimation of idleness clearly shows that the reduced model introduces greater error at high load, as might well be expected. However, the approximation of the variance of the number of jobs in the system shows a maximum error when the load is moderate. Thus, like many approximations, it is reasonable to apply such an approximation when the load is low or high.
There are several possible changes that can be made to the approximation of the joint distribution that may decrease the degree of error under certain circumstances. However, the obvious paths for improvement would apply mainly to low or high load, where the existing approximations are already relatively successful. One crucial area of consideration concerns how values are renormalised. Currently this is achieved by simply applying a normalisation constant uniformly across the joint distribution, however it should be clear that this does not take account of the differences between the product form approximation and the substituted values. Hence a gradient method might be more usefully applied to normalised values differently across the distribution. These and other methods that would improve this approximation remain an area of active research.
