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Abstract
Consensus clustering fuses diverse basic partitions
(i.e., clustering results obtained from conventional
clustering methods) into an integrated one, which
has attracted increasing attention in both academic
and industrial areas due to its robust and effective
performance. Tremendous research efforts have
been made to thrive this domain in terms of algo-
rithms and applications. Although there are some
survey papers to summarize the existing literature,
they neglect to explore the underlying connection
among different categories. Differently, in this pa-
per we aim to provide an embedding prospective
to illustrate the consensus mechanism, which trans-
fers categorical basic partitions to other representa-
tions (e.g. , binary coding, spectral embedding, etc)
for the clustering purpose. To this end, we not only
unify two major categories of consensus clustering,
but also build an intuitive connection between con-
sensus clustering and graph embedding. Moreover,
we elaborate several extensions of classical consen-
sus clustering from different settings and problems.
Beyond this, we demonstrate how to leverage con-
sensus clustering to address other tasks, such as
constrained clustering, domain adaptation, feature
selection, and outlier detection. Finally, we con-
clude this survey with future work in terms of in-
terpretability, learnability and theoretical analysis.
1 Introduction
Cluster analysis aims to separate a bunch of data points into
different groups where the data points in the same group are
similar to each other. As a fundamental research problem in
machine learning area, tremendous efforts have been devoted
to thrive this area in terms of advanced algorithms and diverse
applications. Based on different assumptions on how the clus-
ters form, various algorithms have been proposed, such as
prototype K-means, density-based DBSCAN, connectivity-
based hierarchical clustering, subspace clustering, etc. How-
ever, due to the unsupervised nature, it is difficult to select the
most effective clustering methods and choose proper parame-
ters among real-world applications. In light of this, consensus
clustering has been proposed for pursing a robust partition.
Consensus clustering, also known as ensemble clus-
tering, targets to integrate several diverse partition re-
sults from traditional clustering methods into a consensus
one [Strehl and Ghosh, 2002]. It has been widely recognized
of robustness, consistency, novelty and stability over tradi-
tional clustering methods, especially in generating robust par-
titions, discovering novel structures, handling noisy features,
and integrating solutions from multiple sources. The process
of consensus clustering generally has two steps: basic parti-
tions generation and consensus fusion. Given basic partitions
as input, consensus clustering is in essence a fusion problem
rather than a partitioning problem, which seeks for an optimal
combinatorial result from basic partitions.
Over the past years, many clustering ensemble techniques
have been proposed, resulting in various of ways to face
the problem together with new fields of application for
these techniques. Generally speaking, consensus clustering
can be divided into two categories, i.e., those with or
without an explicit global objective function. The meth-
ods that do not set objective functions make use of some
heuristics or meta-heuristics to find approximate solutions.
Representative methods include co-association matrix-
based [Fred and Jain, 2005; Lourenco et al., 2013], graph-
based [Strehl and Ghosh, 2002; Fern and Brodley, 2004],
relabeling and voting based [Ayad and Kamel, 2008]
and locally adaptive cluster-based algo-
rithms [Domeniconi and Al-Razgan, 2009]. On another
hand, the methods with explicit objectives employ global
objective functions to measure the similarity between basic
partitions and the consensus one. Representative solutions
include K-means-like algorithm [Topchy et al., 2003],
NMF [Li et al., 2007], EM algorithm [Topchy et al., 2004],
simulated annealing [Lu et al., 2008] and combination
regularization [Xie et al., 2014].
Considering the large number of consensus cluster-
ing methods, there are some excellent survey papers
on this topic [Vega-Pons and Ruiz-Shulcloper, 2011;
Boongoen and Iam-On, 2018]. Although they aim to present
a comprehensive introduction to existing methods, they may
overlook several key methods and neglect to uncover the
deep connection among these methods. In light of this,
we provide an embedding prospective to understand the
consensus mechanism in this study, which transfers the
categorical basic partitions to other space for clustering,
and unifies the above two major categories with or without
explicit objective function in the literature. Specifically,
several representative embedding strategies, such as binary
coding, spectral decomposition, marginalized denoising, and
random representations, are fully discussed for consensus
clustering. Moreover, this paper also includes several vari-
ants of consensus clustering, e.g., fuzzy consensus clustering,
multi-view clustering, and co-clustering. Beyond these
extensions, we show that some important unsupervised tasks
could be solved within a consensus clustering framework,
such as constrained clustering, domain adaptation, feature
selection, and outlier detection.
This survey is organized as follows. We first give the pre-
liminary knowledge in Section 2. Then, we introduce sev-
eral representative consensus clustering algorithms and link
them from an embedding perspective in Section 3. Extensive
extensions and applications of consensus clustering are pro-
vided in Section 4 and Section 5, respectively. Finally, we
elaborate the future work with conclusive marks in Section 6.
2 Problem Definition
Let X = {x1, x2, · · · , xn} be a set of n data points belong-
ing toK crisp clusters, denoted as C = {C1, · · · , Ck}, where
Ck
⋂
Ck′ = ∅, ∀k 6= k′, and
⋃K
k=1 Ck = X . Given r ba-
sic partitions represented as Π = {pi1, pi2, · · · , pir}, each of
which partitionsX intoKi clusters, and maps each data point
to a cluster label ranged from 1 toKi. The goal of consensus
clustering is to find an optimal consensus partition pi based on
the input basic partitions Π such as
Γ(Π) → pi, (1)
where Γ is a consensus function.
The inputs of consensus clustering are several basic parti-
tions Π, instead of the data matrix X . Since clustering is an
unsupervised task, the quality of basic partitions is difficult to
assess in advance; and therefore, the diversity of basic parti-
tions is taken into account instead. Generally, there are three
generation strategies of basic partitions as follows.
• Random Parameter Selection. Almost every clustering
method needs some parameters. Random Parameter Se-
lection (RPS) randomly picks up the parameters in a cer-
tain range for the basic clustering method to generate
several different basic partitions.
• Random Feature Selection. Different from RPS, Ran-
dom Feature Selection (RFS) applies the same clustering
method on a sub data derived by randomly selecting par-
tial features. Note that the parameters within the basic
clustering methods are fixed.
• Different Methods Combination. The last strategy is to
generate a diverse basic partition set via different clus-
tering methods.
As generating basic partitions needs extra time compared
with traditional methods, a fast basic clustering algorithm,
such as K-means, is usually chosen due to its easy implemen-
tation and high efficiency. For the number of basic partitions,
the theoretic analysis in [Luo et al., 2011] and the experimen-
tal analysis in [Liu et al., 2016] demonstrate that the perfor-
mance of consensus clustering goes up and the variance be-
comes narrow with the increasing number of basic partitions.
Hence, to achieve robustness, 100 basic partitions are empir-
ically good enough for consensus clustering.
3 An Embedding Perspective
From the definition given in Section 2, the input for con-
sensus clustering is a set of basic partitions, rather than the
original data matrix. However, although consensus clus-
tering is a fusion problem in essence, due to the partition
nature of its output, it is usually formulated as a classi-
cal partitioning problem upon the tool of co-association ma-
trix [Fred and Jain, 2005], which is defined as
S(x, y) =
r∑
i=1
δ(pii(x), pii(y)), δ(a, b) =
{
1, if a = b
0, if a 6= b
. (2)
The co-association matrix not only summarizes the categor-
ical information of basic partitions into a pair-wise relation-
ship, but also provides a chance to transform consensus clus-
tering into a graph partitioning problem. Specifically, the co-
association counts the co-occurrence of a pair of instances
within the same cluster among r basic partitions, and fur-
ther measures the similarity between each pair of instances.
By this means, the consensus clustering can be redefined
as the classical graph partitioning problem. For example,
[Fred and Jain, 2005] applies the agglomerative hierarchical
clustering on the co-association matrix for the final solution.
In this section, we focus on the co-association matrix
and provide an embedding perspective to decompose the co-
association for consensus clustering. To this end, some con-
sensus clustering methods with or without explicit objective
function are connected; moreover, it paves a path from con-
sensus clustering to graph embedding, which leads to gener-
alized tasks. Specifically, we have the following framework
to solve consensus clustering with embedding process:
Γ(Π) → S → Q→ pi, (3)
where Q is a representation matrix decomposed from S, and
pi can be achieved by running some clustering algorithms on
Q. It is worth noting that S can be regarded as an n×n graph
andQ is an n×dmatrix, where d denotes the dimension of the
embedded space. The process of Γ(Π) → S is to summarize
the information from basic partitions, while the embedding of
S → Q gives opportunities to understand consensus cluster-
ing from binary coding, spectral decomposition, marginalized
denoising, random representation and other aspects.
3.1 Binary Coding
Binary coding provides a simple way to embed co-association
matrix into sparse representations, which could be directly
achieved from Π. Let B = {bl|1≤l≤n} be a binary data set
derived from the set of r basic partitions Π as follows:
bl = 〈bl,1, · · · , bl,i, · · · , bl,r〉, with
bl,i = 〈bl,i1, · · · , bl,ij , · · · , bl,iKi〉, and
bl,ij =
{
1, if pii(xl) = j
0, otherwise
,
(4)
Table 1: Sample KCC Utility Functions
µ(mk,i) Uµ(pi, pii) f(bl,mk)
Uc ‖mk,i‖22 − ‖P
(i)‖22
∑K
k=1 pk+‖mk,i‖
2
2 − ‖P
(i)‖22
∑r
i=1 ‖bl,i −mk,i‖
2
2
UH (−H(mk,i))− (−H(P (i)))
∑K
k=1 pk+(−H(mk,i))− (−H(P
(i)))
∑r
i=1D(bl,i‖mk,i)
Ucos ‖mk,i‖2 − ‖P (i)‖2
∑K
k=1 pk+‖mk,i‖2 − ‖P
(i)‖2
∑r
i=1(1− cos(bl,i,mk,i))
ULp ‖mk,i‖p − ‖P
(i)‖p
∑K
k=1 pk+‖mk,i‖p − ‖P
(i)‖p
∑r
i=1(1−
∑Ki
j=1 bl,ij(mk,ij)
p−1/‖mk,i‖p−1p )
Note: P (i) is the cluster size portion of pii, cos is the cosine distance,H andD denote the Shannon entropy and KL-divergence, respectively.
where “〈 〉” indicates a transversal vector. As shown in
Eq. (4), the binary coding is nothing but concentrating all the
1-of-Ki coding of basic partitions, where Ki is the cluster
number for pii. Therefore, for binary coding, the embedded
representation Q = B is an n×
∑r
i=1Ki binary data matrix
with |ql,i| = 1, ∀ l, i. Moreover, by taking a close look at B
in Eq. (4) and S in Eq. (2), we may conclude that S = BB⊤,
which is a matrix-wise formulation of Eq. (2). Thus, although
the binary coding Q in Eq. (4) is directly obtained from the
basic partitions, it can also be regarded as the sparse embed-
ding from S without any information loss.
The binary coding also provides an efficient solution via K-
means-based Consensus Clustering (KCC) [Wu et al., 2015],
which transforms the utility function based consensus cluster-
ing into a simple K-means clustering. Different from the co-
association matrix based methods focusing on the pair-wise
similarity between instances, the utility function based meth-
ods measure the similarity on a partition level and formulate
the consensus clustering as a utility maximization problem.
In the scenario of KCC, we have
min
pi
K∑
k=1
∑
bl∈Ck
r∑
i=1
f(bl,i,mk,i)⇔ max
pi
r∑
i=1
U(pi, pii), (5)
where f is the K-means distance [Wu et al., 2012], ml,i the
k-th centroid of i-th basic partition, and U the correspond-
ing KCC utility function [Wu et al., 2015]. Benefiting from
Eq. (5), the consensus partition is achieved by running K-
means on binary codes with a nice utility interpretation.
Based on the binary coding, they established a necessary and
sufficient condition for KCC utility functions from a continu-
ously differentiable convex function, and further built the link
between K-means distance and certain type of utility func-
tions. Table 1 shows some core continuously differentiable
convex functions µ, utility functions Uµ and the correspond-
ing K-means distances f on with binary coding. For example,
if we choose the classical squared Euclidean distance for K-
means, the corresponding utility function is the well-known
categorical utility function [Mirkin, 2001]. Moreover, some
new types of utility functions can be designed based on Lp
norm and entropy for text clustering [Liu et al., 2015b] and
patient stratification [Liu et al., 2017b]. The utility function
family provides powerful tools to extend consensus clustering
in other tasks, which will be discussed in Section 5.
3.2 Spectral Decomposition
The co-association matrix can be treated as a similarity graph,
which leads the consensus clustering to a graph partition-
ing problem. Besides agglomerative hierarchical clustering,
spectral clustering is another widely-used graph partitioning
algorithm. It is naturally to conduct spectral decomposition
on the co-association matrix for low-dimension embedding.
However, its time complexity is expensive due to the sin-
gular vector decomposition. To tackle the algorithmic cost,
Liu et al. proposed Spectral Ensemble Clustering (SEC)
and uncovered the equivalent relationship between the spec-
tral decomposition and weighted K-means [Liu et al., 2015a;
Liu et al., 2017a] as follows:
max
Z
tr(Z⊤D−1/2SD−1/2Z)
⇔min
pi
K∑
k=1
∑
bl∈Ck
r∑
i=1
wlf(bl,i/wl,mk,i),
(6)
where mk,i =
∑
bl∈Ck
bl,i
∑
bl∈Ck
wl
, and wl = D(xl, xl). The left
part in Eq. (6) is similar to the classical normalized-cut spec-
tral clustering, yet applies co-associationmatrix to replace the
original Laplacian graph, where D is a diagonal degree ma-
trix withDll =
∑
j Sjl, 1≤j, l≤n, andZ is a scaled indicator
matrix. A well-known solution to SEC is to run K-means on
the top K largest eigenvectors of D−1/2SD−1/2 for obtain-
ing the final consensus partition pi [Yu and Shi, 2003], which
consists ofK clusters C1, C2, · · · , CK .
Performing spectral clustering on the co-association ma-
trix, however, suffers from huge time complexity originated
from both building the matrix and conducting the cluster-
ing. To address this challenge, one feasible solution is to
find an efficient yet equivalent embedding method to solve
SEC. Different from seeking for dense low-dimension repre-
sentations via singular vector decomposition, a sparse high-
dimension spectral embedding can be neatly designed to
achieve the same goal with the right side of Eq. (6). The
embedding matrix Q = {bl/wl} is applied for weighted
K-means, where bl,i is defined in Eq. (4) and wl lies in D
can also be directly obtained from basic partitions as wl =∑r
i=1
∑n
l=1 δ(pii(x), pii(xl)).
SEC explicitly transforms the consensus clustering based
on spectral decomposition into a weighted K-means cluster-
ing, where the transformation dramatically reduces the time
and space complexities fromO(n3) and O(n2), respectively,
to roughly O(n). Similar to the binary coding in Eq. (4),
the spectral decomposition Q is of high sparsity for efficient
memory, where r elements in each row are non-zeros.
Along this line, robust spectral ensemble clustering
imposes a low-rank constraint on the co-association
matrix for delivering robust embedding representa-
tions [Tao et al., 2016; Tao et al., 2019]; whilst Huang
et al. considered the co-association matrix with un-
certainty and proposed locally weighted graph parti-
tioning for the consensus solution [Huang et al., 2015a;
Huang et al., 2018].
3.3 Marginalized Denoising
The above two strategies employ the fixed co-association
matrix with limited basic partitions for embedding. With
the increasing number of basic partitions, consensus
clustering achieves better performance and lower vari-
ance [Luo et al., 2011]. To tackle the number of basic
partition, Infinite Ensemble Clustering (IEC) aims to fuse
infinite basic partitions for robust embedding representa-
tions [Liu et al., 2016]. Rather than directly obtaining the
expectation of a co-association matrix, IEC purses the ex-
pectation representation of basic partition, i.e., Q = E[B].
To achieve this, Denoising Auto-Encoder [Chen et al., 2012]
with dropout noises is employed to learn the hidden repre-
sentation for E[B]. For linear denoising Auto-Encoder, the
correspondingmapping forW between input and hidden rep-
resentations is calculated by
W = E[U ]E[V ]−1, (7)
where U = rS and V = BTB = Σ. We corrupt B with
s level drop-out noises and add the constant 1 to its last col-
umn. Let v = [1− s, · · · , 1− s, 1], we have E[U ]ij = Σijvj
and E[V ]ij = Σijviτ(i, j, vj). Here τ(i, j, vj) returns 1 with
i = j, and returns vj with i 6= j. After getting the mapping
matrix,Q = BW T is used as the marginalized representation
for consensus clustering.
The marginalized denoising embedding incorporates extra
incomplete basic partitions for robust representation, which
embeds infinite basic partitions into a fixed dimension via
neural networks. Thanks to this marginalized embedding, a
method in deep learning domain can be employed to handle
the challenging problem in consensus clustering area.
3.4 Random Representation
Elements in a co-association matrix might be differently
treated according to their importance and uncertainty. In
SEC, the points in large clusters are assigned with large
weights to resist the negative impact from noises. However,
such weighting strategy only considers the information from
independent basic partitions, yet neglects the graph structure
of co-association matrix. To further capture the higher-order
information embedded in the co-association matrix, Proba-
bility Trajectories employ the random walks to explore the
graph and propose to derive a dense pair-wise similarity mea-
sure based on the probability trajectories of random walkers.
The random walk process driven by a new transition proba-
bility matrix is utilized to explore the global information in
the graph [Huang et al., 2016]. Probability Trajectory based
similarity and accumulation with hierarchical clustering are
calculated for the consensus clustering.
3.5 Others Embedding
Graph embedding is an increasing hot topic in network anal-
ysis, and it fits the consensus clustering task well as will be
showcased in Section 5. Generally, factorization, random
walk and deep learning are three major categories. Among
existing works, Locally linear embedding, Laplacian Eigen-
maps, DeepWalk, LINE, node2vec, graph convolutional neu-
ral networks and variational graph auto-encoders are some
representative methods, which can be easily adapted to con-
sensus clustering with co-association matrix. More details on
graph embedding can be refer to [Goyal and Ferrara, 2018].
In summary, the co-association matrix is naturally a pair-
wise similarity graph, which directly measures the probabil-
ity of a pair of instances in the same cluster, rather than the
distance. From the graph view, many conventional embed-
ding methods can be directly applied for consensus cluster-
ing. Moreover, some novel ways mentioned above are partic-
ularly designed to learn embedding representations according
to the property of co-association matrix.
4 Extension of Consensus Clustering
In this section, we elaborate some extensions of consensus
clustering from different settings, problems and applications.
Fuzzy Consensus Clustering. Fuzzy clustering has been
widely used in many real-world application domains for a
long time, which provides a soft assignment for the degree
membership in each cluster. The introduction of consen-
sus clustering to fuzzy clustering becomes natural, and fuzzy
consensus clustering thus emerges as a new research frontier.
Similar to KCC framework, Wu et al. proposed FCC utility
functions that can transform FCC to a weighted piece-wise
fuzzy c-means clustering problem [Wu et al., 2017].
Simultaneous Clustering and Ensemble. The standard
consensus clustering only takes basic partitions as input,
rather than data matrix. However, these co-association matri-
ces summarized from these basic partitions may suffer from
information loss when computing the similarity between data
points, because they only utilize the categorical data provided
by multiple basic partitions, yet neglect rich information from
raw features. This problem can badly undermine the under-
lying cluster structure in the original feature space, and thus
degrade the clustering performance. Tao et al. proposed Si-
multaneous Clustering and Ensemble (SCE) to alleviate such
detrimental effect, which employs a similarity matrix from
raw features to enhance the co-association matrix summa-
rized by multiple basic partitions [Tao et al., 2017a]. Two
neat closed-form solutions given by eigenvalue decomposi-
tion are provided for SCE.
Multi-View Clustering. Multi-view data are extensively
accessible nowadays thanks to various types of features,
viewpoints and sensors [Zhao et al., 2017]. Among the lit-
erature, late fusion is a representative category for multi-view
clustering, which generates basic partitions first and applies
consensus clustering to fuse them together. Along this line,
Tao et al. employed the low-rank and sparse decomposition
on the co-association matrix to explicitly consider the con-
nection between different views and handle the noises in each
single view [Tao et al., 2017b]. Liu and Fu incorporated the
generation of multi-view basic partitions and the fusion of
consensus clustering in an interactive way, i.e., the consensus
clustering guides the generation of basic partitions, and high-
quality basic partitions positively contribute to the consensus
clustering in return [Liu and Fu, 2018].
Co-Clustering. Co-clustering aims to simultaneously par-
tition the instances and features to obtain co-clusters. Due
to the ability to capture the joint cohesion among instances
and features, co-clustering outperforms the traditional clus-
tering methods. However, co-clustering still suffers from the
divergences of different methods. It is natural to tackle this
challenge with a consensus fashion. Spectral Co-Clustering
Ensemble (SCCE) has been presented to perform ensem-
ble tasks on basic row/column clusters of a dataset si-
multaneously, and obtains an optimization co-clustering re-
sult [Huang et al., 2015b]. SCCE is a matrix decomposition
based approach which can be formulated as a bipartite graph
partitioning problem and solved efficiently with the selected
eigenvectors.
Big Data Clustering. Although consensus clustering out-
performs traditional clustering algorithms, the computational
cost is a downside to some extent. When it comes to “big
data”, consensus clustering seems not a good choice at the
first glance. This is mainly due to the fact that the consen-
sus fusion (i.e., late fusion) requires to generate diverse and
enough basic partitions in advance, which is quite time con-
suming even with an efficient clustering algorithm on large-
scale datasets. To handle this challenge, incomplete basic
partitions are taken into consideration, where the big data are
split into several small subsets via row and column random
sampling, then incomplete basic partitions are obtained from
these subsets, finally consensus clustering is called to fuse
these incomplete basic partition together. Thanks to the ro-
bustness of consensus clustering, the performance of consen-
sus clustering with incomplete basic partitions does not suffer
from a significant drop.
5 Beyond Consensus Clustering
In this section, we illustrate several research problems related
to consensus clustering, which employs the utility function or
co-association as a regularizer for a specific learning task.
Constrained Clustering. Constrained clustering applies
side information to guide the clustering process. Since clus-
tering is an orderless partition, pairwise constraints are tra-
ditionally employed to further improve the performance of
clustering. Specifically, Must-Link and Cannot-Link con-
straints represent that two instances should lie in the same
cluster or not, respectively. Within the framework of pair-
wise constraints, we avoid answering the mapping relation-
ship among different clusters and at the first thought it is easy
to make the Must-Link or Cannot-Link decision for pairwise
constraints. However, it is highly risky to make the pair-
wise decision without any prior knowledge or references. In
contrast to traditional pairwise constraint, partition level side
information or partial labels are incorporated in constrained
clustering [Liu and Fu, 2015]. Specifically, a partition-level
constrained clustering, which captures the intrinsic structure
from data itself and also agrees with the partition level side
information, is formulated as
min
H
J (X ;H)− λU(H ◦M,P ), (8)
where J is a clustering loss withX andH denoting the data
matrix and assignment matrix, P is the partial partition level
side information,M is a binary matrix to indicate whether a
data point has side information. In Eq. (8), the utility function
treats the side information as a whole and plays a role as a
regularizer in making the final partition close to the partial
labels as much as possible.
Domain Adaptation. Unsupervised domain adaptation
aims to employ the auxiliary labeled source data to predict la-
bels of another related unlabeled target data. Since the distri-
butions of source and target data are different, the alignment
and transfer tasks are two key challenges in domain adap-
tation, where a projection matrix aligns the source data and
target data in a common space. Assuming that the projection
matrix is given and the source data have labels, the transfer
task can be formulated the domain adaptation problem as a
partition as follows:
min
HS ,HT
J (ZS , ZT ;HS , HT )− λU(HS , YS), (9)
where ZS and ZT are the source and target data representa-
tion in the common space after distribution alignment, HS
and HT are the learnt label indicator matrices for source and
target data. Similarly, the utility function preserves the com-
plete source structure to guide the target data clustering.
Feature Selection. In the unsupervised feature selection,
the pseudo labels generated by some clustering method are
employed as a criteria to guide feature selection. Consensus
Guided Unsupervised Feature Selection (CGUFS) introduces
consensus clustering to generate pseudo labels for feature se-
lection [Liu et al., 2018b]. Specifically, fusing multiple basic
partitions helps reduce the risk of noisy features and provide
the robust consensus labels to guide feature selection process:
min
H,Z,G
αJ (Π, H) + ‖XZ −HG‖2F + β‖Z‖2,1, (10)
where J is the consensus clustering loss, H is the consensus
partition in the matrix formulation, Z is the mapping matrix
for feature selection, andG is an alignmentmatrix. The above
framework jointly learns the consensus partition and feature
selection matrix. To this end, CGUFS not only conducts ro-
bust feature selection, but also provides the interpretability of
consensus clustering.
Outlier Detection. Cluster analysis and outlier detection
are closely coupled tasks, i.e., clustering structure can be eas-
ily discovered if we are able to identify a few outliers; at
the same time, the outliers can be identified if the cluster-
ing structure is discovered, since outliers belong to none of
clusters. Compared with conducting the joint clustering and
outlier detection in the original feature space, the partition
space is more appealing. The benefits to transform the orig-
inal space into the partition space lie in (1) the binary value
indicates the cluster-belonging information, which is partic-
ularly designed according to the definition of outliers, and
(2) compared with the continuous space, the binary space is
much easier to identify the outliers due to categorical features.
Clustering with Outlier Removal (COR) employs the Holoen-
tropy on the partition space for joint clustering and outlier
detection [Liu et al., 2018a], which is completely solved via
K-means by
min
C,O
K∑
k=1
pkHL(Ck) ⇔ min
C,O
K∑
k=1
∑
b˜l∈Ck
r∑
i=1
D(b˜l, m˜k), (11)
where C,O denoteK clusters and the outlier set, HL andD
are the Holoentropy and KL-divergence, B˜ = {b˜l} and mk
is the k-th centroid of B˜. B˜ can be obtained via generating
basic partitions on the original data with B˜ = [B B], where
B is the binary coding in Eq. (4) and B is a flip matrix of
B with zeros being ones and ones being zeros. The partition
space derived from basic partitions enables COR not only to
identify outliers, but also to fuse basic partition to achieve
consensus clustering. From this view, Holoentropy can be
regarded as the utility function to measure the similarity be-
tween the basic partitions and the final one.
Consensus Graph Embedding. Graph embedding tech-
niques have been well studied in recent years, which
target to learn a low-dimensional embedding space with
graph structure to facilitate downstream tasks. Besides us-
ing the real graph structured data, many graph construc-
tions methods are proposed to exploit the local relation-
ship between data samples, such as k-nearest neighbor (k-
NN) graph, ε-neighborhood graph, and b-matching graph.
From this line, ensemble clustering can be also used to
construct a robust graph. Particularly, consensus graph
built on the co-association matrix (as shown in Eq. (2))
provides an important alternative input for graph embed-
ding tasks, as it captures various cluster structures un-
derlying in real-world data [Fred and Jain, 2005]. More-
over, by leveraging the recent graph convolutional networks
(GCN) [Kipf and Welling, 2017], a deep consensus graph
embedding model could be provided as the following.
Let X ∈ Rn×d be the feature matrix of X , where each
data point is represented by a d-dimension feature vector,
then a single spectral graph convolutional layer with consen-
sus graph S is defined as:
Z = D˜−
1
2 S˜D˜−
1
2XW, (12)
where S˜ = IN + S, D˜ ∈ Rn×n is a diagonal matrix with
D˜ii =
∑
j S˜ij ,W ∈ R
d×m represents the learnable network
parameters,m < d is the dimension of embedding space, and
Z ∈ Rn×m denotes the final embedding representations.
Based on Eq. (12), a multi-layer network is further pro-
vided in a layer-wise propagation fashion by
Z(l+1) = g(Z(l), S) = ϕ(D˜−
1
2 S˜D˜−
1
2Z(l)W (l)), (13)
where g(Z(l), S) refers to the graph convolution network,
ϕ(·) represents an activation function, such as the ReLU or
Sigmoid function, andW (l) ∈ Rml−1×ml (m0 = d) is the lth
layer’s filter parameters matrix. Z(l) denotes the graph em-
beddings given by the lth GCN layer, while Z(0) indicates the
input feature matrixX . The consensus graph embedding net-
work provides a learnable way to utilize the cluster structure
provided by ensemble clustering, and could be trained upon a
wide range of applications.
In summary, consensus clustering provides a chance to im-
prove the cluster-based tasks, such as feature selection, outlier
detection, where consensus clustering generates high-quality
pseudo labels to guide the following task. Moreover, the co-
association matrix plays as a robust and consensus graph,
which can be alternatively used over traditional graphs, such
as Lapalacian graph, k-nearest neighbor graph, etc.
6 Conclusions and Future Work
In this paper, we provided a consensus clustering survey from
an embedding perspective, where embedding representations
are learnt from the co-association matrix and followed by a
classical clustering algorithm to eventually achieve a consen-
sus partition. Generally speaking, several representative em-
bedding strategies, such as binary coding, spectral decompo-
sition, marginalized denoising, random representation were
fully discussed. Moreover, the variants of consensus clus-
ter were extensively illustrated in terms of different settings,
problems and application. Finally, inspired by consensus
clustering, sevaral important unsupervised tasks, such as con-
strained clustering, domain adaptation, feature selection, and
outlier detection, were introduced to solve within a consensus
clustering framework. Beyond that, more efficient and effec-
tive consensus clustering algorithms in different scenarios, in-
cluding incomplete data, heterogeneous data and large-scale
data, are welcome to thrive this area. In the meanwhile, there
are still several not adequately addressed open problems in
this direction, which remain as future works in the following.
Interpretable Consensus Clustering. After achieving
data partition, a natural question is to understand the uncov-
ered cluster structure or interpret the meaning of clusters. Al-
though consensus clustering outperforms the traditional clus-
tering methods, it conducts on the co-association matrix or
its derived embedding representations, rather than the origi-
nal feature matrix. In such a case, it loses the power to in-
terpret the uncovered clusters via some key original features.
This poses the interpretable consensus clustering, which not
only achieves a robust consensus partition result, but also in-
terprets clusters with original or recovered semantics.
Learnable Consensus Clustering. Currently the most
consensus clustering algorithms take the fixed basic partitions
as input, which means the basic partition generation and con-
sensus fusion are two separated processes. In fact, basic par-
titions play a crucial role in the consensus clustering process.
Hence, a learnable consensus clustering model which aims to
jointly generate basic partitions and fuse them together in an
end-to-end framework will be highly recommended. Partic-
ularly, the consensus clustering can further guide the high-
quality basic partition generation; and high-quality basic par-
titions produce the consensus clustering in an interactive fash-
ion. Especially with the rapid development of deep neural
networks, such a framework might be achieved with drop-
out or other mechanism to generate diverse basic partitions,
which can also be assembled together in a fusion layer.
Theoretical Analysis of Consensus Clustering. The
theoretical analyses of consensus clustering have not been
fully explored yet. Although consensus clustering empir-
ically achieves robust and high performance, the question
that why consensus clustering would achieve robust perfor-
mance should be urgently answered with theoretical solu-
tions. The relationship between original features and parti-
tion space is also under-explored. Moreover, the generaliza-
tion, error bound, convergence properties of consensus clus-
tering algorithms are strongly encouraged to be solved in the-
ory. Some techniques for supervised ensemble classification
might be transferred on the analysis of consensus clustering.
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