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Abstract
We reformulate dimensional regularization as a regularization method in position
space and show that it can be used to give a closed expression for the renormalized
time-ordered products as solutions to the induction scheme of Epstein-Glaser. This
closed expression, which we call the Epstein-Glaser Forest Formula, is analogous
to Zimmermann’s Forest Formula for BPH renormalization. For scalar fields the
resulting renormalization method is always applicable, we compute several examples.
We also analyze the Hopf algebraic aspects of the combinatorics. Our starting point
is the Main Theorem of Renormalization of Stora and Popineau and the arising
renormalization group as originally defined by Stückelberg and Petermann.
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1 Introduction
Renormalized perturbative quantum field theory describes large parts of physics, in par-
ticular particle physics, with good, and sometimes spectacular precision. It is, however,
a conceptually and technically complicated subject, and it required hard and ingenious
work to put the original treatment of Tomonaga, Schwinger, Feynman and Dyson on solid
grounds. This was achieved, by Bogoliubov, Parasiuk, Hepp, Zimmermann, Epstein,
Glaser, Steinmann and others, in a twenty years struggle, and the finally reached state
of the art is nicely documented in the proceedings of the Erice school 1975 dedicated
to renormalization [VW76]. Main highlights are the Forest Formula of Zimmermann
[Zim69] which solves the recursion relations of the Bogoliubov-Parasiuk-Hepp (BPH)
method [BP57, BS59, Hep66], the causal method of Epstein-Glaser (EG)[EG73], elabo-
rating on older attempts of Stückelberg [SR50] and Bogoliubov [BP57, BS59], and the
method of retarded products by Steinmann [Ste71].
In spite of the fact that highly nontrivial mathematical methods were used (and
to some extent, invented), the theory of perturbative renormalization had, for several
decades, less impact on mathematics than it deserved1. This changed recently, induced by
the observation of Kreimer [Kre98] that the BPH recursion relations may be understood
in terms of Hopf algebras. It culminated in the Connes-Kreimer theory of renormalization
[CK00, CK01] and initiated a broad interest of mathematicians in perturbative quantum
field theory.
In the present formulation (see, e.g., the book of Connes and Marcolli [CM07]) the
theory is based on the method of dimensional regularization, and on the combinatorics
of Zimmermann’s Forest Formula. Dimensional regularization was invented simultane-
ously by Bollini and Giambiagi [BG72] and by ’t Hooft and Veltman [tHV72]. It relies
on the fact that after parametrizing Feynman integrals by Schwinger or by Feynman
parameters the momentum space integrals can be performed, and it remains an integral
over the parameters whose integrand depends on the spacetime dimension. Formally, one
can replace the spacetime dimension by an arbitrary complex number d. The resulting
integral exists on a certain domain of the complex plane; moreover, it can be extended
to a meromorphic function on the whole complex plane. A finite value at the physical
1See however the work induced by Polchinski’s version [Pol84] of the Wilsonian renormalization group:
[KKS91, KK91, KK92, KK99].
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dimension is obtained by subtracting the principal part of the Laurent series. It is, how-
ever, not a priori clear that this procedure is physically meaningful. A similar situation
is present in the so-called ζ-function renormalization where the deeper reasons for the
spectacular successes are not well understood (see, e.g. [EOR+94]). In the case of di-
mensional regularization the situation was clarified by the analysis of Breitenlohner and
Maison [BM77a, BM77b, BM77c] who showed how the combinatorics of Zimmermann’s
Forest Formula can be adapted to dimensional regularization.
Dimensional regularization turned out to be very effective for practical calculations, in
particular due to the fact that gauge invariance is not broken during the renormalization
process. Its conceptual basis is, however, not very transparent.
Quite the contrary is true for EG renormalization. This method is based on the
observation that time-ordered products of local fields can, up to coinciding points, be
performed as operator products. The latter are well defined in the sense of operator val-
ued distributions on Fock space, as shown originally by Gårding and Wightman [WG64].
Thus we know, from the very beginning, the time-ordered products everywhere up to
coinciding points. Then, using an induction process, we can prove that the time-ordered
product of n local fields is, outside the thin diagonal (where all arguments coincide),
uniquely determined in terms of lower order time-ordered products. The induction step
amounts to an extension of a distribution in the relative coordinates which is defined for
test functions which vanish in the neighborhood of the origin, to all test functions. The
latter process is ambiguous, and the ambiguities correspond to the freedom of adding
finite counter terms to the interaction Lagrangean.
The nice features of EG renormalization, which in particular allow renormalization
on generic globally hyperbolic spacetimes [BF00, HW01, HW02] are, unfortunately,
connected with the difficulty of carrying through explicit calculations. Nevertheless,
quite a number of computations have been performed within this framework (see, e.g.
[Sch89, GBL03, DF04]). There remains, however, an impression that, essentially, one
needs a new idea for every new calculation. The main purpose of this paper is to develop
a method for practical calculations which is always applicable.
A similar problem arises when one tries to analyze the combinatorics of EG renormal-
ization. There are interesting attempts in this direction, see e.g. [GBL00, Pin00, BK05,
BBK09], but the obtained picture is not yet completely satisfactory.
The method we describe in this paper is based on the Main Theorem of Renormal-
ization. This theorem, originally formulated in an unpublished preprint by Stora and
Popineau [PS82], was later generalized and improved, in particular by Pinter [Pin01].
Its final version, which relies heavily on a proof of Stora’s “Action Ward Identity”
[DF04, DF06], was obtained in [HW03, DF04] and was then further analyzed in [BDF09].
The main statement is that the ambiguity of associating a perturbative quantum field
theory to an interaction Lagrangean is described in terms of a group of formal diffeomor-
phisms (tangent to the identity) on the space of interaction Lagrangeans. Such a group
also appears in the work of Connes and Kreimer, and one of the aims of the present
paper is to understand the relations between the two frameworks.
The first insight is that, due to the Main Theorem of Renormalization, the combi-
3
natorics of finite renormalizations derives from an iterated application of the chain rule.
In fact this combinatorics was investigated long ago by Faà di Bruno [FdB55], and the
relation to the combinatorics observed in perturbation theory was nicely described in
[FGB05].
One may now, after performing the construction of the theory by the EG procedure,
introduce a regularization and ask for a renormalization group element which subtracts
the counter terms in such a way that the regularized theory converges to the given theory.
If the regularized theory depends meromorphically on the regularization parameter, it is
clear that the principal part of the Laurent series of the regularized theory must coincide
with that of the counter terms. It is now tempting to identify the counter terms with
the principal part and to define a new theory corresponding to minimal subtraction.
The arising method works in an inductive way by proceeding order by order and in-
serting the results of the lower orders into the calculations for the next order. An obvious
question is whether the result at nth order can be obtained directly, as in Zimmermann’s
Forest Formula. We will derive such a formula in the framework of Epstein-Glaser renor-
malization.
Dimensional regularization in position space amounts essentially to a change of the or-
der of the Bessel functions defining the propagators. Such a procedure was first proposed
by Bollini and Giambiagi [BG96] and was also tested in several examples by [GKP07].
It can be viewed as a particular ’analytic regularization’, as introduced by Speer in the
context of BPHZ-renormalization long ago [Spe71], and applied to EG renormalization
by Hollands [Hol08]. A different approach had been taken by Rosen and Wright [RW90]:
they implement dimensional regularization in x-space by making replacements on the
level of the position space Feynmann rules. In particular, the spacetime coordinate x is
replaced by X = (x, xˆ), where xˆ is a formal parameter corresponding to the “integration
over the complex dimension”. This approach, similar to the one taken by Breitenlohner
and Maison [BM77a], seems to be very formal, since it is not clear if the algebraic relations
postulated for the formal symbol can be fulfilled in any concrete model.
With the procedure of [BG96], which we adopt in this paper, the regularized the-
ory can be uniquely defined as a meromorphic function of the regularization parameter
(which is called the “dimension” in the physics literature). Its analyticity property di-
rectly follows from the analytic dependence of Bessel functions on their order. The
analytic continuation to a meromorphic function with a pole at the physical value of the
regularization parameter can be performed by exploiting homogeneity properties. This
appears very clearly in massless theories. There, the inductive Epstein-Glaser construc-
tion of time-ordered products can be traced back to the extension of homogeneously
or, for terms with divergent subdiagrams, almost homogeneously scaling distributions
t ∈ D′(Rl \ {0}) to almost homogeneously scaling distributions t˙ ∈ D′(Rl). Existence
and uniqueness of such extensions are classified in Prop. 3.3 of [DF04] (related theo-
rems, which are precursors of this proposition, can be found in [Hör03, Thm. 3.2.3] and
[HW02]):
Proposition 1.1. Let t ∈ D′(Rl \ {0}) scale almost homogeneously with degree κ ∈ C
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and power N ∈ N0, i.e.
l∑
r=1
(mxr∂xr + κ)
(N+1)t = 0 (1)
where N is the minimal natural number with this property and mxr is a multiplication
with the function x 7→ xr. (For N = 0 the scaling is homogeneous.) Then t has an
extension t˙ ∈ D′(Rl) which also scales almost homogeneously with degree κ and with
power N˙ ≥ N .
• For κ 6∈ N0 + l it holds: t˙ is uniquely determined and it is N˙ = N ;
• for κ ∈ N0 + l we have: t˙ is non-unique and N˙ ∈ {N, N + 1}.
In the unregularized theory we have κ ∈ Z, and usually there are terms with κ ∈
N0 + l. Then, renormalization is non-unique and homogeneous scaling may be broken
by logarithmic terms. In the regularized theory, however, κ 6∈ Z, hence the extension is
unique and always homogeneous.
We will show that a similar method works also for the massive case.
The calculation of principal parts can be performed in terms of integrals in the com-
plex plane. If one wants to iterate the subtraction procedure one has to do these inte-
grations independently. This requires the ability to vary the “dimensions” of propagators
independently. This is possible in the position space formulation. Moreover, also the
regularized propagators are distributions on Minkowski space. In the momentum space
formulation, the dimension of propagators has to be chosen for subgraphs, and, in the
case of overlapping divergences, these dimensions cannot independently be varied.
A nice feature of dimensional regularization is that many structural properties are
respected by the regularization which then are automatically satisfied by the minimally
subtracted theory. This holds also for our method and includes in particular Poincaré
invariance, unitarity and the validity of field equations. However, our version of di-
mensional regularization does not preserve gauge invariance, because the propagators
are modified and not the integration measure. A few thoughts, how one may possibly
overcome this drawback, are given in the ’Conclusions and Outlook’.
2 Functional approach and Epstein-Glaser Renormalization
We restrict ourselves to the theory of a real scalar field. Let E(M) denote the space
of smooth functions on the d-dimensional Minkowski space, equipped with its standard
Fréchet topology, and consider the space of smooth maps F : E(M) → C. Let us recall
the definition of smoothness used in infinite dimensional calculus (see, e.g., [Nee05]). The
derivative of F at ϕ ∈ E(M) in the direction of ψ is defined as
F (1)(ϕ)[ψ]
.
= lim
t→0
1
t
(F (ϕ+ tψ)− F (ϕ)) , (2)
whenever the limit exists. F is called differentiable at ϕ if F (1)(ϕ)[ψ] exists for all
ψ ∈ E(M). It is called continuously differentiable in an open neighborhood U ⊂ E(M) if
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it is differentiable at all points of U and F (1) : U × E(M) → R, (ϕ, ψ) 7→ F (1)(ϕ)[ψ] is a
continuous map. It is called a C1-map if it is continuous and continuously differentiable.
Higher derivatives are defined for Cn-maps by
F (n)(ϕ)(ψ1, . . . , ψn)
.
= lim
t→0
1
t
(
F (n−1)(ϕ+ tψn)(ψ1, . . . , ψn−1)− F (n−1)(ϕ)(ψ1, . . . , ψn−1)
)
(3)
In particular, it means that if F is a smooth functional on E(M), then its n-th derivative
at the point ϕ ∈ E(M) is a compactly supported distributional density F (n)(ϕ) ∈ E′(Mn).
There is a distinguished volume form on M, so we can use it to construct densities from
functions and to provide an embedding of D(Mn) into E′(Mn). Using the distinguished
volume form we can identify derivatives F (n)(ϕ) with distributions.
An important property of a functional is its spacetime support. It is defined as a
generalization of the distributional support, namely as the set of points x ∈M such that
F depends on the field configuration in any neighborhood of x.
suppF
.
= {x ∈M|∀ neighborhoods U of x ∃ϕ, ψ ∈ E(M), suppψ ⊂ U (4)
such that F (ϕ+ ψ) 6= F (ϕ)} .
Here we will discuss only compactly supported functionals. Finally we assume that
the wave front set of the distribution F (n)(ϕ), considered as a subset of the cotangent
bundle T ∗(Mn) = Mn × Mn, does not intersect the set Mn × (V n+ ∪ V n− ) where V±
denotes the closed forward and backward light cone, respectively. Functionals fulfilling
all the conditions listed above are called microcausal, and the space of such functionals
is denoted by F. It contains a subspace Floc, the space of local functionals, characterized
by the additivity condition
F (ϕ+ ψ + χ) = F (ϕ+ ψ)− F (ψ) + F (ψ + χ) if suppφ ∩ suppχ = ∅ (5)
(as shown in [BDF09] this implies that the derivatives F (n)(ϕ) have support on the thin
diagonal ∆ = {(x, . . . , x)|x ∈M}). In addition, the wave front sets of derivatives of local
functionals are required to be perpendicular to the tangent bundle of ∆, considered as
a subset of the tangent space of Mn. Floc contains the functionals which occur as local
interactions in the EG framework, e.g. F (ϕ) =
∫
ϕ(x)4f(x)ddx with a test function f
with compact support. Finite sums of pointwise products of local functionals form a
subalgebra of F, which is called the algebra of multilocal functionals, and we denote it
by Fml. It was shown in [BFLR12] that local functionals in the above sense are of the
form:
F (ϕ) =
∫
f(x, ϕ(x), ∂ϕ(x), . . . )d4x
where f depends smoothly on x and, for a fixed ϕ, on finitely many derivatives2 of ϕ at
x.
2In [BFLR12] it was shown, with the use of the fundamental theorem of calculus, that F (ϕ) =∫
f(j∞x (ϕ))d
4x, where j∞x (ϕ) = (x, ϕ(x), ∂ϕ(x), . . . ) is the infinite jet of ϕ at x. Moreover, the func-
tional derivatives of F have compact support on the thin diagonal and are therefore finite deriva-
tives of the δ-distribution in the relative variables (i.e. denoting the latter by δ∆ it holds 〈δ∆, h〉 =∫
ddxh(x, . . . , x) , h ∈ D(Mn)), with coefficients which are smooth functions of x.
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Dynamics is introduced along the lines of [BDF09] by means of a generalized La-
grangian. It is defined as a map L : D(M)→ Floc satisfying
supp(L(f)) ⊆ supp(f) , ∀ f ∈ D(M) , (6)
and the additivity condition (5) with respect to test functions. The action S(L) is
defined as an equivalence class of Lagrangians, where two Lagrangians L1, L2 are called
equivalent L1 ∼ L2 if
supp(L1 − L2)(f) ⊂ supp df , (7)
in particular two Lagrangians are identified if their densities differ by a total derivative.
For the free Klein-Gordon field the generalized Lagrangian is given by:
L0(f)(ϕ) =
1
2
∫
(∂µϕ∂
µϕ−m2ϕ2)fd4x . (8)
The second functional derivative of L0 induces a linear operator, which in our case
is the Klein-Gordon operator P =  + m2. The free quantized theory is defined by
means of deformation quantization of the classical Poisson structure induced by P (see
[DF01a, DF01b, BDF09] for details). On Minkowski spacetime one can perform this
deformation using the Wightman 2-point function ∆+, to define a non-commutative
product
(F ⋆ G)(ϕ)
.
=
∞∑
n=0
~
n
n!
〈
F (n)(ϕ), (∆+)
⊗nG(n)(ϕ)
〉
, (9)
which is interpreted as the operator product of the free theory.
Interaction is introduced in terms of time-ordered products. Let us first consider
regular functionals, i.e. such that F (n)(ϕ) ∈ D(Mn) for all ϕ ∈ E(M), n ∈ N. We denote
the space of such functionals by Freg. Time-ordered products Tn, defined on Freg[[~]], are
equivalent to the pointwise product
mn(F1 ⊗ · · · ⊗ Fn)(ϕ) = F1(ϕ) . . . Fn(ϕ) (10)
by the “heat kernel”
T = e
1
2
D (11)
with D = 〈~∆F , δ2δϕ2 〉 (∆F denotes the Feynman propagator), i.e.
Tn = T ◦mn ◦ (T−1)⊗n . (12)
Using Leibniz’ rule
δ
δϕ
◦mn = mn ◦ (
n∑
i=1
δ
δϕi
) (13)
(here an element of the nth tensor power of Freg is considered as a functional of n
independent field configurations ϕ1, . . . , ϕn) and the notation
Dij = 〈~∆F , δ
2
δϕiδϕj
〉 (14)
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we obtain Tn = mn ◦ Tn, where
Tn = e
∑
i<j Dij =
∏
i<j
∞∑
lij=0
D
lij
ij
lij !
(15)
Note that the time-ordered product is commutative and associative. In this paper we
will use consequently the calligraphic script (for example Tn) to denote objects involving
the multiplication mn, while roman letters (like Tn) are reserved for “bare” expressions,
where mn is not applied.
The exponential in the formula (15) might be expanded into a formal power series.
This yields the usual graphical description for time-ordered products, since the right hand
side of (15) may be written as a sum over all graphs Γ with vertices V (Γ) = {1, . . . , n}
and lij lines e ∈ E(Γ) connecting the vertices i and j. We set lij = lji for i > j and
lii = 0 (no tadpoles). If e connects i and j we set ∂e := {i, j}. Then we obtain
Tn =
∑
Γ∈Gn
TΓ , (16)
with Gn the set of all graphs with vertex set V (Γ) = {1, . . . n} and
TΓ =
1
Sym(Γ)
〈tΓ, δΓ〉 , (17)
where
δΓ =
δ2 |E(Γ)|∏
i∈V (Γ)
∏
e:i∈∂e δϕi(xe,i)
is a functional differential operator on F⊗nreg ,
tΓ =
∏
e∈E(Γ)
~∆F (xe,i, i ∈ ∂e) (18)
and the, so called, symmetry factor Sym is the number of possible permutations of
lines joining the same two vertices, Sym(Γ) =
∏
i<j lij !. We point out that in our
approach the Feynman graphs are not fundamental objects of the theory, instead they are
a bijective graphical description of the terms appearing in the exponential function (15),
from which one can read off the analytic expression (including the numerical prefactor)
of each term/graph.
Example 2.1 (Graph expansion). Regard three functionals F,G,H ∈ Freg. Their time-ordered
product is given by
T3(F ⊗G⊗H)(ϕ) =
∞∑
k=0
1
k!
(D12 +D23 +D13)
k
F (ϕ1)G(ϕ2)H(ϕ3)
∣∣∣∣
ϕ1=ϕ2=ϕ3=ϕ
(19)
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Applying the multinomial theorem and inserting the definition for Dij gives
T3(F ⊗G⊗H)(ϕ)
=
∞∑
k=0
∑
k1+k2+k3=k
~
k
k1! k2! k3!
(20)
〈
(∆12F )
⊗k1(∆23F )
⊗k2(∆13F )
⊗k3 , F (k1+k3)(ϕ1)G
(k1+k2)(ϕ2)H
(k2+k3)(ϕ3)
〉 ∣∣∣∣
ϕ1=ϕ2=ϕ3=ϕ
The terms in this expression are identified as the usual Feynman graphs in the following way: we
assign to lines Feynman propagators and functional derivatives derivatives of given functionals
to vertices. Formula (20) can now be represented as:
= + ~
(
+ +
)
(21)
+ ~2
[
+ + +
1
2
(
+ +
)]
+ O(~3)
In case the functionals are polynomial in the field and its derivatives, only a finite number of
functional derivatives are non-vanishing. Only those graphs remain where the valence at the
vertices is bounded by the degree of the associated polynomial functionals.
For regular functionals F ∈ Freg, the contraction 〈tΓ, δΓ〉 is well-defined since tΓ is
applied to a test function in the corresponding dual space. For local functionals, however,
the functional derivatives are of the form
F (k)(ϕ)(x1, . . . , xk) =
∑
β
f
(k)
β (xcms)∂
βδ(xrel) (22)
where β ∈ Nd(k−1)0 , test functions f (k)β (x) ≡ f (k)β (ϕ)(x) ∈ D(M) are functions of the
center of mass coordinate xcms = (x1+ · · ·+ xk)/k which depend on ϕ, and xrel = (x1−
xcms, . . . , xk − xcms) denotes the relative coordinates. Hence, the functional differential
operator δΓ applied to F
⊗n
loc yields, at any n-tuple of field configurations (ϕ1, . . . , ϕn), a
compactly supported distribution in the variables xe,i, i ∈ ∂e, e ∈ E(Γ) with support on
the partial diagonal ∆Γ = {xe,i = xf,i, i ∈ ∂e ∩ ∂f, e, f ∈ E(Γ)} with a wavefront set
perpendicular to T∆Γ. Such a distribution can uniquely be written as a finite sum
f =
∑
fβ ⊗ ∂βδ (23)
where fβ ∈ D(∆Γ) and where ∂βδ (with a multi-index β) is a partial derivative of the
δ-distribution on the orthogonal complement of ∆Γ. A concrete coordinatization of ∆Γ
can be given by the center of mass coordinates introduced above and the coordinates on
the orthogonal complement can be chosen as the relative coordinates. To obtain (23),
one has to write all partial derivatives ∂xe,i in terms of partial derivatives in xcms and
xrel coordinates. The former are applied on the ϕ-dependent test function and produce
fβ and the latter are applied on the Dirac δ distribution.
Let YΓ denote the vector space spanned by the distributions ∂
βδ. YΓ is graded by
the order of the derivatives. The space of YΓ-valued test functions on ∆Γ is denoted by
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D(∆Γ, YΓ). One now has to define the action of the distribution tΓ as a linear functional
on D(∆Γ, YΓ),
〈tΓ, f〉 =
∑
〈tβΓ, fβ〉 (24)
with numerical distributions tβΓ ∈ D′(∆Γ).
Example 2.2. Let F1 =
∫
dx g(x) (ϕ2(∂ϕ)2)(x) , F2 =
∫
dxh(x)ϕ3(x) , g, h ∈ D(M), tΓ =
~
2∆F (x11 − x12)∆F (x21 − x22) and δΓ = δ4δϕ1(x11)δϕ1(x21)δϕ2(x12)δϕ2(x22) . Then,
f =δΓ(F1(ϕ1)F2(ϕ2)) =
∫
dx1 g(x1)
∫
dx2 h(x2) 6ϕ2(x2) δ(x12 − x2)δ(x22 − x2)(
2 (∂ϕ1)
2(x1) δ(x11 − x1)δ(x21 − x1) + 2ϕ21(x1) ∂δ(x11 − x1)∂δ(x21 − x1)
− 4 (ϕ1∂ϕ1)(x1)
(
δ(x11 − x1)∂δ(x21 − x1) + (x11 ↔ x21
))
and with that we obtain
〈tΓ,f〉 = ~2
∫
dx1 g(x1)
∫
dx2 h(x2)
(
12 [(∆F (x1 − x2))2]· (∂ϕ1)2(x1)ϕ2(x2)+
12 [(∂∆F (x1 − x2))2]· ϕ21(x1)ϕ2(x2) + 48 [∆F (x1 − x2)∂∆F (x1 − x2)]· ϕ1(x1)∂ϕ1(x1)ϕ2(x2)
)
.
Hence, modulo constant prefactor the appearing numerical distributions tβΓ are the extensions
(denoted by [· · · ]·) of (∆F (x1−x2))2, (∂∆F (x1−x2))2 and∆F (x1−x2)∂∆F (x1−x2), respectively,
from D′(M2 \∆2) to D′(M2) (where ∆2 is the diagonal x1 = x2).
The method of Epstein and Glaser proceeds by induction. One proves that if tΓ′ is
known for all graphs Γ′ with less vertices than Γ, then tΓ can be uniquely defined for
all disconnected, all connected one particle reducible and all one particle irreducible one
vertex reducible graphs. For the remaining graphs (which we call EG-irreducible) one
can define it uniquely on all distributions f ∈ D(∆Γ, YΓ) of the form above where fβ
vanishes together with all its derivatives of order ≤ ωΓ + |β| on the thin diagonal of ∆Γ.
Here
ωΓ = (d− 2)|E(Γ)| − d(|V (Γ)| − 1)
is the degree of divergence of the graph Γ. We denote this subspace by DωΓ(∆Γ, YΓ) .
Renormalization then amounts to project a generic f to this subspace by a translation
invariant projection WΓ : D(∆Γ, YΓ) → DωΓ(∆Γ, YΓ). Different renormalizations differ
by different choices of the projections WΓ.
The ambiguity is best described in terms of the Main Theorem of Renormalization
[PS82, Pin01, DF04, BDF09]. Let the formal S-matrix be defined as the generating
functional of time-ordered products, formally given by
S = T ◦ exp ◦T−1 , (25)
i.e., its nth derivative at zero, Tn ≡ S(n)(0), as a linear map Tn : Floc[[~]]⊗n → F[[~]] is
the (renormalized) time-ordered n-fold product. Given two S-matrices S and Sˆ fulfilling
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the Epstein-Glaser axioms, there exists a unique analytic map Z : Floc[[~]] → Floc[[~]]
with Z(0) = 0 such that
Sˆ = S ◦ Z . (26)
To first order, this relation gives3 Z(1) = id. The maps Z relating different S-matrices in
this way form the renormalization group R in the sense of Stückelberg and Petermann.
It is a subset of the group of formal diffeomorphisms (tangent to the identity) on the
space of interactions. A direct definition of R by the properties of the maps Z is given
in [DF04, BDF09]: R has the structure of an affine space,
R = id + ~V [[~]] , (27)
where V [[~]] is a vector space of formal power series V =
∑∞
n=0 Vn ~
n, which are analytic
maps V : Floc[[~]] → Floc[[~], the main defining properties of elements of V are V(0) =
0 , V(1)(0) = 0 and locality,
V(F+G+H) = V(F+G)−V(G)+V(G+H) if suppF∩suppH = ∅ , ∀ V ∈ V . (28)
To show that R is indeed a group, one needs additionally the property (proved in [DF04])
that, given an S-matrix S and Z ∈ R, the composition Sˆ := S◦Z satisfies also the Epstein-
Glaser axioms.
One of the great virtues of the Epstein-Glaser approach is that it does not involve any
divergences, and that it is explicitly independent of any regularization prescription. It can
therefore be used for an a priori definition of the problem of the perturbative construction
of quantum field theory which then is solved by the method of renormalization. In other
schemes usually only an a posteriori definition is possible, and the independence of the
construction from the chosen method relies on a comparison with other methods.
We have just outlined how to define the n-fold time-ordered products (i.e. multilinear
maps Tn) by the procedure of Epstein and Glaser. An interesting question is whether
the renormalized time-ordered product defined by such a sequence of multilinear maps
can be understood as an iterated binary product on a suitable domain. Recently it was
proven in [FR13] that this is indeed the case. The crucial observation is that pointwise
multiplication of local functionals is injective. More precisely, let F0 be the set of local
functionals vanishing at some distinguished field configuration (say ϕ = 0). Iterated
multiplication m is then a linear map from the symmetric Fock space over F0 onto Fml.
Then, the following assertion holds:
Proposition 2.3. The multiplication m : S•F0 → Fml is bijective (where Sk denotes the
symmetrised tensor product of vector spaces).
Let β = m−1. We now define the renormalized time-ordering operator on the space
of multilocal functionals Fml by
Tren := (
⊕
n
Tn) ◦ β (29)
3Similarly to S(n) we write Z(n) for Z(n)(0).
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This operator is a formal power series in ~ starting with the identity, hence it is injective.
The corresponding binary product ·T is now defined on the image of Tren by
F ·T G .= Tren(T−1renF · T−1renG) , (30)
This product is equivalent to the pointwise product and, hence, it is in particular asso-
ciative and commutative. Moreover, the n-fold iteration of the binary product ·T applied
to local functionals coincides with the linear map Tn defined by the Epstein-Glaser pro-
cedure.
We may now use the Stückelberg-Petermann group R in order to establish a relation
between the renormalized and the regularized S-matrix. Let ∆ΛF be a regularized Feyn-
man propagator, and let the upper index Λ indicate that in the formal construction the
regularized propagator was used. A regularization should satisfy the condition that all
the expressions for time-ordered products become meaningful for local functionals (still
in the sense of formal power series in ~), and that the regularized propagators converge
in the sense of the Hörmander topology on distributions on Rd \{0} with the appropriate
wave front sets and microlocal scaling degrees. The former condition is surely satisfied
if ∆ΛF is a smooth function of rapid decrease.
3 Analytic regularization, Minimal Subtraction and Forest
Formula
Let SΛ be the regularized S-matrix constructed from ∆ΛF , more precisely S
Λ is the formal
power series
SΛ := 1 + id +
∞∑
n=2
1
n!
mn ◦ exp
∑
1≤i<j≤n
DΛij , D
Λ
ij := 〈~∆ΛF ,
δ2
δϕiδϕj
〉 .
To relate the construction of the S-matrix S of Epstein-Glaser to the method of divergent
counter terms, we search a family of renormalization group elements ZΛ ∈ R such that
S = lim
Λ→Λ0
SΛ ◦ ZΛ . (31)
If S is given, then such a family (ZΛ) exists and this family is uniquely determined up to
a sequence which converges to the identity (see the Appendix A and [BDF09, Sect. 5.2]).
A special role is played by analytic regularization schemes where SΛ is a meromorphic
function of Λ ∈ C with a pole at the limit point Λ0. In these cases there exists a
distinguished choice SMS of the S-matrix (minimal subtraction) and the corresponding
family of renormalization group elements ZΛMS ∈ R. To construct these objects we
start with the family (ZΛ) of meromorphic functions and we prove the so called Birkhoff
decomposition (see [CK99, CK00], where such notion was first introduced in the context
of renormalization):
ZΛ = ZΛMS ◦ ZΛf ,
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where ZΛf is regular and Z
Λ
MS corresponds to subtracting the principal part. We prove
this by induction. Let us consider the n-th functional derivative ZΛ
(n)
and we assume
that for k < n we have already constructed ZΛf
(k)
and ZΛMS
(k)
in such a way that, for
l < n, the chain rule (Faà di Bruno formula)
ZΛ
(l)
=
∑
P∈Part({1,...,l})
(ZΛMS)
(|P |) ◦
⊗
I∈P
(ZΛf )
(|I|) holds.
The function
ZΛ
(n) −
∑
P∈Part({1,...,n})
1<|P |<n
(ZΛMS)
(|P |) ◦
⊗
I∈P
(ZΛf )
(|I|)
is meromorphic, so we can decompose it as a sum of the principal part, which we call
ZΛMS
(n)
, and the rest term ZΛf
(n)
. This way we construct the n-th order derivative of ZΛMS
and we can proceed by induction. Using that ZΛ ∈ R one easily sees that ZΛMS satisfies
(28) for G = 0. This implies the general case since all the quantities are formal power
series (see Appendix B of [BDF09]). It follows that ZΛMS and Z
Λ
f obtained by the above
construction are elements of the Stückelberg-Petermann group R.
By construction, ZΛf has a well defined limit as Λ approaches Λ0 and, since it is
invertible, we can define SΛMS := S
Λ ◦ ZΛ ◦ ZΛf
−1
= SΛ ◦ ZΛMS and this expression also has
a well defined limit,
SMS := lim
Λ→Λ0
SΛMS .
It can be expressed as SMS = S ◦ Z−1f , where Zf := limΛ→Λ0 Z
Λ
f and, because Zf is an
element of R, SMS is an S-matrix fulfilling the Epstein-Glaser axioms. It is the generating
functional for minimally subtracted time-ordered products (MS scheme).
We will now derive a useful recursive formula for ZΛMS. Consider the functional
derivative
(SΛMS)
(n) = (ZΛMS)
(n) +
∑
P∈Part({1,...,n})
1<|P |
(SΛ)|P |
(⊗
I∈P
(ZΛMS)
|I|
)
. (32)
Since (SΛMS)
(n) converges for Λ → Λ0, the principal parts of the summands above must
add up to 0, so we obtain a recursion
(ZΛMS)
(n) = −pp
∑
|P |>1
(SΛ)|P |
(⊗
I∈P
(ZΛMS)
|I|
)
(33)
together with (ZΛMS)
(1) = id.
One may now solve the recursive definition of the minimally subtracted S-matrix in
terms of an analogue of Zimmermann’s Forest Formula. We define an Epstein-Glaser
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forest F = {I1, ..., Ik} ∈ Fn¯ to be a set of subsets Ij ⊂ n¯ := {1, . . . , n} which contain at
least two elements, |Ij | ≥ 2, and which satisfy
Ii ∩ Ij = ∅ or Ii ⊂ Ij or Ij ⊂ Ii ∀i < j .
The empty set of subsets is referred to as the empty forest. We assume that we can vary
the regularization parameters Λij independently for every pair of indices 1 ≤ i < j ≤ n
such that the regularized time-ordered product is a well defined meromorphic function
in all these variables 4. More precisely, we assume that in the graph expansion every
distribution tβΓ (see (24)) is, after evaluation on a test function, an analytic function
on a suitable domain which can be extended to a meromorphic function on a domain
containing {Λij = Λ0, 1 ≤ i < j ≤ n}. Now, given a forest F ∈ Fn¯, we reduce the number
of parameters Λij as follows: for each I ∈ F we set Λij = ΛI for all i, j ∈ I. Let RI
be (-1) times the projection onto the principal part with respect to the variable ΛI . We
then obtain the EG Forest Formula
Theorem 3.1.
S
(n)
MS = lim
Λ→Λ0
mn ◦
(∑
F∈Fn¯
∏
I∈F
RI
)
exp
∑
1≤i<j≤n
DΛij (Λ ≡ (Λij)1≤i<j≤n) , (34)
where as in Zimmermann’s formula RI has to be applied before RJ if I ⊂ J . The
expression exp
∑
1≤i<j≤nD
Λ
ij has to be understood as a meromorphic function obtained,
term by term, by analytic continuation from the region where it exists due to sufficient
regularity of the modified Feynman propagators.
Proof. We omit the index Λ belonging to each Z and each differential operator D, since
it is unessential to the proof. Let us define a full forest as a forest containing the set
{1, . . . , n}, and let Ffulln¯ denote the set of full forests. We set Z(1) := id and
Z(n) := mn ◦
( ∑
F∈Ffulln¯
∏
I∈F
RI
)
exp
∑
i<j
Dij , (35)
and we verify that it satisfies the recursion relation (33), i.e. Z(n) = Z
(n)
MS. In order to
include the case n = 1 into the formula (35) we define Ffull{1} = {{1}} and we adopt the
convention that RI = id if I contains only one element.
We proceed by induction. For n = 2 the only full forest is {{1, 2}}, hence
Z(2) = m2 ◦R{1,2} expD12 (36)
in agreement with the definition of minimal subtraction (33) in second order. For k > 2
we now assume that Z(n) = Z
(n)
MS for all n < k. Let F ∈ Ffullk¯ be a full forest. Then there
exists a partition P of k¯ such that
F = {{1, . . . , k}} ∪
⋃
L∈P
FL (37)
4For the definition of the meromorphic function of several variables, see for example [Lan99].
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with full forests FL ∈ FfullL , and P and FL are uniquely determined. Vice versa, given a
partition P and full forests FL, L ∈ P , equation (37) defines a full forest. Using Leibniz’
rule and the associativity of the pointwise product, we find for a partition P of k¯
m|P | ◦ exp
∑
I<J∈P
DIJ

⊗
L∈P
m|L| ◦ exp
∑
i<j∈L
Dij

 = mk ◦ exp∑
i<j
Dij (38)
where I < J ∈ P means that I, J ∈ P and the smallest element of I is smaller than the
smallest element of J . This formula, applied to local functionals F1, . . . , Fk, holds on a
suitable domain in the deformation parameters and, by analytic continuation, everywhere
as an identity for meromorphic functions.
We now insert the decomposition of a full forest (37) into equation (35) and use the
identity (38). We find
Z(k) = R{1,...,k}
∑
|P |>1
m|P | ◦ exp
∑
I<J∈P
DIJ

⊗
L∈P
m|L| ◦
( ∑
F∈Ffull
L
∏
M∈F
RM
)
exp
∑
i<j∈L
Dij


(39)
where we used the fact that the operation RM of taking the principal part involves only
the variables Λij with i, j ∈M . But (39) is just the recursion relation which defines the
minimal subtraction.
In the last step we insert the formula (35) into the Faà di Bruno formula (32) and
repeat the calculation with the modifications that R{1,...,k} and the restriction |P | > 1
are omitted. As a result we obtain (34).
Example 3.2 (Forest Formula for a particular graph). The Forest Formula (34) can be broken
down to the renormalization of individual graphs. As an example we want to regard the following
overlapping divergence in ϕ4-theory in 4 dimensions,
G = . (40)
It is a contribution to the selfenergy in fourth order of causal perturbation theory. Introducing
an irrelevant numbering of vertices the corresponding differential operator for the graph is:
m4 ◦
[
D12D13D14D
2
23D24D34
]
(41)
Next we write down the basic subsets, from which the EG forests for any four point graph are
built:
{1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}, {1, 2, 3}, {1, 3, 4}, {1, 2, 4}, {2, 3, 4}, {1, 2, 3, 4}. (42)
Only some of these subsets correspond to divergent subgraphs of G:
{2, 3}, {1, 2, 3}, {2, 3, 4}, {1, 2, 3, 4}. (43)
Thus, the relevant forests are
{}, {23}, {123}, {234}, {23, 123}, {23, 234},
{1234}, {23, 1234}, {123, 1234}, {234, 1234}, {23, 123, 1234}, {23, 234, 1234},
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where we wrote the normal forests in the first, and the corresponding full forests in the second
line. The Forest Formula thus yields
GMS = m4 ◦ [1 +R23 +R123 +R234 +R123R23 +R234R23 +R1234 +R1234R23
+R1234R123 +R1234R234 +R1234R123R23 +R1234R234R23] G
= m4 ◦ (1 +R1234)(1 +R123 +R234)(1 +R23)
[
D12D13D14D
2
23D24D34
]
.
The second equality, i.e. that
∑
F
∏
I∈F RI can be written as
∏
(1 +
∑
RI), is a peculiarity of
this example, which is due to the fact that each divergent subgraph (43) is a subgraph of all
divergent (sub)graphs of higher orders.
Simpler examples, for which we will compute the projections RI , are 4.15 and 4.16.
4 Dimensional regularization in position space
To perform the analytic regularization required for minimal subtraction and the EG
Forest Formula we have to find a distribution valued analytic function ζ 7→ ∆ζF with
the following properties: for ζ = 0 the distribution should coincide with the Feynman
propagator, the wave front set of ∆ζF should always be contained in the wave front set
of ∆F , and the scaling degree (45) of ∆
ζ
F , modulo smooth functions, should tend to −∞
as the real part of ζ approaches infinity. Under these conditions each term in the graph
expansion of the unrenormalized S-matrix is a well defined analytic function for suitable
values of ζ. One then has to perform an analytic extension to a meromorphic function
with a pole at ζ = 0. For the Forest Formula we also require that this extension can
be done individually for every propagator associated to a pair of vertices. Under these
conditions minimal subtraction is well defined and the EG Forest Formula yields a closed
expression. Depending on the choice of the analytic regularization the minimally sub-
tracted S-matrix may automatically satisfy further conditions (e.g. Lorentz invariance,
unitarity etc.).
In the following we concentrate on dimensional regularization. According to Bollini
and Giambiaggi [BG96] dimensional regularization in position space essentially amounts,
in the massive case, to a change in the index of the Bessel function appearing in the
formula for the Feynman propagator. We have in d dimensions
∆F (x) = lim
ǫց0
w
d(x2 − iǫ)
where
w
d(z2) = (2π)−
d
2m
d
2
−1
√
−z21−
d
2K d
2
−1(m
√
−z2)
with the modified Bessel function of the second kind Kν with index ν = d/2 − 1. The
massless case is obtained as the limit m ↓ 0. The dimensionally regularized Feynman
propagator is obtained by replacing d by d−2ζ and, in order to keep the mass dimension
constant, by multiplication with a factor µ2ζ with a mass parameter µ > 0,
∆ζF (x) = µ
2ζ lim
ǫց0
w
d−2ζ(x2 − iǫ) . (44)
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Since x−νKν(x) is analytic in the cut plane C\R0− irrespective of the value of ν ∈ C, the
function wd−2ζ is analytic on the complement of the positive real axis. Therefore ∆ζF (x)
is, for all values of ζ, the boundary value of an analytic function on the complexified
Minkowski space with domain {x + iy|(x + iy)2 6∈ R−}, as for timelike x the imaginary
part y approaches zero from the backward light cone if x0 > 0 and from the forward light
cone if x0 < 0. By [Hör03, Thm. 8.1.6] the analyticity domain of a function determines
the wave front set of its boundary values, hence WF(∆ζF ) ⊂ WF(∆F ). Moreover, the
scaling degree of ∆ζF is max{d− 2− 2Re ζ, 0}, as may be seen from the behavior of the
Bessel function at the origin.
We now define the terms of the regularized S-matrix for suitable values of ζ. Using the
information on the scaling degrees as well as on the wave front sets we can proceed in the
usual way for the Epstein-Glaser induction and find, at every step, a unique expression
which has the correct wave front sets and analyticity properties. It remains to construct
the analytic continuations.
For this purpose we use the fact that ∆ζF can be written as a sum of homogeneous
distributions and a rest term with sufficiently small scaling degree where every term
is analytic in ζ. Every contribution in the expansion is then a product of homogeneous
distributions and sufficiently well behaved functions. But for non-integer degree of homo-
geneity, homogeneous distributions have unique homogeneous extensions. This extension
is analytic in ζ, hence the whole expression is analytic for non-integer values of ζ. In case
one uses different values of ζ the degree of homogeneity differs from its value for ζij = 0
by a certain linear combination
∑
i<j lijζij of the ζ-variables, and one may find poles at
points where these degrees are integers.
The choice of dimensional regularization has further nice properties. First of all, since
the regularized propagators are Lorentz invariant, one automatically obtains a Lorentz
invariant S-matrix. Moreover, due to ∆ζF (x) = ∆
ζ
AF (x) (where ∆
ζ
AF is the regularized
anti-Feynman propagator which is obtained from (44) by reversing the sign of ǫ), the
S-matrix is unitary. Finally, the condition that the field equation holds, is due to the
fact that ∆ζF is analytic at ζ = 0.
Before we enter in the details of the regularization of the two point functions (sect. 4.2)
and of the construction of a pertinent sequence (Tζn) of regularized time-ordered products
(sect. 4.3), we study regularization and minimal subtraction on the level of numerical
distributions in the Epstein-Glaser framework.
4.1 Regularization of numerical distributions
In a translation invariant framework, perturbative renormalization can be understood in
x-space as the extension of distributions t ∈ D′(Rn \ {0}) to distributions t˙ ∈ D′(Rn)
[Sto93]. This mathematical problem is treated, for example, in [BF00, DF04]. The
existence and uniqueness of extensions t˙ can be answered in terms of Steinmann’s scaling
degree [Ste71],
sd(t) := inf{ω ∈ R | lim
ρ↓0
ρω t(ρx) = 0} , t ∈ D′(Rn) or t ∈ D′(Rn \ {0}) . (45)
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For the complete existence and uniqueness theorem we refer to [BF00], we only mention
the following partial result.
Theorem 4.1 ([Ste71, BF00]). For λ ∈ R let
Dλ(R
n) := {f ∈ D(Rn) | (∂αf)(0) = 0 ∀|α| ≤ λ} (46)
(in particular Dλ(R
n) = D(Rn) if λ < 0) and let D′λ(R
n) be the corresponding space
of distributions. A distribution t ∈ D′(Rn \ {0}) with scaling degree sd(t) has a unique
extension t¯ ∈ D′λ(Rn), λ = sd(t)− n, which satisfies the condition sd(t¯) = sd(t).
We will call t¯ the direct extension. With the requirement sd(t˙) = sd(t), the extension
is unique for sd(t) < n and given by the direct extension5. For sd(t) ≥ n, the condition
does not fix the extension. To treat this case we introduce a regularization.
Definition 4.2 (Regularization). Let t ∈ D′(Rn \ {0}) be a distribution with degree of
divergence λ := sd(t)− n ≥ 0, and let t¯ ∈ D′λ(Rn) be the direct extension of t. A family
of distributions {tζ}ζ∈Ω\{0}, tζ ∈ D′(Rn), with Ω ⊂ C a neighborhood of the origin, is
called a regularization of t, if
∀g ∈ Dλ(Rn) : lim
ζ→0
〈tζ , g〉 = 〈t¯, g〉 . (47)
The regularization {tζ} is called analytic, if for all functions f ∈ D(Rn) the map
Ω \ {0} ∋ ζ 7→ 〈tζ , f〉 (48)
is analytic with a pole of finite order at the origin. The regularization {tζ} is called finite,
if the limit limζ→0〈tζ , f〉 ∈ C exists ∀f ∈ D(Rn).
Note that for a finite regularization, the limit limζ→0 t
ζ is indeed a solution t˙ of the
extension problem, that is limζ→0〈tζ , h〉 = 〈t, h〉 ∀h ∈ D(Rn \ {0}) and sd(limζ→0 tζ) =
sd(t) .6
Any extension t˙ ∈ D′(Rn) of t with the same scaling degree is of the form 〈t˙, f〉 =
〈t¯,Wf〉 with some projection,
W : D → Dλ
f 7→ Wf := f −
∑
|γ|≤sd(t)−n
wγ ∂
γf(0) , (49)
given in terms of functions wβ ∈ D(Rn) , |β| ≤ sd(t)− n , fulfilling
∂γwβ(0) = δ
γ
β ∀γ ∈ Nn0 (50)
5Note that the axioms for the (regularized) time-ordered products used in [DF04, BDF09] or in this
paper (sect. 4.3), imply the condition sd(t˙) = sd(t).
6To verify the latter let t˙ be an extension with sd(t˙) = sd(t) . Writing∆t := t˙−limζ→0 t
ζ =
∑
γ Cγ∂
γδ,
it follows from ∆t|Dλ(Rn) = 0 that Cγ = 0 ∀|γ| > λ and, hence, sd(limζ→0 t
ζ) = sd(t) .
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[DF04, Lem. B.2]. Since tζ ∈ D′(Rn), we can write (47) in the form
〈t¯,Wf〉 = lim
ζ→0

〈tζ , f〉 − ∑
|γ|≤sd(t)−n
〈tζ , wγ〉 ∂γf(0)

 . (51)
In general, the limits of the individual terms on the right hand side might not exist.
However, if the regularization {tζ , ζ ∈ Ω \ {0}} is analytic, each term can be expanded
in a Laurent series around ζ = 0, and since the overall limit is finite, the principal parts
(pp) of these Laurent series must coincide,
∀f ∈ D(Rn) : pp(〈tζ , f〉) =
∑
|γ|≤sd(t)−n
pp(〈tζ , wγ〉) ∂γf(0) . (52)
Note that pp(〈tζ , wγ〉) is independent of the choice of wγ , because pp(tζ) is a linear
combination of derivatives of δ(x) and all information about wγ that is used is (50). We
thus have proven
Lemma 4.3. The principal part of any analytic regularization {tζ} of a distribution
t ∈ D′(Rn \ {0}) is a local distribution of order sd(t)− n, i.e.,
pp(tζ) =
∑
|γ|≤sd(t)−n
Cγ(ζ) δ
(γ) . (53)
In the derivation above we have Cγ(ζ) = (−1)|γ|pp(〈tζ , wγ〉).
Alternatively, the latter formula for Cγ(ζ) can be obtained directly from (53) by
applying it to wγ and using (50).
Corollary 4.4 (Minimal Subtraction). The regular part (rp = 1 − pp) of any analytic
regularization {tζ} of a distribution t ∈ D′(Rn \ {0}) defines by
〈tMS, f〉 := lim
ζ→0
rp(〈tζ , f〉) (54)
an extension of t with the same scaling degree, sd(tMS) = sd(t). The extension tMS
defined by (54) is called ’minimal subtraction’.
In traditional terminology (−1)pp(tζ) is a ’local counter term’.
Proof. It follows directly from (51)-(52) that any extension t˙ of t with the same scaling
degree can be written as
〈t˙, f〉 = 〈t¯,Wf〉 = lim
ζ→0

〈tζ , f〉 − ∑
|γ|≤sd(t)−n
[
pp〈tζ , wγ〉+ rp〈tζ , wγ〉
]
∂γf(0)

 .
= 〈tMS, f〉 − lim
ζ→0
∑
|γ|≤sd(t)−n
rp(〈tζ , wγ〉) ∂γf(0) .
Obviously tMS differs from t˙ by a local distribution of lower or equal scaling degree.
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Corollary 4.5. For finite ζ the projection to the regular part of any analytic regulariza-
tion {tζ} can be realized as a W -projection up to a term of order ζ, i.e., there exists a
projection WMS : D(Rn)→ Dλ(Rn), λ = sd(t)− n, such that
∀f ∈ D(Rn) : rp〈tζ , f〉 = 〈tζ ,WMSf〉+ O(ζ) . (55)
Proof. According to Corollary 4.4 there is a projection WMS : D(Rn) → Dλ(Rn) such
that
〈tMS, f〉 = 〈t¯,WMSf〉 (56)
It follows for the regular part for all f ∈ D(Rn),
rp〈tζ , f〉 =
〈
tζ − pp(tζ),WMSf +
∑
|γ|≤sd(t)−n
wMSγ f
(γ)(0)
〉
= 〈tζ ,WMSf〉+
∑
|γ|≤sd(t)−n
rp〈tζ , wMSγ 〉f (γ)(0) ,
since pp〈tζ ,WMSf〉 = 0 by (53). The left hand side as well as the first term on the right
hand side tend to 〈tMS, f〉 as ζ → 0, cf. (54) and (47), (56). Hence the remaining sum
on the right hand side needs to vanish in this limit, and since it is the regular part of a
Laurent series it is at least of order ζ.
By means of the results above, the statements made at the beginning of section 3 can
be illustrated on the level of the numerical distributions t = tβΓ introduced in (24). We
first note that tζ 7→ −pp(tζ) is just the action in terms of the numerical distributions of
the projectors RI , I = V (Γ) in the Forest Formula (34), because S
ζ (n) depends on ζ only
through tζ (see sect. 4.3). The fact that tMS is a renormalization of t admitted by the
Epstein-Glaser axioms (Corollary 4.4), reflects that SMS is a solution of these axioms.
Moreover, since in (Sζ ◦ ZζMS)(n) the action of ZζMS is the addition of the divergent
counter terms for all contributing diagrams and for all their subdiagrams, and since,
in terms of the pertinent numerical distributions tζ , these counter terms are given by
(−1)pp(tζ), and since pp(tζ) is a local distribution with sd(pp(tζ)) ≤ sd(t) (Lemma 4.3),
we understand on the level of numerical distributions why ZζMS ∈ R (see (28)).
4.2 Dimensionally Regularized Two Point Function
As in the unregularized case, the regularized Wightman two point function ∆ζ+ differs
from ∆ζF (44) only by a change of the boundary value prescription:
∆ζ+(x) := µ
2ζ lim
ǫց0
w
d−2ζ(x2 − iǫx0) . (57)
As for ∆ζF , we conclude that WF(∆
ζ
+) ⊂WF(∆+). Due to
∆ζF (x) =
{
∆ζ+(x) if x /∈ V¯−
∆ζ+(−x) if x /∈ V¯+
, (58)
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causality of the regularized time-ordered products Tζn can be postulated in the Bogoliubov-
Shirkov way [BS59] and with that the family (Tζn) can be constructed inductively by a
version of the Epstein-Glaser method; this is done in the next subsection.
Under a simultaneous scaling of x and m, ∆ζ+ and ∆
ζ
F are homogeneous,
ρd−2−2ζ ∆ζ
j,ρ−1m
(ρx) = ∆ζj,m(x) , j = +, F , (59)
since wd−2ζ(z2) has this property.
We now use the relation between Bessel functions
Kν =
π
2 sin(νπ)
[I−ν − Iν ] (ν ∈ C \ Z) (60)
and the fact that Iν is of the form
Iν(z) = z
νFν(z
2) (61)
with the entire function
Fν(z
2) = 2−ν
∞∑
k=0
1
k!Γ(ν + k + 1)
(
z2
4
)k
. (62)
Inserting these relations into the formula for the 2-point function we obtain the decom-
position
∆ζj,m = H
m,ζ
j + C
ζ
m (63)
where
Cζm(x) = −c(d− 2ζ)md−2
( µ
m
)2ζ
F d
2
−1−ζ(−m2x2) (64)
Hm,ζj (x) = c(d− 2ζ)µ2ζ
(
(−x2)1− d2+ζ
)
j
Fζ− d
2
+1(−m2x2) (65)
with c(d − 2ζ) := (2π)ζ− d2 π
2 sin(( d
2
−1−ζ)π)
. The index j = +, F denotes as above the
appropriate boundary values. Note that the zeroes of the sine function at multiples of π
produce poles at ζ = d2 + n, n ∈ Z in the above decomposition which cancel in the sum
(63).
We observe that Hm,ζj is a smooth function of the mass m and C
m,ζ is a smooth
function of the position x. Both terms satisfy the homogeneous scaling (59). Hm,ζF is the
Feynman type propagator corresponding to the Hadamard function which was already
used in [BDF09] (see also [Kel10]).
The interpretation of ∆ζ+ as the dimensionally regularized 2-point function (in spite
of the fact that it is a distribution in d dimensions) may be justified by the fact that
it solves an appropriately deformed version of the Klein-Gordon equation. This may
be useful for the discussion of symmetries (as current conservation or gauge invariance
cf. [BD08, FR13]) for the dimensionally regularized amplitudes.
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Lemma 4.6. Let dζ := d − 2ζ , t := x0 , r :=
√∑d−1
i=1 (x
i)2 and let the ζ-dependent
functions fζ and Gζ be related by
fζ(z) = z
−dζ/2+1Gζ(mz) . (66)
For r 6= 0 we introduce the ’wave operator in dζ-dimensions’:

ζ
d := ∂
2
t − ∂2r −
dζ − 2
r
∂r − 1
r2
∆Sd−2 . (67)
with the Laplacian ∆Sd−2 on the (d− 2)-sphere.
(a) For x2 = t2−r2 < 0 it holds: Fζ(x) := fζ(
√−x2) solves the ’Klein-Gordon equation
in dζ-dimensions’, i.e.
(ζd +m
2)Fζ(x) = 0 , (68)
if and only if Gζ(u) is a solution of the modified Bessel equation of order dζ/2− 1,
G′′ζ (u) +
G′ζ(u)
u
+Gζ(u)
(
1 +
(dζ/2− 1)2
u2
)
= 0 . (69)
(b) ∆ζ+(x) solves the ’Klein-Gordon equation in dζ-dimensions’ (68) for all x with
r 6= 0.
Proof. (a) and (b): The statement (a) is obtained straightforwardly by inserting the
definitions and computing the derivatives. Since
∆ζ+(x) = lim
ǫ↓0
fζ(
√
r2 − t2 + itǫ) (70)
with a pertinent function Gζ solving (69), part (a) immediately yields (
ζ
d+m
2)∆ζ+(x) =
0 for x2 < 0. For x2 ≥ 0 the calculation in the proof of (a) has to be supplemented by
the iǫ-terms, the final limit ǫ ↓ 0 is harmless.
4.3 Dimensionally Regularized Time-ordered products
In contrast to the situation described in ([BDF09, Sect. 5.2]) and ([Düt12, Sect. 4]), the
regularized Feynman propagator ∆ζF ∈ D′(M) is not a smooth function. Actually, we are
not aware of any analytic regularization which yields smooth propagators. Hence, the
construction of the regularized time-ordered products involves non-direct extensions of
distributions.
The aim of this section is to construct a unique family of linear maps
Tζn : F
⊗n
loc
→ F (71)
perturbatively by Epstein-Glaser induction (to simplify the notations we write Floc and
F for Floc[[~]] and F[[~]] resp.). The construction has to be done in such a way that
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each T ζn in the perturbative expansion is a meromorphic function of N :=
(
n
2
)
complex
parameters ζij , i.e. each order in ~ is meromorphic. We choose different parameters ζij
for each bidifferential operator in the formal expression
T ζ, unrenn := exp
∑
1≤i<j≤n
D
ζij
ij , D
ζij
ij := 〈~∆ζijF , δ
2
δϕiδϕj
〉, (72)
which we now want to make precise with the use of homogeneous extensions of distri-
butions (’unren’ stands for ’unrenormalized’). We can expand the exponential in (72) in
terms of graphs by means of (16), so we can construct T ζn as a sum of T
ζ
Γ , with Γ ∈ Gn
(the set of all graphs with vertices {1, . . . n}). Each expression T ζΓ can be obtained by
recursively extending tΓ given by the formula (18) to a distribution defined on the space
D(∆Γ, YΓ) introduced in Section 2 . The family ζ contains one regularization parameter
for each pair of vertices. We write ζ := (ζij)1≤i<j≤n ∈ CN . The regularized time-ordered
products Tζn are given by mn ◦ T ζn . We will show in this section that the latter can be
constructed in such a way that certain properties, similar to Epstein-Glaser axioms are
satisfied. These properties can be specified equivalently on the level of T ζn or T
ζ
Γ and we
will make use of both possibilities, dependent on notational convenience. The axioms
which we assume are the following (compare with [DF04] and [BDF09]):
• Starting element. T ζ1 = id ,
• Causality. Let F1 . . . , Fn be local functionals such that F1, . . . , Fk have supports
later than the supports of Fk+1, . . . , Fn. Let us denote by I the index set {1, . . . , k}
and by ζI the family of parameters ζij , where i, j ∈ I. Similarly, elements of ζIc
will have i, j ∈ Ic and elements of ζIIc satisfy: i ∈ I, j ∈ Ic. Together they
form the set of parameters ζ = (ζI , ζIc , ζIIc). The condition of causality is the
requirement that
T ζn (F1, . . . , Fn) = exp(
∑
i≤k
j>k
D
ζIIc
ij ) T
ζI
k (F1, . . . , Fk)⊗ T ζIcn−k(Fk+1, . . . , Fn) . (73)
• ϕ-Locality. We require that Tn is, in L-th order of ~, a functional differential
operator on E(M) of order 2L (see [BDF09] for details).
• Field Independence. For every k = 1, . . . , n we require that 〈 δδϕkT
ζ
n (F1, . . . , Fn), ψ〉 =
T ζn (F1, . . . , 〈 δFkδϕk , ψ〉, . . . , Fn), with F1, . . . , Fn ∈ Floc, ψ ∈ E(M) .
As explained in [BDF09], ϕ-Locality and Field Independence imply that T ζn (F⊗n)
can be expanded in the fields as follows:
T ζn (F
⊗n)(ϕ1, . . . , ϕn) =
∑
α,β
〈tζ,βα , fα1β1 (ϕ1)⊗ · · · fαnβn (ϕn)〉 (74)
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where the test functions fαiβi (ϕ) are defined in (22) and the numerical distribution
tζ,βα =
∑
Γ t
ζ,β
Γ is a time-ordered product of balanced fields
7 at ϕ = 0, where the
sum runs over all graphs with vertex set V (Γ) = {1, . . . , n} and αi lines at the
vertex i, i = 1, . . . , n.
This formula is a generalization of the causal Wick expansion given in [EG73].
We point out that the r.h.s. of (74) depends on ζ only through the numerical
distributions tζ,βα .
• Translation Invariance. This axiom can be expressed by the requirement that
the numerical distributions tζ,βα appearing in the field expansion (74) depend only
on the relative coordinates (x1 − xn, ..., xn−1 − xn).
• Smoothness in m2. To formulate the requirement of the smoothness in mass
we make use of the decomposition of the Feynman propagator ∆m,ζF into H
m,ζ
F
and Cm,ζ . Let DCij := 〈~Cm,ζij , δ
2
δϕiδϕj
〉. We can “factor out” the powers of Cm,ζ
from the regularized time-ordered products by applying the following equivalence
relation:
T ζH,n(F1, . . . , Fn) := exp
(
−
∑
i<j
DCij
)
◦ T ζn (F1, . . . , Fn) . (75)
Let us now explain what this operation means in terms of Feynman graphs. First
we decompose a given graph into a sum of graphs that have Hm,ζF or C
m,ζ assigned
to lines. For example, the setting sun graph can be written as
=
C
C
C
+ 3
C
H
C
+ 3
H
H
C
+
H
H
H
Next, we write each such graph as a product of two graphs with only one kind of
lines, for example:
C
H
C =
C
C ·
H
Similarly to [BDF09], we require the maps T ζH,n to be smooth in m
2 ∈ R. Since one
can switch between T ζH,n and T
ζ
n using the map exp
∑
i<j D
C
ij , this requirement is
a condition that affects also T ζn . The contribution to T
ζ
H,n coming from a graph Γ
will be denoted by T ζH,Γ.
• Scaling. Both the regularized Feynman propagator ∆m,ζF and Hm,ζF satisfy the
scaling property (59), so it is natural to require a corresponding scaling behavior
7Balanced fields are local field polynomials A(x) = P (∂1, . . . , ∂n)ϕ(x1) · · ·ϕ(xn)
∣
∣
x1=···=xn=x
. Here
P is a polynomial, with the peculiarity that P depends only on the differences of variables (∂i − ∂j)
(“relative derivatives”). Balanced fields, originally introduced in [BOR02], were used in [DF04] in order to
fulfill Stora’s Action Ward Identity (AWI). The latter guarantees that the time-ordered product depends
only on local interaction functionals F , and not on the choice of a corresponding Lagrangian.
24
from T ζH,n and T
ζ
n . Following [DF04, BDF09], we define a map σρ : F → F, which
acts as the scaling transformation:
σρ(F )(ϕ) := F (ρ
2−d
2 ϕρ) , ϕρ(x) = ϕ(ρ
−1x) .
For F1 . . . Fn ∈ F with disjoint supports
σρ ◦ Tm,ζn ◦ σ−1ρ (F1, . . . , Fn) = exp
( ∑
1≤i<j≤n
ρ2ζijDρmij
)
(F1, . . . , Fn) (76)
holds, where we exhibited the dependence on the mass m. To formulate the scaling
condition, it is convenient to work on the level of graphs. In the expression (76)
we get a factor ρ2ζij for each line joining vertices i and j. We want the extended
Tm,ζn and T
m,ζ
H,n to behave in the same way, so we require that
σρ ◦ Tm,ζH,Γ ◦ σ−1ρ = ρ2lζ T ρm,ζH,Γ , (77)
and the same for Tm,ζΓ . In the formula above, lij is the number of lines connecting
vertices i and j and lζ is the scalar product lζ :=
∑
i,j∈V (Γ) lijζij . The formula
above may be illustrated by the following example:
Example 4.7.
σρ ◦Dm,ζ1212 Dm,ζ2323 ◦ σ−1ρ (ϕ21(x), ϕ22(y), ϕ23(z))
= 8~2 ρ2(d−2)∆m,ζ12F (ρ(x− y))∆m,ζ23F (ρ(y − z))σρ(ρd−2ϕ1(ρx)ϕ3(ρz))
= ρ2(ζ12+ζ23)Dρm,ζ1212 D
ρm,ζ23
23 (ϕ
2
1(x), ϕ
2
2(y), ϕ
2
3(z)) (78)
We will now show that the given axioms determine the family (T ζn ) uniquely, for an
appropriate choice of the parameters ζ. First we construct the family (T ζH,n) by the
Epstein-Glaser induction. Using the causal factorization and the field expansion, in each
order n, we reduce the problem to the extension of a numerical distribution defined
everywhere outside of the thin diagonal. The crucial property that allows us to do this
is the fact that the propagators Hm,ζF are symmetric for spacelike points and therefore
the definition of (T ζH,n) doesn’t depend on the way in which we split F1, . . . , Fn into an
earlier and later supported set on the r.h.s. of (73). The scaling behavior of the numerical
distributions is obtained from the formula (77), after inserting the field expansions (74)
of functionals. See [DF04] for details of this construction. For a given graph Γ, the
scaling degree of a numerical coefficient tζ,βH,Γ is given by
κζ,β =
∑
i<j
lij(d− 2− 2ζij) + |β| . (79)
We choose the parameters ζij in such a way, that κ
ζ,β /∈ N0+d(|V (Γ)|−1) and Re(κζ,β) <
κ0,β +1, where κ0,β :=
∑
i<j lij(d− 2)+ |β|. The reason for the former condition will be
25
seen in (91). The latter condition guarantees that the regularization doesn’t make tζ,βH,Γ
too singular. If these conditions are fulfilled, we obtain a unique homogeneous extension
with the same degree κζ,β , which is smooth in m2. The uniqueness follows immediately
from the fact that two homogeneous extensions would differ by a sum of derivatives
of the δ-function multiplied by non-integer powers of m, thus violating the smoothness
condition. The explicit construction of such an extension will be given in section 4.4.
In section 4.6 we illustrate the inductive procedure presented here on the level of single
diagrams.
Having constructed the family (T ζH,n) as a unique solution to our extension problem,
we can obtain (T ζn ) by applying (75). The maps T
ζ
n constructed here have some additional
useful properties:8
• Lorentz Covariance. Since ∆ζ+ and ∆ζF are of the form ∆ζ+(x) = w ζ(x2 − iǫx0)
and ∆ζF (x) = w
ζ(x2 − iǫ) resp., they are Lorentz invariant. This is the origin of
Lorentz Covariance of T ζn :
βL(T
ζ
n (F1, . . . , Fn)) = T
ζ
n (βL(F1), . . . , βL(Fn)) ∀L ∈ L↑+ , (80)
where β is the natural automorphic action of the Lorentz group L↑+ on F.
• Unitarity. In the exact theory (ζ = 0) one wants the relation S¯(−F ) = (S(F ))−1
to hold true, where S¯(F ) := S(F¯ ). In our formalism for the regularized time-
ordered products, the corresponding property can be formulated as
(−1)n T¯ ζn = Tˆ ζn , (81)
where T¯ ζn (F⊗n) := T
ζ¯
n (F¯⊗n) and
Tˆ ζn :=
∑
P=(I1,...,Ir)∈Part({1,...,n})
(−1)r exp
( ∑
i∈Ik, j∈Il with k<l
D+ij
)
T
ζI1
|I1|
⊗· · ·⊗T ζIr|Ir| (82)
with D+ij := 〈~∆ζij+ , δ
2
δϕiδϕj
〉. Similarly to the exact theory (cf. [EG73, Sch89])9, Tˆ ζn
satisfies anti-causal factorization, i.e. the T ζ-factors on the r.h.s. of (73) appear in
reversed order.
This property holds also for T¯ ζn , because the underlying propagator is the anti-
Feynmann propagator, that is
T¯ ζ,unrenn := exp
∑
1≤i<j≤n
DAFij , D
AF
ij := 〈~∆ζijAF , δ
2
δϕiδϕj
〉, , (83)
8In the exact theory (i.e. for ζ = 0), these properties play the role of renormalization conditions, they
are part of the axioms [EG73, DF04, BDF09].
9The fact that we work with different ζ’s does not complicate the calculations, because the propagators
depend on (i, j) already via their argument (xi − xj).
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where
∆ζAF (x) := Θ(x
0)∆ζ+(−x) + Θ(−x0)∆ζ+(x)
= w ζ(x2 + iǫ) = w ζ¯(x2 − iǫ) = ∆ζ¯F (x) . (84)
From the anti-causal factorization of both, T¯ ζn and Tˆ
ζ
n , we conclude that in the
inductive Epstein-Glaser construction unitarity (81) can possibly be violated only
in the extension to the thin diagonal. However, since both sides of (81) are uniquely
extended by homogeneity, also the extensions must agree.
• Field Equation. Let G = ∫ dxϕ(x)h(x) (where h ∈ D(M)). By the field equation
we mean the relation
T ζn (G,F1, . . . , Fn−1) = G⊗ T ζn−1(F1, . . . , Fn−1)
+
n−1∑
i=1
∫
dxh(x)
∫
dy∆ζ0iF (x− y)T ζn−1
(
F1, . . . ,
δFi
δϕ(y) , . . . , Fn−1
)
. (85)
The validity of the Field Equation is most easily shown by using the uniqueness of
T ζn . The right hand side of (85) gives an alternative inductive definition of T
ζ
n on
the restricted domain {G ⊗ F1 ⊗ ...Fn−1 |G =
∫
ϕh , Fi ∈ Floc}, which fulfills all
the axioms. Therefore, the alternative definition (85) of T ζn (G⊗F1⊗ ...Fn−1) must
agree with the original one.
• Meromorphicity. The maps T ζn are meromorphic in ζ.
4.4 Extension of homogeneously scaling distributions with non-integer
degree
In this section we derive a general formula for differential renormalization of homogeneous
distributions with a non-integer degree. In order to include the case of nonzero masses,
we consider smooth distribution valued functions of m2,
t : R→ D′(Rl \ {0})
(i.e. for every test function f ∈ D(Rl \ {0}), the function m2 7→ 〈t(m2), f〉 is smooth).
We assume that t is homogeneous under simultaneous scaling of m2 and the underlying
coordinates xr, r = 1, . . . , l, i.e.
(
l∑
r=1
Qr ∂r −m∂m)t = −κ t (86)
with κ 6∈ l + N0, where Qr is the operator of multiplication with the function x 7→ xr.
Due to smoothness in m2, the scaling degree of t(m2) is equal to Reκ.
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It is convenient to introduce a uniform notation and write Q0 for the operator ∂m.
Furthermore, we denote Pr := ∂r, r = 1, . . . , l and P0 is the multiplication by −m. Using
this notation we define a sequence of operators En by
E0 := 1
En+1 :=
l∑
r=0
PrEnQr .
We can think of En as generalized Euler operators, hence the notation.
Lemma 4.8. The scaling relation (86) implies the formula
t =
1∏n−1
j=0 (l + j − κ)
Ent , ∀n ∈ N . (87)
Proof. We prove this by induction on n. The case n = 1 is the scaling relation (86)
written in the form
l∑
r=0
Pr
(
Qr t
)
= (l − κ) t . (88)
Assuming (87) to hold true for n ≤ k, we take into account that Qrt is homogeneous
with degree (κ− 1) (i.e. it satisfies (88) correspondingly modified) and obtain
Ek+1t =
∑
r1...rk+1
Prk+1 . . . Pr1
(
Qr1 . . . Qrk+1 t
)
=
=
∑
r1...
Prk+1 . . . Pr2
(∑
r
Pr ◦Qr ◦
(
Qr2 . . . Qrk+1 t
))
=
= (l − (κ− k))
∑
r1...
Prk+1 . . . Pr2
(
Qr2 . . . Qrk+1 t
)
=
= (l + k − κ)
(k−1∏
j=0
(l + j − κ)
)
t ,
which is (87) for n = k + 1.
We will now use this lemma for defining extensions of distributions. Obviously, mul-
tiplication by xr reduces the scaling degree by 1. Since t is a smooth function of mass,
fulfilling (86), the scaling degree is also reduced by 1 if we apply ∂m. Let ω ∈ Z be the
minimal integer fulfilling
ω > Re(κ)− l − 1 . (89)
Now, choosing n = ω + 1 in (87) we have
sd
(
Qr1 . . . Qrω+1 t
)
= Re(κ)− (ω + 1) < l . (90)
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Hence, Qr1 . . . Qrω+1 t can be uniquely extended (by the direct extension, see Thm. 4.1)
to a homogeneous distribution
Qr1 . . . Qrω+1 t ∈ D′(Rl) .
Using differential renormalization, the unique homogeneous extension t˙ ∈ D′(Rl) of t is
given by
t˙ =
1∏ω
j=0(l + j − κ)
∑
r1...rω+1
Prω+1 . . . Pr1
(
Qr1 . . . Qrω+1 t
)
. (91)
It is now clear, why the assumption κ 6∈ l + N0 is needed. The massless case is easily
obtained by setting Q0 and P0 to 0.
Remark 4.9 (Almost homogeneous scaling distributions). 10 For almost homogeneous
scaling distributions t ∈ D′(Rl \ {0}) with ω = 0, the scaling relation (which is now (1))
can also be used to derive a formula for differential renormalization. More precisely we
assume that t fulfills (1) with degree κ = l+ z, where 0 6= z ∈ C and Re(z) < 1. Now we
write (1) in the form
0 = (P ·Q+ z)N+1 t
= zN+1 t+
N+1∑
k=1
(
N + 1
k
)
zN+1−k
∑
s
Ps
(
Qs ◦ (P ·Q)k−1 t
)
, (92)
where P · Q := ∑lr=1 Pr ◦ Qr. Since sd(Qs ◦ (P · Q)k−1 t) = Re(κ) − 1 < l the unique,
almost homogeneous extension can be written as
t˙ = −
N+1∑
k=1
(
N + 1
k
)
1
zk
l∑
s=1
Ps
(
Qs (P ·Q)k−1 t
)
∈ D′(Rl) . (93)
4.5 Minimal subtraction and the Forest Formula
We start with a 1-dimensional toy example, which is taken from [Hör03, sect. III.3.2], but
treated here in the somewhat different light of extension of (homogeneous) distributions
from D′(R \ {0}) to D′(R), cf. [NST14] and [GBL03].
Example 4.10 (Toy model). The distribution
tζ(x) = Θ(x)x−k+ζ ∈ D′(R \ {0}) , k ∈ N , ζ ∈ C , |ζ| < 1 , (94)
(Θ(x) denotes the Heaviside function) scales homogeneously with degree κ = k − ζ. We are
searching almost homogeneous extensions to D′(R), in particular for ζ = 0. For ζ 6= 0 the unique
homogeneous extension t˙ζ ∈ D′(R) can be obtained by our formula (91): the definition (89) gives
ω = k − 1 and with that we obtain
t˙ζ(x) =
1
ζ(ζ − 1)...(ζ − k + 1)
dk
dxk
(Θ(x)xζ) =:
∞∑
l=−1
t˙l(x) ζ
l . (95)
10This remark is not relevant for our construction, but it may be useful in other instances.
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This is an analytic regularization of t0 = Θ(x)x−k in the sense of definition 4.2, since one verifies
straightforwardly that
lim
ζ→0
〈t˙ζ , g〉 =
∫
dxΘ(x)x−k g(x) , ∀g ∈ Dk−1(R) ,
by using that such a function g is of the form g(x) = xk g˜(x) with g˜ ∈ D(R). For ζ = 0 the
extension is non-unique, almost homogeneous scaling is compatible with the addition of a term
C δ(k−1)(x) , where C ∈ C arbitrary. However, the MS-prescription (54) yields a unique result:
tMS(x) = t˙0(x) (the coefficient l = 0 in the expansion (95)). Using
Θ(x)xζ = Θ(x) + ζ Θ(x) ln x+ O(ζ2) (96)
and
1
(ζ − 1)...(ζ − k + 1) =
(−1)k−1
(k − 1)!
(
1 + ζ
k−1∑
j=1
1/j + O(ζ2)
)
(97)
we obtain
tMS(x) =
(−1)k−1
(k − 1)!
( dk
dxk
(Θ(x) lnx) + (
k−1∑
j=1
1/j) δ(k−1)(x)
)
. (98)
Note that tMS scales almost homogeneously with degree k and power 1.
We now apply the formula (91) to the distributions tζ,βH,Γ ∈ D′(Rd(n−1) \ {0}), arising
as numerical coefficients in the expansions (74) of T ζH,Γ. For such objects κ ≡ κζ,β is
given by equation (79) and the domain for ζ ∈ CN is restricted by Re(κζ,β) < κ0,β + 1
and κζ,β 6∈ d(n− 1) +N0 to the region
ΩβΓ :=
{
ζ = (ζij)1≤i<j≤n | 2 lζ 6∈ {0, 1, ..., κ0,β − d(n− 1)} ∧ Re 2lζ > −1
}
. (99)
The minimal ω ∈ Z satisfying (89) for all ζ fulfilling these restrictions is
ω = κ0,β − d(n− 1) . (100)
Since for ω < 0 the direct extension (Thm. 4.1) is applicable, we only study the case
ω ≥ 0. The unique homogeneous extension (91) can be written as
t˙ζ,βH,Γ =
1∏ω
k=0(2lζ − k)
∑
r1...rω+1
Prω+1 ...Pr1
(
Qr1 . . . Qrω+1 t
ζ,β
H,Γ
)
. (101)
We explicitly see that t˙ζ,βH,Γ has possible poles at 2 lζ ∈ {0, 1, ..., ω}. Before we can perform
the minimal subtraction, we have to pass from T ζH,n to T
ζ
n . On the level of graphs,
this corresponds to multiplying extended regularized expressions constructed above with
powers of Cζ . Since Cζ is regular in x, these powers and multiplications are well defined
and no extension is needed. Let us fix a graph Γ and consider subgraphs γ, γc with the
same vertex set such the edges of Γ are either edges of γ or γc, i.e. E(γ) ⊂ E(Γ) and
E(γc) = E(Γ) \ E(γc). According to (75), T ζΓ can be constructed as
T ζΓ =
∑
γ
T
ζγ
H,γ ◦ T
ζγc
C,γc ,
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where ζ = (ζγ , ζγc) and T
ζγc
C,γc :=
∏
i,j∈V (γ)(C
ζij )l
γc
ij (lγ
c
ij denotes the number of (ij)-lines
in γc). Using the field expansion (74) we can write the corresponding formula also on
the level of numerical distributions:
t˙ζ,βΓ =
∑
γ,β1≤β
t˙
ζγ ,β1
H,γ t
ζγc ,β−β1
C,γc . (102)
Note that β1, contrary to β, is not restricted by the condition that it involves only the
relative coordinates at each vertex.
To perform the minimal subtraction scheme we set all ζij to be equal to a fixed value
ζ and determine the coefficient of ζ0 in the Laurent series (102). In the massless case the
minimal subtraction scheme simplifies significantly, since we don’t have to separate the
regularized time-ordered products into T ζH,Γ and the powers of C.
We illustrate the massless case for a graph Γ with no subdivergences. Then the
non-extended distribution tζ,βΓ ≡ tζ is analytic in ζ,
tζ = t0 + ζ t1 + O(ζ
2) , (103)
Thus the extension t˙ζ (101) has a pole of order 1 at ζ = 0, i.e. t˙ζ =
∑∞
j=−1 t˙j ζ
j ; the
coefficient t˙0 is the MS-solution t
MS. By expanding also the prefactor 1∏
k(2cζ−k)
with
c =
∑
i<j lij = |E(Γ)|, we obtain
tMS =
(−1)ω
ω!
∑
r1...
∂r1 ...∂rω+1
( 1
2c
Qr1 . . . Qrω+1 t1 + (
ω∑
k=1
1
k
)Qr1 . . . Qrω+1 t0
)
. (104)
The second term on the right hand side is a finite renormalization term, i.e. it is of
the form
∑
|a|=ω Ca ∂
aδ with Ca ∈ C, since it vanishes for x 6= 0 due to ∂rω+1 ◦
Qrω+1(Qr1 . . . Qrω t0) = 0 (cf. (88)).
The first term in (104) contains generically logarithmic terms which come from the
expansion of a product of massless Feynman propagators:
∏
j
µ2ζ
(−(x2j − iǫ))1−ζ
=
1 + ζ
∑
j ln(−µ2(x2j − iǫ)) + O(ζ2)∏
j(−(x2j − iǫ))
. (105)
The dimensional regularization which we introduce doesn’t yield T ζ,unrenn (72) (i.e. the
Feynman rules) finite, in the sense that the formal expressions for a graph Γ and a multi-
index β characterizing the derivatives are a priori meaningful only for values of the
regularization parameters ζ with Re ζij sufficiently large.
11 The analytic extension to
ΩβΓ can be constructed by the use of the homogeneous scaling with non-integer degree in
terms of formula (101). In the presence of divergent subdiagrams, one first has to perform
the analytic extension for the subdiagrams. This amounts to solving the EG induction
11 This corresponds to the fact that in the dimensional regularization in Euclidean momentum space
the “Feynman integrals in d− 2ζ dimensions” are only defined for Re ζ sufficiently large and have to be
extended by analytic continuation.
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scheme for the deformed theory. The result is unique. Then, the limit ζ → 0 is performed
by applying the EG Forest Formula (34). A disadvantage is that in intermediate steps of
the construction of the analytic extension partitions of unity are used (see Example 4.16)
which make the method less explicit. An alternative is the so-called splitting method
originally used by Epstein and Glaser which avoids partitions of unity on the price of a
more complicated combinatorics.
Remark 4.11 (Quick computation in the massive case). If tζm := t
ζ,β
Γ is a product
of derivated regularized Feynman propagators (i.e. all preceding inductive steps of the
EG-construction of tζm are done by the direct extension), the unique t˙
ζ
m and the unique
tMSm can be computed by the following procedure, which is usually much faster than the
method explained above. In this case it suffices to work with one ζ.
(1) Insert the expansion
∆ζF,m(x) =
∞∑
l=0
hζl µ
2ζ m2l (−(x2 − iǫ))l+1−d2+ζ +
∞∑
l=0
cζl µ
2ζ md−2+2l−2ζ (−x2)l
(106)
(with coefficients hζl , c
ζ
l which do not depend on (x,m), see (64)-(65)) into t
ζ
m =∏
∂a∆ζF,m.
(2) Let ζ ∈ ΩβΓ. Write tζm as the summands with scaling degree > d(|V (Γ)| − 1) − 1
and a remainder rζm:
tζm(x) =
P∑
p=0
∑
c
mp−2cζ τ ζp,c(x) + r
ζ
m(x) , (107)
where c is the total number of c-lines (i.e. the propagator is a cζl -term).
(3) Apply the direct extension to rζm. Since τ
ζ
p,c(x) is homogeneous in x with a non-
integer degree, it can be extended by the differential renormalization formula (101)
with Q0 ≡ 0 ≡ P0. Summing up we obtain
t˙ζm(x) =
P∑
p=0
∑
c
mp−2cζ τ˙ ζp,c(x) + r
ζ
m(x) . (108)
Obviously, the so constructed t˙ζm is the unique solution of our axioms.
(4) Minimal subtraction acts only on the expressions (m−2cζ τ˙ ζp,c), i.e.
tMSm (x) =
P∑
p=0
mp
∑
c
lim
ζ→0
rp
(
m−2cζ τ˙ ζp,c(x)
)
+ rm(x) , rm := lim
ζ→0
rζm , (109)
because rζm is analytic in ζ. The latter can be seen as follows: for x 6= 0 we conclude
from the analyticity of ∆ζF,m that t
ζ
m and the sums
∑
cm
−2cζ τ ζp,c are analytic,
hence, rζm is analytic and this property is maintained in the direct extension.
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4.6 Examples
In this section we use the shorthand notations
xkl := xk − xl , X := −(x2 − iǫ) , Xkl := −(x2kl − iǫ) , X − Y := −((x− y)2 − iǫ) .
(110)
To simplify the formulas we work with a slight modification of the regularized Feyn-
man propagator: writing the prefactor c(d− 2ζ) (used in (64)-(65)) as
c(d− 2ζ) = (2π)ζ−
d
2
2 Γ(
d
2 − 1− ζ)Γ(2− d2 + ζ)
(by means of Euler’s reflection formula), we replace πζ Γ(d2 − 1 − ζ) by Γ(d2 − 1). This
amounts to a finite renormalization of tMS, which is analogous to the step from the MS-
to the MS-prescription in conventional dimensional regularization.
Example 4.12 (Second order of a massless model in d = 4 dimensions). 12 The k-th
power of the dimensionally regularized massless Feynman propagator,
tζ(x) := (DζF (x))
k , k ∈ {2, 3, 4, ...} , with DζF (x) =
µ2ζ
4π2X1−ζ
, (111)
exists in D′(R4) (by the direct extension, Thm. 4.1) for
sd(tζ) < 4 that is for Re(ζ) > 1− 2k . (112)
Analytic continuation to a function meromorphic in Ω := {ζ ∈ C |Re(ζ) > − 1k} can be
done by differential renormalization. Instead of using (101) we proceed in the following
way:13 on D(R4\{0}) the distribution Xα is well-defined for α ∈ C and one easily verifies
Xα = −4α(α+ 1)Xα−1 (113)
(cf. [GBL03]). Hence, in D′(R4 \ {0}) tζ agrees with
t˙ζ(x) =
(−1)k−1 µ2kζ
(4π2)k 4k−1 kζ (kζ − k + 1) ∏k−2j=1(kζ − j)2 
(k−1)X−1+kζ , (114)
for almost all ζ ∈ C, where ∏k−2j=1(kζ − j)2 := 1 for k = 2.
As distributions on D(R4) we have tζ = t˙ζ for Re(ζ) > 1− 2k only; however, t˙ζ is well-
defined as meromorphic function on Ω by direct extension ofX−1+kζ , since sd(X−1+kζ) =
2(1− Re(kζ)) < 4 = d for ζ ∈ Ω. Hence, t˙ζ is the unique analytic continuation of tζ .
12In [GBL03] this example is treated by essentially the same method under the name ’analytical
regularization’.
13For k = 2 (fish diagram) the two procedures give essentially the same formula, due to Xα =
−2α∂µ(x
µXα−1); but for higher powers of DζF , the method (114) yields shorter formulas.
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The MS-solution can be computed as explained in (103)-(105):
tMS(x) =
(−1)k−1
(4π2)k 4k−1 (1− k) ∏k−2j=1 j2 
(k−1)
( ln(µ2X) + c
X
)
=
(−1)k−1
(4π2)k 4k−1 (1− k) ∏k−2j=1 j2
(

(k−1)
( ln(µ2X)
X
)
+ c i4π2(k−2)δ(x)
)
, (115)
where c := (k − 1)−1 + 2∑k−2j=1 j−1 and ∑k−2j=1 j−1 := 0 for k = 2.
Example 4.13 (Massive setting sun diagram in d = 4 dimensions). We use the quick
computation of remark 4.11: we write tζm := (∆
ζ
F,m)
3 as
tζm(x) = τ
ζ
0,0(x) + (
m
µ )
2
(
τ ζ2,0(x) + (
m
µ )
−2ζ τ ζ2,1(x)
)
+ rζm(x) (116)
with
τ ζ0,0(x) =(h0)
3 µ6ζ X−3+3ζ , τ ζ2,0(x) = 3h
ζ
1 (h0)
2 µ2+6ζ X−2+3ζ ,
τ ζ2,1(x) =3 c
ζ
0 (h0)
2 µ2+4ζ X−2+2ζ , (117)
where
h0 =
1
4π2
, hζ1 =
Γ(ζ)
16π2 Γ(1 + ζ)
=
1
16π2
(1
ζ
+ O(ζ0)
)
,
cζ0 = −
4ζ Γ(ζ)
16π2 Γ(2− ζ) =
−1
16π2
(1
ζ
+ O(ζ0)
)
. (118)
We point out that the singularities of hζ1, c
ζ
0 for ζ → 0 cancel out in the combination
tζ2 := (τ
ζ
2,0 + (
m
µ )
−2ζ τ ζ2,1):
lim
ζ→0
tζ2(x) = 3 (h0)
2 µ2X−2 lim
ζ→0
(hζ1 (µ
2X)ζ+cζ0 (
m
µ )
−2ζ) = 3
28 π6
µ2X−2
(
ln(m
2X
4 )−2Γ′(1)−1
)
(119)
in D′(R3 \ {0}), as it must be since (∆ζF )3 is analytic in ζ.
We have to compute the coefficient tMS = t˙0 of t˙
ζ =
∑∞
k=−l t˙k ζ
k for tζ = τ ζ0,0 ,
tζ = τ ζ2,0 and t
ζ = m−2ζ τ ζ2,1 . For the former the result is the particular case k = 3 of
(115):
τMS0,0 (x) =
−1
211 π6
(

2
( ln(µ2X)
X
)
+ 52 i 4π
2
δ(x)
)
. (120)
The extensions of τ ζ2,0 and τ
ζ
2,1 are obtained analogously to (114):
τ˙ ζ2,0(x) =
µ2+6ζ 3hζ1 (h0)
2
4 (1− 3ζ) 3ζ X
−1+3ζ , τ˙ ζ2,1(x) =
µ2+4ζ 3 cζ0 (h0)
2
4 (1− 2ζ) 2ζ X
−1+2ζ . (121)
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Note that the cancellation of the leading negative power of ζ in the sum tζ2 (119) does
not work for the pertinent extensions:
t˙ζ2 := (τ˙
ζ
2,0 + (
m
µ )
−2ζ τ˙ ζ2,1) =
3 (h0)
2
4 ζ

(
X−1+2ζ µ2+4ζ
[hζ1 (µ2X)ζ
(1− 3ζ) 3 +
cζ0 (
m
µ )
−2ζ
(1− 2ζ) 2
])
, (122)
since [...] = 1
16π2 ζ
(13 − 12) + O(ζ0). Expanding
3hζ1 (h0)
2
4 (1− 3ζ) 3ζ =
(r−2
ζ2
+
r−1
ζ
+ r0 + O(ζ)
)
,
3 cζ0 (h0)
2
4 (1− 2ζ) 2ζ =
(s−2
ζ2
+
s−1
ζ
+ s0 + O(ζ)
)
, (123)
the MS-solutions read
τMS2,0 (x) := µ
−2 lim
ζ→0
rp(τ˙ ζ2,0)(x) = 
(r0 + r−1 3 ln(µ2X) + r−2 92 (ln(µ2X))2
X
)
,
τ˜MS2,1 (x) := µ
−2 lim
ζ→0
rp((mµ )
−2ζ τ˙ ζ2,1)(x) = 
(s0 + s−1 2 ln(µ3Xm ) + s−2 2 (ln(µ3Xm ))2
X
)
.
(124)
Joining together the various terms we end up with
tMSm (x) = τ
MS
0,0 (x) +m
2
(
τMS2,0 (x) + τ˜
MS
2,1 (x)
)
+ rm(x) . (125)
Notice that rm can be computed directly, without using any regularization: inserting
the m2-expansion of the Feynman propagator,
∆F (x) =
h0
X
+m2
∞∑
l=0
(
ql (m
2X)l ln(m2X) +Ql (m
2X)l
)
, ql, Ql ∈ R , (126)
into (∆F )
3, rm is the direct extension (Thm. 4.1) of the sum of all terms which are
∼ m4+2l (ln(m2X))k with l ∈ N0 (and k = 0, 1, 2, 3).
Example 4.14 (Massless triangle diagram in d = 6 dimensions). The dimensionally
regularized massless Feynman propagator in d = 6 dimensions reads
DζF (x) =
µ2ζ
4π3X2−ζ
, (127)
The triangle diagram
tζ(x, y) = DζF (x)D
ζ
F (y)D
ζ
F (x− y) ∈ D′(R12 \ {0}) , ζ ∈ C \ {0} , (128)
is homogeneous with degree κζ = 12−6ζ, i.e. we have ω = 0 (89). With that (101) yields
t˙ζ(x, y) =
µ6ζ
43π9 6 ζ
∂(x,y)µ
( (x, y)µ
X2−ζ Y 2−ζ (X − Y )2−ζ
)
, (129)
35
where we write ∂(x,y)µ
(
(x, y)µ t(x, y)
)
for ∂x,µ(xµt(x, y)) + ∂y,µ(yµt(x, y)) to simplify the
notation.
For ζ → 0 the MS-prescription (104) yields
tMS(x, y) =
1
3 · 27 π9 ∂(x,y)µ
(
(x, y)µ
ln(µ6X Y (X − Y ))
X2 Y 2 (X − Y )2
)
(130)
Example 4.15 (Massless triangle diagram with subdivergences in d = 4 dimensions).
We want to renormalize
tζ(x, y) =
(
(Dζ1F (x))
2
)
ren
(
(Dζ2F (y))
2
)
ren
Dζ3F (x− y) ∈ D′(R8 \ {0}) , (131)
with ζ ≡ (ζ1, ζ2, ζ3) ∈ C3 , |ζ| small enough, ζ1 6= 0, ζ2 6= 0, (2ζ1 + 2ζ2 + ζ3) 6= 0 and
where DζF is given by (111). By ’ren’ we mean that the pertinent (divergent) subdiagram
is renormalized. Doing this by using (114) we have
tζ(x, y) = c(ζ1) c(ζ2) τ
ζ(x, y) , (132)
where
c(ζ) :=
µ4ζ
(4π2)2 8 ζ (1− 2ζ) =:
∞∑
k=−1
ck ζ
k (133)
and
τζ(x, y) :=
µ2ζ3
4π2
(
xX
−1+2ζ1
)(
yY
−1+2ζ2
)
(X − Y )−1+ζ3 . (134)
We explicitly see that tζ scales homogeneously with degree κζ = 10− 2(2ζ1 + 2ζ2 + ζ3).
Hence, the differential renormalization formula (101) can be applied with ω = 2:
t˙ζ(x, y) =
c(ζ1) c(ζ2)
2ζ1 + 2ζ2 + ζ3
t˜ζ(x, y) ∈ D′(R8) , (135)
where
t˜ζ(x, y) :=
1
2 (1− 4ζ1 − 4ζ2 − 2ζ3) (2− 4ζ1 − 4ζ2 − 2ζ3)
(
∂x,µ∂x,ν∂x,λ
(
xµxνxλτζ(x, y)
)
+ 3 ∂x,µ∂x,ν∂y,λ
(
xµxνyλτζ(x, y)
)
+ 3 ∂x,µ∂y,ν∂y,λ
(
xµyνyλτζ(x, y)
)
+ ∂y,µ∂y,ν∂y,λ
(
yµyνyλτζ(x, y)
))
(136)
is analytic in ζ for |ζ| sufficiently small.
Turning to the limit ζ → 0 we apply the EG Forest Formula (34) (Thm. 3.1): first
we subtract the principle parts of the divergent subdiagrams
(1 +Rζ1 +Rζ2) t˙
ζ(x, y) =
c(ζ1) c(ζ2)
2ζ1 + 2ζ2 + ζ3
t˜(ζ1,ζ2,ζ3)(x, y)
− c−1 c(ζ2)
ζ1 (2ζ2 + ζ3)
t˜(0,ζ2,ζ3)(x, y)− c−1 c(ζ1)
ζ2 (2ζ1 + ζ3)
t˜(ζ1,0,ζ3)(x, y) (137)
36
(where we write RΛI instead of RI). Using xX
−1 = −i4π2 δ(x) we explicitly see that
t˜(0,ζ2,ζ3)(x, y) = t˜ζ2,0,ζ3)(y, x) has support on the partial diagonal x = 0:
t˜(0,ζ2,ζ3)(x, y) =
−i µ2ζ3
2 (1− 4ζ2 − 2ζ3) (2− 4ζ2 − 2ζ3) δ(x)
· ∂y,µ∂y,ν∂y,λ
(
yµyνyλ
(
yY −1+2ζ2
)
Y −1+ζ3
)
. (138)
To obtain
tMS(x, y) = lim
ζ→0
(1 +Rζ)|ζ:=ζ1=ζ2=ζ3(1 +Rζ1 +Rζ2) t˙ζ(x, y) (139)
((1 + Rζ) removes the remaining “overall divergence”) we set ζ := ζ1 = ζ2 = ζ3 in
(1 +Rζ1 +Rζ2) t˙
ζ(x, y) (137) and compute from the resulting Laurent series in ζ (which
has a pole of order 3) the term ∼ ζ0. Using the expansions
t˜(ζ,ζ,ζ)(x, y) =
∞∑
k=0
tk(x, y) ζ
k , t˜(0,ζ,ζ)(x, y) =
∞∑
k=0
t1k(x, y) ζ
k , (140)
we end up with
tMS(x, y) =
1
5
∑
q+r+s=1
cq cr ts(x, y)− c−1
3
∑
r+s=2
cr (t
1
s(x, y) + t
1
s(y, x)) , (141)
where q, r ≥ −1 and s ≥ 0.
Example 4.16 (Massless double triangle diagram with overlapping divergences in d = 6
dimensions). We introduce the notation DζF (x) =: d(ζ)X
−2+ζ for the Feynman propa-
gator (127), note that ζ 7→ d(ζ) is analytic. Compared with the preceding examples, the
additional complication of the double triangle diagram,
tunren(x14, x24, x34) = D
ζ12
F (x12)D
ζ13
F (x13)D
ζ23
F (x23)D
ζ24
F (x24)D
ζ34
F (x34) , (142)
is an “overlapping divergence”. The subdiagram 123 (i.e. with vertices x1, x2, x3) is com-
puted in Example 4.14; with different ζkl’s the regularized amplitude (129) reads
t˙
(ζ12,ζ13,ζ23)
3 (x12, x13) =
d(ζ12)d(ζ13)d(ζ23)
2(ζ12 + ζ13 + ζ23)
t˜(ζ12,ζ13,ζ23)(x12, x13) ∈ D′(R12) , (143)
where
t˜(ζ12,ζ13,ζ23)(x12, x13) := ∂(x12,x13)µ
( (x12, x13)µ
X 2−ζ1212 X
2−ζ13
13 X
2−ζ23
23
)
(144)
is analytic in (ζ12, ζ13, ζ23). The second divergent subdiagram, which is 234, is obtained
from 123 by replacing 1 by 4.
The whole diagram 1234 has ω = 2; we use the notations x := (x12, x13, x14) and
ζ := (ζ12, ζ13, ζ23, ζ24, ζ34). To write down t
ζ(x) ∈ D′(R18 \ {0}) we need to introduce a
partition of unity: for x ∈ R18 \ {0} let
1 = f1(x) + f2(x) with f1, f2 ∈ C∞(R18 \ {0}) (145)
37
and
supp f1 ⊂ R18 \ {x |x24 = 0 = x34} , supp f2 ⊂ R18 \ {x |x12 = 0 = x13} . (146)
With that we can write
tζ(x) =
∏
d(ζkl)
2
(
f1(x)
tζ123|4(x)
ζ12 + ζ13 + ζ23
+f2(x)
(1↔ 4)
ζ24 + ζ34 + ζ23
)
∈ D′(R18 \{0}) , (147)
where
tζ123|4(x) := t˜
(ζ12,ζ13,ζ23)(x12, x13)X
−2+ζ24
24 X
−2+ζ34
34 (148)
is analytic in ζ. Here and in the following we mean by
∏
and
∑
the product or sum
over (k, l) = (1, 2), (1, 3), (2, 3), (2, 4), (3, 4).
We point out that tζ (147) is independent of the choice of f1, f2, because on(
supp f1 ∩ supp f2
)
⊂
(
{x |x23 6= 0} ∪ {x |x23 = 0 ∧ x12 6= 0 6= x34}
)
(149)
the distribution t˙
(ζ12,ζ13,ζ23)
3 (x12, x13) (143) is equal to its non-extended version and, hence,
tζ123|4(x)
2(ζ12 + ζ13 + ζ23)
=
∏
X −2+ζklkl , (150)
is invariant under (1↔ 4).
The differential renormalization formula (101) (with ω = 2) yields the extension
t˙ζ(x) =
∏
d(ζkl)
(
∑
ζkl) 4 (1− 2
∑
ζkl)(2− 2
∑
ζkl)
∂xµ∂xν∂xλ
(
xµxνxλ
(
f1(x)
tζ123|4(x)
ζ12 + ζ13 + ζ23
+ f2(x)
(1↔ 4)
ζ24 + ζ34 + ζ23
))
∈ D′(R18) ,
(151)
where similarly to (129) a shorthand notation is used (the detailed version is analogous
to (136)).
We use the EG Forest Formula (34) (Thm. 3.1) to compute tMS:
tMS(x) = lim
ζ→0
(1 +R1234)(1 +R123 +R234) t˙
ζ(x) . (152)
We point out that R123 gives a non-vanishing contribution only on the f1-term; because,
setting ζ := ζ12 = ζ13 = ζ23, the f2-term is analytic in a neighbourhood of ζ = 0. Taking
this into account the counter term of the 123-subdiagram reads
R123 t˙
ζ(x) = Rζ
d(ζ)3 d(ζ24) d(ζ34)
ζ · 12 · (3ζ + ζ24 + ζ34)(1− 2(3ζ + ζ24 + ζ34))(2− 2(3ζ + ζ24 + ζ34))
· ∂xµ∂xν∂xλ
(
xµxνxλ f1(x) t
(ζ,ζ,ζ,ζ24,ζ34)
123|4 (x)
)
= − d(0)
3 d(ζ24) d(ζ34)π
6
ζ · 12 · (ζ24 + ζ34)(1− 2(ζ24 + ζ34))(2− 2(ζ24 + ζ34))
· ∂xµ∂xν∂xλ
(
xµxνxλ δ(x12, x13)X
−2+ζ24
24 X
−2+ζ34
34
)
, (153)
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where we use the result for the scaling anomaly of the 123-subdiagram, t˜(0,0,0)(x12, x13) =
π6 δ(x12, x13) (derived e.g. in [BDF09, sect. 7.1]), and that we may replace f1(x) by 1
(due to 0 = f2(x) δ(x12, x13) = (1− f1(x)) δ(x12, x13)). With that we explicitly see that
the 123-counter term is independent of the choice of f1, f2.
Finally tMS(x) is the coefficient∼ ζ0 of the Laurent series (1+R123+R234) t˙ζ(x)|ζ=(ζ,ζ,ζ,ζ,ζ),
i.e. it is the coefficient ∼ ζ2 of the power series
d(ζ)5
60 (1− 10ζ)(2− 10ζ) ∂xµ∂xν∂xλ
(
xµxνxλ
(
f1(x) t
(ζ,ζ,ζ,ζ,ζ)
123|4 (x) + f2(x) (1↔ 4)
))
− d(0)
3 d(ζ)2 π6
24 (1− 4ζ)(2− 4ζ)∂xµ∂xν∂xλ
(
xµxνxλ
(
δ(x12, x13)X
−2+ζ
24 X
−2+ζ
34 + (1↔ 4)
))
.
(154)
Due to (150), this result is independent of the choice of f1, f2. However, to compute t
MS,
an explicit choice of f1 and f2 is needed. This can be done as follows: Let χ be a smooth
approximation of the Heaviside-function Θ(x) with suppχ′ ⊂ [−ǫ, ǫ] for a sufficiently
small ǫ > 0. For x ∈ R6 we mean by |x| the Euclidean norm. We set
g2(x) :=
{
χ
(
|x12|2+|x13|2
|x14|2
− a
)
if x14 6= 0
1 if x14 = 0 ∧ x 6= 0
, (155)
with a sufficiently small a > 0. Note that g2 ∈ C∞(R18 \ {0}). Let
g1(x) := g2(x24, x34, x14) . (156)
The sets
Kj := {x 6= 0 | gj(x) = 0} , j = 1, 2 , (157)
are narrow cones around the diagonal x12 = x13 = x14 (for g1) and the x14-axis (for g2).
Since K1 ∩K2 = ∅, we have g1(x) + g2(x) > 0 for all x 6= 0 and, hence, we may set
fj(x) :=
gj(x)
g1(x) + g2(x)
, j = 1, 2 . (158)
Obviously the pair (f1, f2) satisfies the required properties (145) and (146), and it also
fulfills the (1↔ 4)-symmetry and scales homogeneously with degree 0:
f1(x) = f2(−x24,−x34,−x14) , fj(λx) = fj(x) ∀λ 6= 0 . (159)
The computation of tMS needs explicit formulas for f1, f2 only in the first line of (154);
to compute the latter smoothness of f1, f2 is not necessary – χ can be replaced by Θ.
The computational difficulty that, in case of overlapping divergences, our method
needs explicit formulas for a partition of unity, can be avoided by using the distribution-
splitting method of Epstein-Glaser [EG73] or Steinmann’s direct construction of retarded
products [Ste71, DF04] (instead of Stora’s extension of distributions [Sto93]). In the
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splitting method, a map Dζn : F
⊗n
loc
→ F corresponds to Tζn restricted to the complement
of the thin diagonal ∆n := {(x1, . . . , xn) |x1 = · · · = xn}. This Dζn is a sum of products
of time-ordered products Tζk of lower orders k < n, its construction does not need any
partition of unity. Dζn has causal support, that is the pertinent numerical distributions
d(x1 − xn, ...) := dζ βα (x1, ..., xn) (defined analogously to tζ βα in (74)) have support in
(V¯+)
×(n−1) ∪ (V¯−)×(n−1). The distribution splitting,
d = a− r , with supp a ⊂ (V¯+)×(n−1) ∧ supp r ⊂ (V¯−)×(n−1)
and sd(a) ≤ sd(d) ∧ sd(r) ≤ sd(d) , (160)
corresponds to the extension of tζ βα (x1 − xn, ...) from D′(Rl \ {0}) to D′(Rl) (where
l = d(n − 1)), i.e. it can be understood as renormalization. Our results about minimal
subtraction (Sect. 4.1) and the differential renormalization formula (101) hold, suitably
reformulated, also for the splitting problem (160). This is worked out in Appendix B. A
main disadvantage of the splitting method is that usually the computation of Dζn requires
quite a lot of work (see the examples in [Sch89]), so in absence of overlapping divergences
the extension method is mostly much more efficient.
5 Hopf Algebra and Renormalization
In pioneering work [CK00, CK01], Connes and Kreimer uncovered interesting algebraic
structures underlying the combinatorics of perturbative renormalization. In particular,
one obtains the diffeomorphism group on the space of coupling constants, tangent to the
identity, which is nothing else than the renormalization group in the sense of Stückelberg
and Petermann and was independently derived in form of the Main Theorem of Renor-
malization in [PS82, Pin01, DF04, BDF09]. Other structures refer to computational
methods and can best be formulated in terms of Hopf algebras of graphs.
In this section we will describe the main combinatorial structure arising in our frame-
work and relate it to a certain Hopf algebra. We also argue how this structure can be
related to the one used by Connes and Kreimer. Let R denote the Stückelberg Peter-
mann renormalization group. The Main Theorem of renormalization describes the set of
scattering matrices S as a right group module (right action),
ρ : S ⊗R → S
S⊗ Z 7→ S′ := S ◦ Z (161)
Consider the formal symbols δn, n ∈ N. Using the prescription
δn(S) := S(n)(0) : F⊗n
loc
→ F and δn(Z) := Z(n)(0) : F⊗n
loc
→ Floc (162)
we associate δn’s with maps from S and R to the C-linear space of linear maps Lin(F⊗n
loc
,F)
and Lin(F⊗n
loc
,Floc), respectively. Using this identification we can define on symbols δ
n
two distinguished products. We start with the tensor product δn⊗δm of linear mappings,
which is defined to be a map form R to Lin(F⊗n+m
loc
,F⊗2
loc
). Apart from ⊗ it is also natural
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to consider another product, the non-commutative composition product ©c defined for
symbols δn, δk1 ⊗ · · · ⊗ δkm by
(δn©c δk1 ⊗ · · · ⊗ δkm)(S,Z) .=
{
S(n) ◦ (Z(k1) ⊗ · · · ⊗ Z(km)) , if m = n ,
0 , else ,
where S ∈ S , R ∈ R. Note that S(1)(0) = Z(1)(0) = id, i.e. δ1 = 1 is the unit with
respect to ©c . We can now write the termwise version of the main theorem (i.e. the Faà
di Bruno formula for (S ◦ Z)(n), cf. (32)) and the group law of R as,
δn(S ◦ Z) =
∑
P
(δ|P |©c
⊗
I∈P
δ|I|)(S,Z) , (163)
δn(Z1 ◦ Z2) =
∑
P
(δ|P |©c
⊗
I∈P
δ|I|)(Z1,Z2) . (164)
Now we want to reinterpret these formulas in the Hopf algebraic language. To construct
the Hopf algebra dual to R we consider first the algebra O of functions on R with values
in R. We want to encode the group law in the coproduct structure, i.e. we want to define
∆˜ : O→ O⊗ O such that
∆˜f(Z1,Z2) = f(Z1 ◦ Z2) . (165)
This is in general not possible, since R is not finite. One can fix the problem by replacing
the algebraic tensor product with some completed tensor product (see for example [Far00]
for the case of Hopf algebras of smooth functions) or restrict oneself to the algebra of
representative functions14. Fortunately the situation simplifies significantly if we take
into account the fact that, as shown in [DF04, BDF09], R acts on the space of actions15.
Moreover, in a renormalizable theory the orbit of the interaction can be described by
a finite set of parameters (coupling constants), so there exists a group morphism map
from R to a subspace R˜ of Diff(RN ), the group of formal diffeomorphisms with N ∈
N. From the physical point of view, all the relevant information about the theory is
contained in R˜, so we can now focus our attention on this group. We consider now
the algebra H spanned by symbols δα,i, where δα,i(Z)
.
= ∂αZ(0)
i, Z ∈ R˜, Zi is the
i-th component of Z and α ∈ NN0 is a multiindex. The group law in Diff(V ) is the
composition of diffeomorphisms of V and it is easy to check that the functions δα,i are
representative. We assumed that Z(0) = 0, Z(1)(0) = id, for Z ∈ R, so δ0,i is trivial and
δj,i : Z 7→ ∂jZi(0) is identically 1 for j = i and 0 otherwise. Therefore we identify all
δi,i, i = 1, . . . , N with the unit 1 element and define the counit by setting: ǫ(δα,i) := 0,
for α 6= i and ǫ(1) = 1. The coproduct of H is defined by (165) and the explicit formula is
just the Faà di Bruno formula for maps RN → RN . Next we introduce on H the grading
deg(δα,i) = |α| − 1. With this definition, H is an N0-graded connected bialgebra and
from the result of [Kas00] follows that H has an antipode and, hence, is a Hopf algebra.
This way we have constructed the Hopf algebra induced by action of the renormalization
group R on the space of coupling constants of a given renormalizable theory.
14We recall that a function is representative if its orbit under the left translation is a finite dimensional
subspace of O. In particular, matrix elements of finite dimensional representations are such functions.
For more details see the review paper [FGB05] and lecture notes [Fra07].
15By actions we mean equivalence classes of generalized Lagrangians, in the sense of (7) and the
discussion above it.
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Example 5.1 (Faà di Bruno Hopf algebra). Let us consider the case where the space of coupling
constants is one dimensional. This happens for example in case of ϕ3 in 6 dimensions, after
performing the wave function and mass renormalization (see example 7.1 in [BDF09] for details).
R is mapped to R˜ ⊂ Diff(R) and we consider the algebra F generated by functions δn, where
δn(Z) = Z(n)(0), Z ∈ R˜. The product is just the pointwise product of functions. The action of
the Stückelberg-Petermann renormalization group on itself (formula (164)) induces a coproduct
∆ : F→ F⊗ F by
∆δn
.
=
∑
P
δ|P | ⊗
∏
I∈P
δ|I| , (166)
and one can write (164) in the form
δn(Z1 ◦ Z2) = m ◦∆δn(Z1,Z2) .
H is N-graded by the order of the derivatives,
deg(δn) := n− 1 , F =
∞⊕
n=0
F
n . (167)
The unit of F is 1 = δ1 and from Z(1)(0) = 1, Z ∈ R˜ follows that F is connected. F also has
a counit ǫ : F → C by ǫ(δn1 · ... · δnl) := δ1n1 · ... · δ1nl (δij means the Kronecker delta) and an
antipode A : F→ F, which is obtained by recursion from its definition as
A(1) := 1 and 0 = (id ∗A)(δn) := m ◦ (id⊗A) ◦∆(δn) for n > 1 (168)
(where A(
⊙
I∈P δ
|I|) :=
⊙
I∈P A(δ
|I|)), which gives the recursive relation
A(δn) := −
∑
|P |>1
δ|P | ·
∏
I∈P
A(δ|I|) for n > 1 . (169)
The resulting Hopf algebra (F, ·,∆, 1, ǫ,A) is a well known structure called the Faà di Bruno
Hopf algebra [JR82] (see also [FGB05] in the context of renormalization).
To relate our Hopf-algebraic to the Connes-Kreimer approach one has to use the
expansion of S(n) into graphs, given by relations (16) and (17). Let us start on the
abstract level of multilinear maps between spaces of functionals. According to (17), with
a graph Γ, we associate a functional differential operator TΓ from F
⊗V (Γ)
loc to (F
⊗V (Γ))loc.
The notation F
⊗V (Γ)
loc means that the factors of the tensor product are numbered by the
indices of Γ, i.e. for each vertex i we have a variable ϕi. At the end we set all the ϕi to
be equal (by applying mn), but for now it is important to keep track of the information,
which functional derivatives are applied at which vertex. The space (F⊗V (Γ))loc contains
functional which are local as functions of the multiplet (ϕi; i ∈ V (Γ)), i.e. depending
on field configurations only through the jet (x, ϕi(x), ∂ϕi(x), . . . ; i ∈ V (Γ)). The main
theorem of renormalization theory can be now formulated on the level of graphs:
(S ◦ Z)Γ =
∑
P∈Part(V (Γ))
TΓP ©c
⊗
I∈P
ZΓI (170)
where ZΓI : F
⊗V (ΓI)
loc → (F⊗V (ΓI))loc and ΓP is the graph with vertex set V (ΓP ) = V (Γ),
with all lines connecting different index sets of the partition P , and ΓI is the graph with
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vertex set V (ΓI) = I and all lines of Γ which connect two vertices in I. To find the Hopf
algebra structure underlying (170), we have to go to the concrete renormalizable theory,
where R is mapped to R˜. More details can be found in [Pin00, BFM09, GBL00]. In
non-renormalizable theories, one has to use a generalization of Hopf algebras, which uses
completed tensor products.
Conclusions and Outlook
Causal perturbation theory is known to provide rigorous results on structural properties
of renormalized perturbative quantum field theory in a transparent and elegant way.
However, for models containing massless fields, the central solution16 does not exist and
a generally applicable method for explicit calculations is missing so far.
In this paper we develop such a method, by using dimensional regularisation in po-
sition space, proposed by Bollini and Giambiagi [BG96] some years ago. More precisely,
the regularization parameter is the index d2 − 1 of the Bessel function appearing in the
Feynman propagator (d denotes the spacetime dimension). Since, in the limit ζ → 0
(which removes the regularization) of the regularized time-ordered product Tζn, there
appears not only the overall divergence (localized on the thin diagonal ∆n), but also
subdivergences localized on partial diagonals, our method needs a position space version
of Zimmermann’s Forest Formula, which adds suitable local counter terms in correct
succession, such that the limit ζ → 0 exists. We prove such a formula (“Epstein-Glaser
Forest Formula”, Thm. 3.1). It is based on families of subsets of the set of vertices and
not, as in Zimmermann’s formula, on families of subgraphs.
Generally, Epstein-Glaser renormalization is non-unique. However, our regularized
time-ordered products Tζn are unique and, using the minimal subtraction prescription for
the limit ζ → 0, we get a unique result for the renormalized time-ordered products.
A main reason for the usefulness of conventional dimensional regularization is that
the regularized time-ordered products are gauge invariant (in particular this holds true
for the term ∼ ζ0 which is the minimal subtracted time-ordered product). To obtain
gauge invariance of our Tζn, a crucial necessary condition is that for all kinds of fields
the regularized Feynman propagator ∆ζF (x) is, for x 6= 0, a solution of the pertinent free
field equation. But, as we see from lemma 4.6, in case of a real scalar field, this holds
only if we deform the Klein-Gordon operator into dζ = d − 2ζ dimensions. Hence, it
seems that a ζ-dependent deformation of the free Lagrangian is needed. In [FR13] gauge
theories are incorporated into the Epstein-Glaser framework with the use of the so called
Batalin-Vilkovisky formalism. This allows to keep track of gauge symmetry also in the
regularized theory by means of the regularized quantum master equation (QME). We
hope to apply these ideas also in the case of dimensional regularization.
16For a purely massive model the infrared behaviour is harmless and, hence, one may choose wγ =
xγ
γ!
in
theW -projection (49). This is the central solution of Epstein and Glaser [EG73], which maintains several
symmetries (in particular Lorentz covariance), and is explicitly computable. For the distribution splitting
method (160) in Minkowski space, it can easily be computed by a dispersion integral in momentum space
[EG73, Sch89].
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The combinatorial structure we found can be described in Hopf algebraic terms. The
structure is similar to the structure found in the approach by Connes and Kreimer. There
are, however, also differences. In particular, it turned out to be appropriate to distinguish
carefully between the tensor product appearing in the decomposition of disconnected
graphs and the composition of linear maps arising from finite renormalizations. In the
one dimensional case these two products coincide, but in order to exploit this fact one
had to choose a basis and work with matrix elements.
A Regularization in the Epstein-Glaser framework
The Epstein-Glaser method does neither involve any regularization nor divergent counter
terms. Nevertheless, one may introduce a regularization and determine the necessary
counter terms. This was already discussed in the original paper of Epstein and Glaser
where Pauli-Villars regularization was used. With the help of the concept of the Stückelberg-
Petermann renormalization group, this fact was formulated in [BDF09] in the way that
given a solution S of the EG-axioms and a smooth approximation of the Feynman prop-
agator ∆ΛF → ∆F such that the formal S-matrices SΛ can be directly defined, then there
exists a sequence of renormalization group elements ZΛ such that SΛ◦ZΛ → S. The proof
proceeds in the same way as the proof of the main theorem of renormalization [DF04]
and was not included in [BDF09]. We therefore present it here in a slightly stronger
form.
Theorem A.1. Let S be a solution of the EG-axioms and let the Feynman propagator
be approximated by a sequence of symmetric distributions ∆ΛF which converges in the
Hörmander topology with a scaling degree bounded by that of the Feynman propagator.
Let SΛ be a formal S-matrix associated to ∆
Λ
F . Then there exists a sequence ZΛ ∈ R such
that
SΛ ◦ ZΛ → S .
Proof. It is convenient to expand the formal S-matrix as a sum over graphs as explained
in Section 2. We are going to show that for each graph Γ there exists a sequence of linear
maps ZΓ,Λ : F
⊗V (Γ)
loc → (F⊗V (Γ))loc such that
TΓ = lim
Λ
∑
P∈Part(V (Γ))
TΓP ,Λ ◦
⊗
I∈P
ZΓI ,Λ
Here ΓP is the graph with vertex set V (ΓP ) = V (Γ), with all lines connecting different
index sets of the partition P , and ΓI is the graph with vertex set V (ΓI) = I and all
lines of Γ which connect two vertices in I. ZΓ,Λ is recursively defined by ZΓ,Λ = id for
graphs with one vertex (and no lines, since only graphs without tadpoles are admitted),
ZΓ,Λ = 0 for EG-reducible graphs and by
ZΓ,Λ = 〈tΓ,Λ, (id−WΓ)δΓ〉
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for EG-irreducible graphs. Here tΓ contains already the contributions from subgraphs,
i.e.
〈tΓ,Λ, δΓ〉 =
∑
|P |>1
TΓP ,Λ ◦
⊗
I∈P
ZΓI ,Λ .
Due to the fact that WΓ coincides with the identity on elements of D(∆Γ, YΓ) which
vanish at the thin diagonal, ZΓ,Λ satisfies the locality condition
ZΛ,Γ((F +G)
⊗|V (Γ)|) = ZΛ,Γ(F
⊗|V (Γ)|) + ZΛ,Γ(G
⊗|V (Γ)|)
for local functionals F,G with disjoint support. ZΛ is then defined by
ZΛ(F ) =
∑
Γ
1
Sym(Γ)
m|V (Γ)| ◦ ZΓ,Λ(F⊗|V (Γ)|)
where the sum extends over all graphs without tadpoles and with vertex sets V (Γ) =
{1, . . . , n} for some n ∈ N. ZΛ then satisfies the locality condition and is thus an element
of R.
B Minimal subtraction for the distribution-splitting method
We assume that the reader is familiar with the distribution-splitting method (see [EG73,
Sch89]). We recall:
Theorem B.1. A distribution d ∈ D′(Rl) , l := d(n− 1), with causal support, supp d ⊂
(V¯+)
×(n−1) ∪ (V¯−)×(n−1), has a unique solution a¯ ∈ D′λ(Rl), λ := sd(d)−l of the splitting
problem (160), that is the pointwise product
a¯(x) := Θ(v · x) d(x) (171)
exists in D′λ(R
l). Here, Θ has to be understood as the weak limit Θ := limǫ↓0 χǫ, where
(χǫ)ǫ>0 is a family of smooth approximations of the Heaviside function with suppχ
′ ⊂
[0, ǫ], and
v · x :=
n−1∑
j=1
vj · xj , vj ∈ V+ ∀j . (172)
Due to the causal support of d, the definition (171) of a¯ is independent of the choice
of v1, ..., vn−1 ∈ V+.
With this Theorem, a solution a ≡ aW ∈ D′(Rl) of the splitting problem (160) can
be obtained by means of a W -projection (49):
〈aW , f〉 := 〈a¯,Wf〉 , ∀f ∈ D(Rl) . (173)
Given a splitting solution a ∈ D′(Rl), a solution t˙ ∈ D′(Rl) of the corresponding17
extension problem D′(Rl \ {0}) ∋ t → t˙ ∈ D′(Rl) is obtained by t˙ := a − a′. Note
17“Corresponding” means that comparing the field expansions (74) of Dζn and T
ζ
n|outside∆n , the numer-
ical distributions d and t are the coefficients of the same field combination fα1β1 (ϕ)(x1)...f
αn
βn
(ϕ)(xn).
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that sd(t) = sd(d). The distribution a′ ∈ D′(Rl) is inductively given by the time-
ordered products of lower orders, see [EG73, Sch89]. Restricting to Dλ(R
l), we conclude
that the unique splitting solution a¯ (Theorem B.1) and the unique extension solution t¯
(Theorem 4.1) are related by t¯ := a¯− a′.
Given functions (wb)|b|≤λ (where still λ := sd(d) − l ) determing a projection W
(49) and the pertinent splitting- and extension-solution aW (173) and t˙W := t¯ ◦ W ,
respectively, we define a map F from the set S of solutions of the splitting problem,
S = {a = aW +
∑
|b|≤λ
Cb ∂
bδ |Cb ∈ C} , (174)
to the set E of solutions of the extension problem,
E = {t˙ = t˙W +
∑
|b|≤λ
Cb ∂
bδ |Cb ∈ C} , (175)
by
F (a) := a− a′ +
∑
|b|≤λ
〈a′, wb〉 (−1)|b| ∂bδ . (176)
Since
F (aW +
∑
b
Cb ∂
bδ) = t˙W +
∑
b
Cb ∂
bδ , (177)
the map F is a bijection. To verify the latter equation, we use that Wwb = 0 ∀|b| ≤ λ,
hence 〈aW , wb〉 = 0 and 〈t˙W , wb〉 = 0. Since F (aw) (176) is an extension solution, it can
be written as F (aw) = t˙W +
∑
|b|≤λKb ∂
bδ and with that we obtain
(−1)|c|Kc = 〈F (aW ), wc〉 = −〈a′, wc〉+
∑
|b|≤λ
〈a′, wb〉 (−1)|b| 〈∂bδ, wc〉 = 0 , (178)
hence F (aW ) = t˙W , and this implies (177).
Since for any t˙ ∈ E there is a projection W (49) with t˙ = t˙W , we conclude that any
a ∈ S is of the form a = aW for some projection W (49).
Using these facts, our results about minimal subtraction (Sect. 4.1) and the differen-
tial renormalization formula (101) can be transformed to the splitting problem as follows:
Definition B.2 (Regularization). With the above notations, a family {aζ}ζ∈Ω\{0}, aζ ∈
D′(Rl), is a(n) (analytic / finite) regularization of d, if (aζ − a′)ζ∈Ω\{0} is a(n) (analytic
/ finite) regularization of the corresponding t ∈ D′(Rl \ {0}).
More explicitly, in the definition 4.2 the condition (47) is replaced by
lim
ζ→0
〈aζ , g〉 = 〈a¯, g〉 , ∀g ∈ Dλ(Rl) . (179)
Analogously to (51), we can write 〈aW , f〉 as
〈aW , f〉 = 〈a¯,Wf〉 = lim
ζ→0

〈aζ , f〉 − ∑
|b|≤λ
〈aζ , wb〉 ∂bf(0)

 , f ∈ D(Rl) . (180)
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Again, for an analytic regularization the principal parts of the two terms on the r.h.s. must
cancel. Therefore, pp(aζ) is a local distribution,
pp(aζ) =
∑
|b|≤λ
Cb(ζ) ∂
bδ , with Cb(ζ) = (−1)|b|pp(〈aζ , wb〉) , (181)
and
〈aMS, f〉 := lim
ζ→0
rp(〈aζ , f〉) (182)
is a distinguished solution of the splitting problem (160) (the ’MS-solution’).
Differential renormalization works also for the splitting problem [Düt96, Sect. 2.2]:
let
d(x) = ∂r1 ...∂rω+1d1(x) , ω ∈ N0 , (183)
where d1 has also causal support and sd(d1) = sd(d) − (ω + 1) < l. Then, d1 can be
splitted directly (Theorem B.1):
a1(x) := Θ(v · x) d1(x) ∈ D′(Rl) . (184)
With that a splitting solution a of d is obtained by
a(x) = ∂r1 ...∂rω+1
(
Θ(v · x) d1(x)
)
. (185)
Assuming that dζ scales homogeneously in x with a non-integer degree κζ , it follows
that dζ satisfies (87) (with P0 ≡ 0 ≡ Q0). Hence, we can apply (185) to split dζ :
aζ(x) =
1∏ω
k=0(2lζ − k)
∑
r1...rω+1
∂r1 ...∂rω+1
(
Θ(v · x)mxr1 ...mxrω+1 dζ(x)
)
. (186)
Obviously, aζ scales also homogeneously with degree κζ ; it is the only splitting solution
with this property. (The latter follows from the fact that E (175) contains precisely one
homogeneous element and that S = E + a′, taking into account that a′ is homogeneous
with the same degree.)
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