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Abstract
In this paper, we aim to present new extensions of incomplete gamma, beta, Gauss hypergeometric, confluent
hypergeometric function and Appell-Lauricella hypergeometric functions, by using the extended Bessel function due
to Boudjelkha [4]. Some recurrence relations, transformation formulas, Mellin transform and integral representations
are obtained for these generalizations. Further, an extension of the Riemann-Liouville fractional derivative operator
is established.
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1 Introduction
In recent years, incomplete gamma functions have been used in many problems in applied mathematics, statistics,
engineering and many other fields including physics and biology. Most generally, special functions became powerful
tools to treat all these areas. Classical gamma and Euler’s beta functions are defined by
γ(α, x) =
∫ x
0
tα−1e−tdt, (ℜ(α) > 0), (1.1)
Γ(α, x) =
∫ ∞
x
tα−1e−tdt, (1.2)
B(x, y) =
∫ 1
0
tx−1(1− t)y−1dt, (ℜ(x) > 0, ℜ(y) > 0). (1.3)
Using an exponential regulazing term, Chaudhry et al.[6] extended the incomplete gamma function as follows
γ(α, x; p) =
∫ x
0
tα−1e−t−
p
t dt, (ℜ(p) > 0; p = 0, ℜ(α) > 0), (1.4)
Γ(α, x; p) =
∫ ∞
x
tα−1e−t−
p
t dt. (1.5)
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They proved the following recurrence formula
γ(α, x; p) + Γ(α, x; p) = 2pα/2Kα(2
√
p), (ℜ(p) > 0),
where Kα(z) is the Macdonald function, known also as modified bessel function of the third kind, defined for any
Re(z) > 0 by
Kα(z) =
(z/2)α
2
∫ ∞
0
t−α−1e−t−z
2/4tdt.
A first extension of Euler’s beta function is given by Chaudhry et al. [8] as follows
B(x, y, p) =
∫ 1
0
tx−1(1− t)y−1e
−p
t(1−t)dt, (ℜ(p) > 0; p = 0, ℜ(x) > 0, ℜ(y) > 0). (1.6)
These extensions are useful and provide new connections with error and Whittaker functions. For p = 0, (1.4),
(1.5) and (1.6) will be reduced to known incomplete gamma and beta functions (1.1), (1.2) and (1.3), respectively.
Instead of using the exponential function, Chaudhry and Zubair [9] proposed a generalized extension of (1.4), (1.5)
in the following form
γµ(α, x; p) =
√
2p
pi
∫ x
0
tα−
3
2 e−tKµ+ 1
2
(p
t
)
dt, (1.7)
Γµ(α, x; p) =
√
2p
pi
∫ ∞
x
tα−
3
2 e−tKµ+ 1
2
(p
t
)
dt, (ℜ(x) > 0, ℜ(p) > 0, −∞ < α <∞). (1.8)
Nowadays, many authors are developing new extensions of Euler’s gamma, beta and hypergeometric functions
based on the paper of Chaudhry and Zubair [9] by considering exponential and certain modified special functions
(see for more details [14, 12, 19, 20, 21]). Very recently, Agarwal et al. [1] developed an extension of the Euler’s beta
function as follows
Bµ(x, y; p;m) =
√
2p
pi
∫ 1
0
tx−
3
2 (1− t)y− 32Kµ+ 1
2
(
p
tm(1− t)m
)
dt, (1.9)
where x, y ∈ C, m > 0 and ℜ(p) > 0.
In the present paper, we introduce new generalized incomplete gamma and Euler’s beta functions by substituting
in (1.7), (1.8) and (1.9) the Macdonald function Kα(z) by it’s extended one developed by Boudjelkha [4], namely
RK(z, α, q, λ) =
(z/2)α
2
∫ ∞
0
t−α−1
e−qt−z
2/4t
1− λe−t dt, (1.10)
where | arg z2| < pi/2, 0 < q ≤ 1 and −1 ≤ λ ≤ 1.
Clearly, when λ = 0 and q = 1, RK(z, α, q, λ) is reduced to Kα(z). Moreover, Boudjelkha proved that the
RK(z,−α, q, λ) function can be expanded in terms of Kα(z) as follows
RK(z,−α, q, λ) =
∞∑
n=0
λn
Kα(z
√
q + n)
(q + n)α/2
, ℜ(z2) > 0, 0 < q ≤ 1, −1 ≤ λ ≤ 1, (1.11)
and showed that the behavior of the function RK(z,−α, q, λ) for small values of z is described by the asymptotic
formulas:
RK(z,−α, q, λ) ∼
{
1
2
Γ(−z)
(z/2)−α
(1− λ)−1, z → 0,−1 < λ < 1, ℜ(α) < 0,
1
2
Γ(z)
(z/2)αΦ(λ, α, q), z → 0, −1 ≤ λ ≤ 1, ℜ(α) > 1,
(1.12)
where Φ(λ, α, q) stands for the Lerch function. As for the asymptotic behavior of this function, when z → ∞, it is
given by
RK(z,−α, q, λ) ∼
√
pi
2z
e−z
√
q
qα/2+1/4
, as z →∞, | arg z| < pi
4
, −1 ≤ λ ≤ 1. (1.13)
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In particular, when q = 1, we have
RK(z,−α, 1, λ) ∼
√
pi
2z
e−z, as z →∞, | arg z| < pi
4
, (1.14)
which is the same asymptotic formula as that of Kα.
Further, by using the generalized extended beta function we get other extensions of Gauss hypergeometric, con-
fluent hypergeometric, Appell and Lauricella hypergeometric functions and we investigate some of their properties.
Recently, fractional derivative operators become significant research topics due to their wide applications in various
areas including mathematical, physical, life sciences and engineering problems. To cite only a few of this operator’s
applications, we refer to [15], [26] and the references therein. The use of fractional derivative operators in obtaining
generating relations for some special functions can be found in [20, 25]. There are two important fractional derivatives
operators: Riemann-Liouville and Caputo operators. Undoubtedly, the difference between them is very important for
applications to differential equations because of required initial conditions which are of different types (see for further
details [18] and [29]). It is worth being pointed out that nowadays a great attention is devoted to develop extensions
of fractional differential operators, readers may refer to [1, 2, 3, 16, 17, 20, 21, 22, 24, 27]. Making use of the RK
function and inspired by the work of Agarwal et al. [1], we introduce new generalized incomplete Riemann-Liouville
fractional integral operators, and we obtain some generating relations involving generalized extended Gauss hyperge-
ometric function.
The paper is organized as follows: In section 2, we introduce the generalized extended incomplete Gamma and
Euler’s beta functions, some of their properties are investigated. Section 3 is devoted to introduce extended hyperge-
ometric and confulent hypergeometric functions by the extended Euler’s beta function given in section 2, their related
properties are established. The extended Appell and Lauricella hypergeometric function are given in section 4. In
section 5, we give another result which consits to introduce the generalized extended Riemann Liouville fractional
derivative operator and establish most important properties such Mellin transform among others. Finally, in the last
section, we obtain linear and bilinear generating relations for the generalized extended hypergeometric functions.
2 The generalized extended incomplete Gamma and Euler’s beta functions
In this section, we define new extended incomplete Gamma and Euler’s beta functions based on the extension of
Bessel function (1.10) and we give some properties.
2.1 The generalized extended incomplete Gamma function
Definition 2.1 The generalized extended incomplete gamma functions are given by
γµ(α, x; q;λ; p) =
√
2p
pi
∫ x
0
tα−
3
2 e−tRK
(
p
t
,−µ− 1
2
, q, λ
)
dt (2.1)
Γµ(α, x; q;λ; p) =
√
2p
pi
∫ ∞
x
tα−
3
2 e−tRK
(
p
t
,−µ− 1
2
, q, λ
)
dt (2.2)
where ℜ(x) > 0, 0 < q ≤ 1, −1 ≤ λ ≤ 1 and ℜ(p) > 0.
Remark 2.1 When λ = 0 and q = 1, (2.1) and (2.2) are respectively reduced to the extended incomplete gamma
functions (1.7) and (1.8) defined by Chaudhry and Zubair [7, 9].
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Proposition 2.1 (Decomposition theorem)
Γµ(α, x; q;λ; p) + γµ(α, x; q;λ; p) =
Γ(α+ µ)√
pi
(p
2
)−µ
Φ1−α+µ
2
, 1
2
−α+µ
2
(
λ, µ +
1
2
, q,
p2
16
)
+
Γ
(−α+µ2 )
2
√
pi
(p
2
)α
Φ 1
2
,α+µ+2
2
(
λ,
µ− α+ 1
2
, q,
p2
16
)
−
Γ
(
−α+µ+12
)
2
√
pi
(p
2
)α+1
Φ 3
2
,α+µ+3
2
(
λ,
µ− α
2
, q,
p2
16
)
, (2.3)
with ℜ(p) > 0, −∞ < α <∞ and
Φb1,b2(λ, s, q, ξ) =
∫ ∞
0
ts−1e−qt
1− λe−t 0F2

 − ;− ξt
b1, b2

 dt
=
∫ ∞
0
ts−1e−(q−1)t
et − λ 0F2

 − ;− ξt
b1, b2

 dt, (2.4)
s ∈ C, ℜ(ξ) > 0 and b1, b2 ∈ C \ Z−0 .
Proof: We have
Γµ(α, x; q;λ; p) + γµ(α, x; q;λ; p) =
√
2p
pi
∫ ∞
0
tα−
3
2 e−tRK
(
p
t
,−µ− 1
2
, q, λ
)
dt
=
1√
pi
(p
2
)−µ ∫ ∞
0
tα+µ−1e−t

∫ ∞
0
τµ−
1
2
e−qτ−
p
2
4t2τ
1− λe−τ dτ

 dt
=
1√
pi
(p
2
)−µ ∫ ∞
0
τµ−
1
2
e−qτ
1− λe−τ
(∫ ∞
0
tα+µ−1e−te−
p
2
4t2τ dt
)
dτ. (2.5)
Using the integral [23, pp. 31, formula 6], we obtain
∫ ∞
0
tα+µ−1e−te−
p
2
4t2τ dt = Γ(α+ µ) 0F2

 − ;− p216τ
1− α+µ2 , 12 − α+µ2


+
Γ
(−α+µ2 )
2
(
p2
4τ
)α+µ
2
0F2

 − ;− p216τ
1
2 ,
α+µ+2
2


−
Γ
(
−α+µ+12
)
2
(
p2
4τ
)α+µ+1
2
0F2

 − ;− p216τ
3
2 ,
α+µ+3
2

 . (2.6)
Finally, substituting (2.6) in (2.5) and by using the notation (2.4) we get the desired result. 
Proposition 2.2 (Recurrence relation)
Γµ(α+ 1, x; q;λ; p) = (α+ µ)Γµ(α, x; q;λ; p) + pΓµ−1(α− 1, x; q;λ; p) +
√
2p
pi
xα−
1
2 e−xRK
(
p
x
,−µ − 1
2
, q, λ
)
, (2.7)
(ℜ(p) > 0, −∞ < α <∞).
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Proof: We have
d
dt
[
RK
(
p
t
,−µ− 1
2
, q, λ
)]
=
d
dt

( p2t)−µ− 12
2
∫ ∞
0
τµ−
1
2
e−qτ−
p
2
4t2τ
1− λe−τ dτ


=
µ+ 12
t
RK
(
p
t
,−µ− 1
2
, q, λ
)
+
p
t2
RK
(
p
t
,−µ+ 1
2
, q, λ
)
. (2.8)
Differentiating tα−
1
2 e−tRK
(p
t ,−µ − 12 , q, λ
)
with respect to t and by using (2.8), we get
d
dt
[
tα−
1
2 e−tRK
(
p
t
,−µ− 1
2
, q, λ
)]
= (α+ µ)tα−
3
2 e−tRK
(
p
t
,−µ− 1
2
, q, λ
)
+p tα−
5
2 e−tRK
(
p
t
,−µ+ 1
2
, q, λ
)
− tα− 12 e−tRK
(
p
t
,−µ− 1
2
, q, λ
)
. (2.9)
Multiplying both sides of (2.9) by
√
2p
pi and integrating from x to ∞ and using (2.2), we find
0−
√
2p
pi
xα−
1
2 e−xRK
(
p
x
,−µ− 1
2
, q, λ
)
= (α+ µ)Γµ(α, x; q;λ; p) + pΓµ−1(α− 1, x; q;λ; p) − Γµ(α+ 1, x; q;λ; p),
which can be also written as
Γµ(α+ 1, x; q;λ; p) = (α+ µ)Γµ(α, x; q;λ; p) + pΓµ−1(α− 1, x; q;λ; p) +
√
2p
pi
xα−
1
2 e−xRK
(
p
x
,−µ− 1
2
, q, λ
)
.

Proposition 2.3 The following formula holds
Γµ−1(α, x; 1;λ; p) − Γµ+1(α, x; 1;λ; p) + 2µ+ 1
p
Γµ(α+ 1, x; 1;λ; p) = λ
∂
∂λ
Γµ+1(α, x; 1;λ; p), (2.10)
(ℜ(p) > 0, −∞ < α <∞).
Proof: By using (2.2), for q = 1 and the following relation [4, (22)], we get
RK(z,−α + 1, 1, λ) −RK(z,−α− 1, 1, λ) + 2α
z
RK(z,−α, 1, λ) = λ ∂
∂λ
RK(z,−α− 1, 1, λ). (2.11)

Proposition 2.4 (Laplace transform) Let
H(τ) =
{
1 τ > 0
0 τ < 0
be the Heaviside unit step function and L be the Laplace transform operator. Then
L
{
tα−
3
2RK
(
p
t
,−µ− 1
2
, q, λ
)
H(t− x); s
}
=
√
pi
2p
s−αΓµ(α, sx; q;λ; sp), (2.12)
L
{
tα−
3
2RK
(
p
t
,−µ− 1
2
, q, λ
)
H(t− x)H(t); s
}
=
√
pi
2p
s−αγµ(α, sx; q;λ; sp), (2.13)
(x > 0, ℜ(p) > 0, −∞ < α <∞).
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Proof: We have
L
{
tα−
3
2RK
(
p
t
,−µ− 1
2
, q, λ
)
H(t− x); s
}
=
∫ ∞
0
tα−
3
2RK
(
p
t
,−µ− 1
2
, q, λ
)
e−stH(t− x)dt
=
∫ ∞
x
tα−
3
2RK
(
p
t
,−µ− 1
2
, q, λ
)
e−stdt.
Substituting t = τs , dt =
dτ
s , we get∫ ∞
x
tα−
3
2RK
(
p
t
,−µ− 1
2
, q, λ
)
e−stdt = s−α+
1
2
∫ ∞
sx
τα−
3
2 e−τRK
(
sp
τ
,−µ− 1
2
, q, λ
)
dt
=
√
pi
2p
s−αΓµ(α, sx; q;λ; sp).
The proof of (2.13) is omitted since it is quite similar as that of (2.12). 
Proposition 2.5 (Parametric differentiation)
∂
∂p
(Γµ(α, x; q;λ; p)) = −1
p
[µΓµ(α, x; q;λ; p) + pΓµ−1(α− 1, x; q;λ; p)] . (2.14)
Proof:
∂
∂p
(Γµ(α, x; q;λ; p)) =
1
2p
√
2p
pi
∫ ∞
x
tα−
3
2 e−tRK
(
p
t
,−µ− 1
2
, q, λ
)
dt
+
√
2p
pi
∫ ∞
x
tα−
3
2 e−t
∂
∂p
(
RK
(
p
t
,−µ− 1
2
, q, λ
))
dt. (2.15)
We have
∂
∂p
(
RK
(
p
t
,−µ− 1
2
, q, λ
))
= −µ+
1
2
p
(p/2t)−µ−
1
2
2
∫ ∞
0
τµ−
1
2
e−qτ−
p
2
4t2τ
1− λe−τ dτ −
1
t
(p/2t)−µ+
1
2
2
∫ ∞
0
τµ−
3
2
e−qτ−
p
2
4t2τ
1− λe−τ dτ
= −µ+
1
2
p
RK
(
p
t
,−µ− 1
2
, q, λ
)
− 1
t
RK
(
p
t
,−µ+ 1
2
, q, λ
)
, (2.16)
Finally, by Substituting (2.16) into (2.15) we get the desired result. 
2.2 The generalized extended beta function
Definition 2.2 The generalized extended beta function is given by
Bµ(x, y; q;λ; p;m) =
√
2p
pi
∫ 1
0
tx−
3
2 (1− t)y− 32RK
(
p
tm(1− t)m ,−µ−
1
2
, q, λ
)
dt, (2.17)
where x, y ∈ C, 0 < q ≤ 1, −1 ≤ λ ≤ 1, m > 0 and ℜ(p) > 0.
Remark 2.2 Taking λ = 0 and q = 1, (2.17) is reduced to the extended Euler’s beta function (1.9) defined by Agarwal
et al. [1].
Proposition 2.6 (Functional relations)
1. The following formula holds
Bµ(x, y; q;λ; p;m) = Bµ(x+ 1, y; q;λ; p;m) +Bµ(x, y + 1; q;λ; p;m). (2.18)
2. Let n ∈ N. Then, the following summation formula holds
Bµ(x, y; q;λ; p;m) =
n∑
k=0
Bµ(x+ k, y + n− k; q;λ; p;m). (2.19)
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Proof:
1. The right-hand side of (2.18) yields to√
2p
pi
∫ 1
0
{
tx−
1
2 (1− t)y− 32 + tx− 32 (1− t)y− 12
}
RK
(
p
tm(1− t)m ,−µ−
1
2
, q, λ
)
dt,
which, after simplification, implies√
2p
pi
∫ 1
0
tx−
3
2 (1− t)y− 32RK
(
p
tm(1− t)m ,−µ−
1
2
, q, λ
)
dt,
which is equal to the left-hand side of (2.18).
2. The case n = 0 of (2.19) holds easily. The case n = 1 of (2.19) is just (2.18). For the other cases we can easily
proceed by induction on n. 
Proposition 2.7 The following formula holds
Bµ(x, 1− y; q;λ; p;m) =
∞∑
n=0
(y)n
n!
Bµ(x+ n, 1; q;λ; p;m). (2.20)
Proof: We have
Bµ(x, 1− y; q;λ; p;m) =
√
2p
pi
∫ 1
0
tx−
3
2 (1− t)−y− 12RK
(
p
tm(1− t)m ,−µ−
1
2
, q, λ
)
dt. (2.21)
By substituting the formula
(1− t)−y =
∞∑
n=0
(y)n
tn
n!
, (|t| < 1, y ∈ C), (2.22)
in the right-hand of (2.21) and after interchanging the order of integral and summation, we get (2.23). 
Proposition 2.8 The following formula holds
Bµ(x, y; q;λ; p;m) =
∞∑
n=0
Bµ(x+ n, y + 1; q;λ; p;m). (2.23)
Proof: By substituting again the formula
(1− t)y−1 = (1− t)y
∞∑
n=0
tn, (|t| < 1),
in the right-hand of (2.17) and similarly as in the proof of Proposition 2.7 we get the desired result. 
Lemma 2.1 Let M be the Mellin transform operator. Then
M{RK(z,−α, q, λ), z → s} = 2s−2Γ
(
s− α
2
)
Γ
(
s+ α
2
)
Φ
(
λ,
s+ α
2
, q
)
, (2.24)
where 0 < q ≤ 1, or −1 ≤ λ < 1, ℜ(s) > |ℜ(α)| or λ = 1, ℜ(s) > max(ℜ(α), 2 − ℜ(α)) and Φ (λ, s+α2 , q) stands for
the Lerch function (see [13],[11])
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Proof:
M{RK(z,−α, q, λ), z → s} =
∫ ∞
0
zs−1RK(z,−α, q, λ)dz = 2α−1
∫ ∞
0
zs−α−1
(∫ ∞
0
tα−1
e−qt−z
2/4t
1− λe−t dt
)
dz
= 2α−1
∫ ∞
0
tα−1
e−qt
1− λe−t
(∫ ∞
0
zs−α−1e−z
2/4tdz
)
dt
= 2s−2Γ
(
s− α
2
)∫ ∞
0
t
s+α
2
−1 e
−qt
1− λe−t dt
= 2s−2Γ
(
s− α
2
)
Γ
(
s+ α
2
)
Φ
(
λ,
s+ α
2
, q
)
.

Proposition 2.9 (Mellin transform) The following expression holds true
M{Bµ(x, y; q;λ; p;m), p → s} = 2
s−1
√
pi
B
(
x+ms+
m− 1
2
, y +ms+
m− 1
2
)
Γ
(
s− µ
2
)
Γ
(
s+ µ+ 1
2
)
Φ
(
λ,
s+ µ+ 1
2
, q
)
,
(2.25)
where x, y ∈ C, m > 0 and
0 < q ≤ 1, or − 1 ≤ λ < 1, ℜ(s) > max
{
ℜ(µ),−1−ℜ(µ),−1
2
+
1
2m
− ℜ(x)
m
,−1
2
+
1
2m
− ℜ(y)
m
}
,
or λ = 1, ℜ(s) > max
{
ℜ(µ), 1 −ℜ(µ),−1
2
+
1
2m
− ℜ(x)
m
,−1
2
+
1
2m
− ℜ(y)
m
}
.
Proof:
M{Bµ(x, y; q;λ; p;m), p → s} =
∫ ∞
0
ps−1Bµ(x, y; q;λ; p;m)dp
=
∫ ∞
0
ps−1
√
2p
pi
(∫ 1
0
tx−
3
2 (1− t)y− 32RK
(
p
tm(1− t)m ,−µ−
1
2
, q, λ
)
dt
)
dp
=
√
2
pi
∫ 1
0
tx−
3
2 (1− t)y− 32
(∫ ∞
0
ps+
1
2
−1RK
(
p
tm(1− t)m ,−µ−
1
2
, q, λ
)
dp
)
dt
=
√
2
pi
∫ 1
0
tx+m(s+
1
2
)− 3
2 (1− t)y+m(s+ 12 )− 32 dt
∫ ∞
0
us+
1
2
−1RK
(
u,−µ− 1
2
, q, λ
)
du
=
√
2
pi
B
(
x+ms+
m− 1
2
, y +ms+
m− 1
2
)∫ ∞
0
us+
1
2
−1RK
(
u,−µ − 1
2
, q, λ
)
du.
Finally, by using Lemma 2.1 we get the desired result. 
3 Extended Gauss hypergeometric and confluent hypergeometric functions
We use the generalized extended beta function (2.17) to extend hypergeometric and confluent hypergeometric func-
tions, respectively, as follows:
Definition 3.1 The extended Gauss hypergeometric function Fµ(a, b; c; z; q;λ; p;m) and the confluent hypergeometric
function Φµ(b; c; z; q;λ; p;m) are respectively defined by
Fµ(a, b; c; z; q;λ; p;m) =
∞∑
n=0
(a)n
Bµ(b+ n, c− b; q;λ; p;m)
B(b, c− b)
zn
n!
(3.1)
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(|z| < 1, ℜ(c) > ℜ(b) > 0, 0 < q ≤ 1, −1 ≤ λ ≤ 1, m > 0, ℜ(p) > 0).
Φµ(b; c; z; q;λ; p;m) =
∞∑
n=0
Bµ(b+ n, c− b; q;λ; p;m)
B(b, c− b)
zn
n!
(3.2)
(z ∈ C, ℜ(c) > ℜ(b) > 0, −1 ≤ λ ≤ 1, m > 0, ℜ(p) > 0).
Remark 3.1 Taking λ = 0 and q = 1, (3.1) reduces to the extended Gauss hypergeometric function defined by Agarwal
et al. [1, Definition 2.8].
Proposition 3.1 (Integral representation) 1. The following integral representation for the extended Gauss hy-
pergeometric function Fµ(a, b; c; z; q;λ; p;m) is valid
Fµ(a, b; c; z; q;λ; p;m) =
√
2p
pi
1
B(b, c− b)
∫ 1
0
tb−
3
2 (1− t)c−b− 32 (1− zt)−aRK
(
p
tm(1− t)m ,−µ−
1
2
, q, λ
)
dt, (3.3)
(arg(1− z) < pi, ℜ(c) > ℜ(b) > 0, 0 < q ≤ 1, −1 ≤ λ ≤ 1, m > 0, ℜ(p) > 0).
2. The following integral representation for the extended confluent hypergeometric function Φµ(b; c; z; q;λ; p;m) is
valid
Φµ(b; c; z; q;λ; p;m) =
√
2p
pi
1
B(b, c− b)
∫ 1
0
tb−
3
2 (1− t)c−b− 32 eztRK
(
p
tm(1− t)m ,−µ−
1
2
, q, λ
)
dt, (3.4)
( ℜ(c) > ℜ(b) > 0, 0 < q ≤ 1, −1 ≤ λ ≤ 1, m > 0, ℜ(p) > 0).
Proof: 1. By using (2.17) and the generalized binomial expansion
(1− zt)−a =
∞∑
n=0
(a)n
(zt)n
n!
, (|zt| < 1), (3.5)
we get the required result.
2. Similarly as in the proof of 1. 
Proposition 3.2 (Differentiation formula) (a) For n ∈ N,
dn
dzn
{Fµ(a, b; c; z; q;λ; p;m)} = (a)n(b)n
(c)n
Fµ(a+ n, b+ n; c+ n; z; q;λ; p;m), (3.6)
(|z| < 1, ℜ(c) > ℜ(b) > 0, 0 < q ≤ 1, −1 ≤ λ ≤ 1, m > 0, ℜ(p) > 0).
(b) For n ∈ N,
dn
dzn
{Φµ(b; c; z; q;λ; p;m)} = (b)n
(c)n
Φµ(b+ n; c+ n; z; q;λ; p;m), (3.7)
(z ∈ C, ℜ(c) > ℜ(b) > 0, 0 < q ≤ 1, −1 ≤ λ ≤ 1, m > 0, ℜ(p) > 0).
Proof: (a) For n = 1, we have
d
dz
{Fµ(a, b; c; z; q;λ; p;m)} =
∞∑
n=1
(a)n
Bµ(b+ n, c− b; q;λ; p;m)
B(b, c− b)
zn−1
(n− 1)!
=
∞∑
n=0
(a)n+1
Bµ(b+ n+ 1, c− b; q;λ; p;m)
B(b, c− b)
zn
n!
. (3.8)
Using identities B(b, c− b) = cbB(b+ 1, c− b) and (a)n+1 = a(a+ 1)n in (3.8), we get
d
dz
{Fµ(a, b; c; z; q;λ; p;m)} = ab
c
∞∑
n=0
(a+ 1)n
Bµ(b+ n+ 1, c− b; q;λ; p;m)
B(b+ 1, c− b)
zn
n!
=
ab
c
Fµ(a+ 1, b+ 1; c+ 1; z; q;λ; p;m), (3.9)
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and hence
d
dz
{Fµ(a, b; c; z; q;λ; p;m)} = ab
c
Fµ(a+ 1, b+ 1; c + 1; z; q;λ; p;m). (3.10)
Then, by using (3.10) repeatedly, we get (3.6).
The proof of part (b) is similar as that of part (a). 
Proposition 3.3 (Transformation formulas)
1. For arg(1− z) < pi, we have
Fµ(a, b; c; z; q;λ; p;m) = (1− z)−aFµ(a, c− b; c; z
z − 1; q;λ; p;m), (3.11)
( ℜ(c) > ℜ(b) > 0, 0 < q ≤ 1, −1 ≤ λ ≤ 1, m > 0, ℜ(p) > 0).
2.
Φµ(b; c; z; q;λ; p;m) = e
zΦµ(c− b; c;−z; q;λ; p;m), (3.12)
(z ∈ C, ℜ(c) > ℜ(b) > 0, 0 < q ≤ 1, −1 ≤ λ ≤ 1, m > 0, ℜ(p) > 0).
Proof: Replacing t by 1− t in the integral representations (3.3) and (3.4). 
4 Extended Appell and Lauricella hypergeometric functions
Definition 4.1 Extended Appell hypergeometric functions F1,µ, F2,µ and the Lauricella hypergeometric function F
3
D,µ
are, respectively, defined by
F1,µ(a, b, c; d;x, y; q;λ; p;m) =
∞∑
n,k=0
(b)n(c)k
Bµ(a+ n+ k, d− a; q;λ; p;m)
B(a, d− a)
xn
n!
yk
k!
, (4.1)
(|x| < 1, |y| < 1, ℜ(d) > ℜ(a) > 0, 0 < q ≤ 1, −1 ≤ λ ≤ 1, m > 0, ℜ(p) > 0).
F2,µ(a, b, c; d, e;x, y; q;λ; p;m) =
∞∑
n,k=0
(a)n+k
Bµ(b+ n, d− b; q;λ; p;m)
B(b, d− b)
Bµ(c+ k, e− c; q;λ; p;m)
B(c, e− c)
xn
n!
yk
k!
, (4.2)
(|x|+ |y| < 1, ℜ(d) > ℜ(b) > 0, ℜ(e) > ℜ(c) > 0, 0 < q ≤ 1, −1 ≤ λ ≤ 1, m > 0, ℜ(p) > 0).
F 3D,µ(a, b, c, d; e;x, y, z; q;λ; p;m) =
∞∑
n,k,r=0
(b)n(c)k(d)r
Bµ(a+ n+ k + r, e− a; q;λ; p;m)
B(a, e− a)
xn
n!
yk
k!
zr
r!
, (4.3)
(|x| < 1, |y| < 1, |z| < 1, ℜ(e) > ℜ(a) > 0, 0 < q ≤ 1, −1 ≤ λ ≤ 1, m > 0, ℜ(p) > 0).
Remark 4.1 Taking λ = 0 and q = 1, (4.1), (4.2) and (4.3) are reduced to extended Appell hypergeometric functions
F1,µ, F2,µ and the Lauricella hypergeometric function F
3
D,µ, defined by Agarwal et al. [1, Definitions 2.9, 2.10,2.11].
Proposition 4.1 (Integral representation) The following integral representations for the extended Appell hyper-
geometric functions F1,µ, F2,µ and the Lauricella hypergeometric function F
3
D,µ are, respectively, valid
F1,µ(a, b, c; d;x, y; q;λ; p;m) =
√
2p
pi
1
B(a, d− a)
∫ 1
0
ta−
3
2 (1−t)d−a− 32 (1−xt)−b(1−yt)−cRK
(
p
tm(1− t)m ,−µ−
1
2
, q, λ
)
dt,
(4.4)
F2,µ(a, b, c; d;x, y; q;λ; p;m) =
2p
pi
1
B(b, d− b)B(c, e − c)
∫ 1
0
∫ 1
0
tb−
3
2 (1− t)d−b− 32wb− 32 (1− w)e−c− 32 (1− xt− yw)−a
×RK
(
p
tm(1− t)m ,−µ−
1
2
, q, λ
)
RK
(
p
wm(1− w)m ,−µ−
1
2
, q, λ
)
dtdw,(4.5)
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F 3D,µ(a, b, c, d; e;x, y, z; q;λ; p;m) =
√
2p
pi
1
B(a, e− a)
∫ 1
0
ta−
3
2 (1− t)e−a− 32 (1− xt)−b(1− yt)−c(1− zt)−d
×RK
(
p
tm(1− t)m ,−µ−
1
2
, q, λ
)
dt. (4.6)
Proof: The proofs are very similar to those of Theorems 2.13, 2.15 and 2.16 in [1]. 
5 The generalized extended Riemann-Liouville fractional derivative operator
The classical Riemann-Liouville fractional derivative operator is defined by
Dδzf(z) :=
1
Γ(−δ)
∫ z
0
(z − t)−δ−1f(t)dt, (5.1)
where ℜ(δ) < 0. It coincides with the fractional integral of order −δ. In the case n− 1 < ℜ(δ) < n, n ∈ N, we write
Dδzf(z) :=
dn
dzn
Dδ−nz f(z) =
dn
dzn
{
1
Γ(n− δ)
∫ z
0
(z − t)n−δ−1f(t)dt
}
. (5.2)
Definition 5.1 The generalized extended Riemann-Liouville fractional derivative is defined as follows
Dδ,µ;p;q;λ;mz f(z) :=
1
Γ(−δ)
√
2p
pi
∫ z
0
(z − t)−δ−1f(t)RK
(
pz2m
tm(z − t)m ,−µ−
1
2
, q, λ
)
dt, (5.3)
where ℜ(δ) < 0, ℜ(p) > 0, ℜ(m) > 0, ℜ(µ) ≥ 0 and 0 < q ≤ 1, −1 ≤ λ ≤ 1.
For n− 1 < ℜ(δ) < n, n ∈ N, we have
Dδ,µ;p;q;λ;mz f(z) :=
dn
dzn
Dδ−n,µ;p;q;λ;mz f(z) =
dn
dzn
{
1
Γ(n− δ)
√
2p
pi
∫ z
0
(z − t)n−δ−1f(t)RK
(
pz2m
tm(z − t)m ,−µ −
1
2
, q, λ
)
dt
}
.
(5.4)
Remark 5.1 1. Taking λ = 0 and q = 1, the generalized extended Riemann-Liouville fractional derivative operator
(5.3) is reduced to the extended Riemann-Liouville fractional derivative operator given by Agarwal et al. [1]
Dδ,µ;p;mz f(z) :=
1
Γ(−δ)
√
2p
pi
∫ z
0
(z − t)−δ−1f(t)Kµ+ 1
2
(
pz2m
tm(z − t)m
)
dt, (5.5)
where ℜ(δ) < 0, ℜ(p) > 0, ℜ(m) > 0, ℜ(µ) > 0.
2. If λ = 0, q = 1, m = 0, µ = 0 and p→ 0, then the generalized extended Riemann-Liouville fractional derivative
operator (5.3) reduces to the classical Riemann-Liouville fractional derivative operator (5.1).
In order to calculate generalized extended fractional derivatives for some functions, we give two results concerning
the generalized extended Riemann-Liouville fractional derivative operator of some elementary functions which will be
useful in the sequel.
Lemma 5.1 Let ℜ(δ) < 0. Then, we have
Dδ,µ;p;q;λ;mz {zβ} =
zβ−δ
Γ(−δ)Bµ(β +
3
2
,−δ + 1
2
; p; q;λ;m). (5.6)
11
Proof: Using Definition 5.1, and a local setting t = zu, we obtain
Dδ,µ;p;q;λ;mz {zβ} =
1
Γ(−δ)
√
2p
pi
∫ z
0
(z − t)−δ−1tβRK
(
pz2m
tm(z − t)m ,−µ−
1
2
, q, λ
)
dt
=
zβ−δ
Γ(−δ)
√
2p
pi
∫ 1
0
(1− u)(−δ+ 12 )− 32u(β+ 32 )− 32RK
(
p
um(1− u)m ,−µ−
1
2
, q, λ
)
du
=
zβ−δ
Γ(−δ)Bµ(β +
3
2
,−δ + 1
2
; p; q;λ;m).

More generally, we give the generalized extended Riemann-Liouville fractional derivative of an analytic function f(z)
at the origin.
Lemma 5.2 Let ℜ(δ) < 0. If a function f(z) is analytic at the origin, then
Dδ,µ;p;q;λ;mz {f(z)} =
∞∑
n=0
anD
δ,µ;p;q;λ;m
z {zn}.
Proof: Since f is analytic at the origin, its Maclaurin expansion is given by f(z) =
∑∞
n=0 anz
n (for |z| < ρ with
ρ ∈ R+ is the convergence radius). By substituting entire power series in Definition 5.1, we obtain
Dδ,µ;p;q;λ;mz {f(z)} =
1
Γ(−δ)
√
2p
pi
∫ z
0
(z − t)−δ−1RK
(
pz2m
tm(z − t)m ,−µ−
1
2
; q;λ
) ∞∑
n=0
ant
ndt.
By virtue of the uniform continuity on the convergence disk, we can do integration term by term in the equation
above. Thus
Dδ,µ;p;q;λ;mz {f(z)} =
∞∑
n=0
an
{
1
Γ(−δ)
√
2p
pi
∫ z
0
(z − t)−δ−1RK
(
pz2m
tm(z − t)m ,−µ−
1
2
; q;λ
)
tndt
}
=
∞∑
n=0
anD
δ,µ;p;q;λ;m
z {zn}.

Corollary 5.1
Dδ,µ;p;q;λ;mz {(1− z)−α} =
z−δ
Γ(−δ)B
(
3
2
,−δ + 1
2
)
Fµ(α,
3
2
,−δ + 2; z; q;λ; p;m),
where ℜ(α) > 0 and ℜ(δ) < 0.
Proof: Using binomial Theorem for (1− z)−α and Lemma 5.1, we obtain:
Dδ,µ;p;q;λ;mz {(1− z)−α} = Dδ,µ;p;q;λ;mz
{ ∞∑
n=0
(α)n
zn
n!
}
=
∞∑
n=0
(α)n
n!
Dδ,µ;p;q;λ;mz {zn}
=
z−δ
Γ(−δ)
∞∑
n=0
(α)nBµ(n+
3
2
,−δ + 1
2
; p, q;λ;m)
zn
n!
.
Hence the result. 
Combining previous Lemmas, we obtain the generalized extended derivative of the product of analytic function
with a power function.
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Theorem 5.1 Let ℜ(δ) < 0. Suppose that a function f(z) is analytic at the origin with its Maclaurin expansion
given by f(z) =
∑∞
n=0 anz
n, (|z| < ρ) for some ρ ∈ R+. Then we have
Dδ,µ;p;q;λ;mz {zβ−1f(z)} =
∞∑
n=0
anD
δ,µ;p;q;λ;m
z {zβ+n−1} =
zβ−δ−1
Γ(−δ)
∞∑
n=0
anBµ(β + n+
1
2
,−δ + 1
2
; p; q;λ;m)zn. (5.7)
A subsequent result can be given as follows
Theorem 5.2 For ℜ(δ) > ℜ(β) > −12 , we have
Dβ−δ,µ;p;q;λ;mz {zβ−1(1− z)−α} =
zδ−1
Γ(δ − β)B(β +
1
2
, δ− β + 1
2
)Fµ(α, β +
1
2
; δ +1; z; q;λ; p;m) (|z| < 1; α ∈ C). (5.8)
Proof: The result is easily established by taking f(z) = (1− z)−α, so we have
Dβ−δ,µ;p;q;λ;mz {zβ−1(1− z)−α} = Dβ−δ,µ;p;q;λ;mz {zβ−1
∞∑
k=0
(α)k
zk
k!
}
=
∞∑
k=0
(α)k
k!
Dβ−δ,µ;p;q;λ;mz {zβ+k−1}
=
∞∑
k=0
(α)k
k!
Bµ(β + k +
1
2 , δ − β + 12 ; p; q;λ;m)
Γ(δ − β) z
δ+k−1.
By the expression (3.1), we get
Dβ−δ,µ;p;q;λ;mz {zβ−1(1− z)−α} =
zδ−1
Γ(δ − β)B(β +
1
2
, δ − β + 1
2
)Fµ(α, β +
1
2
; δ + 1; z; q;λ; p;m).

Theorem 5.3 For ℜ(δ) > ℜ(β) > −12 , ℜ(α) > 0, ℜ(γ) > 0, |az| < 1 and |bz| < 1. Then, the following generating
relation holds true
Dβ−δ,µ;p;q;λ;mz {zβ−1(1− az)−α(1− bz)−γ} =
zδ−1
Γ(δ − β)B
(
β +
1
2
, δ − β + 1
2
)
F1,µ(β +
1
2
, α, γ; δ + 1; az, bz; q;λ; p;m).
(5.9)
Proof: By applying the binomial Theorem to (1− az)−α and (1− bz)−γ and making use of Lemmas 5.1 and 5.2, we
obtain
Dβ−δ,µ;p;q;λ;mz {zβ−1(1− az)−α(1− bz)−γ} = Dβ−δ,µ;p;q;λ;mz {zβ−1
∞∑
k=0
∞∑
r=0
(α)k(γ)r
(az)k
k!
(bz)r
r!
}
=
∞∑
k,r=0
(α)k(γ)rD
β−δ,µ;p;q;λ;m
z {zβ+k+r−1}
ak
k!
br
r!
= zδ−1
∞∑
k,r=0
(α)k(γ)r
Bµ(β + k + r +
1
2 , δ − β + 12 ; p; q;λ;m)
Γ(δ − β)
(az)k
k!
(bz)r
r!
.
By using (4.1), we can get
Dβ−δ,µ;p;q;λ;mz {zβ−1(1− az)−α(1− bz)−γ} =
zδ−1
Γ(δ − β)B
(
β +
1
2
, δ − β + 1
2
)
F1,µ(β +
1
2
, α, γ; δ + 1; az, bz; q;λ; p;m).

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Theorem 5.4 For ℜ(δ) > ℜ(β) > −12 , ℜ(α) > 0, ℜ(γ) > 0, ℜ(τ) > 0, |az| < 1, |bz| < 1 and |cz| < 1.
Then we have
Dβ−δ,µ;p;q;λ;mz {zβ−1(1−az)−α(1−bz)−γ(1−cz)−τ } =
zδ−1
Γ(δ − β)B
(
β +
1
2
, δ − β + 1
2
)
F 3D,µ(β+
1
2
, α, γ, τ ; δ+1; az, bz; q;λ; p;m).
(5.10)
Proof: The proof is similar to that of Theorem 5.3, it is sufficient to use the binomial Theorem for (1 − az)−α,
(1− bz)−γ , (1− cz)−τ , then applying Lemmas 5.1 and 5.2. 
Theorem 5.5 For ℜ(δ) > ℜ(β) > −12 , ℜ(α) > 0, ℜ(τ) > ℜ(γ) > 0,
∣∣∣ x1−z ∣∣∣ < 1 and |x|+ |z| < 1, we have
Dβ−δ,µ;p;q;λ;mz {zβ−1(1− z)−αFµ(α, γ; τ ;
x
1− z ; q;λ; p;m)}
= zδ−1
B(β + 12 , δ − β + 12)
Γ(δ − β) F2,µ(α, γ, β +
1
2
, τ ; δ + 1;x, z; q;λ; p;m). (5.11)
Proof: By the binomial formula and according to Definition 3.1, we expand zβ−1(1− z)−αFµ(α, γ; τ ; x1−z ; q;λ; p;m)
to get
Dβ−δ,µ;p;q;λ;mz
{
zβ−1(1− z)−αFµ(α, γ; τ ; x
1− z ; q;λ; p;m)
}
= Dβ−δ,µ;p;q;λ;mz
{
zβ−1(1− z)−α
∞∑
n=0
(α)n
n!
Bµ(γ + n, τ − γ; q;λ; p;m)
B(γ, τ − γ)
(
x
1− z
)n}
=
∞∑
n=0
(α)n
Bµ(γ + n, τ − γ; q;λ; p;m)
B(γ, τ − γ) D
β−δ,µ;p;q;λ;m
z {zβ−1(1− z)−α−n}
xn
n!
.
In order to exhibit F2,µ, we apply Theorem 5.2 for D
β−δ,µ;p;q;λ;m
z {zβ−1(1 − z)−α−n} and substitute the extended
hypergeometric function Fµ by its series representation, we obtain
Dβ−δ,µ;p;q;λ;mz {zβ−1(1− z)−αFµ(α, γ; τ ;
x
1− z ; q;λ; p;m)}
=
zδ−1
Γ(δ − β)B(β +
1
2
, δ − β + 1
2
)
∞∑
n,k=0
(α)n+k
Bµ(γ + n, τ − γ; q;λ; p;m)
B(γ, τ − γ) ×
Bµ(β + k +
1
2 , δ − β + 12 ; q;λ; p;m)
B(β + 12 , δ − β + 12)
xnzk
n!z!
=
zδ−1
Γ(δ − β)B(β +
1
2
, δ − β + 1
2
)F2,µ(α, γ, β +
1
2
, τ ; δ + 1;x, z; q;λ; p;m).
This completes the proof. 
Proposition 5.1 (Mellin transform) The following expression holds true
M{Dδ,µ,p;q;λ;mz zβ, p→ s} = 2s−1zβ−δ
1√
pi
B
(
β +m(s+
1
2
) + 1,−δ +m(s+ 1
2
)
)
×Γ
(
s− µ
2
)
Γ
(
s+ µ+ 1
2
)
Φ
(
λ,
s+ µ+ 1
2
, q
)
, (5.12)
for ℜ(µ) ≥ 0, m > 0 and ℜ(s) > max
{
ℜ(µ),−12 − 1m − ℜ(β)m , ℜ(δ)m − 12
}
.
Proof: We can prove this result by applying Mellin transform and using Lemma 5.1.
M{Dδ,µ,p;q;λ;mz zβ, p→ s} =
1
Γ(−δ)
∫ ∞
0
ps−1zβ−δBµ(β +
3
2
,−δ + 1
2
; p; q;λ;m)dp
=
zβ−δ
Γ(−δ)
∫ ∞
0
ps−1Bµ(β +
3
2
,−δ + 1
2
; p; q;λ;m)dp
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As the last integral is the Mellin transform of Bµ(β+
3
2 ,−δ+ 12 ; p; q;λ;m), the result immediately follows via Proposition
2.9. 
Proposition 5.2 The following expression holds true
M{Dδ,µ,p;q;λ;mz (1− z)−β , p→ s} = 2s−1z−δ
1√
pi
B
(
m(s+
1
2
) + 1,−δ +m(s+ 1
2
)
)
Γ
(
s− µ
2
)
Γ
(
s+ µ+ 1
2
)
×Φ
(
λ,
s+ µ+ 1
2
, q
)
2F1(β,m(s +
1
2
) + 1;−δ +m(2s + 1) + 1; z), (5.13)
where ℜ(µ) ≥ 0, ℜ(δ) < 0, m > 0, |z| < 1, ℜ(s) > max {ℜ(µ),−12 + 1m , δm − 12} and 2F1 is the well-known Gauss
hypergeometric function.
Proof: The result can be proved using the binomial Theorem for (1− z)−α and the Mellin transform of the general
term. Indeed,
M{Dδ,µ;p;q;λ;mz {(1 − z)−α}, p→ s} =M{Dδ,µ;p;q;λ;mz
{ ∞∑
n=0
(α)n
zn
n!
}
, p→ s} =
∞∑
n=0
(α)n
n!
M{Dδ,µ;p;q;λ;mz zn, p→ s}}
=
∞∑
n=0
(α)n
n!
2s−1zn−δ
1√
pi
B
(
n+m(s+
1
2
) + 1,−δ +m(s+ 1
2
)
)
Γ
(
s− µ
2
)
Γ
(
s+ µ+ 1
2
)
Φ
(
λ,
s+ µ+ 1
2
, q
)
.
= 2s−1z−δ
1√
pi
Γ
(
s− µ
2
)
Γ
(
s+ µ+ 1
2
)
Φ
(
λ,
s+ µ+ 1
2
, q
) ∞∑
n=0
(α)n
n!
B
(
n+m(s+
1
2
) + 1,−δ +m(s+ 1
2
)
)
zn
= 2s−1z−δ
1√
pi
B
(
m(s+
1
2
) + 1,−δ +m(s+ 1
2
)
)
Γ
(
s− µ
2
)
Γ
(
s+ µ+ 1
2
)
Φ
(
λ,
s+ µ+ 1
2
, q
)
×2F1(β,m(s + 1
2
) + 1;−δ +m(2s+ 1) + 1; z).

6 Generating function involving the extended generalized Gauss hypergeomet-
ric function
In this section, we establish some generating functions for the generalized Gauss hypergeometric functions.
Theorem 6.1 Let ℜ(β) > 0 and ℜ(γ) > ℜ(α) > −12 . Then we have
∞∑
n=0
(β)n
n!
Fµ(β + n, α+
1
2
; γ + 1; z; q; p;λ;m)tn = (1− t)−βFµ
(
β, α +
1
2
; γ + 1;
z
1− t ; q; p;λ;m
)
, (6.1)
where |z| < min{1, |1 − t|}.
Proof: By considering the following elementary identity
(1− z)−β
(
1− t
1− z
)−β
= (1− t)−β
(
1− z
1− t
)−β
and expanding its left-hand side to give
(1− z)−β
∞∑
n=0
(β)n
n!
(
t
1− z
)n
= (1− t)−β
(
1− z
1− t
)−β
, for |t| < |1− z|. (6.2)
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Multiplying both sides of (6.2) by zα−1 and applying the extended Riemann-Liouville fractional derivative operator
Dα−γ;µ;q;p;λ;m, we find
Dα−γ;µ;q;p;λ;m
{ ∞∑
n=0
(β)nt
n
n!
zα−1(1− z)−β−n
}
= Dα−γ;µ;q;p;λ;m{(1 − t)−βzα−1(1− z
1− t)
−β}.
Uniform convergence of the involved series allows us to permute the summation and fractional derivative operator to
get
∞∑
n=0
(β)n
n!
Dα−γ;µ;q;p;λ;m{zα−1(1− z)−β−n}tn = (1− t)−βDα−γ;µ;q;p;λ;m{zα−1(1− z
1− t)
−β}. (6.3)
The result easily follows using Theorem 5.2. 
Theorem 6.2 Let ℜ(β) > 0, ℜ(τ) > 0 and ℜ(γ) > ℜ(α) > −12 . Then we have
∞∑
n=0
(β)n
n!
Fµ(β − n, α+ 1
2
; γ + 1; z; q; p;λ;m)tn = (1− t)−βF1,µ(α+ 1
2
, τ, β; γ + 1; z;
−zt
1− t ; q; p;λ;m),
where |z| < 1, |t| < |1− z| and |z||t| < |1− t|.
Proof: By considering the following identity
[1− (1− z)t]−β = (1− t)−β(1 + zt
1− t)
−β,
and expanding its left-hand side as power series, we get
∞∑
n=0
(β)n
n!
(1− z)ntn = (1− t)−β(1− −zt
1− t)
−β , for |t| < |1− z|.
Multiplying both sides by zα−1(1 − z)−τ and applying the definition of the extended Riemann-Liouville fractional
derivative operator Dα−γ;µ;q;p;λ;mz on both sides, we find
Dα−γ;µ;q;p;λ;mz
{ ∞∑
n=0
(β)n
n!
zα−1(1− z)−τ (1− z)ntn
}
= Dα−γ;µ;q;p;λ;mz
{
(1− t)−βzα−1(1− z)−τ (1− −zt
1− t)
−β
}
.
Interchanging the order of the summation and fractional derivative under the given conditions, we obtain
∞∑
n=0
(β)n
n!
Dα−γ;µ;q;p;λ;m{zα−1(1− z)−τ+n}tn = (1− t)−βDα−γ;µ;q;p;λ;m
{
zα−1(1− z)−τ (1− z
1− t)
−β
}
.
Finally, the desired result follows by Theorems 5.2 and 5.3. 
Theorem 6.3 Let ℜ(ξ) > ℜ(υ) > −12 , ℜ(γ) > ℜ(α) > −12 and ℜ(β) > 0. Then we have
∞∑
n=0
(β)n
n!
Fµ(β + n, α+
1
2
; γ + 1; z; q;λ; p;m)Fµ(−n, υ + 1
2
; ξ + 1;u; q;λ; p;m)tn
= (1− t)−βF2,µ
(
β, α +
1
2
, υ +
1
2
; γ + 1, ξ + 1;
z
1− t ,
−ut
1− t ; q;λ; p;m
)
.
where |z| < 1, |1−u1−z t| < 1 and | z1−t |+ | ut1−t | < 1.
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Proof: By replacing t by (1− u)t in (6.1) and multiplying both sides of the resulting identity by uυ−1, we get
∞∑
n=0
(β)n
n!
Fµ(β + n, α+
1
2
; γ + 1; z; q;λ; p;m)uυ−1(1− u)ntn
= uυ−1[1− (1− u)t]−βFµ
(
β, α+
1
2
; γ + 1;
z
1− (1− u)t ; q;λ; p;m
)
, (6.4)
where R(β) > 0 and R(γ) > R(α) > −12 .
Next, applying the fractional derivative Dυ−ξ,µ;q;λ;p;m to both sides of (6.4) and changing the order of the sum-
mation and the fractional derivative under conditions |z| < 1, |1−u1−z t| < 1 and | z1−t |+ | ut1−t | < 1, yields
∞∑
n=0
(β)n
n!
Fµ(β + n, α+
1
2
; γ + 1; z; q;λ; p;m)Dυ−ξ,µ;q;λ;p;m{uυ−1(1− u)n}tn
= Dυ−ξ,µ;q;λ;p;m
{
uυ−1[1− (1− u)t]−βFµ
(
β, α +
1
2
; γ + 1;
z
1− (1− u)t ; q;λ; p;m
)}
,
The last identity can be written as follows:
∞∑
n=0
(β)n
n!
Fµ(β + n, α+
1
2
; γ + 1; z; q;λ; p;m)Dυ−ξ,µ;q;λ;p;m{uυ−1(1− u)n}tn
= (1− t)−βDυ−ξ,µ;q;λ;p;m
{
uυ−1
[
1− −ut
1− t
]−β
Fµ
(
β + n, α+
1
2
; γ + 1;
z
1−t
1− −ut1−t
; q;λ; p;m
)}
.
Thus, by using Theorems 5.2 and 5.5 in the resulting identity, we obtain the desired result. 
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