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ESTIMATING THE KOEBE RADIUS FOR
POLYNOMIALS
DMITRIY DMITRISHIN, ANDREY SMORODIN, AND ALEX STOKOLOS
Abstract. For a pair of conjugate trigonometrical polynomials
C(t) =
∑N
j=1 aj cos jt, S(t) =
∑N
j=1 aj sin jt with real coefficients
and normalization a1 = 1 we solve the extremal problem
sup
a2,...,aN
(
min
t
{< (F (eit)) : = (F (eit)) = 0}) = −1
4
sec2
pi
N + 2
.
We show that the solution is unique and is given by
a
(0)
j =
1
U ′N
(
cos piN+2
)U ′N−j+1(cos piN + 2
)
Uj−1
(
cos
pi
N + 2
)
,
where the Uj (x) are the Chebyshev polynomials of the second
kind, j = 1, . . . , N. As a consequence, we obtain some theorems
on covering of intervals by polynomial images of the unit disc. We
formulate several conjectures on a number of extremal problems
on classes of polynomials.
1. Introduction
One of the fundamental problems in nonlinear dynamics is suppres-
sion of the chaotic regime of a system [22, 1]. To solve this problem,
various schemes connected with special representation of the delayed
feedback (DFC) have been suggested [25, 4, 7]. The classical linear
DFC scheme [24] is only applicable for a limited range of parameters
involved in the nonlinear system [28, 8]. On the other hand, the non-
linear DFC scheme with several delays allows solving the problem of
controling chaos in a fairly general case [9, 10]. At the same time, it
is necessary to keep the length of the prehistory applied at a mini-
mal possible level. The problem reduces to the following optimization
problem: find
(1) GN = sup∑N
j=1 aj=1
min
t
{<(F (eit)) : =(F (eit)) = 0},
Key words and phrases. Geometric complex analysis, Koebe radius, Suffridge
polynomials, positive trigonometric polynomials.
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where the supremum is taken over all real a1, . . . , an summing to 1 and
where F (z) =
∑N
j=1 ajz
j, and also find a polynomial F that achieves
the supremum. The coefficients a0j of this polynomial determine the
parameters of the required DFC.
This problem is solved in [10]:
GN = −tan2 pi
2(N + 1)
,
a0j =
2N
N + 1
tan
pi
2(N + 1)
(
1− j − 1
N
)
sin
jpi
N + 1
, j = 1, . . . , N,
and the coefficients a0j can be expressed through Chebyshev polynomi-
als of the second kind:
a01 =
2N
N + 1
(
1− cos pi
N + 1
)
,
a0j = a
0
1
(
1− j − 1
N
)
Uj−1
(
cos
pi
N + 1
)
, j = 2, . . . , N,
where
Uj (x) = Uj (cos t) =
sin(j + 1)t
sin t
= 2jxj + . . . .
The polynomial
(2) S (z) = a01
N∑
j=1
(
1− j − 1
N
)
Uj−1
(
cos
pi
N + 1
)
zj
was first considered in [27] and is called the Suffridge polynomial. The
polynomial is univalent. Various properties of these polynomials were
obtained in [2, 6].
The Suffridge polynomial has S (0) = 0, S (1) = 1, so it is natural to
restrict problem (1) to polynomials with this normalization. Such an
optimization problem also appears in linear feedback control.
So, let us consider the following problem:
Problem 1. Find
JN = sup
a2,...,aN∈R
(
min
t
{< (F (eit)) : = (F (eit)) = 0})
where F (z) = z +
∑N
j=2 ajz
j, and find the extremal polynomial F .
It is clear that = (F (eit)) = 0 when t = 0 or t = pi.
ESTIMATING THE KOEBE RADIUS FOR POLYNOMIALS 3
2. Auxiliary results
First, we prove a property of the image of the unit disc under a
polynomial mapping.
Lemma 1. Let F (z) = z + a2z
2 + . . .+ aNz
N (aj ∈ C, j = 2, . . . , N),
and let D = {z : |z| < 1} be the unit disc. Then F (D) contains a disc
of radius 1
N
centered at zero.
Proof. Let γ ∈ C and assume that F (z) takes the value γ for no z ∈ D.
Since |F (z)| ≤ 1 +∑Nj=2 |aj| for all z ∈ D, such values exist. Then the
polynomial −γ + F (z) does not vanish for z ∈ D, and the reciprocal
polynomial zN (−γ + F (z−1)) = −γzN + zN−1 + a2zN−2 + aN is Schur
stable. The Vieta theorem now implies
∣∣∣ 1γ ∣∣∣ ≤ N , hence |γ| ≥ 1N . 
Remark 1. The Vieta theorem implies that
∣∣∣ajγ ∣∣∣ ≤ (Nj ), j = 1, . . . , N ,
therefore
∑N
j=1
∣∣∣ajγ ∣∣∣ ≤ 2N − 1 and ∑Nj=1 |aj| ≤ (2N − 1) |γ|.
The following lemma about factorization of conjugate trigonomet-
rical polynomials can be considered as a real analogue of the Be´zout
theorem.
Lemma 2. Let
(3) C(t) =
N∑
j=1
aj cos jt, S(t) =
N∑
j=1
aj sin jt
be a couple of conjugate trigonometrical polynomials with real coeffi-
cients. Suppose that
(4) S(t1) = . . . = S(tm) = 0, C(t1) = . . . = C(tm) = γ,
for some t1, . . . , tm ∈ (0, pi) with 2m ≤ n. Then the trigonometrical
polynomials (3) have a representation of the form
C(t) = γ +
m∏
k=1
(cos t− cos tk) ·
N−m∑
j=m
αj cos jt,
S(t) =
m∏
k=1
(cos t− cos tk) ·
N−m∑
j=m
αj sin jt,
where the coefficients αm, . . . , αN−m are uniquely determined by γ, a1, . . . , aN ,
and αm = −2mγ, a1 = αm+12m − αm2m−1
∑m
j=1 cos tj.
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Proof. Consider the algebraic polynomial
F (z) = −γ +
n∑
j=1
ajz
j.
Then C(t) = γ + < (F (eit)) and S(t) = = (F (eit)). Because of (4),
F (eitj) = F (e−itj) = 0 for j = 1, . . . ,m. By the Fundamental Theorem
of Algebra there are numbers β1, . . . , βn−2m such that
F (z) =
(
m∏
k=1
(
z − eitk) (z − e−itk))(−γ + n−2m∑
j=1
βjz
j
)
.
Let us write
m∏
j=1
(
z − eitj) (z − e−itj) = m∏
j=1
(
z2 − 2z cos tj + 1
)
= 2mzm
m∏
j=1
(
1
2
(
z +
1
z
)
− cos tj
)
.
Then
F (z) =
m∏
k=1
(
1
2
(
z +
1
z
)
− cos tk
)(
−2mγzm + 2m
n−2m∑
j=1
βjz
m+j
)
.
Therefore
< (F (eit)) = m∏
k=1
(cos t− cos tk)
(
−2mγ cosmt+ 2m
n−m∑
j=m+1
βj−m cos jt
)
,
= (F (eit)) = m∏
k=1
(cos t− cos tk)
(
−2mγ sinmt+ 2m
n−m∑
j=m+1
βj−m sin jt
)
,
which implies that
C(t) = γ +
m∏
k=1
(cos t− cos tk) ·
N−m∑
j=m
αj cos jt,
S(t) =
m∏
k=1
(cos t− cos tk) ·
N−m∑
j=m
αj sin jt
with αm = −2mγ and αm+j = 2mβj for j = 1, . . . , n− 2m.
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Further,
F ′ (z) =
d
dz
(
m∏
j=1
(
z2 − 2z cos tj + 1
)(−γ + n−2m∑
j=1
βjz
j
))
= 2
(
−γ +
n−2m∑
j=1
βjz
j
)
m∑
k=1
(z − cos tk)
m∏
j=1
j 6=k
(
z2 − 2z cos tj + 1
)
+
m∏
j=1
(
z2 − 2z cos tj + 1
) n−2m∑
j=1
jβjz
j−1.
Hence F ′ (0) = −2γ∑mk=1 cos tk + β1 = − αm2m−1∑mk=1 cos tk+αm+12m , which
proves the lemma. 
We will need some properties of Chebyshev polynomials of the second
kind.
Lemma 3. The following identities are valid:
Uj−1(x)Uj+k(x) = Uj(x)Uj+k−1(x)− Uk−1(x),
Uj+k(x) = Uj(x)Uk(x)− Uj−1(x)Uk−1(x),
d
dx
Uk(x) =
1
2(1− x2)((k + 2)Uk−1(x)− kUk+1(x))
=
1
1− x2 ((k + 1)Uk−1(x)− kxUk(x)).
Proof. This follows from the definition of Chebyshev polynomials by
straightforward computations. 
Now, let us define two N ×N matrices:
A =

0 1/2 0 0 . . .
1/2 0 1/2 0 . . .
0 1/2 0 1/2 . . .
0 0 1/2 0 . . .
. . . . . . . . . . . . . . .
 , B =

0 0 1/2 0 . . .
0 0 0 1/2 . . .
1/2 0 0 0 . . .
0 1/2 0 0 . . .
. . . . . . . . . . . . . . .
 .
Let I denote the unit matrix.
Lemma 4. det (4x2(I − A)− (I −B)) = 1
2N+2x
UN+1(x)U
′
N+1(x).
Proof. Set
ΦN = 4x
2(I−A)−(I−B) =

U2 −xU1 1/2 0 0 . . .
−xU1 U2 −xU1 1/2 0 . . .
1/2 −xU1 U2 −xU1 1/2 . . .
. . . . . . . . . . . . . . . . . .
 ,
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where U1 = 2x and U2 = 4x
2−1 are the Chebyshev polynomials of the
second kind of degree 1 and 2 respectively (we drop the variable in the
polynomials for brevity).
Let
Φ¯N =

−xU1 −xU1 1/2 0 . . .
1/2
0 ΦN−1
. . .
 .
We compute the determinant of ΦN by expanding along the first row:
(5) |ΦN | = U2 |ΦN−1|+ xU1
∣∣Φ¯N−1∣∣
− 1
2
(
xU1
∣∣Φ¯N−2∣∣+ 1
2
U2 |ΦN−3| − 1
8
|ΦN−4|
)
.
Similarly,
(6)
∣∣Φ¯N ∣∣ = −xU1 |ΦN−1|+ x
2
U1 |ΦN−2|+ 1
4
∣∣Φ¯N−2∣∣ .
Now, write (5) for |ΦN+1| and substitute
∣∣Φ¯N ∣∣ from (6):
|ΦN+1| = U2 |ΦN | − x2U21 |ΦN−1|+
x2
2
U21 |ΦN−2|
− 1
4
U2 |ΦN−2|+ 1
16
|ΦN−3| − x
2
U1
∣∣Φ¯N−1∣∣+ x
4
U1
∣∣Φ¯N−2∣∣ .
Taking into account (5), we will exclude
∣∣Φ¯N−1∣∣ and ∣∣Φ¯N−2∣∣ from the
last equation; note that the structure of (5) allows us to exclude the
whole linear combination −x
2
U1
∣∣Φ¯N−1∣∣+ x4U1 ∣∣Φ¯N−2∣∣ at one go, which
is crucial:
|ΦN+1| =
(
U2 − 12
) |ΦN |+ (12U2 − x2U21 ) |ΦN−1|
+
(
x2
2
U21 − 14U2
)
|ΦN−2|+
(
1
16
− 1
8
U2
) |ΦN−3|+ 132 |ΦN−4| .
Note that U2− 12 = 4x2− 32 and 12U2−x2U21 = −4x4+2x2− 12 . Consider
the difference equation
(7) ZN+1 =
(
4x2 − 3
2
)(
ZN − 1
8
ZN−3
)
+
(
−4x4 + 2x2 − 1
2
)(
ZN−1 − 1
2
ZN−2
)
+
1
32
ZN−4.
It is a linear equation with constant coefficients (with respect to N)
of the fifth order. For any initial values of Z1, . . . , Z5 there exists a
unique solution ZN of (7) for N = 6, 7, 8, . . . . Note that the function
ZN = |ΦN | satisfies (7).
To prove the lemma, we have to show that the function φN =
1
2N+2x
UN+1(x)U
′
N+1(x) satisfies (7) and the initial conditions φj = |Φj|
for j = 1, 2, 3, 4, 5.
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We apply Lemma 3 to write
φN =
1
2N+3x(1− x2)UN+1(x) ((N + 3)UN(x)− (N + 1)UN+2(x)) .
The equalities
(8) φj = |Φj| , j = 1, 2, 3, 4, 5,
can easily be checked directly.
Denote UN−3 = ξ and UN−4 = η. By Lemma 3,
UN+j = ξUj+3 − ηUj+2, j = −2,−1, 0, 1, 2, 3.
After substituting φN in (7) we get
1
8
UN+2 ((N + 4)UN+1 − (N + 2)UN+3)
=
(
x2 − 3
8
)
UN+1 ((N + 3)UN − (N + 1)UN+2)
+
(
−2x4 + x2 − 1
4
)
UN ((N + 2)UN−1 −NUN+1)
+
(
2x4 − x2 + 1
4
)
UN−1 ((N + 1)UN−2 − (N − 1)UN)
+
(
−x2 + 3
8
)
UN−2 (NUN−3 − (N − 2)UN−1)
+
1
8
UN−3 ((N − 1)UN−4 − (N − 3)UN−2) .
Inserting the above formulas for UN+j, we can express everything through
the parameters ξ, η and the Chebyshev polynomials U0(x), . . . , U5(x).
As a result, the left and right sides become the same fourteenth degree
polynomial of the variables ξ, η, x, N :
− ((256N + 512)x11 − (640N + 1408)x9 + (576N + 1376)x7
− (224N + 576)x5 + (35N + 96)x3 − (3/2N + 9/2)x)ξ
− ((64N + 128)x9 − (128N + 288)x7 + (84N + 208)x5
− (20N + 54)x3 + (5/4N + 7/2)x)η + ((256N + 512)x10
− (576N + 1280)x8 + (448N + 1088)x6 − (140N + 368)x4
+ (15N + 42)x2 − (1/4N + 3/4))ξη,
which can be easily checked by computer.
Thus, φN satisfies (7). Because it satisfies the same initial conditions
(8), by the uniqueness of solution to the difference equation (7) with
given initial conditions we conclude that φN ≡ ΦN . 
8 DMITRIY DMITRISHIN, ANDREY SMORODIN, AND ALEX STOKOLOS
Corollary 1. The roots of the equation
det
(
4x2(I − A)− (I −B)) = 0
are the real numbers {±µj}b
N+1
2 c
j=1 , {±νj}
N−bN+12 c
j=1 , where µj = cos
jpi
N+2
,
U ′N+1 (νj) = 0, which can be ordered as
0 < µN+1
2
< νN−1
2
< . . . < ν1 < µ1 if N is odd,
0 < νN
2
< µN
2
< . . . < ν1 < µ1 if N is even.
The corollary follows from the fact that the zeros of the polynomials
UN+1(x) and U
′
N+1(x) are alternating.
Lemma 5. Let A and B be as in the previous lemma. The one-
parameter family
cδ(0)
(
cos
jpi
N + 2
)
,
where c ∈ R, δ(0)(x) = (U0(x)U1(x), . . . , UN−1(x)UN(x))T , and T de-
notes transposition, is a solution to the system of linear equations in δ,(
4cos2
jpi
N + 2
(I − A)− (I −B)
)
δ = 0, j = 1, . . . ,
⌊
N + 1
2
⌋
.
Proof. Let ΦN(x) = 4x
2(I −A)− (I −B), as in the proof of Lemma 4.
Let us multiply this matrix by the vector δ(0)(x) and write the product
in coordinates:(
4x2 − 1)U0(x)U1(x)− 2x2U1(x)U2(x) + 1
2
U2(x)U3(x) = 0,
− 2x2U0(x)U1(x) +
(
4x2 − 1)U1(x)U2(x)− 2x2U2(x)U3(x)
+
1
2
U3(x)U4(x) = 0,
1
2
Uj(x)Uj+1(x)− 2x2Uj+1(x)Uj+2(x) +
(
4x2 − 1)Uj+2(x)Uj+3(x)
− 2x2Uj+3(x)Uj+4(x) + 1
2
Uj+4(x)Uj+5(x) = 0, j = 0, . . . , N − 5,
1
2
UN−4(x)UN−3(x)− 2x2UN−3(x)UN−2(x)
+
(
4x2 − 1)UN−2(x)UN−1(x)− 2x2UN−1(x)UN(x) = 0,
1
2
UN−3(x)UN−2(x)− 2x2UN−2(x)UN−1(x)
+
(
4x2 − 1)UN−1(x)UN(x) = 0.
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Now let us make the substitutions
Uj(x)→ 1
2 sin pi
N+2
(
ξj+1 − ξ−(j+1))
and
x→ cos pi
N + 2
=
1
2
(
ξj+1 + ξ−(j+1)
)
.
The first N − 2 equations are identities for any ξ, in particular for
ξ = ei
jpi
N+2 . The next to last and the last equations are equivalent to(
ξ2N+2 − 1) (1− ξ2N+4) = 0,(−2ξ2N+2 − ξ2N + ξ2 + 2) (1− ξ2N+4) = 0.
Both these equations have roots ξ = ei
jpi
N+2 . 
We will need the following trigonometric identity.
Lemma 6. For any k = 0, 1, . . . , N − 1,
2
N−k∑
j=1
sin
(j + 1)pi
N + 2
sin
(j + k)pi
N + 2
= (N − k − 1) sin kpi
N + 2
sin
pi
N + 2
+
1
2
cos pi
N+2
sin pi
N+2
(
(N − k + 3) sin (k + 1)pi
N + 2
− (N − k + 1) sin (k − 1)pi
N + 2
)
.
Proof. We have
2
N−k∑
j=1
sin
(j + 1)pi
N + 2
sin
(j + k)pi
N + 2
=
N−k∑
j=1
(
cos
(k − 1)pi
N + 2
− cos (2j + k + 1)pi
N + 2
)
= (N − k) cos (k − 1)pi
N + 2
− cos (k + 1)pi
N + 2
N−k∑
j=1
cos
2jpi
N + 2
+ sin
(k + 1)pi
N + 2
N−k∑
j=1
sin
2jpi
N + 2
= (N − k) cos (k − 1)pi
N + 2
− cos (k + 1)pi
N + 2
(
− cos2 (N − k + 1)pi
N + 2
+
cos pi
N+2
sin pi
N+2
sin
(N − k + 1)pi
N + 2
× cos (N − k + 1)pi
N + 2
)
+ sin
(k + 1)pi
N + 2
(
−cos
pi
N+2
sin pi
N+2
cos2
(N − k + 1)pi
N + 2
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− sin (N − k + 1)pi
N + 2
cos
(N − k + 1)pi
N + 2
+
cos3 pi
N+2
sin pi
N+2
+ sin
pi
N + 2
× cos pi
N + 2
)
= (N − k) cos (k − 1)pi
N + 2
+
1
sin pi
N+2
((
− sin (k + 1)pi
N + 2
cos
pi
N + 2
+ sin
pi
N + 2
cos
(k + 1)pi
N + 2
)
+ sin
(k + 1)pi
N + 2
cos
(k + 1)pi
N + 2
(
cos
pi
N + 2
cos
(k + 1)pi
N + 2
+ sin
pi
N + 2
sin
(k + 1)pi
N + 2
)
+ cos
pi
N + 2
sin
(k + 1)pi
N + 2
)
= (N − k) cos (k − 1)pi
N + 2
+
1
sin pi
N+2
(
cos
(k + 1)pi
N + 2
sin
pi
N + 2
+ sin
(k + 1)pi
N + 2
cos
pi
N + 2
)
= (N − k) cos (k − 1)pi
N + 2
+
1
sin pi
N+2
sin
(k + 2)pi
N + 2
.
On the other hand,
(N − k − 1) sin kpi
N+2
sin pi
N+2
+ 1
2
cos pi
N+2
sin pi
N+2
(
(N − k + 3) sin (k+1)pi
N+2
− (N − k + 1) sin (k−1)pi
N+2
)
= (N − k)
(
sin kpi
N+2
sin pi
N+2
+
cos pi
N+2
sin
(k+1)pi
N+2
2 sin pi
N+2
− cos
pi
N+2
sin
(k−1)pi
N+2
2 sin pi
N+2
)
+
(
− sin kpi
N+2
sin pi
N+2
+
3 cos pi
N+2
sin
(k+1)pi
N+2
2 sin pi
N+2
− cos
pi
N+2
sin
(k−1)pi
N+2
2 sin pi
N+2
)
= (N − k)
(
sin kpi
N+2
sin pi
N+2
+
cos pi
N+2
2 sin pi
N+2
2 cos kpi
N+2
sin pi
N+2
)
+
(
− sin kpi
N+2
sin pi
N+2
+
cos pi
N+2
sin
(k+1)pi
N+2
sin pi
N+2
+
cos pi
N+2
2 sin pi
N+2
2 cos kpi
N+2
sin pi
N+2
)
= (N − k) cos (k+1)pi
N+2
+ cos (k+1)pi
N+2
+
cos pi
N+2
sin
(k+1)pi
N+2
sin pi
N+2
= (N − k) cos (k+1)pi
N+2
+
sin
(k+2)pi
N+2
sin pi
N+2
.
These imply the identity in the lemma. 
3. The main result
Now, let us turn to Problem 1. Recall that the polynomials consid-
ered are of the form F (z) = z +
∑N
j=2 ajz
j.
Lemma 7. If a trigonometric polynomial = (F (eit)) has a zero in
(0, pi), then
min
t
{< (F (eit)) : = (F (eit)) = 0} < JN .
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Proof. Set
C(t) = < (F (eit)) = N∑
j=1
aj cos jt, S(t) = =
(
F
(
eit
))
=
N∑
j=1
aj sin jt,
where a1 = 1. Since the coefficients aj are real, we can restrict ourselves
to t ∈ [0, pi].
Let ρN(a2, . . . , aN) = mint∈[0,pi] {C(t) : S(t) = 0}. It is clear that
supaj ρN(a2, . . . , aN) increases in N , and by Lemma 1 it is bounded
from above by − 1
N
. In addition, ρ2(a2) = −1/2 if a2 = 1/2 and
by Lemma 1 we have J2 = −1/2. It follows from the comments to
Lemma 1 that
N∑
j=1
|aj| ≤ 1
2
(
2N − 1) .
So the supremum supaj ρN(a2, . . . , aN) can be taken over a bounded
set AR = {(a2, . . . , aN) :
∑N
j=2 |αj| ≤ R} for some R > 0.
The function ρN(a2, . . . , aN) is continuous on AR except at those
points (a2 . . . , aN) for which the minimum value of C(t) is achieved at
a zero of S(t) where this function does not change sign. The lower
limit of ρN(a2, . . . , aN) at each discontinuity point is equal to the value
of the function. This means that on AR the function ρN(a2, . . . , aN) is
lower semicontinuous.
Along with ρN(a2, . . . , aN) we will consider the function
ρˆN(a2, . . . , aN) = min {C(t) : t ∈ T ∪ {pi}} ,
where T is the set of points in (0, pi) where S(t) changes sign. As
T ∪ {pi} is contained in the set of zeros of S(t), we have
sup
(a2,...,aN )∈AR
ρN(a2, . . . , aN) ≤ sup
(a2,...,aN )∈AR
ρˆN(a2, . . . , aN).
Since ρˆN(a2, . . . , aN) is upper semicontinuous, it attains on AR a max-
imal value
ρˆ
(0)
N = max
(a2,...,aN )∈AR
ρˆN(a2, . . . , aN).
It follows from Lemma 1 that ρˆ
(0)
N < 0.
Let us call a pair of trigonometric polynomials
{
C(0)(t), S(0)(t)
}
at
which the maximum is achieved an optimal pair. Let us assume that
for the optimal polynomial S(0)(t) the set T = {t1, . . . , tq}, where 1 ≤
q ≤ N − 1, is not empty. Assume moreover that
min
{
C(0)(t1), . . . , C
(0)(tq)
}
= C(0)(t1),
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and
C(0)(t1) = C
(0)(tj), j = 1, . . . ,m (1 ≤ m ≤ q),
C(0)(t1) < C
(0)(tj), j = m+ 1, . . . , q.
Our goal is to show that T is in fact empty. For this purpose, we con-
struct an auxiliary class of polynomials with the first coefficient equal
to 1, and compare the value of ρˆN(a2, . . . , aN) for
{
C(0)(t), S(0)(t)
}
with
the value for a pair of conjugate trigonometric polynomials from the
auxiliary class.
Two cases are possible: 1. C(0)(t1) < C
(0)(pi) or 2. C(0)(pi) ≤
C(0)(t1).
Case 1. According to Lemma 2,
S(0)(t) =
m∏
k=1
(cos t− cos tk) ·
N−m∑
j=m
αj sin jt,
C(0)(t) = −αm
2m
+
m∏
k=1
(cos t− cos tk) ·
N−m∑
j=m
αj cos jt.
As C(0)(t1) = −αm2m and ρˆN(0) < 0, we have α(m)m > 0. In addition,
a1 = 1, so by Lemma 2,
αm+1
2m
− αm
2m−1
∑m
j=1 cos tj = 1.
Let us construct an auxiliary class of trigonometric polynomials
S(θ1 . . . , θm; t) = N(θ1 . . . , θm) ·
m∏
k=1
(cos t− cos θk)
N−m∑
j=m
αj sin jt,
C(θ1 . . . , θm; t) = N(θ1 . . . , θm) ·
(
−αm
2m
+
m∏
k=1
(cos t− cos θk)
N−m∑
j=m
αj cos jt
)
,
where N(θ1 . . . , θm) ensures that the first coefficient of S(θ1 . . . , θm; t)
and C(θ1 . . . , θm; t) is 1:
N(θ1 . . . , θm) =
1
αm+1
2m
− αm
2m−1
∑m
j=1 cos θj
.
The polynomials C(θ1 . . . , θm; t) and S(θ1 . . . , θm; t) are conjugate and
for {θ1, . . . , θm} = {t1 . . . , tm} coincide with C(0)(t) and S(0)(t) re-
spectively. Note that the set of sign changes o for S(θ1 . . . , θm; t) is
Tθ = {θ1, . . . , θm, tm+1, . . . , tq}.
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Finally, S(θ1 . . . , θm; t), C(θ1 . . . , θm; t) can be written as
S(θ1, . . . , θm; t) =
∏m
k=1 (cos t− cos θk)
∑N−m
j=m αj sin jt
αm+1
2m
− αm
2m−1
∑m
j=1 cos θj
,
C(θ1, . . . , θm; t) =
−αm
2m
+
∏m
k=1 (cos t− cos θk)
∑N−m
j=m αj cos jt
αm+1
2m
− αm
2m−1
∑m
j=1 cos θj
.
Let us show that the value ρˆN for {C(θ1 . . . , θm; t), S(θ1 . . . , θm; t)} is
greater than for {C0(t), S0(t)}, so the pair {C0(t), S0(t)} is not optimal.
It is clear that
C(θ1, . . . , θm; θ1) = . . . = C(θ1, . . . , θm; θm)
= −
αm
2m
αm+1
2m
− αm
2m−1
∑m
j=1 cos θj
=
1
2
∑m
j=1 cos θj − αm+1am
.
If 0 < |θj − tj| < ε for all j = 1, . . . ,m, then the value of 12∑mj=1 cos θj− αmαm−1
is close to −αm
2m
= C(0) (t1).
Since the cosine function decreases on (0, pi), the value of C(θ1 . . . , θm; θ1)
increases in each of the parameters θ1, . . . , θm. By continuity of trigono-
metric polynomials in t and in all coefficients we have
C(θ1 . . . , θm; θj > C
0(tj), j = 1, . . . ,m,∣∣C(θ1 . . . , θm; tj)− C0(tj)∣∣ < δ, j = m+ 1, . . . , q,∣∣C(θ1 . . . , θm; pi)− C0(pi)∣∣ < δ,
for any arbitrarily small δ for an appropriate choice of ε. These in-
equalities mean that
min{C(θ1, . . . , θm; θ1), . . . , C(θ1, . . . , θm; θm),
C(θ1, . . . , θm; tm+1), . . . , C(θ1, . . . , θm; tq), . . . , C(θ1, . . . , θm; pi)}
is larger than min {C0(t1), . . . , C0(tq), C0(pi)}, at least for sufficiently
small positive values of θj − tj, j = 1, . . . ,m. Thus, {C0(t), S0(t)} is
not optimal.
Case 2. We have C0(pi) = −αm
2m
−∏mk=1 (1 + cos tk)∑N−mj=m (−1)jαj,
C(θ1, . . . , θm; pi) = −
αm
2m
+
∏m
k=1 (1 + cos θk)
∑N−m
j=m (−1)jαj
αm+1
2m
− αm
2m−1
∑m
j=1 cos θj
,
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and C(t1 . . . , tm; pi) = C
0(pi). Since by the assumptions C0(pi) ≤ −αm
2m
,
it follows that
∑N−m
j=m (−1)jαj ≥ 0, and the value
αm
2m
+
m∏
k=1
(1 + cos θk)
N−m∑
j=m
(−1)jαj
decreases in each parameter θ1, . . . , θm. For small positive θj − tj, j =
1, . . . ,m the value αm+1
2m
− αm
2m−1
∑m
j=1 cos θj is close to 1 and increases
in each parameter θ1, . . . , θm. Thus, C(θ1, . . . , θm; pi) increases in each
θ1, . . . , θm as well. Moreover, the values C(θ1, . . . , θm; θj), j = 1, . . . ,m,
are all equal and also increase in θ1, . . . , θm. Hence, in this case too,
the pair {C0(t), S0(t)} is not optimal.
Thus, it is shown that the set T is empty, i.e., the optimal pair
{C0(t), S0(t)} satisfies S0(t) ≥ 0 for all t ∈ [0, pi]. 
3.1. Remarks. The idea of the proof is the construction of an auxil-
iary set of polynomials with further variation of the original polyno-
mial over this set. Suppose for S(0)(t) the set T is a disjoint union
T1∪T2, where T1 = {t1, . . . , tm}, T2 = {tm+1, . . . , tq}, and both sets are
nonempty. The trigonometric polynomial S(0)(t) is determined by the
parameters αm, . . . , αN−m and by the set T1.
Let us use the parameters αm, . . . , αN−m to build an auxiliary set of
polynomials.
First, let θj = tj, j = 1, . . . ,m. Further, we will vary the parameters
θ1, . . . , θm independently.
If C(0)(pi) < C(0)(t1) then as a result of variation we can ensure that
C(1)(pi) = C(1)(t1), where C
(1)(t) is obtained from C(0)(t) by variation
of parameters. Then we recalculate the set T1 = {t11, . . . , t1m1} for the
polynomial S(1)(t).
The parameters αm, . . . , αN−m remain the same because T2 does not
change. Then we construct a new auxiliary set.
For the new set we again vary θ1, . . . , θm1 until we get C
(2)(ts) =
C(1)(t11), ts ∈ T2. This means that T2 has at least one element less. For
S(2)(t) we construct a new auxiliary set. By variation of parameters one
can make T2 empty. In this case T1 will be either empty, or a singleton.
In the latter case by variation over the auxiliary set of polynomials we
achieve that T1 is empty. Finally, the set T will be empty.
It follows from Lemma 7 that the optimal polynomial is necessarily
typically real. Recall that the function is typically real in D if it is real
for at every real point of the disc and in all the others points of the disc
we have ={f(z)}={z} > 0. The set of all typically real polynomials of
degree ≤ N will be denoted by TN .
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Theorem 1. We have
JN = −1
4
sec2
pi
N + 2
,
a
(0)
j =
1
U ′N
(
cos pi
N+2
)U ′N−j+1(cos piN + 2
)
Uj−1
(
cos
pi
N + 2
)
.
Proof. By Lemma 7,
JN = sup
a1=1
(
min
t
{< (F (eit)) : = (F (eit)) = 0})
≤ max
a1=1
(
min
t∈T∪{pi}
{< (F (eit))}) ,
where T is the set of points in (0, pi) at which = (F (eit)) changes sign.
By Lemma 7 the maximum is achieved on the class TN , and if F
(0)
N (z)
is the optimal polynomial, then JN = F
(0)
N (−1).
Further, we have
=
(
F
(0)
N
(
eit
))
= sin t+
N∑
j=2
αj sin jt = β0 sin t
(
1 + 2
N−1∑
j=1
βj cos jt
)
,
where β0 = 1+
∑bN−12 c
j=1 α2j+1, β1 =
1
β0
∑bN2 c
j=1 α2j, β2 =
1
β0
∑bN−12 c
j=1 α2j+1,
. . ., βN−1 = 1β0αN . By Lemma 7 the trigonometric polynomial 1 +
2
∑N−1
j=1 βj cos jt is nonnegative on [0, pi], and therefore
JN = F
(0)
N (−1) = sup
F∈TN
{FN (−1)}
= sup
αj
{
−1 + α2 − α3 + . . . : 1 + 2
N−1∑
j=1
βj cos jt ≥ 0
}
= sup
βj
{
−1− β1
1− β2 : 1 + 2
N−1∑
j=1
βj cos jt ≥ 0
}
.
By the Feje´r-Riesz theorem [23, 6.5, problem 41] any nonnegative
trigonometric polynomial can be represented as the square of the mod-
ulus of some polynomial:
∣∣d1 + d2eit + . . .+ dNei(N−1)t∣∣2 = 1 + 2N−1∑
j=1
βj cos jt.
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Consequently,
d21 + d
2
2 + . . .+ d
2
n = 1,(9)
d1d2 + d2d3 + . . .+ dN−1dN = β1,(10)
d1d3 + d2d4 + . . .+ dN−2dN = β2,(11)
. . .
d1dN = βN−1.
Then we can write JN = maxdj
{
− 1−dTAd
1−dTBd : d
Td = 1
}
, where d =
(d1 . . . , dN)
T , and
A =

0 1/2 0 0 . . .
1/2 0 1/2 0 . . .
0 1/2 0 1/2 . . .
0 0 1/2 0 . . .
. . . . . . . . . . . . . . .
 ,
B =

0 0 1/2 0 . . .
0 0 0 1/2 . . .
1/2 0 0 0 . . .
0 1/2 0 0 . . .
. . . . . . . . . . . . . . .

are the N × N matrices of the quadratic forms (10) and (11), respec-
tively. Consequently,
JN = max
dj
{
−1−
dTAd
dT d
1− dTBd
dT d
}
= max
dj
{
−d
T (I − A)d
dT (I −B)d
}
= −min
dj
{
dT (I − A)d
dT (I −B)d
}
,
where I is the unit matrix. It is clear that the matrices I−A and I−B
are positive definite.
The problem of finding JN = −mindj
{
dT (I−A)d
dT (I−B)d
}
reduces to com-
puting generalized eigenvalues [20, 21]: if λ1 ≤ · · · ≤ λN are the roots
of the equation
det ((I − A)− λ(I −B)) = 0,
then JN = −λ1. Because I−A and I−B are positive definite, we have
λ1 > 0. The corresponding minimum is achieved on the generalized
eigenvector δ(0), which is determined from the relation (I − A)δ(0) =
λ1(I −B)δ(0).
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By Corollary 1,
JN = −λ1 = − 1
4cos2 pi
N+2
,
and by Lemma 5,
δ(0) = c
(
U0
(
cos
pi
N + 2
)
U1
(
cos
pi
N + 2
)
, . . . ,
UN−1
(
cos
pi
N + 2
)
UN
(
cos
pi
N + 2
))T
.
The next step is to find the coefficients a
(0)
j , j = 1, . . . , N . Note
that the scaling constant c appears as a factor to both numerator and
denominator in formula for a
(0)
j below, thus without loss of generality
we can take c = 1.
We have the following relations between δ
(0)
j , β
(0)
j and a
(0)
j :
β
(0)
j =
N−j∑
k=1
δ
(0)
k δ
(0)
k+j, j = 0, . . . , N − 1,
β
(0)
N = β
(0)
N+1 = 0,
a
(0)
j =
1
β
(0)
0 − β(0)2
(
β
(0)
j−1 − β(0)j+1
)
, j = 1, . . . , N,
where δ
(0)
j = Uj−1
(
cos pi
N+2
)
Uj
(
cos pi
N+2
)
, j = 1, . . . , N .
Denote x0 = cos
pi
N+2
. Then
β
(0)
0 −β(0)2 =
N∑
j=1
(Uj−1 (x0)Uj (x0))
2−
N−2∑
j=1
Uj−1 (x0)Uj (x0)Uj+1 (x0)Uj+2 (x0).
Lemma 3 implies that
Uj−1 (x0)Uj+1 (x0) = (Uj (x0))
2 − 1,
Uj (x0)Uj+2 (x0) = (Uj+1 (x0))
2 − 1.
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Taking into account that UN−j (x0) = Uj (x0) we get
β
(0)
0 − β(0)2 = (U0 (x0)U1 (x0))2
+
N−2∑
j=1
(Uj−1 (x0)Uj (x0))
2 + (UN−1 (x0)UN (x0))
2
−
N−2∑
j=1
(
(Uj (x0)Uj+1 (x0))
2 − (Uj (x0))2 − (Uj+1 (x0))2 + 1
)
= 2
N−1∑
j=1
(Uj (x0))
2 − (N − 2)
=
1
sin2 pi
N+2
(
2
N−1∑
j=1
sin2
pi(j + 1)
N + 2
− (N − 2)sin2 pi
N + 2
)
=
1
sin2 pi
N+2
(
N + 2 cos
2pi
N + 2
− (N − 2)sin2 pi
N + 2
)
= (N + 2) cot2
pi
N + 2
.
Thus,
β0(0)− β2(0) = (N + 2) x
2
0
1− x20
.
Similarly
β
(0)
k−1 − β(0)k+1 =
N−k+1∑
j=1
Uj−1 (x0)Uj (x0)Uj+k−2 (x0)Uj+k−1 (x0)
−
N−k−1∑
j=1
Uj−1 (x0)Uj (x0)Uj+k (x0)Uj+k+1 (x0).
Lemma 3 implies that
Uj−1 (x0)Uj+k (x0) = Uj (x0)Uj+k−1 (x0)− Uk−1 (x0) ,
Uj (x0)Uj+k+1 (x0) = Uj+1 (x0)Uj+k (x0)− Uk−1 (x0) .
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Then
β
(0)
k−1 − β(0)k+1 = U0 (x0)U1 (x0)Uk−1 (x0)Uk (x0)
+
N−k−1∑
j=2
Uj−1 (x0)Uj (x0)Uj+k−2 (x0)Uj+k−1 (x0)
+UN−k (x0)UN−k+1 (x0)UN−1 (x0)UN (x0)
N−k−1∑
j=1
Uj (x0)Uj+1 (x0)Uj+k−1 (x0)Uj+k (x0)
+
N−k−1∑
j=1
Uj (x0)Uj+k−1 (x0)Uk−1 (x0)
+
N−k−1∑
j=1
Uj+1 (x0)Uj+k (x0)Uk−1 (x0)− (N − k − 1)(Uk−1 (x0))2
= U1 (x0)Uk−1 (x0)Uk (x0) +
N−k−1∑
j=1
Uj+1 (x0)Uj+k (x0)Uk−1 (x0)
+
N−k−1∑
j=1
Uj (x0)Uj+k−1 (x0)Uk−1 (x0)
+UN−k (x0)UN−k+1 (x0)UN (x0)− (N − k − 1)(Uk−1 (x0))2
= 2Uk−1 (x0)
N−k∑
j=1
Uj (x0)Uj+k−1 (x0)− (N − k − 1)(Uk−1 (x0))2
=
Uk−1 (x0)
sin2 pi
N+2
(
2
N−k∑
j=1
sin
(j + 1)pi
N + 2
sin
(j + k)pi
N + 2
− (N − k − 1) sin kpi
N + 2
sin
pi
N + 2
)
.
Using the identity from Lemma 6 we get
β
(0)
k−1 − β(0)k+1 =
Uk−1 (x0)
sin2x0
cos pi
N+2
2 sin pi
N+2
(
(N − k + 3) sin (k + 1)pi
N + 2
− (N − k + 1) sin (k − 1)pi
N + 2
)
.
Further, using last formula from Lemma 3, and bearing in mind that
UN−j (x0) = Uj (x0), we can write
β
(0)
k−1 − β(0)k+1 = cos
pi
N + 2
Uk−1 (x0)U ′N−k+1 (x0) ,
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which yields
a
(0)
j =
β
(0)
j−1 − β(0)j+1
β
(0)
0 − β(0)2
=
1
N + 2
1− x20
x20
(
cos
pi
N + 2
Uk−1 (x0)U ′N−k+1 (x0)
)
=
1
U ′N
(
cos pi
N+2
)U ′N−j+1(cos pi
N + 2
)
Uj−1
(
cos
pi
N + 2
)
.
Here we have used U ′N
(
cos pi
N+2
)
= (N + 2)
cos pi
N+2
sin2 pi
N+2
.
Thus, the optimal polynomial F
(0)
N (z) has been constructed. Let us
show that the function ρN(a1, . . . , aN) attains its supremum equal to
ρˆ
(0)
N = maxa1=1
(
min
t∈T∪pi
<(F (0)N (eit))
)
.
To do that, consider the one-parameter family of conjugate trigono-
metric polynomials
C(ε)(t) =
C(0)(t)
1 + ε
+
ε
1 + ε
cos t, S(ε)(t) =
S(0)(t)
1 + ε
+
ε
1 + ε
sin t,
which obviously satisfy a1 = 1.
For all t ∈ (0, pi) and ε > 0 it is obvious that S(ε)(t) > 0. Since
C(ε)(pi) =
ρˆ
(0)
N
1 + ε
− ε
1 + ε
,
we have C(ε)(pi) < ρˆ
(0)
N and C
(ε)(pi)→ ρˆ(0)N as ε→ 0. Therefore
sup
a1=1
(
min
t
{< (FN (eit)) : = (FN (eit)) = 0})
= max
a1=1
(
min
t∈T∪{pi}
{
<
(
F
(0)
N
(
eit
))})
.
The theorem is proved. 
Corollary 2.
inf
a2,...,aN
(
max
t
{< (F (eit)) : = (F (eit)) = 0}) = 1
4
sec2
pi
N + 2
.
The coefficients of the extremal polynomial are
a
(0)
j =
(−1)j+1
U ′N
(
cos pi
N+2
)U ′N−j+1(cos piN + 2
)
Uj−1
(
cos
pi
N + 2
)
.
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4. The optimization problem and coverings
The first and most important result about covering line segments
and circles by a conformal mapping of the unit disc D = {z : |z| < 1}
is the well-known theorem of Koebe, whose complete proof was given by
Bieberbach in 1916. According to that theorem the image of D under
a univalent mapping with standard normalization contains a central
disc of radius 1/4. The sharpness of this constant is witnessed by the
function e−iθK(zeiθ), where
(12) K(z) =
z
(1− z)2
is called the Koebe function.
Several generalizations of covering theorems were given in [26, 19, 17].
In [9] the Koebe theorem was generalized to nonunivalent functions
with real coefficients by showing that the minimal simply connected
set that contains the image of D contains a central disc of radius 1/4.
The proof follows from the Riemann conformal mapping theorem and
the Lindelo¨f principle: the minimal simply connected set that contains
the image of D can be conformally mapped onto D by a function whose
derivative at the origin is greater than or equal to 1 [18].
Some such covering theorems can be proved for polynomials [12]. For
univalent polynomials F (z) = z +
∑N
j=2 ajz
j with real coefficients the
estimate of the Koebe radius R can be obtained via the Rogosinski-
Szego¨ estimate |a2| ≤ 2 cos 2ψN , where ψN = pi/(N + 3) if N is odd,
and ψN is the smallest positive root of the equation
(N + 4) sin(N + 2)ψN + (N + 2) sin(N + 4)ψN = 0
if N is even [29]. One can check that in the even case, pi/(N + 3) <
ψN < pi/(N + 2). Hence the Koebe radius has the estimate
(13) R ≥ 1
2 + max{|a2|} ≥
1
4 cos2 pi
N+3
.
This estimate from below can be completed by an estimate from above
by using the results of Section 3.
Theorem 2. The minimum simply connected set that contains the im-
age of D under the polynomial mapping F (z) = z+
∑N
j=2 ajz
j contains
the interval
(14)
(
−1
4
sec2
pi
N + 2
,
1
4
sec2
pi
N + 2
)
.
If the polynomial F (z) = z +
∑N
j=2 ajz
j is typically real, then the in-
terval (14) is covered by F (D).
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The interval (14) is best possible, as shown by
F (z) = z +
N∑
j=2
(−1)j−1ajzj,
where
a
(0)
j =
1
U ′N
(
cos pi
N+2
)U ′N−j+1(cos piN + 2
)
Uj−1
(
cos
pi
N + 2
)
.
Corollary 3. The Koebe radius R for typically real polynomials satis-
fies
(15) R ≤ 1
4 cos2 pi
N+2
.
Note that we cannot apply the Riemann Theorem and the Lindelo¨f
principle here because there is no guarantee that the univalent function
that maps the minimal simply connected set containing the image of
D onto D is a polynomial of degree ≤ N .
In [27, 2] the Suffridge polynomial was used to approximate the
Koebe function (12). Several extremal properties of the Suffridge poly-
nomials were established in [6, 11]. In particular, the following is valid.
Theorem 3. The minimal simply connected set that contains the image
of D under the polynomial map F (z) =
∑N
j=1 ajz
j with F (1) = 1
contains the interval
(16)
(
− tan2 pi
2(N + 2)
, 1
)
.
If F (z) is typically real then the interval (16) is covered by F (D).
In general, we cannot replace the interval (16) by a disc in this result.
Indeed, for even N the image of D under the univalent polynomial map
F (z) =
∑N
j=1 ajz
j with F (1) = 1 does contain the central disc of radius
tan2 pi
2(N+2)
. For odd N , on the contrary, the radius equals |F (eiτN )|,
where τN is the root of the equation F
′(eit) = 0 that is closest to pi.
5. Connection with nonnegative trigonometric
polynomials
Nonnegative trigonometric polynomials appear in many problems of
real analysis, theory of univalent maps, approximation theory, theory
of orthogonal polynomials on the unit cricle, number theory and other
branches of mathematics. The most natural and nicest examples of
application of nonnegative trigonometric polynomials occur in solving
extremal problems.
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Nonnegative trigonometric polynomials 1+
∑N
j=1 aj cos jt satisfy the
Feje´r inequality [23, 14]
|a1| ≤ 2 cos pi
N + 2
.
The inequality is sharp, with the unique extremal polynomial
2
N + 2
sin2
pi
N + 2
Φ
(1)
N (t),
where
Φ
(1)
N (t) =
(
cos N+2
2
t
cos t− cos pi
N+2
)2
.
The above polynomial has coefficients [13]
a
(0)
j =
1
N + 2
csc
pi
N + 2
·
(
(N − j + 3) sin pi(j + 1)
N + 2
− (N − j + 1) sin pi(j − 1)
N + 2
)
,
or by Lemma 3,
a
(0)
j =
2 sin2 pi
N+2
N + 2
U ′N−j+1
(
cos
pi
N + 2
)
.
In 1900 Feje´r [15] established that the trigonometric polynomial
1 + 2
N∑
j=1
(
1− j
N + 1
)
cos jt
is nonnegative by proving for it the representation
1 + 2
N∑
j=1
(
1− j
N + 1
)
cos jt =
1
N + 1
Φ
(2)
N (t),
where
Φ
(2)
N (t) =
(
sin N+1
2
t
sin t
2
)2
.
Further, Feje´r [23, 16] established an extremal property of Φ
(2)
N (t): the
maximum of a nonnegative trigonometric polynomial 1+
∑N
j=1 aj cos jt
does not exceed N+1, with equality attained solely for 1
N+1
Φ
(2)
N (t) and
only at the points 2pik, k = 0,±1,±2, . . . .
The functions Φ
(1)
N (t) and Φ
(2)
N (t) are called Feje´r kernels and have
various extremal properties [6, 11].
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Let us consider the following problem: for a trigonometric polyno-
mial C(t) =
∑N
j=1 aj cos jt with real coefficients and a1 = 1 find
max
aj
min
t
C(t).
Theorem 4.
(17) max
aj
min
t
C(t) = −1
2
sec
pi
N + 2
.
The solution is unique and is given by
a
(0)
j =
U ′N−j+1
(
cos pi
N+2
)
U ′N
(
cos pi
N+2
) , j = 1, ..., N.
Proof. Suppose the trigonometric polynomial γ+ cos t+
∑N
j=2 aj cos jt
is nonnegative. Then
1 +
cos t
γ
+
N∑
j=2
aj
γ
cos jt ≥ 0.
Thus, from the Feje´r inequality we get 1
γ
≤ 2 cos pi
N+2
, or γ ≥ 1
2
sec pi
N+2
,
with equality attained for
a
(0)
j
γ
=
2 sin2 pi
N+2
N + 2
U ′N−j+1
(
cos
pi
N + 2
)
.
Hence
a
(0)
j =
1
2
sec
pi
N + 2
2 sin2 pi
N+2
N + 2
U ′N−j+1
(
cos
pi
N + 2
)
=
U ′N−j+1
(
cos pi
N+2
)
U ′N
(
cos pi
N+2
) .

Note that the Feje´r trigonometric polynomial (with appropriate nor-
malization)
N + 1
2N
(
−1 + 1
N + 1
Φ
(2)
N (t)
)
=
N∑
j=1
(
1− j − 1
N
)
cos jt
gives the estimate N+1
2N
, which is worse than (17).
Let us note that a different normalization leads to another extremal
polynomial:
max∑N
j=1 aj=1
min
t
C(t) = − 1
N
, a
(0)
j =
2(N + 1− j)
N(N + 1)
, j = 1, . . . , N,
which is the (suitably normalized) classical Feje´r polynomial
1
N
(
−1 + 1
N + 1
Φ
(2)
N (t)
)
.
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Figure 1. The image of the unit disc under the Feje´r
polynomial Φˆ(z) =
∑N
j=1
(
1− j−1
N
)
zj (red) and the poly-
nomial 1
U ′N(cos
pi
N+2)
∑N
j=1 U
′
N−j+1(cos
pi
N+2
)zj (blue) for
N = 5 (left) and N = 10 (right).
Figure 2. The Feje´r kernel∑N
j=1
(
1− j−1
N
)
cos jt (red) and the polynomial
1
U ′N(cos
pi
N+2)
∑N
j=1 U
′
N−j+1
(
cos pi
N+2
)
cos jt (blue) for
N = 10.
6. Final Conjectures
If N = 3, 4 then the polynomials
F (z) =
1
U ′N
(
cos pi
N+2
) N∑
j=1
U ′N−j+1
(
cos
pi
N + 2
)
Uj−1
(
cos
pi
N + 2
)
zj
take the form
F3(z) = z +
2√
5
z2 +
1
2
(
1− 1√
5
)
z3, F4(z) = z +
7
6
z2 +
2
3
z3 +
1
6
z4.
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Figure 3. The images if the unit disc under the Suf-
fridge (red) polynomial and under (18) (blue) for N = 5.
The polynomial F3(z) is univalent in D because the point
(
2√
5
, 1
2
(
1− 1√
5
))
is in the univalence region of cubic polynomials in the space of coeffi-
cients (a2, a3) [3]. For N = 3 the Koebe radius is
R =
1
4
sec2
pi
5
.
A nice proof of the univalence of F4(z) is found in [5]. Numerical
simulations suggest univalence for all N . This justifies
Conjecture 1. The polynomial
(18)
F (z) =
1
U ′N
(
cos pi
N+2
) N∑
j=1
U ′N−j+1
(
cos
pi
N + 2
)
Uj−1
(
cos
pi
N + 2
)
zj
is univalent in D.
Conjecture 2. The Koebe radius of every univalent polynomial of de-
gree N is
R =
1
4 cos2(pi/(N + 2))
.
Conjecture 3. Conjecture 2 remains valid for polynomials with com-
plex coefficients. All optimal polynomials are given by e−iαF (zeiα),
where F (z) is the polynomial (18).
In [27], together with (2) the author considers the polynomials
S (q, z) = a01
N∑
j=1
(
1− j − 1
N
)
Ujq−1
(
cos
pi
N + 1
)
zj
where q = 1, . . . , N. It is shown that each such polynomial is univalent.
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Conjecture 4. The polynomial
F (q, z) =
1
Uq−1
(
cos pi
N+2
)
U ′N
(
cos pi
N+2
)
×
N∑
j=1
U ′N−j+1
(
cos
pi
N + 2
)
Ujq−1
(
cos
pi
N + 2
)
zj
is univalent for every q = 1, . . . , N and N = 1, 2, 3, . . . ..
Conjecture 5. For a couple of conjugate polynomials
C(t) =
N∑
j=1
aj cos (2j − 1)t, S(t) =
N∑
j=1
aj sin (2j − 1)t
with real coefficients and the normalization condition a1 = 1, we have
(19) inf
aj
max
t
{|C(t)| : S(t) = 0} = −1
2
sec2
pi
2N + 2
.
The solution is unique and is given by
a
(0)
j =
U ′2(N−j+1)
(
cos pi
2N+2
)
U ′2N
(
cos pi
2N+2
) , j = 1, . . . , N.
Note that the Suffridge polynomial
S(N, z) = a
(0)
1
2N−1∑
j=1
(
1− j − 1
2N − 1
)
UjN−1
(
cos
pi
2N
)
zj
produces the coefficients a
(0)
j =
2(N−j)+1
2N−1 , j = 1, . . . , N , and the esti-
mate N
2N−1 , which is worse than (19).
It is interesting to mention that the Koebe radius for odd univa-
lent functions (equal to 1/2) is twice that for all univalent functions.
Apparently, the same result holds for polynomials.
Conjecture 6 (Bounds for coefficients of univalent polynomials). For
every positive integer k, there exists N such that if F (z) = z+
∑M
j=2 ajz
j
is univalent and M ≥ N then
(20) |aj| ≤ 1
U ′N
(
cos pi
N+2
)U ′N−j+1(cos piN + 2
)
Uj−1
(
cos
pi
N + 2
)
for all j = 1, . . . , k.
Finally, let us note that a right hand of the estimate (20) monoton-
ically approaches j as N → ∞, which is an additional argument in
favor of Conjecture 1.
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Figure 4. The image of D under the Suffridge polyno-
mial S(N, z) of degree 2N − 1 (red) and the polynomial
F (N + 1, z) of degree 2N (blue) for N = 5.
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