[Least Angle Regression]: Discussion by Madigan, David B. & Ridgeway, Greg
[Least Angle Regression]: Discussion
Author(s): David Madigan and Greg Ridgeway
Source: The Annals of Statistics, Vol. 32, No. 2 (Apr., 2004), pp. 465-469
Published by: Institute of Mathematical Statistics
Stable URL: http://www.jstor.org/stable/3448469 .
Accessed: 13/05/2014 16:21
Your use of the JSTOR archive indicates your acceptance of the Terms & Conditions of Use, available at .
http://www.jstor.org/page/info/about/policies/terms.jsp
 .
JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of
content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms
of scholarship. For more information about JSTOR, please contact support@jstor.org.
 .
Institute of Mathematical Statistics is collaborating with JSTOR to digitize, preserve and extend access to The
Annals of Statistics.
http://www.jstor.org 
This content downloaded from 128.59.154.119 on Tue, 13 May 2014 16:21:35 PM
All use subject to JSTOR Terms and Conditions
LEAST ANGLE REGRESSION 
REFERENCES 
ABRAMOVICH, F., BENJAMINI, Y., DONOHO, D. and JOHNSTONE, I. (2000). Adapting to 
unknown sparsity by controlling the false discovery rate. Technical Report 2000-19, Dept. 
Statistics, Stanford Univ. 
AKAIKE, H. (1973). Maximum likelihood identification of Gaussian autoregressive moving average 
models. Biometrika 60 255-265. 
BIRGE, L. and MASSART, P. (2001a). Gaussian model selection. J. Eur. Math. Soc. 3 203-268. 
BIRGI, L. and MASSART, P. (2001b). A generalized Cp criterion for Gaussian model selection. 
Technical Report 647, Univ. Paris 6 & 7. 
FOSTER, D. and GEORGE, E. (1994). The risk inflation criterion for multiple regression. Ann. Statist. 
22 1947-1975. 
KNIGHT, K. and Fu, B. (2000). Asymptotics for Lasso-type estimators. Ann. Statist. 28 1356-1378. 
LOUBES, J.-M. and VAN DE GEER, S. (2002). Adaptive estimation with soft thresholding penalties. 
Statist. Neerlandica 56 453-478. 
MALLOWS, C. (1973). Some comments on Cp. Technometrics 15 661-675. 
VAN DE GEER, S. (2001). Least squares estimation with complexity penalties. Math. Methods Statist. 
10 355-374. 
CNRS AND LABORATOIRE DE MATHtMATIQUES LABORATOIRE DE MATHIMATIQUES 
UMR 8628 UMR 8628 
EQUIPE DE PROBABILITES, STATISTIQUE EQUIPE DE PROBABILITES, STATISTIQUE 
ET MODELISATION ET MODELISATION 
UNIVERSITE PARIS-SUD, BAT. 425 UNIVERSITE PARIS-SUD, BAT. 425 
91405 ORDAY CEDEX 91405 ORDAY CEDEX 
FRANCE FRANCE 
E-MAIL: Jean-Michel.Loubes@math.u-psud.fr E-MAIL: Pascal.Massart@math.u-psud.fr 
DISCUSSION 
BY DAVID MADIGAN AND GREG RIDGEWAY 
Rutgers University and Avaya Labs Research, and RAND 
Algorithms for simultaneous shrinkage and selection in regression and classifi- 
cation provide attractive solutions to knotty old statistical challenges. Nevertheless, 
as far as we can tell, Tibshirani's Lasso algorithm has had little impact on statisti- 
cal practice. Two particular reasons for this may be the relative inefficiency of the 
original Lasso algorithm and the relative complexity of more recent Lasso algo- 
rithms [e.g., Osborne, Presnell and Turlach (2000)]. Efron, Hastie, Johnstone and 
Tibshirani have provided an efficient, simple algorithm for the Lasso as well as 
algorithms for stagewise regression and the new least angle regression. As such 
this paper is an important contribution to statistical computing. 
1. Predictive performance. The authors say little about predictive per- 
formance issues. In our work, however, the relative out-of-sample predictive 
performance of LARS, Lasso and Forward Stagewise (and variants thereof) takes 
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TABLE 1 
Stagewise, LARS and Lasso mean square error predictive performance, comparing 
cross-validation with Cp 
Diabetes Boston Servo 
CV C CV Cp CV Cp 
Stagewise 3083 3082 Stagewise 25.7 25.8 Stagewise 1.33 1.32 
LARS 3080 3083 LARS 25.5 25.4 LARS 1.33 1.30 
Lasso 3083 3082 Lasso 25.8 25.7 Lasso 1.34 1.31 
center stage. Interesting connections exist between boosting and stagewise algo- 
rithms so predictive comparisons with boosting are also of interest. 
The authors present a simple Cp statistic for LARS. In practice, a cross- 
validation (CV) type approach for selecting the degree of shrinkage, while 
computationally more expensive, may lead to better predictions. We considered 
this using the LARS software. Here we report results for the authors' diabetes 
data, the Boston housing data and the Servo data from the UCI Machine Learning 
Repository. Specifically, we held out 10% of the data and chose the shrinkage level 
using either Cp or nine-fold CV using 90% of the data. Then we estimated mean 
square error (MSE) on the 10% hold-out sample. Table 1 shows the results for 
main-effects models. 
Table 1 exhibits two particular characteristics. First, as expected, Stagewise, 
LARS and Lasso perform similarly. Second, Cp performs as well as cross- 
validation; if this holds up more generally, larger-scale applications will want to 
use Cp to select the degree of shrinkage. 
Table 2 presents a reanalysis of the same three datasets but now considering 
TABLE 2 
Predictive performance of competing methods: LM is a main-effects linear model with 
least squares fitting; LARS is least angle regression with main effects and CV shrinkage 
selection; LARS two-way Cp is least angle regression with main effects and all two-way 
interactions, shrinkage selection via Cp; GBM additive and GBM two-way use least 
squares boosting, the former using main effects only, the latter using main effects 
and all two-way interactions; MSE is mean square error on a 10% holdout 
sample; MAD is mean absolute deviation 
Diabetes Boston Servo 
MSE MAD MSE MAD MSE MAD 
LM 3000 44.2 23.8 3.40 1.28 0.91 
LARS 3087 45.4 24.7 3.53 1.33 0.95 
LARS two-way Cp 3090 45.1 14.2 2.58 0.93 0.60 
GBM additive 3198 46.7 16.5 2.75 0.90 0.65 
GBM two-way 3185 46.8 14.1 2.52 0.80 0.60 
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LEAST ANGLE REGRESSION 
five different models: least squares; LARS using cross-validation to select the 
coefficients; LARS using Cp to select the coefficients and allowing for two- 
way interactions; least squares boosting fitting only main effects; least squares 
boosting allowing for two-way interactions. Again we used the authors' LARS 
software and, for the boosting results, the gbm package in R [Ridgeway (2003)]. 
We evaluated all the models using the same cross-validation group assignments. 
A plain linear model provides the best out-of-sample predictive performance for 
the diabetes dataset. By contrast, the Boston housing and Servo data exhibit more 
complex structure and models incorporating higher-order structure do a better job. 
While no general conclusions can emerge from such a limited analysis, LARS 
seems to be competitive with these particular alternatives. We note, however, that 
for the Boston housing and Servo datasets Breiman (2001) reports substantially 
better predictive performance using random forests. 
2. Extensions to generalized linear models. The minimal computational 
complexity of LARS derives largely from the squared error loss function. Applying 
LARS-type strategies to models with nonlinear loss functions will require some 
form of approximation. Here we consider LARS-type algorithms for logistic 
regression. 
Consider the logistic log-likelihood for a regression function f (x) which will 
be linear in x: 
N 
(1) t(f) = Yi f (x) - log(l + exp(f(xi))). 
i=l 
We can initialize f(x) = log(y/(l - y)). For some a we wish to find the 
covariate xj that offers the greatest improvement in the logistic log-likelihood, 
e(f (x) + xjao). To find this xj we can compute the directional derivative for each j 
and choose the maximum, 
d 
(2) j* = argmax -(f(x) + xta) 
j da a=0 
(3) = arg max xj y- . j) + exp(-f(x)) 
Note that as with LARS this is the covariate that is most highly correlated with 
the residuals. The selected covariate is the first member of the active set, A. For a 
small enough (3) implies 
(4) (sj*x*- sj)r(y- )>0 
(4) sj*x - sjx)t - 1 + exp(-f(x) - x*a)) 
for all j E AC, where sj indicates the sign of the correlation as in the LARS 
development. Choosing a to have the largest magnitude while maintaining the 
constraint in (4) involves a nonlinear optimization. However, linearizing (4) yields 
467 
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a fairly simple approximate solution. If x2 is the variable with the second largest 
correlation with the residual, then 
(sjxj* - s2X2)t(y - p(x)) 
(sj*xj* 
- s2X2)t(p(x)(l - p(x))xj*) 
The algorithm may need to iterate (5) to obtain the exact optimal &. Similar logic 
yields an algorithm for the full solution. 
We simulated N = 1000 observations with 10 independent normal covariates 
xi - N0o(O,I) with outcomes Yi - Bemr(l/(1 + exp(-xft3))), where / 
N10(0, 1). Figure 1 shows a comparison of the coefficient estimates using Forward 
Stagewise and the Least Angle method of estimating coefficients, the final 
estimates arriving at the MLE. While the paper presents LARS for squared error 
problems, the Least Angle approach seems applicable to a wider family of models. 
However, an out-of-sample evaluation of predictive performance is essential to 
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Specifically for the Lasso, one alternative strategy for logistic regression is 
to use a quadratic approximation for the log-likelihood. Consider the Bayesian 
version of Lasso with hyperparameter y (i.e., the penalized rather than constrained 
version of Lasso): 
log f (lYil,..., n) 
oc Elog(yiA(xif) + (1 - yi)(l - A(xi)))) +dlog(Y 2 
i=l 
d 
- y1/2E lZiI 
i=l 
d 
- y1/2 Ey li , 
i=l 
where A denotes the logistic link, d is the dimension of f and ai, bi and ci are 
Taylor coefficients. Fu's elegant coordinatewise "Shooting algorithm" [Fu (1998)], 
can optimize this target starting from either the least squares solution or from zero. 
In our experience the shooting algorithm converges rapidly. 
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BY SAHARON ROSSET AND JI ZHU 
IBM T J. Watson Research Center and Stanford University 
1. Introduction. We congratulate the authors on their excellent work. The 
paper combines elegant theory and useful practical results in an intriguing manner. 
The LAR-Lasso-boosting relationship opens the door for new insights on existing 
Eai (xi b(xi + ) i + d log Y2) 
i=1 (:) 
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