Applying Baker's effective method and the reduction procedure of Baker and Davenport, we present several lists of solutions of index form equations in (totally real and complex) cubic algebraic number fields. These solutions yield all power integral bases of these fields.
Introduction.
Let K be a cubic algebraic number field and denote by Zk the ring of integers of K. A power integral basis of K is an integral basis of the form {1, a, a2} with some a 6 Zk-If there exists such an a, then we say that K is monogenic, since Zk = Z[a\. Obviously, if a has this property, then it holds also for a + k with any k 6 Z. If the Galois group of K is cyclic, then the discriminant of K is a full square. The problem of monogeneity in cyclic cubic fields was considered by M. N. Gras [12] , [13] , Archinard [1] and Dummit and Kisilevsky [4] . M. N. Gras and Archinard gave necessary and sufficient conditions for monogeneity and tested for several numerical examples whether or not the field is monogenic. Moreover, Dummit and Kisilevsky proved that there exist infinitely many cyclic cubic fields with power integral bases.
For arbitrary algebraic number fields L, it was proved by Györy [14] that up to obvious translations by elements of Z, there are only finitely many a £ Zi with Zl = Z[a], and he gave effective (but rather large) bounds for the sizes of these a.
In this paper we present a method which allows us to determine all possible values of a (up to translation with rational integers) such that {1, a, a2} is a power integral basis of a given cubic number field K. Let {w\ = 1, ^2,^3} be an integral basis of K. Denote by ß^ (i = 1,2,3) the conjugates of any ß G K. The discriminant of the linear form W2X + W3Y can be written as where D is the discriminant of the field K and I(X, Y) is a homogeneous cubic polynomial with rational integral coefficients, which is called the index form with respect to the basis {wi = 1, w%, wz) of K. The equation above yields that {1, a, a2} (a = XW2 + yws) is an integral basis of the field K if and only if DK/q{oí) -D, that is, if (x, y) is a solution of the index form equation (1) I(x,y) = ±l (x,yeZ).
In the special case of cubic number fields, the index form equation (1) is just a cubic Thue equation. Using Baker's method, effective bounds for the solutions of index form equations (corresponding to arbitrary algebraic number fields) were obtained by Györy [14] . His result was later improved and generalized by Györy and Papp [17] , Trelina [25] and Györy [15] , [16] . [21] worked out a fast method to find "small" solutions of Thue equations.
2. Brief Sketch of the Algorithm.
Besides new ideas, our method also involves some standard arguments (used by the authors quoted above). We therefore do not go into details describing those algorithms; we shall only recall the main steps of our algorithm, point out the differences between the real and complex cases and stress the new features in comparison with equations solved by other authors.
Let the index form equation (1) (corresponding to the integral basis {1, ui2, ws}) of the cubic field K be (2) I{x,y) = hx3+hx2y + hxy2+I0y3 = ±l {x,y £ Z).
Denote by r a root of I(x, 1) = 0. We remark that r can be chosen to generate (the same field) K over Q. Let x, y G Z be an arbitrary but fixed solution of (2) and put ß = Iz{x -ry). ß is an integer of K, and (2) can be written as
In the real case, denote by r/i, r\2 (resp. by r¡i in the complex case) the fundamental units of K with norm +1. Then we set
where 61,62 £ Z (resp. 61 £ Z) and 7 is an integral element in K with norm ±I2. If I/31 t¿ 1, then in the sequel we consider separately each element of a full set of nonassociate elements 7 of norm I2. Such a set can be determined, e.g., by the method of Fincke and Pohst [10] . We remark that this is the first time that Thue equations with |/3| ^ 1 are solved completely. Denote by k the index with \ß^\ = min|/?W| (the minimum is taken for i = 1,2,3) and let {i,j} = {l,2,3}\{fc}. In the real case, we have to consider k -1,2,3 separately, but in the complex case, the only interesting case is when r^ is the real conjugate of r (cf. [21] ). Applying Siegel's identity and some standard estimates, in the real case we obtain that, if B = max(|&i|, |¿>21) is large enough, (4) |6i log |ôi | -H 62 log |¿21 -log |^311 <exp(ci -c2B).
In the complex case, if |£»i| is not too small, then the corresponding inequality is (5) |6, log(ii) + 62 log(-l) -log(¿2)| < exp(Cl -c2B),
where log denotes the principal value, 62 £ Z with |¿»21 < 2|6i| and B = max(|&i |, I62I). In both Cases, 61,62,63 are algebraic numbers in the Galois closure of K depending on 7, the fundamental unit(s), r, and the indices k,i,j. Furthermore, ci, C2,... denote explicitly given positive constants. Applying Baker's method and the better estimates of Waldschmidt [26] (for the sake of getting sharp constants), in both cases the respective linear forms can be estimated from below by a constant of the form exp(-c3(logo + C4)).
Comparing the lower and upper estimates obtained for the linear forms (4), (5), we get an upper bound Bu for B, which is about 1027, 1028 in the cases we computed.
Dividing (4) and (5) by the coefficient of 62 (in both cases), we obtain
where 6, £ are the quotients of two logarithms. This is the inequality to which the Baker-Davenport reduction method can be applied. For our case, a suitable version of the lemma is formulated in [11] . The essence of it is that, if we can find a good approximation of 9, which does not approximate well £, then (6) has no solutions 61, 62 with C7 + l°*B«<B<Bu, eg where c-i, c% have moderate values. Thus, we can reduce Bu almost to its logarithm, and we get a much better upper bound for B. Repeating the reduction step three or four times (until the new bound is still less than the original one), we get quite a low bound for B, which, in our computation, was usually < 12. We remark that in the first reduction step it is necessary to use multiple precision arithmetic and to calculate the numerical values for 0 and £ with an accuracy of about 100 digits. Using the reduced bound for B, from (3) it is easy to derive a bound i/o f°r M, and the procedure is completed by applying a fast algorithm of Pethö [21] which helps to find all solutions of (1) with \y\ < yo.
Computational
Results. Using the above method, we solved index form equations (1) corresponding to cubic number fields with discriminants -300 < D < 3137.
From a computational point of view, the totally real case is more interesting than the complex case. This is why we included more examples with positive discriminants.
Further, let us remark that in the complex case, much more is known about the number of solutions of (1) Denote by A^ the number of solutions of (7) f{x,y) = l in x,yeZ with the above /. Our equation (1) is precisely of the type (7), hence it is interesting to compare our results with those previously known about N. In the complex case, Delone [5] and Nagell [20] We remark that the numerical data of all power integral bases may have several applications, apart from using them in calculations in these fields. For example, Kovács [18] proved that the so-called canonical number systems of number fields (cf. [18] ) are closely connected with power integral bases. Our data were used by Kovács and Pethö [19] to compute all canonical number systems in certain cubic number fields. Further, our 
where D is the discriminant of the field K, f(x) = x3 + o2x2 + a\X + a0 is the defining polynomial of the generator element 7 of K over Q. The index form is I(X, Y) = IZX3 + hX2Y + hXY2 + I0Y3, and the solutions of (1) are {xi,yi), {x2,y2),-Obviously, if {x,y) is a solution of (1), then so is (-x, -y), but we include only one of them in the table. If the given integral basis (corresponding to the index form) is different from {1,7,72}, and it has the form {1,102,^3} with wi = {Po+Pi1 + P2l2)/p, then we also add the data w2 = {po,Pi,P2)/p, u>3 = {qo + qil + Q2l2)/q, w3 = {q0,qi,q2)/qThe input parameters (discriminant, defining polynomial of the generator element, integral basis, fundamental units) were taken in the real case from Ennola and Turunen [9] , and in the complex case from Buchmann [3] .
The computer program was developed in Fortran and was executed on the Siemens 7570P computer of the University of Düsseldorf. The execution time was about 60 seconds for every example. I(X,Y)
