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Abstract 
The replacement of diseased heart valves with biological or mechanical prostheses con-
stitutes a significant proportion of cardiac surgery. Neither category of prosthesis is 
ideal. The problems are exemplified by the calcification of tissue valves and the in-
creased risk of thrombosis produced by mechanical prostheses; the latter is commonly 
treated using anti-coagulant drugs. For mechanical valve prostheses, with which this 
work is largely concerned, haemolysis and thrombosis arise as a result of the non-
physiological flows produced in the vicinity of the valve. These may be characterised 
by stasis, stagnation, elevated shear stresses, the surface impingement of fluid, and en-
hanced mass transfer. Each factor has been correlated with thrombosis or haemolysis 
but the relative importance of each remains uncertain. 
A milk analogue for clotting blood was developed by Lewis. This was then used by 
Christy, and subsequently Marosek, to investigate the clot deposited in the region of 
a series of bluff bodies and heart valves in both steady and pulsatile flows. Bodies of 
revolution, such as a teardrop, were used to simplify the flow structures present in the 
flow, making the relation of flow features to the deposition of clot more amenable to 
analysis. Christy concluded that stasis was a necessary but not sufficient condition for 
thrombus deposition. 
A quantitative flow visualisation technique known as particle image velocimetry (PIV) 
has been developed and applied to the flows investigated by Christy but with water 
as the test fluid. This required the development of a method to reduce the errors 
arising from velocity gradients within areas of the PIV recording analysed by autocor-
relation. This method produced a significant improvement in the accuracy of velocities 
determined from simulated PTV recordings. However, the approach was less successful 
in experimental recordings, where the lower signal-to-noise ratio reduces the probabil-
ity of obtaining a valid velocity measurement at a given point and also increases the 
error associated with a given valid velocity measurement. As a result, it is more likely 
that the analysable regions will be separated in real PIV recordings. The interpolation 
scheme used as part of the procedure was not optimal: a thin shell spline technique 
might have offered improvement. 
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Christy found that in steady flow, clot filled the stable wake region behind the upstream 
apex large teardrop. For the other test bodies Christy found that the clot formed in 
regions of stagnation in the wake. The shape of the clot observed by Christy correlates 
with the iso-velocity contours of lowest magnitude predicted in steady flow computa-
tional fluid dynamics simulations. This supports the conclusion of Christy that stasis 
plays a dominant role in thrombus deposition. A periodic ejection of material was 
observed from the recirculation zone for all but the teardrop shaped test body. The 
stability of the wake behind the tear-drop shaped test body may explain its anomalous 
behaviour in that the formed clot fills the wake region. In pulsatile flows, it was found 
that flow structures that developed during the stagnant phase of the pulsatile cycle 
directed material from both the wall and the wake region onto the surface of the test 
body. The position of impingement correlated with the location of a thicker layer of 
clot deposited on the teardrop shaped test body as observed by Christy. 
Steady flow PIV investigations around a Björk-Shiley valve showed significant three 
dimensional structure which varied markedly over time. In pulsatile flows, both at and 
below physiologically relevant flowrates, significant variation was observed between re-
cordings made at the same point in successive pulse cycles. This may indicate that 
the assumptions underlying the sampling methods used in LDA investigations to es-
timate the Reynolds stresses downstream of heart valve prostheses in pulsatile flows 
are flawed. In pulsatile flows of a period of 1 Hz and a mean volumetric fiowrate of 
6.7x 10 M3 IS, the maximum bulk viscous shear stresses determined using PIV were 
of the order of 0.05 N/rn 2 with maximum values of 0.5 N/m 2 near the wall, well be1ov 
the value expected to cause lysis of red blood cells even for extended exposure. In the 
same physiologically relevant flow conditions, the maximum viscous shear stress at the 
trailing tip of the valve designed by Dr Norman Macleod was again of the order of 
0.5 N/m2 . This level of wall shear is at the lower end of the range over which behavi-
oural and shape changes are induced in endothelial cells and the adhesion of platelets 
to endothelial cells may be promoted. 
Particle image velocimetry is a powerful augmentation to the range of techniques avail 
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The surgical implantation of heart valve prostheses to replace diseased valves within 
the heart constitutes a significant proportion of cardiac surgery. This is illustrated 
by the implantation of some 51,000 artificial cardiac valves in the US during 1988(6). 
The valves implanted fall into two distinct categories: mechanical prostheses that are 
constructed from man-made materials, and biological prostheses that are based on 
human or other animal tissue and reflect the trileaflet construction of the heart valves 
which they replace. A number of complications arise from the implantation of both 
types of valve. These stem from several factors, including: the non-physiological flows 
developed through the valves, mechanical failure, and other significant changes in the 
behaviour of the materials of construction. Surgical and immediate post-operative 
complications are also significant but outside the scope of the discussion presented 
here. The factors that should be considered in the design of an artificial valve are 
discussed by Christy(') and Marosek( 6). 
This work is largely concerned with the investigation of two specific problems that arise 
after the implantation of mechanical heart valve prostheses; haemolysis and thrombosis. 
Both are produced as a consequence of the non-physiological flows that are developed 
through artificial valves. Haemolysis refers to the damage of red blood cells and plate- 
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Figure 1.1: The heart. 
lets in the high shear (7) and turbulent flows( 8) generated in the immediate vicinity 
of implanted valves. This damage can lead to thrombosis through the release of pro-
coagulant factors into the blood promoting the subsequent formation and deposition of 
clot in the valve region. The mechanism and location of clot deposition, and mass trans-
fer influences on the clotting reaction are obviously dependent on the flows produced in 
the region of a given valve 9 . Once thrombus has formed there is always a possibility 
that the clot becomes mobile, leading to thrombo-cmbolism' ° , with potentially fatal 
consequences. 
A realistic assessment of the fluid mechanical influences on liaemolysis and thrombus 
deposition should take into account the possible locations of the implanted valve and 





Figure 1.2: A selection of heart valve prostheses: a) and b) show trileaflet valves 
constructed from biological material, c) a Starr-Edwards mechanical valve, and d) a 
Bj örk-Shiley mechanical valve, 
the construction and operation of the valve itself. Figure (1.1) shows a diagram of 
the heart and in particular the position of the aortic and mitral valves, which the vast 
majority of implanted valves are used to replace. Figure (1.2) shows a selection of heart 
valve prostheses that have been employed for this purpose. 
In most investigations a mock circulatory loop is used to simulate the circulation system 
around the body. This usually includes a flow resistance and a compliance chamber 
to model the elastic nature of the arterial system"). The flow in the region of the 
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valve is often modelled by constructing a pipe section the diameter of which reflects the 
hydrodynamic mean diameter of the flow before and aft of the valve(12).  Alternatively, 
the valve might be mounted in an artificial heart to simulate the flows encountered in 
vivo('). Particular attention is often paid in reproducing the flow in the aortic arch. 
The investigations reported here, however, were carried out in a cylindrical pipe section. 
This was to duplicate the flow regimes in which Christy' and Marosek(°) performed 
their assessments of a coagulable fluid to mimic the clotting behaviour exhibited by 
whole blood. This is a promising, non-clinical method to compare the thrombogenetic 
performance of prosthetic valves. 
The advantages of a method for assessing the thrombogenetic performance of artificial 
valves without the use of blood or in vivo experiments are obvious. Any method that 
allows the clotting behaviour of blood to be modelled or simulated would permit a 
greater range of potential valve designs and minor modifications to these designs to be 
assessed with regard to thrombus formation. Repeatable, in vitro tests, also allow valves 
to be compared without the variation that is inherent with in vivo investigations('). 
Although in vivo experimentation can not be avoided, its use may be reduced with the 
availability of such techniques. 
1.2 Previous work 
There have been a series of investigations carried out by Lewis("), Christy('), and 
Marosek(°) to assess the performance of a milk analogue fluid to reproduce the clotting 
behaviour of blood. The work demonstrated that there are some similarities in the 
clotting reactions of blood and rennetised milk (15 "6) and congruous microscopic and 
macroscopic clotting behaviour was observed(" 15)  Christy(') used a series of simple 
test bodies in both steady and pulsatile pipe flows in an initial study of the fluid 
mechanical factors affecting the clotting behaviour of the analogue fluid. His objective 
was to simplify the flows in which deposition was studied thus rendering the relationship 
between coagulation results and flow phenomena more amenable to analysis. The 
results supported the hypothesis that areas of stagnation - where the residence time 
CHAPTER 1. INTRODUCTION 	 5 
is greater than the mean residence time - are a necessary but not sufficient condition 
for clot to be deposited. It was proposed that the other important factors influencing 
clot deposition were: the prolonged contact time between clotting material and the 
test body surface, the advection of coagulable material by the flow, and the subsequent 
impingement of this material upon the test body. 
Marosek(6) described an ultrasound system that was used to investigate the growth 
of milk clot over time about some of the same test bodies used by Christy('). Al-
though it proved possible to measure the development of clot at the tube wall it was 
not possible to infer the morphology of the coagulum forming on the test bodies. Com-
parisons between the investigations performed by Christy and those carried out by 
Marosek are difficult as there were a number of important differences in the experi-
mental conditions(6)  that each used. These included: the concentrations of reagents; 
the shape, diameter and material of the test body and support; and the variation of 
the flow with time. 
1.2.1 The aim of extending earlier work 
The initial aim of this work was to make a more detailed analysis of the fluid behaviour 
around the test bodies used by Christy(') in both steady and pulsatile flows. A second-
ary goal was the application of a quantitative flow visualisation technique to resolve 
the flows around prosthetic valves. In pulsatile flows it was hoped to resolve both how 
structures developed within the pulsatile cycle and the variation of these structures 
from cycle-to-cycle. A better understanding of the fluid mechanical factors important 
in haemolysis and the deposition of thrombus would allow the possibility of designing 
out valve features that promote such effects. 
1.3 Particle Image Velocimetry 
Particle Image Velocimetry, often abbreviated to PlY, is a quantitative flow visualisa- 
tion technique('). Small seeding particles are added to a flow and illuminated using a 
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thin sheet of pulsed light. Normal to the light sheet individual particles appear as a 
series of dots as they are illuminated by successive pulses. This view can be recorded in 
a short exposure to capture essentially instantaneous velocity information over the illu-
mination plane. Tithe time between illumination pulses is known and the local spacing 
between successive particle images can be determined, local velocities can be obtained. 
lithe density of seeding particles is low, then the motion of individual particles can 
be followed using particle tracking techniques. For high densities of seeding particles 
statistical methods are used to determine the mean particle spacing within a small 
area. 
The velocity field produced from a PIV analysis allows the calculation of derived quant-
ities such as vorticity, certain components of the deformation tensor(hl),  and, with some 
limitations, the statistical quantities that characterise turbulence(18).  It is also possible 
to use the information to calculate values for the stream function and local pressure 
variations. In addition, the velocity profiles obtained from a PTV recording can be 
interpolated to give an estimate of the wall shear stress, in much the same way as is 
common with LDA measurements(19).  Indeed, the instantaneous measurement of the 
velocity profile should improve the accuracy of this procedure. 
1.4 Applying PIV to flows in the circulatory system 
The following observations make PIV an attractive tool to resolve some of the fluid 
mechanical influences on clot formation and deposition within the circulatory system: 
. flow features such as stasis and recirculation should be immediately apparent; 
• some components of the rate of strain tensor can be determined and related to 
haemolysis - especially as the generated vector field might be used to predict the 
position of a moving pocket of fluid and estimate its time exposure to different 
shear levels; 
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the technique promises to divulge the velocity field and shear stress distribution 
required to calculate the red blood damage index (RBDI) for artificial valves 
proposed by Giersiepen( 7 ; 
the damage to endothelial cells could be inferred from estimates of the wall shear 
stress and by identifying jet flows that are likely to impinge on the arterial wall; 
the decay in seeding particle concentration in the vicinity of obstructions within 
the flow should allow residence time measurements to be made; 
. there is potential to make measurements close to the surfaces of valves, test 
bodies, and the wall; 
. detailed velocity fields can be used in the validation of CFD simulations. 
The technique may profitably be applied to resolve the same information in other 
related areas, for example, the study of stenosis and of arterial branching. 
1.5 Comments in the format of this thesis 
The literature review in the following chapter falls into two distinct sections. The 
first considers the fluid mechanical factors thought to be significant in the lysis of red 
blood cells and platelets. Flow induced damage and behavioural changes induced in 
endothelial cells are also reviewed. The factors thought to be important in the formation 
and deposit of coagulum are also discussed. Various techniques used to determine these 
factors are then described along with the associated measurements. The second half 
of the literature review is concerned with the PIV technique, both in its development 
and application. 
Chapter 3 represents a compilation of developments made to the PIV techniques in 
response to observations made during the experimental programme of work. This 
includes: a comprehensive analysis of the errors associated with a program developed 
to analyse PIV recordings, carried out by simulating PIV images; an algorithm to 
validate and orient the velocity vectors produced from PTV analysis; an algorithm to 
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deform analysis areas to reduce the bias that arises when velocity gradients imply that 
there is a significant change in the inter-image spacing in the area used to determine 
the mean displacement; and some initial comments from applying the PIV technique 
to investigate two phase flows. 
The remaining chapters describe the experimental equipment, the results, a discussion 
of the experimental results and in particular how they might help to explain the clot 
deposition observed by Christy' and Marosek°); and finally, conclusions and further 
work. 
1.6 Publications 
An initial investigation of the PIV technique and its application to pipe flow and the 
steady flow downstream of a Bjork-Shiley valve was reported by Hind and Christy 20 . 
This included an analysis technique based on a binary representation of a PIV recording 
to decrease the processing time required. This approach has been rendered obsolete by 
the increasing computing power delivered by modern desk-top workstations. For this 
and copyright restrictions reprints of this work are not bound with this thesis. 
Initial considerations pertinent to the application of PlY to two-phase flows were 
presented by Hind et al.(21)  and McCloskey et al.(22).  Again, copyright restrictions 
prevent their inclusion. The involvement in the work of Yianneskis et was solely 
in carrying out the analysis of PIV recordings made by Dr D.R. McCloskey and is 
omitted. Other less detailed publications (24,25) are omitted but did report initial ob-
servations of the complex structure in the steady flow downstream of a Björk-Shiley 
valve ( 2 ') and cycle-to-cycle variations observed in pulsatile flows 25 . 
Ultrasound measurements of clot growth around a teardrop shaped test body were 
compared with the predictions of clot growth from residence time measurements and 
the results of Ply investigations by Christy and Hind( 26). The deformation algorithm to 
correct for velocity gradients within PlY analysis areas and the results from simulated 
PIV recordings were presented by Hind and Christy( 27). Reprints of both are bound 
at the end of the thesis. 
Chapter 2 
Literature Review 
This review falls into two distinct sections: a discussion of the fluid mechanical factors 
affecting prosthetic heart valve design and the use of a quantitative flow visualisation 
technique known as particle image velocimetry, or simply as Ply. 
2.1 Fluid Mechanical Factors in Heart Valve Design 
2.1.1 Introduction 
The replacement of heart valves by mechanical and biological prostheses now con-
stitutes a significant proportion of cardiac surgery, following the first implant of the 
Starr-Edwards ball-and-cage valve in 1960. Since that time, there has been contin-
ued development of valves to improve their haemodynamic performance and biological 
compatibility. In particular, mechanical heart valve prostheses can lead to embol-
ism and thrombosis, and patients implanted with these valves require anti-coagulation 
therapy (28_33).  The non-physiological flows produced around valve implants can result 
in damage to red blood cells, platelets, and endothelial cells; and the presence of certain 
flow features and surfaces may favour the formation and deposition of thrombus. The 
continued improvement of the design of prosthetic heart valves requires that a range of 
techniques are available to allow the comparison and assessment of valve performance, 
both clinically and in the laboratory. 
9 
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A personal and informative account of the development of the artificial heart valve was 
given by Bj6rk 30 . In discussing recent advances, a porous coated mono-strut valve 
was described that performed well in animal trials without anti-coagulation treatment. 
It was suggested that this may be the next step forward to enhance the quality of life 
of patients who undergo valve replacement surgery. In contrast, Schoen et aL 29 ) gave 
a detailed account of the pathology of bioprosthetic heart valves and concluded that 
the technological difficulties in developing near anatomical trileafiet prostheses are sur-
mountable. This suggests that the way forward is by no means clear and improvements 
in prosthetic valve design may be made in a number of related areas. 
A wide range of factors are considered in the design of mechanical heart valve pros-
theses. For valves of the same size, a crude assessment of haemodynamic performance 
can be made by measuring the mean pressure drop across a valve as a function of the 
r.m.s. fiow 437 . Similar methods for comparing valves of differing diameters were 
proposed by Yoganathan et and Tindale and Trowbridge ( 39 ; both based on 
the orifice flow equations. Other important factors in comparing heart valve designs 
include: the volume of fluid that flows backwards during the closing of the valve, the 
back-flow or leakage of fluid once the valve is closed, the energy losses during forward 
flow, the energy losses during the closure of the valve, and the energy losses associated 
with back-flow. Several valves have been compared using these criteria by Knott et 
Willshaw et aL(4°), Lee and Chandran 41 , Wendt et alP' 2), She et al .(43),  and 
Reul et alJ36 . Other, less obvious, factors may also have a significant effect on the 
performance of artificial heart valves. For example, Köhler and Wirtz (44)  investigated 
sticking of the occluder associated with the deformation of the valve rim, a problem 
that arises for larger valve sizes as the valve ring stiffness decreases. The sticking of 
valves was associated with an increased likelihood of thrombosis. 
The interaction of artificial surfaces and blood is also of importance and discussed 
extensively in the literature, for example see Forbes et al. (45),  and Kaplan (32):  it will not 
be discussed in any detail here. Other clinical issues such as valve endocarditis( 3346) 
and the properties of the materials from which artificial heart valves are made, such as 
pyrolytic carbon(31,4749),  are also outside the scope of this work and mentioned only 




The aim of this first section of the literature review is to compare the techniques 
that have been used to make quantitative measurements of the flows around heart 
valve prostheses, and to concentrate on the relation of flow structures and features to 
thrombus formation and the damage of blood components. 
2.1.2 Damage to Blood Components 
Mechanical Haemolysis 
Blood damage in the form of the lysis of red blood cells (RBCs) and platelets has been 
associated with the presence of artificial heart valves within the circulatory system. 
This damage may be caused by a number of flow related phenomena including: shear 
within the bulk flow, shear close to surfaces, and cavitation. An extensive discussion 
of mechanical haemolysis is given by Blackshear and Blackshear 50 . In summary, they 
stated that the presence of foreign materials, injurious wall contact, flow through con-
tractions, high shear stresses, turbulent flow, accelerating flow, and pressure gradients 
are all potential sources of traumatic stress for RBCs and platelets. 
Blackshear and Blackshear ( 50) also reviewed the measurements of haemolysis as a func-
tion of shear stress made in conventional viscometers. They conclude that shear stress 
alone is not sufficient to predict haemolysis and that cell shape and tumbling are also 
important factors. Elongated, tank treading cells 1  can be produced when the spacing 
between the surfaces of the viscometer approaches the size of a RBC. For suspensions 
made from a small number of RBCs and other filler material, the tumbling of cells is 
inhibited and tank treading motion observed. The formation of elongated cells was re-
ported in turbulent flows and it was noted that RBCs seem to be more easily damaged 
by viscous shear stresses than turbulent shear stresses of the same magnitude. 
Haemolysis in pipe flow was also reviewed by Blackshear and Blackshear( 50). It was 
"'Cells that are behaving on a similar manner to the tracks on a tank." 
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noted that wall roughness on the same scale as RBCs correlated with haemolysis. 
Surface-induced, osmotic haemolysis of RBCs was reported under flow conditions that 
would not be expected to give haernolysis in the bulk flow. However, it should be noted 
that surfaces in contact with blood become coated with material over a period of time, 
effectively reducing the surface roughness and its influence on the haemolysis process. 
In the bulk flow, extremely rapid haernolysis was reported when RBCs were exposed 
to shear stresses of 10 - io N/rn2 : at these shear stresses RBCs are distorted to such 
a degree that they are simply ripped apart. The responses of RBCs and platelets to 
sub-lethal shear levels were also discussed; in particular, it was noted that the transport 
properties of the cell membrane alter with shear. 
Wurzinger et 	51) also present an overview of mechanical blood trauma. After 
identifying typical in vivo shear levels and exposure times, an on-line viscometry 
method was developed to expose RBCs and platelets to four shear stresses over four 
exposure times. Their results showed that shear stresses of 120 N/rn2 acting for 700 ms 
produced significant lysis rates; in contrast, only 14 ms exposure times were required 
to produce significant lysis rates at shear stresses over 450 N/m 2 . They concluded 
that both platelet and RBC lysis are approximately linearly dependent on exposure 
time, that the lysis of RBC varies with the square of the shear stress to which they are 
exposed, and that the lysis of platelets varies as the cube of the applied shear stress. 
A possible sequence of events leading to thrombus formation was proposed(') for blood 
flowing rapidly through an arterial stenosis, as depicted in Figure (2.1). At the sten-
osis there is a local increase in shear that leads to the damage of platelets and red 
blood cells. In the downstream recirculation zone there is a decrease in convective 
mass transport and a rapid reduction in the shear stress; cells are trapped and release 
products after being activated upstream; there is an auto-catalytic amplification of the 
pro-coagulation process; and optimal conditions exist for platelet aggregation. At the 
reattachment point, the stagnation point flow velocity component is normal to the wall 
giving rise to the primary adhesion of platelets that may, in turn, lead to secondary 
aggregation. A very low level of lysis could, by this feedback mechanism, lead to a signi-
ficant thrombogenic potential. In vivo observations support this hypothesis. Wurzinger 
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et a1.() noted that the sites of thrombus formation found clinically were characterised 
by a local increase in the wall shear stress and secondary flow phenomena, including 
recirculating regions and pockets of stagnant fluid. These were confirmed as contrib-
uting factors(51)  but not ranked in any order of importance. ChristyM drew similar 
conclusions after a more detailed survey of the available literature. 
Figure 2.1: The flow through an arterial stenosis. 
Giersiepen et 	used the results of the previous work by Wurzinger et a1.' 51)  to 
develop a simple expression for the percentage of cytoplasm enzyme (LDH) released 
by platelets and the percentage of haemoglobin (Hb) released by red blood cells as a 
function of shear and exposure time. The results of this curve fitting and parameter 
estimation exercise are given in equations (2.1) and (2.2). 
%LDH = 3.31 10-6  t077 r3075 exp 	 (2.1) 
%Hb = 3.62 10-1 t11 . 785 2.416 	 (2.2) exp 
where tex], is the exposure time in seconds and r is the shear stress in N/rn2. 
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LDA measurements made around twenty five heart valve prostheses were used to ob-
tain values for Reynolds stresses and velocities and to estimate the time of exposure 
to particular stresses. The damage to RBCs and platelets was estimated using the 
mathematical model of haemolysis and by integrating over the pulse cycle to give a 
relative blood damage index (RBDI). For most of the valves tested there was good 
agreement between the calculated RBDI and clinical observations of flow induced hae-
molysis. However, the prediction of haemolysis for the Björk-Shiley mono-strut valve 
was over-estimated by a factor of six. There was no given, or obvious, explanation for 
this discrepancy. 
Jones (S) observed that it is common practice to relate erythrocyte damage to Reyn-
olds stresses, usually measured using LDA. It was proposed that viscous shear stress 
be used as an alternative indicator of turbulence and the induced damage to blood 
cell components. The power spectrum of the velocity fluctuations downstream of an 
89% constriction of the flow area with a flow Reynolds number of 3,400 was reported. 
This indicated that the majority of the power was contained in the high frequencies 
associated with viscous shearing. Assuming that the turbulence is in equilibrium with 
viscous dissipation and that the overall spectrum of turbulent energy does not change 
over time, the production of turbulent kinetic energy is equal to the viscous dissipation 
of this energy. Using this simple model, Reynolds stress measurements can be related 
to the root mean square viscous shear stress. Jones went on to review a selection of 
haemolysis measurements and to estimate the Kolmogorov length and time scales as-
sociated with the flows. The Reynolds number, the characteristic shear rate, the root 
mean square shear stress, and the viscous dissipation rate were also estimated. The 
Kolmogorov length scales were comparable with the size of red blood cells suggesting 
that the viscous dissipation of the energy associated with turbulence was an important 
haemolytic mechanism in the investigations considered. The characteristic time scale 
associated with these turbulence measurements was of the order of 10 its. It was ob-
served that root mean square shear stress values of the order of 100 N/m 2 were required 
to give significant damage to blood cell components at a Reynolds number of around 
6,000, and 10 N/m 2 for Reynolds numbers of 33,000 and 42,000. This is consistent 
with the increase in the ratio of the maximum stress to the root mean square shear 
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stress as a function of the Reynolds number(' 52)  It was noted that larger Kolmogorov 
length scales would be expected in vivo than those found in the experimental analysis 
of haemolysis and that a careful approach is required to understand the mechanisms by 
which turbulence can damage erythrocytes. The anomalous result obtained by Gier-
siepen et al. 7 for the Björk-Shiley mono-strut valve was used to emphasise this point. 
The characteristic length scales found in these experiments supports the proposition 
that blood cells are damaged by the viscous dissipation of the energy associated with 
turbulence. 
In vitro measurements of haemolysis, for a range of valves, were reported by lläussinger 
et and Wendt et aL 54 . Both made lysis measurements in a pulsating system 
using blood. Wendt et al. predicted the survival times of erythrocytes in patients 
implanted with artificial valves, and obtained reasonable agreement with clinical ob-
servations. Clinical accounts of haemolysis are given, for example by Barmada and 
Starr, but most of the clinical comparisons with in vitro experiments are made in 
respect of authors' experience and are usually reported along with other measurements. 
Cavitation 
Cavitation refers to the formation of vapour or gas filled bubbles associated with either 
the vaporisation of fluid as the local pressure falls below the fluid's vapour pressure or 
the discharge of absorbed gas from the liquid. When these bubbles collapse, in regions of 
higher pressure, they generate pressure waves and jets that may contribute to material 
erosion and the damage of blood components. Cavitation is discussed in more detail by 
Knapp et a1J 56 and flow visualisation studies clearly show the micro-jets and shock 
waves produced when these bubbles collapse. The cavitation potential of mechanical 
heart valve prostheses was investigated by Graf et al.() and the causes cited as: 
1. the fluid downstream of the valve separating from the closing valve body due to 
sudden deceleration at valve closure (generating a negative pressure proportional 
to the deceleration); 
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negative pressures generated in accelerated flow regions; 
the generation of alternating fields of positive and negative pressures at valve 
closure due to natural frequency oscillations of the occluder. 
Graf et 	investigated the cavitation behaviour of ten valves in a mock circulat- 
ory loop using water as a blood analogue, the cavitation behaviour was recorded on 
video. It was expected that the conditions at the mitral valve would be most likely to 
produce cavitation as a result of high closing body velocities, fast temporal variations 
in pressure, and the associated accelerations. Cavitation was expected from nearly all 
the valves considered under physiological flow conditions and it was found that as the 
leakage rate of the valve decreased the cavitation potential increased. The formation of 
bubbles with an initial radius of approximately 10pm and short bubble collapse times 
were reported indicating that vapour cavitation had been observed. Based on this 
information, theoretical predictions of the bubble collapse time of about 0.1 ms were 
made in reasonable agreement with the experimental results. The measured fluid jet 
velocity was around 100 m/s, and the water hammer pressure was calculated to be 140 
MPa acting for 3.5x107 S. 
A similar study was carried out by Lee ci 	using an aqueous glycerol mixture 
as the blood analogue fluid. They suggested that the erosion of valve material by 
cavitation may produce favourable sites for thrombus deposition. Three sources of 
cavitation initiation were identified in the nine valves investigated: the stop, the inflow 
strut, and the clearances. In particular, where the occluder impacts against the stop an 
accelerated flow develops with an associated reduction in pressure, sufficient to initiate 
cavitation. Large pressure differentials across clearances as the valve closes are also 
cited as causes of cavitation. To overcome these problems Lee ci proposed that 
stops are located away from the edges of the major orifice flows and that clearances 
should have rounded entrances. It was also noted that the use of "floating" valve 
occluders would help to distribute the erosion damage over the surface of the occluder 
and minimise local erosion. 
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The cavitation behaviour of four blood analogue fluids was investigated by Zapanta 
et al.(00).  The fluids used were: distilled water, an aqueous glycerol mixture, a poly-
acrylamide solution, and a xantham gum solution. The investigation concentrated on 
the performance of a Medtronic-Hall valve mounted in a mock circulatory loop. Two 
types of cavitation behaviour were observed, both deemed to be vapour cavitation from 
the short bubble collapse times. Bubble cavitation was observed as well as cavitation 
in the cores of vortices where the local pressure is low and where there is high shear. 
The Newtonian fluids gave the same cavitation behaviour but the degree of cavitation 
was reduced for the xantham gum solution, and further reduced for the polyacrylamide 
solution. This reduction in cavitation was associated with a higher elastic component 
of the complex viscosity for the polyacrylamide solution: both solutions having nearly 
identical viscous components of the complex viscosity. Of the four solutions used, the 
rheological properties of xantham gum are the most similar to those of blood; as a 
result, the authors conclude that cavitation is likely to be a problem in vivo, in spite 
of the reduction in intensity arising from the non-Newtonian behaviour of blood. 
2.1.3 Damage to wall cells 
Fry( 14) studied the effect of acutely induced mechanical stresses on endothelial cells 
in the circulatory systems of dogs. The stress giving the greatest rate of change from 
normal to abnormal cells, termed the critical yield stress, was less than 42 N/rn2 . In a 
similar manner, the erosion stress was defined as the stress at which endothelial cells are 
eroded at the greatest rate, and reported in the range 43-161 N/rn2 . A previous study 
by the same author quoted the erosion stress as 37.9 ± 8.5 N/m2 . Although several 
factors were uncontrolled and unmeasured in the in vivo experiments, the author is 
confident in his observation that increased shear stresses at the wall produces structural 
damage to endothelial cells, with some changes observable even for low shear exposure. 
Dewey et a l.(61) stated that wall shear stresses between 0.2 and 10 N/m2 are expected 
in the circulatory system and investigated the change in endothelial cell structure and 
function when exposed to shear stresses within this range. The experiments were 
performed by mounting a cell sample in a cone and plate viscometer. When endothelial 
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cells were exposed to shear levels of 0.8 N/rn 2 the usual polygonal cell shape developed 
into an ellipsoidal form over a period of twenty-four hours, with the cell alignment 
in the direction of shear. Effects on cell regeneration were also reported but proved 
inconclusive. Dewey et al. also postulate a shear induced increase in the adhesion 
between platelets and endothelial cells for wall shear stress as low as 0.8 N/rn 2 . 
Herkes and Lloyd 62 used an electro-chemical technique to determine the wall shear 
stresses in flows around mechanical heart valve prostheses. Maximum values of 48 N/rn 2 
and 17 N/rn2 were found for model caged-disk and caged-ball valves, respectively. The 
investigation only covered flow through a fully open valve and did not consider the 
effects of valve opening and closure. In particular, jet flows during the opening of valve 
prostheses are likely to impinge on arterial surfaces giving higher wall shear stresses 
than reported in this case. 
Tillrnann et al.(63)  compare a range of valves with respect to the wall shear at the valve 
ring and sinus measured by hot-wire anemornetry in a mock circulatory loop. Readings 
were averaged over 64 pulse cycles. The values of shear stress obtained compare well 
with those reported in LDA measurements, in which the velocity profile is extrapolated 
to give the velocity gradient at the wall. Wall shear stresses in the range 10-500 N/rn 2 
were obtained for the Starr-Edwards 1260, Björk Shiley 27ABP and Lillehei-Kaster 
valves at various locations. The results agreed with clinical observations that ball 
valves have a worse haemodynamic performance than disk valves. A peak wall shear 
stress of 180 N/rn2 was measured 70 ms after systole for the ball valve. For the Björk-
Shiley valve wall shear stresses as high as 500 N/rn 2 were reported, depending on 
the measurement location. However, the Lillehei-Kaster valve gave wall shear stress 
values below 50 N/m 2 at all measurement locations. The wall shear stresses for the 
caged ball valve reported in this investigation are higher than those given by Herkes and 
Lloyd 62 as would be expected in a pulsatile flow. High shear stresses between the ring 
and the disk of the Björk Shiley valve were reported and explained by valve leakage 
after closure, typically 5-9% of the forward flow. This was correlated with clinical 
observations of the formation of thrombus in the area of the disk groove. Regions of 
stasis were also reported to correlate with clot deposition. The authors concluded that 
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the wall shear stress values exceed the threshold values for blood damage, quoted in 
the literature, under physiological resting conditions for the ball valves, whereas the 
disk based valves do not exceed this value even under exercise conditions. The possible 
damage to endothelial cells as a result of these stress levels is not discussed. 
Measurements of wall shear stress are given in many LDA and other investigations and 
are reported along with the other results from these particular studies. 
2.1.4 A milk analogue for blood 
Jol1es( 16 ) compared the enzymatic milk clotting process with the blood clotting process. 
Lewis and Macleod( 15), noting some similarities discussed in this work, proposed the use 
of clotting milk as a blood analogue fluid for studying flow related thrombosis around 
prosthetic heart valves. Their aim was to produce an in vitro method to compare the 
thrombogenetic nature of alternative prosthetic heart valve designs. Microscopically, 
the two clotting processes showed a remarkable resemblance and similar clot features, 
not readily explained by the fluid mechanics. A milk mixture with similar clotting 
behaviour to blood was developed: one exhibiting the same characteristics according 
to the simple Lee-White test of the time dependence of clot rheology. This blood 
analogue was then used in a reconstruction of an earlier blood clotting experiment in 
which essentially the same macroscopic behaviour was observed. This was confirmed 
by the resemblance of the milk and blood clots formed around artificial heart valves 
under similar flow conditions. 
In discussing their results, Lewis and Macleod observed that the sites of thrombus 
deposition correlated with pockets of stasis and not with regions of turbulence and 
high disturbance. They proposed that the initial stages of clot formation would be 
promoted by the enhanced mass transfer arising from turbulence with the induction 
phase of the reaction thereby reduced. It was also noted that turbulence would strongly 
influence the aggregation of particles within the flow. 
The continuation of this work was reported by Christy and Macleod 64 . In order to 
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investigate further the similarity between milk and blood clot formation, the deposition 
of clot around a series of bluff bodies was examined in both steady and pulsatile flows. 
The flows around these bodies could be more easily determined than those around pros-
thetic valves and the correlation between flow structures and the deposition observed 
made easier. The authors concluded that stasis is a necessary, but not sufficient, con-
dition for the formation of clot. The effect of local turbulence on clot deposition was 
investigated using a modified Lee-White test. This showed agitation to have little effect 
during the initiation of the milk clotting reaction, in contrast to the earlier hypothesis 
of Lewis and Macleod 15 , and agitation after this period to produce an extremely 
adherent clot. A more detailed account of this work was given by Christy('). 
Christy and Hind( 26) developed a simplified deposition model around one of the bluff 
bodies used in the work of Christy and Macleod( 64). The separation and reattachment 
points of the boundary layer were determined by injecting small particles into the flow. 
These particles were also used to estimate the mean residence time of fluid in the 
recirculation zone bounded by the test body and boundary layer. This and a simple 
kinetic model based on the Lee-White clotting test were used to model the recirculation 
zone as a well mixed region. The predictions agreed with experimental observations. 
This will be discussed in greater detail later. 
2.1.5 Flow visualisation and velocity measurements 
In general, a wide range of techniques have been used in fluid mechanical investigations 
to study the fields of velocity, temperature, density, and chemical concentration. In 
particular, flow patterns have been studied qualitatively using flow visualisation. The 
techniques include, among others: dye tracers, schlieren photography, hydrogen bubble 
wires, smoke wires, and surface tufts. Merzkirch 65 discusses these techniques and 
others in detail and many examples of the use of these techniques can be found in the 
compilations of photographs produced by van Dyke( 66) and by the Japanese Society 
of Mechanical Engineers 7 . Gad-el-Hak( 67) reviews many of the same techniques 
and their use in unsteady flows. Optical techniques, such as laser Doppler anemometry 
(LDA) and particle imaging techniques are now common ways of obtaining quantitative 
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information about fluid flows2'68' 69)  The advantage of these techniques over other 
common methods of velocity measurement - such as the use of pitot-tubes, hot-wire 
anemometry, and hot-film anemometry - is that they are non-invasive, although the 
introduction of small seeding particles into the flow is required. Other developments 
include ultrasonic velocimetry techniques, NMR based techniques, and pulsed laser 
fluorescence. 
The majority of the techniques mentioned have been applied to investigate the flows 
around artificial heart valves. Comment here is limited to a few illustrative examples in 
which quantitative measurements have been made. The results of LDA investigations 
are reported in some detail in the following section. Particle imaging techniques are 
covered extensively in the second half of this literature review although the results of 
their application to the flows in the vicinity of prosthetic heart valves are summarised 
here. 
Hot wire measurements 
Figliola and Mueller(70)  used hot wire anemometry to make turbulent shear stress 
measurements in the vicinity of disk, ball, and tilting disk prosthetic heart valves. 
The valves were tested in the fully open position at Reynolds numbers of 2000, 4000, 
and 6000, based on the tissue sewing ring diameter of approximately 26 mm. Max-
imum Reynolds stresses of 394, 410, and 690 N/m2 were measured for the Kay-Shiley 
uncovered caged disk, the Starr-Edwards uncovered caged-ball, and the Björk-Shiley 
uncovered tilting disk valves, respectively, at the maximum Reynolds number of 6000. 
The corresponding maximum shear components of the stress were found by translating 
the measurement probe and reported as 170, 101 and 50 N/m 2 at maximum values of 
24,000, 14,400 and 7000 s 1 for the shear component of the rate of strain. Maximum 
normal components of the shear stress of 100, 75 and 20 N/m 2 were also reported with 
the corresponding maximum normal components of the shear rate of 14,400, 10,500 
and 2900 s1. 
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Hot film measurements 
Ohandran et al.(71)  measured velocity profiles and Reynolds stresses for two Starr-
Edwards valves and a Björk-Shiley valve in pulsatile flows using a hot film technique. 
Peak turbulent normal stresses of 110 N/m 2 were observed for the silastic ball valve 
108 ms after the opening of the valve, 45 mm downstream of the ball; peak turbulent 
normal stresses of 35 N/rn2 were measured for the stellite ball valve. Turbulent shear 
stresses as high as 150 N/m2 were obtained in the minor flow region of the Bjork-Shiley 
valve. 
Hasenkarn et aL( 72 ) used hot-film anemornetry to measure the turbulence profiles down-
stream of a selection of aortic valves. Different measurement locations make comparis-
ons with other work difficult but the variations between valves closely follow the LDA 
results of Yoganathan et al.(h1).  The shear stress values reported are lower than those 
measured by Yoganathan et al. as they are measured further downstream from the 
valve. 
Nygaard et aL(13)  used hot-film anemometry to determine the flow profile and turbulent 
shear stresses downstream of artificial heart valves. This information was used, as 
suggested in earlier work(), to calculate a relative blood damage index (RBDI) for 
two bioprosthetic valves. Maximum turbulent shear stresses of 154 N/rn2 and 194 
N/rn2 were observed for the Jonescu-Shiley pericardial standard valve and the Hancock 
Porcine valve, respectively. The RBDI for both valves was calculated to be 1.8, over 
double the maximum reported in the original work. The discrepancy was explained as 
the RBDI is very much dependent on the axial distance downstream of the valve where 
the measurements are made: the results are thus difficult to compare directly. The 
RBDIis put forward as a useful indicator of valve performance that can be calculated 
when the velocity and shear-stress distributions are measured simultaneously. 
Christy ( 1 ) reviews other hot-film measurements in which Reynolds stresses in the range 
15-82 N/rn2 and turbulence intensities in the range 20-50% are reported. 




Yurechko et 	used photo-chromic flow visualisation to investigate the flow down- 
stream of artificial heart valves. A line was "burnt" into the photo-chromic fluid using a 
laser and then followed using a high speed camera. Velocity profiles relative to the burn 
line were produced and gave reasonable agreements with LDA measurements made in 
the same system. 
Affeld et al. ( 74)  used a PIV cross-correlation method to investigate the flows behind 
Björk-Shiley standard and St. Jude valves using a flow system scaled up tenfold. The 
size enlargement allowed the use of lower velocities and comparatively large seeding 
particles overcoming some illumination problems. A thirty-five fold reduction in the 
maximum velocity was achieved as a result of the ratio of the kinematic viscosity of 
blood to that of the test fluid (water) of 3.5:1 and the use of model valves with a dia-
meter of 220 mm. The Reynolds number, the Strouhal number, and the Archimedes 
number were kept constant in scaling up the experimental equipment. The Strouhal 
number, Str, is a dimensionless frequency and is the ratio of the diameter of the valve, 
over the product of the mean velocity, 'a, and the period of the pulsatile flow, t. Thus 
the Strouhal number, Str = g, represents the relation of the stroke volume to the size 
of the test valve. The Archimedes number takes into account the difference in density 
between the occiuder and the test fluid and is defined as, Arch = Pocciuder - Ifluid dg. 
Pfluid 'a 
The effective framing rate of the video was about 9000Hz taking the scaling into ac-
count. The video images were digitised using a conventional frame grabber (768 lines 
by 512 pixels) and processed using 16 by 16 pixel interrogation areas. The method is 
claimed to have an accuracy comparable with that of LDA although no support for 
this statement was given. The method does, as stated, have the advantage of avoiding 
averaging techniques allowing individual flow phenomena to be observed and quantified. 
Cassot et 	used classic flow visualisation behind a series of valves in a mock 
circulatory system. This allowed a quantitative interpretation of flow phenomena and 
a comparison with numerical simulations. Ultrasound Doppler velocimetry was also 
used to obtain 2D profiles of the axial component of the flow behind the same series 
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of valves. This information is difficult to compare with other work because of the lack 
of an obvious scale on the velocity diagrams. The results were also compared with 
numerical simulations. 
Hirt et al. (76)  used PIV to study the flow of an aqueous glycerol solution in a mock 
circulatory loop downstream of a bileaflet valve. Sodium iodide was added to the 
mixture to match the refractive index of the fluid to that of the test section in order 
to minimise refractive distortions. No comment was made about the increased density 
of the test fluid. The results showed appreciable velocity gradients over individual 
analysis areas that increase the error associated with each measurement (2), although 
no comment is made in reference to this topic. Features in the flow were analysed 
using a critical point technique, previously discussed by Chong et al. (17 )  The second 
invariant of the rate of strain tensor is linked to the shear rate (as would be expected()) 
and thereby to the shear stress. Large local strains are associated with large negative 
values of the second invariant. The rates of strain observed at the mitral valve position 
were approximately double those observed at the aortic valve position. 
Lim et 	discussed the development of a PIV system to make measurements around 
prosthetic heart valves. An aqueous glycerol solution was adopted as the blood analogue 
fluid. A hybrid method incorporating both PIV and particle tracking velocimetry was 
developed to contend with the wide range of velocities present in the flows. These 
range from the relatively high velocities within jet flows to the velocities associated 
with recirculation zones and near stagnation points. The seeding densities used in 
these experiments are obviously too low giving a poor data yield compared with those 
normally obtained using similar techniques. Thus, the interpolated results from these 
few, spatially well separated velocity vectors are unlikely to be meaningful. 
Other features of the circulatory system have also been investigated using flow visu-
alisation. Ojha et al.(80)  used a multiple trace photo-chromic method to visualise the 
flow produced by modelled arterial stenosis. The wall shear stress was estimated by 
fitting a curve to the velocity profiles obtained and estimating the velocity gradient 
at the wall. Lynch et al.(19) used flow visualisation to identify recirculation regions, 
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separation and reattachment points, and other features in pulmonary arterial models. 
Ultrasound velocimetry measurements 
Farahifar et aL 81 investigated the influence of the orientation of a Bjork-Shiley valve 
prosthesis on the downstream velocity field using pulsed Doppler ultrasound veloci-
metry. Valve orientation was shown to influence the location of the maximum velocity 
and the direction of rotation of vortices. 
David et al. (82)  analysed the behaviour of regurgitant jets produced during valve closure 
and produced good agreement with ultrasound measurements in a simplified experi-
ment. 
Colour Doppler echocardiography was used by Chao et al.(83) to investigate the in-
fluence of the Coanda effect on the measurement of the regurgitant jet area and flows 
downstream of artificial heart valves made using this technique. The great advantage of 
this and, other ultrasound techniques is their use in vivo. For example, colour Doppler 
echocardiography is used to give a qualitative measure of valvular disease in which the 
area of the regurgitant jet is an important indicator, see Mohan et 
Nygaard et aL(85 ) used a perivascular pulsed Doppler ultrasound system to evaluate 
the spatial distribution and temporal development of turbulent stresses 5-6 cm down-
stream of implanted valves. For the St. Jude Medical valves the maximum values of 
the estimated Reynolds normal stress were in the range 27-63 N/m2 with the maximum 
value occurring along the central slit near the vessel wall. CarboMedics valves gave 
similar results to the St. Jude valves with the maximum Reynolds normal stress in 
the range 11-72 N/m2 . The Starr-Edwards silicone rubber ball valves gave maximum 
Reynolds normal stress values in the range 11-56 N/rn2 with the maximum occurring 
in the annulus between the ball and the vessel wall. Turbulent shear stresses meas-
ured in vivo using hot-film anemometry are also summarised. Values for the maximum 
Reynolds normal stress are given in the range 38-113 N/m2 for the St. Jude Medical 
valve and in the range 37-120 N/m2 for the Starr-Edwards silicone rubber ball valve. 
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The estimated magnitudes of the turbulent shear stresses and exposure times are be-
lieved to be sufficient to give rise to sub-lethal and possible lethal damage of RBCs and 
platelets. The low turbulent shear stresses measured for the Starr-Edwards valve were 
discussed: the combination of skew mounting of the valve and post-stenotic dilation 
was suggested as a possible explanation. 
Other measurements 
Galauga and Lloyd(86 ) investigated flow induced mass transfer in the vicinity of arti-
ficial heart valves using an electro-chemical technique. Regions of high mass transfer 
were found in both high and low shear regions and correlated with reports of thrombus 
formation in vivo. 
2.1.6 LDA Measurements 
The Laser Doppler Anemometry (LDA) technique is based on measuring the Doppler 
shift of laser light reflected/scattered by small seeding particles moving in a flow; the 
shift is proportional to the particle velocity. The work of Tritton 87 , and Merzkirch 65 
provide introductory material on the LDA technique. For a more detailed discussion 
see the work of Drain 88 , Durst et alJ89 , and the wealth of literature devoted to the 
theory and application of LDA. The technique gives a time series of one, two or three 
components of the velocity from a probe volume within a fluid. From these results 
various turbulence statistics can be obtained; in particular, values for Reynolds normal 
and shear stresses. This assumes that Taylor's hypothesis is valid; ie that spatial 
velocity fluctuations around the mean velocity are carried downstream at the mean 
velocity and appear as temporal fluctuations in the measured velocity. The technique 
can be used to measure a wide range of velocities and allows the resolution of the 
direction of motion. 
Unless stated otherwise, the following investigations have used a mock circulatory sys- 
tem with an aqueous mixture of glycerine as the blood analogue fluid, have determined 
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the position of the probe volume in an appropriate way (commonly by ray tracing), and 
have made measurements under physiologically plausible fluid mechanical conditions. 
Measurements made in steady flows 
Yoganathan and Corcoran° measured wall shear stresses of the order of 100 N/rn 2 in 
the vicinity of the Starr-Edwards 1260-12A, Björk-Shiley 27XMBRP, Smeloff-Cutter 
A-5, Cooley-Cutter A-25, and Starr-Edwards 6520-1M valves. The investigations were 
made using a steady flow of Pluracol solution and a single component LDA system 
operating in the dual beam, forward scattering mode. Maximum turbulence intensities 
were measured in the range 25-50% decaying to 15-20% 0.12 m downstream from the 
valves. Bulk turbulent shear stresses were estimated in the range 10-100 N/rn 2 but are 
likely to be higher as a result of acceleration effects in pulsatile flow. It was concluded 
that damage to blood elements and to the endothelial lining of the aorta was likely. 
Experimental correlation between the location of thrombus formation and pockets of 
stasis observed in steady flow was reported. 
Figliola and Mueller(91) measured the axial component of the velocity downstream of 
several valve types in steady flow using a single component LDA system operating in 
the backscattering mode. Maximum wall shear stresses were reported in the range 70-
300 N/rn2 , maximum turbulent shear stresses in the range 11-82 N/m 2 , and maximum 
turbulence intensities of 40-50% decaying to 12-25% further downstream. Turbulent 
shear stresses in the annular flow region near the occluder, where measurements are 
difficult, were estimated in the range 60-170 N/m 2 . Viscous stresses of 45 N/m2 were 
also reported. Regions of separated slow flow were correlated with the formation of 
thrombus in clinical observations. 
Chandran et al.(92)  compared the velocity and turbulence measurements made using 
an aqueous glycerol solution and a dilute sodium chloride solution. A single component 
LDA system operating in the dual beam, forward scattering mode was used. Variations 
in velocity profiles were obtained for the two solutions at the same Reynolds number. 
This was explained by the different viscous interaction between the fluids and the 
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occiuder and its supports. 
Lei et al. (93)  measured velocities in the vicinity of a Bjork-Shiley valve in steady flow. 
A kerosene and oil mixture was used for Reynolds numbers up to 800 and water for 
Reynolds numbers up to 4000. The single component LDA measurements (operating 
in the forward scattering mode) support the existence of two nearly symmetric spiral 
vortices downstream of the valve, show no recirculation in the downstream aorta, and 
no obvious stagnation region in the vicinity of the minor orifice. The results were used 
to validate 2D FEM numerical calculations in which the valve was approximated as 
a circular disk. Good agreement was observed at low Reynolds numbers. At higher 
Reynolds numbers, deviations between the observed flow and the predictions were 
explained as the full three dimensional nature of the flow was not modelled. Attention 
was drawn to the work of Thwaites 94 showing the idealised flow pattern produced by 
a uniform flow past a flat, circular plate. Figure (2.2) shows the flow with the plate 
normal to the stream, Figure (2.3) at a large angle of incidence, and Figure (2.4) at a 
small angle of incidence. These flow patterns indicate the presence of spiral vortices, 
evident in the work of Lei et and others (74,95,96). 
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Figure 2.2: The idealised flow features produced by a disk normal to a uniform flow. 
Chew et ad°7) made measurements in steady flow downstream of three prosthetic heart 
valves using a two-component LDA system operating in the forward scattering mode. 
	






• 	S • 4 
Figure 2.3: The idealised flow features produced by a disk at a high angle of incidence 
to a uniform flow. 
Figure 2.4: The idealised flow features produced by a disk at a low angle of incidence 
to a uniform flow. 
For flowrates of 30 1/mm, wall shear stresses in the range 3-5 N/rn 2 were measured 
two diameters downstream from the valve, significantly lower than those obtained by 
Yoganathan and Corcoran(90)  and others(62' 63)  The difference is explained as the shear 
stresses in steady flows are expected to be lower than those in the accelerating flow with 
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the same peak velocity, as mentioned earlier. At one diameter downstream from the 
valve, maximum Reynolds normal stresses were observed in the range 160-310 N/rn2 . 
Measurements made in pulsatile flows 
Walburn at al. (98)  made turbulent stress measurements in the region of a Hancock por-
cine prosthetic valve using a two channel LDA system in the differential Doppler mode 
with forward scattering for fiowrates in the range 2.3-5.2 1/mm. Peak shear stresses 
were reported in the range 90-190 N/rn2 although the average over the cycle was only 
4 N/rn2 . Normal stresses with a peak value of 675 N/m2 and a mean value of 38 N/rn2 , 
averaged over the cycle, were also reported. Peak values of the turbulence intensity, 
measured axially, were reported in the range 5-19%. It was noted that the measurement 
axes differed from the axes associated with the principal stresses by approximately two 
degrees. 
Tiederman et al. (96)  studied pulsatile flows in a mock circulatory loop that did not in-
clude a model sinus region. Velocity profiles were produced by averaging data over 200, 
15 ms windows at the peak systolic flow. Ensemble average turbulent shear stresses of 
282 N/m2 and 207 N/m2 were measured downstream of trileafiet and tilting disk valves, 
respectively. The measured turbulent shear stress values decreased more rapidly with 
axial distance for the tilting disk valve. A four beam, two colour, two component LDA 
system operating in the forward scattering mode was used in the investigation allowing 
the determination of turbulent statistics without making assumptions about correlation 
coefficients; a significant advantage over the simpler, single component techniques. 
Yoganathan et al.(h1)  measured the turbulent shear stresses downstream of a number of 
aortic heart valve prostheses at various axial and radial positions using a three beam, 
two component LDA system operating in both forward-scattering and backscattering 
rnodes(99). The bioprostheses investigated produced lower turbulent shear stresses 
than reported previously for mechanical prostheses but all the valves gave rise to shear 
stresses sufficient to cause sub-lethal and/or lethal damage to blood components. Peak 
turbulent shear stresses (at peak systole) were in the range 200-450 N/m2 depending 
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on the valve and the measurement location. Similar results are presented by Woo 
and Yoganathan(lOhi)  from measurements made in the vicinity of mitral heart valve 
prostheses using the same LDA technique. Peak shear stresses (at peak diastole) in the 
range 20-195 N/m2 were reported, again dependent on the measurement position. 
Woo and Yoganathan 12 produced a more detailed account of the behaviour of the 
St. Jude Medical valve in both the mitral and aortic positions. Flow visualisation as 
well as LDA results were presented. The same LDA technique was used as that by 
Yoganathan et al.4 199). In the mitral position, the maximum turbulent shear stress 
measured was 76 N/rn 2 . After valve closure, turbulent shear stresses of the order of 
12 N/rn2 were found upstream of the central pivot associated with backflow through 
the valve. In the aortic position, the highest turbulent shear stresses were observed at 
the edges of the jet like flow fields, with a maximum value of the order of 200 N/m 2 . 
Turbulent stresses of 33 N/m2 were measured in back flow. A Maximum wall shear 
stress value of 63 N/rn2 was also reported. The valve leaflets were observed to open 
asynchronously. 
Schwarz et al.(101)  investigated the influence of cardiac flow rate on the turbulent shear 
stress measurements made in the vicinity of a mono-strut, disk valve using a four beam, 
two colour, two component LDA system operating in the dual beam forward scattering 
mode. Shear stresses up to 99 N/m 2 were measured. The maximum shear stress was 
found to scale with the flowrate to the power 0.72. The exponent is thought to depend 
on the valve geometry and the opening angle of the valve. It was also noted that as the 
flow accelerated through the major orifice of the valve a "starting" vortex developed 
and was then shed from the disk. 
Giersiepen et al. (102)  used a two component LDA system to measure the velocity and 
shear stress distributions downstream of ten mechanical valves. At a distance of 0.55 
times the diameter of the aorta downstream from the valve the maximum shear stress 
was observed at peak systole, whereas at a distance of 1.5 times the diameter of the 
aorta downstream from the valve the shear stress peaked during the deceleration phase 
of the flow. Velocities up to 1.5 rn/s and turbulent shear stresses up to 150 N/rn 2 were 
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measured during systole. Recirculation in the aortic sinus produced turbulent shear 
stresses of the order of 25 N/rn2 for all the valves studied. Shear stress levels were 
highest at the edges of the jet flow. It was shown that exposure times of 150 ms to 
turbulent stresses of the order of 80 N/rn 2 would be expected at the border of the jets 
in the recirculation zone. It was noted that the results agreed well with those found in 
earlier work('°°). 
Walker and Yoganathan(103) measured, amongst other things, velocities and turbulent 
shear stresses downstream of five mechanical heart valves prostheses using a three beam, 
two component, LDA system operating in both the forward-scattering and backscat-
tering modes. For the Medtronic-Hall tilting disk valve maximum forward velocities of 
the order of 2 m/s were measured at a volumetric flowrate of 7.5 1/mm. The maximum 
reversed flow velocity was 0.25 rn/s. The fluid adjacent to the wall near the minor 
orifice of the valve was stagnant in both the accelerating and decelerating phases of the 
flow. In the larger orifice area, turbulent stresses of 120 to 150 N/rn2 were measured 7 
and 13 mm downstream of the valve at peak systole. In the minor orifice region, a peak 
turbulent shear stress of 145 N/rn2 was reported 15 mm downstream from the valve. 
It was suggested that higher values occur closer to the valve where measurements are 
difficult. Similar velocities were found downstream of the St. Jude Medical bileaflet 
valve and turbulent shear measurements of the order of 170 N/rn2 made distal to the 
central orifice. Again, higher shear stresses would be expected nearer to the valve. The 
Bjork-Shiley mono-strut valve gave similar maximum fluid velocities. High turbulent 
shear stresses correlated with high velocity gradients such as those found at the edges of 
jets. Maximum values of the turbulent shear stress of 125 and 80 N/rn2 were measured 
11 and 17 mm downstream from the valve. A slightly higher maximum velocity of 2.25 
rn/s was observed with the Omni-Carbon tilting disk valve and maximum values for 
the turbulent shear stress in the range 125-170 N/rn2 were found 8-14 mm downstream 
of this valve. A maximum turbulent shear stress of 180 N/rn 2 occurred at the central 
edge of the minor orifice jet. The Duromedics bileaflet valve gave a maximum turbulent 
shear stress of 220 N/rn 2 . The velocity and turbulent shear stress fields for the five 
valves were similar and all induced turbulent shear stresses high enough to cause lethal 
and/or sub-lethal damage to blood elements. The problems of haemolysis, thrombosis, 
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and thromboembolic complications were not eliminated in these new designs. 
Van Son et al. (104)  investigated the velocity profiles of four bileaflet heart valve pros-
theses using a two-channel LDA system operating in forward scatter, polarised mode. 
The data was averaged over 64 cardiac cycles. Three peaks in the velocity profile were 
exhibited by all of the valves with the flatter velocity profiles associated with the valves 
with the widest opening angle. 
Baldwin et al.(105)  described a filtering technique and a method for determining the 
principal Reynolds stresses from measurements made in pulsatile flows. Reynolds nor-
mal stresses and Reynolds shear stresses of 298 and 120 N/m 2 are respectively reduced 
to 41 and 17 N/m2 by the filtering technique. Large variations were observed in trans-
forming from the measured coordinates to the principal axes. This seems to have been 
disregarded so far in biofluid-mechanical investigations, except in the comments made 
by Walburn at al.(98).  It was also noted that researchers in this field have not given 
enough consideration to the number of cycles over which data is averaged and the 
length of measurement window used to give pseudo-steady flow. Velocity bias is also 
briefly discussed and solutions proposed to correct for this. In view of these comments 
it seems likely that a number of the studies reported in this section could have over 
estimated the shear stresses but a lack of detail regarding the exact processing of the 
data makes this difficult to substantiate. 
2.1.7 CFD calculations 
The role of computational fluid dynamics (CFD) in the analysis of prosthetic heart 
valve flows was discussed by Tansley et al.(10).  A concise account of the fluid mechan-
ical problems associated with heart valve design was given and the experimental flow 
analysis techniques that have been used described and contrasted: The major advant-
age in using CFD simulations over the experimental techniques is that full flow field 
information can be obtained, the major drawback is the lack of suitable turbulence 
models for use in pulsatile flows. 
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Early attempts to simulate the pulsatile flow around heart valve prostheses used 2D 
geometries and the W - 12 (stream function-vorticity) formulation. The work of Cheng 
et al. (106, 107) explains the formulation and gives example results. The superposition 
model used makes shear stress predictions difficult. More complex geometries were 
modelled as grid generation and solution techniques advanced93' 108)  Thalassoudis 
et al.(109)  included a turbulence model in their 2D simulations of the flow around 
a caged-ball valve prosthesis. The results clearly showed flow separation, high and 
low velocities, and gave predictions for the turbulent shear stresses in the flow. The 
computed turbulent shear stress values at the sewing ring tip of 6-50 N/rn 2 for flows 
of 5-20 1/min are significantly lower than those found experimentally by Figliola et 
a l.(91 ) and Woo and Yoganathan 100 . Similar simulations without turbulence models 
gave much lower predictions for the shear stress. This may be due to an experimental 
over-estimate of the shear stresses, as discussed in the previous section, or inadequacies 
in the turbulence models used. 
A more complex 3D time-dependent formulation (h 10) was applied to predict the flow 
through an artificial heart by Rogers et al (111)•  The moving boundary of a piston was 
included in the model. An imaginative model of the movement of elastic and rigid sur-
faces within cardiac fluid mechanics was discussed by Peterson(h12)  and by Cheng et al 
(113) Vesier et al (114)  extended the method to three dimensions to model pulsatile flow 
within compliant vessels. Peskin and McQueen(115)  presented a complex simulation of 
the flow within the heart but at flowrates below those encountered physiologically. This 
model has been used to provide insight into the flows around valves in an attempt to 
assess and improve possible designs. 
2.1.8 Discussion 
It 	is 	apparent 	from 	a 	range 	of 	measurements, 	both 
in vitro( 1 ,h 1 _ 13 , 62 , 68 , 71 , 7290_9396100 _108 , 105) and in that artificial heart 
valves produce turbulent stresses high enough to cause sub-lethal and/or lethal damage 
to RBCs and platelets(' , 7-9,50,51 ). Heart valve prostheses may also produce viscous 
shear stresses at or near the wall(',' 2,62,63,90,91,97)  that can cause structural changes, 
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damage, and erosion of endothelial cells(14);  as well as damage to erythrocytes en-
hanced by the presence of foreign surfaces(10,50).  This process is more important for 
valve designs that produce fluid jets that impinge upon the arterial wall. It is clear 
that cavitation in the vicinity of valves should also be considered as a mechanism for 
erythrocyte damage and erosion of valve materials (58-60).  It is apparent that regurgit-
ant jets and the edges of jet type flows in systole are associated with turbulent shear 
stresses and exposure times sufficient to damage erythrocytes. This is evident where 
recirculation could prolong the exposure time of blood components to modest shear 
stresses in the vicinity of the jet type flows 102 , particularly in the sinus region. 
The comments of Baldwin et alJ105 suggest that LDA measurements should be viewed 
with some caution. In particular, the averaging method, the filtering of results, and 
the time window in which measurements are made require adequate consideration; in 
addition to other measurement problems that apply to steady as well as pulsatile flows. 
The suggestion is that turbulent shear stresses may well be over-estimated, although 
the evidence is that the results from LDA and other anemometry techniques are in 
broad agreement(h1_1SG2O37l 72,90-93,96,100-103) However, the assumption that 
the stress pattern is repeated from cycle-to-cycle is debatable and that the averaging 
procedure may include variations, particularly on larger scales, that are not due to tur-
bulence. LDA and other anemometry techniques that average over several cycles may 
give the same results, all including cycle-to-cycle variations in any estimates of turbu-
lence statistics. For example, the hot wire investigation by Chandran et aL( 71)divided 
the pulse into small segments and found turbulent statistics by averaging the readings 
for each segment over sixteen cycles. It seems doubtful that Taylor's hypothesis applies 
to the averaging techniques used over sections of the pulse cycle. This view is suppor-
ted by the reduction in the measured shear stress produced by the filtering technique 
of Baldwin et al.(105)  removing only a small number of measurements. 
Quantitative flow visualisation techniques - such as particle tracking, particle image 
velocimetry, and related techniques - have the potential to give a large number of sim-
ultaneous velocity measurements (2).  It may also be appropriate to use these techniques 
to visualise coherent structures and estimate turbulent statistics but such discussion 
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is deferred until later. The potential to make measurements of the quantities required 
to calculate a RBDI for a valve is clear. However, several important considerations 
in using these techniques, such as the effect of velocity gradients, have not been con-
sidered in the works to date. These techniques, and the results from ultrasound Doppler 
techniques, provide useful validation material for numerical simulations and they have 
an obvious role to play in the development and assessment of turbulence models for 
pulsatile flows. 
The damage to erythrocytes through exposure to shear is well accepted(1 7,9,50351) 
although there are obvious problems in relating viscous shear stresses, as measured 
in a number of experiments, to turbulent stresses. The work of Jones(S)  in linking 
Reynolds stress measurements to viscous shear stresses is a first step and provides 
a convincing explanation for the variation of the threshold shear values required to 
damage erythrocytes as the distribution of the turbulent velocity fluctuations broadens 
with increasing Reynolds number. The analysis of characteristic length and time scales 
provides useful information in determining the recording parameters for quantitative 
flow visualisation experiments. 
The mechanism for thrombus formation proposed by Wurzinger et alJ° is appealing: 
the damage of RBCs and platelets releasing clotting agents; this material being trapped 
in a recirculating flow; and clotting material being convected to a surface where throm-
bus formation is favourable. This mechanism is supported in steady flow by a variety of 
work (1)  but is more difficult to assess in pulsatile flows. However, the mechanism of clot 
formation is more complex as high shear can prevent clot formation and deposits are 
found at upstream stagnation points under some conditions, on the the valve mounting 
and surfaces (1)•  The convective and diffusive mass transport of blood components and 
clotting agents also have an important effect, but are difficult to determine conclus-
ively. Tansley et al. ( 10) describe the aggregation of cells within turbulent eddies, where 
erythrocytes have been damaged, as another mechanism of thrombus formation clearly 
associated with enhanced mass transport. The mechanism proposed by Wurzinger et 
al.( is also supported by the experiments using the milk analogue fluid where stasis is 
shown to be a necessary, through not sufficient, prerequisite for clot formation(', 15,64). 
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The modified Lee-White test results also indicate that mass transport is important in 
the areas of stasis where clotting occurs (1,64) 
The impingement of jets on endothelial cells and cavitation related erosion may produce 
sites that favour the initiation of thrombus formation(14, 58-60) Thrombus itself is not 
a major concern unless it gives rise to valve disfunction or stenosis. It is the mobilisation 
of thrombus leading to thrombo-embolism at another location in the circulatory system 
that can not be tolerated'°. 
2.2 Particle Image Velocimetry 
2.2.1 Introduction 
Particle image velocimetry (PTV) is a quantitative flow visualisation technique, which 
provides instantaneous velocity information throughout an illuminated plane within 
a flow. The velocities are typically accurate to within 1-2% (2),  often good enough 
for meaningful values of derived quantities, such as vorticity, to be calculated. The 
technique compliments, and is distinct from, point measurement techniques, such as 
LDA, from which a time series of readings can be obtained at one point but a series of 
such measurements are required to determine the whole flow field. Ply, like LDA, is 
non-invasive and does not disturb the flow to the same extent as, for example, hot wire 
investigations; although small light scattering particles have to be introduced into the 
flow, as with LDA. 
This second section of the literature review is concerned with the basic PIV technique, 
its development, the requirements to produce good experimental recordings, the meth-
ods of analysis and their accuracy, sources of errors, and post processing of the velocity 
field. 
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2.2.2 The basic technique 
The flow under study is seeded with small, light scattering particles that accurately 
follow the motion of the fluid. A pulsed light sheet is used to illuminate a plane within 
this flow, usually chosen so that the velocity normal to the illuminated plane is small, 
as shown in Figure (2.5). Viewing perpendicular to the light sheet, particle images are 
seen as a series of dots as they move along particle tracks, as shown in Figure (2.6). This 
view is commonly recorded onto photographic film or digitally using a CCD camera and 
typically contains 2 to 5 images of each particle. If the spacing between the particle im-
ages in the recording is known, as well as the illumination frequency, local mean velocity 
vectors can be determined in small areas throughout the illuminated plane, typically 
giving around 50,000 data points per PIV recording. The technique has been discussed 
in several review articles including those by Lauterborn and Vogel( 68), Adrian( 2 ' 116), 
Dudderar et al.(117),  Grant" 8 , Hesselink 69 and Buchhave' 19 . A compendium of 
significant papers related to PIV is also available, edited by Ian Grant (120) . 
Figure 2.5: A pulsed light sheet illuminating a section of fluid. 
A classification of the various "PIV" techniques was proposed by Adrian( 2 ) and will 
be adopted here. Although there is a tendency to refer to the technique in general as 
Particle Image Velocimetry it falls into the broader category of Pulsed Light Veloci-
metry. The first division of Pulsed Light Velocimetry is between techniques that use 
molecular markers and those that use particulate markers. This work is involved with 
the latter branch, which is sub-divided into speckle pattern methods and particle image 
methods. Again, the latter branch is divided into techniques giving recordings with low 
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Figure 2.6: A typical high image density PIV recording of a flow. 
image densities, often referred to as particle tracking velocirnetry, and those giving high 
image density recordings, referred to as particle image velocimetry. 
As discussed by Adrian ( ' ) , for large seeding densities, the images in the recording over-
lap and phase differences between the images of different particles produce a random 
interference pattern known as laser speckle(121).  Velocity measurements with such 
recording densities are referred to as laser speckle velocimetry, or LSV. The speckle 
pattern associated with groups of particles is roughly constant and can be used to 
trace the motion of the fluid. 
For very low seeding densities, particle images are unlikely to overlap and the series 
of images recorded are small in length compared with the distance between seeding 
particles. This implies that individual images are easily identified. As the number of 
images is small it is possible to track the paths of individual particles. This is usually 
termed particle tracking velocimetry, or PTV. 
Between these two extremes lie recordings in which the image density is too low to give 
speckle but in which there are enough images to make particle tracking prohibitively 
time consuming. The displacement of groups of images is measured instead, in a similar 
way to measuring the speckle displacement in LSV. This mode of operation is referred 
to as high-image-density PIV. 
Adrian's notation (2)  will be used wherever possible in the following discussion. 
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2.2.3 Early development of LSV and PIV and the Young's fringe ana-
lysis technique 
The PIV technique has its origins in the pioneering work of Willis and Deardorff 122 
Barker and Fouriiey(' 23 , Grousson and Mal1ick( 124 ,and Dudderar and Simpkins 125 . 
Willis and Deardorff( 122  used the technique with low seeding particle concentrations 
and manually digitised the coordinates of particle centres to determine inter-image spa-
cings. The illumination was arranged to give an initial particle streak to determine the 
direction of motion of the fluid: an issue that will be discussed in more detail later. 
Barker and Fourney' 23 , Grousson and Ma1lick' 24 , and Dudderar and Simpkins (1-25)  
applied speckle analysis methods(121,126132),  previously used almost exclusively to 
study surface motion, to their photographic recordings. The LSV recording was ana-
lysed by illuminating a small section of the negative with a parallel beam of mono-
chromatic light. A converging lens is placed after the negative and a series of Young's 
fringes are observed in the back focal plane of the lens, as shown in Figure (2.7). 
Lens 	 Plane 
Figure 2.7: A schematic of a typical fringe analysis system. 
Young observed that for waves originating from two points sources an interference 
pattern is observed and that if the waves from the point sources are in phase, or 
coherent, then a particular interference pattern is produced, as shown in Figure (2.8). 
The solid and dashed lines represent the maxima and minima of the emitted waves. 
Where maxima associated with the waves originating from the different sources meet 
there is constructive interference. Where maxima and minima meet there is destructive 
interference. When observations of the wave amplitude are made in a plane parallel to 
the line separating the two point sources a series of maxima and minima are observed. 
The spacing of the maxima, Ay, is governed by the wavelength of the waves, A; the 
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separation between the two point sources, a; and the distance to the observation plane, 
s. The re1ationship 133 ) is given below. It can also be shown that the maxima and 
minima ideally follow a cosine squared form. 
Figure 2.8: The interference pattern produced by coherent waves from two point sources 
- Young's experiment. 
Ay= 	 (2.3) 
When a small section of a PIV image is illuminated with coherent light each pair of 
images produces an interference pattern similar to that described above. Most image 
pairs are oriented at random and produce diffraction patterns oriented at random. 
However, in the flow direction the interference pattern from each double image of 
a seeding particle produces an identical, or very similar, interference pattern. As the 
number of image pairs is increased these diffraction patterns constructively interfere and 
become increasingly distinct compared with the background interference pattern. It is 
this overall pattern that is observed in the optical analysis if PIV images. The period 
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of the fringes is related to the mean velocity vector in the illuminated area by equation 
(2.4) with the orientation of the fringes normal to the direction of the mean fluid 
motion, assuming that the velocity is both spatially and temporally constant over the 
illuminated area. The negative is usually mounted on a computer controlled translation 
stage to select the analysis area. All three groups of early investigators(123-125)  proved 
the technique in steady, laminar pipe flows, obtaining good agreement with theory. 
AX=MiT 	 (2.4) 
where IX is the fringe spacing normal to the fringes (m), A is the wavelength 
of the illumination (m), f is the focal length of the lens (m), lvi is the mag-
nitude of the mean velocity in the analysis area (mis), T the time between 
illumination pulses (s), and M the magnification of the PIV recording. 
Iwata et al. ( 134) ,  Ewan( 135),  and  Meynart(136)  applied the technique in more complex 
situations, for example in convection driven flows and spray atomisers. Baker et a l . ( 137 ) 
were the first workers to investigate the accuracy of the technique by recording particles 
fixed to a rotating drum. The velocity vectors produced were within 2-3% of the 
expected values. The streaming velocities of biological samples were also measured to 
within +10% of the values determined using optical microscopy. 
Kaufmann( 132) was the first to consider the effect of the diffraction halo 138 on the 
accuracy of fringe location. The pattern seen in the transform plane is the diffraction 
halo modulated by a pattern of equally spaced, cosine square fringes. The diffraction 
halo introduces a small shift in the location of fringe maxima. Kaufmann showed that 
measuring the spacing of fringe minima, as opposed to fringe maxima, reduces the 
error by half; although other errors, for example, those associated with lens aberra-
tion, remain the same. It was suggested that "dividing out" the diffraction halo or 
using a Fourier transform based analysis of the fringes would remove the effect of the 
diffraction halo. A similar "dividing out" procedure was suggested by Georgieva('. 
This was investigated by Kaufmann et al.(140)  who used a linear photo detector ar- 
ray, attached to a potentiometer for angle measurement, to analyse the fringe pattern. 
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Perpendicular to the fringe direction the fringe spacing was recorded and parallel to 
the fringes the diffraction halo was recorded. The first results were then divided by 
the second to remove the diffraction halo and a fast Fourier transform (FFT) routine 
used to determine the fringe spacing. A 1D theoretical analysis of the diffraction halo 
was carried out by Kaufmann( 141)  who concluded that the 1D FFT technique could be 
used without dividing out the diffraction halo. 
Following this work, Meynart(142)  described the difficulties involved with obtaining 
experimental and theoretical measurements of the diffraction halo due to the non-
Gaussian statistics of the speckle produced by a small number of independent particles. 
A "cepstrum" technique was proposed that involved the Fourier transform of the logar-
ithm of the lD digitisation of the fringe pattern but this gave a significant decrease in 
the signal-to-noise ratio. Alternatively, the use of windowing techniques in calculating 
Fourier transforms was suggested. The proposed methods were used in an unsteady 
gas flow to measure velocities over 1 m/s(143 144) and to estimate vorticity, calculated 
using a difference scheme, with an uncertainty of 15% of the maximum vorticity( 136). 
Robinson (145)  digitised the fringe pattern and used an automated system to obtain the 
fringe orientation and averaged the fringe data parallel to the fringes. M eynart( 146 ) 
highlighted a problem seen in several derivations of theoretical predictions for the dif-
fraction halo, for example, that given by Yamaguchi (147),  and gives the correct analysis. 
He also comments that the correct theoretical expression is subject to inaccuracy as it 
does not take into account the non-linear response of the photographic film. Pedestal 
removal, that is, removing the effects of the diffraction halo, was also addressed by 
Pickering and Ha1liwell( 148)in a similar manner. 
Erbeck(' 49) calculated the ID cross correlation function along directions at 45° and used 
these six results to give the fringe orientation and spacing. Collicott and Hesselink( 150) 
used a novel anamorphic optical processor to measure one component of the flow along 
a line in the recording: a method for producing velocity profiles. Other automated 
procedures for determining the fringe spacing and orientation were discussed by Pick-
ering and Halliwell(151),  and Kirita et al. (152);  and reviewed by Kirita et at., (153)  and 
Huntley( 154). It can be concluded from these works that the 2D FFT transform of 
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the fringe pattern, to give the auto-correlation function of the illuminated region of 
the photograph according to the Wiener-Khinchin theorem(155),  gave the lowest ran-
dom error in the mean displacement and produced more reliable results when only a 
small number of fringes were present, compared with the methods already mentioned. 
Kim( 156  was very critical of the methods used to remove the diffraction halo and from 
a detailed analysis believes that although such methods are attractive they do not take 
into account the complexity of the problem. The effect is an arbitrary modification of 
the speckles from the specklegram. Kim recommended the use of 2D FFT processing 
to yield the auto-correlation function. It was also suggested that corrections could be 
made to reduce the effects of velocity gradients on PTV measurements and that the 
measurement of small displacements will be affected by the diffraction halo if they are 
less than one speckle diameter. 
Alternative analysis techniques were proposed by Takai and Asakatura 157 and by 
Adrian and Yao(158).  The latter involved taking a 2D image of the analysis area and 
projecting all the points in two orthogonal directions, thus compressing the amount 
of information and decreasing the amount of processing time required to analyse the 
image. 
Pickering and Halliwell(159) considered the effect of photographic film noise in fringe 
patterns due to variations in film thickness and refractive index. These effects, as might 
be expected, were more important for faster films. The phase noise from varying film 
thickness was removed using a liquid gate(16.  In a further refinement, it was proposed 
that a positive transparency be produced from the original recording. Analysis of this 
positive recording gave fringes with an improved signal-to-noise ratio(161),  in agreement 
with earlier theoretical predictions ( 102). 
Compensation for the diffraction halo in speckle photography has recently been repor-
ted using a negative mask - a negative of the diffraction halo used as a density filter at 
the observation plane. A similar method is investigated for improving the fringe quality 
produced in Ply investigations by Ganesan et al.(103).  The new method is compared 
with the contact print approach and gives a greater number of fringes and sharper 
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peaks in the auto-correlation function. This increases the maximum magnitude of the 
velocities that can be measured. The combination of the negative mask method with 
contact printing gave further i mprovements ( 163) 
Iwata et 	were the first to comment on the decrease of fringe visibility as the 
velocity gradient over the analysis area increases. The results of Pearson et 	show 
velocities underestimated where velocity gradients are significant and the degradation 
of fringe quality with turbulence. Related to this is the proposal by Hinsch et al . ( 165) 
that any spatial variation in velocity should be correlated with the fringe pattern. This 
was realised in the work of Arnold and Hinsch( 166 who related fringe visibility with 
turbulence, although the turbulence levels measured using this technique were higher 
than those obtained by hot-wire anemometry. Erbeck and Merzkirch( 167) report similar 
concluions. Later, Grant and various coworkers(168, 169) made turbulence estimates 
to within 10% of those measured using other techniques using a similar correlation with 
fringe visibility. 
Other factors affecting the accuracy of the PIV technique were noted during this devel-
opmental period, and will be covered in detail in later sections. Jacquot and Rostig 170 
considered the effect of out of plane motion when studying solid surfaces and proposed 
a stereo-scopic technique to resolve all three components of the direction of motion. 
Meynart( 171) was the first to consider the optimum number of particle pairs that should 
be contained in an interrogation area and suggested this to be between 5 and 20. 
Experimental applications of the technique over this development period, not already 
mentioned, include: Binnington et al(172, 173) who studied laminar fluid flow and con-
cluded that the scope for application of the technique to non-Newtonian flows was 
great; Bernabeu 174 who studied convection driven flows; Kaufmann( 175) who used 
double pulsed white light speckle velocimetry for fluid flow measurements; Gartner et 
a l . ( 176) who studied the motion of an internal gravity wave; Pearson et al.(164)  who 
studied the motion in a simplified gas jet; Meynart(' who studied buoyancy driven 
recirculation; and Kawahashi and Hosoi(178)  who studied the flow in a water channel. 
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2.2.4 Seeding particles 
Seeding particles must follow the motion of the flow, that is they must be neutrally 
buoyant or have an insignificant slip velocity. The maximum slip velocity may be 
calculated using Stoke's equation (2.5) (valid for Re < 2) as the particle sizes are 
generally small. 
gd (p - pi) Ut = 	
18 p 	
(2.5) 
where ut is the slip velocity in mis, d is the particle diameter in m, p, is 
the particle density in kg/m3 , pf is the density of the fluid in kg/m 3 , and p 
is the viscosity of the fluid in Ns/m 2 . 
Adrian(2) derives the result given in equation(2.6) for the slip velocity between a seeding 
particle and the fluid as a function of the acceleration of the particle. This applies to 
non-interacting particles and ignores the added mass of the fluid, unsteady drag forces, 
pressure gradients, and non-uniform fluid motion. These assumptions are valid for 
heavy solid or liquid particles used to seed a gas flow. 
Iv - uI= 	 (2.6) V3p  
where v is the particle velocity (m/s), u is the fluid velocity (mis), p is the 
fluid density (kg/m 3 ), p,, is the particle density (kg/m 3 ), d2 is the particle 
diameter (m), CD is the drag coefficient, and + is the particle acceleration 
(m/s2 ) . 
Equation(2.6) simplifies to equation(2.7) when the particle Reynolds number is much 
less than 1. 
p2d N' I 
Iv - uI= 	 (2.7) 
36pp 
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The equation of motion for a small rigid sphere in a non-uniform flow, including the 
terms excluded in the previous result, was given by Maxey and Riley(170)  and the 
behaviour of solid particles in turbulent flows have been simulated by Brown and 
Hutchinson ( 180). This, and other work, has been used by Lim et alJ4 in determining 
the macro-scales of turbulence which seeding particles may be expected to resolve. The 
result is given in equation (2.8). 
dp - 1 	
(2.8) 
Ajv \p I] 
where v is the kinematic viscosity of the fluid (m 2r'), A is the macro-scale 




Solving for A: 
(dp ul (2pp2+2ppp+p2))213 
V p Pp 
(2.10) 
ul(2p2 + 2pp +p2) 
Dadi et al.(181)  compared a linearised model and a pseudo-linear empirical model for 
particle motion with experimental results. The linear model is valid when the relative 
motion of the particle and fluid is small, as above, and the pseudo-linear model for 
particle motion when the relative Reynolds number (Re = lu - vi ) is greater than 
one but not very large. For relative Reynolds numbers up to 40 the pseudo-linear 
model gave a good representation of reality; and for Reynolds numbers below one, 
little difference between the two models was observed. 
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Agu{ and Jimenez 3 also discussed the motion of seeding particles when discussing the 
performance of particle tracking. Assuming that the density of the seeding particles is 
similar to the density of the fluid, the expected difference between the fluid velocity 
and particle velocity was given as equation (2.11). 
Iv_u1 2 
1.8 x lo_2 	
- 	
( 2.11) 1 u 1 2 	 ) 	v 
where wg corresponds roughly to the lowest turnover rate of the large eddies 
in the flow (Hz). 
The scattering power of seed materials was discussed by Adrian and Yao(182_184). 
The smallest particles that can be photographed were determined for both air and 
water by Mie scattering calculations. Using Kodak Technical Pan 2415 film, a range 
of apertures and light of wavelength A = 0.6943 pm: polystyrene particles of diameter, 
10 pm, were recommended for use in water; and oil or glass particles of diameter, 
5 pm, for use in air. Adrian( ' 83 showed that seeding particles with a diameter less 
than 1 pm exhibit Rayleigh scattering (expected when d, << A), where the scattered 
light intensity is proportional to d 4  and the recorded image diameter is given by the 
point response function of the recording optics. For seeding particles above 10 pm in 
diameter, geometric scattering is observed (expected when d3, >> A) where the scattered 
light intensity is proportional to 4 and the size of the recorded image is proportional 
to d2 . For seeding particle sizes in the range 1 and 20 pm, transitional scattering 
behaviour is expected, the scattered light intensity is proportional to 4 but the image 
diameter is largely independent of d2 . It was also shown, as expected, that the scattered 
light intensity depends on the ratio of the refractive indices of the fluid and seeding 
material, although comparisons between different fluids and seeding materials were 
found difficult. 
A wide range of seeding materials have been used by different researchers. Of note 
are seeding materials with their scattering properties enhanced by metallic coatings, 
available through Birral in the UK, and the hollow glass micro-spheres manufactured by 
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Potter's Ballotini Ltd (UK) that have more than one surface from which light may be 
scattered. A silver coating procedure for hollow glass spheres is described by Schmitt et 
al.( 185). Careful selection of the density and size range of the starting material and the 
amount of silver deposited on the surface of the spheres can be used to generate seeding 
particles with an appropriate density range tailored for a particular application. For 
a more detailed analysis of scattering from small particles refer to van de Hulst 186 , 
Adrian 2 , and Grant (120). 
2.2.5 Illumination 
The light sheets used in PIV investigations are typically generated from coherent light 
sources using expanding optics, and a mechanical or electro-optical chopper if the 
light source is continuous(2).  An optical fibre beam delivery system was considered by 
Anderson et aL' 7 and demonstrated to be a safe way to guide the output from high 
powered lasers to a beam expansion system at an experimental rig. A small number 
of researchers have used white light sources(17, 175,188) suitably collimated, to take 
speckle photographs of flow fields or when using encapsulated liquid crystals as the 
seeding material( 189). 
The use of a rotating, polygon mirror illumination system is becoming more common 
and has several advantages over the conventional optical train, which are discussed by 
Gray et al.(190).  The light beam from a laser is directed onto a rotating, polygon mirror 
producing a light sheet that is collimated through a reflection in a parabolic mirror: 
similar results can be produced using an oscillating mirror. These and acousto-optical 
beam deflection techniques are compared by Rockwell et al.(191).  The conventional and 
rotating mirror systems are shown in Figures (2.9) and (2.10), respectively. 
As Gray et al.(190)  conclude for continuous emission lasers, the rotating mirror system 
can increase the energy available for exposing the particles, typically by a factor of 20, 
as all the laser energy is available for illumination, compared with a small fraction when 
using an optical chopper. Particle images are illuminated by a shorter, higher intensity, 
light pulse compared with the conventional technique; this ensures that the particle 
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Figure 2.9: A light sheet generated by expanding a collimated light source with a 
diverging lens and a second collimating lens. 
Figure 2.10: A light sheet generated by a rotating mirror and collimating parabolic 
mirror 
motion is frozen and blurred images are less likely. For a particular application, the 
scanning technique allows the use of lower power lasers, the investigation of higher speed 
flows or the illumination of larger areas of the flow. A light sheet of even intensity can 
be produced; in contrast to a light sheet that retains the Gaussian intensity distribution 
of the source beam using the conventional method. This avoids the over exposure of 
particles in the centre of PIV recordings and under exposure at the edges. 
A novel extension to the rotating mirror system was used by Post et al. (192).  The multi-
line output from an Argon ion laser was dispersed and the prominent green (512 nm) 
and blue (488 nm) lines selected to make two colour PIV recordings using a single laser. 
This resolves the directional ambiguity inherent in some forms of the PIV technique 
that will be discussed later. The two coloured beams may be offset slightly and the 
colour intensity used to define the third component of velocity (193). 
2.2.6 Recording parameters 
The Ply image may be recorded onto photographic film or digitally using a CCD. In 
both cases a lens with minimal distortion and flat focal field is required to introduce 
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as little aberration as possible into the recording. 
Adrian(') discusses the relationship between the diameter of the seeding particles, d, 
and the particle image diameter, 4. The approximate formula for the image diameter 
is given in equation (2.12) below. 
4 = VM2d2+ d + d 	 (2.12) 
where Mis the recording magnification, d5 the diameter of the point response 
function of the recording optics, and 4 is the resolution of the recording 
medium. d, 4, 4, 4 should all be in metres. 4 is given by: 
4 = 2.44(1 + M)rA 	 (2.13) 
where f# is the f number of the recording optics (dimensionless) and A is 
the wavelength of the light source (m). 
The previous two results are valid when the particle is within the depth of field of the 
recording optics, ôz, given by 
Sz = 	1+ 	 (2.14) 
Outside this range, the particle image is blurred by an amount exceeding 20% of the 
in-focus diameter (2) 
Film 
Recordings made on photographic film require subsequent processing. This may in- 
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Film ASA No Resolving Power 
lines/mm 
Technical Pan 50 125-320 
T-Max 100 100 63-200 
T-Max 400 400 50-125 
Table 2.1: The resolving power of various films 
visibility ' °° '62 , and possibly the production of prints. Negatives and prints can 
be transformed into digital images for computer-based analysis using commercial scan-
ners. The flatbed scanners available have optical resolutions in the range 300-1200 dots 
per inch and the negative scanners in the range 600-2700 dots per inch, although this 
technology is still under rapid development. A wide range of film is available for which 
the manufacturers provide data sheets. The quality and nature of the negatives and 
prints produced depend greatly on the processing stages and chemicals used and the 
manufacturers' guidelines should be followed. For example, see the Kodak publications 
regarding T-Max' 94 and Technical Pan 195 films. 
The spectral sensitivity curves for Kodak T-Max 100, Kodak T-Max 400 and Kodak 
Technical Pan are shown in Figures (2.12,2.13,2.11). The sensitivity of most pan-
chromatic black and white films, like the T-Max films, tails off between 600 and 650 
um making these films suitable for green, blue or white light sources. The spectral 
sensitivity curves show that the Technical Pan films should be used for red light sources. 
The speed of the film does not affect the shape of the curve significantly. 
Lourenco' compares KODAK Technical Pan 2415 and KODAK Royal X Pan for 
recording PIV images noting that the sensitivity for the latter declines beyond 620nm 
making this film unsuitable for He-Ne illumination (633 nm). Workers using red light 
sources have tended to use KODAK Technical Pan 2415( 197 _ 199 ) . 
The resolving power of various films is given in Table (2.1) where the information is 
taken from the manufacturers' data sheets. A 35 mm negative can resolve around 5000 
lines assuming a 25mm image and 200 lines/mm. 
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CCD 
Some PIV researchers have moved away from film recordings to use CCD cameras. This 
removes the time consuming photographic processing stages and can give "online" PIV 
data. CCD cameras with a resolution of 512 by 512 pixels are readily available and 
can achieve frame rates comparable with videos. Modest frame grabbers give an image 
resolution of 768 x 576 pixels with 8 bits per colour associated with each pixel. As 
the array size is increased the frame rate rapidly decreases. A modern CCD stills 
camera producing a 2000 x 3000 pixel image with 12 bits per colour can record around 
one frame per second 200 . CCD cameras are ideal for recording a series of single 
frames which can be analysed by cross-correlation, resolving the direction of motion of 
particles. For example, Westerweel et al. ( 211  described the use of a digital PIV system 
with a resolution of 1000 x 1000 pixels capable of recording 10 frames per second. Issues 
related to image digitisation are discussed later as they also apply to the digitisation 
of negatives, photographs, and the Young's fringe patterns produced by conventional 
analysis systems as well as to CCD based PIV recordings. Image intensifiers have also 
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been used to make PIV recordings with cheap, low intensity light sources ( 202 ) 
2.2.7 The analysis of PlY recordings 
Distribution of particles and images 
It is useful to define several dimensionless groups that characterise PIV recordings and 
analysis, after Adrian('). The source density, N5 , as defined in equation(2.15), is the 
mean number of particles in a cylindrical volume defined by the illuminating light sheet 
and by projecting a particle image back to this plane from the recording plane. If two 
particles are contained within this volume their images must overlap on the recording, 
that is, large values of N5 will produce speckle-like PIV recordings. Small values of N5 
imply that it is unlikely that images overlap and the probability of finding k particles 
N' 
within the volume is approximately -rJ- . 
7T& 
N5 = C Liz 0 	 (2.15) 
where C is the mean number of particles per unit volume (particles/m 3 ), 
Liz 0 is thickness of the light sheet (m), and the other terms are as previously 
defined. 
It is also useful to define the number of particles, Nj, within the interrogation cell 
used for analysing the PIV image. If the interrogation cell has a diameter of di, then 
equation (2.16) defines Ni. 
NI = CLizo j1$J 	 (2.16) 
If Nj << 1 then the probability of finding more than one particle in an analysis area 
is small, corresponding to the low image density mode of PIV. When N1 >> 1 the 
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interrogation spot will, on average, contain a large number of particle images and it is 
unlikely that any analysis area will contain no particle images. 
Adrian(2 ) goes on to define the data density, NA, as the number of particles contained in 
a volume with a characteristic length based on the Taylor micro-scale, AT;  see equation 
(2.17). Adrian estimates Nx in the form of equation (2.18), and also defines the ratio of 
the mean spacing between samples of the flow field, I, and the Taylor micro-scale, see 
equation (2.19). If NA >> 1, implying high sampling rates, then turbulent structures 
will be spatially well resolved and the calculation of derived quantities from the velocity 




NA - 4M24N 	 (2.18) 
- 
0.55 
- 	 (2.19) 
AT IYNA 
Optical/Digital - Digital/Digital analysis techniques 
Fully digital processing of PIV recordings is the logical extension of the Young's fringe 
analysis technique. The initial optical transform of the image is equivalent to the 
discrete Fourier transform of the image multiplied by its complex conjugate. The 
result can be inverse transformed to give the auto-correlation function in the same way 
that the fringes may be captured via a video camera, digitised and transformed. A 
digital PIV image may be obtained by scanning a PIV negative, scanning a print made 
from a PIV negative, recording using a digital camera, or capturing and image from a 
CCD camera using a frame grabber. 
According to the "Correlation theorem(155),  for real functions, the Fourier transform 
of the correlation between functions of the same variables is equivalent to the Fourier 
transform of one function multiplied by the complex conjugate of the Fourier trans- 
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form of the second function. In addition, the "Wiener-Khinchin theorem" states that 
the Fourier transform of the correlation of a function with itself, its autocorrelation, 
is equivalent to the square of the modulus of the Fourier transform of the function. 
Adopting the notation of Press et al.( 155 ) : 
	
g(k1,k2) 	G(ni,n2) 	 (2.20) 
h(ki ,k2 ) 	4=> H(nj ,n2) 	 (2.21) 
Corr(g, h) 	G(ni, n2)H(—ni, —n2) 	 (2.22) 
Corr(gr j, hreai) 	G(ni, n2)H*(ni,  n2) 	 (2.23) 
Corr(g,g) 	IC(ni ,n2 )1 2 	 (2.24) 
where g and h are complex functions and C and H their respective Fourier 
transforms; 4==> is used to indicate transform pairs; * is used to indicate the 
complex conjugate; and the subscript real used to indicate real functions. 
For real functions, H(—ni , -it2) = [H(ni,n2 )]* . 
The correlation of two functions, g and h, denoted by Corr (g, h) is defined by 
Corr(g(k1,k2),h(k1,k2)) = f f g(ki +7-1,k2 +r2)h(ri,r2)dridr2 -	 (2.25) 
As the digitised Ply image represents discrete data the correlation of two discrete, real 
functions is given by 
Corr (g(k1,k2),h(ki,k2)) = 	 g(ki +m,k2 +n)h(m,n) 	(2.26) 
m=—oo n=—oo 
Corr(g(ki, k2), h(k i , k2)) = DFT' (DFT (g(ki, k2)) DFT (h(ki, k2))*)  (2.27) 
where DFT represents a Digital Fourier Transform and DFT 1 its inverse. 
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For an image of N pixels by M pixels, the direct calculation of the discrete correlation 
function requires a time proportional to N'M'. Whereas, the calculation of the correl-
ation function using the properties of the discrete Fourier transform requires a time pro-
portional to 3NM log(NM) to determine the cross-correlation and a time proportional 
to 2NM log (NM) to determine the auto-correlation, as discussed by N ussbaumer ( 203). 
The transform method is usually used to calculate the correlation function to reduce 
the amount of computational time required. Improvements in computational speed can 
be obtained by calculating real Fourier transforms or using complex Fourier transforms 
to carry out two real transforms simultaneously. Alternatively, real transforms, such as 
the Hartley transform(204-214)  can be used to calculate the correlation function using 
equivalent transform identities. 
When using the auto-correlation technique, that is correlating an image with itself, 
the average displacement within an analysis area is found by locating the highest peak 
in the auto-correlation function, excluding the central self-correlation peak. The auto-
correlation function has 2-fold rotational symmetry centred on the self-correlation peak 
which is the origin of the directional ambiguity associated with this technique. The 
cross-correlation function does not include a self-correlation signal and the correlation 
function is asymmetric. This implies that the direction of motion can be determined 
uniquely and that smaller displacements can be measured as the signal peak (now the 
highest peak) does not interact with a central self-correlation peak. 
The signal peak is often initially located by finding the pixel with the highest value 
(excluding the central peak if present) in the correlation function. A sub-pixel estimate 
of the position is produced by calculating the centre of mass(215,216)  as defined below. 
f xR(x) dx E(X) = 	.' (2.28) 
J R(x) dx Ai 
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where E(X) is the expected value of the signal peak displacement, x is the 
location of a pixel element in the correlation function, 11(x) is the value of 
the correlation function at x, and A 1 is an area defined in such a way as to 
include only the signal peak. 
The area used for the estimate always contains some random fluctuations and the 
estimate of the peak location is inevitably contaminated. Determining the area to use 
is a non-trivial problem that has received little attention in the literature. 
Alternatively, the position of the signal peak is estimated by the least squares fit of a 
function around the pixel used as the first estimate of the peak location. This is usually 
a parabolic or Gaussian(217)  function. The signal peak is expected to be Gaussian (218)  if 
the particle image has a Gaussian image profile on the recording media (as shown below 
for the one dimensional case for two Gaussian functions with the same e width of 1, 
the same normalised intensity, and both centred at the origin). In practice, this result 
is approximate as a result of the non-linear response of the film and/or digitisation 
procedure. The correlation peak is broader than the signal peak by a factor of h, 







All Optical Analysis 
Optical correlators to interrogate Ply recordings have been proposed by Coupland 
and Halliwell( 210), Wernet and Edwards( 220), Kompenhans et al. 221 , and Farrell 
and Goetsch( 222 ' 223 . All present similar optical methods to calculate the 2-D auto-
correlation function directly. 
A small section of the PTV negative is illuminated with a low powered laser, as in the 
Young's fringe technique. However, a hologram of the light amplitude in the Fourier 
plane of a transforming lens is recorded onto a Bismuth Silicon Oxide crystal using a 
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reference beam. When the reference beam is switched off the auto-correlation function 
is produced at the output plane of a second transform lens 
Farrell and Goetsch(228)  were the first to apply the proposed technique to an experi-
mental PIV recording. Their correlator had a dynamic range of 30:1; limited at small 
displacements by the size of the processor's focal spot and at large displacements by the 
speckle pattern. Coupland and Halliwell(224)  applied a similar technique to recordings 
made of a 2D flow past a step. It was noted that the processing speed would be limited 
by the speed of the negative translation stage and the time required for the holographic 
exposure, although several interrogation areas can by processed at once using a system 
of parallel interrogation beams (225-221). 
The performance of these optical correlators has been shown to be similar in cost, 
accuracy, and speed to the Young's fringe technique followed by digital processing of 
the fringes using discrete fast Fourier transforms(227,229,230).  The technique has been 
applied to analyse a range of experimental recordings(229230).  The popularity of the 
technique seems to have declined in preference to all digital techniques with recent 
work limited to optimising the accuracy of the system(231_233). 
2.2.8 Errors 
Errors arising from experimental considerations 
The optimisation of particle image velocimeters has been considered by Keane and 
Adrian(215 , 216234). A reduction in the number of particle pairs in the interrogation 
volume may be produced as the particles move out of the illumination plane or out of 
the interrogation area. For double pulse velocimeters(215),  the movement of particles 
out of the light sheet reduces the signal-to-noise ratio but does not introduce any bias 
into the location of the signal peak SD+. In contrast, loss of pairs from particle images 
tracks that extend outside the interrogation region introduces a velocity bias as the 
peak is shifted towards zero displacement, see equation (2.30). A similar relationship 
is found for multi-pulse velocimeters(216).The  error is negligible when 	<< 1 dj 
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Mu 1 /Xt 
SD+ =( 2.30) 
Keane and Adrian showed that an optical Fourier transform from a Gaussian intensity 
beam profile and subsequent digitisation of the power spectrum followed by an inverse 
Fourier transform gave a signal peak with a diameter times greater than that which 
would have been produced by direct calculation of the auto-correlation function. (The 
signal peak was located at the same position.) 
Monte-Carlo simulation techniques were used to determine the effect of the relative 
Ax 
displacement 	the particle image density, Ni, the detectability, D0 , and the rel- 
ative out-of-plane motion, 	on the valid detection probability. The detectability, z.
D0 , is the ratio of the height of the signal peak to the height of self correlation peak in 
the autocorrelation function. (2.2.10). The conclusions are summarised in the recom-
mendations below. 
When strong velocity gradients are present in the analysis area the signal peak is 
broadened and its amplitude diminished ( 215 ' 216 . For a simple shear flow the peak 
is broadened in the direction of shear. A local rotation, centred at the centre of the 
analysis area, gives equal broadening of the signal peak in all directions. In both cases 
the centroid of the signal peak is biased towards the lower velocities (gradient bias) and 
detection is less likely amongst the noise peaks as the signal peak intensity is reduced 
MIAuI& (detection bias). The dimensionless velocity gradient, 	
r d 	
, is related to the 
/ Y theoretical decrease in the signal peak amplitude by a factor of v 1 + (MIAut ) 
The PIV simulations indicated that the dimensionless velocity gradient should be less 
than one. Care should be taken to avoid confusion over different definitions of the 
dimensionless velocity gradients, the denominator may be defined as d,-, d2 , or AXI. 
For double pulsed velocimeters the following criteria were recommended: 
1. the mean number of image pairs in the interrogation area, N1, should be greater 
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than fifteen, (N, > 15); 
the magnitude of the maximum displacement should be less than or equal to 
a quarter of the characteristic length of the interrogation area (I 	< 0.25) 
to give an RMS error in the measured displacement of less than 0.8% of the 
interrogation area diameter; 
the maximum out of plane displacement should be less than one quarter of the 
IwIt width of the illuminating light sheet ( 	< 0.25); N 
The magnitude of the maximum variation of the image displacement over the 
interrogation area should be less than one twentieth of the characteristic length 
MIuIt of the interrogation area ( 	T— < 0.05); 
The detectability should be in the range 1.2 to 1.5 (1.2 < D0 < 1.5). 
The performance of multi-pulsed velocimeters(216)  was shown to be optimised using 
largely the same parameters except that NI is replaced by N, the mean number of 
particle image pairs in the interrogation area, given by N1 (n— 1), where mis the number 
of pulses used to make the PIV recording. The detectability criterion may be relaxed 
for multi-pulsed systems and a value of D. = 1.2 was recommended. 
A more detailed assessment of the appropriate conditions can be made by referring 
to the results given by Keane and Adrian (215,216)  with the characteristics of a par-
ticular flow field in mind. The optimisation of cross-correlation based velocimeters is 
also considered by the same authors (234)  . Huang et al. (235, 236) and Jambunathan et 
al. (237)  present improved cross-correlation methods that take into account the presence 
of velocity gradients within the analysis area. This is done by deforming the second 
image to make the particle spacing constant across the analysis area. 
Errors arising from digitisation and methods for locating the signal peak 
Willert and Gharib(215)  were the first to consider the effects of making digital PIV 
recordings and how these influenced the analysis procedure. They state that Nyquist 
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sampling criterion( 155)(associated with the discrete Fourier transforms) implies that 
the maximum measurable displacement is half the characteristic size of the analysis 
area, and is normally found to be one third to one quarter of this value in practical 
applications ( 215216218238). Also, the spatial resolution of the technique can be no 
better than double the step size between analysis areas (211).  In addition, when the 
particle image size is less than about two pixels (measured as the e 2 diameter) the 
estimated particle separation is biased towards the values given by the nearest integer 
value to AX  due to under-sampling of the correlation function 239 . The accuracy of 
the method used to locate the position of the signal peak is obviously affected by the 
discrete sampling of the correlation function produced as a result of digitisation. In 
particular, the appropriate area of the correlation function to use for centre-of-mass 
based centroiding techniques is difficult to determine and the accuracy of curve fitting 
techniques depends on an appropriate choice of the fitted function; again it is stated 
that the signal peak is expected to have an approximately Gaussian shape( 218). 
Prasad et al. 239 considered the effect of the resolution to which PIV recordings are 
digitised on the speed and accuracy of the interrogation process. Test photographs 
were produced by translating and rotating black carbospheres glued onto a glass plate 
and then making the appropriate contact prints from the negatives. When the ve-
locity gradient in the analysis area was negligible, parabolic and Gaussian curve fit-
ting methods gave rms errors in the signal peak location half those found when us-
ing the centroiding technique. This is in contrast to the earlier work by Keane and 
Adrian 215 ' 216 where centroiding was shown to be an appropriate estimator for peak 
location. However, this work conceded that the estimator would be affected by noise 
around the signal peak and did not assess the performance of other peak location meth-
ods. This confirms the advice offered by Willert and Gharib 218 , that a Gaussian fit 
to the signal peak gives a better estimate of the signal peak location. 
The high quality of the PIV recordings used by Prasad et al. is shown by the small 
percentage, 0.5%, of bad vectors. This, along with the absence of velocity gradients 
in the images, allows the authors to consider that noise in the digitised image arises 
only from the pixel resolution, the digitisation procedure, random errors from irregular 
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particles, film grain, and other sources discussed in the previous section. To compare 
different digitisation resolutions a 1 mm square from the PIV recording was captured 
using a CCD camera; depending on the magnifying optics, this area was captured at 
four resolutions: 256x256 pixels, 128x128 pixels, 64x64 pixels, and 32x32 pixels. The 
particle image size was 60pm, implying that the ratio of the image size to the pixel 
resolution, Ø'-, was equal to 15.4, 7.7, 3.8, and 1.9, respectively. The results from 
Pit 
the translation images produced little variation with digitisation resolution. However, 
for the solid body rotation, when a top-hat distribution function would be expected 
for one component of the velocity, the measurement displacement histogram showed 
undulations with a period equal to the pixel separation, and the sides of the distribution 
were not as sharply defined as expected. The 256x256 and 128x128 analysis areas 
performed equally well. 
The effect of inadequate pixel resolution was referred to as mean bias error and the 
effect of irregular particle sizes, electronic noise, etc, referred to as random error ( 239 ). 
Random error was found to be independent of the pixel resolution but the bias error 
increased rapidly at the 32x32 digitisation resolution. In agreement with earlier pre-
dictions, the time required for the analysis of different sized analysis areas was propor-
tional to NM log(NM). An experimental investigation of turbulent flow in a channel 
(4 = 35tm, and again a 1 mm square analysis area) gave very similar velocity profiles 
when analysed using 256x256, 128x128, and 64x64 pixel areas. The rms error asso-
ciated with the velocities determined by the smaller analysis size were approximately 
double those produced from the two larger sizes. 
As discussed by Prasad et al. (211)  bias error arises when the pixel resolution, 
Pit 
is inadequate: there is a discrepancy between the true image of a particle and the 
position calculated from the pixel information in the recording. In the limit, as 
Pit 
tends towards zero, the maximum possible bias error in locating the centroid of a 
particle is half the pixel spacing (±%E).  A similar effect is produced when locating 
the signal peak in the correlation function; if the peak is poorly resolved its position 
will be biased towards the nearest grid point toThe bias error is sizeable when 
Pit 
C 2. The bias errors reported here are for the centroid based peak location 
Pit 
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method; the bias produced from curve fitting techniques would reflect the deviation of 
the signal peak from the expected Gaussian profile. 
Prasad et aL 239 reported after Adrian 2 , that the random error would be expected 
to be proportional to the image diameter, d. 
Random error = ed,- 	 (2.31) 
where c is a constant of proportionality that depends on the interrogation 
method, the peak location technique, the irregularity of images, film grain 
noise, etc. It is reported in the range 0.05 to 0.07 
Random errors are generally much larger than bias errors and a practical recommend- 
ation to minimise the overall error suggests that 	should be approximately equal 
pzx 
to 2. When -C 4 the mean bias error is significant, but is negligible for higher 
22X 
resolution, and there is no advantage in using higher resolutions. 
Meinhart et al. (240, 241) describe an experimental application of a digital PIV system 
meeting the above requirements. A 1320 x 1035 pixel CCD camera was used to perform 
cross correlation on the images produced from a turbulent pipe flow. Typical image 
diameters on film recordings of the same flow were approximately 30 pm compared 
with the square 6.8 pm pixels in the camera. In this application /1_ 4 and a 1 mm pm; 
square analysis area with a resolution of 128x128 pixels was used to calculate the cross-
correlation function. An adaptive windowing technique (ie one in which the size of the 
analysis area is altered in accordance with the local velocity to minimise the total error) 
was used to optimise the correlation area as the velocity varied over the PTV recording. 
Any remainder of the interrogation area was padded with zeros before calculating the 
Fourier transform. A parabolic curve fitting technique was used to estimate the location 
of the signal peak to sub-pixel accuracy. The parallel architecture used to analyse the 
images gave 100 128x128 pixel area analyses per second, compared with an estimated 
peak performance of 160 vectors/second. 
Westerweel( 242 ) presented a detailed consideration of the low resolution analysis of 
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digital PIV images. It was shown that the minimum required sampling rate of the 
image is of the order of a quarter of that produced by the matching imaging optics. 
This is of practical consideration as the minimum analysis size gives the minimum 
analysis time but does not necessarily imply a loss in accuracy of the vectors produced. 
Bias arising from the sampling of the correlation function and its interaction with the 
centre-of-mass and Gaussian fit estimators for the signal peak location were compared 
along with application of Gaussian and top-hat window functions to the analysis area. 
The Gaussian window function relates to processing using the Young's fringe approach 
and the second relates to digital analysis. It was stated that the image is under sampled 
ifj'- < 1 and over sampled if > 1. It was shown that the optimum sample rate 
pit 	 pit 
is around alt- 	2 , in agreement with Prasad et al.(239).  The bias towards integer 
pit 
values of the displacement was also demonstrated, in agreement with earlier work. It 
was clear from the results and the conclusions that the Gaussian estimator of the signal 
peak position performed better than the centre-of-mass estimator and that the uniform 
window function performs better than the Gaussian variant. As an example, the bias in 
the location of the signal peak from a 32x32 analysis area given an image size d = 5.6 
pixels was approximately 0.06 pixels. The estimated fractional displacement when the 
actual fractional displacement was zero is given below 242 . 
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for the uniform window function 
for the Gaussian window function 
(2.33) 
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where m0 is the actual displacement rounded to the nearest integer, E(ê) is 
the expected value of the measured fractional displacement, ê (in this case 
the actual displacement c = 0), N is the characteristic size of the analysis 
area, and dR is the width of the signal peak in the correlation given by 
dR+ 
Westerweel(242 ) predicted the expected fractional displacement for fractional displace-
ments other than zero by computation as the analytical approach is cumbersome. For 
non-zero fractional displacements the performance of the centre-of-mass estimator gives 
a discontinuity at € 1 which becomes more marked as exp () increases: as a 
result this estimator has a strong bias towards integer values of the displacement. The 
bias for the Gaussian estimator reduces to zero as the signal peak approaches a Gaus-
sian shape. The Gaussian estimator for determining the location of the signal peak 
typically introduces a bias of 0.1 pixels as opposed to 0.5 pixels as given for the al-
ternative technique. This is obviously important for low displacements and can have 
a significant effect on the values of derived quantities. For this reason, the authors 
recommend the use of the Gaussian fit estimator to determine the sub-pixel location of 
the signal peak in the correlation function. It was also recommended that the effects 
arising from any windowing function be corrected before analysis. 
The analysis is applied by Westerweel et al!243)  to determine the appropriate recording 
parameters in the investigation of a fully developed turbulent pipe flow using a digital 
PIV system. 
2.2.9 Directional Ambiguity 
The auto-correlation analysis of Ply images gives velocity vectors that could be oriented 
in one of two, opposite directions. That is, the measured velocity is ±u as opposed to 
the actual velocity u. This ambiguity is clear when looking at any PIV recording. Early 
techniques for resolving directional ambiguity are discussed by Adrian 244 . Directional 
ambiguity can be resolved in a number of ways: 
1. knowing the direction of flow beforehand; 
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recording a series of multiple or single exposure images and using cross-correlation 
analysis; 
adding information to the recording to encode the direction of motion (this is 
referred to as image encoding); 
imposing a known velocity onto the expected experimental range of velocities to 
ensure that they are all in one direction (this is referred to as image shifting). 
Image encoding techniques 
Several image encoding techniques have been proposed and used in Ply investigations. 
Colour encoding of images has been used by Stefanini et aL 245247 , Grant et al. (248), 
and Post et al. (192 )  The coloured images from different time pulses can be separated 
and then used in cross-correlation. Reeves et al. (249)  proposed an alternative technique 
for labelling the two images in a double pulsed recording. The two light pulses are 
orthogonally polarised and the images encoded using an "image labelling mask". This 
modulates the particle image with a series of fringes depending on the polarisation of 
the illuminating beam. The first and second particle images can be reconstructed and 
used in a cross-correlation analysis. Directional ambiguity has also been resolved by the 
introduction of intensity modulation, such as pulse tagging (250-252),  and asymmetric 
time encoding (253)  . However, the latter two techniques have been used successfully 
only in the low image density mode: the asymmetric coding introduces noise into the 
correlation function when using high image density analysis techniques. A holographic 
technique was proposed by Coupland et al. (254, 255) The images of particles from two il-
lumination pulses are recorded onto a hologram using separate reference beams and can 
be independently reconstructed and again processed by cross-correlation techniques. 
Image shifting techniques 
Figure (2.14) shows the range of displacements that can be measured by an arbitrary 
auto-correlation technique and a range of displacements produced from an experimental 













Figure 2.14: The range of displacements recorded and the range of measurable dis-
placements. 
investigation. It is clear that there are velocity magnitudes higher than those that can 
be measured and some below those that can be measured. The magnification and 
pulse separation can be used to scale the range of experimental displacements recorded 
but does not address the problem of directional ambiguity or the measurement of 
small displacements of the order of the recorded particle image size. Image shifting 
techniques add a known displacement onto the experimental displacements to give 
analysable displacements of known direction and above the threshold for detection. In 
combination with the scaling of the range of displacements, the displacements on the 
recording can be tailored to the analysis technique available, as shown in Figure (2.15). 
Image shifting has been performed using a number of techniques including: a ro-
tating mirror system 244' 256-263),  an electro-optical technique (264),  and an optical 
technique (265,266) • There have been few attempts at image shifting by translating the 
camera or film (for example in a drum camera). In the first example, a rotating mirror 
is placed at a distance r from the illuminated plane and between the flow scene and 
the camera, as shown in Figure(2.16). 
The superimposed displacement is given by 









Figure 2.15: The range of measurable velocities and the range of displacements recorded 







Image plane (film) 
Figure 2.16: The rotating mirror i*e  shifting system. J7 represents the real dis-
placement of the particle images, 1213  the superimposed displacement, and 1113  the 
measured displacement 
1213 = 47fdt 	 (2.34) 
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where f is the rotation frequency of the mirror (Hz), d is the distance between 
the mirror and the object plane (m), and At is the time between pulse 
recordings (s). The points and vectors are as defined in Figure(2.16). 
However, it should be noted that the focal plane of the camera rotates as the mirror 
rotates leading to aberration in the images of the seeding particles (261).  Careful setup 
of the system can minimise the distortion( 257) or attempts can be made to correct for 
the effective variation in superimposed displacement over the recorded image (26 261) 
The electro-optical technique uses a birefringent crystal placed before the camera lens 
to produce differing angles of refraction and images for orthogonally polarised light 
pulses illuminating the same particle. For a double pulsed PIV recording this produces 
the required superimposed displacement. However, the shift depends on the thickness 
of the crystal, which is effectively fixed, and also relies on the light scattered from 
seeding particles retaining its polarisation, as is usually the case. Again, the imposed 
shift will change slightly over the recording plane as a result of the finite angle of 
view( 266). An alternative, purely optical method is reported by Lourenco(266)  that 
produces a constant offset over the recording. 
The encoding techniques that allow the separation of images associated with each 
illumination pulse should be preferred as the results can be analysed using the cross-
correlation technique. However, the required recording parameters may not allow for 
this mode of operation and an alternative method for resolving directional ambiguity 
may be required. The methods discussed are also difficult to apply in multi-pulse re-
cordings as the aberration increases or the technique relies on two pulses of orthogonally 
polarised light. 
2.2.10 Post Processing 
All PTV analysis schemes will produce a number of unrealistic vectors compared with 
those expected from a given flow field or those in the immediate neighbourhood( 267). 
The results of any PIV analysis requires some scheme to remove these invalid vec-
tors and then a mechanism of interpolating or extrapolating to estimate the removed 
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vectors( 268 ) .  The resulting vector field is then often used to calculate derived quantities 
such as vorticity or components of the rate of strain tensor. 
Vector validation 
Vector validation can be carried out manually but is a laborious and time consuming 
task because of the number of vectors involved. As a result, several automated val-
idation methods have been developed to minimise or remove any human involvement. 
Initially, properties of the auto-correlation function were used to validate vectors by 
recording the relative ratio of the signal peak to the next highest peak in the auto-
correlation function. This is the detectability, D0 , as defined by Adrian(') and given 
in equation (2.35). 
= 
Height of signal peak 
Height of next highest peak 
(2.35) 
Keane and Adrian (215,216)  recommend that D0 > 1.35 for double pulsed recordings and 
D0 > 1.2 for multi-pulsed recordings. It is also possible to specify that the signal peak 
be some minimum fraction of the self-correlation peak and to look for harmonic peaks 
in multi-pulsed recordings. The detectability of valid vectors may be comparable with 
that of erroneous vectors and implies that some acceptable vectors are deleted (269), 
for this reason various post-analysis tests and filtering techniques have increased in 
popularity. 
Westerweel et al. (270)  calculated the average of each component of the eight vectors 
in the surrounding neighbourhood of a particular vector. If the central vector differed 
by more than some predetermined value from the average, then the central vector was 
deleted. This is the same as the "dynamic mean" test discussed by Raffel et a l( 268 ) . 
Raffel et al also proposed that a global histogram operator be applied before using 
the dynamic mean test, essentially to reduce outlying vectors. The two components of 
each vector can be used to define a point on an x - y plot to produce a 2D histogram. 
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Vectors outside an acceptable area are deleted. This combined method was shown to 
work better than validation methods based on image processing or on fluid mechanical 
operators such as the divergence or vorticity/circulation. 
Westerweel( 267) compared post-interrogation validation schemes based on the global-
mean, the local-mean, and the local-median with conventional validation based on the 
detectability criterion. The conventional method was inefficient compared with the 
local-median test: the best of those considered. The median for each component of 
velocity was calculated for a 3x3 neighbourhood, and was shown to be the most robust 
estimate of the "average" velocity. The central vector is removed if it differs from the 
local, median vector by more than some predetermined value. 
Meinhart et al. ( 269) report a two stage validation process similar to that described 
above. The initial step is termed "tolerance removal", the mean and standard deviation 
of each component of velocity are calculated over the whole velocity field and any vector 
more than 3.5-4.0 standard deviations way from the mean deleted. Poisson statistics 
indicate that any such vector has less than a 5% chance of being valid. The second 
stage is to calculate a magnitude difference, Md, to compare the central vector with 
the median vector, as suggested by Westerweel(267).  Md is defined in equation (2.36). 
Md = 
	- Unzed)2 + (v - vmea)2 	 (2.36) 
arms 	Vrms 
where the subscript med refers to the median velocity component calculated 
from a 3x3 array of velocities in a rectangular grid and the subscript vms 
refers to the root-mean-square value of the velocity component considering 
all the vectors in the flowfield. The median velocity calculation should be 
modified at the edges of the data as suggested by W esterweel( 267). 
This is, in effect, the Euclidean or L 2  norm of the normalised velocity components. MD 
is compared to two values: a low value below which the vector is reliable and a high 
value above which the vector is erroneous; between these values the vector is marked 
as questionable and human intervention is required to assess the validity of the vector. 
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Westerweel et al. ( 243 ) extend this process by adding a third stage of validation in which 
the local median of the fluctuating component of the velocity is also considered 
Hartmann et al. (211)  use a similar vector median filtering technique, originally proposed 
by Astola et al.(272); rather than using a test for validation the central vector in a 3x3 
neighbourhood is replaced with the vector median of the array. The vector median 
filter has similar properties to the standard, scalar median filter: a step change is a 
root signal, edges remain sharp but may move - edge jitter, and values outside the 
sample can not be introduced into the data. Edge jitter arises when considering each 
component of the velocity independently and calculating the median for each, rather 
than selecting a median vector. This has a marked impact on filtering, and for example, 
may move the position of shock waves, but is unlikely to introduce any significant error 
into a validation scheme. The vector median is defined below using the L 2 norm, 
represented by 11.112, and defined by 11x112 = VIX2+ x. 
The vector median, XVM, must be one of the vectors x 1 . . . ZN and is chosen to minimise 
the sum of the L2 norms of the vectors formed by subtracting the median vector from 
each vector. Formally stated below: 
ZVM E {xi = 1... N} 	 (2.37) 
such that for all  = 
N 	 N 
Ii - XVM112 <> Xj - Xj1I2 	 (2.38) 
i=1 	 i=1 
In filtering applications an extended vector median filter may be defined to replace the 
central vector with the local average vector if the sum of the L2 norms of the other 
vectors with the average vector subtracted is less than the sum of the L2 norms of the 
other vectors with the median vector subtracted (271,272). 




There are many interpolation and extrapolation schemes as demonstrated by those 
available in the NAG numerical libraries (273)  and detailed by Press et A 
number of the techniques that have been popular in interpolating missing data in 
Ply vector fields have previously been used in interpolating the results from particle 
tracking and particle streak velocimetry onto a regular grid. For example, Imaichi and 
Ohmi 274 interpolated the data from streak investigations onto a regular grid by a 
local least squares fit of the velocity components to the equations below. 






Vk = v+ dv 
	dv 
-ek+ --11k 	 (2.40)
ay 
where n, , 	, v, §, and 	are determined by a least squares fit over an 
appropriate neighbourhood of data points. 
Jiménez and AguI(275)  considered a similar reconstruction of randomly sampled data, 
again important for presenting the results of fluid mechanical measurements on regular 
grids, and in particular to ease the calculation of derived quantities. Low order polyno-
mial interpolation gave comparable or better performance with respect to non-adaptive 
convolution methods using a smoothing window. 
Spedding and Rignot 276 compared two interpolation techniques: adaptive Gaussian 
windows (AGW) and thin shell Splines (STS). In particular, the effect of the interpol-
ation method on the value of vorticity calculated using a finite difference scheme was 
considered. STS gave errors approximately half those for the AGW technique. This 
was explained as the difference between a simple, implicit ad hoc smoothing applied 
by the AGW technique, and the smoothing akin to viscous effects associated with the 
STS technique. STS performed better in reducing the mean and local error in both 
velocity and vorticity. 
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However, weighted spatial averages, such as that used by Meinhart et a l.(269) are com-
monly quoted as interpolation methods or smoothing filters. Wang et al!277)  have 
shown that weight function interpolation schemes may be better suited to the interpol-
ation of real PTV data compared with other techniques. Real PIV images were processed 
and validated, a varying number of vectors deleted at random, and the performance 
of two point linear interpolation, higher order polynomial interpolation, spline based 
interpolation, Newton's bivariate interpolation, least squares interpolation, and weight 
function interpolation compared. 
For scattered data Wang et al. (277)  quote a common form for the interpolation function 
F(x,y), given by 
Tn 
Wh(x,y)fh 
F(x, y) - h=1 Tn 	 (2.41)-  
Wh(x,y) 
h=1 
where Wh(x, y) is the weight function evaluated at one of the data points, 
(x, y) the location of individual data points fh  compared to the position of 
the point at which interpolation is required, and in is the number of data 
points. 
The weight function is normally defined in terms of a distance between the interpolation 
point and each data point, D, such that 
D = J(x - Xh) 2 + (y - Yh)2 	 (2.42) 
where (xh, yr,) is the location of an individual data point. 
The weight function can take many forms, but in general gives a greater weighting to 
local data, such as the inverse square form, Wh(X, y) = Dh  or the exponential (or 
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Gaussian) form, Wh(x, y) = exp (-s), where E is an experimental constant. Both 
methods were found to perform well by Wang et al. (277),  although the effect of the 
interpolation scheme on the estimation of derived quantities was not considered. 
It remains to be demonstrated which of STS and weight function interpolation is more 
appropriate for interpolating experimental PIV data and to quantify the effect the 
interpolation schemes have on the calculation of derived quantities. 
Filtering and smoothing 
The vector median filter described previously can be used to replace erroneous vectors 
with the local median or local mean vector. It is common to smooth the validated 
vector field with a Gaussian kernel, for example that used by Hartmann et al.(271)  is 
given below. The effect is that of a low pass spatial filter that smoothes out noise 
arising from the peak location method, film grain, etc. Westerweel et alJ 270 used a 
Gaussian function with a width at the half maximum height equal to half the size of 
the interrogation region in a similar smoothing process. 
(i 2 i\ 
-12 4 21 	 (2.43) 
16 \i 2 i) 
Derived quantities 
It is common to calculate vorticity using either finite difference schemes(18, 217,218, 270, 274) 
Or by numerically estimating the local circulation and making use of Stoke's theorem to 
estimate the vorticity(1725S278 279)• For normal PIV recordings only the out of plane 
vorticity, w can be calculated, or wg in axisymmetric situations. Both are defined 
below. 
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Dv On 
= --- 	 (2.44) 
Ox 	l/ 
OUr OU = 	 (2.45) 
Oz 	Or 
The first is typically calculated using a second order central differencing scheme as 
reported by Lourenco and Krothapa1li 217 , as shown below. 
(DvOn) 
x,y 
 (v i - vJ_1 + Ax
2 IR + 
OxOy 	= 	2Ax 	 Ax1 	
(2.46) 
- (n +i - 	+AY2R+ 
2Ay zy- 
where the in-plane velocity components, u(u, v) are measured as if and 
if with E equal to the absolute error in the velocity measurement, and ? 
representing higher order terms. if = n + e and if = v + S 
This formulation emphasises the two sources of error: the truncation of the finite 
differencing scheme, of order (Ax', Ay'); and the absolute error in the velocity, E, of 
order (, ). Lourenco and Krothapalli 217 observed that this implies the existence 
of an optimum grid spacing that minimises the total error. It is also only possible to 
obtain meaningful estimates of the vorticity if & remains small. An iterative scheme 
based on Richardson's extrapolation method (217' 280),  was demonstrated. Initially a 
coarse grid is used for the calculation of vorticity so that the truncation error is much 
greater than the error associated with the PIV measurements. The grid is refined 
until the errors arising from the two sources are comparable. The performance of 
this scheme showed a significant improvement over a simple differencing scheme, with 
further improvements observed by using a least squares second order polynomial fit 
to the velocity data in order to estimate the spatial derivatives of the velocity. This 
method could be applied to any derived quantity calculated using a finite difference 
scheme. 
The alternative method for estimating the vorticity at a point requires that the circu- 
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lation, F, be evaluated around a closed contour surrounding that point, as presented 
by Landreth ci al!17 . 
F = 51 u dl 	 (2.47) 
Stokes' theorem is then used to relate the circulation per unit area to the out-of-plane 
component of the vorticity at the required point. 
= lim F- 
A-*O A 
(2.48) 
The closed contour is usually defined by the eight points surrounding the point where 
the local vorticity is required. After Landreth et for a grid equally spaced in the 
x and y directions, 
At 	 1 
(2I)2 
U(i ,j_i) + 	 + 
1 
	
+V(j+lj) - 	 - V(+l,j+l)) 
1 	
(2.49) 
+ ("+l + 
+ (n( 1,_1) - V(_1,_1)) } 
where A l is the spacing between grid points, and the subscript (i,j) refers 
to the grid location of a node. 
Abrahamson and Lonnes 281 fitted a local model velocity field using a least squares 
technique. The model field included components to represent uniform translation, rigid 
rotation, plane shear, and a point source. This was then used to estimate the vorticity. 
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A vector field produced from a direct numerical simulation was used to compare this 
method with the method based on calculating the circulation. Both methods were 
found to spatially filter the vorticity field. Overall, the circulation method performed 
better than the least squares method and they produced the greatest error under the 
same conditions - where the vorticity is a minimum or maximum. It should be noted 
that application of a smoothing algorithm will tend to reduce the maximum velocity 
gradient and hence lead to an underestimate of the maximum vorticity. 
It is also possible to calculate components of the rate-of-strain tensor, 6k1  using finite 
difference techniques as shown below for el l , after Landreth et aL (17) . 
Cij(j,j) = 
1
(u +l, - u(_i , )) 	 (2.50) 
Utami and Ueno 18  also calculated turbulence statistics, Reynolds stress, and diver-
gence (en +622). Westerweel etal(270)  also used a finite difference technique to estimate 
633. Imaichi and Ohmi( 274) used numerical schemes to estimate the relative pressure 
and the stream function 
The correlation of fringe visibility with turbulence has already been 
mentioned (134,166-169,282)  Liu et al. (283)  used a line averaging technique to determine 
turbulent statistics in a channel flow and compared the results with LDV measurements 
and numerical simulations. Westerweel et al. (270 )  concluded from PIV simulations that 
PIV analysis can only be expected to resolve large scale turbulent motions, those at 
least double the size of the spatial resolution of the PIV analysis area. However, the 
application of a low pass filter gave reasonable results at smaller scales. Large scale 
structures have been measured by Utami at aL 18 ), McCloskey et al.(284),  and Liu et 
al. (283 , amongst others. 
Hinsch et al. (285)  suggest that peak deformation observed in the auto-correlation func- 
tion could be used for turbulence estimation; comparing the width of the central peak, 
2u0, with the width of the signal peak, 2u1 (both measured at e -1 of the peak height), 
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to give an estimate of the RMS variation in the measured displacement across the 
interrogation area, Ud.  The expected relationship is given by equation (2.51). 
(2.51) 
This approach should be used with caution as peak broadening may also occur from 
loss of pairs as particles move out of the analysis area and as a result of velocity 
gradients within the analysis area (215 216)• It may be more appropriate to fit Gaussian 
profiles to the central and signal peaks and compare the results to estimate turbulence 
or to confirm that the time between illumination pulses is small enough to resolve time 
dependent flow features. 
2.2.11 Related techniques 
Particle Tracking - Summary 
Particle tracking is an alternative technique for analysing flow visualisation record-
ings made with low seeding densities. Particle images may be a series of individual 
images held on consecutive recordings(' 286-292),  a series of images held on a single 
recording (4,293-296), or a pattern of dots and streaks held on a single 
recording (275297301).  The methods used for determining the velocities in the last 
case are often application dependent, but the analysis of the of the first two recording 
methods can be summarised as follows: 
if the recording was not made digitally, transfer the the image to a digital format; 
thresholding and gradient techniques are used to identify individual particles; 
the centroids of the identified particles are located; 
an algorithm is used to determine particle trajectories. 
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For example, Hassan and others (4280292)  use a predictor corrector method. A 
particle in the first frame is identified, a search area is identified in the second frame 
considering the likely velocities in the fiov. Particles within this region form potential 
tracks. Each potential track is used to predict the particle position in the third frame, 
the track is valid if a particle is found within certain tolerances of the predicted point, 
see Figure (2.17). This can be continued for a large number of frames (302). 
Search area for 
frame three / 
R27 
Search area for 
frame four 
R 1 
I Search area for 
0 	 I frame2 
0 
Figure 2.17: Particle tracking: black images are in the first frame, red in the second, 
blue in the third and purple in the fourth. 
The accuracy of the technique is discussed by Aguf and Jemenez 3), Wernet 288 , and 
Wernet and Pline(291). The error in the measured velocity arises from the errors in 
locating the particle positions and the time interval between recording frames. In 
particular, Wernet and Pli ne(291) compare the merits of particle tracking and cross-
correlation. The errors of individual velocities produced from PTV are higher than 
those for the cross-correlation technique, but if the individual tracks are averaged over 
the interrogation area a better average velocity is obtained. PTV can show features 
smaller than the interrogation area and will work well in the presence of velocity gradi-
ents or where particle image intensities vary. Cross-correlation analysis will perform 
better when there are high noise levels in recordings. It will also be more efficient 
when the seeding density makes particle identification and tracking difficult because 
of overlapping images, the number of particle images to process, and an increasing 
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number of possible tracks that become more difficult to verify. Advances in the cross-
correlation technique now give a much better performance in the presence of velocity 
gradients (235-237).  Dalziel 303 used an alternative particle tracking algorithm . An 
objective function with a cost associated with potential matchings is minimised to fol-
low all the seeding particles between images. If two or more differing views of particle 
tracks are recorded then the technique can be extended to three di mensions (304_315). 
The particle locations are found by matching particle images in the recordings. The 
use of particle tracks, rather than individual images can make this matching procedure 
more reliable. 
The application of neural networks to analysing PIV and PTV images has been invest-
igated be Cedenese and R omano (816), Grant et al. (251),  Derou and Herault (317)  , and 
Grant and Pan (212).  In each case a relatively low seeding density was used giving a 
small number of seeding particles to consider in each interrogation area: these meth-
ods present an alternative to the more popular predictor-corrector approach outlined 
above. The analysis system presented by Grant and Pan (212) was able to determine the 
direction of motion from tagged PIV images, and for the recording made, performed 
better than the statistical analysis in simulated turbulent and rotating flows. 
Stereoscopic PlY 
Stereoscopic PTV has been proposed by a number of authors (248,3h1318321).  The 
work of Arroyo and Greated 318 may be considered typical and will be considered here 
for simplicity. It is customary to use two cameras with their optical axes normal to 
a laser light sheet and the film in each camera aligned in the same plane, although 
other configurations can be used. The two cameras record the motion of the same 
seeding particle slightly differently, as a result of their different positions, from which 
it is possible to determine the third component of the velocity. The error in the out-
of-plane displacement is found to be approximately three times that typical for the 
in-plane displacements. The accuracy of the out of plane velocity component increases 
with the distance between the two cameras, this is limited by the aperture of the 
lens: lens aberrations limit the angle of view. This often leads to a requirement to 
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use low apertures, and as a result, high power illumination sources. In this case (318), 
the stereoscopic images were recorded on the same negative using a series of mirrors, 
once setup the correlation between the two images is straight forward. The technique, 
although proven, has seen little experimental application. 
Holographic PIV 
Several schemes for making holographic Ply-like recordings have been 
proposed ( 135269319322 _3Sl) .  In each case a holographic recording of the seeding 
material was made to obtain a velocity field from a probe volume and to determine all 
three components of the velocity vector 
Hinsch et a l(331) recorded information in several illumination planes with separate 
reference beams. Moritatis and Buchhave 330 present an optical method for processing 
double exposure seeded flowfield holograms. Grant et al. (319)  compare stereoscopic 
PT'! and stereo-holographic techniques. Bryanston-Cross et al. (313)  used a holographic 
technique to measure all three velocity components within a 2 mm illuminated sheet 
of a flow. 
Of particular note, Coupland and Halliwell 324 ' 325 demonstrated that 3D velocity data 
could be extracted from double exposure PIV holograms and observed that the use of 
different reference beams would allow analysis using the cross-correlation method. A 
photographic technique was used to demonstrate the real time optical correlator pro-
posed for analysing the holographic recordings. Barnhart et al.(322)  and Meinhart et 
al. (269)  presented a holographic technique that allows the reconstruction of 2 images 
in each of two directions that can be analysed using cross-correlation techniques and 
the results used to infer all three components of velocity. This method was applied 
to the flow in a channel to produce the first measurements of all three velocity vec-
tors over an illuminated volume. An alternative approach is demonstrated by Gray 
and Greated 328 who use a CCD camera on a translation stage to scan interroga-
tion volumes reconstructed at two different time intervals using two reference beams. 
Cross-correlation techniques were then used to process the data. 
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2.3 Discussion 
Much of the work required to establish PIV as a powerful quantitative flow visualisation 
technique has been completed. However, there are some applications for which the PIV 
recordings require analysis using the auto-correlation approach and these recordings 
may contain analysis areas within which there are appreciable velocity gradients. It 
would be useful to have a technique to correct for such velocity gradients, along the 
lines of that used to correct for similar effects in cross-correlation analysis. This is 
likely to be of particular importance in applying the PIV technique to study the flows 
around artificial heart valves where the presence of significant velocity gradients is to 
be expected. As yet, the problem of deforming the analysis area to correct for velocity 
gradients in the analysis of multi-pulse PIV recordings has not been addressed. 
One approach to allow for the presence of significant velocity gradients might be to per-
form particle tracking within conventional PIV analysis areas, after conventional PIV 
analysis, to improve the spatial resolution. The results of conventional analysis are used 
to reduce the search area for a second particle image compared with the usual approach 
for particle tracking. This allows particle tracking to be used to analyse recordings with 
a higher seeding density than is normally practical. Keane and Adriant 332 show that 
this can give an improvement in the spatial resolution of no more than the square-root 
of the effective number of particle pairs, /'(Np). In the example presented in their 
work the spatial resolution was improved by a factor of 2.5 for recordings in which 
Np = 10. It was proposed that the sub-interrogation spot particle tracking technique 
only be carried out where estimates of the velocity gradient indicate that the resolu-
tion and accuracy of conventional PIV analysis may not be sufficient. As such, this 
procedure is only practical for the digital analysis of PIV recordings and bears some 
relation to the mesh refining techniques common in CFD applications. 
It is also unclear how validation schemes, interpolation and extrapolation schemes, 
smoothing and spatial filtering, and the calculation of derived quantities interact. To 
assess some of these interactions and to validate the performance of an analysis system 
a method to simulate a range of Ply recordings would be useful. 
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A major role of PTV, and other techniques, is to provide the supporting experimental 
evidence to validate the results from numerical simulations, which is already in evidence 
in the investigation and understanding of turbulent channel flow. 
The potential application of the PlY technique to study the flows around prosthetic 
heart valves and in validating CFD simulations of such flows is obvious. In particular, 
a quantitative flow visualisation technique such as PlY, allows the assessment of the 
cycle-to-cycle variation of the flow; and the estimation of derived quantities such as the 
wall shear stress, the vorticity, the local deformation rate and some components of the 
rate-of-strain tensor, and consequently viscous dissipation. It is the near instantaneous 
nature of the technique that could make it so useful in such an application. It may be 
possible to record sequential PIV images to improve the calculation of the RBDI, dis-
cussed in the first section of this literature review. Of particular interest in optimising 
the fluid dynamic performance of prosthetic valves, areas of recirculation are easy to 
identify, as are the locations of separation and reattachment points. It may even be 
possible to make crude residence time measurements with particles on the same scale as 
blood components to asses their convective mass transport as the concentration of light 
scattering particles should be related to the self-correlation peak in the auto-correlation 
function. 
It seems that PIV may play a significant role in addressing some of the fluid mechanical 
factors of heart valve design as discussed by Woo and Yoganathan(°): tissue over-
growth, material failure, damage to the endothelial lining, haemolysis, leakage, and the 
opening and closing behaviour of the valve; as all are influenced by the fluid mechanical 
performance of the artificial valve. 
The prerequisites and mechanism of thrombus deposition, from a fluid mechanical 
view, are still unclear. The work of Christy and various coworkers(1 26,64) attempted 
to link flow structures with clot formation. The application of PIV to characterise the 
simple flows around bluff bodies appears to be an attractive step to determine any such 
relationship because of the simplicity of the geometry. Future developments of the PlY 
technique to produce a variant capable of resolving all three components of velocity 
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over an illumination volume seem likely. Such a technique would be of greater use 
in this and other applications both to make experimental measurements and validate 
CFD predictions. 
Chapter 3 
Analysis, simulation and 
developments of the PlY 
technique 
3.1 Introduction 
A digital PIV system has been used throughout this study. In this chapter, a range 
of developments to the PIV technique are discussed along with the errors associated 
with the particular analysis system used. In order to assess many of the errors and test 
the reliability and operation of the analysis program, simulated PIV images have been 
generated. The method for producing these images is also discussed. 
Initial PIV investigations of the flow around artificial heart valves indicated the pres-
ence of regions containing significant velocity gradients. It was not possible to reduce 
the bias arising from these velocity gradients or increase the signal-to-noise ratio by 
manipulating the recording parameters as these were limited by seeding and illumin-
ation considerations. To overcome this problem, an iterative approach was developed 
to deform individual interrogation regions. This reduces the velocity gradient in an 
analysis area making the particle spacing more uniform thus improving the shape of 
the signal peak and the signal-to-noise ratio. An integral part of this approach is the 
automated orientation and validation of the vector fields produced after each analysis 
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step, which is another topic of discussion in this chapter 
Another development, of importance in the investigation of two-phase flows, concerns 
the analysis of PlY recordings containing two distinct series of particle images, each 
associated with a different phase in the flow. This was prompted by the work of D. 
R. McCloskey et on particle roping and by Rix et aL( 334 ) in studying the free-
board region of conventional fluidised beds. There are, however, many other potential 
applications of methods, similar to those discussed here, in multi-phase flows. 
All the algorithms have been implemented in ANSI standard C and have been run 
under a range of UNIX based operating systems. The raw portable grey map image 
file format was chosen as the base file format. It is a simple format for which there are 
many inter-conversion and manipulation routines in existence. For example, see the 
PBM plus toolkit by Jef Posansker, and the XV display and manipulation program, 
both available in the "contrib" section of the MIT X distribution that can be obtained 
from most major FTP sites. 
The algorithms for orienting velocity vectors and for correcting the analysis of multi-
pulse PlY images containing velocity gradients have been tested both through the use 
of simulated data, CFD results, and experimental results. 
3.2 Simulating PIV recordings 
3.2.1 Introduction 
PlY recordings were simulated to test the analysis program and the algorithm to correct 
for velocity gradients within PIV recordings. Simulation was also used to test the 
algorithm to separate the individual phase information for two-phase flows, 
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3.2.2 Flows simulated 
The simulation program can produce pseudo PIV images for flows with a constant 
velocity or containing a free, forced or Oseen vortex. This allows a range of simulations' 
to made including simple steady flows with no velocity gradients and flows containing 
large velocity gradients. Other flows can be generated by adding a constant velocity 
to the vortical flow. This feature can alternatively be used as an ideal image shifting 
system, as in section 3.3. Two-phase flows can be simulated be producing two Ply 
recordings and combining them together. For example, two PIV images with seeding 
particles of different sizes may be simulated and then simply added together. 
3.2.3 Method 
The simulation program allows the selection of the diameter of the particle images, 
their intensity (in the range 0-255), the number of illumination pulses, and the time 
between illumination pulses. Particle images are simulated with a Gaussian intensity 
profile as would be expected from particle images the size of which is determined by the 
point response function of the recording optics. The seeding density and the number 
of illumination pulses fixes the number of effective particle image pairs. Over-lapping 
images are treated by summing the intensity contribution from each particle for a 
given image pixel. If the resulting intensity is over the maximum it is rounded down 
to the maximum. This results in behaviour similar to that observed when saturation 
is reached on photographic film. The simulated particles are modelled as ideal; that is, 
they are perfectly spherical, neutrally buoyant, and show no slip relative to the flow. 
An initial, randomly located, seeding particle image is generated. The position of the 
seeding particle is then calculated at the next illumination pulse, given the flow field to 
be simulated. An image of the seeding particle is then generated at this new position 
in the flowfield. This process is repeated for the required number of illumination pulses 
and the chosen number of seeding particles to give recordings characteristic of particular 
seeding densities in real PIV recordings. 
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The effect of turbulence can be introduced assuming the same Gaussian distribution 
for the fluctuating part of both components of the velocity by selecting a turbulence 
intensity to apply across the simulated image. In practice, the location of the seeding 
particle is adjusted relative to the calculated particle's position according to a nor-
mal distribution determined by the turbulence parameters. Two phase flows can be 
modelled by simulating each phase independently and combining the resultant PIV 
images. 
The radial component of velocity, 'a,., is zero for all the simulated vortical flows. The 
azimuthal velocity, ug, is defined as follows for no vortex, a forced vortex, a free vortex, 
and an Oseen vortex: 
UO = 0 	 (3.1) 
U O = Qr 	 (3.2) 







- 	 (3.4) 
where ug  is the axial velocity in pixels/s, 0 is the angular velocity associated 
with the forced vortex in rad/s, r is the distance from the centre of the 
vortex in pixels, F is the circulation associated with a free or Oseen vortex 
in pixels'/s, v is the kinematic viscosity of the fluid in pixels 2 /s, and t is the 
time in seconds. 
For particle images with a Gaussian intensity distribution, pixels within the simulated 
particle image are assigned an intensity equal to the average over the pixel as given 
below. This is similar to the integrating effect of a single pixel in a CCD element. 
rx+ 	y+ - (x - 
x)2 - ( Yc - 
I = Irnax J f c 	 x 2 dydx 	 (3.5) 
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Particles with an approximately constant intensity profile can be produced by setting 
the maximum intensity to a value much greater than 255, effectively generating sat-
urated images. The simulation does not include noise arising from the out-of-plane 
motion of seeding particles although this could be included along with a Gaussian 
profile for the illuminating beam. 
Sample simulations are shown in Figures (3.4,3.15, and 3.25). 
3.3 Analysis system 
3.3.1 Introduction 
The digitisation of PIV images has been carried out using two methods. Initially, A4 
photographic prints were made from PTV negatives and transformed into digital format 
using an HP Scanjet Plus flatbed scanner. The scanner has an optical resolution of 300 
dots-per-inch. This gives a maximum image size of approximately 3500 by 2500 pixels 
for a maximum negative size of 35 by 24 mm. This allows particle images recorded 
on the film with an image diameter of 20 pm be digitised with j- 2, meeting the 
criteria given by Prasad et a l.(239) and consistent with the image sampling rate as 
discussed by Westerweel(242).  In later work, a Nikon Coolscan colour negative scanner 
or 
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was used to digitise Ply recordings direct from the photographic negative. As before, 
the 2700 dpi resolution of this scanner allows particle images on the negative with a 
diameter of 20 pm to be adequately resolved according to the same criteria. For both 
digitisation systems, the scanner was attached to a networked PC to allow the images 
to be transferred onto a network of SUN workstations, where the images are converted 
to the appropriate image format and analysed. 
3.3.2 The analysis of digital PIV images 
The analysis program has undergone continual development over the duration of the 
project. Initially, the digital images from the flatbed scanner were transformed to a 
binary image using a simple thresholding technique and then analysed using a bin-
ary algorithm to calculate the autocorrelation function(20).  This approach allows the 
centre of the correlation peak to be located to within one quarter of a pixel (Lourenco 
- private comment and discussion at Euromech Colloquium 279, Delft, Holland). The 
increasing power of the workstations available to perform the analysis has made this 
approach unnecessary. The autocorrelation function can now be calculated using single 
or double precision real fast-Fourier transforms; and the cross-correlation function by 
using double precision complex Fourier transforms. The direct calculation of the correl-
ation function is also possible but computationally inefficient. The transform routines 
are adapted from the two dimensional transform given by Press et .a l.( 155). All 256 
grey scale levels are retained for the calculation. The size and spacing of the ana-
lysis areas can be selected; the size is rounded up to the nearest integer power of 
two for computational convenience, any additional space is padded with zeros, as is 
conventional(155, 240,241) The relative size of the padded area to the analysis area 
may also be selected. This removes so called "wrap around pollution" as the convolu-
tion theorem and transform calculations assumes that the input data is periodic and 
infinitely repeating. The minimum amount of padding in pixels should be equal to the 
position of the displacement peak plus the peak width. If the analysis area dimensions 
are typically three to four times the maximum displacement expected in the PTV re-
cording then this suggests that the data should be zero padded along 30-40% of the 
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characteristic length of the analysis area. More conveniently, the analysis size should 
be chosen as 60-70% of an integer power of two. 
There are several alternative methods available in the analysis program for determin-
ing the location of the correlation peak: selection of the highest pixel, a linear least 
squares fit to the signal peak in the correlation function, a quadratic least squares 
fit, a Gaussian least squares fit( 21 , determination of the volume moment ( 215 _ 21 fl, 
or using Whittaker's interpolation method( 217). The properties of the autocorrelation 
function may be used in validating the velocity vector. This can be done according to 
the double and multi-pulsed criteria presented by Keane and Adrian( 215 ' 216). In addi-
tion, the validation method for multi-pulsed recordings has been extended to include 
the detection of the first harmonic of the signal peak within a two pixel radius of the 
expected position in the correlation function. 
The algorithm to deform individual analysis areas, described in section 3.5, has also 
been implemented to allow the iterative analysis of PlY recordings to reduce the error 
introduced by velocity gradients. 
The analysis program produces a MATLAB (Mathworks' mathematical laboratory) 
data file. MATLAB can then be used to produce vector plots, manually validate 
data, interpolate values for invalid vectors using the method of Renka and Cli ne(2 T8), 
or produce plots of derived quantities such as vorticity. Derived quantities may be 
calculated using differencing schemes in MATLAB or by using routines written in C 
that in turn use NAG interpolation routines(273).  In particular, several NAG routines 
include stages to estimate the spatial derivatives of the velocity. It is simple to apply 
smoothing kernels to the velocity field in MATLAB. 
The analysis system was chosen for adequate digitisation resolution, ease and flexibility 
of analysis, and cost. The digital system also allows cautious manipulation of the PlY 
image before analysis. For example, enhancing the images using sharpening algorithms, 
removing background noise by selecting a grey scale level below which pixels are ignored, 
or the removal of artifacts such as wall glare from the image. Any manipulation of 
the image should be carried out with caution: information is likely to be lost and 




Figure 3.1: Peak location criteria 
deforming the intensity profile of the recorded images will adversely affect the Gaussian 
fit estimator to determine the location of the signal peak. 
3.3.3 Peak location 
The first step in estimating the position of the central peak is to determine the location 
of the pixel corresponding to the maximum of the signal peak. Peaks are determined 
in the correlation function by considering a five by five array of pixels. If the central 
pixel value is higher than the outermost sixteen pixels and is greater than or equal to 
the values of the eight pixels surrounding it a peak has been located. Each pixel of 
the correlation function is considered in sequence with a record maintained of the four 
highest peaks located. The highest peak in the auto-correlation function is the self 
correlation peak: the signal peak is the second highest peak. It should be noted that 
there is a bias associated with the method used to determine the location of the signal 
peak (320 , as discussed previously. 
The volume moment based method for peak location uses the position of the highest 
pixel in the correlation function as a starting point. The area over which the volume 
moment is calculated is then determined by moving out horizontally and vertically in 
the correlation function until the value of the correlation function falls to below 50% 
of the maximum value or the correlation function starts to increase. If the correlation 
peak is Gaussian with a diameter roughly V2-dV then this method of signal peak location 
can only be expected to give sub-pixel accuracy when more than one pixel contributes 
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M 
Figure 3.2: Definition of points for Gaussian fit to correlation peak 
to the volume moment. 
The Gaussian fit estimator of the signal peak location involves the calculation of a 
least-squares fit for the function given by equation (3.7)(217)  using the highest pixel in 
the correlation peak and the eight points surrounding it. 
( (xo—x) 2 	(yo  _Y)2\ 
H(x,y) = Cexp 
- 	2 	- a2 ) 
	
(3.7) 
where H(x, y) is the value of the correlation function at (x, y), x 0 and yo 
define the centre of the Gaussian distribution, and are determined by a least 
squares fit-along with a and C. 
If the natural logs of the values of the autocorrelation function of the eight pixels 
surrounding the highest value in the signal peak are h1 . .. , corresponding to log(H 1 ) 
(with the central peak having the subscript 5, as shown in Figure (3.2) then the least 
squares estimates of x0 and yo are given by equations (3.8) and (3.9). These expressions 
were determined using MAPLE, a symbolic mathematics package. 
- 2h1 x5—h2 x5+2 hyx5—x5h5--h8 xs-4-2h7x5-4x5h5-f-2h9 x5—x 5 h4+hi+h2+h3 —hs—h7—h9 XO - 
	 2h1—h2-f-2h—h5—h3+2h7-4h5-l-2h9—h4 
(3.8) 
- 2 h1 y5y57&2+2 h5 y5—h6 y5—ysh8+2h7y5-4y5h5+2h9 y5—h4 y5+hj —hs—hg+h7—h9+h4 Yo 
- 	 2J —h2+2 hs—he—/ig+2 hr-4h5+2h9—h4 
(3.9) 
To avoid the calculation of log(0), if the autocorrelation function at any point is equal 
to zero it is assumed to be 1. 
CHAPTER 3. ANALYSIS, SIMULATION AND DEVELOPMENTS ... 	97 
Whittaker's reconstruction or Cardinal interpolation, as defined by Lourenco and 
Krothapalli( 217) and given by equation (3.10), is an interpolation technique that is 
applied recursively to determine the location of the signal peak. 
hr 
2 	32 	 sin ( -(x-kÀ 
H(x,y) = 	H(kA x, lÀ / ) 
	sin 	- 
7j- 
k=i-2 1=j-2 	 - kAy) 	- lA) 	(3.10) 
TX 	 y 
where A and A are the sampling intervals in the x and y directions and i and 
j are the indices of the point in the discrete correlation function estimated 
in the first stage of peak location. 
The autocorrelation function is interpolated on a new grid with half the spacing of the 
original, giving eight extra points about the initial estimate of the maximum point. 
The maximum is selected from the initial estimate of the maximum and the eight new 
points. The interpolation procedure is repeated until the peak location is interpolated 
on a grid of 6 
1 of the original spacing. 
3.3.4 Performance 
Appendices A and B present the results from a number of simulated PIV recordings. 
The simulations give an estimate of the "best case" as there are no effects from back-
ground noise or out-of-plane particle motion. These would be useful features to add to 
the simulation program. 
Bias from loss of image pairs 
The results in Appendix A show that for particle images with an r 2 diameter of 
two pixels or greater the error and the bias are both lowest for Whittaker's method 
of determining the position of the signal peak. Correspondingly, the error and bias 
is greatest for the volume moment method. The Gaussian fit gives an intermediate 
CHAPTER 3. ANALYSIS, SIMULATION AND DEVELOPMENTS ... 	98 
performance. The percentage error in the measured velocity and the bias are both 
seen to increase, as expected(215216), with the particle image size. No correction for 
the bias has been carried out for the results given in Appendix A. If the number of 
effective particle image pairs is constant then the percentage error and the bias in the 
velocity vectors are both reduced in multi-pulse recordings, with little improvement 
beyond three illumination pulses. Again, this is in agreement with the work of Keane 
and Adrian( 215 ' 216 . The overall percentage error and bias in the measurement velocity 
below the actual velocity are also seen to decrease with the effective number of particle 
pairs, as demonstrated in the same work. 
The results in Appendix A show that the error appears to be minimised when 2, 
"ix 
in agreement with Prasad et a l. (239)  and Westerweel(242).  It should be noted that the 
Gaussian fit performs very badly for particle image sizes of one pixel and well for particle 
images of a diameter of two pixels. This arises from an effective under-sampling of the 
data used to define the correlation peak that gives a signal peak with a non-Gaussian 
shape and a loss as a nine point neighbourhood is used in determining the least squares 
fit. 
This assessment of the analysis program validates its performance and suggests op-
timum recording parameters broadly in agreement with those reported 
before (215,216,239,242), with the additional suggestion that the Gaussian estimator or 
Whittaker's method be used for peak location. Figures (A.59) and (A.60) show that re-
lative errors in the measured velocity of less than 1% can be obtained for displacements 
in the range 2d < AX  < . The relative error falls with increasing displacement to a 
minimum value of around 0.1%. The underestimate of the displacement magnitude is 
a maximum for smaller displacements where the measured velocity is underestimated 
by 0.3%. This falls to 0.1% for higher displacements and agrees with the correction 
/ 	d2 '\ 
factor given by Keane and Adrian (215,216)  of I+ -4 ). This implies that the meas- 
ured displacement for particles of c 2 diameter 2 pixels analysed using a 64 by 64 pixel 
analysis area is expected to be 99.9% of the actual value. The correction factor has 
been explicitly applied in the results presented in Appendix B where there are a few 
uncorrected results for contrast. The error is small and the correction is not usually 
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required. 
The effect of the validation algorithm described in the following section can also be 
seen on the spread of expected results. It is also evident that validation becomes a 
more significant problem as the effective number of particle pairs decreases 
Appendix A only considers displacements of an integer multiple of the pixel size. Bias in 
the estimated velocity will arise from the loss of image pairs (partial images at the edges 
of the interrogation region leading to a distorted signal peak and an underestimate of the 
velocity) and sampling of the correlation function. However, for displacements between 
these integer values bias is introduced by the method used to determine the centre of the 
correlation peak due to sampling and the background value for the correlation function. 
this bias is expected to be zero for integer and half-integer displacements (320). 
Bias associated with fractional displacements 
Appendix B, section B.1 shows the error in the determined velocity as a function of the 
fractional displacement between 10 and 11 pixels in the x-direction. The vectors are 
validated by excluding any vectors with an x component less than 9.5 pixels/s or greater 
than 11.5 pixels/s. Again it should be noted that the Gaussian fit method performs 
badly for image sizes of one pixel and well for image sizes of two pixels. The volume 
moment method for peak location appears to give anomalous results and over-estimates 
the image displacement (239 242) This was investigated further by considering a greater 
range of effective particle pairs in an analysis area; the results presented in section B.l. 
The anomalous behaviour occurs when there are 10, 16, or 24 image pairs and not when 
there are only 1 or 2 effective image pairs per interrogation area. This suggests that this 
unexpected bias arises as particle images overlap and lead to an additional mechanism 
for the deformation of the signal peak. In obtaining these results different criteria to 
determine the area over which to calculate the volume moment were used, as opposed to 
those described earlier, to illustrate those normally used by other workers. As a result 
of these observations a smaller area than conventional is used to calculate the volume 
moment is a compromise between under-sampling and this effect: the method outlined 
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earlier. The effect is seen to be reduced when the results are compared. The effect is 
also reduced for the same effective number of particle image pairs as the number of 
illumination pulses is increased as the signal-to-noise ratio is increased (216).  More work 
is required to characterise this source of bias in more detail. 
Padding the Fourier transform to reduce wrap around pollution seems to have little 
effect on the performance of the Gaussian fit and Whittaker's interpolation method 
to determine the signal peak location. The maximum bias is reduced slightly, and 
becomes more significant with increasing j'-. The reduction in bias for the volume 
'Mr 
moment technique is less marked than reported elsewhere(217)  and may be due to the 
lack of background noise in the simulated images. It is arguable that the data should be 
padded with the mean intensity value to avoid introducing additional noise, especially 
when only a small area of the analysis region is filled with zeros. 
The bias resulting from the Gaussian interpolation method is generally about half that 
produced using Whittaker's interpolation method. Both show that this source of bias is 
little affected by the number of effective particle pairs. This is readily explained as the 
signal peak is roughly Gaussian and the fit will be less good as the peak is distorted. 
This is emphasised comparing the results for different numbers of illumination pulses, 
where the bias remains roughly constant for Whittaker's method but decreases with 
the number of illumination pulses for the Gaussian fit. Again this can be explained 
as the signal peak is expected to be more Gaussian in character as the signal-to-noise 
ratio is increased. In any case the effects are small for images with particle diameters of 
two pixels and recorded with three illumination pulses, giving a bias of less than 0.2%. 
The work of Lourenco and Krothapalli 217 broadly reflects these results although the 
effects they observe are more pronounced. This is likely to be due to the noise free PIV 
recordings produced by the simulation program. 
Section B.l illustrates the combined effect of bias from fractional displacements and 
from loss of image pairs. 
The results show that the volume momenting technique is sensitive to peak distortion 
and how the area over which to calculate the moment is determined. The interpola- 
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tion and fitting methods perform better for a range of different recording parameters 
although the Gaussian fit produces bias in the opposite sense to that expected for re-
cordings where the particle images have a diameter of one pixel. In practice, a scatter 
plot of the fractional part of the x and y components of the velocities in a vector field 
can be used to visualise this bias. For many applications, the Gaussian estimator is 
the most robust. 
3.4 Validating and orienting velocity vectors 
3.4.1 Introduction 
Any PIV analysis system will produce spurious velocity vectors that differ significantly, 
in both magnitude and orientation, from their neighbours and from values that might be 
expected in the flow under study. Typically, 5% of velocity vectors may be erroneous, 
resulting from fluctuations in seeding density, out of plane motion, and other noise 
(2,267) This percentage is increased when the flow field contains appreciable velocity 
gradients 215' 216,234) resulting from flow features such as areas of stasis. Approaches 
to correct for these velocity gradients in cross-correlation analysis have been discussed 
in the literature (235-237).  An essential step in applying a similar technique to auto-
correlation analysis is the development of a reliable post analysis step to validate and 
orient vectors between the successive stages of the iterative procedure required. In the 
work by Huang et al. (235,23r)  and Jambunathan et al.(287),  the results from previous 
analyses are used to distort the second analysis area to reduce the effect of velocity 
gradients on the cross-correlation analysis. The process is repeated until the velocity 
field and the velocity gradients are consistent between two steps. The validation of 
vectors between steps is required but the orientation of vectors is known. The correction 
for velocity gradients in auto-correlation analysis is more complicated: this section 
discusses one possible approach to solve the intervening post-processing problem that 
must be addressed at the same time as developing the algorithm for distorting the 
analysis area. 
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Directional ambiguity has been resolved in a number of ways by other authors, for ex-
ample, using image tagging(25_253),  image  encoding(192245_249),  and image 
shifting (244,256-261,264,266) techniques. Image tagging does not address the problem 
of velocity gradients within flow fields and uses the additional information recorded 
to determine the direction of the velocity vector. The image shifting technique, with 
an appropriate choice of the imposed velocity and time interval between illuminating 
pulses, resolves directional ambiguity and goes some way to addressing the problems 
of velocity gradients within the flow. 
A novel computational approach to resolve directional ambiguity has been investig-
ated which makes use of the expected similarity between neighbouring velocity vec-
tors. This approach appears attractive given the usual criteria for making good PIV 
recordings (211,216,234): these imply that the velocity differences between neighbour-
ing analysis areas are small in comparison with the actual velocity. Indeed, similar 
approaches are taken in validating velocity fields (267). 
The recommendations of Keane and Adrian (215'216' 234)  for making good PIV record- 
ings have already been discussed. In particular the two constraints MaAt < 1 and 
<0.25 imply that 
uj 	dl 
Considering normal and image shifted recordings of the same flow, the right hand 
side of the inequality is likely to be of similar magnitude; uj will depend in both 
cases on the time interval between illumination pulses, and in the case of the image 
shifting technique, on the imposed velocity. An image shifting technique gives greater 
freedom to choose the time interval between illumination pulses: this interval can 
be reduced making it easier to satisfy the constraint MuAt < 1. This, however, 
decreases the accuracy to which the displacement can be determined ( 215 ' 216 . The main 
advantages of all image shifting techniques are to remove directional ambiguity and, 
when considering a single recording where the range of velocities is known beforehand, 
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to allow the range of recorded displacements to be optimised for the analysis system 
used. In particular, this allows small displacements to be measured where particle 
images would overlap in unshifted recordings making analysis, at best, unreliable. In 
addition, the displacement produced by the largest velocity can be scaled by altering 
the illumination frequency and adjusted to the maximum that can be measured by a 
particular analysis system. 
Image shifting techniques have disadvantages when studying the flows around artifi-
cial heart valves or other pulsatile flows. The shift is applied to any surface in the 
flow, which may make some areas of interest, particularly those close to these surfaces, 
unanalysable as a result of the multiple surface images. This problem is reduced if 
the time interval between illumination pulses is shortened or fewer illumination pulses 
recorded. The pulsatile nature of the flow makes it difficult to select an optimal image 
shift that applies over the whole pulse cycle when recording a series of PIV images. 
The range of velocities within the flow field must be known prior to making a Ply re-
cording in order to choose the appropriate image shift. The image shifting techniques 
themselves have a number of potential problems. With some techniques the number of 
pulses that can be recorded on any PIV image may be limited (249,264,266).  The scan-
ning mirror technique (244,256-261), without careful consideration of the experimental 
setup, introduces systematic errors, including additional velocity gradients, into the 
recording. This is exacerbated when making multi-pulse recordings and/or making a 
series of Ply recordings between which the mirror can not be reset. 
A post-interrogation procedure for validating and orienting the velocity vector maps 
produced from digital, auto-correlation analyses of PIV recordings may avoid the need 
for image shifting. The procedure is presented below and applied to a specimen flow 
field. Spurious vectors are removed by successive applications of the global-mean-
velocity and local-median-velocity tests described by Westerweel(267), modified to allow 
for the directional ambiguity of vectors. If velocity vectors can be oriented in relation to 
their neighbours there remains ambiguity only in the orientation of the whole flow field, 
which can be resolved given the gross nature of the flow. An algorithm is presented 
that achieves this for flows where a high proportion of velocity vectors are valid. 
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Conventionally, the validity of vectors is determined using criteria related to the cor-
relation function, for example, D. , the ratio of the tallest peak to the second tallest 
peak in the auto-correlation function, as adopted by Landreth and Adrian( 17) . This 
method may remove valid vectors and leave some erroneous vectors, requiring a further 
post-processing validation step. The new algorithm has been developed to minimise the 
errors introduced by the validation step, whilst at the same time leaving all plausible 
vectors. 
3.4.2 Method 
Post-interrogation detection of spurious vectors 
The interrogation region used in the digital analysis of PIV images is normally rect-
angular'. The orthogonal components of the velocity vector referred to subsequently 
would normally be aligned with the base and sides of such an interrogation region, 
although some advantage would be gained by using axes where one direction is aligned 
with the direction of the local median velocity. The average and standard deviations of 
the magnitudes of the chosen two, orthogonal components of velocity within the meas-
urement plane are calculated for the vector field. All vectors with a velocity component 
of magnitude greater than three standard deviations (or other factor depending on the 
flow field) from the mean of that component over the flow field are marked as spurious. 
The magnitudes of the velocity vector components are used to avoid problems with 
directional ambiguity. In addition, range checks on the magnitudes of the two velocity 
components could be applied to mark unrealistic velocity vectors. The marked vectors 
are then removed: velocity vectors are not deleted as the algorithm sweeps through the 
data but in a step at the end so that the starting point and the direction of sweep do 
not affect the result of the validation process. This is similar to the process described 
by Meinhart et al. (269). 
The local median velocities for groups of nine vectors in a 3x3 arrangement are cal- 
culated after Westerweel (267)  who showed the local median velocity to be the most 
robust estimate of the local mean velocity. The calculation of this mean velocity is 
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modified, as suggested, at the edges of the velocity map. 
The local median test is modified to allow for directional ambiguity. This requires an 
additional initial stage in which the group of nine velocity vectors are aligned relative 
to each other. Assuming that the mean magnitude of one orthogonal component of the 
nine velocity vectors is larger than the others, it is likely that the nine velocity vectors 
are oriented so that this component of velocity is in the same sense for each of the 
vectors. This fixes the relative orientation of the nine vectors. In order to determine 
which component should be fixed the mean of the magnitude of each velocity component 
(umeam and vmean) is determined. If i and j are the unit vectors in the two orthogonal 




(3.12) VrJLea,L =  
(3.13) 
If ttrnean > Vmean the nine velocity vectors are oriented so that the component of 
velocity in the i direction is in the same direction. Conversely, if Umeam < the 
nine velocity vectors are oriented so that the component of velocity in the j direction is 
in the same direction. The oriented vectors are identified as n. The median vector, with 
components limed and Vmed, can now be determined as described by Westerweel( 267 ) 
using the nine oriented vectors. The central vector, identified by the subscript c is 
marked for deletion if it fails a relative or absolute test based on the L 2 norm shown 
below. 
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where C1 and C2 are constants to be determined by trial. 
It is possible that some vectors may pass these tests but still be oriented dubiously. To 
overcome this problem the smaller of the two angles between the lines defined by the 
median velocity vector and the central velocity vector is determined and the central 
vector marked as spurious if this is greater than some arbitrary angle, again dependent 
on the flow field. This procedure is outlined in Figure(3.3). After all the vectors in the 
field have been considered the marked vectors are deleted. 
These two validation steps are repeated until no further deletions are required giving 
a velocity field consistent with the applied criteria. 
The rough estimate of the standard deviation from the mean velocity has been used in 
an attempt to give a post-processing step that adapts to the local variation in the flow 
field. As the validation process repeats the tolerances decrease as erroneous vectors 
are deleted with the intention of giving a progressively more reliable data set. As 
originally suggested by Westerweel, a constant could have been used in comparing the 
local-median velocity to the central velocity in a single validation step. 
Resolution of directional ambiguity 
The approach adopted here attempts to include the same factors that would influence 
an experimenter manually orienting the velocity vectors produced from a PIV analysis. 
For each group of four velocity vectors forming a square, one of the velocity vectors is 
considered to be fixed in orientation, the mean and variance of the velocity components 









A group of nine velocity vectors. 
Velocity vectors are oriented so that each has 
one component that lies in the same sense. 
This component is chosen to be the one with 
the largest mean magnitude over the nine vec-
tors. 
Each component of the median velocity is de-
termined from the oriented vectors. 
A test based on then L 2 norm is applied to 
the central vector. 
The direction of the median velocity vector 
is compared with that of the central velocity 
vector. The central vector is marked for de-
letion if the angle is greater than a predeter-
mined value. 
Figure 3.3: The validation procedure 
are then calculated for the eight possible combinations of orientations of the other 
three vectors. A record of the orientation giving the lowest sum of the variances of the 
velocity components is kept along with this value. No change has yet been made to 
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the orientation of any of the velocity vectors 
The square with the lowest total for the velocity variances (and non-zero velocities) is 
then set with the vectors in the recorded orientation. The vectors forming the square 
are noted as an oriented region in the flow field. The process is repeated for the square 
with the next lowest variance in velocity. The record of oriented regions is updated: 
where orienting the current square adds to a region, the orientation is matched with 
the region; where orienting the square joins regions the square and regions are oriented 
with the largest region. This process is repeated until the whole flow field is oriented. 
This approach attempts to orient regions where velocity changes are small and then 
to connect these oriented regions by the route along which the velocity varies least. 
This produces a vector field effectively determined by fixing the local orientation of 
velocities to minimise the L2 norm of the local velocities after the mean local velocity 
is subtracted. That is, for a set of four neighbouring points where the velocities are u1, 
U2, u3 , and u4, and the mean velocity computed using the mean of each component is ü 
then the locally correct orientation is found when vi are chosen such that  u 1 
is a minimum. Where v1 E {+ui} , v2 E {+u2, —u2}, v3 E {+u3,—u3}, and v4 E 
{+U4, —u41. 
Conventional validation of vectors 
The criteria based on the auto-correlation function used to validate vectors are listed 
below: 
. The highest non-central peak has to be at least 20% of the height of the central 
peak; 
• D0 = 1.2 for four pulse PIV images and 1.35 for double pulsed PIV images 
(215,216). 
• For multi-pulsed recordings, a harmonic peak must be detected within a definable 
radius of its expected position, given the location of the first peak. 
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Figure 3.4: Simulated velocity field. 
3.4.3 Results 
Results from a sample flow field are presented. Figure (3.4) shows the results from a 
Monte-Carlo simulation of a four pulsed PIV recording from seeding particles in a free 
vortex; Figure (3.5) shows the vector map produced with no validation criteria applied, 
Figure (3.6) shows the vector map produced with conventional PIV validation, Figure 
(3.7) shows the vector map produced using the proposed validation procedure, and 
Figure (3.8) shows the vector map produced from Figure (3.7) after the application 
of the algorithm to remove directional ambiguity. The vortex is centred at the centre 
of the velocity map, N1, the number of particle image series as defined by Keane and 
Adrain (216)  is 10, and the total area of particle images is around 10% of the analysis 
area. The circulation of the vortex was 10,000 pixel 2 s' and Gaussian images generated 
at 1 second intervals. The image generated was 693 by 693 pixels, the analysis area 
was 63 by 63 pixels and the spacing between analysis areas 21 pixels in each direction. 
This gives an appreciable velocity gradient in many analysis areas. This particular 
example was chosen after Huang et al235' 236)  who used a similar test flow field (an 
Oseen vortex) to demonstrate their improvements to PIV by correcting for velocity 
gradients in cross-correlation. 
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Figure 3.5: The velocity vectors produced after the analysis of Figure (3.4), with no 
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Figure 3.6: As Figure (3.5), after applying conventional multi-pulse validation criteria. 
Figures (3.9 and 3.10) show how the measured velocity vectors compare with those 
expected at the centre of the interrogation areas for the conventional validation method. 
Figures (3.11 and 3.12) show the same information for the proposed validation method. 
Figures (3.13 and 3.14) show uo with the expected value for uo subtracted to give a 
clearer indication of the scatter about the expected values. For the old method, the 
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Figure 3.7: As Figure (3.5), after applying the new validation algorithm. 
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Figure 3.8: As Figure (3.7), after applying the algorithm to resolve directional ambi-
guity. 
standard deviation in U,. is 0.42 pixels/s and in uo is 0.48 pixels/s compared with the 
new method where the standard deviation in Ur is 0.31 pixels/s and uo 0.73 pixels/s. 
(Zero velocities were ignored when calculating the standard deviations.) Applying the 
double pulse criteria (Do = 1.35) gave only one valid vector. 
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Figure 3.10: uo as a function of distance from the centre of the vortex for the conven-
tional validation method (compared with the expected value). 
Figure (3.15) shows the simulated PIV recording of the same flow as depicted in Figure 
(3.4) but with an imposed velocity of 40 pixels/s to the right and with the time interval 
between illumination pulses reduced to 0.3 seconds. All other simulation parameters 
are the same for the two flow fields. The image shift is not ideally optimised for the flow 
under study; a trial and error approach was used to find a suitable combination of the 
shift velocity and the time interval between pulses to give sensible image displacements 
so that the image shifted recording could be analysed with the same analysis parameters 
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Figure 3.12: uo as a function of distance from the centre of the vortex for the proposed 
validation method (compared with the expected value). 
as used for the unshifted recording. The discontinuity in the velocity field at the centre 
of the free vortex is still unanalysable. The raw velocity field produced is shown in 
Figure (3.16) and with the imposed velocity subtracted in Figure (3.17). Figure (3.18) 
shows the variation of yr with distance from the centre of the vortex; Figure (3.19) 
the variation of uo as a function of distance from the centre of the vortex; and Figure 
(3.20) the difference between uj and the expected value of v.o  as a function of distance 
from the centre of the vortex. The standard deviation of u, for the unvalidated vector 
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Figure 3.13: UO - O expected as a function of distance from the centre of the vortex for 
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Figure 3.14: U() - U0 expected as a function of distance from the centre of the vortex for 
the proposed validation method. 
map was 1.7 pixels/s. 
3.4.4 Discussion 
From the validated velocity maps it is clear that the old validation method (section 2.3) 
tends to remove a small number of reasonable vectors and to leave some vectors that 
are erroneous. The new validation method gives a more convincing velocity field; fewer 
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Figure 3.15: Simulated PIV recording using an ideal' image shifting technique. 
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Figure 3.16: The velocity vectors produced from analysis of the image shifted recording 
shown in Figure(3.4) 
velocity vectors are wrongly deleted and no obviously erroneous vectors remain. The 
errors in the measured velocities are similar, although where there are high velocity 
gradients in the flow the new validation method yields more reasonable vectors with 
greater scatter about the expected value compared with the old method that gives 
fewer vectors with less scatter. The new method works well where there is a high 
CHAPTER 3. ANALYSIS, SIMULATION AND DEVELOPMENTS ... 	116 
- 
. 	 S 	 - 




15.i\tI 	 ........... 
10 
5- 
0 	5 	10 	15 	20 	25 	30 
Figure 3.17: The velocity vectors produced from analysis of the image shifted recording 
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Figure 3.18: u,- as a function of distance from the centre of the vortex for the image 
shifting technique. 
density of valid vectors. Where valid vectors are interspersed with random vectors the 
new method will tend to delete them after comparison with the neighbouring erroneous 
vectors and post-processing methods based on the auto-correlation function would be 
expected to work better. The new method also works well at lower velocities. The 
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Figure 3.19: ug as a function of distance from the centre of the vortex for the image 
shifting technique (compared with the expected value). 
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Figure 3.20: U - UO expected as a function of distance from the centre of the vortex for 
the image shifting technique. 
errors in velocity due to noise and the accuracy of peak location method remain the 
same. 
Figures (3.13) and (3.14) clearly show the value of no underestimated as the velocity 
gradient in the analysis area increases, as anticipated from the work of Keane and 
Adrian (215,216)  As would also he expected, the validation method based on the 
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properties of the auto-correlation plane performs badly where the velocity gradient is 
high and the signal peak is broadened and reduced in amplitude. 
The arbitrary number of standard deviations used when comparing vectors to the 
global-mean and local-median, and the arbitrary angle that vectors can deviate from 
the local-median, should be chosen for particular flow fields from experience and trial-
and-error. Once fixed, a large number of flow fields from similar Ply recordings can 
be validated. 
The algorithm used to resolve directional ambiguity clearly works for this example. 
For flow fields where analysable regions are not contiguous each area will be oriented 
consistently but not relative to other areas. The orientation of each region depends on 
the first square fixed. The validation and orienting algorithms work well for the same 
types of flow fields, those that produce one connected region of valid vectors. These 
two post-processing steps could form a reliable link in an iterative analysis scheme that 
deforms interrogation areas in auto-correlation analyses. 
Comparing Figures (3.12) and (3.19), the image shifting technique produces more plaus-
ible vectors than the unshifted recording as the time interval between illumination 
pulses can be reduced; as would he expected from Keane and Adrian's 215 ' 2161 in-
vestigation of the effect of velocity gradients on the analysis of PIV images. Again, in 
agreement with these results, Figures (3.18, 3.19 and 3.20) show an increase in the scat-
ter of the measured velocity values about those expected as the absolute error in peak 
location remains roughly constant and the magnitude of the displacement decreases as 
the time interval between illumination pulses is decreased. In particular, the scatter in 
11r for the different techniques at the same distance from the centre of the vortex gives 
a good estimate of the error associated with peak location. Again, it should be noted 
that the image shifting velocity field is unvalidated although comparisons between the 
techniques away from the centre of the vortex are straight-forward. The ideal image 
shifting process used here allows any number of illumination pulses to be recorded and 
is not affected by the experimental realisation of an image shifting technique. 
CHAPTER 3. ANALYSIS, SIMULATION AND DEVELOPMENTS ... 	119 
Figure 3.21: A PIV image of the flow downstream of an artificial heart valve. 
3.4.5 Experimental Application 
The post-processing method described has been applied to the flow downstream of an 
artificial heart valve where large velocity gradients would be expected and correction 
for the errors associated with these velocity gradients would be useful. Figure (3.21) 
shows a PIV recording of the flow downstream from a Björk-Shiley valve. The water 
flow through the valve is seeded with 50 pm, neutrally buoyant pollen grains to give high 
contrast images that can be digitised from A4 photographs using a flat bed scanner 
with ample resolution according to accepted criteria (215,216,218,239)  Figure (3.22) 
shows a schematic diagram of the flow field imaged in Figure (3.21). There is a fast 
moving jet to the left of the image that expands downstream from the major opening 
of the valve. A smaller jet of fluid is produced at the minor opening of the valve, this 
meets the recirculating flow produced by the large jet giving complex, transient, three 
dimensional structures in the region imaged. 
Figure (3.23) show a series of vector maps produced during the iterative analysis of 
this flow to correct for velocity gradients. (This correction procedure will be presented 
later.) Figure (3.23a) shows the raw velocity field and Figure (3.23b) the velocity field 
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Figure 3.22: A schematic diagram of the flow shown in Figure (3.21) 
after validation, Figures (3.23c) and (3.23d) show the same velocity maps after three 
iterations of the velocity gradient correction algorithm and Figures (3.23e) and (3.23f) 
after six iterations. Figure (3.23) shows that with careful adjustment of the validation 
criteria, appropriate to the velocity field under study, a reliable validation of vectors 
can be produced, after which the most likely orientation of vectors can be determined. 
Figure (3.23d) and (3,23f) show the two areas of vectors in Figure (3.23b) correctly 
oriented with respect to each other after the two areas have been connected by valid 
vectors as a result of an iterative procedure to correct for velocity gradients. After 
orientation, only the direction of the whole flow field is unknown which is trivial to 
correct manually. This stage could be automated by integrating the velocity over an 
appropriate section of the flow to give a mean flow and then using this to orient the 
overall flow. 
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Figure 3.23: The new validation and orientation algorithm applied to a series of velocity 
fields produced in analysing (3.21). 
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After successive applications of an algorithm to correct for velocity gradients within the 
flow the validation and orienting algorithm finds more plausible vectors and connects 
correctly, originally unconnected areas. The flow chosen here contains large velocity 
gradients, regions of stasis and a wide range of velocities, although the faster velocities 
are not analysable from this recording. It is important to record images at various 
times within a single cycle as the flow varies significantly both during the pulse cycle 
and between cycles. This requirement, the problems already discussed regarding in-
dividual image shifting techniques, and the need for a suitable validation step in the 
iterative correction of velocity gradients were the reasons for developing the orienting 
and validation algorithms. 
In this example, the regions of the flow are connected by a few vectors. In practice, 
the technique would be expected to be more reliable in the presence of smaller velocity 
gradients or where velocity gradients have been corrected, as the percentage of valid 
vectors increases. The algorithm performs optimally by connecting the most similar 
regions first. The validated vector field can be used to estimate the velocities and 
velocity gradients in unanalysable regions of the flow. Where this region is initially 
unanalysable, due to the presence of velocity gradients, the iterative correction for 
velocity gradients will increase the likelihood of obtaining a valid vector and in turn 
make the connection of analysable regions more reliable. This is seen to a limited extent 
in this experimental application. 
3.4.6 Conclusions 
The post-processing validation method proposed by Westerweel (267)  for cross-correlation 
analysis has been adapted for auto-correlation analysis and compares well with valida-
tion techniques based on properties of the auto-correlation function. Directional ambi-
guity can be resolved by a simple algorithm that mimics, to some extent, the manual 
process of vector validation. The post-processing algorithm was successfully applied to 
simulated and experimental velocity fields. The orientation algorithm performs worse 
than an image shifting technique with regard to optimising the range of displacements 
recorded for the analysis technique but orients velocity vectors reliably when there is a 
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high density of valid vectors. This validation scheme forms an important stage between 
iterative corrections for velocity gradients recorded on multi-pulsed images. If the PIV 
recording is made using image shifting then only vector validation would be required 
between iterations. 
3.5 Reducing the error from velocity gradients in the auto-
correlation analysis of PIV images 
3.5.1 Introduction 
Errors associated with the velocities produced by the PIV technique have already been 
discussed in section (2.2.8). In summary velocity gradients place a fundamental limit 
on the measurements that can be made using Ply, along with the limit to the size of 
seeding particles that can be recorded and the smallest scales of motion that can be 
resolved. 
These constraints are expressed by Keane and Adrian( 215 ' 216 in recommending: 
U 
	 (3.16) 
Meeting this inequality limits the bias arising from velocity gradients to around 6% and 
gives a detection probability of 92% or greater. There will always be flows of interest 
which give recordings that can not be analysed without appreciable velocity gradients 
in some analysis areas. In these areas the above inequality is difficult to achieve and 
is in conflict with other recommendations. It is suggested that the appropriate way 
to reduce bias arising from velocity gradients is to find an appropriate compromise 
between reducing the interval between illumination pulses and the increasing error 
associated with measuring small displacements. Correcting for velocity gradients using 
a simple formula was also suggested. Alternatively the size of the interrogation area 
can be reduced but this will reduce the number of effective image pairs. Detection 
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bias can be reduced by using a multi-pulsed system although gradient bias remains the 
same (216) 
Correction of these errors by formula, as suggested by Keane and Adrian (215),  does not 
improve the signal-to-noise ratio in the auto-correlation function but tries to correct 
the measured displacement. It is proposed here that a correction technique based on 
deforming the analysis area from a multi-pulse recording will improve the signal-to-noise 
ratio and correct for both detection bias and gradient bias. A technique for correcting 
the same errors in cross-correlation analysis methods has been presented by Huang et 
al. (235,236)  and Jambunathan et al. (237).  The analysis image from the second recording 
is deformed according to the velocity gradients detected after an initial conventional 
Ply analysis stage. An iterative procedure is then employed to minimise errors from 
velocity gradients. Missing velocity vectors are interpolated in order to estimate the 
velocity gradients in unanalysable areas of the flow. With this information, initially 
unanalysable areas yield PIV data after the iterative analysis stages. Unfortunately, 
the approach adopted in the cross-correlation case is not readily extended to auto-
correlation analysis and an alternative method is required. 
3.5.2 Method 
Principle 
An ideal PIV image would be divisible into small analysis areas in which particle 
images are separated by the same displacement. The aim of this section is to develop 
an algorithm that will take a PIV analysis area meeting all the usual recording and 
analysis recommendations (215),  but containing velocity gradients, and transform this 
image to give something closer to the ideal. Such an ideal image is essentially of a one 
dimensional flow and would have equally spaced parallel streamlines. In contrast, the 
image requiring correction may have apparent variations in velocity across the analysis 
area arising from spatial velocity gradients, accelerating motion, compressible flow, 
a three dimensional component to the flow, and noise. Correcting for the apparent 
velocity gradients redresses all these factors to some extent. 
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For a two dimensional flow, the stream function (335)  is defined as follows: 
ao 




= —x + —y  + no 	 (3.18) Dx Dy 
V 	 (3.19) 
Dx - 
Dv 	Dv 
= —x + —y  + v0 	 (3.20) ax Dy 
where u and v are the x and y components of the velocity vector which can be expressed 
as functions relative to the velocities at the centre of the analysis area (no and v o ) 
assuming a linear velocity gradient. The stream function defined in this way represents 
in incompressible flow that obeys continuity. On integration equations (3.18) and (3.20) 
give: 
Du 	Dny 2 
(3.21) 
ax ay 2 
- Dvx 2 Dv 
- —---7xy+v0x-0 	 (3.22) 
x2 Dy 
if = 0 at (0,0). Clearly these equations are only compatible for incompressible flows, 
where = However, if the velocity gradients affecting the n component of 
velocity were corrected then equation (3.21) represents streamlines equally spaced in 
the x direction and the appropriate expression for the stream function can be used to 
correct for velocity gradients involving v. 
CHAPTER 3. ANALYSIS, SIMULATION AND DEVELOPMENTS ... 	126 
Deforming the analysis area 
Consider an arbitrary point (x, y) in the analysis area: the spacing between particle 
images in the x direction at this point is proportional to the x component of velocity, it, 
at this point. If this velocity is compared with the velocity at the centre of the analysis 
area, it0, then this point should be moved to x, in a scaling process that equalises the 
separation of particles in the x direction. That is: 
au 
 _±_— x+y+uo — 	 (3.23) 
xnn 	 no 
or 
	
Xun = au 	
fox 	
(3.24) + au 
&y y + no 
This is presented as an intuitive result; the result can be derived rigorously and is 
presented in Appendix C. 
Problems with division by zero can be avoided by an initial rotation of axes and re- 
calculation of the velocity gradients in the new coordinate frame. If the x axis is aligned 
with the velocity vector there is least likelihood that the x component of velocity will 
change sign in the analysis area.is now a function of 	If all the points were 
transformed at once this would give an intermediate image where 09U and 	are xml 	y 
both zero. The stream function in this intermediate analysis area is now defined by: 




'un Dv 	Dv 
/ —DxuTh+ — ..,o 	
—y 	 (3.26) 
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v)= UOY — f ." L 
Wan 	
XunY 	 (3.27) 
Noting that as a result of the change of axes v0 will be zero and that 
Xun Dv 
must bex then 
IXun Dv 	Dv = 	- L - XunY 	 (3.28) 
and substitution for x in terms of x allows an analytic solution or in a numerical 
estimate of the integral. It should be noted that if the flow were incompressible then the 
last term in equation (3.27) would be zero and differentiation with respect to y would 
give the expected answer. Here this term is retained as the flow may be compressible 
and equation (3.27) used to give a function that can be used for correcting velocity 
gradients arising from density changes in the flow. In this work MAPLE, a symbolic 
mathematical package, was used to carry out the integration and generate suitable code 
to calculate the exact value of the integral. 
The stream function at the point in the transformed area 	y) is calculated using 
equation (3.28), this must then be equal to the stream function in the analysis area 
when/Z2_. and 	are zero. That is: 
IXun Dv 	Dv 
UOYum = = uoy - J 	xaxun  o Dx - 	XumY 	 (3.29) 
The point Yum) has now been deformed from the point (x, y) and can be trans-
formed back to the original coordinate frame. The coordinates for the point in the 
deformed analysis area in the original coordinate frame (x', y') will generally not cor-
respond to an exact pixel location and the intensity is conventionally divided between 
four neighbouring pixels as adopted by Huang et al. (236)•  Supposing 
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Xf = xçj + Sx 	 (3.30) 
V' = yo+SY 	 (3.31) 
where x 0 and ye  are the integer parts of x' and VI,  and ox and Oy are the real remainders, 
then if the intensity of the point is I(x', /) then 
I(xo,yo) = I(i,y')(1 - bx)(1 - Sy) 	 (3.32) 
I(x o ,yo -f-l) = I(x',y')(1—Sx)Sy 	 (3.33) 
I(xo + 1, yo) = I(x', y')Sx(l - Oy) 	 (3.34) 
I(xo+1,yo+1) = I(x',y')SxSy 	 (3.35) 
Particle images may overlap in the distorted image as the deformation effectively 
broadens particle images. The intensity at a point in the deformed analysis area must 
be the sum of all contributing intensities calculated using the above method consider-
ing all points in the original area. Points that are deformed to positions outside the 
original analysis area are ignored. 
This procedure should give an interrogation area with no velocity gradients that can 
be processed by conventional analysis methods. 
Determination of velocity gradients 
Velocity gradients were calculated using the NAG interpolation routine E01SAF that 
implements the method of Renka and Cline for interpolation given a set of randomly 
located data points. This routine calculates and uses the velocity gradients at each 
data point. The routine was also used to extrapolate velocities in unanalysable regions 
and thus estimate the velocity gradients in these areas. 




Test for convergence 	 • End 
Calculation of velocity gradients 
- Analysis including deformation of the analysis 
 area to correct for velocity gradients 
Figure 3.24: The iterative procedure used to correct the velocity fields produced from 
multi-pulse PTV recordings that include significant velocity gradients. 
Iteration 
A reliable method for validating and orienting velocity vectors is required after each 
analysis stage: the method described in the previous section was used. Iteration should 
give progressively better estimates of the velocity field with convergence assumed when 
successive velocity measurements differ by less than a given threshold. Here, the post 
processing algorithm for orienting and validating velocity vectors described in section 
3.4 has been used. The iteration procedure is shown in Figure (3.24). 
3.5.3 Applying the technique to a simulated Oseen vortex 
A similar example flow field has been chosen to that used by Huang et al. 236) . The 
velocity distribution for an Oseen vortex located at the origin of a polar coordinate 
system is given by: 
U0 	 1 
- 27rr 
( - eT) 	 (3.36) 
UT = 0 
	
(3.37) 
and the vorticity is 





where F is the circulation, v the flow kinematic viscosity, and t the time in appropriate 
units. 
The only non-zero derivative of velocity is given by 
/ 	 r2 \ 
3F1—e) Fe 




A Ply image 693 by 693 pixels was generated using a Monte-Carlo technique with the 
centre of the vortex at the centre of the recording, a circulation, F = 5000[pixel]2 /8, 
and vt = 2000[pixel]2 . 1200 particles were recorded as a series of four images of e 2 
diameter four pixels, with four simulated illumination pulses 4 seconds apart, and with 
a Gaussian intensity profile, with a maximum intensity of 256 (out of a realisable range 
of 256). The simulated image is shown in Figure(3.25). 
Figure (3.26a) shows a typical analysis area containing velocity gradients and Fig-
ure (3.26b) the resulting analysis area after correcting for velocity gradients. Figures 
(3.27a) and (3.27b) show the respective auto-correlation functions. 
The results of a conventional PTV analysis are shown in Figure (3.28). Figure (3.28a) 
shows the unvalidated vector map. Figure (3.28b) shows this velocity map after remov-
ing vectors 3 standard deviations away from the global mean velocity or 1.4 standard 
deviations away from the local median velocity, and vectors which are oriented at an 
angle greater than from the local median velocity. Figure (3.28c) shows the variation 
in u as a function of distance from the centre of the vortex, T. Figure (3.28d) shows 
the variation of tig with r. Analysis was carried out using standard digital techniques 
(218) with an analysis area of 63 by 63 pixels with a 21 pixel spacing between areas. 
It is clear from Figure (3.35) that inequalities discussed in the introduction are not 
always met. 
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Figure 3.25: A simulated PIV image of an Osecii vortex - see text for details 
Figure 3.26: a) A Ply analysis area before correction for velocity gradients and b) the 
analysis area after correction 
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Figure 3.27: a) The auto-correlation function from the PIV analysis area before cor-
rection for velocity gradients and b) the auto-correlation function after correction 
Figure (3.29) shows the same set of information after one iteration using the deform-
ation analysis. Figures (3.30) and (3.31) show the results after five and ten iteration 
steps respectively. The results of smoothing the velocity map after the tenth iteration 
are shown in Figure (3.32): Figure (3.32a) shows the smoothed velocity map, Figure 
(3.32b) the variation in u , as a function of distance from the centre of the vortex r, 
and Figure (3.32c) the variation of uo with r. The velocity map was smoothed using 
a simple nine point mean. The number of invalid vectors detected and the standard 
deviation of non-zero values for Ur after each iteration step are shown in Figure (3.33). 
3.5.4 Discussion 
The auto-correlation functions for analysis areas before and after correction for velocity 
gradients show that when velocity gradients have been removed from the area the peaks 
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Figure 3.28: The result of conventional PIV analysis: a) the raw velocity field, b) the 
velocity field after validation, c) the variation of u,- with r, and d) the variation of u o 
with r. 
are clearer. The signal peak is slightly larger after correction and the second harmonic 
peak is much larger. The deformed analysis area shows that the particle tracks have 
been aligned with the mean velocity at the centre (along the horizontal) and the spacing 
between particle images is more uniform. 
The sequence of Figures (3.28-3.31) shows that even with one iteration where the 
analysis area is deformed there was a significant increase in the number of valid vectors 
detected and a decrease in the spread of results. The effect was more pronounced for five 
iterations of the deformation analysis algorithm and ten iterations gave little further 
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Figure 3.29: The results after one iteration of the analysis method including deforma-
tion: a) the raw velocity field, b) the velocity field after validation, c) the variation of 
u- with r, and d) the variation of uo with r. 
improvement. This is seen in Figure (3.33) where the percentage of invalid vectors and 
the standard deviation in u 7- decreases little after the first four or five iterations. This 
gives an indication that the centroid of the signal peak is determined with an accuracy 
of 10.35 pixels. These results agree well with those produced by Huang et al. ( 236 ) for 
their correction to the cross-correlation analysis technique for a similar simulated flow. 
The twelfth iteration gave an increase in the number of invalid vectors detected at the 
centre and edge of the vorticity field. This iteration step gave a vector field for which 
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Figure 3.30: The results after five iterations of the analysis method including deform-
ation: a) the raw velocity field, b) the velocity field after validation, c) the variation 
of Ur with r, and d) the variation of n0 with r. 
The assumption of a linear velocity gradient is obviously incorrect in some analysis 
areas although the algorithm still produces reasonable correction. More complicated 
expressions could be incorporated into the deformation algorithm. The overhead in 
performing the deformation of the analysis area is about nine times the time required 
to calculate the auto-correlation function for a 63 by 63 area. So five iterations of the 
analysis including deformation would increase the total time for analysis six fold. In 
this case each analysis iteration with deformation required about 1 minute on a SUN 
SPARC station 20 with four processors. This estimate will obviously depend on the 




0 	50 00 150 200 250 300 350 400 	450 50 	too 	150 
: * 	 +  
3 	
* 







CHAPTER 3. ANALYSIS, SIMULATION AND DEVELOPMENTS ... 	136 
(a) 
30 















I / ///,/////•___. __s_-_-N'.5..'s\5\\ \5 
















Figure 3.31: The results after ten iterations of the analysis method including deform-
ation: a) the raw velocity field, b) the velocity field after validation, c) the variation 
of u with r 1 and d) the variation of uC with r. 
the auto-correlation function around the area where a valid signal peak was found in 
the previous analysis step. 
A reliable computational method for validating velocity vectors is required between 
analysis steps that should err on the side of caution to avoid any invalid vectors. Such 
erroneous vectors would introduce incorrect velocity gradients and lead to a much 
reduced signal peak. The number of iterations required for the vector field to converge 
will be increased if incorrect vectors are not removed and they may inhibit convergence. 
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Figure 3.32: The results after ten iterations of the analysis method including deform-
ation: a) the velocity field after validation and smoothing, b) the variation of 'u, with 
r, and c) the variation of uo with r. 
After correcting for velocity gradients there is still bias in the measured results as can be 
seen in Figure (3.31) that is greatest for high velocities. The use of a simple smoothing 
scheme, Figure (3.32) is also seen to introduce bias into measurements in areas where 
the velocity gradient is high, to some extent negating the improvement produced by 
deforming the analysis area. A plot of the ratio of UO,measured  to 710,ezpected  as a function 
of the dimensionless velocity gradient, Figure (3.36) shows that the measurement bias 
remains within 6% up to values of the dimensionless velocity gradient of 0.4. This is 
a significant improvement over the results obtained by Keane and Adrian 215 where 
it is recommended that this dimensionless velocity gradient is less than 0.05 to limit 
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Figure 3.33: a) The variation in the standard deviation of u and b) the fraction of 
invalid vectors detected after each iteration step. 
the bias to 6%. After normal PIV analysis the mean value of 	is 0.99 withup expected 
• standard deviation of 0.41. After ten iteration steps this value remains 0.99 with 
• standard deviation of 0.024. This compares well with the accuracy expected from 
typical PIV recordings of about 2.5% (215)  Application of the deformation algorithm 
gives measurements in flows containing appreciable velocity gradients with almost the 
same accuracy as investigations where the flow contains velocity gradients meeting 
previous criteria. 
Quantities derived from vector maps are of importance in visualisation and determining 
flow structures and features. Figure (3.37) shows the variation in measured vorticity 
compared with the expected value. The measurements of vorticity agree with the 
CHAPTER 3. ANALYSIS, SIMULATION AND DEVELOPMENTS ... 	139 
(a) 	 (b) 




585 	 - 







.05 	 + 
1.85 
0.1. 







05 	 011 
4 
05. 
(pixels) r (pixels) 
Figure 3.34: The ratio of the measured value for u0 divided by that expected as a 
function of r, Figures a), b), c), and d) show the results after normal analysis, five 
iterations, ten iterations, and ten iterations with smoothing. 
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Figure 3.35: The variation of uo and its first and second derivative with respect to r 
as a function of r. 
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Figure 3.36: The variation in the detected value for n0 divided by the expected value 
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Figure 3.37: a) the variation of vorticity with r calculated after ten iterations, b) the 
variation in vorticity calculated after ten iterations and smoothing. The expected value 
for vorticity is shown for comparison. 
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expected values for the unsmoothed data but giving a slight underestimate at the 
higher vorticities. The smoothed results give a greater under estimate at higher values 
of vorticity. This under estimate is associated with positive values of -. Where this 
velocity gradient is negative the vorticity tends to be over estimated. 
3.5.5 Conclusions 
An algorithm has been presented that deforms analysis areas used in the auto-correlation 
analysis of PIV images to remove velocity gradients from the analysis area. This is 
an iterative procedure using the results from previous analysis stages and requires 
a reliable validation and orientation step between iterations. Correction for velocity 
gradients improves the signal quality and yields velocity data from previously unana-
lysable areas. The bias in velocity measurement is also reduced. PIV recordings of 
flows that can not be made and analysed without including velocity gradients can be 
more reliably analysed relaxing the recommendations made by Keane and Adrian (215) 
Analysis areas with M I I & < 0.4 gave results within 6 % of those expected as 
MlAult 	 (215\ opposed to 	di 	< 
0.05 as recommended for conventional analysis' i. The 
use of a simple smoothing algorithm can increase the errors in regions where there are 
appreciable velocity gradients. 
3.6 Analysing two-phase flow data 
In separate flow studies in collaboration with Dr. D. McCluskey, the above techniques 
were applied to the analysis of two-phase PIV images. The section is concerned with 
the separation of the images associated with the seeding of each phase 
The investigation of two phase flows arose out of the work of McCluskey et alJ22 ) in 
studying particle roping effects, but is of interest in other areas as demonstrated by 
Hassan et al(386)  who studies the induced flow of a liquid caused by rising bubbles. In 
the latter work, the bubble image was subtracted from a sequence of digital images by 
fitting both Gaussian and - intensity profiles to the bubble image. The -  intensity 
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profile was found to give the best match. The fitted profile was subtracted from the 
image to leave the images of particles used to seed the fluid in and around the region 
of the bubble. 
A similar approach could have been adopted to separate the images of the air seed-
ing and transported particle images in the analysis of particle roping PIV recordings. 
However, the difference in radii of the two types of particle image is less than in the 
previous study and there is little to be gained from attempting to separate particles 
out in this way. There is no advantage in trying to resolve air phase seeding within the 
transported particle image. Instead, particles in the images above a selected diameter, 
with an eccentricity below a chosen value, and with an intensity exceeding a given 
threshold are identified and copied into a separate digital image. The air phase seeding 
PTV image is obtained by subtracting this image from the original. 
3.6.1 Method 
Particles are identified by considering a horizontal line within the image and locating 
the leading and trailing edges using the intensity and the intensity gradient. At the 
mid point between two detected edges, a vertical line in the image is considered and 
the leading and trailing edges of the particle are detected using the same criteria. If 
the eccentricity of the two radii calculated using this method is below a given value 
and the radius is above a given value then the estimate radii are used to approximate 
the limits of a particle image. The position and orthogonal estimates of the radius 
are calculated using volume moments. The location and radius are added to a list 
of discovered particles and the procedure repeated throughout the remainder of the 
image. When all the image has been considered the particles are deleted. 
The radius of the deleted area is larger (by a chosen factor) than the particle detected. 
This ensures that all of a large particles image will be removed from the smaller phase 
seeding information in an attempt to minimise the noise in this phase. The separated 
recording containing the seeding particle images from the larger phase will contain 
some additional noise from the smaller seeding phase but should have little effect on 
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Figure 3.38: A simulated two phase recording and the separated seeding phases 
the results for this phase. It is inevitable that in digitising the recording the information 
from one phase will be over sampled, this may be scaled down to speed analysis. An 
example of the combined and two separated images is shown in Figure 3.38. 
3.6.2 Discussion 
The technique is described by Hind et al. 21 and McCluskey et a1. 22 and used by 
Jakobsen et al. 233 to study particle conveying in a pipe bend. 
The initial application of the technique gives reasonable separation of the two image 
phases although some cross-talk between the images was observed 233 . However, it is 
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clear that the direct measurement of slip velocity is possible. 
The image separation may be improved by fitting Gaussian profiles to detected particles 
or identifying particles using methods similar to those used in particle tracking. The 
method used here was chosen to allow for the separation of overlapping particle images, 
a phenomenon that has presented some problems in particle tracking applications. 
The preliminary work is encouraging but further work is required in optimising the 
method to separate particle images, in considering how they should be deleted and 
the intensity with which they should be replaced, to assess the cross-talk between the 




The flow system used in this work was relatively simple. It was designed to duplicate the 
flow conditions used by Christy' who investigated the clotting behaviour of a blood 
analogue fluid about a range of bluff bodies and mechanical heart valve prostheses. The 
purpose of the experimental equipment described here was to correlate flow features, 
determined using the PIV technique, to the clotting behaviour observed in the earlier 
work. 
4.1 Flow system 
In steady flow applications approximately 25 litres of water was stored in a 120 litre 
tank, open to atmosphere, and seeded with one of a range of seeding materials discussed 
later. The tank contained a partition to separate the returning flow from the exit 
situated near the bottom of the tank. The tank was elevated relative to the PUI11) to 
avoid cavitation and air ingress as bubbles in the flow would obscure particle images 
in the Ply recording. From the tank the water flowed to the suction side of a Stewart 
& Turner 10H single-stage, centrifugal pump. There was a valve on the suction side 
of the pump to prevent leakage of the tank contents when not in use. The output 
from the pump flowed into a PVC flow-straightening section of pipe before entering 
a PerspexTM test section. The flow was regulated using a globe valve and measured 
using a metric, size 14, rotameter; both placed before the flow-straightening section. 
145 
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From the test section, the flow passed through another short section of PVC pipe 
and was then returned to the tank via a 13 mm internal diameter plastic tube with a 
wall thickness of 0.2 mm. The same specification plastic pipe was used for all other 
connections. Connections between PVC and PerspexTM pipe sections were secured by 
flanges and sealed using rubber gaskets. All hose connections were fixed using hose-







Figure 4.1: Steady flow arrangement of the test rig. 
The flow-straightener was constructed from a length of PVC tube with an internal 
diameter of 32 mm and a length of 625 mm to the ends of which were fixed two 9 
mm thick flanges. A 50 mm cylindrical block of PVC with a series of 43, 3 mm holes, 
arranged symmetrically, was fixed 30 mm in from the upstream end of this section. 
This effectively removed gross swirl from the flow and allowed 545 mm for the flow 
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profile to develop. A typical flowrate in the steady flow experiments was about 2 x 10 
m3 /s; this gave a Reynolds number, based on the pipe diameter and water as the test 
fluid, of about 800. The entry length required for laminar flow to develop, x, is given 
by Kay and Nedderman 335 as = 0.0575 Re. For this case a length of 740 irim 
would be required to give a fully developed flow. 
Two test sections have been used, differing only in length. In each case, the test 
section was made up of a length of PerspexTM tube with an internal diameter of 32 
mm. Surrounding this tube a square duct with an outer side of 51 mm was constructed 
from 2.8 mm thick PerspexTM sheet. The cavity between the pipe and the square duct 
was filled with water to minimise refractive distortion when viewing or illuminating 
the flow. The construction of the test section is shown in Figure (4.2). The short test 
section has an overall length of 90 mm and the long test section an overall length of 
500 mm. Again, the section was connected to the flow straightener and other sections 
using flanges and sealed using rubber gaskets 1.44 mm thick. An additional PVC tube 
section with an internal diameter of 32 mm and length 160 mm was also available to 
maintain the flow conditions downstream from the test section. 
In pulsatile flow investigations, the centrifugal pump was replaced by a positive dis-
placement pump. The downstream globe valve and rotameter were not included in 
the flow loop. The flowrate was measured by noting the time required to fill a 2 litre 
measuring cylinder placed in the water tank. A 300 mm section of 13 mm rubber tube 
was added to the flow loop to introduce some compressibility and avoid air ingress 
and bubble formation arising from rapid acceleration of the test fluid and the resultant 
pressure transients. The pump, Figure (4.3) was designed and built within the De-
partment of Chemical Engineering. A 200 W stepper motor drives a piston mounted 
on a helical thrust bearing: the brass piston has a maximum distance of travel of 50 
mm, a diameter of 40 mm, and a length of 120 mm. The position of the piston can be 
computer-controlled to allow a range of time varying flows to be produced. Alternat-
ively, the pump can be driven by a sine wave generated within the pump power supply. 
The non-return valves at the inlet and outlet are made from a circular section of plastic 
sheet that sits over six holes, giving an operation similar to so called "Jellyfish" valves. 











Figure 4.2: Construction of the test section. 
Operating with a sinusoidal driving function of 1 Hz and with the maximum piston 
travel gives a theoretical flowrate of around 6 x 10 m 3 /s. The maximum frequency 
of the sine wave that can be generated is restricted by the power of the motor. The 
piston position can be expressed as a function of time and frequency using the max-
imum displacement and assuming a sinusoidal motion. This allows the velocity and 
acceleration of the piston to be determined. The instantaneous force required can then 
he estimated as the mass of the water within the flow loop is roughly constant and the 
mean acceleration of the piston and hence the fluid is known. The product of the in-
stantancous required force and velocity gives the instantaneous power. The maximum 
instantaneous POWCI' requirement, neglecting frictional losses in the pipes and motor 
drive along with inertial effects of the drive shaft, is given by 




Figure 4.3: The dismantled head of the positive displacement pump used to generate 
pulsatile flows. 
Pmax rnxmax (2w) 3 	 (4.1) 
where PTnaX  is the maximum value of the instantaneous power, rn is the mass 
of water moved plus the mass of the piston (kg), XmaX is the amplitude of the 
piston oscillations relative to the centre position (m), and w is the pulsation 
frequency (Hz). 
Estimating the mass of water held in the system to be no more than 1.2 kg and 
the mass of the brass piston as 1.3 kg, the maximum signal frequency to which the 
pump could be expected to respond is about 10 Hz. A pump of similar construction, 
but with double the piston area, is also available in the department that would give 
approximately double the flowrate at any given frequency but would only respond to 
waveforms requiring a lower instantaneous acceleration. 
A section that allowed the injection of dye or seeding material from a syringe was also 
used. Material was introduced along the direction of flow and the position of injection 
manipulated across the area of the pipe. This section was only 300 mm long and did 
not contain any flow straightening device after the initial expansion from the 13 mm 
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diameter pipe connecting the pump to the 32 mm diameter PVC injection section. 
All the flow sections were securely fixed to the end of the table holding the laser and 
optical train to maintain the optical alignment of the system, although this was checked 
at the start of each experiment. 
Water was used as the test fluid in all experiments. This was justified as Newtonian 
or near-Newtonian behaviour would be expected from blood and milk in ducts of the 
size used here. The Reynolds number is the key indicator of flow similarity required 
to obtain results that can be compared with the milk clotting experiments carried out 
by Christy ( ' ) in steady flows. In unsteady flows around the test bodies the pulsatile 
Reynolds number Repulse = 
pd(urnax Umeam) and the Strouhal number, Str =dt 
must also be considered. Alternatively, Christy (1,64)  used the mean flow Reynolds 
number, the nature of the driving pulse and a frequency parameter a to define the 
nature of pulsatile flows. Christy's definition of a is given below. 
(T/ 	 (4.2) 
where f is the pulse frequency, T the pipe radius, and v the kinematic vis-
cosity. 
In comparing the flows of milk and water it should be noted that the kinematic viscosity 
of milk is approximately three times that of water. As the experimental equipment is 
essentially that used by Christy the pulse frequency should be reduced by a factor 
of three. A pulse frequency of 0.4 Hz should be used with water as the test fluid to 
compare with the pulse rate of 1.17 Hz used by Christy( 64 , giving a 25. Christy 
also notes that doubling the value of a had little effect on the flow patterns observed 
behind the test bodies in dye tracer studies. For a pulse rate of 1 Hz, used in some 
later experiments, a 40. 
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4.2 Illumination System 
Three methods have been used to produce a pulsed light sheet to illuminate the flow. 
In the first method, the beam from a 35 mW HeNe laser passed through an optical 
chopper, shown in Figure (4.4) and then was expanded in one direction using a piano-
concave cylindrical lens with a focal length of 6 mm. The light sheet was then roughly 
collimated and focused using a pair of piano-convex cylindrical lenses each with a focal 
length of 300 mm. In the second method, a scanning beam illumination system was 
developed using a rotating octagonal mirror and a collimating parabolic mirror. The 
parabolic mirror was manufactured by machining a section of aluminium to shape and 
securing a front mirrored strip of polycarbonate to the aluminium using double-sided 
tape. This produced a marked improvement in the quality of the photographic images 
obtained compared with the beam expansion system. The third light sheet generation 
method used the multi-line output of a 4 W Argon ion laser as the light source and 
the same scanning beam system. This gave a one hundred-fold increase in the light 
available to expose each particle. In the scanning beam system the output beam from 
the Argon ion laser was focused using a spherical lens with a focal length of 1 in 
positioned approximately 1 in from the centre of the test section (measured along the 
beam path). The front head of the laser was approximately 0.28 in from this lens. Time 
rotating mirror was mounted 0.65 in from the focusing lens with the beam incident 
on the rotating mirror approximately at the focus of time parabolic mirror. The mirror 
surface was roughly 0.35 in from the front of the test section. The laser head and light 
sheet generating optics were all enclosed. The rotation rate of the octagonal mirror is 
governed by a stepped voltage provided by the mirror power supply. The rotation rate 
can be fixed by an internal oscillator or an external frequency generator. 
Figure (4.5) shows the components of the scanning mirror system. Figure (4.6) shows 
the overall experimental setup including time position of the optical components and 
the test chamber. 
The rotating mirror comprises a polygon-mirror/motor assembly (model M-660-010- 
LVWOB from the Lincoln Laser Company) driven using a power supply based around 
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Figure 4.4: The mechanical chopper used in the initial experiments. 
Figure 4.5: The scanning mirror system with the parabolic mirror to the left hand side. 
the DC-2C driver card with drive frequency display (from the same suppliers) and 
developed within the department. The driver card was modified by the supplier to give 
rotation rates between 600-15000 rpm giving pulse frequencies in the range 80-2000 Hz. 
At a scanning rate equivalent to a pulse frequency of 400 Hz, as determined by the 
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Figure 4.6: A schematic diagram of the experimental equipment, approximately to 
scale. 
signal to the motor, the manufacturer's tests showed that 5 seconds were required for 
the motor to synchronise with the driving signal and a speed stability of 0.0116% was 
observed. Similarly, at a scanning rate equivalent to a pulse frequency of 2000 Hz the 
same tests showed that 29 seconds were required for the motor to synchronise with the 
driving signal and that the rotation rate was stable to within 0.0056%. This indicates 
that an error of less than 0.1% would be expected over the range of pulsation frequencies 
used in the experiments described in the next chapter. It is therefore reasonable to set 
the rotation rate of the mirror using the frequency of the signal to the drive circuit. 
The estimated inaccuracy compares favourably with the minimum error expected from 
the PIV analysis technique. 
In addition to observing the local laser rules agreed with the University Laser Safety 
Officer the power supply for the laser was always well away from any water and poten- 
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tial spills. Care was taken to ensure that the rotating mirror was operational before 
powering up the laser to avoid damaging the mirror surface. 
4.3 Seeding particles 
A wide range of seeding materials have been used during the period of this study, the 
properties of the important ones are listed in Table (4.1). The range of Sc otchlitelM 
Glass Bubbles manufactured by 3M proved to be too buoyant and are not included in 
the table. Irodin® 120 Lustre Satin - a pearl lustre pigment - comprised largely non-
spherical particles that produced varying intensity images as a result of a tumbling 
motion as the particles followed the flow. 
I 	 Seeding 
Material Spheriglass Spherice llM A120 3 
Conifer 
______ Pollen 
Grade 3000 5000 hOPS C M 
Density (kg/ms) 2450-2550 1100 3950 1000 
Refractive Index 1.51-1.52  1.5-1.7 
Mean diameter 
20 5 8 60 6 50 
D(v,0.1) (pm) 0 0.41 20.07 0.36 38.83 
D(v,0.5) (Mm) 0 8.66 60.38 6.16 51.41 
D(v,0.9) (pm) 0 18.6 119.24 13.99 70.53 
Slip velocity 
3x10 4 3xl0 5 4x10 6 6x10 3 6x10 5 0 
(m/s) 	© 
Slip velocity 
3x1V8 2xl0 9 2x10 9 4xl0 7 4x10 9 7x10 8 
(m/s) 	© 
Slip velocity 
lxlV4 3x10 5 3x10 6 6xl0 4 6x1V6 0 
(m/s) 	© 
A(pm) © 28 11 17 52 11 58 
Table 4.1: Seeding particle data: 0 determined using a Malvern Instrument's Mas-
tersizer S (long bed), © the terminal velocity calculated using Stokes' Law given by 
equation (2.5), © The slip velocity calculated using Adrian's method (2)  given by equa-
tion (2.7) and estimating the maximum acceleration to be of the order of 1 m/s 2 , © 
the slip velocity calculated according to the method of AgUi and Jimenez( 3 ) given by 
equation (2.11) and estimating the lowest turnover rate of the largest structures to be 
of the order of the pulsation frequency (1 Hz), © the macro scale of turbulence expected 
to be resolved by the seeding particles according to the method of Lim et a1J4 ) given 
by equation (2.10). 
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For low flows, around 2 x iO m3/s, the mean fluid velocity in the pipe work was 
about 2.5x 10-2  m/s. The terminal velocities for the various seeding 'particles calcu-
lated using Stokes' law ((D in the table) and using equation (2.7) (® in the table) are 
below 0.2% of the mean velocity for Spheriglass particles of grade 5000, Spherice lTM 
particles, the finer A1203 grade, and conifer pollen. In particular, the slip velocity of 
the SphericelTM particles is expected to be below 0.02% of the mean velocity. The light 
scattering properties of the SphericelTM particles, enhanced by both water-glass and 
glass-air interfaces, results in brighter particle images compared with the other seeding 
materials and considering the difference in size. SphericellM  particles, the finer grade 
A1203 , and conifer pollen were used in a number of investigations. In all cases, the 
estimated slip velocity was small or comparable to the minimum error associated with 
the PIV analysis technique. The scales of motion that should be resolved, as predicted 
by equation (2.10), seem overly optimistic: particles must affect motions of the same 
order of magnitude. In addition, the predicted scales do not correlate well with the 
sampling rate of the flow field, as discussed previously, and this method seems flawed 
although stated to apply in PTV investigations of flows around heart valves. There 
seems little to choose between seeding particles with reference to the refractive index. 
The most likely way to improve the light scattering response of the available seeding 
materials would be a silver coating process for the SphericelTM particles. Centrifuging 
SphericelTM particles made little difference to the particle size distribution except to 
remove the very top end of the size range. In this case the particles were left to settle 
for 15 minutes to remove any particles with an unexpectedly high terminal velocity. 
The seeding particle concentration was adjusted from experience and the images seen 
while focusing the camera. The residence time of fluid within the tank was such that 
particles with a settling velocity greater than 8x 10 4 m/s would be expected to deposit 
on the floor of the tank. When injecting particles into the flow during boundary layer 
visualisation experiments care was taken to match the momentum of the injected flow 
to that of the flow so as to produce as little disturbance as possible. This was achieved 
by repeated practice to produce a steady stream of seeded material flowing down the 
axis if the test chamber onto the centre of the upstream surface of the test body. The 
seeding material was injected using a bent hypodermic needle mounted into the pipe 
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before the test section. Both the axial and radial position of the injection point could be 
manipulated. In residence time investigations a pulse of seeding material was injected 
into the suction side of the pump. 
4.4 Recording system 
Ply images were recorded onto film using a Nikon F3 camera body fitted with an AF 
Micro-Nikkor, 105 mm, f/2.8 lens. This particular system was chosen for its rugged 
construction and the lens for its flat focal field and low distortion. The camera was 
fitted with a MD-4 motor drive capable of taking 5.6 frames per second at a shutter 
speed of 1 s, 5.3 frames per second at a shutter speed of s, 5.1 frames per second at60 
a shutter speed of 310s, and 4.2 frames per second at a shutter speed of 11 s. The camera 
was mounted on a ManfrottolM  Art 132 Professional Tripod fitted with a cross-arm and 
head with three orthogonal axes of adjustment. 
PIl/ images were typically recorded at a magnification of 0.4 onto ASA 400 film (either 
Kodak Tri-X Pan or Ilford 11P5 plus, both producing similar results). The film was 
developed according to the manufacturers' instructions for normal or push-processing. 
For HeNe illumination, relatively low f numbers of f/2.8 and f/4 had to be used to 
provide enough light to adequately expose particle images on the film which was push-
processed by 2  to 1 stop. When using the Argon Ion laser the aperture could be reduced 
to f/8 or lower to give an improved depth of field and a development process that did 
not require push processing (reducing the noise associated with the film grain). It was 
then possible to use faster rotation speeds of the polygon mirror to get comparable 
exposures to those obtained using the HeNe laser system. Printing of PIV negatives 
requires high contrast and slight over exposure to produce acceptable prints. The 
scanning systems used for translating the prints or negatives into digital format have 
already been described. 
The camera was synchronised with the pulsation cycle of the pump using the same 
control program and interface board that was used to drive the pump. Time was 
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2.8 1 	4 	1 5.6 F- 8-7 	11 
1 0.08 0.16 0.32 0.64 1.27 
0.6 0.14 0.28 0.56 1.13 2.26 
0.4 0.24 0.48 0.97 1.94 3.89 
0.2 0.71 1.43 2.86 5.72 11.43 
0.1 2.40 4.80 9.61 19.22 38.43 
Table 4.2: The depth of field as calculated from equation(2.14) for HeNe illumination 
at 633 nm. The depth of field would be expected to be around 80% of these value for 
Argon ion illumination with a wavelength of 500 nm. 




1 11.3 13.2 16.3 21.3 1 	28.8 
0.6 8.3 9.9 12.6 16.7 22.7 
0.4 7.0 8.5 10.9 14.5 19.8 
0.2 SM 7.2 9.3 12.4 17.0 
0.1 SM 677 8.6 11.4 15.6 
Table 4.3: The particle image size as a function of the recording magnification and 
aperture for 8 pm seeding particles illuminated with an Argon ion laser. Recorded 
image sizes indicated in type frwe will be under-sampled using the digitisation system, 
those in type face are approaching the required digitisation resolution. 
allowed for the flow to develop in laminar applications and for the pulsation cycle 
to become established in unsteady application before taking PIV recordings. In the 
latter case, there was usually a period of at least ten minutes while the flowrate was 
determined. 
The depth of field and expected image size for a selected range of seeding particles and 
illumination conditions are given in the following tables. The depth of field is in broad 
agreement with that given in the data sheet for the lens. 
There is obviously a balance to be struck in obtaining an appropriate depth of field, ap- 
propriate sampling of the particle image, adequate exposure, seeding particle diameter, 
laser power, and the rotation rate of the octagonal mirror. In practice, the required 
settings were determined using a series of trial investigations. Focusing was carried out 
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4 (pm) when 4 = 50 pm with Argon ion illumination 
____ ____ 
Magnification (M) 	 f 
number
2.8 	1 4 	1 	5.6 	1 8 	11 
1 50.6 '51.1 52.0 53.8 57.1 
0.6 30.8 31.2 32.2 34.0 37.3 
0.4 20.9 21.5 22.5 24.5 28.0 
0.2 11.5 12.2 13.5 15.8 19.6 
0.1 7.1 9.1 9.9 12.4 16.3 
Table 4.4: The particle image size as a function of the recording magnification and 
aperture for 50 pm seeding particles illuminated with an Argon ion laser. Recorded 
image sizes indicated in type face will be under-sampled using the digitisation system, 
those in type face are approaching the required digitisation resolution. 




8 	1 	11 
1 12.4 15.2 19.5 26.0 35.7 
0.6 9.3 11.6 15.2 20.5 28.4 
0.4 7.9 10.0 13,1 17.9 24.8 
0.2 6.7 8.5 11.2 15,3 21.2 
0.1 6.3 7.9 10414.1 19.5 
Table 4.5: The particle image size as a function of the recording magnification and 
aperture for 8 pm seeding particles illuminated with a HeNe laser. Recorded image 
sizes indicated in type face will be under-sampled using the digitisation system, those 
in type face are approaching the required digitisation resolution. 
4 (pm) when 4 = 50 pm with HeNe illumination 
Magnification (M) 	 I number 
2.8 1 	4 	1 5.6 F_8 F1_1 
1 50.9 51.6 53.0 55.8 60.9 
0.6 31.0 31.8 33.3 36.0 41.0 
0.4 21.3 22.1 23.7 26.6 31.7 
0.2 12.0 13.0 15.0 18.2 23.4 
0.1 8.0 9.3 11.5 14.9 20.1 
Table 4.6: The particle image size as a function of the recording magnification and 
aperture for 50 pm seeding particles illuminated with a HeNe laser. Recorded image 
sizes indicated in type face will be under-sampled using the digitisation system, those 
in type face are approaching the required digitisation resolution. 
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under normal conditions using the HeNe based illumination system or at just above 
the minimum setting using the Argon ion laser, to give images of the actual seeding 
particles to determine the focus and assess the depth of field. The beam stop after the 
test section was angled to minimise reflections back into the test section and produced 
better quality PIV images. 
4.5 Description of test bodies and valves 
Bodies of revolution 
Steady and pulsatile flow investigations were made in the vicinity of the same test 
bodies as used by Christy(') but painted black to minimise glare from the light sheet. 
This introduced a small change in the surface roughness of the test bodies but this was 
not expected to play a dominant role in the flows investigated experimentally. The test 
bodies are shown in Figure (4.7). The test bodies were mounted along the axis of the 
flow on a 1.3 mm diameter sting fixed to a mounting flange. The downstream end of 
the test bodies were thus held at a position 50.6 mm upstream from the centre of the 
flange. The downstream apex tear-drop, on the left of the figure, is 10.7 mm at the 
widest point and measures 23.5 cm in length. Similarly, the ball-shaped body has a 
diameter of 10 mm, the oblate a diameter of 10 mm and depth of 3.4 mm, the upstream 
apex cone a projected diameter of 10 mm and length 10.3 mm, the downstream apex 
cone a projected diameter of 10 mm and a length of 8.8 mm, the smaller upstream 
apex tear-drop a projected diameter of 10.3 mm and length of 18.5 mm, and the longer 
upstream apex tear-drop a projected diameter of 10 mm and a length of 22.9 mm. All 
lengths are measured along the axis of the test body to the join with the sting. The 
smaller downstream apex tear-drop and the test body to the far right on the diagram 
were not used. Figure (4.8) shows a schematic of the mounting and illuminating of 
the tear drop shaped body in the test chamber. The Reynolds number, based on the 
diameter of the test bodies, was approximately 250 in a flow of 2x10 5 m3/s. 
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Figure 4.7: The test bodies used (excluding the one on the far right). Reproduced from 
Christy 1 . 
Test Section 
Light Sheet 
Figure 4.8: A schematic of the long downstream apex tear-drop mounted in the test 
section. 
Test valves 
The valves tested in both steady and pulsatile flow were: a valve designed by Dr. 
Norman Macleod with an orifice of internal diameter 23.90 mm and an aerofoil shaped 
occiuder, a Björk-Shiley valve with an orifice of internal diameter 23.96 mm shown in 
Figure (4.9a), and a Starr-Edwards valve, shown in Figure (4.9b), with four enclosing 
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Figure 4.9: A selection of heart valve prostheses investigated: a) a Björk-Shiley mech-
anical valve and b) a Starr-Edwards mechanical valve. 
wires of diameter 1.2 mm used to form a cage extending 26 mm from the front of the 
sewing ring and containing a plastic ball of diameter 22.6 mm. In each case, the sewing 
ring of the valve was encased within a plastic mount around 7 mm in depth and fixed 
before the observation section. The construction of the valve mount and test section 
made it impractical to record PIV images immediately around the valve. The Reynolds 
number based on the diameter of the sewing ring was between 500 and 600. Figure 
(4.10) shows a schematic of a heart valve mounted before the test section. 
4.5.1 Experimental procedure 
The experimental procedure falls into six distinct parts. 
Assembly of the flow system and fixing it to the optical bench. 
The axial position of the test bodies and heart valve prostheses was set in the 
test chamber by adjusting their position after viewing from above along the axis 
of the flow system. 
Alignment of the scanning mirror system and laser. 
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7 c 	 sheet 
12.5 mm' 
t Direction of flow 
Figure 4.10: A schematic of a valve mounted before the test section. 
Alignment of the scanning mirror system was carried out at a power setting of 
around 60 mW. To avoid damaging the surface of the scanning mirror it should 
always he rotating when the laser is on. The reflected beam from the surface of 
the lens and mirror was aligned with the incident beam. Laser goggles were worn 
during all alignment stages. 
Checking and fine adjustment of the position of the test section with respect to 
the illuminating light sheet. 
This was carried out at a low power setting. The initial location of the light 
sheet and test section were set by measurement. Practically it is easiest to align 
individual items by ensuring that reflected light is in the same vertical plane as 
the incident light. The diametrical positioning of the light sheet through the test 
section was confirmed by observing the light reflected from the surfaces within 
the test section normal to the illuminating light sheet. 
Establishing the required seeded flow through the test chamber. 
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The flow through the flow system was allowed to develop. In particular, any air 
bubbles were allowed to escape from the system. For steady flows the volumetric 
flowrate was measured using a rotameter. In pulsatile flows it was determined 
using a 2 litre measuring cylinder. The seeding particles were allowed to settle for 
15 minutes to remove any clumped material. When investigating the behaviour 
of heart valve prostheses in pulsatile flows the outlet non-return valve in the head 
of the positive displacement pump must be removed. This ensures that the valve 
acts as expected. 
The positioning and focusing of the camera. 
The restricted depth of field that can be obtained makes this stage crucial. The 
power output of the laser is increased slightly to provided clear images of the 
seeding particles upon which to focus. The limited depth of field allowed the 
camera to be aligned normal to the test section and illuminating light sheet by 
considering the relative image clarity at the four corners of the view-finder. An 
extended surface, such as ruler, was fixed horizontally against the outside of the 
test chamber using a spirit level. The camera was set in a horizontal plane using 
the spirit level on the tripod. The extended surface could then be aligned with 
the markings on the camera indicating the image plane. In pulsatile flows the 
computer driving the pump was used to syncronise the camera shutter with the 
pulse cycle. 
Dismantling and cleaning the apparatus. 
The equipment was cleaned after use to reduce the number of light scattering 
particles other than the seeding material. 
Chapter 5 
Experimental Results 
5.1 Laminar Flow 
5.1.1 Test section 
Figures (5.1) and (5.2) show PIV recordings of the developing laminar flow profile in 
the short test section, in each case made with the same PTV recording parameters given 
below. The flow was seeded with 50 jzm conifer pollen and illuminated using the HeNe 
laser and the optical beam expansion arrangement. One hole was left open on the five 
hole disk of the chopper and the light sheet pulsed at 50 Hz. This gave an illumination 
time of 2 ms with 20 ms between each light pulse. The camera shutter was open for 
one eighth of a second giving six images of each seeding particle. An aperture of f/2.8 
was required to provide adequate exposure of the film to the detriment of the depth of 
field. Figure (5.1) shows the results obtained for a flow of 8.3xl0 6 m3 /s (Re = 330) 
and Figure (5.2) the results for a flow of 2 x10 5 m3 /s (Re = 800). Figure (5.1) was 
made with a higher concentration of seeding particles. 
Both pictures clearly show a variation in the illumination intensity across the recording. 
This arises from three sources: the Gaussian profile of the beam, reflections from the 
mounting for the small diverging lens, and reflections and refraction arising from the 
test section itself. Figure (5.1) shows a 2453 by 2289 pixel PIV recording containing 
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particle images with a diameter between 3 and 10 pixels. This image was analysed using 
a 1023 deep by 129 pixel wide analysis area spaced every 64 pixels in the horizontal 
direction and 512 pixels in the vertical direction. The velocity profile averaged over 
the test section is shown in Figure (5.3). The position of the centre line of the test 
section was determined using the location of the maximum in the velocity profile after 
correction for velocity gradients and also from the photographic print: agreement was 
found between the two approaches. Figure (5.3) clearly shows a developed laminar 
profile with good correlation between the expected velocity profile and that obtained 
experimentally. The entry length required for this flow to develop is approximately 
300 cm, significantly less than the length of pipe between the flow straightener and the 
test section. The rms error in the readings was about 2% of the expected values and 
the error in the maximum velocity was 0.4%. These are of the same order as the error 
associated with the rotameter reading. This shows that the error introduced from the 
slip velocity between the conifer pollen and water is negligible or at worst comparable 
to the errors inherent in the PIV technique. Correction for velocity gradients reduced 
the rms error from 2.2% to 2.0%; a very modest improvement. 
Figure (5.4) shows a developing flow profile obtained by analysing Figure (5.2). The 
image shown in Figure (5.2) is 1181 pixels across and 2265 pixels high and contains 
individual particle images with a diameter between two and six pixels. The analysis was 
performed using the same parameters as for the previous image. The profile observed 
appears consistent with a developing laminar profile (135) except that the expected flat 
section in the centre of the profile is distorted. The flow is developing in the sense 
that entrance effects are still significant. This is likely to arise as a result of the initial 
flow through the flow straightening section in which the superficial velocity is 2.4 times 
greater than that in the unobstructed pipe. 
The spatial resolution that could be obtained from these recordings was limited by 
the large size of the seeding particles. The particle size also imposes a lower limit 
on the magnitude of the velocities that can be resolved as the signal peak and self 
correlation peak start to interact in the auto-correlation function. For this reason a 
range of smaller seeding particles were compared under the same flow conditions. Six 
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Radial distance from the pipe axis (m) 
Figure 5.3: The mean velocity profile over the test section determined at a Reynolds 
number of 330 from the image shown in Figure (5.1). The points marked with an 
are from the initial analysis and those marked with an '+' after 10 iterations of 
the procedure to correct for velocity gradients. The solid line represents the expected 
fully-developed laminar for the measured fiowrate of 8.3x10 6 m3 /s. 
)2 
Radial distance form the pipe axis (m) 
Figure 5.4: The mean developing velocity profile over the test section determined at a 
Reynolds number of 800 from the image shown in Figure (5.2). The points marked with 
an 'x' are from the initial analysis and those marked with an '+' after 10 iterations of 
the procedure to correct for velocity gradients. The solid line represents the expected 
fully-developed laminar for the measured flowrate df 2 x10 5 m3 /s. 
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micron aluminium oxide particles and eight micron hollow glass spheres were found to 
give a similar performance and a modest improvement in the spatial resolution was 
achieved in later recordings. 
5.1.2 Bluff bodies 
Downstream-apex large tear-drop 
The clot formed about the downstream-apex large tear drop is shown in Figure (5.5) 
reproduced from the work of Christy'. This is compared with the boundary layer 
visualised by slowly injecting seeding particles along the centreline of the flow at com-
parable flow conditions. The locus of the edge of the boundary layer together with the 
shape of the test body were used to estimate the volume of the recirculation zone as 
0.17 cm3 , assuming axial symmetry. The similarity between the shape of the boundary 
layer and the shape of the clot is immediately striking. 
Figure (5.6) shows a PTV recording and the resulting velocity vector field super-imposed 
on the vorticity map for the same test body under the same flow conditions. The 
flow was seeded with 8 pm aluminium oxide particles and illuminated using the HeNe 
illumination system using optical beam expansion. The pulsation frequency of the 
illuminated light was 75 Hz, as registered by the optical chopper. A shutter speed of 
of a second and an aperture of f/2.8 were used to make the recordings. The section near 
the test body is shown in more detail in Figure (5.7). The velocity field was interpolated 
using the NAG routines EO1SAF and E01SBF 278 , which implement the interpolation 
method of Renka and Cline. Manually digitised points on the flow boundaries and 
beyond were introduced into the data used for interpolation to incorporate a no-slip 
criterion upon the resulting vector field. 
The flow around the test body was also modelled using FLUENT (version 4.3) - a CFD 
package which uses a non-staggered control volume technique to discretise the differ-
ential conservation equations. Sixteen points defining the shape of the test object were 
determined from a digitised photograph showing the test objects side-on. The simula- 





Figure 5.5: a) the clot formed about the downstream-apex large tear-drop -see 
Christy' for experimental details. b) The boundary layer to the same scale. 
tion was performed at the same flow conditions in a 32 mm internal diameter pipe. Time 
flow was assumed to be uniform 500 mm upstream from the test body and allowed to 
develop over this length. A 100 mm portion of a supporting sting was included down-
stream of the test body. The region was discretised on a structured grid 450 nodes 
in the axial direction and 30 nodes in the radial direction, assuming axial symmetry. 
The test fluid used was water. The highest order discretisation scheme available was 
used (QUICK) and the most robust pressure correction method (SIMPLEC). The line 
Gauss-Seidel linear equation solver was used for both components of the velocity and 
the multi-grid technique to solve for pressure. To aid propagation of the boundary 
conditions alternate sweep directions of the solver were used along with block correc-
tion methods when appropriate. Under-relaxation parameters were chosen according 
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Figure 5.6: a) A PTV recording of the flow round the downstream-apex test body 
at a Reynolds number of 250, based on the projected diameter of the test body. b) 
The vorticity map and velocity field produced after one iteration of the procedure to 
correct for velocity gradients. The maximum velocity is indicated by a white vector 
which represents 0.0473 rn/s. c) as b) but after the velocity field was smoothed with a 
low pass filter. Again, the maximum vector is indicated in white and represents 0.0444 
rn/s. 
to good practice( 280) and modified by trial-and-error. No significant problems arose in 
either the grid generation or solution stages. The results of the simulation are shown in 
Figure (5.8) and the results of using a grid with half the resolution in each direction in 
Figure (5.9). The correlation between the two indicates that a near grid-independent 
solution to the problem was obtained: there are no significant differences in the flow 
features resolved using the different discretisation resolutions. 
Figure (5.10) shows the change of particle concentration in the recirculation zone. 
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Figure 5.7: An enlarged view of the section around the test body a) from Figure (5.6:b) 
and b) from Figure (5.6:c). 
and then reading left to right. The negatives from the residence time distribution 
investigation were processed and manipulated in exactly the same way. The percentage 
of white points after dithering the image to black and white was used to estimate the 
particle concentration. The axisymmetric nature of the flow was taken into account by 
weighting the intensity proportional to radius and then finding the percentage of white 
points after dithering. This assumed that the scattered light intensity was proportional 
to the number of scattering particles. A more complicated approach would be to locate 
all the centres of the image points and weight them by radius to give concentration. 
This would rely on clear individual particle images being resolved in the recirculation 
zone. It is doubtful whether the images were clear enough for this approach. 
A plot of the light intensity weighted by radius (normalised to the first photograph) 
against time is shown in Figure (5.11). A continuously stirred reactor (CSTR) into 
which a single injection of particles is made at time zero gives a particle concentration 
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Figure 5.8: Predictions of the flow around the tear-drop shaped test body made using 
FLUENT v4.3 at a Reynolds number of 250 based on the diameter of the test body: 
a) the computational grid, b) the velocity vectors, c) contours of the stream-function, 
d) the out of plane, or z-component, of vorticity. 
c=c0e 	 (5.1) 
where c is the particle concentration at time t, c0 the particle concentration 
at some initial time t = 0, and T is the mean residence time for the reactor[]. 
The data presented here for the recirculation zone behaves in the same way as CSTR 
with a mean residence time of around 20 seconds. This result was then used to estimate 
the amount of clot formed as a function of time and correlated with the observations 
of Christy ( ' ) . Assuming that all the clot forms in the recirculation zone, and that any 
material that enters the recirculation and remains there for 30 seconds forms some 
clot - as observed by Christy') in his modified Lee-White clotting test - the following 
equation would govern clot growth: 
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Figure 5.9: As Figure (5.8) but with the number of grid points halved in each direction: 
a) the computational grid, b) the velocity vectors, c) contours of the stream-function, 
d) the out of plane, or 'i-component, of vorticity. 
dV= —e-  
V 13 -- 
dt 	r 
(5.2) 
where V is the volume of the recirculation zone. 
Upon integration, using the values for constants determined above, equation (5.2) can 
be used to predict the time for a particular amount of clot formation. 
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Figure 5.10: Recordings of seeding particles in the recirculation region distal to the 
tear-drop shaped test body at a Reynolds number of 800 based on the pipe diameter. 
The images are recorded at one second intervals and follow a sequence as numbered. 
The ultrasound observations made by Marosek 337 are in qualitative agreement with 
the predictions made above. It has been observed that a period of about 5 minutes is 
required for the clot to reach full formation. 
The PTV analysis allows the distribution of shear-stress to be calculated within the 
flow. The maximum value was 0.021 Nn -2 , where the test object reaches its max-
imum width. The value for blood will be slightly higher as the relative viscosity is 
about 3, complicated further by slight non-Newtonian behaviour. These values are 
well below those reported to produce damage to platelets and red blood cells, 50-500 
Nrrr 2 depending on the time of exposure to the shear. This suggests that the initi-
ation for the reactions leading to clot formation occurs elsewhere. It should, however, 
be noted that the measured shear stress is an underestimate as values near to the object 
surface are difficult to resolve. 
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Figure 5.11: Estimated particle concentration from the scattered light intensity 
weighted with radius and normalised to the first recording. 
Comparing the shape of the clot formed with the shape of the boundary layer and the 
measured velocity field there appears to be a correlation between clot formation and 
the recirculation zone behind the test body. This supports the hypothesis put forward 
by Christy and Macleod 64 that stasis is an important factor in clot formation. Here 
it appears that the boundary layer around the test object and the recirculation zone 
give the reaction time to reach completion, with clot then being deposited on the test 
body. Flow around the boundary layer must also allow the reaction phase to reach 
completion and deposition to occur. The presence of clot around the front of the 
test body may result as the clotting reaction proceeds in the boundary layer or from 
the transport of particles of clotted material by the flow. Since the flow pattern will 
evolve as the clot develops, this growth will be difficult to model. Here it has been 
assumed that the major changes to the flow will act to remove areas conducive to 
deposition as the clot grows, reducing recirculation and creating streamline flow. This 
could be tested by making a series of bodies in the shape of the developing clot. This 
has been investigated recently by Marosek 6 using an ultrasound technique but the 
image resolution was inadequate to observe clot growth on the test bodies. The limit 
to thrombus deposition may occur when the shear stress at the surface of the clot is 
sufficient to carry away any further clot deposited. 
The residence time distribution results give only a rough estimate of the mean residence, 
T, based on the assumption that the recirculation zone is behaving as a continuously 
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stirred reactor. The apparent flow structures shown in Figure (5.10) do not confirm 
this behaviour and the need for a more complex model is indicated. The fluctuations 
seen in Figure (5.11) in concentration may arise from several sources; particle overlap, 
concentration variations within the recirculation zone, inaccuracy in aligning the im-
ages. Indeed, structures can be observed clearly within the recirculation zone as the 
seeding particles clump and move around as seen in Figure (5.10). This large scale 
investigation of the flow could not resolve the detail in the recirculation area. 
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Sphere 
Figure (5.12) shows a PIV recording and the resulting velocity field about the spherical 
test object in a steady flow of 2 x 10  M3 /s. The maximum velocity determined 
from the PIV investigation was 0.050 rn/s compared with the predicted maximum 
velocity of 0.0436 rn/s from the CFD simulation. In both cases, the maximum velocity 
occurs, as expected, just downstream of the widest point of the test body. Comparing 
the clot shape observed by Christy as shown in Figure (5.13) with the experimental 
and predicted flow fields, Figures (5.12, 5,14, and 5.15), the relationship between the 
location of clot formation and the recirculation zone is less clear than for the down-
stream apex tear-drop. This may be explained as the wake region is unsteady, as 
would be expected for a less streamline test body. Unsteady wake regions are also 
exhibited in the residence time experiments made behind the other, less streamlined, 
bodies presented in the following sections. However, residence time measurements were 
not made for this test body and are required to confirm this conjecture. The maximum 
value for the shear-stress, determined using the properties of water, was 0.02 N/rn 2 , well 
below the values thought to cause damage to blood cells or the arterial wall. The CFD 
predictions made with a computational grid of half the original resolution shows that 
a near grid independent solution to the problem was obtained. The distribution of the 
shear-stress about the test body, determined by experiment, did not yield information in 
the recirculation zone. This was due to reflection from the sting and the low velocities 
observed in this region. Such results would be useful in relating the limits of clot 
formation to the shear-stress and perhaps to determine the critical shear level above 
which forming clot is disrupted. Interpolation of velocities in the region is of little value 
as there are no actual measurements of any of the velocities within this region. The 
wake region would be better resolved using a cross-correlation technique or by making 
use of image shifting. 
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Figure 5.12: a) A PIV recording of the flow round the spherical test body at a Reynolds 
number of 250 based on the projected diameter of the test body. b) The vorticity map 
and velocity field produced after normal PTV analysis and interpolation. The maximum 
velocity is indicated by a white vector which represents 0.050 rn/s. 
Figure 5.13: The clot formed around the sphere in steady flow as reported by Christy(1) 
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Figure 5.14: Predictions of the flow around the sphere made using FLUENT v4.3 at a 
Reynolds number of 250 based on the diameter of the test body: a) the computational 
grid, b) the velocity vectors, c) contours of the stream-function, d) the out of plane, 
or z-component, of vorticity. 
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Figure 5.15: Predictions of the flow around the sphere made using FLUENT v4.3 at 
half the grid resolution used in Figure (5.14): a) the computational grid, b) the velocity 
vectors, c) contours of the stream-function, d) the out of plane, or z-component, of 
vorticity. 
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Oblate 
Figure (5.16) shows the results of the residence time distribution measurements made 
about the disk shaped test object. The images are separated by one second and read 
from top to bottom and then from left to right. It is clear that over 28 seconds the 
majority of seeding particles are swept out of the recirculating zone behind the test 
object. The images clearly show that this' region contains significant structure and 
material is ejected from this zone approximately every 2 seconds. This is most likely 
to be related to vortices being shed from the test object. The clot observed about this 
test body by Christy' is not readily explained by these structures although clot seems 
to be most likely to form in the areas of stagnation where there would appear to be 
the longest residence times and at the front of the test body where clotting material is 
likely to be carried onto the test body by its momentum. 
The PIV recording of the flow around the disk produced a few vectors in the recir-
culation region making interpolation in this area sensible. The PIV recording and 
resulting velocity and vorticity maps are shown in Figure (5.18). Again, the maximum 
measured shear stress of 0.026 N/m2 , calculated for water as the test fluid, was well 
below that expected to damage blood components and endothelial cells. There is also 
reasonable correlation between the simulated and experimental results. The maximum 
measured velocity was 0.0508 rn/s and that determined by simulation was 0.0511 rn/s. 
The values of vorticity in the vicinity of the separated boundary layer are also of similar 
magnitudes and the predicted position of the centre of maximum vorticity distal to the 
body shows some agreement with the experimental results although this region is not 
well resolved. Flare from the test body was minimised by repainting the test bodies 
and sting with matt black paint. 
In this case, the attainment of a grid independent solution to the CFD simulation was 
tested by doubling the grid density in the radial direction. This results in some refine-
ment of the stream function and vorticity maps and a slight increase in the maximum 
velocity. The version of FLUENT available has a maximum number of 500 nodes in 
any direction, preventing refinement in the axial direction. 





Figure 5.16: Recordings of seeding particles in the recirculation region distal to the 
oblate shaped test body at a Reynolds number of 800 based on the pipe diameter. The 
blanks represent partially illuminated recordings that have been omitted. The images 
are recorded at one second intervals and follow a sequence as numbered. 
Figure 5.17: The clot formed around the disk shaped test body in steady flow as 






































02 -0015 001 -0005 	0 	0005 001 0015 0.0,2 	 OOO -0015 -001 -0005 	0 	0005 001 0.015 002 
Radial Distance (ii) 	 Radial Distance (m) 
Figure 5.18: a) A Ply recording of the flow round the disk at a Reynolds number of 250 based on the projected diameter of the test 
body. b) The vorticity map and velocity field produced after normal PIV analysis and interpolation. The maximum velocity is indicated 
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Figure 5.19: Predictions of the flow around the oblate shaped test body made using 
FLUENT v4.3 at a Reynolds number of 250 based on the diameter of the test body: 
a) the computational grid, b) the velocity vectors, c) contours of the stream-function, 
d) the out of plane, or z-component, of vorticity. 
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Figure 5.20: Predictions of the flow around the ablate shaped test body made using 
FLUENT v4.3, with the grid density doubled in the radial direction compared with 
Figure (5.19): a) the computational grid, b) the velocity vectors, c) contours of the 
stream-function, d) the out of plane, or z-component, of vorticity. 
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Upstream-apex cone 
Figure (5.21) shows a series of residence time measurements made around the upstream 
apex cone in a flow of 2 x10 5 m3 /s of water. Like the disk shaped test object, the 
concentration of seeding particles diminished rapidly over the 28 seconds spanning the 
recordings. The images also indicate the varying nature and volume of the recirculation 
zone showing significant structure. The periodic ejection of material is also evident but 
the temporal resolution of the recordings is not adequate to determine the frequency 
of this effect. 
The PIV recording shown in Figure (5.23) is of a better quality than those presented 
so far and represents the result of repeated efforts to determine the structure within 
the recirculation zone, which should be most pronounced and easily analysed for this 
particular test object. As a result the shear stress and vorticity distributions distal to 
the object are better resolved and the interpolation of velocities within the recircula-
tion zone is more reliable but should still be considered with some scepticism. After 
interpolation of missing vectors the vector field was smoothed with the low pass filter 
used by Westerweel et al. 270 . This may explain the curious position of the maximum 
velocity vector which would be expected just downstream of the maximum projected 
diameter of the test body, as produced in the CFD experiments. Obviously, where 
the velocity gradients are highest the smoothing effect is greatest and the velocities in 
this region would be expected to he reduced relative to their initial values. In fact, 
in the imnsmoothed and uninterpolated velocity field the maximum velocity vector is 
located in the expected region and is 21% greater in magnitude. The maximum shear 
stress determined as 0.021 N/rn2 is again well below the threshold values thought to 
be required to induce damage to erythrocytes. There appears to be some correlation 
between the shear-field and the clot formed around this particular test body. 
The CFD predictions at two different grid resolution are in good agreement as are 
the values of vorticity found distal to the test object. The discrepancy between the 
maximum velocity found in the CFD predictions of 0.0475/ms and the velocity of 0.0540 
rn/s obtained in the validated vector field can be explained by what appears to be a 













Figure 5.21: Recordings of seeding particles in the recirculation region distal to the 
upstream-apex cone at a Reynolds number of 800 based on the pipe diameter. The 
images are recorded at one second intervals and follow a sequence as numbered. 
slightly skew mounting of the test body on the sting. 
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Figure 5.22: The clot formed around the upstream apex cone in steady flow as reported 
by Christy'). 
a) b) C) 
Figure 5.23: a) A PIV recording of the flow round the upstream apex cone at a Reynolds number of 250 based on the projected diameter 
of the test body. b) The vorticity map and velocity field produced after normal PJV analysis, interpolation and the application of a low 
pass filter. The maximum velocity is indicated by a white vector which represents 0.0445 rn/s. c) The shear stress map and velocity 
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Figure 5.24: Predictions of the flow around the upstream apex cone made using FLU-
ENT v4.3 at a Reynolds number of 250 based on the projected diameter of the test 
body: a) the computational grid, b) the velocity vectors, c) contours of the stream-
function, d) the out of plane, or z-component, of vorticity. 
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Figure 5.25: Predictions of the flow around the upstream apex cone made using FLU -
ENT v4.3, with the grid density doubled in the axial direction compared with Figure 
(5.24): a) the computational grid, b) the velocity vectors, c) contours of the stream-
function, d) the out of plane, or z-component, of vorticity. 
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Downstream-apex cone 
The residence time measurements behind the down-stream apex cone, Figure (5.26) 
show considerable structure and, again, a periodic ejection of material from the re-
circulation zone with a frequency of the order of 0.5 Hz. This test body also shows 
the greatest variation in the size and location of the recirculation zone. Unfortunately, 
Christy( l ) gives no record of the clot formed about this particular test body. 
The PIV recording of the flow under the same flow conditions, shown in Figure (5.27), 
show significantly more structure in the recirculation region of the flow than produced 
by the steady state CFD results. The region within the recirculation zone beside the 
sting immediately downstream of the test body gave velocity vectors after analysis and 
validation. This allowed the flow in this region to be interpolated with some confidence. 
The PIV recording also indicates that the test body and sting were slightly skewed to 
the left. A maximum experimental shear stress of 0.0211 N/m 2 is unlikely to lead to 
any damage of blood components. The PIV analysis also shows that it is relatively 
insensitive to the presence of small air bubbles on the test chamber wall if they do not 
significantly reduce the number of particle pairs in any given analysis region. 
The differences in the location and magnitude of the maximum velocity vector are ex-
plained in the previous section. Again, the CFD results display near grid independence 
and the experimental and calculated vorticity maps show similar features and values 
of the same order of magnitude in the region of the detached boundary layer. 
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Figure 5.26: Recordings of seeding particles in the recirculation region distal to the 
downstream-apex cone at a Reynolds number of 800 based on the pipe diameter. The 
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Figure 5.27: a) A PIV recording of the flow round the downstream apex cone at a Reynolds number of 250 based on the projected 
diameter of the test body. b) The vorticity map and velocity field produced after normal PlY analysis, interpolation and the application 
of a low pass filter. The maximum velocity is indicated by a white vector which represents 0.0468 rn/s. c) The shear stress map and 
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Figure 5.28: Predictions of the flow around the down-stream apex cone made using 
FLUENT v4.3 at a Reynolds number of 250 based on the projected diameter of the 
test body: a) the computational grid, b) the velocity vectors, c) contours of the 
stream-function, d) the out of plane, or z-component, of vorticity. 
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Figure 5.29: Predictions of the flow around the down-steam apex cone made using 
FLUENT v4.3, with the grid density doubled in the axial direction compared with 
Figure (5.28): a) the computational grid, b) the velocity vectors, c) contours of the 
stream-function, d) the out of plane, or z-component, of vorticity. 
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Figure 5.30: 5.30: Recordings of seeding particles in the recirculation region distal to the 
upstream apex small tear-drop at a Reynolds number of 800 based on the pipe diameter. 
The images are recorded at one second intervals and follow a sequence as numbered. 
Upstream-apex small tear-drop and Upstream-apex large tear-drop 
The residence time measurements about the upstream-apex, small tear-drop and the 
upstream-apex large tear-drop are presented for completeness. Again, both sets of 
results show significant structure and the periodic discharge of material from the recir-
culation zone. 
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Figure 5.31: Recordings of seeding particles in the recirculation region distal to the 
upstream-apex large tear drop at a Reynolds number of 800 based 011 the pipe diameter. 
The images are recorded at one second intervals and follow a sequence as numbered. 
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5.1.3 Heart Valves 
Björk-Shiley Valve 
The results of the steady flow investigations downstream of the Björk-Shiley Valve 
are presented in Appendix D. The variation between PIV recordings made at one 
second intervals is striking and they show considerable three dimensional structure. 
The time between the recordings was not short enough to unambiguously resolve the 
development of flow structures. The presence of such high frequency variations in 
steady flow suggests that in pulsatile flow the pattern of flow at a particular phase of 
the cycle is unlikely to be constant from cycle-to-cycle. This implies that averaging 
data from successive cycles particularly in LDA investigations may well include cycle-
to-cycle variations that have been assumed to be unimportant. 
It was not possible with the current experimental setup to obtain PIV recordings in 
the immediate proximity of the valve. 
Starr-Edward's Valve 
The Starr-Edward's valve gave complex flow patterns that proved difficult to resolve 
using conventional PIV techniques and are not presented here. 
5.2 Pulsatile flow 
In light of the quality of PIV images obtained and in the interests of brevity, only 
results at low frequencies and low flowrates will be presented for flow in the empty test 
chamber. Simulated results for the pulsatile flow in the empty test chamber are also 
included for comparison. PIV recordings made around the downstream apex tear drop 
and the upstream apex short teardrop captured a series of structures that correlate 
well with the observed clot deposition under similar circumstances. Results at low 
and physiologically relevant flow rates and pulse frequencies are presented for the valve 
CHAPTER 5. EXPERIMENTAL RESULTS 	 200 
designed by Dr. Norman Macleod. Considerable difficulty was found in optimising the 
PIV parameters required to resolve and analyse these time varying flows. In particular, 
the velocity gradients present in the recordings gave rise to a significant error when using 
conventional analysis techniques and the approach described earlier was adopted in an 
attempt to overcome these problems. The data resolution was low compared with that 
expected from the technique and the most important information about shear stress 
could be more readily estimated from manual tracking of particles in the required 
regions. 
5.2.1 Test section 
Figure (5.32) shows the velocity profiles obtained from the empty test section with a 
mean flow of 1.3x i0 m 3 /s with a rectified sinusoidal driving frequency of 0.4 Hz for 
the pump. The profiles were taken at eight equally spaced times over a single cycle, 
after allowing several minutes to ensure that at any initial effects were not included 
in the measurements. The PIV recordings used to determine these profiles were made 
using 6 pm aluminium oxide seeding particles illuminated with the light from the 35 
mW 1-leNe laser using the scanning mirror method of beam expansion. The frequency 
of the illumination was 40 Hz. The images were recorded onto Kodak 'fl -i-X film using 
an aperture of f/2.8 a shutter speed of 1/8 second and a recording frequency of 3.2 
Hz. The frequency of taking PIV recordings was near the maximum attainable at this 
particular shutter speed leading to a missed recording on occasion. 
The results in Figure (5.32) are presented in terms of a dimensionless time defined 
as the time from the first recording made at the peak flowrate divided by the pulse 
cycle time. The most notable phenomenon shown by Figure (5.32) is the unexpected 
velocity profile obtained in the decelerating flow period shown at dimensionless times 
of 1/8, 2/8 and 3/8 after the peak flow. During this phase the momentum of the fluid 
within the circulation system draws more fluid through the non-return valves in the 
pump until conditions are such that these valves seal. At a dimensionless time of 1/8 
approximately 71% of the initial volumetric flowrate would be expected for a rectified 
sinusoidal flowrate. The effect is more prominent at a dimensionless time of 2/8 when 
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Figure 5.32: The velocity profiles produced at eight equally spaced intervals in the 
cycle of pulsatile pipe flow. The first profile was obtained at the peak fiowrate. The 
legend indicates the dimensionless time at which the profile is obtained by taking the 
recording time (relative to the peak volumetric flowrate) and dividing by the period of 
the pulse. 
the expected fiowrate is zero; there is still a significant forward flow and the developed 
nature of the profile is evident. At dimensionless times of 4/8, 5/8 and 6/8 the expected 
profile in the zero flow portion of the pulse cycle develops. At a dimensionless time of 
7/8 a forward volumetric flow equal to that at a dimensionless time of 1/8 would be 
expected. This is clearly not produced as a result of backflow through the suction side 
valve of the pump and large difference in the momentum of the fluid moving at these 
two points in the cycle. 
A CFD simulation of the flow was performed under the same conditions. As a result 
of the periodic nature of the flow the boundary condition at the inlet was expressed 
as a Fourier series. The first 24 terms of the series approximating a rectified sine wave 
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were used as given in equation (5.3). 
n2 
A A 	 2A 	cOS(27rflWt) 
U(t) - + - sin(2irwt) -  
r 	2 7 1 	
(5.3) 
n=2, 1, 6 
ii even 
The time step used was 1/800 of the period of the pulse with the resulting velocities 
saved every 100 time steps to give comparable predictions with the experimental results. 
Conservative under-relaxation parameters were selected. At the start of the simula-
tion the first step did not converge after 100 iterations. Subsequently convergence was 
achieved in between four and twenty iterations, dependent on the inlet velocity bound-
ary condition. Five pulses were simulated to give a developed time dependent solution 
to the problem. The differences between the simulated and experimental velocity pro-
files are evident and arise for the reasons presented in the previous paragraph. 
Test bodies 
The clot deposits reported by Christy') in pulsatile flow, Figure (5.34), show a distinct 
band in which there is a thicker deposit of clot for the sphere and downstream-apex 
teardrop. It was suggested that this arose due to the recirculation zone behind the test 
body rolling up the test body producing extended contact times of hyper-coagulable 
material in the appropriate area of the test body. A sequence of 8 PIV images taken 
around the short upstream apex teardrop is shown in Figure (5.35). During the period 
when there is no forward flow two vortical structures develop in the region of the test 
body. It appears that the recirculating fluid in the wake of test body does indeed move 
forward and out into the bulk flow adjacent to the test body. In addition, a region 
of reverse flow along the wall develops, as shown in the simulations and experiments 
for the empty test section but the presence of the test body divides the pipe into two 
recirculating regions. As a result, a feature develops downstream from the test body 
where the flow reverses. These two structures interact to produce a jet of fluid that 
impinges upon the surface of the test body carrying material from the wall and also 
material that would previously have been trapped in the wake during forward flow. 
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Figure 5.33: Predictions of the flow in the empty test section for an ideal rectified 
sinusoidal volumetric flowrate. Re = 530, =25. The images a) through h) are at the 
respective dimensionless times of 0, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75 and 0.875. These 
results are taken from the fifth cycle in the simulation. 




Figure 5.34: The clots observed by Christy' in pulsatile flow. The mean flowrate was 
2 x10 5 m3 /s and the pulse frequency 1.167 Hz. 
The recordings do not resolve the origin of the fluid trapped in the recirculation zone 
as forward flow develops. It might be expected that the sphere would show much 
the same behaviour, although this was not investigated. The region of thicker clot 
formation observed by Christy') for the spherical test body may also be explained by 
the formation of the same type of impinging flow onto the surface of the test body. 
Pulsatile flow around the upstream apex teardrop was investigated but the primary aim 
of these investigations was to determine the appropriate parameters to use in using the 
scanning beam illumination system and optimise its setup. Figure 5.36) shows example 
results from recordings made at random points in the pulse cycle. Again, there is clear 
evidence of material being transported both from near the wall and the recirculating 
region in the wake of the test body to the areas which exhibit the most clot deposition. 
Similarly, flows that are directed onto the body's surface in this region are produced 
and may well be the underlying factor leading to the enhanced clot deposition observed 
in pulsatile flow(). 




o2S 	 o62S 
;. 
•a.:e 	 ...... 	 .... 
O2 
— 	 .. 	 . 	







F 	 1 , 
Figure 5.35: A series of 8 PIV recordings made around the short, upstream-apex 
teardrop in a pulsatile flow of 1.3x10 5 m3 /s with a frequency of 0.4 Hz. The im-
ages reading from top to bottom and then left to right were made at dimensionless 
times of 0, 0.125, 0.25, 0.375, 0.5 0.625. 0.75 and 0.875. The flow was seeded with 6 
urn aluminium oxide particles and illuminated using the HeNe laser with the scanning 
beam system. The light sheet was pulsed at 40 Hz. 
5.2.2 The valve designed by Dr. Norman Macleod 
The low flowrate results are presented in Appendix E. The recordings show consid-
erable variation between the same points within the pulsation cycle for consecutive 
pulses. This supports the evidence in steady flow suggesting significant variation in the 
structures found downstream of artificial valves in pulsatile flows. 
PIV recordings were made at a pulse frequency of 1 Hz and at a mean volumetric 
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Figure 5.36: A series of 4 PIV recordings made around the downstream-apex teardrop 
in a pulsatile flow of 2x10 5 m3 /s with a frequency of 1.0 Hz. Images were recorded 
at random times, these represent those at various points in the stagnant phase. The 
illumination frequency was 75 Hz. 
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flowrate of 6.7 x 10 M3 /S using the Argon ion laser operating at 3W and the scanning 
beam illumination system. However, multiple reflections and a low signal to noise ratio 
arising from the use of ASA 400 film gave poor quality PIV images. The additional 
energy from the illuminating beam was used to increase the depth of field and allow 
the use of higher illumination frequencies. An aperture of approximately f/9.4 and an 
illuminating beam with a frequency of 300 Hz was used. This should have produced 
the same recording conditions as those obtained with the HeNe laser, an aperture of 
f/2.8, and an illumination frequency of 75Hz. The resulting images were over exposed 
and with larger grain than obtained before. The recordings should have been made on 
100 ASA film. 
However, the recordings around the peak fiowrate contain images near the valve surface 
and wall surface that allow the minimum value of the maximum shear stress to be 
estimated. Figure (5.37a) shows the area around the valve at the peak flowrate ( zero 
dimensionless time) and Figures (5.37b) and (5.37c) a similar region at a dimensionless 
time of 0.05. Figure (5.37d) shows a section near the wall at a dimensionless time of 
0.05. All recordings were made with an illumination frequency of 300 Hz. Thus the 
shear stress can be estimated by taking the nearest series of particle images to the 
valve surface, estimating the distance to the surface, dividing the image spacing by this 
distance and multiplying by the frequency and the viscosity. 
The figures allow the minimum values of the maximum wall and bulk shear shear Co 
be estimated at between 0.5 and 2 N/ni 2 . Well below the values expected to cause 
to damage to erythrocytes but where structural changes to endothelial cells might be 
expected. 
Björk-Shiley Valve 
The PIV recordings produced were of better quality than those for the valve designed 
by Dr. Norman Macleod. This was due to the use of ASA 100 film. However, The 
smaller opening angle of the valve prevented measurements from being obtained in the 
region of the trailing edge of the moving disk. The results at a dimensionless time of 





Figure 5.37: Close up sections of the PIV recordings around Dr. Norman Macicod's 
valve. 
1/8 are presented as an example in Figure (5.38). The image was analysed using a 
255 pixel deep by 127 pixel wide analysis area spaced every 32 pixels in the horizontal 
direction and every 64 pixels in the vertical direction. 
The smoothing kernel applied to the velocities produced after analysis introduces in-
valid vectors at the edges of the interpolated velocity field. This produces regions of 
artificially high shear stress. The shear stress at the wall has a maximum of the same 
order of magnitude as for the valve designed by Dr. Norman Macleod. Damage to 
erythrocytes in this region of the flow seems unlikely. 
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Figure 5.38: a) PTV recording made downstream of the T3j6rk-Shuley Valve in a rectified 
sinusoidal pulsatile flow of 6.7 x10 5 m 3 /s and a pulsation frequency of 1 Hz. Re (based 
on the tube diameter) = 2700 and a = 40. The flow was seeded with 6 pm aluminium 
oxide particles and illuminated using the scanning beam system with the light sheet 
pulsed at 300Hz. The recording was made at a dimensionless time of 1/8. b) The 
resulting velocity field. The maximum velocity is 0.371 rn/s. 
Chapter 6 
Discussion 
6.1 The PIV technique 
6.1.1 Steady Flow 
Good quality PIV images were obtained about the same bluff bodies as were used by 
Christy ( '- ) and Marosek 6 in their investigations of the clotting behaviour of a blood 
analogue fluid. However, the range of velocities present in these flows, often referred 
to as the dynamic range, was such that it proved difficult to resolve the entire flow 
field and, in particular, the low velocities in the wake regions observed behind the test 
bodies. Initially, it was also found that reflections arising from the surfaces of both the 
test body and its supporting sting swamped the light scattered from seeding particles 
within the recirculation zone. The wake regions distal to the upstream and downstream 
apex cones were clearly recorded after repainting the test bodies matt black. The 
agreement observed between steady-state simulation and the experimental results was 
encouraging; in particular there was a strong correlation between the predicted and 
estimated values of the vorticity. This implies that the steady state CFD results might 
reasonably be used to infer information about the mean flow in the recirculation zone, 
where PIV measurements are difficult to obtain, and to relate areas of stasis and flow 
features with clot deposition. 
210 
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The velocimetry results obtained in a water flow of 2 X10-5 M3 /s downstream of the 
Björk-Shiley valve indicated the presence of significant three dimensional structures in 
the flow and that these structures were subject to substantial variation with time. The 
structures recorded proved difficult to analyse using the conventional PIV technique due 
to the presence of velocity gradients of sufficient magnitude to cause excessive variation 
in the particle image spacing over some interrogation areas. For this reason an approach 
was sought to deform an analysis area according to the velocity gradients within it, 
producing a uniform inter-image spacing. This correction procedure was assessed by 
applying it to simulated PIV recordings. The results suggest that in actual recordings 
within regions that yield a large percentage of valid vectors the deformation technique 
will reduce the error in the measured velocities. Applying the analysis technique to 
actual PIV recordings produced velocity fields that varied more evenly, particularly in 
areas that produced a high percentage of valid vectors, and gave valid vectors that were 
previously not obtained. At the periphery of structures associated with stagnation 
points, three dimensional flow and rotational flow, less improvement was observed; 
and within these features almost no improvement. The extension of the range of valid 
vectors into regions where the velocity gradients are relatively high was found to depend 
critically on the validation method used between analysis steps and on the interpolation 
method employed to estimate the velocities within these areas. 
6.1.2 Pulsatile flow 
For pulsatile flow investigations it is anticipated that a wide range of velocities will 
he encountered. This presents a significant challenge, particularly to make several 
PIV recordings within the same pulse cycle. Ideally, the illumination frequency, the 
shutter speed of the camera, and the laser power should be set to the optimal values 
for each part of the flow. The first may only be achieved using a pulsed laser system 
as the angular momentum of the rotating mirror (or chopper) and the power of the 
drive motor limit the rate of change of the pulsation frequency. In practice, these 
problems were resolved by the use of two techniques: firstly, by selecting reasonable 
recording parameters for all points during the flow pulse and making measurements at 
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low frequencies; and secondly, by taking a series of recordings at the same point in the 
cycle over a number of cycles and setting the recording parameters appropriately 
For the two test bodies investigated, slightly out of focus and blurred images were 
obtained; however, they served their intended purpose largely as flow visualisation 
experiments. Practical difficulty was experienced in focusing on the illumination plane 
and in aligning the camera axis normal to the light sheet. This arose as a result of the 
limited depth of field that could be obtained using the HeNe illumination system. 
The results of the investigation of the pulsatile flow downstream of the valve designed 
by Dr Norman Macleod, characterised by a pulse frequency of 0.4 Hz and a mean 
volumetric flow rate of 1.3 x10 5 m3 /s, were presented in the previous chapter. The 
results from different pulse cycles clearly indicate significant cycle-to-cycle variation. 
This is unlikely to arise solely as a result of the pump and flow system and is most 
readily explained by flow variations between cycles. This conclusion has significant 
implications for the measurement of turbulence statistics in the region of artificial 
valves using techniques such as LDA. Typically, estimates of Reynolds stresses are 
made using data gathered over the same small time interval at the same phase of a 
number of cycles. The typical number of cycles over which such results are averaged 
and the inherent variation that is likely between two successive cycles suggests that 
such measurements should be treated with caution. Flow structures that would not 
be regarded as truly turbulent may have been included in measurements of Reynolds 
stresses. This conjecture is supported by the evidence of Baldwin et al.(105)  who 
showed that a significant decrease in the estimated values of the Reynolds stresses were 
obtained by applying a simple filtering technique. 
The flow structures observed in the PIV recordings downstream of valve prostheses, 
particularly in the stagnant phase of the flow, are more complex than those observed in 
steady flow investigations. The presence of apparent sinks and sources indicates a com-
plex three dimensional structure that is not possible to elucidate from a measurement 
of two components of the velocity in a single plane of the flow. 
The example PIV recording made using the Argon ion laser at a mean flowrate of 
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6.7 x 10 -5 m3 /s around the Björk-Shiley valve represents a significant improvement 
in the signal-to-noise ratio obtained compared with previous investigations, also using 
the same 6 pm aluminium oxide seeding particles. This was due to the increased 
power of the laser and the use of ASA 100 film. However, the recordings made using 
the Argon ion laser produced significantly greater refraction from the Perspex/air and 
Perspex/water interfaces than was found with the HeNe laser: although every effort 
was made to align the beam down the centre of the test section and to ensure that 
the beam was at its minimum width as it passed through the test section. Despite 
this uncertainty in the location and width of the illuminating beam, a relatively large 
analysis area still produced acceptable results, even in areas where there was significant 
reflection, demonstrating that good quality PIV images can be obtained in pulsatile 
flows of physiological significance. The typical cardiac output under resting conditions 
is approximately 70 beats per minute and results in a flow of 8.3 x iO m3/s (6)  The 
results at other parts of the cycle, not presented for the sake of brevity, again showed 
considerable variation in the PIV recordings obtained at the same points in different 
cycles. A problem with air ingress was observed at this higher pulsatile flowrate and 
from time-to-time bubbles were observed in the flow. The problem was reduced, but 
not eliminated, by raising the water tank to increase the static head in the flow system. 
These bubbles could have provided a mechanism by which cycle-to-cycle variations may 
have arisen, but this was not thought to be the dominant factor as significant variation 
was also seen in recordings made at the peak flowrate and at lower flowrates. 
6.1.3 Damage to erythrocytes and endothelial cells 
The experimental values of the bulk viscous shear stress and the stress at the walls 
do not exceed the threshold values required to damage erythrocytes. However, the 
maximum wall shear stress, estimated to be of the order of 0.5 N/m 2 , does approach 
the value shown to introduce cell alignment and shape alteration of endothelial cells (61). 
These wall shear levels may also affect the way in which damaged cells regenerate and 
may enhance theadhesion between endothelial cells and platelets(61).  Investigations 
are required in the immediate region of the valve to determine the maximum bulk 
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shear stress and wall shear stress that occur in the flow. Measured values of the bulk 
shear stress at the tip of the valve designed by Norman Macleod, of the order of 0.5 
N/rn2 , are again too low to cause erythrocyte damage. Other factors that may be 
responsible for red blood cell damage should be given equal or greater consideration. 
For example, cavitation, the flow through gaps around the valve when shut, and the 
viscous dissipation of turbulent kinetic energy. 
6.1.4 Developments of the PIV technique 
The developments to correct for velocity gradients clearly improve the results for simu-
lated flow fields when there are significant velocity gradients(). However, in applying 
the method to real PIV recordings it was found difficult to set the appropriate valida-
tion parameters. A cautious approach was found to give improvements in the areas of 
the PIV recording already analysable and containing a large proportion of valid vectors. 
However, errors arise from the prediction of the velocity gradients between separated, 
analysable regions, the relative orientation of which can not easily be determined. It is 
likely that regions in the velocity field are, or become, disconnected as a result of strin-
gent validation. These areas will then be oriented at random. For it separated regions 
the probability that they are all aligned correctly relative to each other is Two 
close regions of maloriented vectors will obviously lead to incorrect predictions of the 
velocities in the area between them, resulting in an erroneous correction procedure and 
in fact making analysis worse. A less rigorous test of the raw velocity field would leave 
some invalid vectors that have a similar detrimental effect on subsequent iterations of 
the analysis procedure. The optimal choice of validation parameters is thus critical in 
the algorithm's performance. 
The algorithm should be compared with the alternative approach of sub-interrogation 
region particle tracking( 332 that gives a similar improvement in measured velocities 
as well as an optimal spatial resolution. In fact, applying the interpolation method 
to corrected PIV analysis results should produce a spatial resolution comparable to 
that obtained using a sub-interrogation region particle tracking method, provided that 
the velocity variation over the interrogation region is indeed linear. A more detailed 
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analysis is required to determine which of the two approaches is more favourable in 
areas containing high velocity gradients. The particle tracking approach will always 
improve the results from already analysable areas. It will not yield information where 
conventional PIV analysis is not successful unless an interpolation scheme is used to 
predict velocities and then particle tracking is carried out in these areas. 
The interpolation scheme used in the iterative analysis method was not optimal. A 
scheme better suited to interpolation in a vector field would be a thin shell spline 
technique as the smoothing effect of the interpolation scheme is similar to a viscous 
smoothing effect 276 ). 
The procedure for orienting velocity fields was found to work well for all the PIV vec-
tor fields produced. This represents a robust method for orienting the velocity vectors 
produced from auto-correlation analysis methods making use of the expected smooth 
variation between neighbouring vectors in validated vector fields to orient vectors rel-
ative to each other. 
6.1.5 Improved PIV recordings about artificial heart valves 
An imaging shifting technique, as discussed in section (2.2.9) could be used to impose 
a known velocity upon the measured velocity field to resolve the direction of motion 
of the fluid and to produce measurements in the near stagnant regions of the flow. 
Unfortunately, any such shift velocity will be imposed on the surfaces also imaged 
with the technique, thus increasing the problems with flare and obscuring potential 
measurements close to the test bodies, wall, or valve. These regions may have proved 
difficult to analyse in any case without using particle tracking but even this option 
will then be removed. A cross-correlation approach, perhaps using two coloured pulses 
generated from the multi-mode output from the Argon ion laser, could be used to make 
two successive images of each particle image on one recording and still allow a series of 
photographs to be recorded, resolving the flow at several points in one pulse cycle or at 
the same point in successive cycles. Specialised cross-correlation cameras and digital 
still cameras do not allow individual frames to be captured at an appropriate rate or for 
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an extended period of time. As commented earlier, recent attempts at cross-correlation 
downstream of artificial heart valve prostheses have suffered from a low data yield and 
poor spatial resolution. The work of Hirt et al. 76 is a notable exception. 
The two colour approach to resolve the third component of the velocity( 193) would also 
be attractive in obtaining information critical in determining the three dimensional 
nature of the flow in the vicinity of artificial valve prostheses. 
6.1.6 Potential developments of the PlY technique 
The two phase PIV technique merits further attention as there are many potential 
applications in the chemical engineering field. In particular, the effect of replacing the 
removed phase with zero intensity or the mean intensity over the analysis area requires 
consideration. Cross-talk between the two images as a function of the separation al-
gorithm also needs careful consideration to select the best approach. A programme 
of simulation and experimentation would be required to resolve these issues, which is 
beyond the scope of this work. 
A novel development that has been used in a few simple flow situations(189338341) is 
to use encapsulated liquid crystals as seeding material and illuminate the flow with a 
pulsed white light source. This allows the simultaneous measurement of temperature 
and velocity: a useful augmentation to the techniques currently available for measuring 
heat transfer phenomena. The calibration between hue and temperature (342 343) re-
quires careful attention, particularly to determine how this relationship varies with the 
angle between the illumination plane, the direction of observation, and how the calib-
ration varies over the field of view. Potential hue variation over the recorded images of 
encapsulated liquid crystal particles must also be addressed. The use of a shear sens-
itive seeding material, such as encapsulated liquid crystals, may provide an alternative 
method to assess the fluid-mechanical damage to erythrocytes. 
Problems with reflected and refracted light obscuring areas of the PIV recording may 
be overcome by using fluorescent particles. A significant proportion of the incident 
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light must be absorbed by the seeding particles and then emitted at a wavelength 
significantly different from that of the illuminating beam. Seeding particle images may 
then be separated from reflected light using a narrow band-pass filter or by selecting 
pixels of a particular hue range from a digital image. This technique may be more 
appropriate for making two phase investigations than the method described above. 
In particular, the scattered light from bubble surfaces in liquid/vapour flows may be 
illuminated. 
6.2 The experimental flow system 
The experiments described in the previous chapter were deliberately carried out under 
conditions similar to those used by Christy'. Similar experiments should be carried 
out in mock circulatory loops to predict the in vivo performance of prosthetic valves, for 
example the apparatus used by Yoganathan et al.(h1)  and Nygaard et a1!'. Further 
improvements to the flow chamber incorporating the valve could be made by using 
a model sinus region. Results in the immediate vicinity of the valve could also be 
captured with an instantaneous technique such as PIV with an appropriately designed 
transparent test section. This may require that the refractive index of the fluid used to 
model blood be matched to the refractive index of the material of construction of the 
test chamber to minimise refractive distortion. It may be also be possible to make a 
transparent valve to get simultaneous information from all parts of the flow. The use 
of a test fluid with non-Newtonian behaviour similar to blood, for example xantham 
gum(60), would be appropriate, particularly to investigate cavitation behaviour at the 
same time as determining the flow field. 
The relation of clot formation to fluid mechanical structures requires information about 
the location and volume of clot formed as a function of time. The structures that 
are present at particular times in the clotting process may then be determined. The 
ultrasound based investigations of Marosek(°) were not clear enough to determine the 
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Figure 6.1: A comparison of the simulated velocity magnitude with the location of clot 
formation for the downstream apex teardrop in steady flow. The Reynolds number 
based on the test body diameter is 250. The two images are shown to the same scale. 
6.3 Relating flow features to clot deposition 
The discussion will be limited to the test bodies investigated by Christy' in his me-
dium length test chamber. Figures (6.1), (6.2), (6.3), and (6.4) show the velocity 
magnitude determined using FLUENT with the highest grid resolution, as previously 
described, and the clot deposition observed by Christy'. The correlation between 
areas of clot deposition and stasis and indeed the surface of the clot and the low-
est value contours of the velocity magnitude is immediately striking and supports the 
hypothesis that stasis is a necessary condition for clot deposition to occur. 
6.3.1 Steady Flow 
Figure (6.1) shows correlation between the formation of clot and the small region of 
stagnation at the point where the test body meets the supporting sting. The clot 
formed on the sting in this case is significant, in contrast to the clot formed on the 
sting downstream of the other test bodies. This may be explained by the stability of the 
recirculation zone: no periodic ejection of material was evident in the residence time 
investigations although there was significant structure within the recirculation zone. 
This supports the assumptions made in predicting the clot growth for this particular 




Figure 6.2: A comparison of the simulated velocity magnitude with the location of clot 
formation for the sphere. The Reynolds number based on the test body diameter is 
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Figure 6.3: A comparison of the simulated velocity magnitude with the location of clot 
formation for the oblate. The Reynolds number based on the test body diameter is 
250. The two images are shown to the same scale. 
body as the clot does appear to form in the entire wake region of the body. This 
would appear reasonable given the stability of the recirculation zone. Further clot 
may be deposited at the clot surface as the reaction reaches completion in these areas 
of comparatively low velocity. This seems a reasonable explanation for the observed 
behaviour and supports similar arguments put forward by Christy ( '), and Christy and 
Mac1eod( 64 . It would be useful to have information about the clot shape as a function 
of time to confirm this hypothesis. An alternative might be to simulate the clotting 
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Figure 6.4: A comparison of the simulated velocity magnitude with the location of clot 
formation for the upstream apex cone. The Reynolds number based on the test body 
diameter is 250. The two images are shown to the same scale. 
reaction in FLUENT by approximating the reaction kinetics and making a product 
with high viscosity and/or non-Newtonian behaviour. 
Figures (6.2), (6.3), and (6.4) show the significantly different clotting behaviour ob-
served around the sphere, disk, and upstream-apex cone. In the residence time invest-
igations reported in the previous chapter the recirculation zone behind these test bodies 
was shown to be less stable than that observed behind the teardrop. For these three 
obstacles a periodic ejection of material was observed from the recirculation region 
with a period of about two seconds, which was presumed to be associated with vortex 
shedding. The wake regions behind these test bodies also exhibited a lower mean resid-
ence time, evident from the decay of the seeding particle concentration, although this 
could not be estimated in the same way as for the teardrop. The results are broadly 
in agreement with Christy's 1 observations from dye tracer experiments. As would be 
expected, the steady state CFD predictions do not predict the vortex shedding shown 
in the PIV recordings. However, there is a striking correlation between the shape and 
location of clot deposition and the iso-velocity-magnitude contours within the regions 
of stasis. It seems likely that clot is deposited where there is almost no fluid movement. 
Compared with the teardrop shaped test body, the structure within the wake region 
and a lower residence time tends to reduce the rate at which clot is formed within the 
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remainder of the recirculation region and in particular on the surface of the sting. 
The clot deposition observed by Marosek°, again using milk as a blood analogue 
fluid, is difficult to compare with the observations made by Christy( 1) as a result of 
numerous differences in experimental conditions. In general, the investigations reported 
by Marosek( 6 ) produced greater clot deposition. The clot reported about the teardrop 
shaped test body resembled that given by Christy' in the short test section. The 
clot deposition reported by Marosek(°) for the disk and upstream apex cone was much 
more pronounced within the recirculation region, to the extent that the clot about the 
disk resembles a downstream apex cone. For this reason, Marosek concludes that clot 
is preferentially formed in the wake region of the test bodies where the mean residence 
time near the test body is increased compared with the bulk flow. Ultrasound imaging, 
although unable to determine the changing shape of the clot, did capture images of air 
bubbles within the recirculation region. The motion of these bubbles indicated that 
the wake region decreased in volume and elongated over time as clot was deposited('). 
A marked variation in the deposition of clot around the same shape of test body 
constructed from a range of materials was observed in steady flow by Marosek(°). 
The clots reported in the wake region of the the disk and upstream apex cone show 
some agreement with the simulated and experimentally determined recirculation zone, 
although there are differences arising as a result of the more extensive clot deposition. 
Marosek° also observed thinning of the clot formed on the test section wall in the 
region of the test body. Comparison with the predicted and experimentally determined 
flows shows that this correlates well with the shape of streamlines deformed by the 
presence of the the test surface in roughly the same shape as the observed clot. The 
reduced deposition may arise as a result of either increased shear disrupting forming 
clot or a decrease in the mean residence time in this region of the flow. 
6.3.2 Pulsatile Flow 
The PIV recordings made about the test bodies in pulsatile flow essentially served their 
purpose by providing an accurate visualisation of the flow. The presence of the test 
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body produced a marked change in the flow structures seen during the stagnant part of 
the pulse cycle compared with those observed without the test body. In both cases, a 
region of reversed flow is expected at the wall of the test chamber and is evident in the 
PIV recordings. In the stagnant phase of the flow, the recirculating region behind the 
test body appears to move towards the outer wall and slightly upstream producing a 
flow feature to the side of the test body. Downstream of the test body the momentum 
of the fluid maintains forward flow at the same time as reversing flow is developing at 
the walls, producing a vortical structure. These two features then interact to direct 
material on to the surface of the test body. The material is directed from the reverse 
flow region near the wall and also from within the recirculating region. In forward flow 
these are regions of lower velocity and therefore the clotting reaction is likely to be 
more advanced in the fluid originating from these locations. It seems probable that 
hyper-coagulable material is thus directed on to the surface of the test body in regions 
that correlate with the formation of thicker layers of clot('). This proposed mechanism 
must be regarded with some scepticism until it can be shown that the developing clot 
structure and its interaction with the flow produces similar structures. However, given 
the streamlines shown by particle tracks this seems plausible. This behaviour was 
shown for the upstream apex short teardrop and the downstream apex teardrop and, 
although similar features would be expected for the other test bodies, these have yet to 
be investigated. The development of structures during the onset of forward flow were 
too rapid to be resolved. 
In pulsatile flow the clot observed by Marosek 6 shows better agreement with that 
observed by Christy', However, a conical deposition of clot was observed adhering 
to the supporting sting downstream of each of the test bodies. It is possible that 
this is related to the oscillating nature of the flow near the sting surface producing an 
increased contact time between the surface and coagulable material. More pronounced 
thinning of the wall clot adjacent to the test section was observed in pulsatile flow 
situations('). This may reflect the combined effect of the structures observed in the 
pulsatile flow investigation tending to direct material from the wall towards the pipe 
centreline, enhancing mass transfer. 
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The preliminary investigations of the flow fields around artificial heart valves clearly 
indicate the potential of the PIV technique in this particular application. There is 
scope to resolve turbulent structures within the flow with a size an order of magnitude 
greater than that of the seeding particles. Further, the size of the seeding particles is 
the same order of magnitude as red blood cells and so they should produce a similar 
interaction with the energy dissipating structures within the flow. In areas further 
downstream from the valve, the line of flight method( '8' 270)  might be used to estimate 
turbulent statistics and allow direct comparison with previous LDA measurements. 
After correction for velocity gradients, the shape of the self-correlation and signal peaks 
can be compared to determine whether the structures with the fastest turnover rate 
have been resolved. This would be indicated if there was broadening of the signal peak 
arising from velocity fluctuations within an analysis area. In addition, it should be 
possible to make a better assessment of the interaction of jets with arterial surfaces, 
to determine locations of stasis, and possibly to record and quantify the effects of 
cavitation. 
Chapter 7 
Conclusion and recommendations 
for future work 
7.1 Conclusions 
© The PIV technique has been applied with some success in steady and pulsatile 
flows around a series of axisymmetric test bodies and heart valve prostheses. The 
complex nature of the structures observed required that the PIV technique be 
extended to cope with analysis areas over which there is a significant change in 
the inter-image spacing. Preliminary results have been obtained under pulsatile 
flow conditions representative of the normal cardiac output. 
© The maximum viscous shear stress determined downstream of the prostheses 
under investigation was of the order of 0.5 N/rn 2 , well below the value thought 
to produce damage to erythrocytes and platelets. However, such viscous shear 
levels at the arterial wall may induce behavioural changes to endothelial cells 
and promote the adhesion of platelets to endothelial cells. Typical values of the 
bulk viscous shear stress were an order of magnitude lower than those found near 
surfaces. 
© Steady flow investigations and their comparison with clotting observations clearly 
support the hypothesis that stasis plays a dominant role in governing the location 
of deposition. A crude prediction of clot growth within the stable recirculation 
224 
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region found in the wake of the teardrop shaped test body gave a reasonable 
estimate of the time required experimentally for the clot to develop 
© Pulsatile flow investigation around the test bodies, although not as extensive as 
the investigations in steady flow, indicate a relationship between the formation 
of thicker layers of clot on the test body and the structures developed in the 
stagnant part of the flow cycle. These structures essentially direct material that 
has been trapped in the wake region and also from the wall of the test section on 
to the surface of the test body. The location of this impingement coincides with 
the position of thicker clot deposits. 
® An automated procedure for the validation and orientation of velocity vectors 
has been used through out this work. The orientation algorithm has been shown 
to be robust for a considerable range of recordings. The validation algorithm is 
a simple extension of those based on the global mean and local median tests, 
adapted to take into account the ambiguity in the velocity vectors obtained from 
auto-correlation analysis. Some difficulty in selecting the appropriate tolerances 
for the tests was encountered, particularly when used to validate the vector fields 
between stages of the iterative procedure to compensate for velocity gradients. 
© A comprehensive assessment of the errors associated with a PTV analysis program 
has been carried out leading to the following recommendations (in addition to 
those accepted by convention): the digitisation procedure should resolve particles 
with an r2 diameter of two pixels; the Gaussian peak location method should 
be used; padding should be included to avoid wrap around noise at the largest 
displacements expected; and post analysis validation procedures are more reliable 
than those based on properties of the auto-correlation function. 
© The flows downstream of the tilting disk artificial heart valve showed considerable 
three dimensional structure and this structure varied significantly over time 
© Investigations of the flows observed in the wake regions of tilting disk valves in 
pulsatile flows indicate that there was significant cycle-to-cycle variation of flow 
structure. This has direct implications on the use of averaging techniques, such 
as commonly used with LDA, to estimate turbulence statistics. It seems likely 
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that structures that would not be regarded as turbulent in nature and inherent 
variations in the flow will artificially increase the estimated degree of turbulence 
and estimates of the Reynolds stresses 
© A deformation algorithm has been developed to correct for the variation in inter-
image spacing over a PlY analysis area that arises from the presence of velocity 
gradients. This was shown to give a significant improvement in both the accur-
acy and percentage of valid vectors produced when analysing a simulated Ply 
recording of an Oseen vortex. The application of the algorithm to real PlY im-
ages suffered because of the lower data yield and unrealistic flows generated by 
the interpolation/extrapolation schemes employed. 
7.2 Further Work 
® Residence time experiments, similar to those carried out in steady flow, should be 
made for the range of test bodies in pulsatile flows. Residence time experiments 
in the wake region of the sphere would also be useful 
© Further PIV investigations of the flow structures around the test bodies should be 
carried out in the appropriate pulsatile flow regimes. This is required to confirm 
the link between the surface impingement of material from the wake and wall 
regions and the location of enhanced clot deposition. 
© Experimental equipment should be constructed to simulate the flow resistance and 
compliance of the circulatory system. PlY investigations of the flows around heart 
valves in sections modelling the flows in the mitral and aortic valve locations could 
then be made. The flow features likely to promote haemolysis and thrombosis 
can then be ameliorated by modifications in valve design. 
© PIV results should be used to validate CFD predictions of the flows around heart 
valve prostheses. Once the code modelling the fluid behaviour in pulsatile flows 
has been validated an attempt might be made to include the kinetics of the 
clotting reaction and simulate deposition. 
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© The performance of other valves not included in the this study could be assessed to 
develop a systematic approach for their comparison, perhaps based on evaluating 
the red blood damage index proposed by Giersiepen et 
© Directional ambiguity and the near zero velocities in the wake regions of the test 
bodies could be resolved using a cross-correlation technique. Bearing in mind 
the nature of the flow and the information sought, this may best be achieved 
using a two colour technique. Green and blue illumination pulses of comparable 
intensity of around 1 W could be obtained by splitting the multi-mode output 
of the 4 W Argon ion laser and directing each beam onto the rotating mirror 
system. Alternatively, two coloured beams could be produced slightly offset in the 
illumination plane. This would give a hue change as particles passed through the 
illumination plane that would be related to the third component of the velocity. 
® The method used to interpolate velocity vectors between stages of the algorithm 
that corrects for velocity gradients requires further evaluation. A thin shell spline 
technique appears attractive as it incorporates an effect similar to viscous smooth-
ing. 
® The next step in relating flow structures to clot growth requires that the shape 
and location of the growing coagulum be determined as a function of time. At the 
moment the investigations are limited to studying the flows in the initial stages 
of thrombus formation. 
© The construction of the test section requires refinement to minimise the refracted 
and reflected light recorded in the PIV negatives. Alternatively, the use of fluor-
escent seeding particles may allow the light emitted from the seeding material and 
scattered from surfaces within the test chamber to be separated. The use of such 
particles may have wider application in the investigation of two-phase flows. A 
further augmentation to the PIV technique, appropriate for studying heat trans-
fer phenomena, may be made by using a white light source and encapsulated 
liquid crystal seeding material. 
Appendix A 
A.1 The performance of the analysis algorithm for ideal 
PIV recordings 
This appendix presents the results from generating a large number of PIV recordings 
using the simulation algorithm. All the simulated images were 2048 by 2048 pixels 
containing Gaussian particle images with a maximum intensity of 255 (the maximum 
value for the PGM file format). Images were simulated for two, three, and four pulse 
recordings with a velocity in the x direction in the range 1 to 40 pixels/s and zero 
velocity in the y direction. The time interval between illumination pulses was one 
second. The number of effective image pairs was also investigated, values of Np equal 
to 1, 4, 8, 10, 16, and 24 were used. This gave a total of 2916 simulated PIV recordings. 
Image sizes with e 2 diameters of 1, 2, 4, 6, 10, an 16 pixels were simulated. 
The images were analysed by performing real, fully padded fast Fourier transforms of 
64 by 64 pixels (128 by 128 when padded). The signal peak location was calculated 
using (a) the volume moment technique, (b) Gaussian interpolation over the nine points 
surrounding the maximum value, and (c) Whittaker's interpolation technique. Each 
set of results was validated by removing vectors six standard deviations away from the 
global mean velocity, six standard deviations away from the local median velocity, and 
velocity vectors over an angle Z rotated from the local median velocity. These values 
were chosen to take account of the uniform flowfield expected from the simulation. 
For each simulated PlY recording the mean velocity over the recording is determined 
both before and after applying the validation procedure. Each point on the following 
plots represents an average from 1024 PIV analysis areas. For each combination of peak 
location method, image size, and image particle intensity a series of PIV recordings were 
simulated with varying inter-particle image spacings and particle image densities. The 
results are summarised in a series of four plots. Plot a) represents the ratio of the 
measured displacement to the actual displacement in the simulated image. This ratio 
is ploted as a function of the actual displacement with the particle image density as a 
parameter. The average velocity is determined from each vectior map before validation. 
Plot b) repreents the same information as plot a) but the velocity filed was validated 
228 
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before calculating the mean velocity. Plot c) shows how the percentage error in the 
measurement of the displacment varies as a function of the actual displacement with 
the particle image sensity as a parameter. The percentage error is determined from 
the unvalidated vector field for each point. Plot d) represents the same information as 
plot c) but after validating each vector field. Some plots are repeated on a magnified 
scale to reveal greater detail in the plots. The caption indicates only the number of 
illumination pulses and the diameter of the image particles of the simulations used in 
producing the information reported. 
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an image diameter of 1 pixel. 
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A.3 Gaussian moment peak location method 
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Figure A.27: Results for two pulses and an 
image diameter of 2 pixels. 
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Figure A.30: Results for two pulses and an 
image diameter of 6 pixels. 
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Figure A.34: Results for three pulses and 
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Figure A.38: Results for three pulses and 
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Figure A.41: Results for four pulses and 
an image diameter of 1 pixel. 
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Figure A.39: Results for three pulses and an image diameter of 1 pixel. (Magnified 
an image diameter of 10 pixels, 	 view) 
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Figure A.43: Results for four pulses and Figure A.46: Results for four pulses and 
an image diameter of 2 pixels 	 an image diameter of 6 pixels. 
Figure A.44: Results for four pulses and 




















4+ 	 r 4 




8 	0 	20 	40 24 




108 7 	 • ri 
1+090 3,opl000mool (p.xoIl) 	NP -  



































! o _ 
+0094 34p1o0010011 p+ool91 1111 
Figure A.47: Results for four pulses and 
an image diameter of 10 pixels. 
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Figure A.45: Results for four pulses and Figure A.48: Results for four pulses and 
an image diameter of 4 pixels. 	 an image diameter of 16 pixels. 
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Figure A.53: Results for two pulses and an 
image diameter of 4 pixels. 
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Figure A.49: Results for two pulses and an Figure A.52: Results for two pulses and 
image diameter of I pixel. 	 an image diameter of 2 pixels. (Magnified 
view) 
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Figure A.50: Results for two pulses and 
an i inage diameter of 1pixel. (Magnified 
view) 
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Figure A.54: Results for two pulses and an 
image diameter of 6 pixels. 
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Figure A.55: Results for two pulses and an 
image diameter of 10 pixels. 
Figure A.58: Results for three pulses and 
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Figure AGO: Results for three pulses and 
Figure A.57: Results for three pulses and an image diameter of 2 pixels. (Magnified 
an image diameter of 1 pixel. 	 view) 
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Figure A.62: Results for three pulses and 
an image diameter of 6 pixels. 
Figure A.65: Results for four pulses and 
an image diameter of' I pixel. 
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Figure A.67: Results for four pulses and Figure A.70: Results for four pulses and 
an image diameter of 2 pixels. 	 an image diameter of 6 pixels. 
Figure A-68: Results for four pulses and 
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Figure A.71: Results for four pulses and 
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Figure A.69: Results for four l)ttlseS  and Figure A.72: Results for four pulses and 
an image diameter of 4 pixels, 	 an image diameter of 16 pixels. 
Appendix B 
B.1 Bias in the measurement of fractional displacements 
The results of a series of simulations of PIV recordings with velocities in the range 
10 to 11 pixels/s are presented here to illustrate and quantify the bias associated with 
different methods used to estimate the position of the signal peak in the autocorrelation 
function. PIV recordings have been simulated with particle image diameters (measured 
at the e 2  value of intensity) of 1, 2, and 3 pixels with pairs of particle images equal 
to 10, 16, and 24. In all other respects the images are identical to those produced in 
the results reported in appendix A. 
The simulated images were analysed using real fast Fourier transforms of 64 by 64 pixel 
adjacent analysis areas. The position of the signal peak was estimated using volume 
moments (for which the results are encoded in red), a Gaussian least squares fit (for 
which the results are encoded green), and interpolated using Whittaker's reconstruc-
tion( for which the results are encoded blue). The results from simulations with an 
image pair density of 10 are indicated by a "+", those for an image pair density of 16 
by a "", and those for an image pair density of 24 by a 
The results have all been corrected for velocity bias according to the method suggested 
by Keane and Adrian 215 ' 216 . That is, the measured displacement has been multiplied 
by 1+(4)2. 
242 
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Figure 13.1: Bias for two pulse recordings Figure 13.4: Bias for two pulse recordings 
with images of diameter 1 pixel and ann- with images of diameter 1 pixel and ana- 
lysed with no padding of the data in the lysed with padding equal to half the length 
	
analysis region, 	 of analysis size added to the data in the 









Figure 13.2: Bias for two pulse recordings 
with images of diameter 2 pixel and ana- 
lysed with no padding of the data in the Figine [3.5: Bias for two iulse recordings 
analysis region. 	 with images of diameter 2 pixel and ana- 
lysed with padding equal to half the length 
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Figure 13.3: Bias for two pulse recordings 
With images of diameter 3 pixel and ana-
lysed with no padding of the data in the 
analysis region. 
of analysis size added to the data in the 
analysis region. 
Figure 13.6: Bias for two pulse recordings 
with images of diameter 3 pixel and ann-
lysed with padding equal to half the length 
of analysis size added to the data in the 
analysis region. 
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Figure B.7: Bias for two pulse recordings Figure 13.10: Bias for three pulse record-
with images of diameter I pixel and ana- ings with images of diameter I pixel and 
lysed with padding equal the length of ana- analysed with no padding of the data in 
lysis size added to the data in the analysis the analysis region. 
region. 
VdyCpII0I 
Figure 13.8: Bias for two pulse recordings Figure 13.11: Bias for three pulse record-
with images of diameter 2 pixel and ana- ings with images of diameter 2 pixel and 
lysed with padding equal the length of ana- analysed with no padding of the data in 
lysis size added to the data in the analysis the analysis region. 
region. 
Figure 13.9: Bias for two pulse l'eec)r( I ings Figurc B.12: 1 ias 
frn' tin-ce pulse record- 
with images of diameter 3 pixel and ana- Lugs with images of diameter 3 pixel and 
lySe(l with padding equal tile length of aim- analysed with no padding of the data in 
lysis size added to the data in the analysis the analysis region. 
region. 












Figure B.13: Bias for three pulse record-
ings with images of diameter I pixel and 
analysed with padding equal to half the 
length of analysis size added to the data 
in the analysis region. 
Figure 8.16: Bias for three pulse record-
ings with images of diameter 1 pixel and 
analysed with pad(ling equal the length of 
analysis size added to the data in the ana-
lysis region. 
0J 
Figure B,14: Bias for three pulse record- Figure 8.17: Bias for three pulse record-
ings with images of diameter 2 pixel and ings with images of diameter 2 pixel and 
analysed with padding equal to half the analysed with padding equal the length of 
leiigtli of analysis size added to the data analysis size added to the data in the aria-
in the analysis region. lysis region. 
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Figure 8.15: Bias for three pulse record- Figure 8.18: Bias for three pulse record-
ings with images of diameter 3 pixel and ings with images of diameter 3 pixel and 
analysed with padding equal to half the analysed with padding equal the length of 
length of analysis size added to the data analysis size added to the data in the aria-
in the analysis region. lysis region. 
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B.2 Bias arising from an alternative calculation of the 
volume moment 
Here the volume moment is calculated as 
described in section 2,2.7 hut the extent of 
the area over which the volume nioment is 
determined by finding the limits where the 
value of the autocnrrelation function falls 
below 13% of the maximum value for the 
signal peak or the autocorrelation function 
starts to increase. 
An "x" represents images simulated with I 
effective particle pail' per interrogation re-
gion and a " . " represents images Si fill lated 
with 2 effective particle pail's Pei' interrog-
ation region 
	
0 	 0 	 ' 
a 	 • 
•20 
10 	 1  
Figure B.20: Bias for two pulse record-
ings with images of diameter 2 pixel and 
analysed with no padding of the analysis 
region. The area for the volume monient 
calculations extended as described at the 
start of the chapter. 
Figure B.19: Bias for two pulse record-
ings with images of diameter 1 pixel and 
analysed with no padding of the analysis 
region. The area for tile volume moment 
calculations extended as described at the 
start of the chapter. 
or10 	
0, 	 102 	 03 	 104105106 	 100109109 
Figure [3.21: Bias for two pulse record-
ings with images of diameter 3 pixel and 
analysed with no padding of the analysis 
region. The area for the volume moment 
calculations extended as described at the 
start of the chapter. 
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B.3 Bias in the measurement of fractional displacements, 
including the bias from loss of pairs 
As section B.1 but without correction for 
the bias arising from the loss of image pairs. 
• 	 , 	 . 	 0 
: 	
00o1:00. 
' 	 . 
Figure 13.22: Bias for two pulse recordings 
with images of diameter 1 pixel and ana-
lysed with no padding of the analysis re-
gion. The velocity is not corrected for the 
bias arising from loss of image pairs. , I 
-° 
Figure [3.24: Bias for two pulse recordings 
with images of diameter 3 pixel and ana-
lysed with no padding of the analysis re-
gion. The velocity is not corrected for the 
Figure B.23: Bias for two pulse recordings bias arising from loss of image pairs. 
with images of diameter 2 pixel and ana- 
lysed with no padding of the analysis re- 
gion. The velocity is not corrected for the 
bias arising from loss of image pairs. 
Appendix C 
C.1 Maple script showing the derivation of the methods 
used to correct velocity gradients 
> restart; 
To determine: 
the factor to correct the x position in PIV recordings 
the deformed x component of the stream function 
Define the expected displacement in terms of the displacement at the centre of the 
interrogation region modified according to the linear variation in displacement over the 
area. The displacement is calculated using the mean particle position. It is assumed 
that the axes have been oriented so that the 'x' axis aligns with the displacement vector. 
(xl, yl) = Initial particle position (x2, y2) = Final particle position (deixO, 0) = 
Central particle displacement 
> {aDiff(delxO,x) ,b=Diff(delxO,y),c=Diff(delyO,x),d=Diff(delyO,y)}; 
I 	t 	 a 	a 	a a = - delxO,b = delxO,c = - delyO,d = - delyO ax ay (9X Dy 
> eqnl :=(x2-xl)=delxO+a/2*(xl+x2)+b/2*(yl+y2); 
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Now solve these equations to determine x2 and y2 in terms of the constant values and 
xl and yl. x2s and y2s are assigned the answers. 
> ans:=solve({eqnl,eqn2},{x2,y2}); 
ans := x2 = —(2dzl +2ddelxO —cxl b+xl ad-2axl —4byl 
-4x1 —4delxO)/(—,:b+4-2d— 2a+ad), 
4cxl + 2cdeixO +chyl +4yl +2dyl —2ayl - adyl 
—cb+4 - 2d— 2a+ ad 
> x2s:=subs(ans,x2); 
x2s:=—(2dxl+2ddelxO—cxlb+x1ad-2ax1-4byl-4x1 
- 4delxO)1(—cb+4 - 2d - 2a +ad) 
> y2s:=subs(ans,y2); 
4cxl +2cdelxO +cbyl +4yl +2dyl - 2ayl —adyl 
—cb+4-2d-2a+ad 
We now look for a function f which we can use to reposition the first and second particle 
images to x2n and xln in an analysis area deformed only in the x-direction. 
> x2n:=x2s*f; 
x2n:=—(2dx1H-2ddelxO—cx1b+x1ad-2ax1-4byl-4x1 
—4delzO)f/(—cb+ 4— 2d - 2a+ad) 
> xln:x1*f; 
xln 	xl f 
The difference between the two particle position should now he independent of xl and 
yl and equal to the displacement at the centre of the analysis area. 
> difference: delxox2n-xln; 
difference := deixO = —(2 dxl + 2ddelxO - cxl b+ xl ad - 2ax1 
—4byl —4x1 —4delxO)f/(—cb+4-2d-2a+ad)—xif 
y?= 
We now solve for f and simplify the result. 
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> ans:=solve(difference,f); 
f dxl 	ddclxO cxlb xladaxlbyl 







—cb+4 - 2d— 2a+ ad 
> ans2:simplify(ans); 
1 	delxO ( —cb + 4 — 2d — 2a + ad)  
ens 	
2 ddelxO —cxl b+xl ad-2axl —2byl —2delxO 
> collect(ans2,delxo); 
1 	delxU(—cb+4-2d-2a+ad) 
2 (-2 +d)delxo - cxl b+ xl ad— 2axl - 2byl 
We would like to express the correction factor in terms of the mid-point of the displace-
ment as this will give the best correction for all particles at a particular point with out 
bias towards the beginning of the displacement as would be the case if we used xl and 
yl. 
We define xm and ym to be the mid points of our particle displacement and then solve 
for xl and yl in terms of these values. 
> xrneqnl:=xm=(xl+x2s)/2;xmeqn2:=ym=(yl+y2s)/2; 
xmeqnl 	xrn = x1 - (2dxl +2ddelxO - cxl b+ xl ad - 2ax1 
—4byl —4x1 —4delxO)/(—cb+4-2d-2a+ad) 
xmeqn2 := ym = yl 
+2cde1xU+cbyl +4yl +2dyl —2ayl —adyl 
2 	 —cb+4-2d-2a+ad 
> ans4:=solve([xmeqnl,xineqn2},{xl,yl}); 
ans4 := 
> xlxin:=xl=subs(ans4,xl) ;ylym:=yl=subs(ans4,yl); 
xlxm xl = xrn - xma - bym - deixO 
ylym := yl = - ymd - cxm + yin 
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> simplify(xlxrn); 
xl = xm - xrna - bym - deixO 
We now find our correction factor, f, expressed in terms of the mean position of the 
particle and simplify the result. 
> eqn4:=subs({x1xm,y1yrn},ans2); 
cqn4 := _delxO(_cb+4_2d-2a+ad)/(ddelxO —c%lb+%lad 
_2a%1_2b(_ymd_cxm+Ym)_2delxO) 
%1 := XM —  2 X7n a —  ~ b ym —  ~ delxO 
When simplified the answer is equal to that expected intuitively! That is, "scale the 
local separation in relation to the central and local velocity" - QED 
> eqn5:xprxrn*collect(simplify(eqn4) ,{xin,ym,delxO}); 
xrn deixO 
eqn5 := xp = 
nn a + 5 ym + deixO 
We now want to determine: 
> Int(ctx,xun=O. .xun); 
run 
cxdxun 
so that the stream function can be evaluated. We need x in terms of the now distorted 
x-axis: 
> xasxp:=collect(solve(eqn5,xin) ,xp); 	 - - 
(5 yin + deixO 
) 
xp xasxp := - ______________ 
xp a - deixO 
We now integrate to find the required solution and generate the appropriate FORTRAN 
> ansb:=int(c*xasxp,xp=O. .xun); 
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ans5 := —c(b ym a zun + deixil a xun + deixO ln( —a xun + deixo ) b ym 
+ delx02 In( —a mm + deixO )) /a2 
+ e deixO In( deixO )( b ym + deixO) 
> simplify(ans5); 
—c(b yrn a xun + deixO a xun + deixO In( —a xun + deixO ) b yin 
+ delx02 In( —a xuñ + deixO ) - delx0 2 In( deixO) 
- dc/ceO In( dc/ceO) b yin) /a2 
fortran(' ,optimized); 
ti = b*yrn 
t2 = a*xun 
t7 = alog(-t2+delxO) 
tlO = delxO**2 
t12 = alog(delxO) 
t18 = a**2 
t21 = -c*(tl*t2+delxO*a*xun+delxo*t7*tl+tlO*t7-tlO*t12-delxo*t12*t 
#1) /t 18 
Appendix D 
D.1 The flow patterns downstream of the Björk-Shiley 
valve in steady flow 
This appendix presents the results obtained downstream of the Björk-Shiley valve in a 
steady flow of 2 x 10 m 3 /s. The flow was seeded with conifer pollen and illuminated 
with a light sheet pulsed at 75 Hz. Figure (Dl) shows the location of the valve and 
the direction of flow. Recordings were made at one second intervals and are shown 
in figure (D.2) with time increasing left to right and then from top to bottom. The 




7 cm sheet 
12.5 mm 	 I 
f Direction of flow 
Figure D.1: A schematic indicating the location of the PIV recordings. 
D.1.1 Iterative analysis of the first image 
The figure (D.3) shows the velocity field produced after the initial analysis of the 
first (top left) PIV recording of the series shown in figure (D.2). The velocity field 
was validated using the method described by Meinhart et al. ( 269)  modified to allow for 
directional ambiguity. Any vector with a component more than five standard deviations 
away from the mean of that component - taken over the velocity field - was deleted. 
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Figure D.2: A series of nine PIV recordings made distal to the mount of the Björk-
Shilcy Valve. The recordings were made at one second intervals. The number in each 
figure indicates the time at which each recording was made. Re800 (based on the 
pipe diameter). 
From trial and error, vectors were deleted if the L 2 norm of the iiiedian vector minus 
the central vector was greater than nine pixels. A relative test was also made using the 
same norm divided by the median vector: the central vector was deleted if this value 
was greater than one. Figure (D.4) shows the effect of correcting for velocity gradients 
in the analysis of the first image and the validated results after zero, one, two and 
three iterations of the correction procedure. Figure (D.5) shows the results obtained at 
the final and fifth iteration stage and compares the results with the initial iinvalidated 
vector field. An interpolated velocity field is also shown. The remaining figures show 
the sequence of PIV images at one second time intervals with the validated velocity 
field produced after five iterations to correct for velocity gradients. Note that the third 
image produced no valid vectors after one iteration of the correction procedure and 





















A' 0 	10 	20 	30 	40 	50 B' 
5 
4 
4 0 	 \\\ 
3 
2 
2 5 : 
2 0 
5 	f4 	/ I 
0 -- 
5 	 1 
0 
0 	10 	20 	30 	40 	S, n 
1 	 -, 
Figure D.3: A) The vector field produced by analysing the first image. B) The vector 
field produced after validating the vector field shown in A) using the method described 
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Figure D.4: A) The validated velocity field after no iterations; B) after one iteration 
C) after two iterations; D) and after three iterations. 
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Figure D.5: A) The unvalidated velocity field after no iterations; B) after five itera-
tions; C) the validated velocity field after five iterations; D) and the interpolated and 
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Figure D.6: A) PIV recording at time 0 s. B) The vector field produced after five 
iterations to correct for velocity gradients and validation. The maximum velocity vector 
represents 0.0620 m/s: the maximum shear stress is 0.023 N/rn 2 . 
only the initial analysis results are presented. 
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Figure D.7: A) PIV recording at time 1 s. B) The vector field produced after five 
iterations to correct for velocity gradients and validation. The maximum velocity vector 
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Figure D.8: A) PIV recording at time 2 s. B) The vector field produced after the 
initial analysis. The maximum velocity vector represents 0.0529 m/s: the maximum 
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Figure D.9: A) PIV recording at time 3 s. B) The vector field produced after five 
iterations to correct for velocity gradients and validation. The maximum velocity vector 
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Figure D.10: A) PIV recording at time 4 s. B) The vector field produced after five 
iterations to correct for velocity gradients and validation. The maximum velocity vector 
represents 0.0393 m/s: the maximum shear stress is 0.012 N/rn 2 . 
Figure D.11: A) PIV recording at time 5 s. B) The vector field produced after five 
iterations to correct for velocity gradients and validation. The maximum velocity vector 
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Figure D.12: A) PIV recording at time 6 s. B) The vector field produced after five 
iterations to correct for velocity gradients and validation. The maximum velocity vector 
represents 0.0511 rn/s: the maximum shear stress is 0.017 N/ 2 . in 
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Figure D.13: A) PIV recording at time 7 s. B) The vector field produced after five 
iterations to correct for velocity gradients and validation. The maximum velocity vector 
represents 0.0472 in/s: the maximum shear stress is 0.025 N/rn 2 . 
50 
45 , 	ii 








A) 	 10 	20 	30 	40 	50 
Figure D.14: A) PIV recording at time 8 s. B) The vector field produced after five 
iterations to correct for velocity gradients and validation. The maximum velocity vector 
2 . represents 0.0564 m/s: the maximum shear stress is 0.019 N/rn 
Appendix E 
E.1 The flow patterns downstream of Dr. Norman Macleod's 
valve in pulsatile flow 
This appendix presents the PIV recordings and results made over two pulse cycles 
downstream of the valve designed by Dr. Norman Macleod. The mean volumetric 
flowrate was 1.6 x 10 rn 3 /s and the pulse frequency was 0.4 Hz. The Reynolds number 
based on the pipe diameter was 530 and frequency parameter, a=25. The flow was 
seeded with 6 pm aluminium oxide particles and illuminated using the scanning beam 
system with the 35 mW HeNe laser. The light sheet was pulsed at 40 Hz. Two sets of 
eight recordings were made in which each recording was separated by a dimensionless 
time of 1/8 representing 1/8 of a cycle. The photographs were taken using an aperture 
of f/2.8 and a shutter speed of 1/8 of a second and recorded on 400 ASA film. The 
light sheet was aligned perpendicular to the axis of rotation of the disk and along the 
centreline of the flow, as described in chapter 4. 
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Figure E.1: A) PIV recording at a dimensionless time of 0/8 B) The vector field 
produced after five iterations to correct for velocity gradients and validation. The 
maximum velocity vector represents 0.0242 rn/s. C) PIV recording at a dimensionless 
time of 0/8 D) The vector field produced after five iterations to correct for velocity 
gradients and validation. The maximum velocity vector represents 0.0223 ni/s. 
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Figure E.2: A) PIV recording at a dimensionless time of 1/8 B) The vector field 
produced after five iterations to correct for velocity gradients and validation. The 
maximum velocity vector represents 0.0298 rn/s. C) PIV recording at a dimensionless 
time of 1/8 D) The vector field produced after five iterations to correct for velocity 
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Figure E.3: A) PIV recording at a dimensionless time of 2/8 B) The vector field 
produced after five iterations to correct for velocity gradients and validation. The 
maximum velocity vector represents 0.0221 in/s. C) PIV recording at a dimensionless 
time of 2/8 D) The vector field produced after five iterations to correct for velocity 
gradients and validation. The maximum velocity vector represents 0.0181 m/s. 
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Figure E.4: A) PIV recording at a dimensionless time of 3/8 B) The vector field 
produced after five iterations to correct for velocity gradients and validation. The 
maximum velocity vector represents 0.0176 rn/s. C) PIV recording at a dimensionless 
time of 3/8 D) The vector field produced after five iterations to correct for velocity 
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Figure E.5: A) PIV recording at a dimensionless time of 4/8 B) The vector field 
produced after five iterations to correct for velocity gradients and validation. The 
maximum velocity vector represents 0.0130 rn/s. C) PIV recording at a dimensionless 
time of 4/8 D) The vector field produced after five iterations to correct for velocity 
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Figure E.6: A) PIV recording at a dimensionless time of 5/8 B) The vector field 
produced after five iterations to correct for velocity gradients and validation. The 
maximum velocity vector represents 0.0105 rn/s. C) PIV recording at a dimensionless 
time of 5/8 D) The vector field produced after five iterations to correct for velocity 
gradients and validation. The maximum velocity vector represents 0.0117 rn/s. 
A) DI 
0.06 






003 1111111 	 1111 
Ill 	1 I 	11551 
1111111 	II 	ll\\\ll 
IIllllll\ll1Il1'Illll\\\\\l' list 







—0005 	0 	0.005 	0. 1 	0.015 	0.02 	0.025 	0.03 	0. 35 	0.04 
C) 	 D) 


















Ill 	liii 	I 	Ill'' 
litlilililIl 	111111' 
0.02 II iliiiill\tl\iiII 
'ii iililIll\\\\lll 
lii 	tliiIlIIllli 
it till'' IS 
11111 111 




-U.IJOS 	 U 	 0.005 	U. I 	U.015 	 002 	0.025 	0.03 	0.035 	0.04 
Figure El: A) PIV recording at a dimensionless time of 6/8 B) The vector field 
produced after five iterations to correct for velocity gradients and validation. The 
maximum velocity vector represents 0.0090 rn/s. C) PIV recording at a dimensionless 
time of 6/8 D) The vector field produced after five iterations to correct for velocity 
gradients and validation. The maximum velocity vector represents 0.0101 rn/s. 
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Figure E.8: A) PIV recording at a dimensionless time of 7/8 B) The vector field 
produced after five iterations to correct for velocity gradients and validation. The 
maximum velocity vector represents 0.0243 rn/s. C) PIV recording at a dimensionless 
time of 7/8 D) The vector field produced after five iterations to correct for velocity 
gradients and validation. The maximum velocity vector represents 0.0292 m/s. 
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PREDICTION DE LA THROMBOSE PANS LE SANG EN MOUVEMENT PAR 
VELOCIMETRIE DE PARTICULES 
J.R.E. CHRISTY, A.K. HIND 
RÉSUMÉ: 
Cc article porte sur l'étude de relations entre la dynamique des fluides et la thrombose. Pour cc 
faire, on a utilisé un fluide analogue au sang et avec lequel il est possible de recréer plus 
facilement les conditions de deposition. On rapporte les résultats d'unç étude d'ecoulements 
autour de corps de forme simple, utilisant des debits pulsatiles et stationnaires et pour lesquels le 
régime d'écoulement est soit bien connu, soit facilement identifiable. Cette étude a révélé une 
forte correlation entre les regions de stases et les sites de deposition. 
On rapporte deux autres ötudes portant sur la modelisation de la croissance du depot. Darts la 
premiere, l'échographie a permis d'observer en temps reel la croissance de depots de caillots, 
alors que dans La seconde, la technique par vélocimétrie de particules (PlY) a permis d'obtenir 
une information quantitative du champ de vitesse de l'écoulement. En utilisant une technique PIV 
adaptée, il a été possible d'estimer la durée du séjour dans le voisinage immédiat des corps tests 
rigides. En faisant appel a un simple modèle de reaction, il a aussi ete possible de prédire le 
temps de deposition du caillot dans le sillage de l'un des corps tests. Les temps prédits 
concordent avec les temps observes pour la croissance de tels dépôts en utilisant l'echographie. 
Mots des: Thrombose; Valves cardiacjues; Coagulation du lait; Velocimétrie de particules; 
Ultrason 
PREDICTION OF THE THROMBOSIS IN FLOWING BLOOD 
USING PARTICLE IMAGE VELOCIMETRY 
ABSTRACT: 
To facilitate study of the relationship between fluid dynamics and thrombosis, a blood analogue 
fluid has been used in studies of deposition around bodies of simple shape in steady and pulsatile 
flows where the nature of the flow is known or can be determined easily. This study revealed a 
strong correlation between regions of stasis and sites of deposition, although the extent of 
deposition and the shape of deposit are not immediately apparent from a knowledge of the 
regions of stasis. 
Two further studies, reported here, have been conducted in an attempt to model the growth 
deposit. In one ultrasonic imaging has provided a means of observing in real time the growth of 
clot deposit, whjlst in the other, particle image velocimetry (PlY) has enabled quantitative 
information from the field to be determined. Using an adaptation of the PlY technique, it has 
been possible to predict the residence time distribution in the immediate vicinity of the solid test 
bodies. This along with some simple reaction theory has enabled prediction of the time for clot to 
deposit in the wake of one of the test bodies. The times predicted are consistent with times 
observed for the growth of such deposit using ultrasound. 
Key words: Thrombosis, Cardiac Valves, Milk Clotting, Particle Image Velocimetry, Ultrasound 
Innov. Tech. Biol. Med., Vol. 15, N o 3, 1994. 
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PREDICTION OF THROMBOSIS IN FLOWING BLOOD USING 
PARTICLE IMAGE VELOCIMETRY 
CHRISTY J.R.E., HIND A.K. - University of Edinburgh, Scotland 
Introduction  
Research (1,2) into the hydrodynamic corr&tes of thrombosis in the vicinity of 
prosthetic cardiac valves has revealed that high sheli tress may damage blood 
platelets and erythrocytes leading to th6 release' of clotting agents 'and that stasis in 
the vicinity of the valve may allow' thronibus deposition. However, although there is 
some knowledge as to the extent of damage caused by shear, the effect of flow on the 
subsequent reaction and clot 'dositióri is still not' fully understood. The problem 
is compounded by the complexity arising from the pulsatile flow interacting with 
a moving valve, and frbni the chemical reaction cascade involved in clotting. We 
are therefore still unable to predict whether or not the potential exists for radical 
improvements in valve design ih relation to thrombosis. 
The aim of our work is to study the fluid mechanical determinants of thrombus 
formation to enable the design of artificial heart valves and other blood handling 
equipment whose local flow characteristics are inherently less thrombogenic. To 
this end we have studied hydrodynamic phenomena and coagulation under similar 
determinable flow conditions, using a blood analogue for coagulation studies. We 
have applied some simple reaction theory to our findings as a first stage in the 
development of a technique for prediction of thrombosis in blood flows. 
Since the time of Virchow (3), it has been known that blood chemistry, surface prop-
erties of blood interfaces and haemodynamics all contribute to thrombosis. Blood 
chemistry can be altered using anticoagulants which block one or more of the it-
actions in the sequence leading to thrombosis. However, anticoagulation therapy 
has side effects such as risk of haemorrhage and, over extended periods, damage 
of the liver and kidneys, and so is undesirable as a, long-term means of preventing 
thrombosis. 
Early 'work of Cott(4) and Petschek(5) concentrated on the choice of material for 
valve construction. However, as less inherently thombogenic materials were discov-
ered the principal problem shifted from the material of construction of the valve 
towards the nature of the blood flow. Td designi valves with inherently athrombo-
genic haemodynamic featuresit is first necessary to understand the effect of the flow 
on the blood clotting process. 
As research shifted towards characterising the relationship between flow and coag-
ulation, a variety of approaches were adopted. Clinical studies of thrombosis either 
involved insertion of devices into the cardiovascular system of various species of an-
imal(4,6) or drawing blood from an animal into an external device(5,7). Other ex-
periments were conducted in-vitro using citrated heparinised blood(8). 'The devices 
'Correspondence to: Dr J.R.E. Christy, Department of Chemical Engineering, University of 
Edinburgh, The King's Buildings. Mayfield Rd., Edinburgh E119 3M,, Scotland. 
The authors wish to thank Shell Expro UK for funding Mr Hind's salary. 
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employed in such studies were generally simple in design so that flow characteris-
tics could often be inferred, though the impact of the flow was not always foremost 
in the mind of the experimenters. The fluid dynamicists, on the other hand, de-
veloped mock circulatory systems, observing flow phenomena using hot film/wire 
anemometry or laser based velocimetry techniques (9,10). Here, observations of flow 
phenomena were correlated with reports of thrombus deposition in clinical practice. 
The work carried out in the clinical studies relies on knowledge of the probable 
flow patterns for its interpretation, whereas that of the fluid dynamicists relies on 
the mock in-vitro circulatory loop being sufficiently similar to the human heart 
and aortic root for conclusions based on flow measurement in-vitro to have a direct 
bearing on observed thrombosis in-vivo. 
Our approach has been to study both flow characteristics and clot deposition in the 
same in-vitro apparatus using a blood analogue for deposition studies. This allows 
closer correlation between the measured flow and the deposition observed. 
The blood analogue fluid chosen is bovine milk (normally unpasteurised, although 
pasteurised and reconstituted dried milk powder have both been used successfully) 
to which cheese-makers' Rennet, containing the enzyme Chymosin, and saturated 
aqueous calcium chloride are added. This mixture was used first by Lewis(11), who 
investigated its performance both microscopically and macroscopically as a blood 
analogue before assessing its usefulness in valve testing. 
Chemically, the final stages of the blood and milk clotting reactions are similar(! 2), 
both involving the enzymic cleavage of a soluble protein to yield an insoluble protein 
and soluble glycopeptides, the insoluble protein undergoing what is thought to be a 
second order polymerisation reaction to form a gel. On the macroscopic scale both 
reactions exhibit an induction period, during which no soluble material is visible, 
followed by the appearance of particles which rapidly coagulate to form a structured 
clot. 
Lewis observed microscopically the solid deposition arising from a laminar sub-
merged jet of milk impinging on a glass slide(13) and compared the results obtained 
with those from similar work of Petschek(5) using fresh arterial canine blood. The 
correspondence in terms of an initial apparently homogeneous deposit followed by 
by deposition of small particles and the ultimate formation of either a circular de-
posit or wedge-shaped deposits was remarkable. Further study revealed that, as 
with blood, calcium is concentrated in the latter stages of milk deposition. 
Two experiments on the macroscale provided further evidence of the analogous 
deposition behaviour of blood and milk coagulum. In a version of the Lee White 
test commonly applied to blood, the gross rheological behaviour of milk during the 
clotting reaction was studied. As is expected when using this test with blood, a 
sharp end point was observed after which the clot would no longer flow. Milk was 
then tested in an apparatus similar to that used by Hladovec(8) to study the growth 
of thrombus in flowing blood. Here the liquid under test is pumped round in a 
closed circuit, at one point of which the flow issues from a nozzle across the end of 
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which is stretched a metal gauze or net. With both blood and milk, clot forms on 
the downstream side of the net, indicating that coagulum is preferentially, forming 
in this region rather than being sieved out from the bulk flow. 
Deposition studies with pulsatile milk flows through Starr-Edwards and Bjork-Shiley 
prosthetic valves mounted in an artificial heart also yielded patterns of deposition 
remarkably similar to those found on such valves removed during autopsy. 
Lewis, in making.these observations of the similarity between clotting of blood and 
milk flows, postulated that enhanced mass transfer in the liquid flow may shorten 
the observed lag time in the clotting reaction, thus leading to greater deposition in 
disturbed regions of the flow. 
In an attempt to verify this hypothesis, milk coagulation was studied further in 
situations were flow patterns were already known or could be easily determined(14). 
The experimental test-chamber comprised a cylinder, on the axis of which a test 
body could be mounted by means of a metal spigot or sting inserted from the rear. 
The chosen test objects were bodies of revolution; these being a cone, disc, sphere 
and tear-drop. Experiments involved flowing milk either steadily or in pulsatile 
manner through the test chamber with a mean Reynolds number of 220 (based on 
the diameter of the test body). The extent and location of deposition was measured 
at the end of an experiment of fixed duration. 
For all of the test bodies in steady flow conditions, deposition led to a conical clot 
in the wake of the test object. In pulsatile flow, however, the wake of the disc and 
cone remained substantially free of deposited coagulum and a thin azimuthal band 
of clot was found to deposit just downstream of the widest point of the body in the 
case of the sphere and tear-drop. Using a dye injection technique, it..was discovered 
that a trapped vortex forms under,the pulsatile flow conditions of our milk study 
for both the sphere and the tear-drop, but not for the cone and disc. In steady flow, 
as expected, a trapped vortex formed in the wake of all of the test bodies. It was 
thus concluded that stasis is a necesary condition for milk clot deposition. 
The shape of the deposit formed downstream of the sphere and tear-drop in pulsatile 
flow is not readily explained by a knowledge of stasis. During the pulsatile cycle the 
trapped vortex oscillates along the length of these test bodies, but, deposition is not 
uniform along the region covered by this oscillation, ranging from zero in some areas 
to a thick deposit at the upstream extremity of the vortex movement. Following 
Lewis's hypothesis that enhanced mass transfer might play a role in determining 
the favoured site of deposition, a simple set of experiments was conducted, based on 
the Lee White test, in which the coagulable milk solution was vigorously agitated 
for a short duration whilst clotting proceeded: the time, following addition of the 
enzyme, at which this agitation occurred was varied from one experiment to the 
next. Agitation was found to have no measurable influence on the length of the 
lag phase of the clotting reaction, but could -greatly influence the adhesivity of clot 
deposit to the test tube surface if applied at the start of visible coagulation. 
We have thus concluded that the fluid must reside in contact with the test body for 
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long enough, following addition of the enzyme, for the lag phase to reach completion 
and that enhanced mass transfer at this stage may lead to preferential deposition 
on certain regions of the surface. 
In order to establish whether mass transfer is indeed responsible for the deposition 
patterns observed, two further studies have been conducted. In one, ultrasound is 
used to locate the boundary between the deposited milk curd and the milk flow, thus 
enabling measurement of the rate of growth of the deposited layer. In the other, 
particle image velocimetry (PIV) techniques are used to characterise the behaviour 
of the flow around one of the axisymmetrical test bodies in the cylindrical test 
chamber. 
Methods 
In all of the experiments reported here, a tear-drop shaped test body of diameter 
10mm and length 28mm was employed. This was supported by means of a spigot' 
on the axis of a cylindrical test chamber of internal diameter 32mm (Fig 1). 
Test Section 
Light Sheet 
Figure 1: Diagram of experimental test section. 
The studies of milk clotting employed the same experimental procedure as detailed 
in (14). However, the section of test chamber immediately surrounding the test 
body was replaced with one of the same diameter fabricated from polypropylene 
to reduce ultrasonic scattering from the wall-fluid interface, and the metal sting 
was replaced with one fabricated from perspex. A Dynamic Imaging Concept 2000 
L/C Linear/Convex ultrasound scanner with a 7.5MHz linear array transducer was 
employed to enable observation of deposition in the opaque fluid during the course 
of the experiment. The transducer was supported firmly against the outside wall of 
the test chamber by means of a rotatable holder. Gel was used to exclude air from 
the contact zone, but no stand-off, was required. The holder allowed the transducer 
to be rotated around the axis of the cylindrical test chamber, enabling the test body 
to be viewed from all angles. The focal length of the ultrasound beam was adjusted 
to give greatest resolution of the clot on the proximal side of the test body. Images 
were recorded both on video-tape and on paper using a Sony Video-Printer. 
For the laser imaging experiments a cylindrical perspex test chamber of the same 
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bore (32mm) as that for the milk clotting experiments was employed. To avoid 
refractive distortion of the image, viewed perpendicularly to the illuminated dia-
metrical plane, the test chamber segment is surrounded by a square duct, the cavity 
in between being filled with water. Water seeded with 714m aluminium oxide par-
ticles is illuminated with a pulsed plane of light from a 35mW He-Ne laser(15). A 
Nikon F3 camera with a 105mm f/2.8 micro lens is used to record multiply exposed 
images on Kodak 'hi-X 400 film. Typically, recordings of four exposures are taken 
giving a sequence of up to four point images per particle. A motor wind and trigger 
allow photographs to be taken at up to 4.5 frames per second. A steady ffowrate 
of 1.21/min was used giving a test body Reynolds number of 220, as for the milk 
clotting experiments. 
Two methods were used to seed the water flow around the tear-drop shaped body. 
For velocimetry experiments, the whole water flow is seeded with aluminium oxide 
particles, whereas for study of the boundary layer and residence time distribution a 
seeded water flow was injected isokinetically along the axis of the test chamber into 
the unseeded main flow a short distance upstream of the test body. 
The photographic negative of the experimental recording is enlarged to give an A4 
print. The print is digitised using a flat bed scanner, giving a resolution of 300 
dots/inch with 256 grey scale values. 
In PIV, the digitised image is divided into small sections, each to be analysed using 
autocorrelation techniques(16) to determine the average displacement of particle im-
ages between illumination pulses. From the particles' displacement, velocity vectors 
can be determined. These vectors are validated using parameters obtained from the 
autocorrelation routine. After the vectors have been determined a NAG routine 2 
is used to interpolate missing data points over the investigation plane. The surface 
of the test body and test-chamber wall are also located on the image to allow the 
no-slip condition to be incorporated, into the interpolation. Spatial derivatives of 
the velocity at each point can then be estimated and used to calculate the derived 
quantities, vorticfty and shear stress. 
To study the locus of the boundary layer and its separation from the test body 
surface, seeding particles are injected for a short period of time along the axis of an 
unseeded main flow. Some particles enter the boundary layer leading to significant 
light scattering from this region once the particle injection has ceased. Separation 
of the boundary layer from the surface is revealed by the high density of scattering 
centres in the separated fluid. The locus of the boundary layer and its break away, 
along with that of the test body, can be determined from the digitised image and 
used to estimate the volume of the recirculation zone if axial symmetry is assumed. 
Residence time distribution measurement is conducted in a similar manner by in-
jecting a large pulse of seeding particles so as to swamp the recirculation zone with 
particles. A sequence of photographs is recorded as particles are washed out of this 
region. Processing of the negatives is the same as before except that the digitised 
2 National Algorithms Group, Oxford, UK. (Tel +44 865 311744; email: infodesk©nag.co.uk ) 
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image is analysed to determine the particle concentration in the recirculation zone. 
The image is first reduced to a black and white representation, from which the per-
centage of white points can be determined. The radial nature of the flow can be 
accounted for by weighting the intensity proportional to radius before reducing the 
image to a black and white representation. This assumes that the scattered light 
intensity is proportional to the number of scattering particles. A more complicated 
approach would be to locate all of the particle image centres and weight them by 
radius to give concentration. 
Figure 2: Photograph showing clot deposited on tear-drop test body iii steady flow. 
Re = 220 based on test body diameter. 
Figure 3: Ultrasonic image of test body during coagulation: after 14 and 25 mins. 
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Results 
A photograph of the tear-drop removed from the apparatus at the end of a 35 minute 
experiment in the work reported in (14) is shown in figure 2. Figure 3 shows a typical 
ultrasound image of clot around the same test body, 14 minutes and 25 minutes after 
the start of an experimental run. In the photograph, the clot deposit shows up as 
a white layer on top of the grey PVC test body. This dot forms a smooth layer 
along the downstream half of the body and the sting. The clot adhering to the 
sting is approximately 1mm thick. In the case of the ultrasound images, the paper 
record lacks the clarity of the image on the scanner screen. The white markers 
for determining distances between visible interfaces on the ultrasound image were 
positioned using the on-line image of higher quality. Here the apparent thickness of 
the layer of clot on the sting reached a maximum of about 2mm after a period of 
approximately 10 minutes. 
Figure 4: PIV recording of a water flow around a tear drop shaped body of rev-
olution. The water is seeded with 7itm A1 2 03 . Re = 220 based on the test body 
diameter. The width of the test section is 32mm 
Figure 6: Flow visualisation showing the breakaway of the boundary layer from the 
test body 
Figures 4 and 5 show the PIV image obtained from a steady flow of seeded water 
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around the tear drop and the velocity map and shear stress distribution derived from 
this data. The resolution of the analysis technique is finer than 1% of the maximum 
velocity measured. The pattern of relatively streamline flow with a small recircula-
tion zone is in line with expectations for steady flows in the Reynolds number range 
for this test body. The analysis enabled the maximum shear stress, in the region 
where the test body reaches its greatest width, to be evaluated as 0.096Nm 2 . The 
values for milk and blood would be higher as their viscosities relative to that of 
water are 2 and 4 respectively (ignoring slight non-Newtonian behaviour). 
Figure 6 reveals the boundary layer and the edge of the recirculation zone behind the 
test body. From this image, the volume of the recirculation zone was estimated as 
170mm3 . The decay of particle concentration over time is revealed in the sequence 
of photographic images in figure 7. The photographs were recorded at one second 
intervals with the sequence starting at the top lefthand corner and reading left 
to right, down through the rows. Not only is it possible to see the reduction in 
particle concentration with time, but movement of the region of highest particle 
concentration is also apparent. A graph of the radius-weighted light intensity against 
time is shown in figure 8. If the wake region were to behave as a continuously stirred 
tank with a mean residence time, T, the particle concentration, c, at time t would 
decay exponentially according to the relation 
—i 
c=c0e r 	 (1) 
where c0 is the concentration at time t=0. The curve representing equation 1 with 
T=20 seconds is plotted in figure 8, showing reasonable fit with the decay of particle 
concentration. 
Knowing that the induction period is around 30 second duration under the conditions 
pertaining in the milk clotting experiments, a simple model was devised to predict 
the rate of growth of clot in the wake of the test object. If it is assumed that all 
of the clot forms inside the circulation zone and that any material entering and 
remaining within the circulation zone for 30 seconds will clot, then the following 
equation should govern clot growth: 
dV V 3o ---= 
di 	T 
—e 
where V is the volume of the recirculation zone. 






Table 1: Predicted times for fractional filling of the recirculation zone with clot 
(2) 
Integration of equation 2 using the values determined previously will yield predic-
tions of the time taken for given fractions of the wake to fill with clot (Table 1). 
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Figure 7: Decay of particle concentration in the recirculation zone behind the test 
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Time (s) 
Figure 8: Scattered light intensity from the recirculation area, weighted by radius 
and plotted against time. The best fit line for CSTR behaviour is also plotted. 
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Discussion 
The PlY observations of steady flow around the tear-drop shaped test object are 
in agreement with the expected streamline flow for Re=220. The curvature of the 
downstream surface • is sufficient to induce separation of the boundary layer, but 
reattachment is seen toobcui a short length along the spigot. The measured res-
idence time distribution shows that this recirculation zone is stable since there is 
only a small exchange of material with the surrounding fluid. The maximum shear 
stresses in the flow past this body are low, indicating that shear stress is unlikely to 
be a dominant feature in determining the extent of deposition. The maximum stress 
recorded here, 0.096Nm 2 , is significantly lower than the value of 42Nm 2 reported 
by Fry (17) as being responsible for endothelial damage. It should be noted, how-
ever, that this maximum value will be an underestimate due to velocity averaging 
effects close to the test body surface. 
There appears to be a close correlation between the shape of clot deposited on the 
test body under steady flow conditions, as revealed in Fig 2, and the measured 
recirculation zone downstream of this body (Fig 6). This supports the hypothesis 
put forward in (14) that stasis is a necessary condition for thrombus formation. It 
would appear. that prolonged residence tithes in the boundary layer around the test 
body and the recirculation zone allow some of the fluid time to reach :completion 
of the induction phase of the reaction, with clot then being formed on the test 
body. Since the flow pattern will evolve as clot deposits on the surface, growth 
will be difficult to model accurately. Here it has been assumed that any major 
changes to the flow will act to remove areas conducive to deposition as the clot 
grows, reducing circulation and creating the optimum streamlined flow. That is, 
clot deposition occurs until the region bounded by the separation and reattachment 
of the boundary layer is filled. 
In more complicated flows situations, with no reattachment of the boundary layer, 
the final shape of deposit would require a detailed knowledge of the development of 
the flow during deposition. Indeed, it is possible in such cases that clot growth will 
be halted, not from elimination of the recirculation region, but instead from some 
other factor such as the shear stress on the surface of the deposited curd ri sing to a 
value sufficient to remove any further clot which deposits. It is our intention to test 
this hypothesis using PlY with a new set of test bodies fabricated to represent the 
different stages of clot deposition around one of our original test pieces. 
The residence time distribution results (figures 7 and 8) give only an estimation of 
r based on the assumption that the recirculation zone is behaving as a continuously 
stirred reactor., The observed fluctuations in particle concentration may arise from 
several sources; particle overlap, concentration variations within the recirculation 
zone, inaccuracy in aligning the images. Structures can clearly be seen within the 
recirculation zone as the seeding particles clump and move around in images 10-14. 
Whilst the large scale investigation of the flow could not resolve the detail in the 
recirculation area, it is clear from these observed structures that our assumption 
of the zone behaving as a continuously stirred tank is only partly justified. The 
flow in this region could have beth examined at greater magnification with PlY to 
SH:r 
determine the detailed flow pattern, but this was deemed unnecessary at this stage.. 
The ultrasonic analysis of the growth of clot indicates that deposition reaches its 
maximum extent after less than 10 minutes. The thickness of deposit measured. 
using ultrasound is slightly greater than that observed on removal of the test piece 
(2mm as compared to 1 - 1.5mm). This discrepancy is largely due to difficulties in 
resolving the precise absolute position of the interface from the ultrasound image. 
However, this slight magnification of the thickness of the clot should not affect the 
time at which completion of deposition is observed. 
A crude prediction of clot growth has been made, based on a simple reaction model, 
that appears to agree with the ultrasound observations of clot growth. The model 
predicts a slightly greater rate of deposition than is actually observed. There are 
a number of features of the model that would account for the accelerated growth 
predicted. 
• It is assumed at the start of the reaction that the recirculation zone already 
contains fluid in the process of coagulating. This is not he case, coagulating 
species having to be convected into this region. Since the mean residence time 
is only 20 seconds, it is unlikely that the clotting time predicted would be 
extended by much more than a minute if the initial conditions were altered. 
! Perfect mixing is assumed within the recirculation zone so that mass transfer 
- effects are ignored. As discussed earlier there is evidence from the residence 
time studies to suggest that segregation does occur. 	 - 
• The reaction in assumed to occur instantaneously once the end of the induction 
period has been reached. In 'Lee White' experiments using milk, however, 
the coagulation stage takes place over a period lasting up to half as long as 
the induction phase. It should be noted that in such a batch system the 
coagulation rate is probably diffusion limited, which is not necessarily the case 
here. 
• All clot formed in the recirculation zone is deemed to adhere to the surface. 
Some convection of coagulum out of the recirculation zone might be expected 
in practice. 
• The composition of the clot is deemed to be identical to that of the fluid. In 
the model this alters the way in which the remaining volume of the recircu-
lation zone is calculated. The clot formed in flowing milk appears to contain 
less water than that formed in batch experiments such as the 'Lee White' 
test. Therefore the predicted decrease in volume of the recirculation region is 
exaggerated. 
Two other features of the model should be mentioned: 
• The model assumes that growth of clot alters the size of the recirculation 
zone without affecting mixing within it or extending the zone into the main 
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flow. This assumption is reasonable in that if clot is forming on the test body 
and spigot, this thickening surface layer will squeeze the recirculation zone 
radially outwards and back along the sting without appreciably changing its 
shape. Also if clot formation is due to stasis, further deposition is unlikely to 
occur if the deposit grows to reach the fast moving separated boundary layer. 
Deposition might, however continue to occur in the boundary layer • over the 
streamlined clot but this should be slow as the boundary layer is very thin. 
Indeed, the absence of appreciable clot on the upstream surface of the test 
body in fig 2 would confirm that clot growth is slow in the boundary layer 
itself. 
• Milk that has not reached the end of the induction phase is assumed to be inca-
pable of clotting. There is biochemical evidence (18) to suggest that this may 
not be the case, although the coagulation times were proportionally greater 
when fresh milk was added to the milk treated with enzyme. 
It is clear that the reaction model has significant limitations, but it does form a first 
step towards predicting clot growth around artificial heart valves. The velocitis 
around the test bodies are clearly measurable and with a more complex reaction 
model could be used to make more accurate predictions 
To be of use in the design of heart valves, extension of the model to pulsatile flows 
would be required. This will lead to additional problems in that the recirculating 
pockets of fluid will no longer remain in a fixed location and deposition at one part 
of the cycle will alter the flow development later in that and subsequent cycles. . To 
this end we propose to investigate the flow around a series of bodies shaped to match. 
the developing clot. . 
Conclusions  
Particle image velocimetry and a novel residence time study have revealed that the 
extent of clot deposition from flowing milk around a tear-drop shaped test body 
correlates closely with the location and size of the recirculation zone in its wake. 
A' simplified reaction model, used to predict coagulation growth in the recirculation 
zone, yields clotting times that are only marginally shorter than those determined 
using ultrasonic analysis of the growth of chit. 
The reaction model is not immediately applicable to pulsatile flows in that no al-
lowance is made for the change in flow arising from previous deposition. 
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Abstract 
A method is presented that reduces the error introduced by velocity gradients in the analysis of 
PIV images using digital auto-correlation. The PIV recording is analysed initially using regular shaped 
analysis regions and the resulting velocity field used to calculate velocity gradients within the flow, these 
are then used to deform individual analysis areas in further analysis steps. Assuming linear velocity 
gradients, after deforniing the analysis area the spacing between particle centres will be constant across 
the analysis area improving the signal-to-noise ratio and reducing measurement bias. The deformation 
method and its application.to  a Ply recording from a simulated Own vortex are presented. The error in 
the velocity vectors produced after iteration is significantly reduced using the algorithm and previously 
unanalysable areas of the PIV recording give reasonable vectors. Previous criteria limiting the velocity 
gradients in analysis areas can be relaxed using this analysis technique. 
1 Introduction 
Particle image velocimetry (PIV) is an increasingly popular technique for the quantitative measurement 
of instantaneous velocity fields in experimental fluid mechanics [1-10]. A pulsed plane of light is used 
to illuminate a flow seeded with small, light-scattering particles that accurately follow the fluid motion. 
Viewed perpendicular to the light sheet, streak lines followed by the particles are recorded as a series 
of dots. For analysis by auto-correlation, this time series of particle images is captured Mn one PIN' 
recording. A choice of processing stages may then he used to determine the mean particle separation in 
a small area of the recording, which yields a local velocity if the frequency of the illumination is known. 
Repeated over the PIV recording, this procedure gives an instantaneous 2D velocity map. 
Errors associated with the technique are minimised by careful choice of experimental and analysis 
parameters [11-17). In particular, Keane and Adrian [13,151 addressed the errors arising from velocity 
gradients within PIV analysis areas, recommending that experimental parameters be chosen to meet the 
following inequality 
M I An  I At 
dy 	
<0.05 	 (1) 
to give an RMS error in the measured displacement of less than 0.8% of the interrogation area 
diameter. M is the magnification used in making the recording, An the change in velocity across a 
typical analysis area in mis, At the time interval between pulses in seconds, and d, the interrogation 
area diameter in m. In effect., the change in displacement should he less than 5% of a characteristic 
length associated with the interrogation area. 
For digital recordings Prasad ef 416] recommend that 
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where d, is the r' diameter of a particle image and dper  the characteristic pixel size of digitiiâtion. 
When this criterion is met the bias error associated with digitization is less than one fifth of the random 
error. 
Keane and Adrian [13] introduce two terms: gnidient bias, referring to bias against the larger velocities 
in the interrogation area, and detection bias, referring to the reduction in amplitude of the signal peak 
and the associated towering of the probability that it is correctl y detected amongst the noise peaks in 
the auto-correlation function. Peak broadening and peak splintering are discussed as additional factors 
increasing the likelihood of detection bias. The conclusions drawn from this work show that velocity 
gradients place a fundamental limit on the measurements that can be made using Ply, along with the 
limit to the size of seeding particles that can be recorded and the smallest scales of motion that can be 
resolved. 
These constraints are expressed by the authors in recommending: 
Act 4 
—<4— 	 (3) 
u 	di 
where is is the mean velocity in a typical analysis area in mis. Meeting this inequality limits the 
bias to around 6% and gives a detection probability of 92% or greater. There will always be flows of 
interest which give recordings that can not be analysed without appreciable velocity gradients in some 
analysis areas. In these areas the above inequality is difficult to achieve and is in conflict with other 
recommendations. It is suggested that the appropriate way to reduce bias arising from velocity gradients 
is to find an appropriate compromise between reducing the interval between illumination pulses and the 
increasing error associated with measuring small displacements. Image shifting techniques increase the 
range of time intervals between illumination pulses that can be used to make acceptable Pl' recordings. 
Correcting for velocity gradients using a simple formula was also suggested. Alternatively the size of the 
interrogation area can be reduced but this will reduce the number of effective image pairs. Detection 
bias can be reduced by using a multi-pulsed system although gradient bias remains the same [15). 
Correction of these errors by formula, as suggested by Keane and Adrian [13], does not improve the 
signal-to-noise ratio in the auto-correlation function but tries to correct the measured displacement. It 
is proposed here that a correction technique based on deforming the analysis area from a multi-pulse 
recording will improve the signal-to-noise ratio and correct for both detection bias and gradient bias. 
A technique for correcting the same errors in cross-correlation analysis methods has been presented by 
Huang ci 418,19). The analysis image from the second recording is deformed according to the velocity 
gradients detected after an initial conventional NV analysis stage. An iterative procedure is then used to 
reduce the errors from velocity gradients. Missing velocity vectors are interpolated in order to estimate 
the velocity gradients in unanalysable areas of the flow. With this information, initially unanalysable 
areas yield Ply data after the iterative analysis stages. Unfortunately, the approach adopted in the 




An ideal PI  image would be divisible into small analysis areas in which particle images are separated by 
the same displacement and the Ply recording has been made taking into account the criteria described 
earlier. The aim of this section is to develop an algorithm that will take a P1%' analysis area meeting 
all the usual recording and analysis recommendations, but containing velocity gradients, and transform 
this image to give something closer to the ideal. Such an ideal image is essentially of a one dimensional 
flow and would have equally spaced parallel streamlines. In contrast, the image requiring correction 
may have apparent variations in velocity across the analysis area arising from spacial velocity gradients. 
accelerating motion, compressible flow, three dimensional flow, and noise. Correcting for the apparent 
velocity gradients redresses all these factors. 
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For a, two dimensional flow, the stream In 
Op 
0:0 
iction is defined as follows[20]: 
On 	On 




• 	 (5, 
where u and v are the r and p components of the velocity vector which can be expressed as functions 
relative to the components of the velocity at the centre of the analysis area (no and no ) assuming a linear 
velocity gradient. The stream function defined in this way represents in incompressible flow that obeys 
continuity. On integration equations (4) and (5) give: 
Our2 Os, 	 -
zY 
= 	- T+v0x -O 
	 (a) 
if 	= 0 at (0,0). Clearly these equations are only compatible for incompressible flows, where 
= - . However, if the velocity gradients affecting the u component of velocity were corrected then 
equation (6) represents streamlines equally spaced in the r direction and the appropriate expression for 
the stream function can be used to correct for apparent velocity gradients involving v. 
2.2 Deforming the analysis area 
Consider an arbitrary point (r, y) in the analysis area, the spacing between particle images In the r 
direction at this point is proportional to the z component of velocity, it, at this point. If this velocity 
is compared with the velocity at the centre of the analysis area, 00, then this point should be moved to 
x.., in a scaling process that equalises the separation of particles in the r direction. That is: 
(8) 
Xvn 	 Us 
run = 	 ( 9) 
r+dy+uo 
Problems with division by zero can be avoided by an initial rotation of axes and re-calculation of the 
velocity gradients in the new coordinate frame. If the r axis is aligned with the velocity vector there is 
least likelihood that the r component of velocity will change sign in the analysis area. is now a 
function of z,,,. If all the points were transformed at once this would give an intermediate image where 
a- and are both zero. The stream function in this intermediate analysis area is now defined by: 
ad 
	
= 00 	 (10) 
TY 
[Z..5s, 	 On 
aXun 
OXm - Jo 	+ 
TY(11) 
I',. 	 . 	 0 I 	I CV V 
b=uoy— I I 	8Z s,n Otun t,jalJ 	 (12) 
.10 	Jo U,n. 
Noting that as a result of the change of axes v0 will be zero. The value of a- at r0,, is given by 
O 	On r 	 13 
Or,,, 	ôzx u 
and can be used in changing the variable in the double integral to z to allow an analytic solution 
or in a numerical estimite of the integral. It should be note'd that if the flow were two dimensional, 
steady, and incompressible .then the last term in equation (12) would be zero and differentiation with 
respect to p would give the expected answer: Here this term is retained and equation (12) used to give a 
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function that can be used for correcting velocity gradients arising, for example, from density changes in 
the flow. In this work, Maple, a symbolic mathematical package, was used to carry out the integration 
and generate suitable code to calculate the exact value of the integral. 
The steam function at the point in the transformed area (z,,, y) is calculated using equations (12) 
and (13). this must then be equal to the stream function in the analysis area when S— and are zero. 
That is: 
tloYun = = tiny 
- ft..  Ov 
i 	j0 	o,.,, 	
(14) 
The point (run , gun)  has now been deformed from the point (z, y) and can be transformed back to 
the original coordinate frame. The coordinates for the point in the deformed analysis area in the original 
coordinate frame (z', go will generally not correspond to an exact pixel location and the intensity is 
conventionally divided between four neighbouring pixels as adopted by Huang d 4191. Supposing 
	
= ro+b:r 	 (15) 
I? = Yo+b1 	 (16) 
where r 0 and yo  are the integer parts of z' and V and bx and by are the real remainders, then if the 
intensity of the point is I(r', y') then 
I(ro,yo) 	= I(r', y')(l - br)(1 - by)  
1(zo,yo + 1) 	= I(z'j/)(l - br)by  
I(zo + iwo) 	= I(z',1/)bx(1 - by) (10) 
i(ro+1,yo+1) 	= I(x',y')bxby (20) 
Particle images may overlap in the distorted image as the deformation effectively broadens particle 
images. The intensity at a point in the deformed analysis area must be the sum of all contributing 
intensities calculated using the above method considering all points in the original area. Points that are 
deformed to positions outside the original analysis area are ignored. 
This procedure should give an interrogation area with no velocity gradients that can be processed by 
conventional analysis methods. 
2.3 Determination of velocity gradients 
Velocity gradients were calculated using the NAG interpolation routine EO1SAF that implements Shep-
ard's algorithm for interpolation given a set of randomly located data points. This routine calculates 
and uses the velocity gradients at each data point. The routine was also used to extrapolate velocities 
in unanalysable regions and thus estimates the velocity gradients in these areas. 
2.4 Iteration 
A reliable method for validating and orienting velocity vectors is required after each analysis stage. 
Validation can be based on the properties of the auto-correlation plane [13] or in a post-processing 
validation step based in global-mean, local-mean, and local-median tests [21]. Directional ambiguity 
has been resolved in a number of ways based on image shifting techniques [22-24], pulse tagging [25] 
or a knowledge of the flow. It may be that the flow field from the first analysis can be used to fix the 
orientation of those from subsequent analysis steps. Iteration should give progressively better estimates 
of the velocity field with convergence assumed when successive velocity measurements differ by less than 
a given threshold. 
3 Applying the technique to a simulated Oseen vortex 
A similar example flow field has been chosen to that used by Huang ei 4191. The velocity distribution 
for an Oseen vortex located at the origin of a polar coordinate system is give by: 
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and the vorticity is 
 
4 irvt 
where r is the circulation, u the flow kinematic viscosity, and I the time in appropriate units. 
The only lion-zero derivative of velocity is given by 
 
or 	2rr2 	47rv1 
A P!V image 693 by 693 pixels was generated using a Monte-Carlo technique with the centre of the 
vortex at the centre of the recording, a circulation, I' = 5000[pixel] 21s, and vt = 2000[pixel] 2 . 1200 
particles were recorded as a series of four images of e 2 diameter four pixels, 4 seconds apart, and with 
a Gaussian intensity profile. The simulated image is shown in figure(1) 
Figure 1: A simulated PlY image of an Oseen vortex - see text for details 
Figure (2a) shows a typical analysis area containing velocity gradients and figure (2b) the resulting 
analysis area after correcting for velocity gradients. Figures (3a) and (3b) show the respective auto-
correlation functions. 
The results of a conventional PIV analysis are shown in figure (4). Figure (4a) shows the unvalidated 
vector map. Figure (4b) this velocity map after removing vectors 3 standard deviations away from the 
global mean velocity or 1.4 standard deviations away from the local median velocity, and vectors which 
are oriented at an angle greater than - from the local median velocity. Figure (4c) shows the variation 
in U, as a function of r, the distance from the centre of the vortex. Figure (4d) shows the variation 
of tie with r. Analysis was carried out using standard digital techniques [26] with an analysis area of 
63 by 63 pixels with a 21 pixel spacing between areas. It is clear that the inequalities discussed in the 
introduction are not always met. 
Figure (5) shows the same set of information after five iterations of the deformation analysis technique. 
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a) 	 b) 
Figure 2: a) A Ply analysis area before correction for velocity gradients and b) the analysis 
area after correction 
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Figure 3: a) The auto-correlation function from the NV analysis area before correction for 
velocity gradients and b) the auto-correlation function after correction 
4 Discussion 
The auto-correlation functions for analysis areas before and after correction for velocity gradients show 
that when velocity gradients have been removed from the area the peaks are clearer. The signal peak 
is slightly larger after correction and the second harmonic peak is much larger. The deformed analysis 
area shows that the particle tracks have been aligned with the mean velocity at the centre (along the 
horizontal) and the spacing between particle images is more uniform. 
Even with one iteration where the analysis area is deformed there is a significant increase in the 
number of valid vectors detected and a decrease in the spread of results. The effect is more pronounced 
for five iterations of the deformation analysis algorithm and ten iterations gives little further improvement. 
These results agree well with those produced by Huang et 4191 for their correction to the cross-correlation 
analysis technique for a similar simulated flow. 
The assumption of a linear velocity gradient is obviously incorrect in many analysis areas although 
a reasonable correction is still achieved. More complicated expressions could be incorporated into the 
deformation algorithm. The overhead in performing the deformation of the analysis area is about 20% 
of the time required to calculate the auto-correlation function for a 63 by 63 area. So five iterations of 
the analysis including deformation would increase the total time for analysis six fold. In this case each 
analysis step required about 1 minutes on a SUN SPARC station 20 (analysed using fully padded FFTs 
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Figure 4: The result of conventional Ply analysis: a) the raw velocity field, b) the velocity field 
after validation, c) the variation of tsr with r, and d) the variation of Ug with r. 
on one 100MHz HyperSPARC processor). This estimate will obviously depend on the nature of the flow. 
An improvement in speed could be achieved by direct calculation of the auto-correlation function around 
the area where a valid signal peak was found in the previous analysis step. 
A reliable computational method for validating velocity vectors is required between analysis steps that 
should err on the side of caution to avoid any invalid vectors. Such erroneous vectors would introduce 
incorrect velocity gradients and lead to a much reduced signal peak. The number of iterations required 
for the vector field to converge will be increased if incorrect vectors are not removed and they may inhibit 
convergence. 
After correcting for velocity gradients there is still bias in the measured results that is greatest for 
high velocities, as can be seen in figure (5). The use of a simple smoothing scheme will introduce bias 
into measurements in areas where the velocity gradient is high, to some extent negating the improvement 
produced by deforming the analysis area. A plot of 'u6 measured' over 'ua expected' as a function of 
the dimensionless velocity gradient, figure (6), shows that the measurement bias remains within 6% up 
to values of the dimensionless velocity gradient of 0.4. This is a significant improvement over the results 
obtained by Keane and Adrian[13] where it is recommended that this dimensionless velocity gradient be 
less than 0.05 to limit the bias to 6%. After normal PIV analysis the mean value of is 0.99 with 
a standard deviation of 0.41. After ten iteration steps this value remains 0.99 with a standard deviation 
of 0.024. This compares well with the accuracy expected from typical PIV recordings of about 2.5% [13]. 
Application of the deformation algorithm gives measurements in flows containing appreciable velocity 
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Figure 5: The results after five iterations of the analysis method including deformation: a) the 
raw velocity field, b) the velocity field after validation, c) the variation of e with r, and d) the 
variation of uO with r. 
gradients with almost the same accuracy as investigations where the flow contains velocity gradients 
recorded meeting previous criteria. 
5 Conclusions 
An algorithm has been presented that deforms analysis areas used in the auto-correlation analysis of 
PIV images to remove velocity gradients from the analysis area. This is an iterative procedure using 
the results from previous analysis stages and requires a reliable validation and orientation step between 
iterations. Removal of velocity gradients improves signal quality and yields velocity data from previously 
unanalysable areas. The bias in velocity measurement is also reduced. Pl' recordings of flows that can 
not be made and analysed without including velocity gradients can be more reliably analysed relaxing 
the recommendations made by [13]. Analysis areas with < 0.4 gave results within 6% of those dr 
expected as opposed to MIAIII&I < 0.05 as recommended for conventional analysis. The use of a simple 
smoothing algorithm can increase the errors in regions where there are appreciable velocity gradients. 
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Figure 6: The variation in the detected value for ue divided by the expected value as a function 
of the dimensionless velocity gradient 
6 List of symbols 
M 	magnification of PIV recording 
A 11 the change in velocity across an analysis area (m/s) 
At 	time interval between illumination pulses (s) 
d1 characteristic length of the analysis area (m) 
d,- 	e 2 particle diameter (m) 
A characteristic length for a pixel in a digitised PIV image (ni) 
U 	 mean of component of velocity in a Ply analysis area when used with u(m/s) 
or the x component of velocity in an analysis area (m/s) 
V 	 the y component of velocity in an analysis area (m/s) 
u 0 the mean r component of velocity in a PIV analysis area (m/s) 
VO 	 the mean p component of velocity in a Ply analysis area (m/s) 
the stream function (m 3 /s) 
(r, y) 	a point in an undeformed analysis area 
(x, y) a point in an analysis area in which the velocity in the u direction has been corrected 
(x, 	A general point after correcting all velocity gradients 
(x', 1/) a point after correcting for velocity gradients in the original coordinate frame 
ZO 	 the integer part of x' 
YO 	 the integer part of y' 
the fractional part of x' 
by 	the fractional part of i/ 
I(z', /) 	the intensity at pixel (x', y') 
Us 	 the 0 component of velocity for the Oseen vortex (pixels/a) 
Ur the r component of velocity for the Oseen vortex (pixels/s) 
r 	the distance from the origin of the Oseen vortex (pixels) 
F the circulation of the Oseen vortex (pirel]2 /s) 
Vt 	 the flow viscosity multiplied by time ([pixelI5) 
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