Filtered external noise has been an important tool in characterizing the spatial-frequency sensitivity of perceptual templates. Typically, low-pass-and/or high-pass-filtered external noise is added to the signal stimulus. Thresholds, the signal energy necessary to maintain given criterion performance levels, are measured as functions of the spatial-frequency passband of the external noise. An observer model is postulated to segregate the impact of the external noise and the internal noise. The spatial-frequency sensitivity of the perceptual template is determined by the relative impact exerted by external noise in each frequency band. The perceptual template model (PTM) is a general observer model that provides an excellent account of human performance in white external noise [Vision Res. 38, 1183; J. Opt. Soc. Am. A 16, 764 (1999)]. We further develop the PTM for filtered external noise and apply it to derive the spatial-frequency sensitivity of perceptual templates.
INTRODUCTION
What is the spatial-frequency sensitivity of perceptual templates used by the visual system when we recognize objects?
A. Channel Theory Over 30 years of research in both neurophysiology and visual psychophysics has led to the view that the early visual system consists of spatial-frequency channels. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] Retinal images of objects are decomposed into spatialfrequency components represented as channel activities. Object recognition is based on the further processing of this representation by later stages in the visual system. Even though the channel architecture of the early visual system is an important organizational principle in spatial vision, it is concerned only with the early stages of visual processing. Many important details have not been specified. For example, the relative weights of the visual channels involved in performing complex objectrecognition tasks (e.g., the reading of alphanumerical characters, face recognition) cannot be predicted directly from the channel theory.
B. Existing Methods
Many methods have been developed to characterize the spatial-frequency sensitivity of perceptual templates involved in object recognition. One type of method is based on interaction phenomena: summation at threshold, 2, 5, [11] [12] [13] [14] [15] visual masking, 6, [16] [17] [18] and selective adaptation. [19] [20] [21] [22] A second type is based on visual discrimination between stimuli that are at or near the detection threshold. 8, [23] [24] [25] [26] [27] Another method is based on the analysis of the correlation between the noise samples and human performance on a single-trial basis. [28] [29] [30] Whereas most of these methods only offer qualitative answers or have only been applied to simple visual tasks, visual masking and the correlation method have been the most widely used quantitative methods. In this article, we concentrate on the method that is based on a particular form of visual masking, i.e., masking by spatialfrequency-filtered external noise. The aim is to estimate the sensitivity of the observer to different spatial frequencies in the stimulus.
C. Filtered Noise Masking
Filtered-external-noise masking experiments have been widely used to reveal the spatial-frequency sensitivities of perceptual templates involved in object recognition. 6, 17, [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] The principle behind the filtered-externalnoise method is rather simple: Only noise energy at frequencies inside the tuning of the perceptual template affects performance, whereas noise energy outside the tuning of the perceptual template does not affect performance.
D. Role of Observer Models
If human performance were only limited by the external noise, the spatial-frequency sensitivity of perceptual templates would be observed simply by measuring human performance as a function of the spatial-frequency passband of the filtered external noise. However, human performance is also limited by internal noise, owing to intrinsic stimulus variability, receptor sampling errors, filter location jitter, randomness of neural responses, and loss of information during neural transmission. 49 Thus it is necessary to separate the contribution of external noise from that of the internal noise by applying the filtered external noise method to quantitatively characterize the spatial-frequency sensitivity of perceptual templates. For the purpose of precise estimation, an accurate observer model is necessary.
E. Perceptual Template Model
To our knowledge, the previous quantitative applications 17, 44, 47, 48 of the filtered-external-noise method were based on a simple noisy linear amplification model (LAM), an observer model consisting of a linear amplification stage and an additive internal-noise source, whose amplitude is independent of the input. [50] [51] [52] [53] However, it has long been recognized that the simple LAM is an incomplete model of human performance. 54, 55 Recently several alternative models [56] [57] [58] [59] have been proposed. These models provide better accounts of human performance in detecting or identifying signals embedded in various manipulated amounts of white Gaussian external noise. Although conceptually very different, these models also have very similar mathematical properties and often provide equally good accounts of human performance. 58 The perceptual template model (PTM) [57] [58] [59] was recently developed by us as an observer model at the overall visual-system level. It is an elaborated version of the simple LAM model with two additional components: a nonlinear transducer function and a multiplicative noise source whose amplitude depends on the energy in the input. In the decision stage, as in the simple LAM model, the PTM does not assume any decisional uncertainty for tasks involving a single stimulus location and known signals. 56, 60 This approach follows Burgess's demonstration that identification performance made nearly ideal use of matched filters, 60 as well as the conclusion from a direct comparison of the PTM and a simple LAM model with decision uncertainty (the EAW model by Eckstein, Ahumada, and Watson 56 ).
The PTM provides at least as good of an account of a range of data as uncertainty-based elaborations of LAM approaches. We 58 found that the mathematical properties of the nonlinear transducer functions in the PTM are very similar to those of the uncertainty in the EAW model over a large range of dЈ levels. The PTM is preferred because: (1) Nonlinear transducer functions are a key component of models in pattern masking. 61, 62 ( 2) The concept of a nonlinear transducer function is consistent with nonlinear properties of visual neurons. 63 (3) In stimulus identification by well-practiced observers, previous evidence suggests that stimulus uncertainty does not appear to play a major role. 60 In a recent perceptual-learning experiment studying Gabor orientation identification in peripheral vision, Dosher and Lu 59 demonstrated that the threshold ratio between two dЈ levels at all the externalnoise levels for each observer is constant across days, even though the thresholds themselves were improved by a factor of almost three. This indicates that any hypothetical-uncertainty effects, counter to expectations, were unchanged over substantial improvements in performance. In contrast, it is reasonable to assume that nonlinear transducer functions (as in the PTM) may be unaffected by practice. (4) To account for their data, EAW had to vary the degree of uncertainty for different external noise levels for the same observer in the same experiment in nonsystematic ways. Furthermore, the EAW model fits are essentially equivalent for a wide range of values of uncertainty. (5) In accounting for the data in Lu and Dosher, 58 the best-fitting EAW models require a fairly large number of hidden channels, in the range of 20 to 200. Current models of early visual systems specify fewer visual channels. 4, 12, 15, 19, 20, [64] [65] [66] [67] In the case of multiple external locations or of an increase in the number of possible signals, the PTM would require uncertainty extensions consistent with an ideal observer. 68 Previously, we 58 rejected the simple LAM in favor of the PTM in two-alternative forced-choice detection and identification tasks in which signal stimuli were embedded in varying amounts of external noise. In this paper, we extend our development of the PTM model to derive the tuning characteristics of the perceptual template in a two-interval forced-choice detection task in which the signal stimulus is embedded in external noise filtered in various ways. Again, we directly compare the PTM and the LAM by using statistical testing procedures. We demonstrate that the LAM provides not only a statistically poorer account for the data, but also imprecise estimates of the spatial-frequency characteristics of the perceptual template. This suggests a reinterpretation of previous LAM-based estimates of the spatial-frequency tuning of perceptual templates.
THEORY
This section describes the PTM. Accuracy of task performance as measured by dЈ is derived as a function of signal contrast c, the cutoff frequency (f cutoff lowpass or f cutoff highpass ), and the template function T(f ). In the experiment presented here, the perceptual task is detection, but the model is quite general.
A. Perceptual Template Model
At the overall system level, the PTM [57] [58] [59] 72 has successfully characterized human behavior in detecting or identifying a signal embedded in random white Gaussian external noise. A PTM (see Fig. 1a ) consists of five components: (1) a perceptual template T(.); (2) a nonlinear transducer function, which raises the absolute value of the input to the ␥th power but retains the sign ͓sgn(.)͉.͉ ␥ ͔; (3) a multiplicative internal noise source of Gaussian distribution with mean zero and standard deviation proportional (with a factor N mul ) to the total amount of energy in the output of the perceptual template; (4) an additive internal-noise source, also of Gaussian distribution, with mean zero and standard deviation N add ; and (5) a decision process based on the noisy input that, depending on the task, 73 reflects either detection or discrimination.
For applications to the spatial-frequency domain, the perceptual template is assumed to be space-time separable:
where f x ,f y are indexes of spatial frequencies. Without losing generality, the spatial component of the perceptual template is scaled such that:
The nonlinear transducer function and the noise sources in a PTM model may be characterized by systematically manipulating the amount (or contrast) of white external noise in the stimulus and measuring the signal contrast (threshold) required to reach certain criterion performance levels (threshold versus contrast functions, Fig. 1b) . In fact, Lu and Dosher 58 showed that TVC functions at three different criterion levels are necessary to fully characterize the nonlinearity and the multiplicative noise in a PTM. Three criterion levels are also sufficient to localize changes in the state of the observer to different aspects of the PTM. 59 The spatial-frequency sensitivity of the template in a PTM may be characterized by systematically manipulating the spatial-frequency composition of the external noise and measuring the signal contrast required to reach certain criterion performance levels [threshold-versusfrequency (TVF) functions, Fig. 2i ]. This approach uses noise filtering to specify the spatial-frequency characteristics of the template and three criterion performance levels to specify the nonlinearity and the noise sources in the PTM. This article develops the filtered-noise approach within the PTM and provides an empirical application.
B. dЈ Function

Signal and External Noise in the Input Stimulus
Both the signal (Figs. 2e and 2f ) and the external noise (Figs. 2a-2d ) in the input stimulus can be expressed as functions of space and time or, equivalently, functions of spatial frequency and time. In most applications, signal in the stimulus image is space-time separable: Fig. 1 . a, Noisy PTM. There are five major components: (1) a perceptual template, (2) nonlinear transducer functions, (3) a multiplicative internal-noise source, (4) an additive internalnoise source, and (5) a decision process. A good example of a perceptual template is a spatial-frequency filter F(f ), with a center frequency and a bandwidth such that a range of frequencies adjacent to the center frequency pass through with smaller gains. The nonlinear transducer function takes the form of an expansive power function. Limitations of human observers are modeled as equivalent internal noise. Multiplicative noise is an independent noise source whose amplitude is proportional to the (average) amplitude of the output from the perceptual template. Additive internal noise is another noise source whose amplitude does not vary with signal strength. Both multiplicative and additive noise is added to the output from template matching, and the noisy signal is the input to a task-appropriate decision process. b, threshold versus contrast functions from a PTM model. The signal contrast necessary to achieve different criteria (dЈ ϭ 1.0, 1.4, 2.0) is a function of the contrast of external noise. From left to right, the examples result from filtering white Gaussian noise images through the seven filters in b. e, a Gabor template in real space. f, the spatial-frequency power spectrum of the Gabor template in e. g, the gain (amplification factor applied to each spatial frequency) of the template in e as a function of spatial-frequency (distance from the origin in f). h, the amount of noise energy passed through the perceptual template in e, f, and g as a function of the passband of the low-pass filters (increasing with cutoff frequency) in a and the passband of the high-pass filters (decreasing with cutoff frequency) in b. i, the predicted contrast thresholds as functions of the passband of lowpass filters (increasing with cutoff frequency) in a and the passband of the high-pass filters (decreasing with cutoff frequency) in b at three performance levels for a perceptual template model with its template described in e, f, and g.
where c is the contrast of the signal, S t (t) is the time course of the signal stimulus, S s (f x , f y ) is the Fourier transformation of the signal.
is normalized. This normalization allows the definition of an effective contrast c.
For space-time-separable filtered Gaussian external noise, the external noise in the stimulus image is:
where ext is the standard deviation of the Gaussian external noise before filtering. G(f x , f y ) is the Fourier transformation of an image whose pixel contrasts are identically distributed, independent standard Gaussian random variables. Therefore at every point (f x , f y ), G(f x , f y ) is a complex number whose real and imaginary parts are both identically distributed, independent Gaussian random variables. The expected value of
is the filter applied to the external noise by the experimenter. N ext,t (t) is the time course of the external noise. In the following application, ext , which determines the unfiltered external noise contrast, will be a constant.
Template Matching
The signal in the stimulus is processed through the perceptual template to yield a template response to the (space-time separable) signal stimulus S 1 :
Let f ϭ (f x 2 ϩ f y 2 ) 1/2 , let T s (f ) be the average gain of the template at radius f and let S s (f ) be the average magnitude of the stimulus at radius f. Then, under certain conditions, 75 the output of the template to the stimulus is
The (space-time separable) external noise in the stimulus is also processed through the perceptual template:
Because G(f x , f y ) is made of identically distributed, independent standard Gaussian random variables, the expected value of N 1 is 0. The variance of N 1 is the sum of the variance at every point in the Fourier space:
as the average gain of the template at radius f, and F(f ) as the amplitude of the external noise at radial frequency f, we can express N 1 2 in the polar-coordinate system. The variance of N 1 is under certain circumstances:
(8b) Because experimentally S 1 and N 1 can only be known to a constant, without losing generality, we set:
Thus
( 1 1 ) In the application described here, both low-pass and high-pass ideal filters were used in the generation of filtered external noise. The low-pass and high-pass filters can be described by using step functions A i (f ) (i ϭ 1, 2 ,..., N) defined on consecutive, concentric annular regions starting from the center of the Fourier space (dc), where for each step function, the points on the annulus map into 1.0, and the points outside the annulus map into 0. An ideal low-pass filter (Fig. 2c ) can be described as
An ideal high-pass filter (Fig. 2d) can be described as:
The spatial-frequency resolution of the spatial template T s (f ) is limited by the number of low-pass and highpass filters used in the experiment, i.e., it is only possible to determine the mean T s (f ) over each concentric annulus. We define the average gain of the spatial component the template per unit area in annulus j as
We further define the average magnitude of the signal stimulus per unit area in annulus j as
S(j) is completely specified by the signal stimulus (Figs. 2f and 2g). If we combine Eqs. (10a) and (15), after template matching the signal in the stimulus becomes
If we combine Eqs. (11)- (14), the variance of the ith low-pass external noise after template matching (solid curve in Fig. 2h 
The variance of the ith high-pass external noise after template matching (dotted curve in Fig. 2h 
To summarize, after template matching, the template response to the signal in the stimulus S 1 is described by Eq. (10a), in which ␣ and T(j) (j ϭ 1, 2,..., N) are unknown; the template response to the external noise in the stimulus has mean zero, and variances lowpass 
Nonlinear Transducer Function
The nonlinear transducer function in the PTM simply raises its input to its ␥th power. Thus after the nonlinear transducer stage, the signal in the stimulus becomes
and the variance of the external noise in the stimulus becomes
Total Variance of All of the Noise Sources at Decision Stage
The total variance of all of the noise sources at the decision stage 77 
dЈ Function
Finally, the noisy signal S 2 with variance Var total (across trials) is submitted to the decision process. The details of the decision process depend on the particular task, e.g., detection versus identification. These are modeled elsewhere. 63 In this paper, we focus on signal discriminability dЈ determined by the signal-to-noise ratio:
with S 1 defined in Eq. (10a), and bandpass defined in Eq.
. In Eq. (20), dЈ is expressed as a function of N ϩ 4 parameters. Of the N ϩ 4 parameters, signal stimulus contrast c is controlled by the experimenter; the relative efficiency of the signal stimulus ␣ is controlled by the time course of the signal and the external noise, and the temporal properties of the template in the model; and the other N ϩ 2 parameters are additional model parameters: the exponent of the nonlinear transducer function ␥, the internal multiplicative noise N mul , the internal additive noise N add , and T s,i for i ϭ 1, 2 ,..., N Ϫ 1. So, to completely characterize a PTM model, N ϩ 4 parameters are necessary.
Threshold-versus-Frequency Functions
One can solve Eq. (20) to express threshold c (signal contrast required for the observer to reach a particular performance criterion level dЈ) as a function of the cutoff spatial frequency.
Figure 2i plots log(c ) required for a sample PTM to reach three criterion performance levels as functions of cutoff frequencies of the low-pass-(solid curves) or highpass-(dotted curves) filtered external noise. These are called TVF functions. To derive these functions, we used the PTM with ␣ ϭ 4.0, N mul ϭ 0.2067, N add ϭ 0.0087, ␥ ϭ 2.0, and the perceptual template T(j) plotted in Fig.  2g . The proportional noise energy through each passband passband 2 (i) is plotted in Fig. 2h . The signal stimulus is a Gabor function whose spatial profile is in Fig. 2e and whose spatial-frequency profile is in Fig. 2f ; the standard deviation of the external noise ext ϭ 0.3226.
The process of deriving the perceptual template T(j) reverses the direction of what is shown in Figs. 2g-2i . Typically, TVF functions (or, equivalently, full psychometric functions) are measured experimentally. A PTM with ␣, N mul , N add , ␥, and T(j) as parameters is fitted to the TVF functions. One can infer the perceptual template T(j) parameters by searching for the optimal parameters of the PTM. This paper gives an example of an application of the methodology.
Psychometric Functions
Another way to evaluate human performance is through the underlying psychometric functions. For an M-alternative forced-choice task, the spatial-frequency characteristics of a perceptual template may be related to a psychometric function in a particular filtered noise (e.g., the ith low-pass external noise) condition using the following equation:
where g(x) and G(x) are the probability-density and cumulative-probability functions of a standard normal random variable, and dЈ is described by Eq. (20) . For a known PTM, Eq. (22) may be used to compute the theoretical psychometric function for each filtered external-noise condition. To derive the parameters of a PTM, we can compare theoretical predictions with the measured psychometric functions, and the best fitting model can be estimated. We give an example that uses a maximum likelihood estimation procedure 78 in this paper.
EXPERIMENT
We used the method of constant stimuli 79 to measure psychometric functions in a two-interval forced-choice (2IFC) Gabor detection task. The signal Gabor was embedded in several levels of low-pass-and high-pass-filtered external noise. From the psychometric functions, we derived TVF functions for both low-pass and high-pass external noise at three criterion performance levels. The data were then used to fully characterize the perceptual template. Four models, a LAM and a PTM each either with a single template for high-pass and low-pass-filtered noises or with two independent templates for high-pass and low-pass noises, were compared statistically. Another approach, which directly fit the full psychometric functions, was also developed in parallel.
A. Method
Apparatus
All of the signal and noise frames were generated and displayed in real time through use of programs based on a Cϩϩ version of Video Toolbox 80 on a 7500/100 Macintosh computer. The stimuli were presented on a Nanao Technology FlexScan 6600 monitor with a P4 phosphor and a refresh rate of 120 frames/per second, driven by the internal video card in the Macintosh. A special circuit 80 was used to combine two eight-bit output channels of the video card to produce 6144 distinct gray levels (12.6 bits).
A psychophysical procedure 81 was used to generate a linear lookup table that evenly divides the entire dynamic range of the monitor (from 1.0 cd/m 2 to 53 cd/m 2 ) into 256 levels. The background luminance was set at 27 cd /m 2 . All displays were viewed binocularly with a natural pupil at a viewing distance of approximately 72 cm in a dimly lighted room.
Stimulus and Display
The signal stimuli were vertical Gabor patterns with luminance l(x, y) at location (x, y) defined by
where f ϭ 0.9 c/deg, ϭ 1.1 deg, and l 0 ϭ 27 cd/m 2 . Each Gabor was rendered on a 128 ϫ 128 pixel grid, subtending 5.9 ϫ 5.9 deg 2 . The peak contrast c peak of the Gabor was controlled by the experimental conditions. Thus local stimulus contrast, defined as c(x, y) ϭ l(x, y) Ϫ l 0 /l 0 , is
The external-noise samples were generated in the following way. First, a 128 ϫ 128 matrix was filled with real numbers, each sampled from a Gaussian random variable with mean 0 and standard deviation 0.3226. The corresponding 128 ϫ 128 pixel array, viewed from 72 cm, had an expected uniform power spectrum from 0.17 c/deg to 10.88 c/deg. Seven ideal low-pass digital filters (Fig. 2a) We then applied a particular filter function to the real and the imaginary components of the Fourier transformation. Finally, we performed an inverse Fourier transformation on the filtered image to convert the external noise back to the real space. Whereas so far all computations had been performed with floating-point precision, the filtered external noise was sampled at 256 equally spaced linear levels. New noise samples were generated in each trial.
Design
The experiment consisted of 30 sessions, each with 196 trials, and lasted about 15 minutes. In each session, seven low-pass-and seven high-pass-filtered external noises were used. A psychometric function, sampled at seven signal-contrast levels, was measured in each filtered external-noise condition. The sampled signal contrasts were predetermined through pilot studies.
All conditions were intermixed. For each observer, data from all 30 sessions were combined to generate 14 psychometric functions, one for each low-pass-or highpass-filtered external-noise condition. Sixty observations were made on each point of the psychometric functions. Figure 3 depicts a typical trial. Initialized by the observer with a key press, a trial consisted of two intervals (one in which the signal was present, and the other in which the signal was absent, in random order from trial to trial) separated by 500 ms. Each interval of a trial starts with a 250-ms-fixation cross in the center of the monitor. In the next three refreshes, each lasting 8.3 ms, one noise frame, one signal (if signal is present) or blank (if signal is absent) frame, and another independent noise frame appear in the center of the display. All four noise frames in a given trial were identically distributed, independent random Gaussian noise images filtered through the same low-pass or high-pass filter. The observer identified with a key press the interval that contained the Gabor. A correct response was followed immediately by a brief beep.
Observers
Three University of Southern California students (two volunteers and one paid) with normal or corrected-tonormal vision, naive to the purposes of the experiment, served as observers in the experiment.
B. Results
Data were organized as psychometric functions. A total of 14 psychometric functions, one for each filtered external-noise condition, resulted for each observer. Each psychometric function measured the percent correct Pc in detecting the Gabor at seven different signalcontrast levels, for a total of 420 observations. To estimate threshold signal contrast, we first fit a Weibull function 82 Pc ϭ max Ϫ ͑ max Ϫ 0.5͒ ϫ 2 Ϫ͑c/ ͒ (24) Fig. 3 . A trial in the two-interval forced-choice Gabor detection task. A trial consists of two intervals. The first interval starts with a 250-ms fixation cross. In the next three stimulus frames, each lasting 8.3 ms, one external-noise frame, one signal/blank frame, and another noise frame, appear in the center of the display. The second interval starts 500 ms after the end of the first. Only one of the two intervals contains a signal Gabor. The method of constant stimuli was used to measure psychometric functions at seven different contrast levels.
to each of the 14 psychometric functions using a maximum likelihood procedure. 78 In Eq. (24), max is less than 1.0; the difference between max and 1.0 reflects the fact that human observers are prone to stimulusindependent errors (or lapse). We computed threshold signal contrasts at three criterion levels: 65%, 75%, and 85% correct detection. These three performance levels correspond to the dЈ levels of 0.7706, 1.3490, and 2.0729 in the 2IFC tasks used in this experiment.
In the first row of Fig. 4 , threshold contrasts at 75% correct detection are plotted against the cutoff spatial frequencies of the external noise for each of the three observers. Error bars [83] [84] [85] indicate the standard deviation of each threshold.
For each observer, the TVF functions at the three different performance levels are approximately vertical shifts of each other, suggesting that the threshold ratio between two performance levels for a given filtered external-noise condition is a constant across all the filtered external-noise conditions. The mean threshold ratio between 75% and 65% correct performance levels across all the external-noise conditions is 1.30 Ϯ 0.02 for observer AT, 1.31 Ϯ 0.03 for observer QL, and 1.33 Ϯ 0.02 for observer SM. The mean threshold ratio between 85% and 75% correct performance levels across all the external-noise conditions is 1.24 Ϯ 0.02 for AT, 1.25 Ϯ 0.03 for QL, and 1.37 Ϯ 0.04 for SM. None of the threshold ratios are significantly different from the corresponding mean. Because of the similarity of the TVF functions for different criteria, we only plotted the TVF functions at 75% correct threshold.
As discussed in Lu and Dosher 58 and in Dosher and Lu, 59 ,72 the LAM predicts that the threshold ratio between two performance levels in the same external noise condition be equal to the corresponding dЈ ratio. For the 2IFC task in discussion, the corresponding dЈ ratios between 75% and 65% correct and between 85% and 75% correct are 1.7506 and 1.5366, respectively. Clearly, the observed threshold ratios are inconsistent with the LAM prediction. On the other hand, these ratios are very similar to those observed in Lu and Dosher, 55 where an elaboration of the LAM to a PTM was required to account for the data. In the next section, we directly compare the LAM and the PTM statistically.
C. Fitting Models
Four Models
We considered four different models: a PTM with two independent (uncoupled) templates for high-pass and lowpass external noises (uPTM), a PTM with a single (coupled) template for high-pass and low-pass external noises (cPTM), a LAM with two independent (uncoupled) templates for high-pass and low-pass external noises (uLAM), and a LAM with a single (coupled) template (cLAM).
All four models are described directly or with some modifications by Eq. (21), which expresses thresholdsignal contrast as a function of dЈ, the perceptual template, and the other parameters of a PTM. A uPTM has 18 parameters: N mul , N add , ␣, ␥, and two sets of T(j) parameters, one for the high-pass conditions and the other for the low-pass conditions. A uLAM has 16 parameters: N add , ␣, and two sets of T(j) parameters. The uLAM is a reduced uPTM with N mul ϭ 0.0 and ␥ ϭ 1.0. A cPTM has 11 parameters: N mul , N add , ␣, ␥, and one set of T(j) parameters, coupled for the high-pass and low-pass conditions. A cLAM is a reduced cPTM with N mul ϭ 0.0 and ␥ ϭ 1.0. It has 9 parameters: N mul , N add , ␣, ␥, and one set of T(j) parameters, coupled for the high-pass conditions and the low-pass conditions. The uPTM and uLAM cover the possibility that the observer was performing offfrequency looking in the high-pass and low-pass conditions. 48, [86] [87] [88] The four models are within a nested structure. We can use an F ratio test (in fitting TVFs) and a 2 test (in fitting full psychometric functions) to statistically compare them (see details below).
Fitting Threshold-versus-Frequency Functions
To estimate the perceptual template(s) and compare the models, we fit all four models to the observed TVF functions with the same procedure. 89 Both the uPTM and the cPTM give much better accounts for the data than the uLAM and the cLAM (see the r 2 parameters listed in Table 1 .) Statistically, the 18-parameter uPTM does not provide a significantly better fit than the 11-parameter cPTM [No F (7, 24) for any subject was significant (p Ͼ 0.25)]. The uPTM provided a much better account of the data than the uLAM ͓p Ͻ 0.00001 for all the three F (2, 24) parameters.] On the other hand, the 11-parameter cPTM fits the data significantly better than the nine-parameter cLAM [all the F(2, 31) parameters are statistically significant; p Ͻ 0.0001]. In summary, for all three observers, cPTM is the best model.
The best-fitting parameters of the cPTM are listed in Table 1 . The second row of Fig. 4 depicts the spatial- Fig. 4 . First row, contrast threshold as function of passband of the low-pass and high-pass filters for three observers at 70% correct performance level. The curves were from fits to the PTM. Second row, the best-fitting spatial-frequency sensitivity of the perceptual templates (estimated from fitting the TVF functions). The arrows on the x axis indicate the center frequency of the Gabor stimulus. Third row, the best-fitting spatial-frequency sensitivity of the perceptual templates (estimated from fitting the full psychometric functions). The arrows on the x axis indicate the center frequency of the Gabor stimulus.
frequency sensitivity of the perceptual templates from the best-fitting PTM models to the TVF functions of the three observers. The gain of the perceptual templates in each spatial-frequency range is normalized relative to the total area of frequency space covered by that range. The arrows on the horizontal axis denote the center spatialfrequency of the signal Gabor stimulus. As seen in Fig. 4 , the peaks of the estimated spatial-frequency sensitivity functions more or less coincide with the center frequency of the signal Gabor. On the other hand, the LAM model provides such a poor fit to the TVF functions that the estimated spatial-frequency-sensitivity functions from the LAM peaked either plus or minus one octave away from the center frequency of the Gabor.
Averaged across observers, the bandwidth of the bestfitting perceptual template model, defined as the ratio of the two spatial frequencies at half height of the spatialfrequency characteristics of the perceptual templates, is ϳ1.57 octaves (from 0.43 to 1.27 c/deg). In log units, the attenuation on the low-frequency flank of the tuning function can be described as 4 log(f/f 0 ); the attenuation on the high-frequency flank of the tuning function can be described as Ϫ1.1 log(f/f 0 ). The estimated center frequency f 0 of the template was 0.68 c/deg. The actual frequency of the Gabor signal was 0.9 c/deg. These match within the sampling grain of the template estimate, which is limited by the number of filter bands employed in the experiment.
To further validate the method developed here, we applied the same methodology to estimate the spatialfrequency sensitivity of the perceptual templates in a four-alternative forced-choice Gabor-orientationidentification experiment in the context of spatialattention manipulations, 90 where we concluded that the quantitatively estimated perceptual templates for both attended and unattended locations were the same, and both of them centered around the frequency of the signal Gabor.
Fitting Full Psychometric Functions
An alternative approach to testing the LAM and PTM models evaluates their ability to directly predict the full psychometric functions. 91 Again, for all three observers, the uPTM did not provide a significantly better fit to the data than the cPTM [ 2 (7) ϭ 3.0, 11.0, 1.4; p Ͼ 0.85, 0.14, 0.95 for observers AT, QL, and SM] did, indicating that the observers were using statistically indistinguishable templates in the low-pass and high-pass conditions. In all cases, the uPTM provided a much better fit than uLAM [ 2 (2) ϭ 120, 142, 56; p Ͻ 0.00001 for all three observers] did. Similarly, the cLAM provided a significantly worse fit to the data [ 2 (2) ϭ 131, 86, 77; p Ͻ 0.00001 for all three observers] than cPTM did, reaffirming that transducer nonlinearity and multiplicative noise are necessary in accounting for the data. To reiterate, the cPTM provided the best fit to all the data in this alternative method of testing that accounts for full psychometric functions.
The best-fitting spatial-frequency characteristics of the perceptual template derived from the full psychometric functions is plotted in the third row of Fig. 4 . The parameters of the best-fitting cPTM in the fullpsychometric-function approach corresponded closely to those estimated from the TVF functions at three performance criterion levels. One reason for the slight difference between the two sets of estimates is the different weights placed by the two procedures on the variability in the data in different portions of the psychometric functions.
CONCLUSIONS AND DISCUSSION
In a previous article, 58 we described an observer model (the PTM) and its application to the characterization of perceptual inefficiencies through use of white external noise. We examined the noisy LAM, [50] [51] [52] [53] widely used to interpret data from equivalent internal-noise experiments, by testing its prediction that the ratio between two thresholds at each given external-noise contrast should be equal to the ratio of the corresponding d' levels for all observers and noise levels. We demonstrated in two experiments that this prediction failed. Direct fits of the LAM were also relatively poor, and the observed psychometric functions were incompatible with the required cumulative Gaussian form. We introduced the PTM as an elaboration of the LAM, with two additional components: a nonlinear transducer function and multiplicative noise. The PTM provides a good account of the data. It accommodates the observed threshold ratios while still predicting the equivalence of threshold ratios over external-noise levels. The PTM fit the three threshold data and yielded a good direct fit to the full psychometric functions.
In this article, we extend the application of the PTM to characterize the spatial-frequency response of the percep- tual template as well as the perceptual inefficiencies of the human observer. We explicitly derived the functional relationship between the signal threshold required to achieve a certain level of performance in filtered external noise and the frequency characteristics of the perceptual template. Numerical procedures were developed to apply this functional relationship to estimate the perceptual template from experimental data, either by fitting TVF functions or by fitting the full psychometric functions. Application to an experiment allowed us to directly compare the PTM and the LAM statistically. The PTM provided much better accounts of the data. LAM, on the other hand, provided relatively imprecise characterizations of the spatial-frequency tuning of the perceptual template.
We rejected both the uPTM and the uLAM in favor of a cPTM in this study. This suggested that off-frequency looking 48, [86] [87] [88] did not play a significant role in our experiments. This might be an adaptive response to the randomized experimental procedure. Namely, every experimental trial was drawn randomly from either the lowpass-filtered or high-pass-filtered external-noise family with equal probability. This experimental structure may have discouraged the observers from the active use of an off-frequency-looking strategy. Losada and Muller 48 found that at high-noise spectral densities masking by notched noise was greater than the summed masking of high-and low-pass noise when different noise conditions (high-pass, low-pass, and notched) were run in separate blocks, indicating the presence of off-frequency looking. At low-noise spectral densities, Losada and Muller 48 did not find any evidence of off-frequency looking. Our procedure is probably closer to the notched-noise method, except that the high-pass and low-pass noises were mixed across trials. It would be interesting to study offfrequency looking with the method developed here with use of procedures that encourage off-frequency looking.
The estimated shape and bandwidth of the spatialfrequency tuning of the perceptual templates in this study were in general comparable to those reported in the literature. 6, 17, 44, 48 For example, Henning 44 reported log attenuations of 2.68 log(f/f 0 ) on the low-frequency side of the perceptual template and of Ϫ1.62 log(f/f 0 ) on the highfrequency side of the perceptual template, compared with the 4.0 log(f/f 0 ) and Ϫ1.1 log(f/f 0 ) estimated in this study. The estimated bandwidth of perceptual templates for sine-wave gratings is generally approximately 1-2 octaves. 6, 17, 44, 48 Our estimated bandwidth of ϳ1.6 octaves falls right in the middle. Although purely empirical measures of bandwidth may be reasonable approximations, we suggest that estimates based on formal quantitative model fits of the PTM to either multiplethreshold levels or full psychometric functions will provide more-precise estimates and a framework for statistical evaluation that will be extremely useful in discriminating current theoretical claims in areas of perception.
The PTM we consider consists of a signal path that is essentially a single channel. The internal noise and nonlinearity in the model could implicitly reflect activities in multiple channels. In our applications, this form of model may be adequate because of the nature of the stimuli. Extensions to multiple-channel information and decision integration may be necessary for other situations.
Recent interest in understanding the mechanisms of object recognition, 92 attention, and perceptual learning [57] [58] [59] require the precise characterization of the perceptual template. In our own work, we have demonstrated that attention 71, 93 and perceptual learning 59, 94 can improve human performance through the exclusion of external noise in many conditions. Although externalnoise exclusion might be achieved in a number of different ways, an important question for both psychology and neurophysiology is whether attention and/or perceptual learning can alter the spatial-frequency characteristics of perceptual templates. 95, 96 The method described here has an obvious application in answering these questions.
where df 1 ϭ k full Ϫ k reduced , and df 2 ϭ N Ϫ k full . The k variables are the number of parameters in each model, and N is the number of predicted data points. 90. B. A. Dosher and Z.-L. Lu, ''Perceptual templates in spatial attention,'' Invest. Ophthalmol. Visual Sci. 41, S750 (2000). 91. Full sets of maximum-likelihood fits were performed on the psychometric functions for all four models: uPTM, cPTM, uLAM, and cLAM. For an observer who is correct in K ij trials among a total of N ij trials in the jth signal contrast and ith filter condition, the likelihood of a model that predicts a fraction of P ij correct in each condition is defined as
where P ij is defined by Eq. (22) . Asymptotically, 2 (df ) statistics could be used to compare the proper set of models: 2 ͑df ͒ ϭ 2.0 ϫ log ͩ likelihood full likelihood reduced ͪ , (28) 
