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High Order Numerical Integrators for Relativistic Charged Particle Tracking
Ji Qiang∗
Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA
In this paper, we extend several time reversible numerical integrators to solve the Lorentz force
equations from second order accuracy to higher order accuracy for relativistic charged particle
tracking in electromagnetic fields. A fourth order algorithm is given explicitly and tested with
numerical examples. Such high order numerical integrators can significantly save the computational
cost by using a larger step size in comparison to the second order integrators.
I. INTRODUCTION
Numerical tracking charged particle in electric and
magnetic fields has many applications in beam physics
and plasma physics. It normally involves solving the
Lorentz force equations numerically with external elec-
tromagnetic fields. In previous studies, a second order,
time reversible numerical algorithm, known as Boris in-
tegrator [1] has been widely used in plasma and beam
physics simulations. However, for numerical simulation
of relativistic charged particle motion in electromagnetic
fields, this integrator can produce large error [2–4]. A
new time reversible second order integrator was proposed
in reference [2] that avoids this problem. Recently, an-
other time reversible second order integrator was pro-
posed by Higuera and Cary [5]. Besides working well for
particle tracking in electromagnetic fields with large rel-
ativistic factor, this algorithm also preserves phase space
volume.
The above three time reversible numerical integrators
are second order accuracy of integration step size. In
some numerical simulations, a higher order numerical in-
tegrator can be more effective in attaining the desired
numerical accuracy. So far, the extension of these second
order integrators to higher order accuracies have not been
reported in literature. Meanwhile, in the area of symplec-
tic numerical integrator study of Hamiltonian systems,
high order numerical integrators have been reported by
using a split-operator method [6, 7]. In this paper, af-
ter reformating the original Lorentz force equations, we
observed that higher order numerical integrators can be
obtained from these symmetric, time reversible second
order integrators for relativistic charge particle tracking.
The organization of this paper is as follows: after the
introduction, we present the high order numerical inte-
grator in section II; We present numerical tests of the
fourth order integrator in Section III and draw conclu-
sions in Section IV.
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II. HIGH ORDER NUMERICAL
INTEGRATORS
The Lorentz equations of motion for a charged particle
subject to electric and magnetic fields can be written as:
dr
dt
=
p
γ
(1)
dp
dt
= q(
E
mc
+
1
γ
p×B) (2)
where r = (x, y, z) denotes the particle spatial coordi-
nates, p = (px/mc, py/mc, pz/mc) the particle normal-
ized mechanic momentum, m the particle rest mass, q
the particle charge, c the speed of light in vacuum, γ
the relativistic factor defined by
√
1 + p · p, t the time,
E(x, y, z, t) the electric field, and B(x, y, z, t) the mag-
netic field. Instead of using the time t as an explicit in-
dependent variable, we write the above equations using
s as independent variable:
dt
ds
= 1 (3)
dr
ds
=
p
γ
(4)
dp
ds
= q(
E
mc
+
1
mγ
p×B) (5)
Letting ζ(t, r,p : s) denote a vector of coordinates, the
above equations of motion can be rewritten as:
dζ
ds
= Aζ (6)
where the matrix A is a given as:
A =

1/t 0 00 0 1/γ
0 qE/(mcr) q1×B/(mγ)

 (7)
A formal solution for above equation after a single step
τ can be written as:
ζ(τ) = exp(Aτ)ζ(0) (8)
The matrix A can be written as a sum of two terms A =
B + C, where
B =

1/t 0 00 0 1/γ
0 0 0

 (9)
2and
C =

0 0 00 0 0
0 qE/(mcr) q1×B/(mγ)

 (10)
Using the Baker-Campbell-Hausdorff theorem [8–10], a
second order approximation for above single step solution
can be obtained as:
ζ(τ) = exp(τ(B + C))ζ(0)
= exp(
1
2
τB) exp(τC) exp(
1
2
τB)ζ(0) +O(τ3)(11)
Letting exp(12τB) define a transfer mapM1 and exp(τC)
a transfer map M2, for a single step, the above splitting
results in a second order numerical integrator for the orig-
inal equation as:
ζ(τ) = M(τ)ζ(0)
= M1(τ/2)M2(τ)M1(τ/2)ζ(0) +O(τ3) (12)
From definitions of the matrices B and C, it is seen
that the transfer map M1 corresponds to the solutions
of Eqs. 3 and 4 for half step, and transfer mapM2 corre-
sponds to the solution of Eq. 5 for one step. The solutions
of transfer map M1(τ/2) is straightforward and can be
written as:
t(τ/2) = t(0) +
τ
2
(13)
r(τ/2) = r(0) +
τp
2γ
(14)
The solution forM2(τ) can have different forms depend-
ing on different ways of approximation. In the Boris al-
gorithm, M2(τ) is given as:
p− = p(0) +
qEτ
2mc
(15)
γ− =
√
1 + p− · p− (16)
p+ − p− = (p+ + p−)× qBτ
2mγ−
(17)
p(τ) = p+ +
qEτ
2mc
(18)
where p+ can be solved analytically from the linear equa-
tion Eq. 17. The Boris algorithm is time reversible and
has been widely used in numerical plasma and beam
physics simulations. However, it was found that the Boris
algorithm could have large numerical error for charged
particle tracking when the particle relativistic factor is
largevay,qiangx,qiangy. The source of this numerical er-
ror might result from the momentum update in separate
steps from the electric field and from the magnetic field.
This becomes especially a serious problem to simulate a
relativistic charged particle beam including space-charge
effects, where the electric field and the magnetic field can-
cel each other significantly in the laboratory frame and
results in 1/γ2 decrease of the transverse space-charge
effects. The new time reversible solution that avoids this
problem in M2(τ) was proposed in reference [2] as:
γ0 =
√
1 + p · p (19)
p− = p(0) +
qτ
2mc
(E+ cp/γ0 ×B) (20)
p+ = p− +
qEτ
2mc
(21)
γ1 =
√
1 + p+ · p+ (22)
t =
qBτ
2m
(23)
λ = p+ · t (24)
σ = γ21 − t · t (25)
γ2 =
√
σ +
√
σ2 + 4(t · t+ λ2)
2
(26)
t∗ = t/γ2 (27)
s = 1/(1 + t∗ · t∗) (28)
p(τ) = s[p+ + (p+ · t∗)t∗ + p+ × t∗] (29)
This algorithm does not have the problem of the Boris
algorithm and works well for relativistic particle track-
ing. Recently, another time reversible and structure-
preserving algorithm for M2(τ) was proposed in refer-
ence [5]. This algorithm is similar to the Boris algorithm
by replacing the γ− in Eq. 17 with the following γnew :
p− = p(0) +
qEτ
2mc
(30)
γ− =
√
1 + p− · p− (31)
t =
qBτ
2m
(32)
γnew =
√√√√γ2− − t · t+√(γ2− − t · t)2 + 4(t · t+ |p− · t|2)
2
(33)
This algorithm also works well for particle tracking with
large relativistic factor and preserves phase space volume.
So far, all these three time reversible algorithms have
a second order accuracy of integration step size. The
second order one step map can be rewritten as:
M2nd(τ) = M1(τ/2)M2(τ)M1(τ/2) (34)
Since this one-step map is symmetric and time reversible,
one can follow the exact steps of the reference [7] and
construct the same fourth order accuracy numerical in-
tegrator as:
M4th(τ) = M1(s
2
)M2(s)M1(αs
2
)M2((α − 1)s)
M1(αs
2
)M2(s)M1(s
2
) (35)
where α = 1−21/3, and s = τ/(1+α). An arbitrary even
order accuracy integrator can also be obtained following
that reference. Assume thatM2n denotes a transfer map
3with an accuracy of order 2n, the transfer map M2n+2
with (2n+ 2)th order of accuracy can be obtained from
the recursion equation [7]:
M2n+2(τ) = M2n(z0τ)M2n(z1τ)M2n(z0τ) (36)
where z0 = 1/(2 − 21/(2n+1)) and z1 = −21/(2n+1)/(2 −
21/(2n+1)).
III. NUMERICAL TESTS
We tested the above 4th order extension of the Boris
algorithm, the Vay algorithm, and the Higuera-Cary al-
gorithm using two numerical examples. In the first ex-
ample, we considered an electron moving inside static
electric and magnetic fields. These fields are given as:
Ex = E0xγ0 (37)
Ey = E0yγ0 (38)
Ez = 0 (39)
Bx = E0y(−γ0β0/c) (40)
By = E0xγ0β0/c (41)
Bz = 0 (42)
where γ0 is the relativistic factor of the moving beam,
β0 =
√
1− (1/γ0)2, and the constant E0 = 9 × 106.
The above external fields correspond to the space-space
fields generated by a moving infinitely long transverse
uniform cylindrical positron beam. First, we assume that
both the initial electron kinetic energy and the moving
positron beam kinetic energy are 2 MeV. Figure 1 shows
the electron trajectory evolution as a function of time
from the 4th order extension of the Boris integrator (ma-
genta), the Vay integrator (green), and the Higuera-Cary
integrator (blue) with a step size of 0.25 ns (around 0.01
oscillation period). It is seen that three numerical in-
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FIG. 1: Particle trajectory evolution as a function of time
from the 4th order extension of the Boris integrator (ma-
genta), the Vay integrator (green), and the Higuera-Cary in-
tegrator (blue) for an electron with 2 MeV kinetic energy.
tegrators agree with each other very well in this case.
Figure 2 shows the relative numerical errors at the end
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FIG. 2: Relative numerical errors at the end of above inte-
gration as a function of step size from the 4th order extension
of the Boris integrator (magenta), the Vay integrator (blue),
and the Higuera-Cary integrator (green) for an electron with
2 MeV kinetic energy. A power 4 polynomial is also plotted
here (orange).
of integration as a function of step size from the 4th order
extension of the Boris integrator (magenta), the Vay in-
tegrator (green), and the Higuera-Cary integrator (blue)
together with a power 4 polynomial. It is seen that all
three numerical integrators have nearly the same relative
errors and converge as 4th power with respect to the step
size. Next, we assumed that both the initial electron and
the moving positron beam have a kinetic energy of 50
MeV. Figure 3 shows the electron trajectory evolution as
a function of time from the 4th order extension of the
Boris integrator (magenta), the Vay integrator (green),
and the Higuera-Cary integrator (blue) with a step size of
4 ns (around 0.008 oscillation period). It is seen that at
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FIG. 3: Particle trajectory evolution as a function of time
from the 4th order extension of the Boris integrator (ma-
genta), the Vay integrator (green), and the Higuera-Cary in-
tegrator (blue) for an electron with 50 MeV kinetic energy.
beginning all three integrators agree with each other well.
After 2 ns, the Boris integrator starts to deviate from the
other two numerical integrators due to the cancellation
errors from the electric field and the magnetic field. Fig-
ure 4 shows the relative numerical errors at the end of
integration as a function of step size from the 4th order
4extension of the Boris integrator (magenta), the Vay in-
tegrator (green), and the Higuera-Cary integrator (blue)
together with a power 4 polynomial. It is seen that all
three numerical integrators converge as 4th power of the
step size. However, the 4th order extension of the Boris
integrator still shows much larger relative errors than the
other two 4th order integrators.
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FIG. 4: Relative numerical errors at the end of above inte-
gration as a function of step size from the 4th order extension
of the Boris integrator (magenta), the Vay integrator (green),
and the Higuera-Cary integrator (blue) for an electron with
50 MeV kinetic energy. A power 4 polynomial is also plotted
here (orange).
In the second example, we assume that a 10 MeV elec-
tron transports through a standing wave radio-frequency
(RF) cavity with time-dependent electromagnetic fields.
The electromagnetic fields are given as:
Ex = −x
1∑
n=0
1
2(n+ 1)
e′n(z)r
2n cos(ωt+ θ) (43)
Ey = −y
1∑
n=0
1
2(n+ 1)
e′n(z)r
2n cos(ωt+ θ) (44)
Ez =
1∑
n=0
en(z)r
2n cos(ωt+ θ) (45)
Bx = y
1
ω
1∑
n=0
1
2(n+ 1)
en(z)r
2n sin(ωt+ θ) (46)
By = −x 1
ω
1∑
n=0
1
2(n+ 1)
en(z)r
2n sin(ωt+ θ) (47)
Bz = 0 (48)
with r2 = x2 + y2 and
en+1(z) = − 1
4(n+ 1)2
(e′′n(z) +
ω2
c2
en(z)) (49)
where ω is the RF angular frequency of the cavity, θ is
the initial driven phase of the cavity, and e0(z) is the
on-axis longitudinal electric field. In this case, the RF
frequency is 1.3 GHz, and the initial phase is 224 degree,
and the on-axis electric field e0(z) is shown in Fig. 5.
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FIG. 5: On-axis electric field inside the RF cavity.
The electron kinetic energy evolution through the RF
cavity is shown in Fig. 6. The electron is accelerated from
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FIG. 6: Particle kinetic energy evolution through the RF cav-
ity.
the initial 10 MeV to the final about 37 MeV at the exit
of the cavity. Figure 7 shows the electron trajectory evo-
lution through the cavity. The electron is focused from
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FIG. 7: Particle trajector evolution through the RF cavity.
the transverse electromagnetic forces through the cavity.
Figure 8 shows the relative numerical errors at the exit
of the cavity as a function of step size from the 4th order
extension of the Boris integrator (magenta), the Vay in-
tegrator (green), and the Higuera-Cary integrator (blue)
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FIG. 8: Relative numerical errors at the exit of the cavity as a
function of step size from the 4th order extension of the Boris
integrator (magenta), of the Vay integrator (green), and the
Higuera-Cary integrator (blue). A power 4 polynomial is also
plotted here (orange).
together with a plot of the 4th power polynomial. It is
seen that in this example, all three 4th order numerical
integrators have nearly the same relative errors and con-
verge as 4th power of the step size.
IV. CONCLUSION AND DISCUSSION
In the paper, three second order, time reversible
numerical integrators were extended to 4th and arbi-
trary even order accuracy integrators following the split-
operator method. These high order numerical integrators
have the potential to significantly save computational
cost with a given numerical error tolerance. The two high
order relativistic integrators can also be used to track the
charged particle with large relativistic factor in electro-
magnetic fields. These integrators implemented in some
modern beam dynamics simulation code [11] will be a
useful tool for high brightness electron beam dynamics
study.
The extension to higher order accuracy presented in
this paper is not limited to the above three integrators.
The same extension can be applied to the other time
reversible second order relativistic integrators [12, 13],
which were noticed by the author after this work had
been done.
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