Collaborative Filtering techniques provide the ability to handle big and sparse data to predict the rating for unseen items with high accuracy. However, they fail to justify their output. The main objective of this paper is to present a novel approach that employs Semantic Web technologies to generate explanations for the output of black box recommender systems. The proposed model significantly outperforms state-of-the-art baseline models in terms of the error rate. Moreover, it produces more explainable items than all baseline approaches.
INTRODUCTION
Matrix factorization (MF) Koren et al. (2009) is a powerful collaborative filtering technique. However, MF lacks transparency even though it produces accurate recommendations. This means that despite its efficient handling of big data and high accuracy in predicting unseen items' ratings, it fails to justify its output. Thus, it is called a black box recommender system. Moreover, users' explicit preferences may not be enough for the model to consider some items in the process of recommending new items. Since users may not have given new items any preferences, these items may be discarded. This cold-start problem is well-known in the recommender systems field.
Extra information can be used to overcome both the black box and cold-start problems. Information can be found in semantic KGs built using semantic web technologies. Linked open data (LOD) Bizer et al. (2009) is a platform for linked, structured, and connected data on the web. The goal of LOD is to make information machine processable and semantically linked. For example, in the movie domain, information about movie stars or directors is available in a linked way. If an actor has starred in two movies, those two movies are linked. This can help us infer new facts about movies that eventually lead to the resolution of the cold start and transparency problems mentioned earlier.
Our research question is as follows: can we build semantic knowledge graphs (KGs) about users, items, and attributes to generate explanations for a black box recommender system, while maintaining high prediction accuracy?
This paper's contribution consists of solving the problem of a non-transparent MF recommender system, in addition to constructing semantic KGs about users, items, and attributes for the inference and explanation process.
RELATED WORK
Explaining black box recommender systems has been the subject of several studies. RippleNet Wang et al. (2018) is an approach that used KGs in collaborative filtering to provide side information for the system in order to overcome sparsity and the cold-start problem. This black box system takes advantage of KGs, which are constructed using Microsoft Satori, to better enhance recommendation accuracy and transparency. The authors simulate the idea of water ripple propagation in understanding user preferences by iteratively considering more side information and propagating the user interests. In the evaluation section, the authors claim that their model is better than state-of-theart models. The research of Ai et al. (2018) focuses on adding explanations to a black box recommender system by using structured knowledge bases. The system takes advantage of historical user preferences to produce accurate recommendations and structured knowledge bases about users and items for generating Alshammari, M. and justifications. After the model recommends items, a soft matching algorithm is used, utilizing the knowledge bases to provide personalized explanations for the recommendations. The authors argue that their model outperforms other baseline methods. Bellini et al. (2018) focuses on the issue of explaining the output of a black box recommender system. In that work, the SemAuto recommender system is built using the autoencoder neural network technique, which is aware of KGs retrieved from the semantic web. The KGs are adopted for explanation generation. The authors claim that explanations increase the users' satisfaction, loyalty, and trust in the system. In their study, three explanation styles are proposed: popularitybased, pointwise personalized, and pairwise personalized. For evaluation, an A/B test was conducted to measure the transparency of, trust in, satisfaction with, persuasiveness of, and effectiveness of the proposed explanations. The pairwise method was preferred by most users over the pointwise method. Abdollahi and Nasraoui (2017) investigates the possibility of generating explanations for the output of a black box system using a neighborhood technique based on cosine similarity. The results show that Explainable Matrix Factorization (EMF) performs better than the baseline approaches in terms of the error rate and the explainability of the recommended items.
PROPOSED METHOD

Semantic Knowledge Graphs (KGs)
The web is abundant with information that is being harvested and structured into KGs. KGs are extensive networks of objects, along with their properties, their semantic types, and the relationships between objects representing factual information in a specific domain Nickel et al. (2016) . Examples of KGs are DBpedia Auer et al. (2007) , Freebase Bollacker et al. (2008) , Wikidata Vrandečić (2012), YAGO Suchanek et al. (2007) , NELL Carlson et al. (2010) , and the Google Knowledge Graph Singhal (2012) . In this study, DBpedia is used to build the desired KGs about users, items, and attributes. In contrast with Alshammari et al. (2018) , where only one attribute (actors) was considered in building the KG and, hence, the model, more influential attributes (subject(s), actor(s), director(s), producer(s), and writer(s)) are included to find the similarity between items. The LDSD algorithm Passant (2010) is used to weigh the similarity between items. Then, Matrix Factorization (MF), Koren et al. (2009) with the added regularization term in Joint MF (JMF) Shi et al. (2013) , is used for building the model.
Linked Data Semantic Distance Matrix Factorization (LDSD-MF)
The loss function of the proposed technique, Linked Data Semantic Distance Matrix Factorization (LDSD-MF), is inspired by the work of Koren et al. (2009) and Shi et al. (2013) as follows:
R u,i represents the rating for item i by user u. p u and q i represent the low dimensional latent space of users and items, respectively. S ldsd is the semantic KG. q i and q j indicate two items in S ldsd , and γ is a coefficient that weighs the contribution of the new term, S ldsd . Stochastic gradient descent Funk (2006) is employed to update p and q iteratively until J converges. The updating rules are given by:
(3) The KG is constructed using an approach following Alshammari et al. (2018) . In addition to the known rating used to update q i , the KG also contributes to the final predicted rating of item i by user u.
EXPERIMENTAL EVALUATION
In this study, the MovieLens 100K benchmark dataset is used. The total number of users is 943, and that of movies is 1,862. SPARQL, a semantic web query language, is used for the mapping process between MovieLens and DBpedia, and movie titles are used for the mapping. The results indicate that 1,012 movies intersected in the two datasets. The reasons for this reduction are either absent movies in DBpedia or different spellings. The mapping also resulted in a decrease in the total number of ratings to 60K. All ratings are normalized to 1, and the hyper-parameters are set to α = 0.01, β = 0.1, and γ = 0.9, after being tuned using cross-validation. 90% of the ratings are used for training the model, and 10% are used for testing the model. Since our method randomly initializes the user and item latent spaces, an average of 10 experiments is reported. Five different properties are extracted from the semantic KG DBpedia: subject, actor, director, producer, and writer. The total number of unique subjects is shown in the second column of Table 1 . The third column in Table 1 shows the total number of previously existing triples of movies and attributes in DBpedia. An example could be "Mel Gibson is starring in Braveheart." The fourth column in Table 1 Several metrics are used to evaluate the recommender system. The first metric is the error rate in equation (4), while the remaining metrics are the Mean Explainability Precision (MEP), Mean Explainability Recall (MER), and the harmonic mean of the precision and recall (xF-score) Abdollahi and Nasraoui (2017), in equations (5-7).
T represents the total number of predictions, r ui represents the predicted rating on item i by user u, and r ui is the actual rating on item i by user u.
U represents the set of users, R is the set of recommended items, and W denotes the set of explainable items. MEP computes the ratio of recommended Our hypothesis for the significance test is that our model is better than baseline approaches using all metrics. The null hypothesis that we are trying to reject is that the mean of all metrics for all models are equal by conducting a t-test experiments. The models are ran 10 times while randomly initializing the user and item latent factors, then we calculated all metrics and did the significance tests which are reported in this paper. Table 2 shows the error rates of all the methods. The best values are in bold (the lower the value, the better). When K = 10, LDSDMF significantly outperforms all the other methods with a small p-value as shown in Table 3 ; however, it competes with ASEMF UIB as the number of hidden features increases.
Discussion
In Figures 1 and 2 , there are six graphs showing the performance of all models while varying θ s and θ n . θ s is a threshold for items to be considered semantically explainable or not, and θ n is a threshold for items to be explainable based on the neighborhood technique used in the baseline EMF (Abdollahi and Nasraoui, 2017) . The formula for generating the neighborhood-based explainability matrix is
where N (u) denotes the set of neighbors of user u Augmented Semantic Explanations for Collaborative Filtering Recommendations Figure 1 : The upper graph shows the results of MEP@10 for all methods, while the middle one shows MER@10 for all methods, and the lower graph illustrates the results of all methods using the xF-score metric, which utilizes semantic KGs against K.
who rated item i, and N k (u) depicts the list of the k nearest neighbors of u. The three graphs in Figure 1 illustrate that when θ s is set to 0, which means that all items (even those with a small explainability value) are considered explainable, the baseline PMF is the winner. However, when adding more restrictions to items to be considered semantically explainable, the proposed method, LDSDMF, significantly outperformed the other methods for all θ s values by all metrics (MEP, MER, and xF − score). Tables 4, 5, and 6 present the significance test results. Figure 2 : The upper graph shows the results of MEP@10 for all methods, while the middle one shows the MER@10 results for all methods, and the lower graph illustrates the results of all methods using the neighborhood explainability graph against K. Figure 2 present the models' performance when measuring the explainability of the recommended items based on the neighborhood technique. Our model, LDSDMF, significantly exceeded all baseline methods in all three metrics (see Tables  7, 8 , and 9 for significance test results). This observation shows that our proposed method recommends more accurate explainable items, based on semantic KGs and neighborhood based techniques, than all the baseline methods. 
Graphs in
Case Study
We investigated our dataset and selected a sample user as an example to show how the model captures the user's desire and recommends the next new items accordingly with an explanation. User 586 in the MovieLens dataset rated 94 movies, including Twister (1996) and Tombstone (1993) with 4-star ratings and Apollo 13 (1995) with a 3-star rating. All three movies are starred by Bill Paxton. Titanic (1997) includes the same actor in the starring actors list, and the model recommended this movie among the top 10 recommended items. Using the semantic KGs on users and attributes that were built by the model, our model succeeds in capturing the user's attribute preferences and recommends new items accordingly. 
CONCLUSIONS
As recommendation systems become an essential component of big data and artificial intelligence (A.I.) systems, and as these systems embrace more and more sectors of society, it is becoming ever more critical to build trust and transparency into machine learning algorithms without significant loss of prediction power. Our research harnesses the power of A.I., such as KGs and semantic inference, to help build explainability into accurate black box predictive systems in a way that is modular and extensible to a variety of prediction tasks within and beyond recommender systems.
