Abstract. Let A be a cellular algebra over a field F with a decomposition of the identity 1 A into orthogonal idempotents e i , i ∈ I (for some finite set I) satisfying some properties. We describe the entire Loewy structure of cell modules of the algebra A by using the representation theory of the algebra e i Ae i for each i. Moreover, we also study the block theory of A by using this decomposition.
Introduction
Let T n,m (δ 0 , . . . , δ m−1 ), or simply T n,m , be the bubble algebra with m-different colours, δ i ∈ F, which is defined in Grimm and Martin [2] . In the same paper, it has been showed that it is semi-simple when none of the parameters δ i is a root of unity. Later, Jegan [4] showed that the bubble algebra is a cellular algebra in the sense of Graham and Lehrer [1] . The identity of the algebra T n,m is the summation of all the different multi-colour partitions that their diagrams connect j only to j ′ with any colour for each 1 ≤ j ≤ n, these multi-colour partitions are orthogonal idempotents. The goal of this paper is to generalize the technique that we use to study the representation theory of T n,m in [3] .
Wada [8] consider a decomposition of the unit element into orthogonal idempotents and a certain map α to define a Levi type subalgebra and a parabolic subalgebra of the algebra A, and then the relation between the representation theory of each one has been studied. With using the same decomposition, we construct a Levi type subalgebraĀ (without using any map), and classify the blocks of A by using the representation theory of the algebraĀ.
The map * : A → A is F-linear involution (This means that * is an anti-automorphism
with * 2 = id A and (c λ st ) * = c λ ts for all λ ∈ Λ, s, t ∈ T (λ)). 
For λ ∈ Λ, s, t ∈ T (λ)
where r (u,s) a ∈ F depends only on a, u and s. Here A >λ denotes the F-span of all basis elements with upper index strictly greater than λ.
For each λ ∈ Λ, the cell module ∆(λ) is the left A-module with an F-basis B := {c λ s | s ∈ T (λ)} and an action defined by
where r
Note that this definition does not depend on the choice of u, b ∈ T (λ). Let G λ be the Gram matrix for ∆(λ) of the previous bilinear form with respect to the basis B. All Gram matrices of cell modules that will be mentioned in this paper are with respect to the basis B with the bilinear form defined by (2) .
Let Λ 0 be the subset {λ ∈ Λ | , = 0}. The radical Rad(∆(λ)) = {x ∈ ∆(λ) | x, y = 0 for any y ∈ ∆(λ)} of the form , is an A-submodule of ∆(λ). Chapter 2] . Let A be a cellular algebra over a field F. Then
A is semi-simple if and only if
2. The quotient module ∆(λ)/ Rad(∆(λ)) is either irreducible or zero. That means that Rad(∆(λ)) is the radical of the module ∆(λ) if , = 0. 
The set {L(λ)
:= ∆(λ)/ Rad(∆(λ)) | λ ∈ Λ 0 } consists of all non-isomorphic irre- ducible A-modules.
A Levi type sub-algebra
In this section, we construct a Live type subalgebraĀ of A and study its representation theory.
The second and the third parts of the following assumption existed in Assumption 2.1 in [8] . for any s ∈ T (λ).
From (A2) and (A3), we obtain the next lemma. For λ ∈ Λ and i ∈ I, we define
By Lemma 3.2, we have
Note that Λ i is a poset with the same order relation on Λ and Λ = i∈I Λ i . Moreover, Λ i = ∅ for each i ∈ I, and that because of 0 = e i ∈ A and e 2 i = e i . From (A3) and Lemma 3.2, the element e i can be written in the form 
where
does not depend on the choice of t ∈ T (λ, i).
Proof. Since C is a basis of A, e i ae i = a for all a ∈ e i Ae i and
otherwise, so the set C i is a basis of the algebra e i Ae i . The first part follows from the fact the map * on the algebra A leaves e i Ae i invariant. For the second part, from (1) we have
where r (u,s) a ∈ F depends only on a, u and s. But e i a = a, so
Also by using Lemma 3.2 we can show e i A >λ e i = (e i Ae i ) >λ , we are done. Moreover, cell modules V (λ, i) for the algebra e i Ae i can defined as follows:
The set B i := {c λ s | s ∈ T (λ, i)} is a basis of the module V (λ, i). Define the algebraĀ to be i∈I e i Ae i (which is the same as i∈I e i Ae i since e i e j = 0 for all i = j). The identity of the algebra e i Ae i is the idempotent e i , soĀ ֒→ A. Moreover, the algebraĀ turns out to be cellular with cell modules:
We put V (λ, i) = {0} in the case λ is not an element in Λ i .
as anĀ-module.
Proof. It comes directly from the fact that 1 A = i∈I e i and e i e j = 0 if i = j.
Idempotent localization
In this section we computethe radical and Gram matrix of each cell module of the algebra A by using the ones of the algebraĀ.
Let c λ us , c λ tv ∈ C where s ∈ T (λ, i) and t ∈ T (λ, j) for some i, j ∈ I. If i = j, then c Hence the inner product c 
We can show the previous result by using the facts B = i∈I B i , B i ∩ B j = ∅ whenever i = j and x, y = 0 in ∆(λ) whenever x ∈ V (λ, i), y ∈ V (λ, j) where i = j. The previous equation show that det G(λ) = 0 if and only if det M(λ, i) = 0 for each i ∈ I such that λ ∈ Λ i , then the following fact is straightforward. 
Proof. This follows from the fact that dim L(λ) = rank(G(λ)) as the algebra is over a field and λ ∈ Λ 0 and by using (5).
as a vector space and
as an A-module.
Proof. First part comes directly from the fact that they have the same dimension:
Next part is coming from the fact that the basis B of the module ∆(λ) equals ∐ i∈I B i and B i = {c λ s | s ∈ T (λ, i)} is a basis the module V (λ, i), also c λ s , c λ t = 0 whenever s ∈ T (λ, i) and t ∈ T (λ, j) such that i = j. Let x ∈ Rad(V (λ, i)) for some i ∈ I λ , so c λ s , x = 0 for all s ∈ T (λ, i). Moreover, it is clear that c λ t , x = 0 for all t ∈ T (λ, j) where i = j, then x ∈ Rad(∆(λ)). Thus
but both of them have the same dimension thus they are identical.
The block decomposition of A
The aim of this section is to describe the blocks of the algebra A over a field F by studying the homomorphisms between cell modules of A.
We say λ ∈ Λ and µ ∈ Λ 0 are cell-linked if d λµ = 0. A cell-block of A is an equivalence class of the equivalence relation on Λ generated by this cell-linkage. From Theorem 2.2, each block of A is an intersection of a cell-block with Λ 0 , see [1] . Thus, if there a non-zero homomorphism between ∆(λ) and ∆(µ) where λ, µ ∈ Λ 0 , then they belong to the same block.
Let θ : ∆(λ) → ∆(µ) be a homomorphism defined by c 3. µ and ν r are in the same cell-block of e i Ae i for some i ∈ I.
Examples
In this section, we use some simple example to illustrate the facts that have been showed in the previous sections.
Let A = M n×n (F) be an n × n matrix algebra over F. This algebra is cellular with indexing set Λ = {n} and I = T (n) = {1, . . . , n}. For each i, j ∈ T (n), we take c n ij = E ij where E ij is the matrix with 1 at the (i, j)-entry and 0 elsewhere. As we have 1 A = i∈I E ii and the elements E ii satisfy all the assumptions in 3.1, thus we can apply our results from the previous sections. Note that E ii AE ii is isomorphic to F for each i, so A is semi-simple see Theorem 4.1.
For the second example, let A be the algebra which is given by the quiver The algebra A is a cellular algebra with anti-automorphism defined by a * ij = a ji and Λ = {λ 0 , λ 1 , λ 2 } where λ 0 > λ 1 > λ 2 and
We define
The set C = {c λ st | s, t ∈ T (λ) for some λ ∈ Λ} is a cellular basis of A. Note that λ 0 is not in Λ 0 although ∆(λ 0 ) is simple. The identity 1 A equals e 1 + e 2 and this decomposition satisfies all the conditions in Assumption 3.1. Also we have
Note that J = F a 12 a 21 is a nilpotent ideal of e 1 Ae 1 and J ′ = F a 21 a 12 is a nilpotent ideal of e 2 Ae 2 , so A is not semi-simple, from Theorem 4.1. Let B = {e 1 , a 21 } be a basis of the module ∆(λ 1 ), so V (λ 1 , 1) = F e 1 and V (λ 1 , 2) = F a 21 . Also we have V (λ 2 , 1) = {0} and V (λ 2 , 2) = F e 2 . It is easy to show that V (λ 2 , 2), V (λ 1 , 2) are isomorphic as e 2 Ae 2 , so they are cell-linked. From Theorem 5.1, the modules ∆(λ 1 ) and ∆(λ 2 ) are in the same block of A. Moreover,
The multi-colour partition algebra
For n ∈ N, the symbol P n denotes the set of all partitions of the set n ∪ n ′ , where n = {1, . . . , n} and n ′ = {1 ′ , . . . , n ′ }. Each individual set partition can be represented by a graph, as it is described in [5] . Any diagrams are regarded as the same diagram if they representing the same partition. Now the composition β • α in P n , where α, β ∈ P n , is the partition obtained by placing α above β, identifying the bottom vertices of α with the top vertices of β, and ignoring any connected components that are isolated from boundaries. This product on P n is associative and well-defined up to equivalence.
A (n 1 , n 2 )-partition diagram for any n 1 , n 2 ∈ N + is a diagram representing a set partition of the set n 1 ∪ n ′ 2 in the obvious way. The product on P n can be generalised to define a product of (n, m)-partition diagrams when it is defined. For example, see the following figure.
• = = Let n, m be positive integers, C 0 , . . . , C m−1 be different colours where none of them is white, and δ 0 , . . . , δ m−1 be scalars corresponding to these colours.
Define the set Φ n,m to be
Let (A 0 , . . . , A m−1 ) ∈ Φ n,m (note that some of these subsets can be an empty set). Define P A 0 ,...,A m−1 to be the set A diagram represents an element in P n,m is not unique. We say two diagrams are equivalent if they represent the same tuple of partitions. The term multi-colour partition diagram will be used to mean an equivalence class of a given diagram. For example, the following diagrams are equivalent.
We define the following sets for each element d ∈ P A i :
Let P n,m (δ 0 , . . . , δ m−1 ) be F-vector space with the basis P n,m , as it is defined in [3] , and with the composition: 
where P |A i | (δ i ) is the normal partition algebra and |A i | is the cardinality of A i , for the proof see Chapter 2 in [3] .
Theorem 6.1. The algebra P n,m (δ 0 , . . . , δ m−1 ) is semisimple over C for each integers n ≥ 0 and m ≥ 1 if and only if none of the parameters δ i is a a natural number less than 2n.
Proof. As the algebra P n (δ) is semi-simple over C whenever δ is not an integer in the range [0, 2n − 1], see Corollary 10.3 in [7] , we obtain this theorem.
