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Abstract
Matrix functions in general are an interesting area in matrix analysis and
are used in many areas of linear algebra and arise in numerous applications
in science and engineering. We consider how to define matrix functions and
how to compute matrix functions. To be concrete, we pay particular atten-
tion to the matrix exponential.
The matrix exponential is one of the most important functions of a ma-
trix. In this thesis, we discuss some of the more common matrix functions and
their general properties, and we specifically explore the matrix exponential.
In principle, there are many different methods to calculate the exponential
of a matrix. In practice, some of the methods are preferable to others, but
none of which is entirely satisfactory from either a theoretical or a computa-
tional point of view. Computations of the matrix exponential using Taylor
Series, Pade´ Approximation, Scaling and Squaring, Eigenvectors, and Schur
Decomposition methods are provided.
In this project we checked rate of convergence and accuracy of the matrix
exponential.
Keywords : Condition number, Functions of Matrices, Matrix Exponen-
tial, roundoff error.
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Chapter 1
Introduction
1.1 Overview
In this thesis we are concerned with the numerical computation of the
matrix exponential functions eA, where A ∈ Mn. The interest in numerical
computation of matrix exponential functions is because of its occurrence in
the solution of Ordinary Differential Equations. There are many different
methods for the computation of matrix exponential functions, like, series
method, differential equation methods, polynomial methods and matrix de-
composition methods, but none of which is entirely satisfactory from either
a theoretical or a computational point of view.
This thesis consists of five chapter.
Chapter 1: Introduction
In this chapter we define some useful definitions from linear alge-
bra, numerical linear algebra and matrix analysis.
Chapter 2: Norms for Vectors and Matrices
The main purpose of this chapter is to introduce norms of vectors
and matrices and condition numbers of a matrix and to study perturbation
in the linear system of equation Ax = b. This will allow us to assess the
accuracy of a method for the computation of a function of matrix and the
matrix exponential.
Chapter 3: Matrix Functions
In this chapter we discuss the method of how to compute functions
of matrices via Jordan Canonical Form, interpolating polynomial, Schur-
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Parlett algorithm and the relationship between the different definitions of
matrix function.
Chapter 4: The Matrix Exponential Theory
This chapter is devoted to matrix exponential functions and some
identities for the next final chapter.
Chapter 5: The Matrix Exponential Functions: Algorithms
The main studies are on the different methods for the computation
of matrix exponential via series methods and Matrix Decomposition methods,
and their accuracy. We present different examples to that each method has
particular strengths and weaknesses. We feel this is more useful then choosing
a single example and testing each of the methods on it, since conclusion would
depend on the particular example chosen rather than the relative merits of
each method. The problem of computing eA accurately and fast methods is
relevant to many problems. We do not consider iterative methods, because
they are of a very different character, and in general do not yield the exact
exponential.
Chapter 6: Conclusion and Future work
Conclusion of the work and future work be presented in this chap-
ter.
1.2 Special Matrix Definitions
A matrix is an m-by-n array of scalars from a field F. If m = n, the
matrix is said is said to be square. The set of all m-by-n matrices over F
is denoted by Mm,n(F) and Mn,n(F) is abbreviated to Mn(F). In the most
common case in which F = C, the complex numbers, Mn(C) is further abbre-
viated to Mn, and Mm,n(C). Matrices are usually denoted by capital letters.
Throughout the thesis we will require the definition of the following types of
matrices.
C = the set of all complex numbers.
Cn = the set of all complex n-column vectors.
Cm×n= the set of all complex m×n matrices
• A set of vectors {a1, ..., an} in Cm is linearly independent if
n∑
i=0
αiai = 0 ⇔ α1 = α2 = ... = αn = 0.
3
Otherwise, a nontrivial combination of a1, ..., an is zero and {a1, ..., an}
is said to be linearly dependent.
• The range of A is defined by
R(A) = {y ∈ Cm|y = Ax for some x ∈ Cn}
and the null space of A by
N(A) = {x ∈ Rn|Ax = 0}.
If A = {a1, ..., an} then
R(A) = span{a1, ..., an}.
• If A = [aij] ∈Mm,n(F), then AT denotes the transpose of A in Mn,m(F)
whose entries are aji; that is, rows are exchanged for columns and vice
versa. For example,
AT =
(
1 2
3 5
)T
=
(
1 3
2 5
)
• The rank of a matrix A is defined by
rank(A) = dim[R(A)].
A very useful result is that ”rank(AT ) = rank(A)”, and thus the rank
of a matrix equals the maximal number of independent rows or columns,
i.e., ”row rank = column rank.”
• A ∈ Rn×n is symmetric if A = AT ,i.e., aij = aji. Symmetric matrices
have the following properties:
– The eigenvalues are real, not complex.
– Eigenvectors are orthogonal.
– Always diagonalizable.
• A ∈ Rn×n is said to be skew-symmetric if A = −AT
• A ∈ Cn×n is Hermitian if A∗ = A where A∗ denotes the conjugate
transpose of A.
• A ∈Mn is said to be skew-Hermitian if A∗ = −A
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• A ∈ Cn×n is diagonal if aij = 0 for i 6= j we use the notation
A = diag(x1, x2, .............xn)
for a diagonal matrix with aii = xi for i = 1 : n.
• A ∈ Cn×n is upper (lower) triangular if aij = 0 for i > j(i < j). We
also say that A is strictly upper(lower) triangular if it is upper (lower)
triangular with aii = 0 for i = 1 : n.
• A ∈ Cn×n is upper (lower) bidiagonal if aij = 0 for i > j(j > i) and
i+ 1 < j(j + 1 < i).
• A ∈ Cn×n is tridiagonal if aij = 0 for i+ 1 < j and j + 1 < i.
• A ∈ Cn×n is upper (lower) Hessenberg if aij = 0 for i > j + 1(i<j-1)
• A matrix A ∈Mn is nilpotent if Ak = 0 for some positive integer k.
• A ∈ Cn×n is positive definite if x∗Ax > 0 for all x ∈ Cn, x 6= 0.
• A ∈ Mn(R) is orthogonal if ATA = I where I is the n×n identity
matrix. with ones on the diagonal and zeros elsewhere. We also say
that A ∈ Cn×n is unitary if A∗A = I.
• A matrix A ∈Mn is defective if it has a defective eigenvalue, or, equiv-
alently, if it does not have a complete set of linearly independent eigen-
vectors. An example of a defective matrix is
A =
(
1 1
0 1
)
• Diagonalizable. If A ∈ Cn×n is nondefective if and only if there exists
a nonsingular X ∈ Cn×n such that
X−1AX = D = diag(λ1, ..., λn).
• A matrix B ∈ Mn is said to be similar to a matrix A ∈ Mn if there
exists a nonsigular matrix S ∈Mn such that
B = S−1AS
The transformation A → S−1AS is called a similarity transformation
by the similarity matrix S. The relation ”B is similar to A” is some-
times abbreviated B ∼ A.
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• Schur Decomposition. If A ∈ Cn×n then there exists a unitary U ∈
Cn×n such that
U∗AU = T = D +N
where D=diag(λ1, λ2, ..., λn) and N ∈ Cn×n is strictly upper triangular.
furthermore U can be chosen so that the eigenvalues λi appear in any
order along the diagonal.
• Real Schur Decomposition. If A ∈ Rn×n then there exists an orthogonal
U ∈ Rn×n such that
UTAU = R
where
R =

R11 R12 · · · R1m
0 R22 · · · R2m
...
...
. . .
...
0 0 · · · Rmn

each Rii is either 1 × 1 or 2 × 2 matrix having complex conjugate
eigenvalues.
• Kronecker product. The Kronecker product of A = [aij] ∈ Mmn and
B = [bij] ∈ Mpq is denoted by A ⊗ B and is defined to be the block
matrix
A⊗B ≡
 a11B · · · a1nB... . . . ...
am1B · · · amnB
 ∈Mmp,nq
Notice that A⊗B 6= B ⊗ A in general.
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Chapter 2
Norms for vectors and matrices
In order to study the effects of perturbations or error analysis in vectors
and matrices, we need to measure the ’size’ of the errors in a vector or a
matrix. A norm can tell us which vector or matrix is ’smaller’ or ’larger’.
There are two common kinds of error analysis in numerical linear algebra:
componentwise and normwise. In general, normwise error analysis is easier
(but less precise). For this purpose we need to introduce vector and matrix
norms, which provide a way to measure the distance between vectors and
matrices. They also provide a measure of ”closeness” that is used to define
convergence.
Any norm can be used to measure the length or magnitude (in a gener-
alized sense) of vectors in Rn (or Cn). In other words we think of ‖x‖ as the
(generalized) length of x. The (generalized) distance between two vectors x
and y is defined to be ‖x − y‖. Throughout this chapter we shall consider
real or complex vector space only. All of the major results hold for both
fields, but within each result one must be consistent as to which field is used.
Thus, we shall often state results in terms of a field F (with F = R or C at
the outset) and then refer to the same field F in the rest of the argument.
2.1 Vector Norms
Definition 1. A norm on Cn is a nonnegative real-valued function,
‖ · ‖ : Cn −→ R satisfying
• Positive definite property:
‖x‖ > 0 ∀ x ∈ Cn and ‖x‖ = 0 ⇔ x = 0,
• Absolute homogeneity:
‖αx‖ =| α | ‖x‖ ∀, α ∈ C, x ∈ Cn,
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• triangle inequality:
‖x+ y‖ 6 ‖x‖+ ‖y‖, ∀, x, y ∈ Cn,
The function value ‖x‖ is called the norm of x.
Note that ‖0‖=0, since 0=‖0 · 0‖=|0|‖0‖=0
Remarks 1.
The definition of a norm on Cn also defines a norm on Rn with C replaced
by R, but not vice versa.
Example 1. Let x = [x1.....xn]
T
• lp, for 1 6p<∞:
‖x‖p = (|x1|p + |x2|p + |x3|p + ............+ |xn|p)
1
p
‖x‖p = (
n∑
i=1
|xi|p)
1
p ), for all x ∈ Cn.
For p = 1, 2,∞ we have;
• l1=the 1-norm
‖x‖1 =
n∑
i=1
|xi| for all x ∈ Cn
• l2=the 2-norm (Euclidean norm):
‖x‖2 =
√√√√ n∑
i=1
|xi|2 ∀ x ∈ Cn
Note. This is equal to
√
xTx whenever x ∈ Rn and √x∗x whenever
x ∈ Cn. The 2-norm is special because its value doesn’t change under
orthogonal(unitary) transformations.
For unitary Q we have Q∗Q = I and so
‖Qx‖22 = x∗Q∗Qx = x∗x = ‖x‖22
hence
‖Qx‖2 = ‖x‖2
we therefore say that the 2-norm is invariant under unitary transfor-
mations.
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• l∞, (infinity norm or the max norm):
‖x‖∞ = max
16i6n
|xi|
• Weighted norm ‖.‖W,p : Given W = diag(w1, w2, w3, ......, wn),
‖x‖W,p = ‖Wx‖p = (
n∑
i=1
|wixi|p)
1
p
Another common norm is the A-norm, defined in terms of a positive
definite matrix A by
‖x‖A = (xTAx) 12
We also have a relationship that applies to products of norms, the
Ho¨lder inequality.
|xTy| 6 ‖x‖p‖y‖q, 1
p
+
1
q
= 1
A well-known corollary arises when p = q = 2, the Cauchy-Schwartz
inequality.
|xTy| 6 ‖x‖2‖y‖2.
A very important property of norms is that they are all continuous func-
tions of the entries of their arguments. It follows that a sequence of vectors
x0, x1, x2, .... in a Cn or Rn converges to a vector x if and only if
lim
k→∞
‖xk − x‖ = 0
for any norm on Cn or Rn. In this case we write limi→∞ xi = x or xi →
x as i→∞ where i ∈ P(apositive integer). For this reason, norms are very
useful to measure the error in an approximation.
We now highlight some additional, and useful, relationships involving
norms. First of all, the triangle inequality generalizes directly to sums of
more than two vectors:
‖x+ y + z‖ 6 ‖x+ y‖+ ‖z‖ 6 ‖x‖+ ‖y‖+ ‖z‖
and in general,
‖
m∑
i=1
xi‖ 6
m∑
i=1
‖xi‖
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What can we say about the norm of the difference of two vectors? While we
know that ‖x− y‖ 6 ‖x‖+ ‖y‖, we can obtain a more useful relationship as
follows: From
‖x‖ = ‖(x− y) + y‖ 6 ‖x− y‖+ ‖y‖
we obtain
‖x− y‖ > |(‖x‖ − ‖y‖)| (2.1)
There are also interesting relationships among different norms. First and
foremost, all norms on Cn or (Rn), in some sense, are equivalent.
Definition 2. (Norm equivalence): If ‖ · ‖a and ‖ · ‖b are norms on
Cn or (Rn) then there exist positive constants such that 0 < c16c2 < ∞
with
c1‖x‖a 6 ‖x‖b 6 c2‖x‖a ∀x ∈ Cn (2.2)
for all x ∈ Rn.
For example, for any x ∈ Cn we have
‖x‖2 6 ‖x‖1 6
√
n‖x‖2 (2.3)
‖x‖∞ 6 ‖x‖2 6
√
n‖x‖∞ (2.4)
‖x‖∞ 6 ‖x‖1 6 n‖x‖∞ (2.5)
1
n
‖x‖1 6 ‖x‖∞ 6 ‖x‖1 (2.6)
Remarks 2.
• The same result holds for norms on Rn.
• A norm is absolute if
‖|x|‖ = ‖x‖
where |x| is the vector with components given by the absolute values
of the components of x
• A norm is called monotone if
|x| 6 |y| =⇒ ‖x‖ 6 ‖y‖
where |x| 6 |y| means a componentwise inequality i.e |xi| 6 |yi| ∀ i.
• A vector norm ‖ · ‖ on Fn (Cn or Rn) is monotone iff it is absolute.[8,
p. 285, Theorem 5.5.10]
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It is a fact that for example a norm on R2 that is not monotone is given by
N(x) = |x1|+ |x2|+ |x1 − x2|. (2.7)
This is a norm that is not monotone and not absolute either.
Let us show this is a norm.
• For any x ∈ R2
N(x) = |x1|+ |x2|+ |x1 − x2| > 0.
if N(x) = 0 then |x1| = 0, |x2| = 0, |x1 − x2| = 0 thus x = 0.
If x = 0 then N(x) = 0.
• For any x ∈ R2, α ∈ R
N(αx) = |αx1|+ |αx2|+ |α(x1 − x2)|
N(αx) = |α|(|x1|+ |x2|+ |x1 − x2|)
N(αx) = |α||N(x)|
• For any x, y ∈ R2
N(x+ y) = |x1 + y1|+ |x2 + y2|+ |(x1 + y1)− (x2 + y2)|
N(x+ y) 6 |x1|+ |y1|+ |x2|+ |y2|+ |x1 − x2|+ |y1 − y2|
N(x+ y) 6 (|x1|+ |x2|+ |x1 − x2|) + (|y2|+ |y2|+ |y1 − y2|)
N(x+ y) 6 N(x) +N(y)
But, if
x =
(
0.9
−0.9
)
y =
(
1
1
)
and N(x) = 3.6 N(y) = 2 then N(x) 
 N(y).
Table 1.
Vector Norm in Matlab
Quantity Matlab syntax
‖x‖1 norm(x,1)
‖x‖2 norm(x,2)
‖x‖∞ norm(x,inf)
‖x‖p norm(x,p)
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Let us consider the following example, that shows how to compute vector
norm.
Example 2. Let
x =

1
−2
3
4

Compute ‖x‖1, ‖x‖2, ‖x‖∞.
We know that
‖x‖1 =
n∑
i=1
|xi| ∀ x ∈ Rn
‖x‖1 = |1|+ | − 2|+ 3|+ | − 4|
= 1 + 2 + 3 + 4 = 10
‖x‖2 =
√√√√ n∑
i=1
|xi|2
‖x‖2 =
√
(1)2 + (−2)2 + (3)2 + (−4)2
=
√
1 + 4 + 9 + 16 =
√
30 = 5.4772
‖x‖∞ = max
16i6n
{|xi|}
‖x‖∞ = max{|1|, | − 2|, |3|, | − 4|}
= max{1, 2, 3, 4} = 4
So,
‖x‖1 = 10, ‖x‖2 = 5.4772, ‖x‖∞ = 4
Example 3. Let
x =

i
2
1− i
0
1 + i

Compute ‖x‖2
‖x‖ = √x∗x = √1 + 4 + 2 + 0 + 2 = 3
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2.2 Rounding Error
When calculations are performed on a computer, each arithmetic op-
eration is generally affected by roundoff error. This error arises because
the machine hardware can only represent a subset of the real numbers. For
example, if we divide 1 by 3 in the decimal system, we obtain the nontermi-
nating fraction 0.33333..... Since we can store only a finite number of these
3′s, we must round or truncate the fraction to some fixed number of digits,
say 0.3333. The remaining 3′s are lost, and forever after we have no way of
knowing whether we are working with the fraction 1/3 or some other number
like 0.33331415.... We will confine ourselves to sketching how rounding er-
ror affects our algorithms. To understand the sketches, we must be familiar
with the basic ideas- absolute and relative error, floating-point arithmetic,
forward and backward error analysis, and perturbation theory.
2.2.1 Absolute and Relative Error
Definition 3. Let x ∈ Rn and xˆ ∈ Rn. Then the absolute error in x as an
approximation to xˆ is the number
ε = ‖x− xˆ‖. (2.8)
Definition 4. Let x 6= 0 and xˆ be scalars. Then the relative error in xˆ as
an approximation to x is the number
ε =
‖x− xˆ‖
‖x‖ . (2.9)
As above, if the relative error of xˆ is, say 10−5, then we say that xˆ is accurate
to 5 decimal digits. The following example illustrates these ideas:
Example 4. Let
x =
 1100
9

xˆ =
 1.199
11

‖x‖1 = 110.0000, ‖xˆ− x‖1 = 3.1000
13
‖xˆ− x‖1
‖x‖1 = 0.0282,
‖xˆ− x‖1
‖xˆ‖1 = 0.0279
‖x‖2 = 100.4092, ‖xˆ− x‖2 = 2.2383
‖xˆ− x‖2
‖x‖2 = 0.0223,
‖xˆ− x‖2
‖xˆ‖2 = 0.0225
‖x‖∞ = 100, ‖xˆ− x‖∞ = 2
‖xˆ− x‖∞
‖x‖∞ = 0.0200,
‖xˆ− x‖∞
‖xˆ‖∞ = 0.0202
Thus, we would say that xˆ approximates x to 2 decimal digits.
Definition 5. The component-wise relative error.
εelem = ‖y‖
yi =
xˆi − xi
xi
From the above example (4)
y =
 0.11
100
2
9

‖y‖∞ = 2
9
≈ 0.2 ≈ 2× 10−1
2.3 Floating Point Arithmetic
The number−3.1416 may be expressed in scientific notation as follows:
−.31416× 101.
• sign′−′
• mantissa=fraction= .31416
• base= 10
14
• exponent= 1
Computers use a similar representation called floating point, but generally
the base is 2 (with exceptions, such as 16 for IBM 370 and 10 for some
spreadsheets and most calculators). For example, .101012 × 23 = 5.2510.
A floating point number is called normalized if the leading digit of the frac-
tion is nonzero. For example, .101012×23 is normalized, but .0101012×24 is
not. Floating point numbers are usually normalized. The advantage of the
floating-point representation is that it allows very large and very small num-
bers to be represented accurately. For example the floating point numbers
are .6542× 1036, a large four-digit decimal number, and −.71236× 10−42, a
small five-digit decimal number.
Definition 6. A nonzero real number x can be represented using floating
point notation. Floating point is based on exponential or scientific notation.
In exponential notation, a nonzero real number x is expressed in decimal as
x = ±α× βe (2.10)
where
α = .d1d2...dn,
and
e = is an integer
The number α, n and e are called the nonnegative real number the mantissa,
the mantissa length and the exponent respectively. Most computers are de-
signed with binary arithmetic β = 2 or hexadecimal arithmetic β = 16, while
humans use decimal arithmetic β = 10.
• Floating point numbers with base 10
x = ±(.d1d2...dn)10 × 10e (2.11)
x = ±(d110−1 + d210−2 + ...+ dn10−n)× 10e
For example, with n = 7
12.3456 = +(.1234560)10 × 102
= +(1·10−1+2·10−2+3·10−3+4·10−4+5·10−5+6·10−6+0·10−7)×102
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• Floating point numbers with base 2
x = ±(.d1d2...dn)2 × 2e (2.12)
x = ±(d12−1 + d22−2 + ...+ dn2−n)× 2e
For example, with n = 7
−3.5 = −(0.111)2 × 22
= (1 · 2−1 + 1 · 2−2 + 1 · 2−3)× 22
2.4 Matrix Norm
Just like the determinant, the norm of a matrix is a simple unique
scalar. It is a measure of the size or magnitude of the matrix. However, a
norm is always non-negative and is defined for all matrices-square or rectan-
gular, invertbile or non-invertbile square matrices.
Definition 7. Matrix norm on Mn is a non-negative real-valued function
‖ · ‖ : Cm×n −→ R, if for all A,B ∈Mn it satisfies the following
• Nonnegativity:
‖A‖ > 0 for all A ∈Mn
• Positive:
‖A‖ = 0 if and only if A = 0
• Homogeneous:
‖αA‖ =| α | ‖A‖ ∀ α ∈ Cn, A ∈Mn
• Triangule inequality:
‖A+B‖ 6 ‖A‖+ ‖B‖ ∀ A,B ∈Mm×n
• Submultiplicative property:
‖AB‖ 6 ‖A‖‖B‖, ∀ A,B ∈Mn×n
We note that the five properties of a matrix norm do not imply that it
is invariant under transposition, and in general, ‖AT‖ 6= ‖A‖. Some matrix
norms are the same for the transpose of a matrix as for the original matrix.
For a square matrix A, the consistency property for a matrix norm yields
‖Ak‖ 6 ‖A‖k (2.13)
for any positive integer k.
A matrix norm ‖ ·‖ is unitarily invariant if ‖A‖ = ‖UAV ∗‖ for all matrix
A and all unitary matrices U and V of appropriate dimension.
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Definition 8. A matrix norm ‖ · ‖ on Cm×n is said to be consistent with
respect to the vector norms ‖ · ‖a on Cn and ‖ · ‖b on Cm if
‖Ax‖b 6 ‖A‖‖x‖a, ∀x ∈ Cn, A ∈ Cm×n. (2.14)
Usually ‖ · ‖α = ‖ · ‖β
Example 5. Suppose A ∈ Cn×n is a diagonal matrix with entries d1, d2, ......, dn,
i.e.,
A =

d1 · · · · · · · · ·
... d2 · · · ...
...
...
. . .
...
...
...
... dn

and define
‖A‖2 = max‖x‖2=1 ‖Ax‖2 = max‖x‖2=1
√√√√ m∑
i=1
|dixi|2
Now
n∑
i=1
|dixi|2 6 max
16i6n
|di|2
n∑
i=1
|xi|2 = max
16i6n
|di|2
when ‖x‖2 = 1. Therefore,
‖A‖2 = max
16i6n
|di| (2.15)
but same is true for ‖A‖1, ‖A‖∞ or any induced ‖.‖p
2.4.1 Induced Matrix Norm
Definition 9. Given a vector norm ‖.‖ on Cn, we define the induced matrix
norm ‖.‖ on Cn×n by
‖A‖ = max
x6=0
‖Ax‖
‖x‖ = max‖x‖=1 ‖Ax‖, ∀x ∈ C
n, A ∈ Cn×n (2.16)
Where ‖x‖ is any given vector norm. We say that the vector norm ‖x‖ in-
duces the matrix norm ‖A‖.
Lemma 1. [21, p. 91, Theorem 2.2.16] For any x 6= 0, matrix A, and any
natural norm ‖ · ‖, we have
‖Ax‖ 6 ‖A‖‖x‖ (2.17)
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Proof. Consider x ∈ Cn and x = 0. Clearly the result is true trivially.
Otherwise, if x 6= 0. Then we have
‖A‖ = max
z 6=0
‖Az‖
‖z‖
Thus for the given x
‖A‖ > ‖Ax‖‖x‖
‖A‖‖x‖ > ‖Ax‖
or
‖Ax‖ 6 ‖A‖‖x‖.
2.4.2 Matrix p-Norm
The matrix p-norm is the norm subordinate to the Ho¨lder p-norm. Hence,
for all A ∈ Cm×n define
‖A‖p =

∑n
i=1
∑m
j=1 |A(i, j)|p)1/p 1 6 p <∞
max i∈{1,...,n}
j∈1,...,m
|A(i, j)| p =∞
2.4.3 Frobenius Matrix Norm
Definition 10. The Frobenius norm of A ∈ Cm×n is defined by the equation
‖A‖F = (
∑
i,j
|aij|2) 12 . (2.18)
It has the equivalent definition
‖A‖F = (trace(A∗A)) 12 = (trace(AA∗)) 12 (2.19)
• It is not a p− norm since ‖In‖F =
√
n.
• It can be viewed as the 2−norm (Euclidean norm) of a vector in Rm×n.
• Some useful properties:
‖AB‖F 6 ‖A‖2‖B‖F
‖AB‖F 6 ‖A‖F‖B‖2
‖An‖F 6 ‖A‖nF .
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Since the norm ‖ · ‖F is unitarily invariant, we have the important fact that
‖UAV ∗‖2F = tr(V A∗U∗UAV ∗)
= tr(V A∗AV ∗)
= tr(V ∗(V A∗AV ∗)V )
= tr(A∗AV ∗V )
= tr(A∗A)
= ‖A‖2F
Matrix norms examples.
In this section Matrix norms are commonly used in scientific computing.
The most familiar examples are the lp norms for p=1,2,∞.
• The p-norm defined for A ∈ Cm×n
‖A‖p = max
x6=0
‖Ax‖p
‖x‖p , A ∈ C
m×n, 1 6 p <∞ (2.20)
• The l1 norm, defined for A ∈Mn by
‖A‖1 = max
16j6n
m∑
i=1
|aij| (2.21)
is a matrix norm because
‖AB‖1 =
n∑
i,j=1
|
n∑
k=1
aikbkj| 6
n∑
i,j,k=1
|aikbkj|
6
n∑
i,j,k,m=1
|aikbmj| = (
n∑
i,k=1
|aik|)(
n∑
j,m=1
|bmj|) = ‖A‖1‖B‖1
• The l∞ norm, defined for A ∈Mn by
‖A‖∞ = max
16i6m
n∑
j=1
|aij|. (2.22)
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2.4.4 The Euclidean norm or 2-Norm
Definition 11. The l2 norm defined for A ∈Mn by
‖A‖2 = max
x6=0
‖Ax‖2
‖x‖2 = max‖x‖2=1 ‖Ax‖2 (2.23)
Example 6. Let In denote the n× n identity matrix then,
‖In‖2 =
√
n
‖I‖ = 1
Since the l2 norm i.e., ‖·‖2, is unitarily invariant, we have the important
fact that
‖UAV ∗‖22 = max‖x‖2 6=0
x∗V A∗U∗UAV ∗x
x∗x
= max
‖x‖2 6=0
x∗V A∗AV ∗x
x∗V ∗V x
= max
‖y‖2 6=0
y∗A∗Ay
y∗y
where y = V ∗x
= ‖A‖22
2.4.5 Spectral Norm
The matrix 2-norm is also known as the spectral norm. This
name is connected to the fact that the norm is given by the square root
of the largest eigenvalue of A∗A.
Definition 12. The spectral norm ‖ · ‖2 is defined on A ∈Mn by
‖A‖2 = max{
√
λ : λ is an eigenvalue of A∗A}
Note that if A∗Ax = λx and x 6= 0, then x∗A∗Ax = ‖Ax‖22 = λ‖x‖22,
so λ > 0 and
√
λ is real and nonnegative.
Definition 13. The spectral radius ρ(A) of a matrix A ∈Mn is
ρ(A) = max{|λ| : λ is an eigenvalue of A}
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Theorem 1. [2, p. 22, Lemma 1.7.7] Let A ∈Mn
‖A‖2 =
√
λmax(A∗A)
where λmax(A
∗A) is the maximum eigenvalue of A∗A.
Proof.
‖A‖2 = max
x6=0
‖Ax‖2
‖x‖2
= max
x6=0
(x∗A∗Ax)
1
2
‖x‖2
Since A∗A is Hermitian, there exists an eigendecomposition A∗A =
UΛU∗ with U a unitary matrix, and Λ is a diagonal matrix containing
the eigenvalues of A∗A, which must all be non-negative. Let y = Q∗x
Then
‖A‖2 = max
x6=0
(x∗(QΛQ∗)x)
1
2
‖x‖2
= max
x6=0
((Q∗x)∗Λ(Q∗x))
1
2
‖Q∗x‖2
Since A∗A is positive definite, all the eigenvalues are positive.
‖A‖2 = max
y 6=0
(y∗Λy)
1
2
‖y‖2
= max
y 6=0
√
Σλiy2i
Σy2i
6
√
λmax(A∗A)
Σy2i
Σy2i
=
√
λmax(A∗A)
which can be attained by choosing y to be the jth column vector of the
identity matrix if, say, λj is the largest eigenvalue.
When A is non-singular, then
‖A−1‖2 = 1
min‖x‖2=1 ‖Ax‖2
=
1√
λmin
(2.24)
where λmin is the smallest eigenvalue of (A
∗A).
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Example 7. Determine the induced norm ‖A‖2 and ‖A−1‖2 for the
nonsigular matrix
A =
1√
3
(
3 −1
0
√
8
)
The eigenvalues of (A∗A) are λ = 2 and λ = 4, so λmin = 2 and
λmax = 4. Consequently,
‖A‖2 =
√
λmax = 2 and ‖A−1‖2 =
√
λmin =
1√
2
Earlier, we had shown that
‖A‖2 = (ρ(A∗A)) 12
if A is symmetric, then
‖A‖2 = ρ(A). (2.25)
Thus ρ(A) is a norm on the space of real symmetric matrices, but we
will see that it is not a norm on the set of general matrices Mn :
Example 8. Let
A =
(
1 0
2 0
)
and B =
(
0 2
0 1
)
which gives
ρ(A) = max{|1|, |0|} = 1 and ρ(B) = max{|0|, |1|} = 1
However,
A+B =
(
1 2
2 1
)
and
ρ(A+B) = max{| − 1|, |3|} = 3
hence
ρ(A+B)  ρ(A) + ρ(B).
So the spectral radius does not satisfy the properties of a norm i.e
triangular inequality.
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Properties of 2-Norm
1. ‖A‖2 = ‖A∗‖2
2. ‖A∗A‖2 = ‖A‖22
3. ‖U∗AV ‖2 = ‖A‖2, where U∗U = I and V ∗V = I
4. ‖T‖ = max{‖A‖2, ‖B‖2} where T is,
T =
(
A 0
0 B
)
5.
‖A‖2 = max‖x‖2=1 max‖y‖2=1 ‖y
∗Ax‖2
6. ‖AU‖2 = ‖A‖2 ‖UA‖2 = ‖A‖2 where U is a unitary matrix,
7. ‖AB‖2 6 ‖A‖2‖B‖2
8. ‖A‖2 6 ‖A‖F
Note that the equivalences (2.3), (2.4), (2.5), (2.6) between vector
norms on Cn imply the corresponding equivalences between the sub-
ordinate matrix norms. Namely, for any matrix A ∈ Cm×n. Then the
following inequalities holds for A,
1√
n
‖A‖2 6 ‖A‖1 6
√
n‖A‖2 (2.26)
1√
n
‖A‖∞ 6 ‖A‖2 6
√
n‖A‖∞ (2.27)
1
n
‖A‖1 6 ‖A‖∞ 6 n‖A‖1 (2.28)
‖A‖22 6 ‖A‖1‖A‖∞ (2.29)
We will prove these results.
1.
1√
n
‖A‖2 6 ‖A‖1 6
√
n‖A‖2
Let x be such that ‖x‖2 = 1 and ‖Ax‖2 = ‖A‖2. Then
‖A‖2 = ‖Ax‖2 6 ‖Ax‖1 6 ‖A‖1‖x‖1 6 ‖A‖1
√
n‖x‖2 =
√
n‖A‖1
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proving the left inequality:
‖A‖2 6
√
n‖A‖1‖
1√
n
‖A‖2 6 ‖A1
For the right inequality, pick y such that ‖y‖1 = 1 and ‖Ay‖1 =
‖A‖1. Then
‖A‖1 = ‖Ay‖1 6
√
n‖Ay‖2 6
√
n‖A‖2‖y‖2 6
√
n‖A‖2‖y‖1 =
√
n‖A‖2
‖A‖1 6
√
n‖A‖2
Hence
1√
n
‖A‖2 6 ‖A‖1 6
√
n‖A‖2
2.
1√
n
‖A‖∞ 6 ‖A‖2 6
√
n‖A‖∞
Applying the result in (1) to AT , we get
‖AT‖2 6
√
n‖AT‖1 6
√
n‖A‖∞
and
‖A‖∞ = ‖AT‖1 6
√
n‖AT‖2
But
‖A‖2 = ‖AT‖2
(if A = UΣV T , then AT = V ΣUT , so A and AT have the same
singular values). So
‖A‖2 6
√
n‖A‖∞
and
‖A‖∞ 6
√
n‖A‖2 ⇒ ‖A‖2 > 1√
n
‖A‖∞
Hence
1√
n
‖A‖∞ 6 ‖A‖2 6
√
n‖A‖∞
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3. From result (1) and (2), we get
‖A‖1 6
√
n‖A‖2 6 n‖A‖∞
‖A‖∞ 6
√
n‖A‖2 6 n‖A‖1
combining them gives
1
n
‖A‖1 6 ‖A‖∞ 6 n‖A‖1
as required.
4.
‖A‖22 6 ‖A‖1‖A‖∞
If z 6= 0 is such that with µ = ‖A‖2 satisfies
ATAz = µ2z
µ2 is the largest eigenvalue of ATA and z is the corresponding
eigenvector. Take the 1-norm, we have
µ2‖z‖1 = ‖ATAz‖1 6 ‖AT‖1‖A‖1‖z‖1 = ‖A‖∞‖A‖1‖z‖1
divide by ‖z‖1
µ2 6 ‖A‖∞‖A‖1
hence
‖A‖22 6 ‖A‖∞‖A‖1
We can also follow like Since ‖A‖ > ρ(A) for any natural matrix
norm, we have
‖A‖22 = ρ(ATA)
6 ‖ATA‖∞
6 ‖AT‖∞‖A‖∞
‖A‖1‖A‖∞
hence
‖A‖2 6
√
‖A‖1‖A‖∞
Table 2.
Matrix Norm in Matlab
Quantity Matlab syntax
‖A‖1 norm(A,1)
‖A‖2 norm(A,2)
‖A‖∞ norm(A,inf)
‖A‖F norm(A,fro)
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2.5 Convergence of a Matrix Power Series
We say that a sequence of a matrices A1, A2, ...(of same order)
converges to the matrix A with respect to the norm ‖ ·‖ if the sequence
of real numbers ‖A1 − A‖, ‖A2 − A‖, ... converges to 0. So, {Ai}∞i=1 ∈
Fm×n converges to A ∈ Fm×n if
lim
i→∞
‖Ai − A‖ = 0 (2.30)
where ‖ · ‖ is a norm on A ∈ Fm×n.
In this case, we write
lim
i→∞
Ai = A or Ai → A as i→∞, where i ∈ P.
Because of the equivalence property of norms, the choice of the norm
is irrelevant. For a square matrix A, we have the important fact that
Ak → 0, ⇔ ‖A‖ < 1, (2.31)
where 0 is the square zero matrix of the same order as A and ‖·‖ is any
matrix norm. This convergence follows from inequality (2.13) because
that yields
lim
k→∞
‖Ak‖ 6 lim
k→∞
‖A‖k,
and so if ‖A‖ < 1, then
lim
k→∞
‖Ak‖ = 0.
2.6 Relation between Norms and the Spec-
tral Radius of a Matrix.
We next recall some results that relate the spectral radius of a matrix
to matrix norms.
Theorem 2. [8, p. 297, Theorem 5.6.9] For any induced matrix norm
‖.‖ and for A ∈ Cn×n, we have
ρ(A) 6 ‖A‖ (2.32)
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Proof. Let λ be the eigenvalue of A corresponding to the spectral radius
i.e ρ(A) = |λ| and z be the corresponding eigenvector.
consider
Az = λz
‖Az‖ = ‖λz‖
= |λ|‖z‖
= ρ(A)‖z‖
ρ(A) =
‖Az‖
‖z‖ 6 maxx6=0
‖Ax‖
‖x‖ = ‖A‖
hence
ρ(A) 6 ‖A‖
The inequality (2.32) and the l1 and l∞ norms yield useful bounds on
the eigenvalues and the maximum absolute row and column sums of
matrices. The modulus of any eigenvalue is no greater than the largest
sum of absolute values of the elements in any row or column.
The inequality (2.32) and equation (2.25) also yield a minimum
property of l2 norm of a symmetric matrix A:
‖A‖2 = ρ(A) 6 ‖A‖. (2.33)
for any matrix norm ‖ · ‖.
Theorem 3. [8, p. 299] Let A ∈ Cn×n be a complex-valued matrix,
ρ(A) its spectral radius and ‖ · ‖ a consistent matrix norm; for each
k ∈ N : then
ρ(A) 6 ‖Ak‖1/k ∀k ∈ N (2.34)
Proof. Let (x, λ) be an eigenvector-eigenvalue pair for a matrix A. As
a consequence, since ‖ · ‖ is consistent, we have
|λk|‖x‖ = ‖λkx‖ = ‖Akx‖ 6 ‖Ak‖‖x‖
and since x 6= 0 for each λ we have
|λk| 6 ‖Ak‖
and therefore
ρ(Ak) 6 ‖Ak‖1/k
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(ρ(A))k 6 ‖Ak‖1/k
ρ(A) 6 ‖Ak‖1/k
Theorem 4. [18, p. 31, Theorem 2.8] Let A ∈ Cn×n and ε > 0. Then,
there exist a consistent matrix norm ‖.‖ (depending on ε) such that
‖A‖ 6 ρ(A) + ε (2.35)
Proof. By Schur triangularization theorem, ∃ a unitary matrix U and
an upper triangular matrix T such that U∗AU = T = Λ +N in which
Λ is diagonal and N is strictly upper triangular.
For α > 0, let
Gα = diag(1, α, ..., α
n−1)
Then for i < j the (i, j)-element of G−1NG is νijαj−i. Since for i < j
we have αj−i → 0 as α → 0, there is an α such that ‖G−1NG‖1 < .
It follows that
‖G−1U∗AUG‖1 = ‖Λ +G−1NG‖1
6 ‖Λ‖1 + ‖G−1NG‖1 = ρ(A) + 
Define the matrix norm ‖ · ‖ on Mn by
‖B‖ = ‖(UG−1α )−1B(UG−1α )‖1, B ∈Mn
Let us compute
‖A‖ = ‖(UG−1α )−1A(UG−1α )‖1
= ‖GαU∗AUG−1α ‖1 = ‖Λ +GαNG−1α ‖1
6 max
16j6n
|λj|+  = ρ(A) + 
This completes the proof.
Theorem 5. [8, p. 298, Theorem 5.6.12] Let A ∈ Cn×n then
lim
k→∞
Ak = 0 ⇔ ρ(A) < 1 (2.36)
Proof. Assume ρ(A) < 1. By theorem (4), there exists  > 0 and a
consistent matrix norm ‖.‖ such that ‖A‖ 6 ρ(A) + ε < 1.
Now
‖Ak‖ 6 ‖A‖k 6 (ρ(A) + ε)k < 1.
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Thus limk→∞ ‖Ak‖ = 0. and then ‖ limk→∞Ak‖ = 0,
therefore
lim
k→∞
Ak = 0.
Conversely, assume that
lim
k→∞
Ak = 0.
Let Ax = λx, x 6= 0, then Akx = λkx.
( lim
k→∞
Ak)x = lim
k→∞
λkA =⇒ |λ| < 1
therefore
ρ(A) < 1.
Theorem 6. [8, p. 299, Corollary 2.6.14] Let ‖ · ‖ be a matrix norm
on Mn. Then
lim
k→∞
‖Ak‖1/k = ρ(A) (2.37)
for all A ∈Mn.
Proof. Since, from inequality (2.33) and the fact that ρ(A)k = ρ(Ak),
we have ρ(A) 6 ‖Ak‖1/k for all k = 1, 2.... Now for any  > 0, the
matrix ρ(A/(ρ(A) + )) < 1 and so
lim
k→∞
(A/(ρ(A) + )k = 0
from equation (2.18); hence,
lim
k→∞
‖Ak‖
(ρ(A) + )k
= 0
There is therefore a positive integer M such that
‖Ak‖
(ρ(A) + )k
< 1 for all k > M,
and hence
‖Ak‖1/k < (ρ(A) + ) for k > M.
We have therefore, for any  > 0,
ρ(A) 6 ‖Ak‖1/k < ρ(A) +  for k > M
and thus
lim
k→∞
‖Ak‖1/k = ρ(A)
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2.7 Sensitivity of Linear Systems
2.7.1 Condition Numbers
In this section we introduce and discuss the condition number of
a matrix. The condition number of A ∈ Cn×n is a simple but important
in the numerical analysis of a linear system Ax = b (x, b ∈ Cn). Assume
that detA 6= 0 so that x is the unique solution of the equation. The
condition number provides a measure of ill-posedness of the system,
which means how large the change in the solution can be relative to
the change in the determinant.
In general terms, a problem is said to be stable, or well condi-
tioned if ”small” causes (perturbations in A or b) give rise to ”small”
effects (perturbation in x).
Perturbation in b
Consider the linear system
Ax = b (2.38)
where A ∈ Cn×n is nonsingular and b ∈ Cn is nonzero. The system has
a unique solution x. Now suppose that A (non-singular) is fixed and b
is perturbed to a new vector b + δb and consider the perturbed linear
system is
Axˆ = b+ δb
A(x+ δx) = b+ δb. (2.39)
This system also has a unique solution xˆ, which is hoped to be not too
far from x, and δb ∈ Cn represents the perturbations in b. Subtract
both the system to get,
Aδx = δb
δx = A−1δb
take the norms to get
‖δx‖ = ‖A−1δb‖ 6 ‖A−1‖‖δb‖
‖xˆ− x‖ 6 ‖A−1‖‖δb‖ (2.40)
this gives an upper bound on the absolute error in x.
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1. small ‖A−1‖ means that ‖δx‖ is small when ‖δb‖ is small.
2. large ‖A−1‖ means that ‖δx‖ can be large, even when ‖δb‖ is
small.
To estimate the relative error, note that
Ax = b
gives
‖b‖ = ‖Ax‖
‖b‖ 6 ‖A‖‖x‖
1
‖x‖ 6 ‖A‖
1
‖b‖ (2.41)
from equation (2.40) and equation (2.41) we get,
‖xˆ− x‖
‖x‖ 6 ‖A‖‖A
−1‖‖δb‖‖b‖
‖δx‖
‖x‖ 6 ‖A‖‖A
−1‖‖δb‖‖b‖ (2.42)
The quantity κ(A) = ‖A‖‖A−1‖ is called the condition number of A.
This equation says
”relative change in x 6Condition number times relative change in b”.
1. small κ(A) means ‖δx‖‖x‖ is small when
‖δb‖
‖b‖ is small
2. large κ(A) means ‖δx‖‖x‖ can be large when
‖δb‖
‖b‖ is small
Definition 14. The p-condition number κp(A) of a matrix (with re-
spect to inversion) is defined by
κp(A) = ‖A‖p‖A−1‖p
We set κp =∞ if A is not invertible.
If
Ax = b
and
A(x+ δx) = b+ δb
then the relative error satisfies
‖δx‖
‖x‖ 6 κp(A)
‖δb‖
‖b‖
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Perturbation in A
So far we have considered only the effect of perturbing b. We must
also consider perturbations of A while keeping b fixed, so that we are
interested in the exact solution of (A+ δA)(x+ δx) = b.
Now let us consider the relationship between the solution of
Ax = b (2.43)
and the perturbed linear system
(A+ δA)xˆ = b.
Let δx = xˆ− x, so that xˆ = x+ δx then
(A+ δA)(x+ δx) = b. (2.44)
Subtraction and rearrange to get
Aδx = δA(x+ δx). (2.45)
Assume that δA is small enough so that δx is small and that ‖δx‖ =
O(‖δA‖) then
‖(δA)(δx)‖ 6 ‖δA‖‖δx‖ = O(‖δA‖2)
so to first order in δA, we have
A(δx) + (δA)x ≈ 0
δx ≈ −A−1δAx.
Take norm we get
‖δx‖
‖x‖ 6 ‖A
−1‖‖δA‖,
to first order. Multiplying and dividing the right hand side by ‖A‖ we
obtain the bound in the following form
‖δx‖
‖x‖ 6 ‖A
−1‖‖A‖‖δA‖‖A‖ , (2.46)
to first order in ‖δA‖.
The quantity κ(A) = ‖A−1‖‖A‖ appears in both equation (2.42)
and equation (2.46) serves as a measure of how perturbation in the
data of the problem Ax = b affects the solution. An example of using
Norms to solve a linear system of equations.
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Example 9. We will consider an innocent looking set of equations that
results in a large condition number.
Consider the linear system Wx = b, where W is the Wilson Matrix[16].
W =

10 7 8 7
7 5 6 5
8 6 10 9
7 5 9 10

and the vector
x =

1
1
1
1

so that
Wx = b =

32
23
33
31

Now suppose we actually solve
Wxˆ = b+ δb =

32.1
22.9
33.1
30.9
 ,
i.e.,
δb =

+0.1
−0.1
+0.1
−0.1
 .
First, we must find the inverse of W :
W−1 =

25 −41 10 −6
−41 68 −17 10
10 −17 5 −3
−6 10 −3 2

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Then from Wxˆ = b+ δb, we find
xˆ = W−1b+W−1δb =

1
1
1
1
+

8.2
−13.6
3.5
−2.1

It is clear that the system is sensitive to changes, a small change
to b has had a very large effect on the solution. So the Wilson Matrix
is an example of an ill-conditioned matrix and we would expect the con-
dition number to be very large.
To evaluate the condition number, K(W ) for the Wilson Matrix
we need to select a particular norm. First, we select the 1-norm(maximum
column sum of absolute values) and estimate the error
‖W‖1 = 33 and ‖W−1‖1 = 136
and hence,
K1(W ) = ‖W‖1 × ‖W−1‖1 = 33× 136 = 4488
which of course is considerably bigger than 1.
Remember that ‖xˆ− x‖1
‖x‖1 6 K1(W )
‖δb‖1
‖b‖1
such that the
error in x 6 4488× 0.4
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≈ 15
So far, we have used the 1-norm but If one is interested in the
error in individual components of the solution then it is more natural
to look at the ∞− norm.
Since W is symmetric, ‖W‖1 = ‖W‖∞ and ‖W−1‖1 = ‖W−1‖∞ so,
‖xˆ− x‖∞
‖x‖∞ 6 K∞(W )
‖δb‖∞
‖b‖∞ 6 4488×
0.1
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' 13.6
This is exactly equal to the biggest error we found, so a very
realistic estimate. For this example, the bound provides a good estimate
of the scale of any change in the solution.
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Theorem 7. [?, p. 105, Theorem 2.3.18] If A is nonsingular, and
‖δA‖
‖A‖ <
1
κ(A)
, Ax = b, and (A+ δA)(x+ δx) = b, then
‖δx‖
‖x‖ 6
κ(A)‖δA‖‖A‖
1− κ(A)‖δA‖‖A‖
(2.47)
Proof. The equation
(A+ δA)(x+ δx) = b
can be rewritten as
Ax+ Aδx+ δA(x+ δx) = b
using the fact that Ax = b and rearranging the terms, we find that
δx = −A−1δA(x+ δx)
using the various properties of the vector norm and its induced matrix
norm, we have that
‖δx‖ 6 ‖A−1‖‖δA‖(‖x‖+ ‖δx‖) = κ(A)‖δA‖‖A‖ (‖x‖+ ‖δx‖)
now rewrite the inequality as
(1− κ(A)‖δA‖‖A‖ )‖δx‖ 6 κ(A)
‖δ‖
‖A‖‖x‖
The assumption ‖δA‖‖A‖ <
1
κ(A)
guarantees that the factor that
multiplies ‖δx‖ is positive, so we can divide by it without reversing the
inequality. If we also divide through by ‖x‖, we get
‖δx‖
‖x‖ 6
κ(A)‖δA‖‖A‖
1− κ(A)‖δA‖‖A‖
Theorem 8. [8, p. 301, Corollary 5.6.16] Let A ∈ Mn, and assume
that ρ(A) < 1. Then there exists a submultiplicative norm ‖ · ‖ on Mn
such that if ‖A‖ < 1 then I − A is invertible and
(I − A)−1 =
∞∑
k=0
Ak (2.48)
1
1 + ‖A‖ 6 ‖(I − A)
−1‖ 6 1
1− ‖A‖ (2.49)
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Proof. Since ρ(A) < 1, we deduce that I − A is nonsingular. Assume
I − A is singular. Take z 6= 0. Then
‖(I − A)z‖ = ‖z − Az‖ > ‖z‖ − ‖Az‖ > (1− ‖A‖)‖z‖
follows for all z. From (1 − ‖A‖) > 0 it follows that ‖(I − A)z‖ > 0
for z 6= 0; that is, (I −A)z = 0 has only the trivial solution x = 0, and
thus (I − A) is nonsigular. Note that
(I − A)
∞∑
k=0
Ak =
∞∑
k=0
Ak −
∞∑
k=1
Ak = I +
∞∑
k=1
Ak −
∞∑
k=1
Ak = I
Hence
(I + A)−1 =
∞∑
k=0
Ak
Since ‖A‖ < 1. For any submultiplicative norm. Then
(I − A)−1 =
∞∑
k=0
Ak
so
‖(I − A)−1‖ = ‖
∞∑
k=0
Ak‖ 6
∞∑
k=0
‖Ak‖ 6
∞∑
k=0
‖A‖k = (I − ‖A‖)−1
Thus proving the right hand inequality of (2.49)
‖(I − A)−1‖ 6 1
(I − ‖A‖) (2.50)
Furthermore, the equality ‖I‖ = 1 holds, so that
1 = ‖I‖ = ‖(I − A)(I − A)−1‖ 6 ‖(I − A)(I − A)−1‖
6 ‖I − A‖‖(I − A)−1‖
6 ‖(I + ‖A‖)‖(1− A)−1
1
(I + ‖A‖) 6 ‖(I − ‖A‖)
−1 (2.51)
which yields the left-hand inequality in (2.49). Hence,
1
1 + ‖A‖ 6 ‖(I − A)
−1‖ 6 1
1− ‖A‖
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Lemma 2. [?, p.212, Lemma 4.4.14] Assume that A ∈ Cn×n satisfies
‖A‖ < 1 in some induced matrix norm. Then I + A is invertible and
‖(I + A)−1‖ 6 1
1− ‖A‖
Proof. For all x ∈ Cn, x 6= 0
‖(I + A)x‖ = ‖x+ Ax‖
> ‖x‖ − ‖Ax‖ > ‖x‖ − ‖A‖‖x‖ = ‖x‖(1− ‖A‖) > 0
Thus I + A is invertible.
Moreover, the equality ‖I‖ = 1 holds, so that
1 = ‖I‖ = ‖(I + A)−1(I + A)‖
= ‖(I + A)−1 + (I + A)A‖
1 > ‖(I + A)−1‖ − ‖(I + A)−1A‖‖A‖
1 > ‖(I + A)−1‖(1− ‖A‖)
consequently,
‖(I + A)−1‖ 6 1
1− ‖A‖ .
Let us consider an example
Example 10. Consider the matrix,
B =
 1 1/4 1/41/4 1 1/4
1/4 1/4 1

then
A = B − I =
 0 1/4 1/41/4 0 1/4
1/4 1/4 0

Note: If ‖A‖ 6 1 then ‖B−1‖ = ‖(I + A)−1‖ 6 1
1−‖A‖
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Using the infinity norm, ‖A‖∞ = 12 < 1, so
‖B−1‖∞ 6 1
1− 1/2 = 2
and‖B‖∞ = 1.5. Hence,
K∞(B) = ‖B‖∞‖B−1‖∞ 6 1.5× 2
or K∞(B) 6 3, which is quite modest.
Theorem 9. [?, p. 106, Theorem 2.3.20] If A is nonsingular,
‖δA‖
‖A‖ <
1
κ(A)
, Ax = b and (A+ δA)(x+ δx) = b+ δb,
then
‖δx‖
‖x‖ 6
κ(A)(‖δA‖‖A‖ +
‖δb‖
‖b‖ )
1− κ(A)‖δA‖‖A‖
(2.52)
Proof. Consider Ax = b, and the perturbed linear system
(A+ δA)(x+ δx) = b+ δb. (2.53)
Note that
‖A−1δA‖ 6 ‖A−1‖‖δA‖ 6 κ(A)‖δA‖‖A‖ < 1
Then due to Lemma 2, (I + A−1δA) is invertible and it follows that
‖I + A−1δA‖ 6 1
1− ‖A−1δA‖ 6
1
1− ‖A−1‖‖δA‖ (2.54)
on the other hand, solving for δx in equation (2.53) and recalling that
Ax = b one gets.
δx = (1 + A−1δA)A−1(δb− δAx) (2.55)
from which, passing to the norm and using equation (2.54) it follows
that
‖δx‖ 6 ‖A
−1‖
1− ‖A−1‖‖δA‖(‖δb‖+ ‖δA‖‖x‖)
finally dividing both sides by ‖x‖ (which is nonzero since ‖b‖ 6= 0 and
A is nonsingular) and noticing that ‖x‖ > ‖b‖‖A and hence the result
follows
‖δx‖
‖x‖ 6
κ(A)( ‖δb‖b‖ +
‖δA‖
‖A‖ )
1− κ(A)‖δA‖
A‖
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Summary
1. κ(A) is defined for non-singular matrix
2. κ(A) > 1 for all A
since 1 = ‖I‖ = ‖AA−1‖ 6 ‖A‖‖A−1‖ = κ(A)
3. A is a well-conditioned matrix if κ(A) is small(close to 1), the
relative error in x is not much larger than the relative error in b.
4. A is badly condition or ill-condition if κ(A) is large, the relative
error in x can be much larger than the relative error in b.
5. The matrix A is said to be perfectly conditioned if κ(A) = 1.
6. The condition number depends on the matrix A and particular
operator norm being used.
7. it is usual to define κ(A) =∞ whenever A is not invertible.
8. κ(AB) 6 κ(A)κ(B) for any pair of n×n matrices A and B.
9. some quick facts about κ(A)
(a) κ(αA) = κ(A) where α is a nonzero scalar.
(b) κ(A−1) = κ(A)
(c) κ(AT ) = κ(A)
(d) κ(I) = 1
(e) for any diagonal matrix D
κ(D) =
max|di|
min|di|
(f) In the 2-norm, orthogonal matrices are perfectly conditioned
in that κ2(Q) = 1 if Q is orthogonal. i.e Q
TQ = I
10. Any two condition numbers κα(.) and κβ(.) on Rn×n are equivalent
in that constants c1 and c2 can be found for which
c1κα(A) 6 κβ(A) 6 c2κα(A) A ∈ Rn×n (2.56)
For example, on Rn×n we have
1
n
κ2(A) 6 κ1(A) 6 nκ2(A) (2.57)
1
n
κ∞(A) 6 κ2(A) 6 nκ∞(A) (2.58)
1
n2
κ1(A) 6 κ∞(A) 6 n2κ1(A) (2.59)
Thus, if a matrix is ill-conditioned in the α-norm, it is ill-conditioned
in the β-norm modulo the constants c1 and c2 above.
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2.8 Eigenvalues and Eigenvectors
Many practical problems in engineering and physics lead to eigen-
value problems. In this section, we present the basic facts about eigen-
values and eigenvectors. From a geometrical viewpoint, the eigenvector
indicate the directions of pure stretch and the eigenvalues the extent of
stretching. Most matrices are complete, meaning that their (complex)
eigenvectors form a basis of the underlying vector space. A particu-
larly important class are the symmetric matrices whose eigenvectors
form an orthogonal basis of Cn. A non-square matrix A does not have
eigenvalues. The numerical computation of eigenvalues and eigenvec-
tors is a challenging issue in numerical linear algebra. In other words,
to diagonalize a square matrix.
To find the root λi, we have to compute the characteristic poly-
nomial p(λ) = det(A−λiI) and then (A−λi)x = 0 for the eigenvectors.
However, this procedure is not satisfactory. We discuss two methods.
The power method and the QR iteration will find only the eigenvalues
but for general matrices. For the eigenvectors we still have to solve the
equations (A− λi)x = 0 one by one.
We inaugurate our discussion of eigenvalues and eigenvectors
with the basic definition.
Definition 15. Let A ∈ Cn×n(orRn×n) be a square matrix. A scalar λ
is called an eigenvalue of A if there is a non-zero vector x 6= 0, called
an eigenvector, such that
Ax = λx x 6= 0 (2.60)
In other words, the matrix A stretches the eigenvector x by an
amount specified by the eigenvalue λ. The requirement that the eigen-
vector x be nonzero is important, since x = 0 is a trivial solution to the
eigenvalue equation (2.60) for any scalar λ. The eigenvalue equation
(2.60) is a system of linear equations for the entries of the eigenvector
x provided that the eigenvalue λ is specified in advance.
Let us begin by rewriting the equation in the form
(A− λI)x = 0 (2.61)
where I is the identity matrix of the correct size. Now, for given λ
equation (2.61) is a homogeneous linear system for x and always has
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the trivial zero solution x = 0. But we are specifically seeking a nonzero
solution.
A homogeneous linear system has a nonzero solution x if and
only if its coefficient matrix, which is in this case is A − λI, is singu-
lar. This observation is the key to resolving the eigenvector equation.
An eigenvector is a special vector that is mapped by A into a vector
parallel to itself. The length is increased if |λ| > 1 and decreased if
|λ| < 1. The set of distinct eigenvalues is called the spectrum of A and
is denoted by σ(A).
Theorem 10. [?, p. 205, Theorem 4.2.3] For any A ∈ Cn×n we have
λ ∈ σ(A), if and only if
det(A− λI) = 0.
Proof. Suppose (λ, x) is an eigenpair for A. The equation Ax = λx can
be written (A− λI)x = 0. Since x is nonzero the matrix A− λI must
be singular with a zero determinant.
Conversely, if det(A − λI) = 0 then A − λI is singular and
(A− λI)x = 0 for some nonzero x ∈ Cn×n. Thus Ax = λx and (λ, x) is
an eigenpair for A.
2.8.1 The characteristic polynomial
The eigenvalue-eigenvector equation(2.60) can be rewritten as
(A− λI)x = 0, x 6= 0 (2.62)
Thus, λ ∈ σ(A) if and only if A− λI is a singular matrix, that is
det(A− λI) = 0 (2.63)
equation (2.63) is called the characteristic equation of A and det(A−λI)
is called the characteristic polynomial of A, is defined by
pA(λ) = det(A− λI) (2.64)
The fact that pA(λ) is a polynomial of degree n whose leading
term is (−1)nλn comes from the diagonal product ∏nk=1(akk−λ). Since
pA(λ) has degree n, it follows from (2.64) and Fundamental Theorem of
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Algebra that every n×n matrix A has exactly n (possibly repeated and
possibly complex) eigenvalues, namely the roots of pA(λ). If we denote
them by λ1, λ2, ..., λn, then pA(λ) can be factored as
pA(λ) = (−1)n(λ− λ1)(λ− λ2)...(λ− λn) =
n∏
j=1
(λj − λ) (2.65)
If we take λ = 0 in (2.64) and (2.65) we see that
det(A) = λ1λ2...λn = constant term of pA(λ) (2.66)
So A is invertible if and only if all eigenvalues are nonzero, in which
case multiplying (2.60) by λ−1A−1 gives A−1x = (1/λ)x. Thus
(λ, x)is an eigenpair for A ⇐⇒ ( 1
λ
, x)is an eigenpair for A−1 (2.67)
To illustrate the concept of eigenvalues and eigenvectors let us
see the following examples.
Example 11. Consider the 3× 3 matrix
A =
 3 −6 −71 8 5
−1 −2 1

Then, expanding the determinant, we find
det(A− λI) = 0
λ3 − 12λ2 − 44λ+ 48 = 0
This can be factored as
λ3 − 12λ2 − 44λ+ 48 = (λ− 2)(λ− 4)(λ− 6) = 0
so the eigenvalues are 2, 4 and 6.
For each eigenvalue, the corresponding eigenvectors are found by solv-
ing the associated homogenous linear system equ(2.15). For the first
eigenvalue, the eigenvector equation is
(A− 2I)x =
 1 −6 −71 6 5
−1 −2 −1
 x1x2
x3
 =
 00
0

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or
x1 − 6x2 − 7x3 = 0
x1 + 6x2 + 5x3 = 0
−x1 − 2x2 − x3 = 0
The simplified form is
2x1 − 2x3 = 0
4x2 + 4x3 = 0
so
X1 =
 x3−x3
x3
 = x3
 1−1
1

and so as eigenvector for the eigenvalue λ1 = 2 is
X1 =
 1−1
1

These steps can be done with MATLAB using poly and root. If A
is a square matrix, the command poly(A) computes the characteristic
polynomial, or rather, its coefficients.
>> A=[3 -6 -7; 1 8 5; -1 -2 1];
>> p=poly(A)
p =
1.0000 -12.0000 44.0000 -48.0000
Recall that the coefficient of the highest power comes first.
The function roots takes as input a vector representing
the coefficients of a polynomial and returns the roots.
>> roots(p)
ans =
6.0000
4.0000
2.0000
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To find the eigenvector(s) for eigenvalue 2, we must
solve the homogenous equation (A-2I)x=0.
Recall that eye(n) is the n x n identity matrix I
>> rref(A-2*eye(3))
ans =
1 0 -1
0 1 1
0 0 0
From this we can read off the solution
X1 =
 1−1
1

Similarly we find for λ2 = 4 and λ3 = 6 that the corresponding eigen-
vectors are
X2 =
 −1−1
1
 , X3 =
 −21
0

The three eigenvectors X1,X2 and X3 are lineraly independent and form
a basis for R3.
The MATLAB command for finding eigenvalues and eigenvectors is
eig. The command eig(A) lists the eigenvalues
>> eig(A)
ans =
4.0000
2.0000
6.0000
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while the variant [X,D] = eig(A) returns a matrix X whose columns
are eigenvectors and a diagonal matrix D whose diagonal entries are
the eigenvalues.
>> [X,D]=eig(A)
X =
0.5774 0.5774 -0.8944
0.5774 -0.5774 0.4472
-0.5774 0.5774 0.0000
D =
4.0000 0 0
0 2.0000 0
0 0 6.0000
Notice that the eigenvalues have been normalized to have length one.
Also, since they have been computed numerically, they are not exactly
correct.
2.9 The Multiplicities of an Eigenvalues
Let A ∈Mn and the characteristic polynomial pA(λ) is
pA(λ) =
n∏
j=1
(λj − λ) (2.68)
where λj ∈ σ(A) = {λ1, λ2, ..., λn}
Definition 16. For a given λ ∈ σ(A), the set {x 6= 0|x ∈ N(A− λI)}
of all vectors x ∈ Cn satisfying Ax = λx is called the eigenspace of A
corresponding to the eigenvalue λ. Note that every nonzero element of
this eigenspace is an eigenvector of A corresponding to λ.
Definition 17. The algebriac multiplicity of a λ is the number of
times the factor (λj − λ) appears in equation (2.68). In other words,
alg multA(λj) = αj if and only if (λ1 − λ)α1(λ2 − λ)α2 ...(λn − λ)αn = 0
is the characteristic equation of A.
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Definition 18. The geometric multiplicity of λ is dimN(A − λI). In
other word, geo multA(λ) is the maximal number of linearly indepen-
dent eigenvectors associated with λ.
Let us illustrate an example.
Example 12. Consider the matrix
A =
(
0 1
0 0
)
we compute the characteristic polynomial pA(λ) of A is
pA(λ) = det(A− λI) = λ2
has only one distinct eigenvalue, λ = 0, that is repeated twice, so
alg multiplicityA(λ) = alg multiplicityA(0) = 2.
But
dimN(A− λI) = dimN(A− 0I) = dimN(A) = 1
⇒ geo multA(0) = 1
Hence, in other words, there is only one linearly independent eigenvec-
tor associated with λ = 0 even though λ = 0 is repeated twice as an
eigenvalue.
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Chapter 3
Matrix Functions
The concept of a matrix function play a widespread role in many
areas of linear algebra and has numerous applications in science and en-
gineering, especially in control theory and, more generally, differential
equations where exp(At) play prominent role.
For example, Nuclear magnetic resonance: Solomon equations
dM/dt = −RM, M(0) = I
where M(t) =matrix of intensities and R =symmetric relaxation ma-
trix. In the case n = 1 the series is M = e−tR with M,R, I ∈ Mn.
Where e−tR is suitably defined for R ∈Mn.
Matrix functions in general are an interesting area in matrix
analysis. A matrix function can have various meanings, but we will be
only concerned with a definition that is based on a scalar function, f .
Given a scalar function f of the scalar x defined in terms of +,−,×,÷.
We define a matrix value function of A ∈Mn, by replacing each occur-
rence of x by A. The resulting function of A is a n× n matrix.
For example,
1. if f(x) = x2, we have f(A) = A2;
2. if f(x) = x+1
x−1 , x 6= 0 then we have f(A) = (A + I)(A − I)−1 if
1 /∈ Λ(A)
3. if f(x) = 1+x
2
1−x x 6= 0 then we have f(A) = (I + A2)(I − A)−1 if
1 /∈ Λ(A)
where Λ(A) denotes the set of eigenvalues of A, which is called
the spectrum of A.
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Similarly scalar functions defined by a power series extend to
matrix functions, such as
If f(x) = log(1 + x) = x− x
2
2
+
x3
3
− x
4
4
+ ...,
Then
f(A) = log(1 + A) = A− A
2
2
+
A3
3
− A
4
4
+ ...,
One can show that this series converges ⇔ ρ(A) < 1.
Many power series have an infinite radius of convergence such as
cos(x) = 1− x
2
2!
+
x4
4!
− ...
This generates
cos(x) = I − A
2
2!
+
A4
4!
− ...
Again one can show that this converges for all A ∈Mn.
This approach to defining a matrix function is sufficient for a
wide rage of functions, but it does not provide a definition for a general
matrix function, also it does not necessarily provide a good way to
numerically evaluate f(A). So will consider alternate definitions.
3.1 Definitions of f (A)
A function of a matrix can be defined in several ways, of which
the following three are the most generally useful.
3.1.1 Jordan Canonical Form
Most problems related to a matrix A can be easily solved if the matrix
is diagonalizable. But as we have seen with
A =
(
0 1
0 0
)
not every square matrix is diagonalizable over C or (R). However by us-
ing similarity transformations every square matrix can be transformed
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to a matrix which is ”nearly diagonal” in a certain sense. This nearly
diagonal matrix is known as the Jordan Canonical Form and is im-
portant both for theoretical purpose and practical applications. Let us
consider the following example.
Example 13. Consider the matrix
A =
(
2 3
0 2
)
.
The eigenvalues are λ1 = λ2 = 2, but only one linearly independent
eigenvector. (
2 3
0 2
)(
x1
x2
)
= 2
(
x1
x2
)
3x2 = 0
and the corresponding eigenvector is
x =
(
1
0
)
Definition 19. A Jordan block Jk(λ) is a k×k upper triangular matrix
which has square matrices of various sizes placed across the diagonal
and every diagonal entry is λ, for some λ ∈ C, and every entry just
above the main diagonal is 1. All other entries are 0.
The matrix
Jk(λk) =

λk 1
λk
. . .
. . . 1
λk
 ∈ Cmk×mk (3.1)
is called a Jordan block of size mk with eigenvalues λk and n =
∑p
k=1mp
The scalar λ appears k times on the main diagonal and +1 appears
(k − 1) times on the superdiagonal. For example.
– a Jordan block of size 1 is simply the 1× 1 matrix is
J1(λ) =
(
λ
)
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– Jordan block of size 2 is simply the 2× 2 matrix is
J =
(
λ 1
0 λ
)
– a Jordan block of size 3 is simply the 3× 3 matrix is
J =
 λ 1 00 λ 1
0 0 λ
 .
Example 14. The following are in Jordan Canonical Form:
J2 =
(
4 1
0 4
)
, J2 =
(
2 0
0 6
)
, J2 =
(
3 0
0 3
)
J3 =
 2 1 00 2 1
0 0 2
 , J3 =
 1 0 00 1 0
0 0 10

J3 =
 7 0 00 −8 0
0 0 −8
 , J3 =
 5 1 00 5 0
0 0 −9

Definition 20. Any matrix A ∈ Cn×n (not necessarily diagonalizable)
can be expressed in the Jordan canonical form
X−1AX = J = diag(J1(λ1), J2(λ2), ...Jp(λp)) (3.2)
J =

J1
J2
. . .
Jk
 .
Where X is nonsingular and m1 +m2 + ...+mp = n. Where
Jk = Jk(λk) =

λk 1
λk
. . .
. . . 1
λk
 ∈ Cmk×mk (3.3)
and λk are the eigenvalues of A. The Jordan matrix J is unique up to the
ordering of the blocks Jk, but the transforming matrix X is not unique.
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Observations and applications
[8, p. 129 §3.2.1]
1. The number k of Jordan blocks is the number of linearly indepen-
dent eigenvectors of J.
2. The matrix J is diagonalizble if and only if k = n.
3. The number and dimensions of the Jordan matrix J ∈ Cm×m is a
direct sum of Jordan blocks.
4. A Jordan matrix is not completely determined in general by a
knowledge of the eigenvalues and the dimension of their general-
ized and standard eigenspaces. One must also know the sizes of
the Jordan blocks corresponding to each eigenvalue.
5. The size of the largest Jordan block corresponding to an eigenvalue
λ is the multiplicity of λ as a root of the minimal polynomial.
6. The size of the Jordan blocks corresponding to a given eigenvalue
are determined by a knowledge of the ranks of certain powers. For
example, if
J =

2 1 0
0 2 1
0 0 2
2 1
0 2
2 1
0 2
2

then
J − 2I = J =

0 1 0
0 0 1
0 0 0
0 1
0 0
0 1
0 0
0

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(J − 2I)2 =

0 0 1
0 0 0
0 0 0
0 0
0 0
0 0
0 0
0

and (J − 2I)3 = 0. Thus we know that
(J − 2I)3 = 0 rank(J − 2I)2 = 1 rank(J − 2I) = 4
This list of numbers is sufficient to determine the block structure
of J. The fact that (J−2I)3 tells us that the largest block has order
3. The rank of (J−2I)2 will be the number of blocks of order 3, so
there is only one. The rank of (J − 2I) is the twice the number of
blocks of order 3 plus the number of blocks of order 2, so there are
two of them. The number of blocks of order 1 is 8-(2×2)-3=1. A
similar procedure can be applied to direct sums of Jordan blocks of
any size. if J is such a direct sum corresponding to the eigenvalue
λ, then the smallest integer k1 such that (J −λI)k1 = 0 is the size
of the largest block. The rank of (J − λI)k1−1 is the number of
blocks of order k1, the rank of (J −λI)k1−2 is twice the number of
blocks of order k1 plus the number of blocks of size k1− 1, and so
forth.The sequence of ranks of (J−λI)k1−i, i = 0, 1, 2, ..., k1−1,
recursively determines the orders of all the blocks in J.
7. The Jordan canonical form of a matrix can be used to compute
powers of a matrix, even if the matrix is not diagonalizable. For
example, if
A = XJX−1
A2 = XJX−1XJX−1 = XJ2X−1
and, in general,
Am = XJmX−1
It is easy to compute powers of a Jordan block Jk. We have
Jk(λ) = (λI +N) ∈Mk
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where
N ≡ Jk(0) =

0 1 0
. . . . . .
. . . 1
0 0

Since Nmk = 0 for all m > k
Jmk (λ) = (λI +Nk)
m =
m∑
i=0
m!
i!(m− i)!λ
m−iN ik
Which yields for m > nk.
Jmk (λ) =

λm Cm1 λ
m−1 · · · Cnk−1nk−1λm−(nk−1)
λm
. . .
...
. . .
...
λm

where Cnr =
n!
r!(n−r)!
For example
J3k (λ) =
 λ 1 00 λ 1
0 0 λ
3 =
 λ3 3λ2 3λ0 λ3 3λ2
0 0 λ3

8. Using the Jordan Canonical Form to solve Linear systems of ODEs.
Let A ∈ Mn be given, and consider the system of first order dif-
ferential equations
y
′
(t) = Ay(t), y(0) = y0 (3.4)
Using the Jordan form, we can rewrite eq(2) as
y
′
(t) = XJX−1y(t).
Multiplying through by X−1 yields
X−1y
′
(t) = JX−1y(t),
which can be rewritten as
z
′
(t) = Jz(t) (3.5)
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where z(t) = X−1y(t). The new initial condition is
z(0) = z0 = X
−1y0.
If we assume that J is a diagonal matrix (because A has a full set
of linearly independent eigenvectors), then the system decouples
into scalar equations of the form
z
′
k = λkzk(t) (3.6)
where λk is an eigenvalue of A. This equation has the solution
zk(t) = e
λktzk(0),
X−1yk(t) = eλktX−1yk(0)
yk(t) = Xe
λktX−1yk(0)
y(t) = X
 e
λ1t
. . .
eλkt
X−1y(0)
If the eigenvalue λk is real, this is a simple exponential, if λk =
ak + ibk is complex, it is an oscillatory term
yk(t) = Xe
akt[cos(bkt) + isin(bkt)]X
−1yk(0) (3.7)
Definition 21. A nonzero vector x is said to be a generalized eigen-
vector of A of rank k associated with the eigenvalue λ if
(A− λIn)kx = 0 and(A− λIn)k−1x 6= 0.
Note that if k = 1, this is the usual definition of an eigenvector. For a
generalized eigenvector x of rank k > 1 belonging to an eigenvalue λ,
define
xk = x,
xk−1 = (AλI)xk = (AλI)x,
xk−2 = (AλI)xk−1 = (AλI)2x,
...
x2 = (AλI)x3 = (AλI)
k−2x,
x1 = (AλI)x2 = (AλI)
k−1x,
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This approach also work for when the Jordan canonical form of A is
not diagonalizable. Here is a simple example. Take
A =
(
λ 1
0 λ
)
Then J = A, X = I, and
y′(t) = Ay(t)
y(t) = etAy(0)
y(t) =
(
eλt eλt
0 eλt
)(
y1(0)
y2(0)
)
y(t) = eλt
(
y1(0) + y2(0)
y2(0)
)
For the computation of Jordan Canonical Form, we illustrate an exam-
ple.
Example 15.
A =
 1 2 30 1 4
0 0 1

The characteristic polynomial
det(A− λI) = (1− λ)3 = 0
Then the eigenvalues are λ1 = λ2 = λ3 = λ = 1
the eigenvector x1 for λ1 = 1 is
(A− λI)x1 =
 0 2 30 0 4
0 0 0
 xy
z
 =
 00
0

x1 =
 10
0

Using the generalized eigenvectors formula
(A− λiI)xk = xk−1
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Find x2,
(A− λ2I)x2 = x1
 0 2 30 0 4
0 0 0
 xy
z
 =
 10
0

x2 =
 11/2
0

generate x3 from x2,
 0 2 30 0 4
0 0 0
 xy
z
 =
 11/2
0

x3 =
 15/16
1/8

Thus
X =
 1 1 10 1/2 5/16
0 0 1/8

Hand calculation shows that
X−1 =
 1 −2 −30 2 −5
0 0 8

Thus we have
X−1AX = J =
 1 1 00 1 1
0 0 1

which is the required Jordan Canonical Form.
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3.1.2 Definition of a Matrix Function via The Jor-
dan Canonical Form
Definition 22. Let f be defined on a neighborhood of the spectrum
of A ∈ Cn×n and let A have the Jordan canonical form. Then
f(A) = Xf(J)X−1 = Xdiag(f(Jk(λk)))X−1, (3.8)
where
f(Jk) = f(Jk(λk)) =

f(λk) f
′(λk) · · · f
(mk−1)(λk)
(mk−1)!
f(λk)
. . .
...
. . . f ′(λk)
0 f(λk)
 (3.9)
The R.H.S of (3.8) is independent of the choice of X and J .
If A is not normal, its eigenvalues are not necessarily well condi-
tioned. It is also important to realize that the size of the Jordan blocks
may widely vary under infinitesimal perturbations in A. Therefore, if
A is not normal, then the definition does not provide a numerically
stable means for computing f(A).
A simple example illustrates the definition.
Example 16. Consider the matrix
A =
 6 2 2−2 2 0
0 0 2

and f(x) = log(x),
Since
|A− λI| = (2− λ)(4− λ)2,
it follows that σ(A) = {2, 4}, the nonsingular matrix X is
X =
 0 2 0−1 −2 1
1 0 0
 , X−1 =
 0 0 11/2 0 0
1 1 1

and the Jordan form is
J =
 2 0 00 4 1
0 0 4
 , f(J) =
 log2 0 00 log4 1
4
0 0 log4

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A = XJX−1
f(A) = Xf(J)X−1
Hence,
f(A) =
 0 2 0−1 −2 1
1 0 0
 ln2 0 00 ln4 1
4
0 0 4
 0 0 11/2 0 0
1 1 1

f(A) =
 1.8863 0.5000 0.5000−0.5000 0.8863 0.1931
0 0 0.6931

3.2 Polynomial Matrix Function
Two polynomials are associated with every square matrix: the
characteristic polynomial and the minimal polynomial. These poly-
nomials play an important role in various problems of the theory of
matrices.
Definition 23. A scalar polynomial ψ(λ) is called an annihilating poly-
nomial of the square matrix A if
ψ(A) = 0. (3.10)
An annihilating polynomial ψ(λ) of least degree with highest
coefficient 1 is called a minimal polynomial of A. In fact it is unique.
Let ψ1(λ) and ψ2(λ) be two minimal polynomials of one and the
same matrix. Then each is divisible without remainder by the other,
i.e., the polynomials differ by a constant factor. This constant factor
must be 1, because the highest coefficients in ψ1(λ) and ψ2(λ) are 1.
Thus we have proved the uniqueness of the minimal polynomial of a
given matrix A.
By the Hamilton-Cayley Theorem the characteristic polynomial
χ(λ) is an annihilating polynomial of A. However, as we shall show by
example below, it is not, in general, a minimal polynomial.
Lemma 3. [?, p. 224, Theorem 1] Every annihilating polynomial of a
matrix is divisible without remainder by the minimal polynomial.
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Proof. Let us divide an arbitrary annihilating polynomial f(λ) by a
minimal polynomial
f(λ) = ψ(λ)q(λ) + r(λ) (3.11)
where the degree of r(λ) is less than that of ψ(λ). Hence we have,
f(A) = ψ(A)q(A) + r(A) (3.12)
Since f(A) = 0 and ψ(A) = 0, it follows that r(A) = 0. But the degree
of r(λ) is less than that of the minimal polynomial ψ(λ). Therefore
r(λ) ≡ 0.
Lemma 4. [8, p. 144] The minimal polynomial of the Jordan block of
order m with eigenvalue λ is (t− λ)m.
Proof. Let A be the matrix then
N = A− λI
A− λI =

0 1
. . . . . .
. . . 1
0
 ∈Mn
Then
(A− λI)m = 0, (A− λI)m−1 6= 0,
so it follows that (t−λ)m is an annihilating polynomial and none of its
divisor is such therefore (t− λ)m is the minimal polynomial.
Lemma 5. Let A ∈ Cn×n and suppose that λ1, λ2, ..., λs are the distinct
eigenvalues of A. Then the minimal polynomial, the unique monic
polynomial p of lowest degree such that p(A) = 0 is defined to be
ψ(λ) =
s∏
i=1
(λ− λi)ni (3.13)
where ni is the size of the largest Jordan block in which λi appears.
The proof is similar to Lemma 4.
59
Example 17. Find the minimal polynomial of the matrix A, where
A =

2 1 0 0
0 2 0 0
0 0 2 0
0 0 0 5
 .
A is an upper triangular matrix, so, the characteristic polynomial of
the given matrix A is,
pA(λ) = det(A− λI)
pA(λ) = (2− λ)3(5− λ)
there are three possibilities for the minimal polynomial
ψ1(λ) = (λ− 2)(λ− 5)
ψ2(λ) = (λ− 2)2(λ− 5)
ψ3(λ) = (λ− 2)3(λ− 5)
Substituting λ = A in the polynomial ψ1(λ) yields
ψ1(λ) = (A− 2I)(A− 5I) 6= 0
Therefore, ψ1(λ) can not be the minimum polynomial of A. Whereas
ψ2(λ) = (A− 2I)2(A− 5I) = 0
Since ψ(λ) = 0, this shows that ψ2(λ) = (λ−2)2(λ−5) is the minimum
polynomial of A.
Theorem 11. [8, p. 86, Theorem 2.4.2] Let A be a square n×n matrix
and let pA(λ) be its characteristic polynomial i.e pA(λ) = det(λI − A)
then pA(A) = 0.
This theorem says essentially that ” A matrix satisfies its own
characteristic equation.” To illustrate the Theorem 11, we consider the
following example.
Example 18.
A =
(
2 1
−1 3
)
p(λ) = det(λI − A) = λ2 − 5λ+ 7
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p(A) = A2 − 5A+ 7
p(A) =
(
3 5
−5 8
)
− 5
(
2 1
−1 3
)
+ 7
(
1 0
0 1
)
p(A) =
(
0 0
0 0
)
= 0
Now we have an alternate method to evaluate matrix polyno-
mials. Evaluating a matrix polynomial is a common task when work-
ing with matrix functions. Horner’s method(or synthetic division) is
almost always used when evaluating a scalar polynomial, but in the
matrix case we must also consider alternative methods.
In fact, any scalar polynomial
p(t) = a0 + a1t+ ...+ am−1tm−1 + amtm =
m∑
i=0
ait
i (3.14)
gives rise to a matrix polynomial with scalar coefficients by simply
substituting A for t in (3.11)
p(A) = amA
m + am−1Am−1 + ...+ a0I =
m∑
i=0
aiA
i (3.15)
More generally, for functions f with a series representation on
an open disk containing the eigenvalues of A, we are able to define the
matrix function f(A) via the Taylor series for f.
Theorem 12. [5, p. 565, Theorem 11.2.3] If f(t) has a power series
representation
f(t) =
∞∑
i=0
ait
i
on an open disk containing λ(A), then
f(A) =
∞∑
i=0
aiA
i
Proof. When A is diagonalizable. Suppose
X−1AX = D = diag(λ1, λ2, ..., λn)
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we have
f(A) = Xdiag(f(λ1), f(λ2), ..., f(λn))X
−1
= Xdiag(
∞∑
i=0
aiλ
i
1, ...,
∞∑
i=0
aiλ
i
n)
= X(
∞∑
i=0
aiD
i)X−1 = (
∞∑
i=0
ai(XDX
−1)i
f(A) =
∞∑
i=0
aiA
i
To evaluate a polynomial matrix function if A ∈Mn is diagonal-
izable with a diagonalization A = XΛX−1 with Λ = diag(λ1, λ2, ..., λn)
is known, then (3.9) assumes the simple form
p(A) = p(XΛX−1) = Xp(Λ)X−1
p(A) = X
 p(λ1) 0. . .
0 p(λn)
X−1 (3.16)
In deriving this formula, we have used the important property
of polynomial functions p(t) that p(XAX−1) = Xp(A)X−1. If A is not
necessarily diagonalizable and has Jordan canonical form A = XJX−1
with
Jk = Jk(λk) =

λk 1
λk
. . .
. . . . . .
λk

as in [8, (3.1.12), p. 126, Theorem 3.1.11] then
p(A) = p(XJX−1) = Xp(J)X−1
p(A) = X
 p(J1(λ1)) 0. . .
0 p(Jp(λp))
X−1 (3.17)
Now write
Jk(λ) = λI +N where N ≡ Jk(0).
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Then
J jk(λ) = (λI +N)
j =
j∑
i=0
Cji λ
j−iN i
and all terms with i > k are zero because Nk = 0. This gives
p(Jk(λ)) =
m∑
j=0
ajJk(λ)
j =
m∑
j=0
j∑
i=0
aj
j!
i!(j − i)!λ
j−iN i
=
m∑
i=0
{ m∑
j=i
aj
j!
i!(j − i)!λ
j−i
}
N i
m∑
i=0
1
i!
{ m∑
j=i
j!
(j − i)!aj(λ)
j−i
}
N i
or
p(Jk(λ)) =
m∑
i=0
1
i!
pi(λ)N i
=
µ∑
i=0
1
i!
pi(λ)N i, µ = min{m, k − 1}
p(Jk) = p(Jk(λ)) =

p(λ) p′(λ) 1
2
p′′(λ) · · · p(k−1)(λ)
(k−1)!
0 p(λ) p′(λ)
. . .
...
0 0 p(λ)
. . . 1
2
p′′(λ)
...
... · · · . . . p′(λ)
0 0 · · · · · · p(λ)

(3.18)
in which all entries in the ith superdiagonal are p(i)(λ)/i!, the normal-
ized ith derivative. Notice that only derivatives up to order k − 1 are
required.
Definition 24. The values
f j(λi), j = 0 : ni − 1, i = 1 : s
are called ”the values of the function f and its derivatives on the spec-
trum of A”, and if they exist f is said to be defined on the spectrum
of A.
Note that the minimal polynomial ψ takes the values zero on the spec-
trum of A.
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Theorem 13. [7, p. 5, Theorem 1.3] For polynomials p and q and
A ∈ Cn×n, p(A) = q(A) if and only if p and q take the same values on
the spectrum of A.
Proof. Suppose, we have two polynomials p and q such that p(A) =
q(A) and let d(λ) = p(λ)− q(λ), then obviously d(A) = p(A)− q(A) =
0, so the values of d on spectrum of A are all 0, and hence d(λ) is
an annihilating polynomial for A. Thus (3.11) d(λ) is divisible by
the minimal polynomial ψ(λ) of A given by (3.13) and there exist a
polynomial q(λ) such that
d(λ) = q(λ)ψ(λ).
Computing the values of d(λ) on the spectrum of A, then
d(j)(λi) = 0 for i = 1, ...s, j = 0, ...ni − 1
where s is the number of distinct eigenvalues.
p(j)(λi)− q(j)(λi) = 0
p(j)(λi) = q
(j)(λi)
for i = 1, ...s, j = 0, ...ni − 1,
So,
p(A) = q(A) ⇒ p(j)(λi) = q(j)(λi)
Thus, the two polynomials p(A) and q(A) have the same values on the
spectrum of A provided p(A) = q(A).
Conversely, if p(j)(λi) = q
(j)(λi) holds, then
d(j)(λi) = 0, i = 1, ..., s, j = 0, ..., ni − 1
Hence d(λ) must be divisible by ψ(λ) in (3.13) and it follows that
d(A) = 0
p(A)− q(A) = 0 =⇒ p(A) = q(A)
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3.2.1 Matrix Function via Hermite interpolation
Definition 25. Let f be defined on the spectrum of A. Then f(A) =
r(A), where r is the unique Lagrange-Sylvester interpolating polynomial
of degree less than
s∑
i=1
ni = degψ
that satisfies the interpolation conditions
rj(λi) = f
j(λi) j = 0 : ni − 1, i = 1 : s
Note that the polynomial r depends on A through the values the func-
tion f takes on the spectrum of A.
Let us consider the following example which is useful clarification.
Example 19. [7, p. 5] Consider f(t) =
√
t and
A =
(
2 2
1 3
)
The eigenvalues are λ1 = 1, λ2 = 4, s = 2 and n1 = n2 = 1 so
that the minimal polynomial ψ(t) of A is (t− 1)(t− 4). The Lagrange
interpolatory polynomial is
p(1) = f(1) =
√
1 = 1
p(4) = f(4) =
√
4 = 2
p(t) =
k∑
i=1
f(λi)
k∏
j=1,j 6=i
t− λj
λi − λj
p(t) = f(1)
t− 4
1− 4 + f(4)
t− 1
4− 1 =
1
3
(t+ 2)
Hence,
f(A) = p(A) =
1
3
(A+ 2I) =
1
3
(
4 2
1 5
)
It is easily checked that f(A) = p(A) =
√
A ⇒ f(A)2 = A, which is
true.
Let us consider another example, where the matrix has the same eigen-
values, but a different Jordan Canonical Form.
65
Example 20. Consider f(t) =
√
t and
B =
 1 1 10 1 1
0 0 4
 .
The eigenvalues are λ1 = 1, n1 = 2 and λ2 = 4 n2 = 1. B has Jordan
Canonical Form.
=
 1 1 00 1 0
0 0 4

Let p˜ denote the unique Lagrange-Syvester interpolating polynomial of
degree6 n1 + n2 = 3 Then, we have
f(t) =
√
t f ′(t) =
1
2
(t)−1/2
p˜(t) = f(t) =
√
t
p˜(1) = f(1) =
√
1 = 1
p˜′(t) = f ′(1) =
1
2
(1)−1/2 =
1
2
p˜(4) = f(4) =
√
4 = 2
Let
p˜(t) = a0 + a1t+ a2t
2.
To solve for the values a0, a1 and a2 we have,
a0 + a1 + a2 = 1
a1 + 2a2 =
1
2
a0 + 4a1 + 16a2 = 2.
After solving the system of equations, we have,
a0 =
8
18
, a1 =
11
18
, a2 =
−1
18
p˜(t) =
8
18
+
11
18
t− 1
18
t2
Hence,
p˜(B) =
8
18
+
11
18
B − 1
18
B2
66
p˜(B) = f(B) =
1
18
(8I + 11B −B2)
=
1
18
 18 9 50 18 6
0 0 36

Since p˜ satisfies the same conditions as p, so with A as in Example 19.
We have
p˜(A) = A1/2.
But p satisfies two conditions not all three conditions that p˜ satisfies.
So we can not expect that p(B) = p˜(B), and in fact, we have
p(B) =
1
3
(B + 2I) =
 1 1/3 1/30 1 1/3
0 0 2

p(B)2 =
 1 2/3 10/90 1 1
0 0 4
 6= B
so
p(B) 6= B1/2 = p˜(B)
Example 21. Consider f(t) = e2t and
A =
(
6 −1
3 2
)
The eigenvalues are λ1 = 3, λ2 = 5, s = 2 and n1 = n2 = 1 so
that the minimal polynomial ψ(t) of A is (t− 3)(t− 5). The Lagrange
interpolating polynomial:
p(t) =
k∑
i=1
f(λi)
k∏
j=1,j 6=i
t− λj
λi − λj
p(t) = f(3)
t− 5
3− 5 + f(5)
t− 3
5− 3
p(t) = e6(
t− 5
−2 ) + e
10(
t− 3
2
)
Hence,
p(A) = f(A) = −1
2
e6(A− 5I) + 1
2
e10(A− 3I)
e2A =
1
2
(
3e10 − e6 −e10 + e6
3e10 − 3e6 −e10 + 3e6
)
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We now mention two important properties of matrix functions that are
discussed by [?, p. 310, Theorem 1, Theorem 2]
Lemma 6. [10, p. 310, Theorem 2] If A,B,X ∈ Cn×n, where B =
XAX−1, and f(λ) is defined on the spectrum of A, then
f(B) = Xf(A)X−1. (3.19)
Proof. Since A and B are similar, they have the same Jordan canon-
ical form. So the polynomial p that interpolate f on the spectrum of
A also interpolate f on the spectrum of B. Thus f(A) = p(A) and
f(B) = p(B).
Since B = XAX−1, we have
Bk = (XAX−1)k = XAkX−1.
Let p(λ) =
∑n
i=0 αiλ
i. Then
f(B) = p(B) =
n∑
i=0
αiB
i =
n∑
i=0
αiXA
iX−1
= X(
n∑
i=0
αiA
i)X−1 = Xp(A)X−1
f(B) = Xf(A)X−1
Lemma 7. [10, p. 310, Theorem 1] If A ∈ Cn×n is a block diagonal
matrix
A = diag(A1, A2, ..., As)
where A1, A2, ...As are square matrices, then
f(A) = diag(f(A1), f(A2), ..., f(As)). (3.20)
Proof. If r(λ) is the interpolating polynomial of minimal degree that
interpolates to f(λ) on the spectrum of A then
f(A) = r(A) = diag(r(A1), r(A2), ..., r(As)) (3.21)
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Since, on the other hand, the minimal polynomial ψ(λ) of A is an an-
nihilating polynomial for each of the matrices A1, A2, ..., As. Therefore
it follows from the equation
f(ΛA) = r(ΛA)
that
f(ΛA1) = diag(r(ΛA1), r(ΛA2), ..., r(ΛAs))
Therefore
f(A1) = r(A1), f(A2) = r(A2), ..., f(Ar) = r(As),
and eq(3.18) can be written as follows:
f(A) = diag(f(A1), f(A2), ..., f(As)
3.3 Matrix function via Cauchy Integral
Formula
The Cauchy integral formula is an elegant result from complex
analysis stating that the value of a function can be computed by an
integral. Given a function f(z) and a value z = a we can compute f(a)
by
f(a) =
1
2pii
∫
Γ
f(z)
z − adz (3.22)
where Γ is a contour in C such that Γ encloses a and f(z) is analytic on
and inside Γ. Generalizing this formula to the matrix case. We have
Definition 26. Let Ω ⊂ C be a domain, f : Ω −→ C analytic function.
Let diagonalisable A ∈ Rn×n such that all the eigenvalues of A lie in Ω.
Denote the boundary of Ω by Γ. Then we define f(A) ∈ Rn×n as a
contour integral
f(A) =
1
2pii
∫
Γ
f(z)(zI − A)−1dz, (3.23)
where (zI − A)−1 is the resolvent of A at z and Γ is a closed contour
lying in the region of analyticity of f and winding once around the
spectrum Λ(A) in the contour-clockwise direction.(Here i =
√−1 and
the contour integral of the matrix f(z)(zI − A)−1 is the matrix of the
contour integrals of each entry of f(z)(zI − A)−1.)
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Let us illustrate the following example.
Example 22. Using the Cauchy integral formula to find f(A) for
A =
( −1 1
3 1
)
and f(z) = z2.
Solution. We calculate
f(z)(zI − A)−1 = z2
(
z + 1 −1
−3 z − 1
)−1
=
z2
z2 − 4
(
z − 1 1
3 z + 1
)
The eigenvalues of A are λ1 = −2 and λ1 = 2. Since f(z) = z2 is
analytic on C,
we consider
Ω = {z ∈ C : |z| < 2 + }
for some  > 0, so that λ1, λ2 ∈ Ω. Hence Ω is the circle with center
the origin and radius 2 + . we have to calculate the contour integral
f(A) =
1
2pii
∫
Γ
z2
z2 − 4
(
z − 1 1
3 z + 1
)
dz
f(A) =
(
1
2pii
∫
Γ
z2(z−1)
z2−4 dz
1
2pii
∫
Γ
z2
z2−4dz
1
2pii
∫
Γ
3z2
z2−4dz
1
2pii
∫
Γ
z2(z+1)
z2−4 dz
)
for z = (2 + )eiθ. This implies dz = (2 + )ieiθdθ and , calculating the
contour integrals and letting → 0, we get
f(A) =
(
4 0
0 4
)
The calculation of the integrals in f(A) is hard to evaluate especially
for n > 2.
Theorem 14. [9, p. 427, Theorem 6.2.28] Let A ∈ Rn×n diagonal-
isable matrix and f analytic function on a domain that contains the
eigenvalues of A. Then
f(A) = Xf(Λ)X−1
where A = XΛX−1 is the eigenvalue decomposition of A, and f is
defined by the Cauchy integral formula.
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Proof. we have
(zI−A)−1 = (zI−XΛX−1)−1 = (X(zI−Λ)X−1)−1 = X(zI−Λ)−1X−1
Hence,
f(A) =
1
2pii
∫
Γ
f(z)X(zI − A)−1dz
=
1
2pii
∫
Γ
f(z)X(zI − Λ)−1X−1dz
= X(
1
2pii
∫
Γ
f(z)(zI − Λ)−1dz)X−1
f(A) = Xf(Λ)X−1
Such results are often called spectral theorems.
We, therefore, conclude that:
1. the theorem above says that f(A) is similar to the matrix f(Λ);
2. if we calculate f(Λ), the spectral theorem gives us a way of cal-
culating f(A)
But what is f(Λ) for Λ diagonal matrix.?
3.4 Functions of diagonal matrices
Definition 27. We denote a diagonal matrix D ∈ Mn with entries
di i = 1, 2..., n by diag(d1, d2, ..., dn)
Lemma 8. [9, p. 407,(6.2.1)] Let Λ ∈ Rn×n diagonal matrix with
Λ = diag(λ1, λ2, ..., λn) and f analytic function on a domain containing
λi, i = 1, 2, ..., n. Then we have that
f(Λ) = diag(f(λ1), f(λ2), ..., f(λn))
Proof. Since Λ and zI are diagonal, so is zI − A; hence,
(zI − Λ)−1 = diag( 1
z − λ1 , ...,
1
z − λn )
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Using the definition, we have
f(Λ) =
1
2pii
∫
Γ
f(z)(zI − Λ)−1dz = 1
2pii
∫
Γ
diag(
f(z)
z − λ1 , ...,
f(z)
z − λn )dz
= diag(
1
2pii
∫
Γ
f(z)
z − λ1dz, ...,
1
2pii
∫
Γ
f(z)
z − λn )dz
= diag(f(λ1), f(λ2), ..., f(λn))
from Cauchy’s integral formula.
In view of the above lemma, we conclude the following:
1. since f(Λ) is diagonal, the eigenvalue decomposition of f(A) reads
f(A) = Xf(Λ)X−1;
2. it is easy to calculate f(Λ); just apply f to the eigenvalues of A.
Let us consider the following example.
Example 23. Find f(A), using the Diagonalisation for matrix A.
A =
(
2 2
1 3
)
The diagonalisation form of A is A = XΛX−1.
The eigenvalues are λ1 = 1, λ2 = 4 where
X =
( −2 1
1 1
)
, X−1 =
−1
3
(
1 −1
−1 −2
)
, Λ =
(
1 0
0 4
)
Then
f(A) =
1
2pii
∫
Γ
f(z)(zI − A)−1dz
f(A) =
1
2pii
∫
Γ
f(z)(zI −XΛX−1)−1dz
f(A) =
1
2pii
∫
Γ
f(z)X(zI − Λ)−1X−1dz
f(A) = X[
1
2pii
∫
Γ
(
z − λ1 0
0 z − λ2
)−1
f(z)d(z)]X−1
f(A) = X
(
f(λ1) 0
0 f(λ2)
)
X−1
f(A) = Xf(Λ)X−1
But not all matrices are diagonalisable, There are many other ways of
calculating f(A) without using the eigenvalue decomposition method.
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3.5 Power Series Expansions
Frequently there is a basic requirement of computing the power
of a matrix. We have to compute a sequence of successive powers
A2,A3,..., in the obvious way i.e by repeated multiplication by A.
Theorem 15. [5, p. 565, Theorem 11.2.3] If f has a power series
expansion
f(z) =
∞∑
k=0
ckz
k
on an open disc containing the eigenvalues of A, then
f(A) =
∞∑
k=0
ckA
k
Proof. First we consider the case when A is diagonalizable.
Suppose X−1AX = Λ = diag(λ1, ..., λn) using theorem 14, we have
f(A) = Xdiag(f(λ1), ..., f(λn))X
−1
= Xdiag(
∞∑
k=0
ckλ
k
1, ...,
∞∑
k=0
ckλ
k
n)X
−1
= X(
∞∑
k=0
ckΛ
k)X−1 =
∞∑
k=0
ck(XΛX
−1)k
f(A) =
∞∑
k=0
ckA
k
Next we consider the case where A is not diagonalizable. In this
case we can find a sequence of matrices Aj → A, where each Aj has
distinct eigenvalues. The Aj therefore are diagonalizable.
Hence
1
2pii
∫
Γ
zk(zI − A)−1dz = lim
j→∞
1
2pii
∫
Γ
zk(zI − Aj)−1dz
= lim
j→∞
Akj = A
k
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Example 24. Find f(A) when
1. f(z) = ez. We have
ez =
∞∑
k=0
1
k!
zk
Hence
eA =
∞∑
k=0
1
k!
Ak
2. f(z) = sin(z). We have
sin(z) =
∞∑
k=0
(−1)k
(2k + 1)!
z2k+1
Hence
sin(A) =
∞∑
k=0
(−1)k
(2k + 1)!
A2k+1
A way to approximate f(A) is truncate the power series expansions,
i.e.,
f(A) ≈
m∑
k=0
ckA
k.
This is possible to compute in practice, the bigger is m is the better
the approximation. Since f is analytic, the coefficients ck in the power
series expansion get smaller and smaller in absolute value.
3.6 The Relationship of the Definitions of
Matrix Function
If A ∈ Cn×n and f is analytic function on a domain that contains
the spectrum of A, there are many ways to define f(A).
R.F.Rinehart [17] shows that all of our three definitions of a
matrix function are equivalent.
Theorem 16. Let A ∈ Mn. Let f be an analytic function defined on
a domain containing the spectrum of A. Let
1. fJ(A), denote the value of f(A) computed the Jordan canonical
form definition:
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2. fp(A), denote the value of f(A) computed the interpolating poly-
nomial definition:
3. fc(A), denote the value of f(A) computed the Cauchy integral
definition:
Then
fJ(A) = fp(A) = fc(A) (3.24)
To prove this theorem we will need to prove some preliminary results.
First we consider the value of f on a diagonal matrix.
Lemma 9. [9, p. 385] Let A ∈ Cn×n = diag(λ1, λ2, ..., λn) and f be
an analytic function defined on a domain containing the spectrum of
A. Then
fc(A) = fp(A) = fJ(A) = diag(f(λ1), ..., f(λn)) (3.25)
Proof. If A is diagonal then
A =
 λ1 . . .
λn

block diagonal matrix each block is 1× 1, then
fJ(A) =
 f(J1) . . .
f(Jn)

but
J1 = [λ1] 1× 1,
so then by definition
f(J1) = [f(λ1)],
and hence
fJ(A) =
 f(λ1) . . .
f(λn)
 . (3.26)
Now consider the polynomial definition.
pA,f (λi) = f(λi), for i = 1, 2, ..., n
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pA,f (t) =
n−1∑
i=0
αit
i
fp(A) = pA,f (A) =
n−1∑
i=0
αiA
i
fp(A) =
n−1∑
i=0
αi
 λ
i
1
. . .
λin

=

∑n−1
i=0 αiλ
i
1
. . . ∑n−1
i=0 αiλ
i
n

=
 pA,f (λ1) . . .
pA,f (λn)

fp(A) =
 f(λ1) . . .
f(λn)
 (3.27)
Finally, consider the Cauchy Integral formula
fc(A) =
1
2pii
∮
Γ
f(z)(zI − A)−1dz
fc(A) =
1
2pii
∮
Γ
f(z)
 z − λ1 . . .
z − λn

−1
fc(A) =

1
2pii
∮
Γ
f(z)(z − λ1)−1
. . .
1
2pii
∮
Γ
f(z)(z − λn)−1

fc(A) =
 f(λ1) . . .
f(λn)
 (3.28)
Hence from (3.26), (3.27), and (3.28), we have
fJ(A) = fp(A) = fc = diag(f(λ1), ..., f(λn)),
as required.
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Now we show that the three definitions interact with similarities in the
same way.
Lemma 10. [9, p. 412, Theorem 6.2.9(c)] Let A ∈ Mn and f be an
analytic function defined on a domain containing the spectrum of A.
Then
fJ(XAX
−1) = XfJ(A)X−1 (3.29)
fp(XAX
−1) = Xfp(A)X−1 (3.30)
fc(XAX
−1) = Xfc(A)X−1 (3.31)
for any nonsingular matrix X ∈Mn.
Proof. Now, assume that B = XAX−1, where X ∈ Cn×n is nonsingu-
lar, B ∈ Cn×n
1. If A = SJS−1 is the Jordan canonical form of A, then
B = XAX−1 = XSJS−1X−1 = (XS)J(XS)−1,
so by definition
fJ(A) = fJ(SJS
−1) = SfJ(J)S−1
and
fJ(B) = (XS)fJ(J)(XS)
−1
fJ(B) = X(SfJ(J)S
−1)X−1
fJ(B) = XfJ(A)X
−1
fJ(XAX
−1) = XfJ(A)X−1 (3.32)
as required.
2. Now consider the power series definition Let
f(t) =
∞∑
k=0
αkt
k
fp(A) =
∞∑
k=0
αkA
k
Since
B = XAX−1
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Then
fp(B) =
∞∑
k=0
αkB
k
fp(B) =
∞∑
k=0
αk(XAX
−1)k =
∞∑
k=0
αk(XA
kX−1)
fp(B) = X(
∞∑
k=0
αkA
k)X−1 = Xf(A)X−1
fp(XAX
−1) = Xfp(A)X−1 (3.33)
as required.
3. Finally, consider the Cauchy Integral definition. Let
f(A) =
1
2pii
∫
Γ
f(z)(zI − A)−1dz
Now again
B = XAX−1
Therefore
f(B) =
1
2pii
∫
Γ
f(z)(zI −B)−1dz
f(B) =
1
2pii
∫
Γ
f(z)(zI −XAX−1)−1dz
f(B) =
1
2pii
∫
Γ
f(z)X(zI − A)−1X−1dz
f(B) = X(
1
2pii
∫
Γ
f(z)(zI − A)−1dz)X−1
so
fc(XAX
−1) = Xfc(A)X−1 (3.34)
We can generalize the idea for evaluating matrix functions using the
relation f(XAX−1) = Xf(A)X−1.
Now we show fJ(A) = fp(A) = fc(A) when A is diagonalizable.
Lemma 11. [9, p. 407, ] If A ∈Mn is diagonalizable, then
fJ(A) = fp(A) = fc(A)
holds.
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Proof. Since A ∈Mn is diagonalizable and
A = SΛS−1
with Λ = diag(λ1, ..., λn), then
fJ(A) = fJ(SΛS
−1)
= SfJ(Λ)S
−1
fJ(A) = S
 f(λ1) . . .
f(λn)
S−1 (3.35)
Since f(λ) and pA,f (λ) assume the same values on the spectrum of A,
they must also have the same values on the spectrum of A. Hence
pA,f (λi) = f(λi), i = 1, 2, ..., n. Therefore
f(A) = pA,f (A) =
n−1∑
i=0
αiA
i
fp(A) = p(A) =
n−1∑
i=0
αi(SΛS
−1)i
= S(
n−1∑
i=0
αiΛ
i)S−1,
fp(A) = S

∑n−1
i=0 λ
i
1
. . . ∑n−1
i=0 λ
i
n−1
S−1
= S
 p(λ1) . . .
p(λn)
S−1
fp(A) = S
 f(λ1) . . .
f(λn)
S−1. (3.36)
Now, consider
fc(A) = f(A) =
1
2pii
∮
Γ
f(z)(zI − A)−1dz
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Since A = SΛS−1 then
fc(A) = f(A) =
1
2pii
∮
Γ
f(z)(zI − SΛS−1)−1dz
fc(A) = S(
1
2pii
∮
Γ
f(z)(zI − Λ)−1dz)S−1
fc(A) = Sf(Λ)S
−1 (3.37)
Hence from equation(3.38), equation(3.39) and equation(3.40) we have
fJ(A) = fp(A) = fc(A)
Lemma 12. [5, p. 316, Corollary 7.1.8] If A ∈Mn has distinct eigen-
values then A is diagonalisable.
Proof. If A has n linearly independent eigenvectors x1, x2, ..., xn, form
a nonsingular matrix X with them as columns. Then
Axi = λixi for i = 1, 2, ..., n
and λi are distinct eigenvalues.
Then
AX = [Ax1|Ax2|....|Axn] = [λ1x1|λ2x2...|λnxn]
AX = [x1|x2|...xn]
 λ1 . . .
λn
 = XΛ ⇒ A = XΛX−1.
Note that not every matrix is diagonalizable. e.g.; Consider
A =
(
0 1
0 0
)
has eigenvalues {0, 0}. Then,
XΛX−1 = X
(
0 0
0 0
)
X−1 = 0.
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Lemma 13. [9, p. 408] Let A ∈Mn,  > 0. Then ∃ A such that
‖A − A‖ 6 
and A has distinct eigenvalues and hence is diagonalizable.
Proof. Let A = UTU∗ be the Schur form of A. If T has distinct
eigenvalues then A is diagonalizable. Take A = A. If not let δ =
min{|λi − λj|, λi 6= λj}
Let η = min{δ, }/n > 0 Consider the upper triangular matrix T with
the diagonal entries t11, ..., tnn. Let T = T + diag(0, η, ..., (n − 1)η)
Then T has distinct eigenvalues.
Let
A = UTU
∗.
‖A− A‖ = ‖UTU∗ − UTU∗‖ = ‖T − T‖
‖A− A‖ = (n− 1)η < .
We will establish continuity properties of fp and fc, so that we can use
a continuity argument to show fp(A) = fc(A) in the non-diagonalizable
case.
Lemma 14. [9, p. 396, Theorem 6.1.28][9, p. 427, Theorem 6.2.28]
Let A ∈ Mn and f be analytic function on a domain containing the
spectrum of A. Then fp and fc are continuous at A.
Proof. When A is not diagonalizable. We will use a continuity argu-
ment.
1. fp(A) is a continuous function of A.
Let t,i, i = 1, ...n be the spectrum of A. Let rA be the polynomial of
deg 6 n that interpolates f at the spectrum of A then
rA(t) =
n∑
j=1
f [t,1, ..., t,j]
j−1∏
i=1
(t− t,i)
Note that eigenvalues of a matrix are continuous functions of the ma-
trix. As  → 0, t,i → ti, also f [t1, ..., tj] is a continuous function of
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t1, ..., tj provided f is j− 1 terms continuously differentiable. Thus the
coefficients of rA(t) are continuous functions of A. So
rA(t) =
n∑
j=0
a,jt
j
where a,j → ao,j as → 0 and
rA(t) =
n∑
j=0
a0,jt
j
Thus
rA(A) =
n∑
j=0
a,jA
j

since
a,j → a0,j
Aj → Aj
rA(A)→ rA(A)
as required. Thus fp(A) is continuous.
1. fc(A) is a continuous function of A.
To show that fc(A) is continuous. Consider
fc(A) =
1
2pii
∮
Γ
f(z)(zI − A)−1 (3.38)
since (zI −A)−1 is continuous for z not on eigenvalues of A, we might
expect that equation (3.28) is continuous in A since the boundary of Γ
is disjoint from the spectrum of A and is of finite length. The details
are in [9, Theorem 6.2.28, p. 427].
With these results we are in a position to prove Theorem 16.
Proof. First consider the case that A is diagonal. Then by Lemma 9,
we have that,
fJ(A) = fp(A) = fc(A)
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Now consider the case that A is diagonalizable, i.e., A = XΛX−1.
Then by Lemma 10, we have the
fJ(A) = fJ(XΛX
−1) = XfJ(Λ)X−1
fp(A) = fp(XΛX
−1) = Xfp(Λ)X−1
fc(A) = fc(XΛX
−1) = Xfc(Λ)X−1
Since, these equality yields the result,
fJ(A) = fp(A) = fc(A)
as desired.
Finally consider the case where A ∈ Mn is not necessarily diag-
onalisable. We will show.
1. fJ(A) = fp(A)
2. fp(A) = fc(A)
Let
A =
 J1 . . .
Jk
 ∈Mn
then
fJ(A) =
 f(J1) . . .
f(Jk)

and
fp(A) =
 p(J1) . . .
p(Jk)

We must show for a Jordan block
f(J1) = p(J1)
where p is the polynomial that interpolates f on the spectrum of
J1 ⊕ J2 ⊕ ...⊕ Jk.
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Note that from [9, Theorem 6.1.26, p. 395 ] we have: Let
t1, t2, ..., tn ∈ Cn and let the polynomial r(t) be defined by the Newton
formula
r(t) = f [t1]+f [t1, t2](t−t1)+f [t1, t2, t3](t−t1)(t−t2)+...+f [t1, ..., tn]
n−1∏
k=1
(t−tk)
(3.39)
interpolate f at t1, t2, ..., tn and moreover ti = λ for i = 1, 2, ..., k we
have
f [λ, λ, ..., λ] =
1
(k − 1)!f
(k−1)(λ) (3.40)
Let
J1 =

λ1 1
λ1
. . .
. . . 1
λ1
 = λ1I +N, k1 × k1
Since λi = λ1 for i > 1. Now we will evaluate p(J1). Let t1, t2, ..., tn be
the eigenvalues of J1, J2, ..., Jk.
We know t1 = t2 = ... = tk1 = λ1 by the formula (3.18)
p(t) =
n∑
j=1
f [t1, ..., tj]
j−1∏
i=1
(t− ti)
so
p(J1) =
n∑
j=1
f [t1, ..., tj]
j−1∏
i=1
(J − tiI) (3.41)
For j = 1, ..., k1 + 1,
j−1∏
i=1
(J1 − tiI) =
j−1∏
i=1
(λ1I +N − λ1I) = N j−1
Since N j−1 = 0 for j = k1 + 1, so it must be zero for all j > k1 + 1
so equation (3.41) is in fact
p(J1) =
k1∑
j=1
f [t1, ..., tj]N
j−1
p(J1) =
k1∑
j=1
f j−1(λ1)
(j − 1)! N
j−1
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p(J1) = f(λ1) + f
′(λ1)N +
f ′′(λ1)
2!
N2 + ...+
f (k1−1)
(k1 − 1)!N
k1−1
p(J1) =

f(λ1) f
′(λ1)
f ′′(λ1)
2!
· · · f
(mk1
−1)
(λ1)
(mk1−1)!
0 f(λ1) f
′(λ1)
. . .
...
... 0 f(λ1)
. . . f
′′(λ1)
2!
...
...
...
. . . f ′(λ1)
0 0 0 f(λ1)

Hence
p(J1) = fJ(J1)
So we have shown
fJ(A) = fp(A)
We know (see Lemma 10) for any A ∈Mn, ∃ A such that ‖A−A‖ 6 
and A is diagonalizable.
Note that for  > 0, fp(A) = fc(A) since A is diagonalizable. Then
fp(A) = lim
↓0
fp(A) (3.42)
= lim
↓0
fc(A) (3.43)
= fc(A) (3.44)
The equality in (3.45) is because fp is continuous, the equality in (3.46)
is because A is diagonalizable and the equality in (3.47) is because fc
is continuous. Hence, we have proved that when A is not diagonalizable
then
fp(A) = fc(A)
Hence, the desired result is
fJ(A) = fp(A) = fc(A)
This concludes the proof of the theorem.
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3.7 A Schur-Parlett Algorithm for Com-
putation Matrix Functions
Many methods are based on the property f(XAX−1) = Xf(A)X−1.
If X can be found such that
A = XBX−1
then f(A) = Xf(B)X−1. When for example, A is diagonalisable and
B = diag(λi), a simple calculation yields
f(A) = Xdiag(f(λi))X
−1. (3.45)
Unfortunately, this approach is reliable only if X is well condi-
tioned, that is, if the condition number κ(X) = ‖X‖‖X−1‖ is not too
large. To overcome such complications the use of ill conditioned sim-
ilarity transformations must be avoided. Ideally if X will be unitary
then in the 2-norm κ2(X) = 1. If for Hermitian A or more generally
normal A, we have the spectral decomposition A = QDQ∗, where Q
is unitary and D diagonal. If we compute this decomposition then
f(A) = Qf(D)Q∗ gives an excellent way of computing f(A).
Another way to do this is to take A = XBX−1 to be the Schur
decomposition. The Schur decompsoition of A ∈ Cn×n can be written
as
A = UTU∗, (3.46)
where U is unitary and T = (tij) is upper triangular matrix (tij =
0, i > j) and λi = tii i = 1, 2, ..., n appears on the diagonal of T .
Since U∗ = U−1 hence κ(U) = ‖U‖‖U−1‖ = 1 then
f(A) = Uf(T )U∗ (3.47)
In this way the computation of f(A) is reduced to the computations of
F = f(T ) for an upper triangular matrix T .
Let T = (tij) be an upper triangular matrix with λi = tii and
that f(T ) is defined by equation (3.47), that fii = f(λi) for 1 6 i 6 n
and fij = 0 for 1 6 j < i 6 n and for all 1 6 i < j 6 n, we have
fij =
∑
(η0,η1,...,ηk)∈Sij
tη0,η1tη1,η2 ...tηk−1,ηkf [λη0 , ..., ληk ] (3.48)
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where Sij is the set of distinct sequences of integers such that i = η0 <
η1 < ... < ηk = j, 1 6 k 6 j − i and f [λη0 , ..., ληk ] is the kth order
divided difference of f at {λη0 , ..., ληk}. Computing the function f(T )
using the above method requires O(2n) arithmetic operations, which is
computationally infeasible even for matrices of moderate size.
For example, let A ∈ Cn×n for the case n = 2 and for λ1 6= λ2
we have,
T =
(
λ1 t12
0 λ2
)
, f(T ) =
(
f(λ1) t12
f(λ2)−f(λ1)
λ2−λ1
0 f(λ2)
)
For λ1 = λ2 = λ we have
T =
(
λ t12
0 λ
)
, f(T ) =
(
f(λ) t12f
′(λ)
0 f(λ)
)
3.7.1 Parlett’s Algorithm
A much more efficient and a faster algorithm for computing F = f(T )
was proposed by Parlett [7]. The recurrence formula for the Parlett’s
method is derived from the following commutativity relation
FT = TF. (3.49)
Because F is a polynomial in T and we know that T and F commute.
We write
T =
 t11 · · · t1n. . . ...
0 tnn
 , f(T ) =
 f11 · · · f1n. . . ...
0 fnn

f(T ) = rf,T (T )
is a polynomial so it can be written like
f(T ) =
n−1∑
j=0
αjT
j
f(T ) =
n−1∑
j=0
αj
 t
j
11 ∗
. . .
0 tjnn

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the k, k elements of this sum is
n−1∑
j=0
αjt
j
kk = rf,t(tkk) = f(tkk)
so
fkk = f(tkk)
 f11 · · · f1n. . . ...
0 fnn

 t11 · · · t1n. . . ...
0 tnn
 =
 t11 · · · t1n. . . ...
0 tnn

 f11 · · · f1n. . . ...
0 fnn

Where T and diagonal of F = f(T ) is known and we want to
calculate the off-diagonal elements of F = f(T ). Now assume i < j
and equate (i, j) entries of the identity of equation(3.49). For example
we consider c1,2 element such that
f11t12 + f12t22 = t11f12 + t12f22
f12 = (t12)
f11 − f22
t11 − t22
then compute f13, consider the c1,3 we have
f13 = t13
f11 − f33
t11 − t33 +
f12t23 − t12f23
t11 − t33
Now by comparing (i, j) entries in this way, generally, we obtain the
summation formula
j∑
k=i
fiktkj =
j∑
k=i
tikfkj
which gives
fij = tij
(fii − fjj)
(tii − tjj) +
j−1∑
k=i+1
(fiktkj − tikfkj)
(tii − tjj) (3.50)
which requires that tii 6= tjj for all i 6= j. This recurrence can be
evaluated in 2n
3
3
operations. From equation (3.50) we see that any
element of F can be calculated as long as all the elements to the left
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and below it are known. Thus the recurrence allows us to compute F
a superdiagonal at a time, starting with the diagonal elements fii =
f(tii). Once F = f(T ) is calculated, then f(A) is given by f(A) =
Qf(T )Q∗. The complete procedure is as follows.
Algorithm 1. (Parlett recurrence)[7] Given an upper triangular T ∈
Cn×n with distinct eigenvalues t11, t22, ..., tnn and a function f(x), the
following algorithm computes F = f(T ) assuming that it is defined:
for i=1:n
f(i,i)=f(t(i,i))
for j=2:n
for i=j-1:-1:1
f(i,j) = (t(i,j)*(f(i,i)-f(j,j)))/(t(i,i)-t(j,j));
for k=i+1:j-1
f(i,j)=f(i,j)+(f(i,k)*t(k,j)-t(i,k)*f(k,j))/(t(i,i)-t(j,j));
end
end
end
Consider the following example.
Example 25. [5, p. 560] If
T =
 1 2 30 3 4
0 0 5

and
f(x) =
1 + x
x
= 1 +
1
x
then
F = (fij) = f(T )
is defined by
f11 =
1 + 1
1
= 2
f22 =
1 + 3
3
=
4
3
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f33 =
1 + 5
5
=
6
5
f12 = t12
f22 − f11
t22 − t11 = −
2
3
f23 = t23
f33 − f22
t33 − t22 = −
4
15
f12 = [t13(f33 − f11) + (t12f23 − f12t23)]t33 − t11 = − 1
15
The recurrence (3.50) breaks down, when tii = tjj for some
i 6= j and leads to poor results when tii ≈ tjj for some i 6= j. In this
case Parlett [7] advises using T = (Tij) as a block matrix with square
diagonal blocks, possibly of different sizes. The first step is to choose
Q in the Schur decomposition such that close or multiple eigenvalues
are clustered together in blocks Tii along the diagonal of T . Then we
must compute a partitioning
T =

T11 T12 · · · T1p
T22 · · · T2p
. . .
...
0 Tpp
 F =

F11 F12 · · · F1p
F22 · · · F2p
. . .
...
0 Fpp

Where λ(Tii) ∩ λ(Tjj) = ∅, i 6= j. Next we compute the subma-
trices Fii = f(Tii) for i = 1, 2, ..., p. Once the diagonal blocks of F are
known, the blocks in the strict upper triangle of F can be found. To
derive the governing equations, we equate (i, j) blocks in FT = TF for
i < j. The required matrix is then computed one block superdiagonal
at a time from
FijTjj −TiiFij = TijFjj −FiiTij +
j−1∑
k=i+1
(TikFkj −FikTkj) i < j (3.51)
provided that it is possible to evaluate the blocks Fii = f(tii) and solve
the Sylvester equations (3.51) for the Fij. For the Sylvester equation
(3.51) to be nonsingular we need that Tii and Tjj have no eigenvalues in
common. Moreover, for the Sylvester equation to be well conditioned
the eigenvalues of the block Tii must be well separated from those of Tij
A reordering of the Schur decomposition A = UTU∗ is computed. We
compute Fii by some other method.eg; Taylor series. Once Fii known
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then compute Fij for i 6= j one diagonal at a time using (3.51). To
obtain Fij from (3.51) needs to solve a Sylvester equation.
This is easier that a general Sylvester, since Tii and Tjj are upper trian-
gular. The standard approach to this is the Bartels-Stewart algorithm[5,
p. 367, Algorithm 7.6.2].
Here is a matlab implementation of Bartels-Stewart algorithm:
function [C] = bartels(F, G, C)
%
% solve the sylvester equation
% FZ-ZG = C
% with F, G upper triangular
% C is overwritten by Z
[p r] = size(C);
%
for k=1:r
C(1:p,k) = C(1:p,k) + C(1:p,1:k-1)*G(1:k-1,k);
z = (F - G(k,k)*eye(size(F)))\C(1:p,k);
C(1:p,k) = z;
end
Using this, we can compute f(A) using the Block Parlett algo-
rithm. Here is an implementation in the case f = exp. By changing
the value of F (r, r) in the first loop we can compute f(A) for general
functions.
Here is the matlab implementation of Block Parlett algorithm:
function [F]= parlett_block_final(T, v)
%
% v = vector of block sizes
%
n = max(size(T));
m = length(v);
s(1) = 1; % start of block i
e(m) = n; % end of block i
for i=1:m-1, e(i) = sum(v(1:i)); end
for i=2:m, s(i) = e(i-1)+1; end
% ith col of w contain first and last index in ith block
w = [s; e];
%
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% compute exp of diagonal blocks
%
for i=1:m,
r = w(1,i):w(2,i);
F(r,r) = expm(T(r, r));
% One may use any method to compute the exponential of T(r, r)
end
% compute dth block diag of exp(A)
%
for d=1:m-1
for j = d+1:m
i = j-d;
% solve for F(i,j)
r = w(1,i):w(2,i); % rows in F(i,j)
c = w(1,j):w(2,j); % cols in F(i,j)
rhs = T(r,c)*F(c,c) - F(r,r)*T(r,c);
for k = i+1:j-1
rc =w(1,k):w(2,k);
rhs = rhs + (T(r,rc)*F(rc,c) - F(r,rc)*T(rc,c));
end
F(r,c) = -bartels(T(r,r), T(c,c), rhs);
end
end
In section (5.2.2) we present examples to show the difference
in accuracy between the Parlett and Block Parlett methods when the
matrix has close eigenvalues. The examples also show the importance
of choosing the blocks well.
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Chapter 4
The Matrix Exponential
Theory
How to calculate the exponential of matrices in an explicit man-
ner is an important problem in many areas of science. There are many
different methods which have been proposed for computing eA the ex-
ponential of a matrix. The following well known, see for example [7,
p. 234]:
Power series I + A+
A2
2!
+ ... (4.1)
Limit of Powers lim
n→∞
(I +
A
n
)n (4.2)
Scaling and squaring (e
A
2s )2
s
(4.3)
Cauchy integral
1
2pii
∫
Γ
ez(zI − A)−1dz (4.4)
Jordan FormXdiag(eJk)X−1 (4.5)
Interpolation
n∑
i=1
f [λ1, ..., λi]
i−1∏
j=1
(A− λjI) (4.6)
Schur form Qdiag(eT )Q∗ (4.7)
Pade approximation pmn(A)qmn(A)
−1 (4.8)
None of these is entirely satisfactory from either a theoretical or a
computational point of view, as we shall see.
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4.1 Matrix exponential
The numerical evaluation of the exponential of a matrix is of some
importance because of its occurrence in many physical, engineering, and
economics applications. One of the reasons for the importance of the
matrix exponential is that it can be used to solve system of linear first
order constant coefficient ordinary differential equation,
x˙(t) = Ax(t), x(0) = x0 0 6 t <∞ (4.9)
Where x and x0 are n-dimensional column vectors functions with re-
spect to t and A ∈ Cn×n is a given, fixed, real or complex n×n matrix.
It is well known that the theoretical solution to this equation is given
by
x(t) = eAtx0,
where eAt can be formally defined by the convergent power series.
Definition 28. For a square matrix A ∈ Mn we define the matrix
exponential as
eAt =
∞∑
k=0
(tA)k
k!
= I + tA+
(tA)2
2!
+ ... (4.10)
where A0 = In.
This converges for all A and uniformly in t, at t = 1, we have,
eA =
∞∑
k=0
(A)k
k!
= I + A+
(A)2
2!
+ ... (4.11)
where A0 = In
Note that this is the generalization of the Taylor series expan-
sion of the standard exponential function. The series (4.11) converges
absolutely for all A ∈ Cn×n (has radius of convergence equal to +∞),
so the exponential of A is well-defined. To prove the convergence of
the series, we have the following theorem.
Theorem 17. [1, p. 420 Prop. 11.1.2] The series (4.11) converges
absolutely for all A ∈ Mn. Furthermore, let ‖.‖ be a normalized sub-
multiplicative norm on Mn. Then
‖eA‖ 6 e‖A‖ (4.12)
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Proof. The nth partial sum is
Sn =
n∑
k=0
Ak
k!
so
‖eA − Sn‖ = ‖
∞∑
k=0
Ak
k!
−
m∑
k=0
Ak
k!
‖ = ‖
∞∑
k=m+1
Ak
k!
‖ (4.13)
6
∞∑
k=m+1
‖Ak‖
k!
6
∞∑
k=m+1
‖A‖k
k!
Since ‖A‖ is a real number, the right-hand side is a part of the conver-
gent series of real numbers
e‖A‖ =
∞∑
k=0
1
k!
‖A‖k (4.14)
Hence, since (4.14) is convergent, if  > 0, there is an N such that for
m > N ,
e‖A‖ =
∞∑
k=m+1
‖A‖k
k!
< 
This is sufficient to prove that Sn is convergent.
Furthermore, note that
‖eA‖ = ‖
∞∑
k=0
1
k!
Ak‖ 6
∞∑
k=0
1
k!
‖Ak‖ 6
∞∑
k=0
1
k!
‖A‖k = e‖A‖.
In some cases, it is a simple matter to express the matrix ex-
ponential. For example, suppose when A is a nilpotent matrix, i.e.,
Ap = 0 for some natural number p, the exponential is given by a ma-
trix polynomial because some power of A vanishes.
eA = I + A+
1
2!
A2 +
1
3!
A3 + ...+
1
(p− 1)!A
p−1
Consider the following example.
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Example 26. When
A =
 0 1 30 0 2
0 0 0

then
exp(A) =
 1 1 40 1 2
0 0 1

and A3 = 0
If A is a 1 × 1 matrix A = [t], then eA = et, by the Maclaurin series
formula for the function y = et. More generally [20], if A is a diagonal
matrix having diagonal entries (a1, a2, ..., an), then we have
A =

a1 0 · · · 0
0 a2 · · · 0
...
...
. . .
...
0 0 · · · an

eA = I + A+
1
2!
A2 + ...
and its exponential is
eA = exp(A) =

ea1 0 · · · 0
0 ea2 · · · 0
...
...
. . .
...
0 0 · · · ean

Example 27. Consider the matrix
A =
(
2 0
0 3
)
then
eA =
(
1 0
0 1
)
+
(
2 0
0 3
)
+
1
2!
(
22 0
0 32
)
+
1
3!
(
23 0
0 33
)
+ .........
eA =
(
1 + 2 + 1
2!
22 + 1
3!
23 + ... 0
0 1 + 3 + 1
2!
32 + 1
3!
33 + ...
)
=
(
e2 0
0 e3
)
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This also allows one to exponentiate a diaonalizable matrix. If
a matrix A is diagonalizable, then there exists an invertible S so that
A = SΛS−1 where Λ is a diagonal matrix of eigenvalues of A, and S is
a matrix having eigenvectors of A as its columns. then
eA =
∞∑
k=0
1
k!
(SΛS−1)k =
∞∑
k=0
1
k!
SΛkS−1
= S(
∞∑
k=0
Λk)S−1 = SeΛS−1
where S = (s1, s2, ..., sn), Λ = diag(λ1, λ2, ..., λn),
eΛ = diag(eλ1 , eλ2 , ..., eλn)
Let us illustrate an example that compute eA
Example 28.
A =
(
5 1
−2 2
)
The characteristic equation for eigenvalues is
p(λ) = |A− λI| = 0
and it yields the eigenvalues λ1 = 4, λ2 = 3, with corresponding eigen-
vectors
s1 =
(
1
−1
)
and s2 =
(
1
−2
)
.
It follows that,
A = SDS−1 =
(
1 1
−1 −2
)(
4 0
0 3
)(
2 1
−1 −1
)
so that
eA =
(
1 1
−1 −2
)(
e4 0
0 e3
)(
2 1
−1 −1
)
eA =
(
2e4 − e3 e4 − e3
2e3 − 2e4 2e3 − e4
)
=
(
89.1108 34.5126
−69.0252 −14.4271
)
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Generally a matrixA ∈Mn has a decomposition known as SN-Decomposition
or Jordan-Chevalley decomposition which is similar to the canonical de-
composition, which can be written as
A = S +N
where
• S is diagonalizable,
• N is nilpotent, such that Nk = 0
• S commutes with N i.e SN = NS
it means that the exponential of A can be written as
eA = eS+N = eSeN
We will compute exp(A) using the SN-decomposition in the following
example.
Example 29. Consider the matrix
A =
(
λ 1
0 λ
)
the SN-decomposition is
A = S +N
where
S =
(
λ 0
0 λ
)
and N =
(
0 1
0 0
)
Now, we have
exp(St) =
(
eλt 0
0 eλt
)
and exp(Nt) = I +Nt =
(
1 t
0 1
)
so that
exp(At) =
(
eλt 0
0 eλt
)(
1 t
0 1
)
=
(
eλt teλt
0 eλt
)
When it is not possible to find n linearly independent eigenvectors of
A, the matrix A is not diagonalizable. In this case we can use a closely
related method based on the Jordan form of A. Suppose J is the Jordan
form of A, with X the transition matrix. Then
eA = XeJX−1
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Also, since
J = diag(J1(λ1), J2(λ2), ..., Jp(λp))
J = J1(λ1)⊕ J2(λ2)...⊕ Jp(λp)
so
eJ = exp(J1(λ1))⊕ exp(J2(λ2))...⊕ exp(Jp(λp))
Therefore, we need only know how to compute the matrix exponential
of a Jordan block. But each Jordan block is of the form
Jk(λ) = λkI +Nk ∈Mk
where
Nk ≡ Jk(0) =

0 1
0
. . .
. . . 1
0

where N is a special nilpotent matrix. Since (Nk)
m = 0 for all
m > k. The matrix exponential of this block is given by
eλkI+Nk = eλkeNk = eλk(I +N +
1
2!
N2 + ...+
1
(k − 1)!Nk−1 )
Now consider the following example for computing the matrix expo-
nential via Jordan form.
Example 30. Compute eA for the matrix
A =
 −7 −4 −310 6 4
6 3 3

Then the eigenvalues are 0, 1, 1 We have A = XJX−1, where
J =
(
0
)⊕ ( 1 1
0 1
)
=
 0 0 00 1 1
0 0 1

and
X =
 1 −1 −1−1 2 0
−1 0 3

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Hence, using the Jordan canonical form definition, we have
eA = XeJX−1 = X
 1 0 00 e e
0 0 e
X−1
=
 1 −1 −1−1 2 0
−1 0 3
 1 0 00 e e
0 0 e
 6 3 22 2 1
2 1 1

eA =
 6− 7e 3− 4e 2− 3e−6 + 10e −3 + 6e −2 + 4e
−6 + 6e −3 + 3e −2 + 3e

4.2 The Matrix Exponential as a Limit of
Powers
From calculus we know that for any numbers a and t the exponential
is
eat = lim
n→∞
(1 +
at
n
)n (4.15)
from equation (4.16) one can define the matrix exponential as a limit
of powers as
eAt = lim
n→∞
(I +
At
n
)n (4.16)
or
eA = lim
n→∞
(I +
A
n
)n (4.17)
This formula is the limit of the first order Taylor expansion of A/n
raised to the power n ∈ Z.
Example 31. Consider the matrix,
A =
(
1 0
0 2
)
(I +
At
n
)n =
(
(1 + t
n
)n 0
0 (1 + 2t
n
)n
)
and so apply eq(4.17)
lim
n→∞
(I +
At
n
)n =
(
limn→∞(1 + tn)
n 0
0 limn→∞(1 + 2tn )
n
)
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eAt =
(
et 0
0 e2t
)
4.3 The Matrix Exponential via Interpo-
lation
This approach is well known. See for example [9, p. 391-92]
4.3.1 Lagrange Interpolation Formula
Let λ1, ..., λk be the distinct eigenvalues of a matrix A ∈ Mn and f(t)
is any function that is well defined at the eigenvalues of A, then the
Lagrange formula for f(A) is
f(t) =
k∑
i=1
f(λi)
k∏
j=1, j 6=i
t− λj
λi − λj
f(A) =
k∑
i=1
f(λi)
k∏
j=1, j 6=i
A− λjI
λi − λj (4.18)
4.3.2 Newton’s Divided Difference Interpolation
Let A ∈Mn be a matrix with eigenvalues λ(A) = {λ1, ..., λn}. Now we
define f(A) as follows:
f(A) =
n∑
i=1
f [λ1..., λi]
i−1∏
j=1
(A− λjI), (4.19)
where f [λ1..., λi] is the divided difference at λ1..., λi. If λ1..., λi are
distinct we compute the divided difference recursively by
f [λ1] = f(λ1)
f [λ1, λ2] =
f(λ2)− f(λ1)
λ2 − λ1
f [λ1, λ2, ..., λn] =
f [λ2, ..., λn]− f [λ1, ..., λn−1]
λn − λ1 , n > 1
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Note that
f(λiI) = f(λi)I for i = 0, 1, 2, ..., n
Otherwise we use the fact that the value of a divided difference is
independent of the order of the arguments, that is
f [λ1, λ2, ..., λk] = f [λi1 , ..., λik ]
where {i1, ..., ik} = {1, ..., k} e.g., f [λ1, λ2, λ3] = f [λ2, λ3, λ1] = f [λ3, λ2, λ1] =
... so we order λ1, ..., λn so that the identical eigenvalues are together.
Then we may also use the identity
f [λ1, ..., λk] =
f (k−1)λ1
(k − 1)!
if λ1 = λ2 = ... = λk. So for example if λ1 = 1, λ2 = 2, λ3 = 1. Then
f [λ1, λ2, λ3] = f [1, 2, 1] = f [1, 1, 2]
=
f [1, 1]− f [1, 2]
1− 2 =
f ′(1)− (f(1)− f(2)/(1− 2))
1− 2
Let us illustrate the following examples.
Example 32.
A =
( −49 24
−64 31
)
and f(x) = ex
The eigenvalues are λ(A) = {−1,−17}
f(−1) = e−1 and f(−17) = e−17.
Let (λ0, f(λ0)) = (−1, e−1) and
(λ1, f(λ1)) = (−17, e−17)
Then by definition
f(A) = f(λ0)I + f [λ0, λ1](A− λ0I)
eA =
(
e−1 0
0 e−1
)
+
e−17 − e−1
−17 + 1 {
( −49 24
−64 31
)
−
( −1 0
0 −1
)
}
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eA =
( −0.735759 0.551819
−1.471518 1.103638
)
Example 33.
A =
(
3 −1
1 1
)
and f(x) = ex
The repeated eigenvalues are λ(A) = {2, 2}
f(2) = e2 and f ′(2) = e2.
Let (λ, f(λ)) = (2, e2) and
Then by definition
f(A) = f(λ)I + f [λ, λ](A− λI)
f(A) = f(2)I + f ′(2)(A− 2I)
eA =
(
e2 0
0 e2
)
+ e2{
(
3 −1
1 1
)
−
(
2 0
0 2
)
}
eA = e2
(
2 −1
1 0
)
4.4 Additional Theory
In this final part of this chapter we collect for reference additional
important properties of the matrix exponential that are not needed in
the development.
Theorem 18. [8, p. 435, Theorem 6.2.38] Let A, B ∈Mn be given. If
AB = BA, then eA+B = eAeB = eBeA
Proof. We use the power series for et to compute
eAeB = (
∞∑
r=0
1
r!
Ar)(
∞∑
s=0
1
s!
Bs) =
∞∑
r,s>0
1
r!s!
ArBs
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=
∞∑
n=0
n∑
k=0
AkBn−k
k!(n− k)! =
∞∑
n=0
1
n!
n∑
k=0
n!
k!(n− k)!A
kBn−k
=
∞∑
n=0
1
n!
(A+B)n = eA+B
Hence follows that eA+B = eAeB = eB+A = eBeA.
The conclusion fails for general A and B. Consider the following ex-
ample.
Example 34.
A =
(
0 1
0 0
)
and B =
(
1 0
0 0
)
We use Matlab to compute the relevant quantities.
>> expm(A)
ans =
1 1
0 1
>> expm(B)
ans =
2.7183 0
0 1.0000
>> expm(A)*expm(B)
ans =
2.7183 1.0000
0 1.0000
>> expm(A+B)
ans =
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2.7183 1.7183
0 1.0000
>> expm(B)*expm(A)
ans =
2.7183 2.7183
0 1.0000
Hence the above example shows that statement eAeB 6= eBeA = eA+B
does not hold for general A and B
Theorem 19. [1, p. 421, Prop. 11.1.6] Let A,B ∈ Cn×n. Then,
AB = BA if and only if, for all t ∈ R,
e(A+B)t = eAteBt (4.20)
Proof. Suppose AB = BA. Then,
e(A+B)t = I + t(A+B) +
1
2!
t2(A+B)2 + ...
eAt = I + tA+
1
2!
t2A2 + ...
eBt = I + tB +
1
2!
t2B2 + ...
eAtetB = (I + tA+
1
2!
t2A2 + ...)(I + tB +
1
2!
t2B2 + ...)
eAteBt = I + t(A+B) +
1
2!
t2(A2 + 2BA+B2) + ...
since AB = BA,
eAteBt = I + t(A+B) +
1
2!
t2(A+B)2 + ...
it can be seen that the expansions are identical. Conversely, differ-
entiating (4.20) twice with respect to t and setting t = 0, we have,
AB = BA
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Theorem 20. [1, p. 422, Prop. 11.1.8] Let In, A ∈ Cn×n and Im, B ∈
Cm×m. then,
eA⊗Im = eA ⊗ Im (4.21)
eIn⊗B = In ⊗ eB (4.22)
eA⊕B = eA ⊗ eB (4.23)
where A⊕B = A⊗ Im + In ⊗B.
Proof. Since we have
eA⊗Im = Inm + A⊗ Im + 1
2!
(A⊗ Im)2 + ...
= In ⊗ Im + A⊗ Im + 1
2!
(A2 ⊗ Im) + ...
= (In + A+
1
2!
A2 + ...)⊗ Im = eA ⊗ Im
and similarly we can prove (4.22). To prove (4.23), note that
(A⊗ Im)(In ⊗B)A⊗B = (In ⊗B)(A⊗ Im)
this shows that A⊗ Im and In ⊗B commute. Thus, by Theorem(19),
eA⊕B = eA⊗Im+In⊗B = eA⊗ImeIn⊗B
= (eA ⊗ Im)(In ⊗ eB) = eA ⊗ eB.
Theorem 21. [11, p. 109, 11.1.1] Let A ∈Mn be given. Then
1. e(A
T ) = (eA)T . It follows that if A is symmetric then eA is also
symmetric.
2. Let A ∈ Cn×n and s, t ∈ C. Then
eA(s+t) = eAseAt (4.24)
3. eA is nonsingular, and (eA)−1 = e−A.
4. If A ∈Mn is skew-symmetric, then eA is orthogonal.i.e.,
eA(eA)T = In
.
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Proof. 1. We know that
eA =
∞∑
k=0
Ak
k!
If A is symmetric i.e; AT = A, then
eA
T
=
∞∑
k=0
(AT )k
k!
=
∞∑
k=0
(Ak)T
k!
= (
∞∑
k0
Ak
k!
)T = (eA)T
2. From the definition (4.10) we have
eAseAt = (I + As+
A2s2
2!
+ ...)(I + At+
A2t2
2!
+ ...)
= (
∞∑
j=0
Ajsj
j!
)(
∞∑
k=0
Aktk
k!
)
=
∞∑
j=0
∞∑
k=0
Aj+ksjtk
j!k!
(4.25)
Let m = j + k, then j = m− k. This follows from (4.24) and the
binomial theorem that
eAseAt =
∞∑
m=0
∞∑
k=0
Amsm−ktk
(m− k)!k!
=
∞∑
m=0
Am
m!
∞∑
k=0
m!
(m− k)!k!s
m−ktk
=
∞∑
m=0
Am(s+ t)m
m!
= eA(s+t)
3. setting s = −1 and t = −1 in (4.24), we have
eAe−A = eA(1+(−1)) = e0 = In
It proves that the exponential matrix eA is always invertible, and
has inverse e−A.
107
4. If A is skew-symmetric we have AT = −A and hence by part 1
and 3
(eA)T = eA
T
= e−A = (eA)−1
(eA)T eA = In = e
A(eA)T
Therefore, eA is orthogonal matrix.
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Chapter 5
The Matrix Exponential
Functions: Algorithms
The focus of this chapter is to examine the accuracy and com-
putational cost of methods to compute eA. There are many models of
physical application which involve the calculation of the matrix expo-
nential. However, we are going to focus on the advantages and disad-
vantages of some truncated series methods.
In §5.1 we take a look at the Taylor series, Pade´ Approximation
and Scaling and Squaring techniques.
5.1 Series Methods
In this section we will describe the various series methods to
computing the matrix exponential which include; Taylors series, Pade´
approximations and scaling and squaring.
By using properly the Taylor series and Pade´ approximation one
can develop efficient computational methods.[13]
5.1.1 Taylor Series
Let the exponential function f(x) in the scalar case can be defined
by its convergent infinite Taylor series
ex =
∞∑
k=0
xk
k!
= 1 + x+
1
2!
x2 + ...+
xk
k!
+ ...
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for x ∈ C. In another analogy to the scalar case, let A ∈ Mn. The
matrix exponential can be formally defined by its convergent infinite
Taylor series
eA =
∞∑
k=0
Ak
k!
= I + A+
1
2!
A2 + ..., (5.1)
where A0 = In is the identity matrix. The above series always con-
verges, so the exponential is well-defined.
Here is the m-file for the Taylor series method:
function [e] = exp_taylor(A, m)
%
% compute exp using taylor series m terms
%(alternatively can stop when norm(term) < 10-15*norm(S))
%
n = max(size(A));
S = eye(n);
%
term = S;
for k=1:m,
term = term * A/k;
S = S + term;
end
e = S;
To calculate the matrix exponential we would like to use com-
puters and we will only be able to approximate the exponential with
a truncated Taylor series of k terms. The truncated Taylor series is
denoted by Tk(A), where the subscript k represent the highest power
of the matrix A in the truncated series
eA = Tk(A) =
k∑
i=0
Ak
k!
. (5.2)
For the Taylor series, the order of the approximation is seen to be
the highest power of the truncated Taylor series which will be denoted
by k and can be find such that,
‖Tk(A)− eA‖ 6 ( ‖A‖
k+1
(k + 1)!
)(
1
1− ‖A‖/(k + 2))
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We use this quantity k to compare methods which are approximating
the same function, but for approximations of different functions this
comparison can not be made. There are many other factors that can
affect the accuracy of a solution technique. Since the order of the
approximation does not necessarily reflect the amount of work that
required to obtain the approximation.
For accuracy and time efficiency, the result for the matrix expo-
nential depends on the matrix norm, i.e., ‖A‖. The matrix exponential
calculation can have problems converging, i.e., the number of terms k
in (5.2) may have to be very large, which in turn may cause inaccuracy
due to numerical roundoff. This situation occurs when the entries of A
are large, or equivalently the norm of A is large (>> 1), causing the
numerator of the summand in (5.2) to increase rapidly with increas-
ing powers n. On the other hand if ‖A‖ < 1, then all the terms of
the product (A) are < 1, and the number of terms required to achieve
reasonable accuracy is relatively small.
Let us examine the effect of rounding errors in evaluating
ex =
∞∑
k=0
xk
k!
.
Let fl(z) denote the value of z computed in floating point arithmetic.
It can be shown that
fl(
xk
k!
) =
xk
k!
(1 + k)
where |k| 6 (2k − 1)M and M is machine epsilon or unit round off.
Since k 6 m, we have
|k| 6 2mM .
Thus
|fl(
m∑
k=0
xk
k!
)−
m∑
k=0
xk
k!
|
= |
m∑
k=0
fl(
xk
k!
)−
m∑
k=0
xk
k!
|
6
m∑
k=0
|fl(x
k
k!
)− x
k
k!
|
6
m∑
k=0
|x
k
k!
(1 + k)−
m∑
k=0
xk
k!
| =
m∑
k=0
|x
k
k!
k| =
m∑
k=0
|xk|
k!
|k| ≈ 2mMe|x|
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Thus
rel err =
|fl(∑mk=0 xkk! )−∑mk=0 xkk! |
|∑mk=0 xkk! |
6
2mM
∑
k=0m
xk
k!
|∑k=0mxkk! ≈ 2mM e
|x|
|ex|
=
{
2mM ifx > 0
2mMe
2|x| ifx < 0
So if x > 0, we have shown that the relative error will be small.
However if x < 0, then the relative error can be large, especially if
|x| is large. For example, take x = −10. We compute e−10 with
m = 100 and get 4.539992962303128e− 005 which has relative error of
9.703303908195806e−006, even though we are using M ≈ 10−16. This
agrees with the error bound 2mMe
2|x|. The point of this example is
that if x ∈ R is negative then |ex| < 1, but ex = ∑∞k=0 xkk! has terms
that are larger then ex, so there is cancelation, which results in large
relative errors. Notice that this scalar example shows that cancela-
tion can cause a large relative error in the computation of the matrix
exponential even when n = 1.
For example, let A = [10] ∈ Mn. Then ‖A‖ = 10. To compute
eA to an accuracy of 10−10,
∞∑
k=m+1
Ak
(m+ 1)!
6 10−10
need
m+ 1 = 43 ⇒ m = 42
It means that Taylor need m = 42, to compute A,A2, ..., A42, i.e., 41
matrix multiplications.
A table for the relative errors of the scalar exponential is given
below. There are two cases to be discussed; first, x = 0.1 < 1 and
second x = 10 > 1.
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Table 3.
Relative Error for ex
m x = 0.1 x = 10
1 0.00467884016044 0.99950060077261
2 1.546530702647670e-004 0.99723060428449
3 3.846833925457031e-006 0.98966394932407
4 7.667801704962426e-008 0.97074731192304
5 1.274898869421281e-009 0.93291403712097
10 4.018285340183601e-016 0.41696024980701
15 4.018285340183601e-016 0.04874040330398
20 4.018285340183601e-016 0.00158826066186
25 4.018285340183601e-016 1.768027241765956e-005
30 4.018285340183601e-016 7.983794668242912e-008
The table shows that the truncated Taylor series gives an ac-
curate estimate for cases where the terms of x are small. The table
also shows that the truncated Taylor series may require a very large
amount of work and still not gives an acceptable accuracy. Where as in
the second case it shows clearly that the truncated series is an inefficient
method to compute the matrix exponential.
In the case of matrix where A is negative definite and large ‖A‖
e.g A = [−100] 100 terms of Taylor series does not produce a good
estimate, need approximately 200 terms until relative error ≈ 10−16 a
lot of computation is required.
Here is a matlab code to approximate exp(A) based on the series
definition. We prescribe a tolerance, which determines the number of
terms retained in the partial sum approximating the series. We also
compare the results to those obtained using the matlab routine expm
by computing the difference in the l∞ norm; this error is displayed at
each iteration:
function X = exp_T_series(A,tol);
% Usage: X = exp_matrix_series(A,tol);
% Calculates the matrix exponential of A to required tolerance using the
% series definition.
% Input:
% A = matrix
% tol = absolute tolerance
% Output:
% X = approximate value of matrix exponential
[n,n]=size(A);
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P = eye(n,n);
X = eye(n,n);
diff = 1000;
exact = expm(A); %Exact value for matrix exponential
i = 0;
while diff > tol
i = i+1;
P = P*(A/i);
X = X + P;
diff = norm(P,inf)/norm(X, inf);
err = norm(exact-X,inf);
rel_err = err/norm(expm(A));
display([sprintf(’iteration = %2.0f, error = %e’,i,err)]);
display([sprintf(’iteration = %2.0f, rel_error = %e’,i,rel_err)]);
%i
X
end
Note: The code is not indented so that it fits on the page.
Consider the following test matrices:
A1 =
(
2 −1
−1 2
)
, A2 =
( −49 24
−64 31
)
The matrix X is the current approximation to the exponential.
>> A1 = [2 -1; -1 2]
A1 =
2 -1
-1 2
>> exp_T_series(A1,1e-14)
iteration = 1, error = 1.608554e+001
iteration = 1, rel_error = 8.008517e-001
X =
3 -1
-1 3
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iteration = 2, error = 1.158554e+001
iteration = 2, rel_error = 5.768099e-001
X =
5.5000 -3.0000
-3.0000 5.5000
iteration = 3, error = 7.085537e+000
iteration = 3, rel_error = 3.527681e-001
X =
7.8333 -5.1667
-5.1667 7.8333
iteration = 4, error = 3.710537e+000
iteration = 4, rel_error = 1.847368e-001
X =
9.5417 -6.8333
-6.8333 9.5417
iteration = 5, error = 1.685537e+000
iteration = 5, rel_error = 8.391794e-002
X =
10.5583 -7.8417
-7.8417 10.5583
iteration = 6, error = 6.730369e-001
iteration = 6, rel_error = 3.350854e-002
X =
11.0653 -8.3472
-8.3472 11.0653
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iteration = 7, error = 2.391084e-001
iteration = 7, rel_error = 1.190450e-002
X =
11.2823 -8.5641
-8.5641 11.2823
iteration = 8, error = 7.638514e-002
iteration = 8, rel_error = 3.802992e-003
X =
11.3637 -8.6454
-8.6454 11.3637
iteration = 9, error = 2.214407e-002
iteration = 9, rel_error = 1.102488e-003
X =
11.3908 -8.6726
-8.6726 11.3908
iteration = 10, error = 5.871745e-003
iteration = 10, rel_error = 2.923370e-004
X =
11.3990 -8.6807
-8.6807 11.3990
iteration = 11, error = 1.433839e-003
iteration = 11, rel_error = 7.138663e-005
X =
11.4012 -8.6829
-8.6829 11.4012
iteration = 12, error = 3.243623e-004
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iteration = 12, rel_error = 1.614905e-005
X =
11.4017 -8.6835
-8.6835 11.4017
iteration = 13, error = 6.832928e-005
iteration = 13, rel_error = 3.401915e-006
X =
11.4019 -8.6836
-8.6836 11.4019
iteration = 14, error = 1.346506e-005
iteration = 14, rel_error = 6.703859e-007
X =
11.4019 -8.6836
-8.6836 11.4019
iteration = 15, error = 2.492217e-006
iteration = 15, rel_error = 1.240802e-007
X =
11.4019 -8.6836
-8.6836 11.4019
iteration = 16, error = 4.348086e-007
iteration = 16, rel_error = 2.164784e-008
X =
11.4019 -8.6836
-8.6836 11.4019
iteration = 17, error = 7.173654e-008
iteration = 17, rel_error = 3.571552e-009
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X =
11.4019 -8.6836
-8.6836 11.4019
iteration = 18, error = 1.122453e-008
iteration = 18, rel_error = 5.588367e-010
X =
11.4019 -8.6836
-8.6836 11.4019
iteration = 19, error = 1.670008e-009
iteration = 19, rel_error = 8.314481e-011
X =
11.4019 -8.6836
-8.6836 11.4019
iteration = 20, error = 2.368292e-010
iteration = 20, rel_error = 1.179103e-011
X =
11.4019 -8.6836
-8.6836 11.4019
iteration = 21, error = 3.208989e-011
iteration = 21, rel_error = 1.597661e-012
X =
11.4019 -8.6836
-8.6836 11.4019
iteration = 22, error = 4.169110e-012
iteration = 22, rel_error = 2.075677e-013
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X =
11.4019 -8.6836
-8.6836 11.4019
iteration = 23, error = 5.275780e-013
iteration = 23, rel_error = 2.626656e-014
X =
11.4019 -8.6836
-8.6836 11.4019
iteration = 24, error = 7.283063e-014
iteration = 24, rel_error = 3.626024e-015
X =
11.4019 -8.6836
-8.6836 11.4019
iteration = 25, error = 1.953993e-014
iteration = 25, rel_error = 9.728356e-016
X =
11.4019 -8.6836
-8.6836 11.4019
ans =
11.4019 -8.6836
-8.6836 11.4019
One can see that the convergence is very slow. We have obtained an
error of about 10−14 in 25 iterations.
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Next, we apply exp_matrix_series to matrix
A2 =
( −49 24
−64 31
)
>> A2=[-49 24; -64 31]
A2 =
-49 24
-64 31
>> exp_T_series(A2,1e-14)
iteration = 1, error = 9.342484e+001
iteration = 1, rel_error = 4.542887e+001
X =
-48 24
-64 32
iteration = 2, error = 7.700752e+002
iteration = 2, rel_error = 3.744576e+002
X =
384.5000 -192.0000
512.0000 -255.5000
iteration = 3, error = 4.141758e+003
iteration = 3, rel_error = 2.013976e+003
X =
1.0e+003 *
-2.0717 1.0360
-2.7627 1.3817
iteration = 4, error = 1.673820e+004
iteration = 4, rel_error = 8.139135e+003
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X =
1.0e+004 *
0.8368 -0.4184
1.1157 -0.5578
iteration = 5, error = 5.425459e+004
iteration = 5, rel_error = 2.638190e+004
X =
1.0e+004 *
-2.7128 1.3564
-3.6171 1.8086
iteration = 6, error = 1.468918e+005
iteration = 6, rel_error = 7.142777e+004
X =
1.0e+004 *
7.3445 -3.6722
9.7926 -4.8963
iteration = 7, error = 3.416066e+005
iteration = 7, rel_error = 1.661100e+005
X =
1.0e+005 *
-1.7080 0.8540
-2.2774 1.1387
iteration = 8, error = 6.964525e+005
iteration = 8, rel_error = 3.386578e+005
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X =
1.0e+005 *
3.4823 -1.7411
4.6430 -2.3215
iteration = 9, error = 1.264326e+006
iteration = 9, rel_error = 6.147925e+005
X =
1.0e+005 *
-6.3216 3.1608
-8.4289 4.2144
iteration = 10, error = 2.068997e+006
iteration = 10, rel_error = 1.006073e+006
X =
1.0e+006 *
1.0345 -0.5172
1.3793 -0.6897
iteration = 11, error = 3.082502e+006
iteration = 11, rel_error = 1.498901e+006
X =
1.0e+006 *
-1.5413 0.7706
-2.0550 1.0275
iteration = 12, error = 4.215456e+006
iteration = 12, rel_error = 2.049812e+006
X =
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1.0e+006 *
2.1077 -1.0539
2.8103 -1.4052
iteration = 13, error = 5.328028e+006
iteration = 13, rel_error = 2.590813e+006
X =
1.0e+006 *
-2.6640 1.3320
-3.5520 1.7760
iteration = 14, error = 6.260488e+006
iteration = 14, rel_error = 3.044232e+006
X =
1.0e+006 *
3.1302 -1.5651
4.1737 -2.0868
iteration = 15, error = 6.873163e+006
iteration = 15, rel_error = 3.342152e+006
X =
1.0e+006 *
-3.4366 1.7183
-4.5821 2.2911
iteration = 16, error = 7.081341e+006
iteration = 16, rel_error = 3.443381e+006
X =
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1.0e+006 *
3.5407 -1.7703
4.7209 -2.3604
iteration = 17, error = 6.873163e+006
iteration = 17, rel_error = 3.342152e+006
X =
1.0e+006 *
-3.4366 1.7183
-4.5821 2.2911
iteration = 18, error = 6.306091e+006
iteration = 18, rel_error = 3.066406e+006
X =
1.0e+006 *
3.1530 -1.5765
4.2041 -2.1020
iteration = 19, error = 5.485873e+006
iteration = 19, rel_error = 2.667567e+006
X =
1.0e+006 *
-2.7429 1.3715
-3.6573 1.8286
iteration = 20, error = 4.537296e+006
iteration = 20, rel_error = 2.206311e+006
X =
1.0e+006 *
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2.2686 -1.1343
3.0249 -1.5124
iterations 21 to 56 are omitted.
iteration = 57, error = 4.679132e-007
iteration = 57, rel_error = 2.275280e-007
X =
-0.7358 0.5518
-1.4715 1.1036
iteration = 58, error = 1.250355e-007
iteration = 58, rel_error = 6.079988e-008
X =
-0.7358 0.5518
-1.4715 1.1036
iteration = 59, error = 4.581416e-008
iteration = 59, rel_error = 2.227764e-008
X =
-0.7358 0.5518
-1.4715 1.1036
iteration = 60, error = 1.048504e-008
iteration = 60, rel_error = 5.098467e-009
X =
-0.7358 0.5518
-1.4715 1.1036
iteration = 61, error = 1.089735e-008
iteration = 61, rel_error = 5.298959e-009
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X =
-0.7358 0.5518
-1.4715 1.1036
iteration = 62, error = 7.198322e-009
iteration = 62, rel_error = 3.500264e-009
X =
-0.7358 0.5518
-1.4715 1.1036
iteration = 63, error = 8.196473e-009
iteration = 63, rel_error = 3.985626e-009
X =
-0.7358 0.5518
-1.4715 1.1036
iteration = 64, error = 7.931339e-009
iteration = 64, rel_error = 3.856702e-009
X =
-0.7358 0.5518
-1.4715 1.1036
iteration = 65, error = 8.000682e-009
iteration = 65, rel_error = 3.890420e-009
X =
-0.7358 0.5518
-1.4715 1.1036
iteration = 66, error = 7.982821e-009
iteration = 66, rel_error = 3.881735e-009
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X =
-0.7358 0.5518
-1.4715 1.1036
iteration = 67, error = 7.987353e-009
iteration = 67, rel_error = 3.883939e-009
X =
-0.7358 0.5518
-1.4715 1.1036
iteration = 68, error = 7.986220e-009
iteration = 68, rel_error = 3.883388e-009
X =
-0.7358 0.5518
-1.4715 1.1036
iteration = 69, error = 7.986499e-009
iteration = 69, rel_error = 3.883524e-009
X =
-0.7358 0.5518
-1.4715 1.1036
iteration = 70, error = 7.986431e-009
iteration = 70, rel_error = 3.883491e-009
X =
-0.7358 0.5518
-1.4715 1.1036
iteration = 71, error = 7.986447e-009
iteration = 71, rel_error = 3.883498e-009
X =
127
-0.7358 0.5518
-1.4715 1.1036
ans =
-0.7358 0.5518
-1.4715 1.1036
We can see that the error is growing at first. In fact the error
only starts to decrease after 16 iterations. After that point it decreases
steadily until iterations 62 where the relative error is 3.500264e− 009.
After this point the error stagnates, and we do not get close to the
ideal relative error of 10−16. The reason for this is that the signs of the
elements of Xk alternates, and so there is considerable cancellation.
The series method is unstable because of cancellation error. Here
both A1 and A2 have negative entries. The (A1)k has sign pattern(
+ −
− +
)
for all k. Thus there is no cancellation error in adding the individual
components of (A1)k in the series. On the other hand (A2)k has sign
pattern ( − +
− +
)
for all k odd, and (
+ −
+ −
)
for k even. Thus when adding powers, there is cancellation in every
component of the sum and explain why the series method results are
so much worse for A2 than for A1.
5.1.2 Pade´ Approximation
The Taylor series is the simplest algorithm for the exponential of
programme. It requires just one loop, containing one matrix multiplica-
tion, one scalar matrix multiplication and one matrix-matrix addition.
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But we have discussed that this approach can be inefficient and not
accurate. The purpose of a Taylor series is to expand a function as a
power series, whereas a Pade´ approximation expands a function as the
ratio of two polynomials.
Since the Pade´ approximation is defined as a rational function
and is expressed as ratio of polynomials, it can be calculated numer-
ically easily. A Pade´ approximation approximates a function in only
one variables, an approximation of a function in two variables is called
a Chisholm approximation and in multiple variables is called a Canter-
bury approximation.
Assume that ex is to be approximated by
1 + p1x
1 + q1x
.
Finding p1 and q1 requires two equations, which will come from the
coefficients of x and x2, so the leading error term will be x3, hence
ex =
1 + p1x
1 + q1x
+ α3x
3 + α4x
4 + ...
(1+q1x)(1+x+
1
2
x2 +
1
6
x3 + ...) = 1+p1x+(1+q1x)(α3x
3 +α4x
4 + ...)
Hence
(1+q1−p1)x+(1
2
+q1)x
2 +(
1
6
+
1
2
q1−α3)x3 +higher order terms = 0
This is satisfied uniquely to terms of order three by
p1 =
1
2
, q1 = −1
2
and α3 = − 1
13
The rational approximation
(1 + 1
2
x)
(1− 1
2
x)
is called the (1, 1) Pade´ approximation of order 2 to exp(x) and has a
leading error term of order 3.
In general, it is possible to approximate ex by
ex = rmn + αm+n+1x
m+n+1 +O(xm+n+2)
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where
rmn(x) =
pmn(x)
qmn(x)
pmn(x) =
m∑
i=0
pix
i = p0 + p1x+ p2x
2 + ...+ pmx
m
qmn(x) =
n∑
i=0
qix
i = q0 + q1x+ q2x
2 + ...+ qnx
n
rmn(x) =
p0 + p1x+ p2x
2 + ...+ pmx
m
1 + q1x+ q2x2 + ...+ qnxn
(5.3)
We can assume q0 = 1, because, q0 6= 0 in order to have a nonzero
denominator. The two polynomials pmn(x) and qmn(x) are constructed
in such a way that f(x) and rmn(x) agree at x = 0 and also their
derivatives up to m+n. In the case where q0(x) = 1, the approximation
is just the Maclaurin expansion for f(x). It can be shown that for a
given value of m + n, the error is smallest when pmn(x), qmn(x) have
the same degree or the degree of pmn(x) is one higher than qmn(x) for
the value of m + n[7]. The rational function rmn(x) has m + n + 1
coefficients. We need to find these coefficients pi and qi such that the
derivatives of the function are approximated as
f (k)(0) = r(k)(0), k = 0, 1, 2, ...,m+ n
The error of the approximation is
f(x)− r(x) = f(x)− p(x)
q(x)
=
f(x)q(x)− p(x)
q(x)
Now, let us replace the function f(x) =
∑∞
k=0 ckx
k and the ap-
proximated rational function into the error formula gives
f(x)− rmn(x) =
∞∑
k=0
ckx
k −
∑m
i=0 pix
i∑n
i=0 qix
i
=
∑∞
k=0 ckx
k
∑n
i=0 qix
i −∑mi=0 pixi
qmn(x)
By expanding the sums and taking the advantage of the assumed value
of q0 = 1 and reordering produces the coefficient of the x
k, the numer-
ator term as
k∑
i=0
(ciqk−i)− pk.
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We select the coefficients such that this expression is zero for
k 6 m + n. This assures that f(x)− rmn(x) has a zero of multiplicity
m+ n+ 1 at x = 0. This results in a set of m+ n+ 1 linear equations
of the form
k∑
i=0
ciqk−i − pk = 0, k = 0, 1, ...,m+ n
This is a homogeneous system of linear equations in m+n+1 unknowns
pk, k = 0, 1, ...,m and qk, k = 1, 2, ..., n. The Pade´ approximant rmn(x)
to the exponential function f(x) = ex is given by
pmn(x) =
m∑
j=0
m!(m+ n− j)!
(m+ n)!(m− j)!
xj
j!
qmn(x) =
n∑
j=0
n!(m+ n− j)!
(m+ n)!(n− j)!
(−x)j
j!
Moreover,
ex− rmn(x) = (−1)m m!n!
(m+ n)!(m+ n+ 1)!
xm+n+1 +O(xm+n+2) (5.4)
The following table gives the first eight Pade´ approximants to
exp(x) and their leading error terms.
Table 4.
Pade´ Approximant to ex
(m,n) rmn(x) error term
(1,0) 1 + x 1
2
x2
(2,0) 1 + x+ 1
2
x2 1
6
x3
(0,1) 1
1−x −12x2
(1,1)
1+ 1
2
x
1− 1
2
x
− 1
12
x3
(2,1)
1+ 2
3
x+ 1
6
x2
1− 1
3
x
− 1
72
x4
(0,2) 1
1−x+ 1
2
x2
1
6
x3
(1,2)
1+ 1
3
x
1− 2
3
x+ 1
6
x2
1
72
x4
(2,2)
1+ 1
2
x+ 1
12
x2
1− 1
2
x+ 1
12
x2
1
720
x5
Let us consider the following enlightening example.
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Example 35. Consider the approximation of
f(x) = ex
The Maclaurin series expansion is
ex = 1 + x+
1
2
x2 +
1
6
x3 +O(x4).
Consider the Pade´ approximation with m = 2 and n = 1.
Following the above theory we set up the equation
pm(x) = p2(x) = p0 + p1x+ p2x
2
qn(x) = q1(x) = 1 + q1x.
Form
f(x)qn(x)− pm(x) = 0
(1 + x+
1
2
x2 +
1
6
x3 + ...)(1 + q1x)− (p0 + p1x+ p2x2) = 0.
1− p0 + (1 + q1 − p1)x+ (1
2
+ q1 − p2)x2 + (1
6
+
1
2
q1)x
3 = 0
since m+ n = 2 + 1 = 3, we need four equations.
1− p0 = 0
1 + q1 − p1 = 0
1
2
+ q1 − p2 = 0
and
1
6
+
1
2
q1 = 0.
Then we have the values of the coefficients are
p0 = 1, p1 =
2
3
, p2 =
1
6
, q1 = −1
3
The Pade´ approximation of ex is therefore of the form
r21(x) =
1 + 2
3
x+ 1
6
x2
1− 1
3
x
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Let us compare the accuracy of the Maclaurin series approxima-
tion with that of the Pade´ approximation on the interval [0, 1]. Using
Matlab we find
max{|ex − (1 + x+ x
2
2
+
x3
6
)| : x ∈ [0, 1]} = 0.05
and
max{|ex − r21| : x ∈ [0, 1]} = 0.03
Thus the Pade´ approximation is slightly more accurate. But more
importantly, the highest power of x in the Pade´ approximation is x2,
but in the Maclaurin approximation is x3. Where x is scalar.
The Pade´ approximation of matrix exponential can be extended
in the same way if x is a matrix A ∈ Mn. A Taylor series approach
to matrix exponential approximation is generally slow and inaccurate.
Our goal is to make the maximum error as small as possible. The Pade´
approximation to the matrix exponential can be defined as
eA ≈ rmn(A) = pmn(A)
qmn(A)
(5.5)
= [qmn(A)]
−1pmn(A)
where
pmn(A) =
m∑
j=0
(m+ n− j)!m!
(m+ n)!j!(m− j)!A
j (5.6)
qmn(A) =
n∑
j=0
(m+ n− j)!n!
(m+ n)!j!(n− j)!(−A)
j (5.7)
In the case when n = 0, the approximation will take the form
of Taylor(Maclaurin) expansion for f(A). There are m + 1 unknown
coefficient in pmn(A), and n unknown coefficients in qmn(A), hence the
rational function rmn(A) has m+ n+ 1 unknown coefficients.
From [7] it was seen that the diagonal approximation (m = n)
are preferred over the off diagonal approximation (m 6= n) for stability
and economy of computation. The diagonal Pade´ approximation have
some advantages over the Taylor series i.e., the Pade´ approximation is
r22(A) = [q22(A)]
−1p22(A) (5.8)
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where p, q are as in (5.6) and (5.7). Notice that since matrix multi-
plications for k × k matrix is O(k3) flops and matrix addition is O(k2)
flops, most of the work is evaluating equation (5.8) is in computing the
powers of the matrix A.
Let us take m = n. Then the error in rmn is O(x
2m+1). To
evaluate rmn(A) for A ∈ Mk, requires that we compute A, ,A2, ..., Am
and p(A), q(A). This requires 2k3 flops. To obtain an error of O(x2m+1)
using the Taylor series would require the computation of A,A2, ..., A2m.
That is (2m−1)2k3 flops, which is almost twice as much of for the Pade´
method.
Since most of work in computing the Pade´ and power series ap-
proximation is in computing the powers of A, for a given amount of
work. The Pade´ method has twice the order of the power series method.
The Pade´ is only accurate near the origin so that the approximation of
eA is not valid, when ‖A‖ is too large. Like Taylor series there is a ques-
tion that where the series in Pade´ approximation to terminate, what are
the appropriate values of m. In this case, suppose Pade´ with m = n i.e.,
the diagonal approximation. Then error is o(‖A‖2m+1) we need same
amount of work for (m− 1) matrix multiplication pmn(A), qmn(A). To
compute rmn(A), 2n
3 flops are required, same as 1 matrix multiplica-
tion, so the total work need m matrix multiplication. Now consider the
Taylor series with m matrix multiplication. Then error is o(‖A‖m+2).
So if m > 2 Pade´ gives a smaller error.
The Taylor series and the Pade´ approximation are applicable to
certain cases, but they require a lot of computation when ‖A‖ is large.
This problem will be solved when we introduce the so called Scaling
and Squaring method.
Here is the m-file for the Pade´ approimation:
function [r] = diag_pade(A, m)
% diag pade est of exp using formula
% from higham
%
p = zeros(size(A));
q = p;
for j=0:m,
% this is inefficient and could overflow
% but is presented in this form to agree with theory
coef = factorial(2*m-j)*factorial(m);
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coef = coef/(factorial(2*m)*factorial(j)*factorial(m-j));
p = p+ coef*(A)^j;
q = q+ coef*(-A)^j;
end
r=inv(q)*p;
See section (5.1.3) for an example.
5.1.3 Scaling and Squaring
The main problem, i.e., roundoff error difficulties and the com-
puting costs of the Taylor Series and Pade´ approximation is that the
accuracy decreases and efficiency increases as ‖A‖ increases. To over-
come these difficulties we use a fundamental property:
(ea/b)b = ea
where a and b are scalars unique to any exponential function.
This property can be applied to matrices:
eA = (eA/m)m
where A ∈ Mn and m is a positive integer. This idea will help to con-
trol the roundoff error and more importantly the computing costs it
would take to find either by Taylor series or Pade´ approximation. The
advantage of the scaling methods is that the scaled transition matrix
can be made to have a norm less than unity, so by reducing the norm
of the matrix. Scaling and Squaring improves the efficiency of the Tay-
lor series and Pade´ methods there is one commonly used criteria of
choosing m is to make it the smallest power of two, m = 2j, such that
‖A‖/m 6 1. If m is too big then lose accuracy.(For example, taking
m = 10−17 in matlab we have (e10
−17
)(10)
−17
= 1 rather that 2.7183). If
too small, series takes too long to converge. So, with this restriction,
approximate eA/m = eA/2
j ≈ r(A/2j)2j , where r is either Taylor or
Pade´ approximant to the exponential and then take eA ≈ r(A/2j)2j ,
where to form the matrix (eA/m)m by j repeated squarings.
Now we define the scaled matrix exponential or base matrix
M = eA/m
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hence
eA = Mm.
Using the Taylor series definition of the exponential function, we have
M = I + A/m+
(A/m)2
2!
+ ...+
(A/m)i
i!
+ ...
Again, the base matrix must be approximated by the truncated
series. The degree of Taylor approximation to the base matrix is de-
noted by Mk. We can also use the Pade´ approximation Mmn for the
determination of the base matrix and for the diagonal Pade´ approxi-
mation where m = n it is denoted by Mmm.
Since Mm depends on the integer m, as we said above that the
most effective method is to choose m = 2j; we can square the base
matrix j times instead of multiplying m = 2jtimes.
eA = [[[[M2]2]2] . . .]2︸ ︷︷ ︸
m times
In this manner we need only m times matrix multiplications are
necessary instead of the k matrix multiplications necessary for direct
calculation. But we need to be careful not to scale too much. For
instance we try to approximate e1 by (1 + 1
n
)n, for n = 1010 we get an
accuracy of 2× 10−7, but for n = 12, we get an accuracy of 2× 10−4.
Let us look at the error introduced in the squaring phase. To
compute ex we can compute z = fl(ex/2
j
) and [[[[M2]2]2] . . .]2︸ ︷︷ ︸
j times
Consider
z = fl(ex/2
j
)
Then
z = ex/2
j
(1 + ) where || 6 M
Even if make no more rounding errors, we will get
z2
j
= ex/2
j
(1 + )
2j
= ex(1 + )2
j
≈ ex(1 + 2j)
so
relerr = |(fl(e
x/2j))2
j − ex
ex
| ≈ |2
jex
ex
| 6 2jM
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For example if A = [10] ∈Mn then we want to compute eA1 to accuracy
10−16 after scaling A = A
32
= 10
32
∞∑
k=m+1
A1
(m+ 1)!
6 10−16
⇔ A
m+1
1
(m+ 1)!
6 10−16
need m+ 1 = 13 ⇒ m = 12 i.e., 11 matrix multiplication. In general,
the squaring method is more efficient.
Here is the m-file for Scaling and squaring of Taylor’s method:
function [e] = exp_taylor(A, tol, s)
%
% compute exp using taylor series with given tolerance
% and s scalings and squarings
%
n = max(size(A));
A0 = A;
for i=1:s,
A = A/2;
end
%
e = exp_matrix_series(A,tol);
%
% square
for i=1:s,
e = e*e;
end
Here is the matlab implementation code to the scaling and squar-
ing of Pade´ method:
function [e] = exp_pade_sc_sq(A, m, s)
%
% compute exp usign taylor series with given tolerance
% and s scalings and squarings
%
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n = max(size(A));
A0 = A;
for i=1:s,
A = A/2;
end
%
e = diag_pade(A, m);
%
% square
for i=1:s,
e = e*e;
end
Consider the following test matrix:
A2 =
( −49 24
−64 31
)
>> A2 = [-49 24; -64 31]
A2 =
-49 24
-64 31
>> norm(A2)/2^8
ans =
0.3501
>> et = exp_taylor_sc_sq(A2,10^-14, 8)
iteration = 1, error = 1.288799e-002
iteration = 1, rel_error = 1.121899e-002
i =
1
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ans =
0.8086 0.0938
-0.2500 1.1211
iteration = 2, error = 2.879704e-004
iteration = 2, rel_error = 2.506781e-004
i =
2
ans =
0.8152 0.0905
-0.2412 1.1167
iteration = 3, error = 4.797634e-006
iteration = 3, rel_error = 4.176339e-006
i =
3
ans =
0.8150 0.0905
-0.2414 1.1168
iteration = 4, error = 6.385968e-008
iteration = 4, rel_error = 5.558982e-008
i =
4
ans =
139
0.8150 0.0905
-0.2414 1.1168
iteration = 5, error = 7.078917e-010
iteration = 5, rel_error = 6.162195e-010
i =
5
ans =
0.8150 0.0905
-0.2414 1.1168
iteration = 6, error = 6.723871e-012
iteration = 6, rel_error = 5.853127e-012
i =
6
ans =
0.8150 0.0905
-0.2414 1.1168
iteration = 7, error = 5.540013e-014
iteration = 7, rel_error = 4.822579e-014
i =
7
ans =
0.8150 0.0905
-0.2414 1.1168
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iteration = 8, error = 7.771561e-016
iteration = 8, rel_error = 6.765141e-016
i =
8
ans =
0.8150 0.0905
-0.2414 1.1168
iteration = 9, error = 2.775558e-016
iteration = 9, rel_error = 2.416122e-016
i =
9
ans =
0.8150 0.0905
-0.2414 1.1168
et =
-0.7358 0.5518
-1.4715 1.1036
>> (norm(et-expm(A2)))
ans =
7.7242e-013
>> ep = exp_pade_sc_sq(A2,5, 8)
141
ep =
-0.7358 0.5518
-1.4715 1.1036
>> (norm(ep-expm(A2)))
ans =
2.2308e-013
Notice that with m = 5 for the Pade´ method we obtain simi-
lar accuracy as with i = 9 powers ofA for the Taylor series method.
This agrees with our theoretical observation in the discussion following
equation (5.8).
5.2 Matrix Decomposition Methods
As we know the matrix decomposition methods are based on the
similarity transformation of a matrix as
A = SBS−1.
From the definition of etA implies that
etA = SetBS−1
but if S is close to singular it means κ(S) is large.
5.2.1 Eigenvalue-eigenvector method
Since A ∈ Cn×n is a real symmetric matrix and ∃ a real unitary V and
Λ = diag(λi), with λi the eigenvalues of A which are real, such that
A = V ΛV ∗ (5.9)
Then by JCF definition eA we have
eA = V eΛV ∗ (5.10)
For Λ = diag(λ1, ..., λn), the e
Λ = diag(eλ1 , eλ2 , ..., eλn) is trivial to
compute.
142
But, a related difficulty with this approach occurs when A may
not be diagonalizable and thus is defective, because there is no invert-
ible matrix of eigenvectors V . These observations serve to highlight
the difficulties associated with ill-conditioned similarity transforma-
tions [5]. It can be shown that let X Y ∈Mn then
fl(XY ) = XY + E
where
|E| 6 2nM |X||Y |, hence ‖E‖1 6 2nM‖X‖1‖Y ‖1
Thus
fl(V DV −1) = V fl(DV −1) + E1
= V DV −1 + V E2 + E1
‖fl(V DV −1)− V DV −1‖1 = ‖V E2 + E1‖1
6 ‖V E2‖1 + ‖E1‖1
6 ‖V ‖1‖E2‖1 + ‖E1‖1,
where
‖E1‖1 6 2nM‖V ‖1 ‖DV −1‖1
6 2nM‖V ‖1‖D‖1‖V −1‖1
‖E2‖1 6 2nM‖D‖1‖V −1‖1
‖fl(V DV −1)−V DV −1‖1 6 2nM‖V ‖1‖D‖1‖V −1‖1+2nM‖V ‖1‖D‖1‖V −1‖1
6 4nM‖D‖1‖V ‖1‖V −1‖1
6 4nM‖D‖1κ(V )
‖fl(V DV −1)− V DV −1‖1 6 4nM‖D‖1κ(V ) (5.11)
If V is ill-condition the error will be large. even if we do not compute
eV DV
−1
= V eDV −1, just computing fl(V DV −1) gives the equation
(5.11) error. This method relies on diagonalizating the matrix. Thus
if for example a defective matrix is
A =
(
1 1
0 1
)
.
Which is not diagonalizable. Thus we can not use the method.
However, the following example suggests that ill-conditioned sim-
ilarity transformations should be avoided when computing a function
of a matrix.
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Example 36. Let
A =
(
1 + α 1
0 1− α
)
then
V =
(
1 −1
0 2α
)
D =
(
1 + α 0
0 1− α
)
and
cond(V ) = O(
1
α
).
If α = 10−13 then
κ(V ) = 1.000244225956801e+ 013
In Matlab:
>> A=[1+10^-13 1; 0 1-10^-13]
A =
1.00000000000010 1.00000000000000
0 0.99999999999990
>> [V,D]=eig(A)
V =
1.00000000000000 -1.00000000000000
0 0.00000000000020
D =
1.00000000000010 0
0 0.99999999999990
>> eA=V*expm(D)*inv(V)
eA =
144
2.71828182845932 2.69921875000000
0 2.71828182845878
>> expm(A)
ans =
2.71828182845931 2.71828182845905
0 2.71828182845878
>> relerr=norm(eA-expm(A))/norm(expm(A))
relerr =
0.00433421961422=4.33421961422e-3
Note: 10−3 ≈ relerr ≈ M × κ(V ) ≈ 10−16 × 1013 ≈ 10−3
Thus the error is large because V is ill-conditioned.
Here is the matlab code based on the eigenpair decomposition:
function f = exp_eigenpair(A);
% usage: f = exp_eigenpair(A);
% calculate the matrix exponential of A using
% eigenpair decomposition.
% Input:
% A = matrix
% Output:
% f = approximate value of matrix exponential
[n,n]=size(A);
[U,D]=eig(A);
for i=1:n
D(i,i)=exp(D(i,i));
end
f=U*D*inv(U);
err = norm(expm(A)-f,inf);
rel_err = err/norm(expm(A))
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display([sprintf(’error=%e\n’,err)]);
end
Let us consider the example to use the above matlab code:
>> A1=[2 -1; -1 2]
A1 =
2 -1
-1 2
>> exp_eigenpair(A1)
rel_err =
2.6532e-016
error=5.329071e-015
ans =
11.4019 -8.6836
-8.6836 11.4019
>> A2=[-49 24; -64 31]
A2 =
-49 24
-64 31
>> exp_eigenpair(A2)
rel_err =
1.0948e-013
error=2.251532e-013
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ans =
-0.7358 0.5518
-1.4715 1.1036
5.2.2 Schur Parlett Method
We recall the Schur decomposition
A = UTU t
with unitary U and upper-triangular T exists if A is real and has real
eigenvalues. If A has complex eigenvalues, then it is necessary to allow
2 × 2 blocks on the diagonal of T or to make U and T complex (and
replace U t with U∗). Once matrix A has been decomposed, the matrix
exponential is evaluated from
eA = UeTU∗ (5.12)
Where T is a triangular or quasitriangular matrix. The com-
putation of the matrix exponential eT of an upper triangular matrix
is performed by using an algorithm which was developed by Parlett
[14, 15]. If T is upper triangular matrix with λ1, ..., λn on the diagonal,
then eT is upper triangular with eλ1 , ..., eλn on the diagonal. Note that
there is no need of eigenvectors of A. Again, when the eigenvalues are
distinct almost equal, inaccuracy takes place in the computation of eT .
Let us consider the following examples.
In the case, 2× 2 and when λ1 6= λ2, we have
T =
(
λ1 t12
0 λ2
)
The exponential of this matrix is
eT =
(
eλ1 t12
eλ2−eλ1
λ2−λ1
0 eλ2
)
When λ1 = λ2 = λ
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eT =
(
eλ t12
0 eλ
)
For n = 3, case for 3× 3 upper triangular matrix T .
T =
 λ1 t12 t130 λ2 t23
0 0 λ3

Then the exponential of this matrix is
eT =
 eλ1 t12α12 t13α13 + t12t23α1230 eλ2 t23α23
0 0 eλ3

where
αij =
eλi − eλi
λi − λj for i < j
and
α123 =
α12 − α23
λ1 − λ2
Hence, from these examples we observed that eT is an upper
triangular matrix whose entries involve divided differences of eλi .
Here is the m-file for the Schur decomposition method:
function [f] = parlett_exp(t)
%
% assume t is upper tri and has distinct diag elts
%
n=max(size(t))
% assign diag of f
for i=1:n
f(i,i) = exp(t(i,i));
end
%
for d=2:n,
for i=1:n-d+1
j=i+d-1;
f(i,j) = (t(i,j)*(f(i,i)-f(j,j)))/(t(i,i)-t(j,j));
for k=i+1:j-1
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f(i,j) = f(i,j) + (f(i,k)*t(k,j)-t(i,k)*f(k,j))/(t(i,i)-t(j,j));
end
end
end
Let us consider the following examples to find the exponential of
a matrix using Schur Decomposition for matrices.
Example 37. A = UTU∗, where
T =
(
1 1
0 1 + 10−5
)
and U =
1√
2
(
1 1
1 −1
)
.
>> T=[1 1; 0 1+1e-5]
T =
1.00000000000000 1.00000000000000
0 1.00001000000000
>> U = 1/sqrt(2)* [1 1; 1 -1]
U =
0.70710678118655 0.70710678118655
0.70710678118655 -0.70710678118655
>> A = U*T*U’
A =
1.50000500000000 -0.50000500000000
0.49999500000000 0.50000500000000
>> expmA=expm(A)
expmA =
4.07744312989289 -1.35916130143385
1.35913411847965 1.35914770997940
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>> [U1 T1]=schur(A)
U1 =
0.70711385222309 -0.70709971007930
0.70709971007930 0.70711385222309
T1 =
1.00001000000578 -1.00000000000000
0 0.99999999999422
>> t11 = T1(1,1); t22 = T1(2,2); t12 = T1(1,2);
>> f11 = exp(t11); f22=exp(t22); f12 = t12*(f11-f22)/(t11-t22);
>> F = [f11 f12 ; 0 f22]
F =
2.71830901142895 -2.71829541993511
0 2.71828182844334
>> Eschur=U1*F*U1’
Eschur =
4.07744312990370 -1.35916130144465
1.35913411849046 1.35914770996859
>> norm(Eschur-expmA)
ans =
2.162126034736025e-011
>> norm(Eschur-expmA)/norm(expmA)
ans =
4.915828381315610e-012
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The reason for the error is that t11 ≈ t22. If we redo the example with
T =
(
1 1
0 1 + 10−10
)
the error will be larger≈ 10−5. So our approximation of the matrix
exponential using Schur Decomposition shows that roundoff error is
caused by nearly confluent eigenvalues λi.
Now we illustrate the behavior in the Block Parlett algorithm by
considering the following example. Notice that the 1,1 and 3,3 entries
of B are very close.
B =
0.4751 0.3810 0.3077 0.2029 0.0289
0 0.2282 0.3960 0.4677 0.1764
0 0 0.4609 0.4585 0.4066
0 0 0 0.2051 0.0049
0 0 0 0 0.0694
>> B(3,3)=B(1,1)+1e-8;
>> norm(parlett_exp(B)-expm(B))/norm(expm(B))
ans =
1.0814e-008
>> B(3,3)=B(1,1)+1e-12;
>> norm(parlett_exp(B)-expm(B))/norm(expm(B))
ans =
6.7441e-005
>> v=[3 2]
v =
3 2
151
>> norm(parlett_block_final(B, v)-expm(B))/norm(expm(B))
ans =
3.0098e-015
>> v=[2 3];
>> norm(parlett_block_final(B, v)-expm(B))/norm(expm(B))
ans =
1.6032e-004
This shows that as two eigenvalues of B get closer the error in
the Parlett method increases. If we use the Block Parlett method with
the close eigenvalues in the same block there is no loss of accuracy.
This is the case when v = [3, 2]. The first block is 3 × 3 and contains
the two close eigenvalues.
On the other hand, if we use block Parlett with v = [2, 3]. Then
the first block is 2 × 2 and contains one of the close eigenvalues. The
other is in the second block. In this case the error is very large similarly
to the error in the non-block Parlett algorithm.
5.3 Cauchy’s integral formula
Recall from chapter 3 section 3.3,
f(A) =
1
2pii
∫
Γ
f(z)(zI − A)−1dz, (5.13)
where Γ is a closed contour lying in the region of analyticity of f and
winding once around the spectrum σ(A) in the counterclockwise direc-
tion. The simplest choice of the contour Γ is a circle with radius r
centered at some point z0, defined by
Γ = {z(θ) = z0 + reiθ : 0 6 θ 6 2pi}.
Then making the substitution dz = z′(θ)dθ, the Cauchy integral (5.13)
of a function of the matrix A becomes
f(A) =
1
2pii
∫ 2pi
0
f(z)(zI − A)−1rieiθdθ,
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f(A) =
1
2pi
∫ 2pi
0
(z(θ)− z0)f(z)(zI − A)−1dθ, (5.14)
The matlab programme below implements the mid-point rule to
approximate this integral. We will see that it requires a large number
of functions evaluations to obtain reasonable accuracy. Of course the
mid point rule is one of the simplest numerical quadrature rules. We
propose to study more sophisticated methods like those in [6] to make
this method more efficient. One important aspect of the approximate
the Cauchy Integral is that the matrix inversions can be computed in
parallel.
Here is a matlab code to implement the Cauchy Integral Method:
function [ea] = exp_c(a, m)
%
s = zeros(size(a))
theta = 2*pi*i/m;
id = eye(size(a));
%
for j=1:m,
z = exp((j+.5)*theta); % z at midpoint
s = s + inv(z*id - a) * exp(z)*(exp((j+1)*theta)-exp(j*theta));
end
ea= s /(2*pi*i);
Example 38. Let us consider the test example:
>> a= triu(rand(5))
a =
0.9501 0.7621 0.6154 0.4057 0.0579
0 0.4565 0.7919 0.9355 0.3529
0 0 0.9218 0.9169 0.8132
0 0 0 0.4103 0.0099
0 0 0 0 0.1389
>> norm(exp_cauchy_Int(a, 100)-expm(a))
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ans =
2.1561
>> norm(exp_cauchy_Int(a, 1000)-expm(a))
ans =
1.0058e-005
>> norm(exp_cauchy_Int(a, 2000)-expm(a))
ans =
2.5144e-006
>> norm(exp_cauchy_Int(a, 4000)-expm(a))
ans =
6.2860e-007
>> norm(exp_cauchy_Int(a, 8000)-expm(a))
ans =
1.5715e-007
>> A=a/2
A =
0.0967 0.3489 0.2483 0.3301 0.3636
0 0.1892 0.4499 0.1710 0.1546
0 0 0.4108 0.1449 0.4192
0 0 0 0.1706 0.2840
0 0 0 0 0.1852
>> norm(exp_cauchy_Int(A, 1000)-expm(A))
ans =
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3.7095e-006
>> norm(exp_cauchy_Int(A, 2000)-expm(A))
ans =
9.2738e-007
The convergence is slow. It takes 1000 matrix inversions to attain
an accuracy of 10−5 in the first example. By contrast, using Pade´ with
scaling and squaring we would obtain relative accuracy of about 10−14
using m = 8 for the Pade´ approximation, and 4 scaling and squar-
ing. That is about 12 matrix multiplications to obtain much higher
accuracy.
Notice when the number of integration nodes is doubled, the
error is reduced by a factor of 4. Using this we extrapolate. Let E1000
and E2000 denote the approximate with 1000 and 2000 nodes. Then a
better approximation is
extrapolate = (4E2000− E1000)/3.
Evaluating this for the matrix A gives
>> E2000=exp_cauchy_Int(A, 2000);
>> E1000=exp_cauchy_Int(A, 1000);
>> extrap =(4*E2000-E1000)/3
>> norm(extrap-expm(A))
ans =
5.1339e-013
Thus combing E1000 and E2000 that have errors about 10−5 and 10−6
gives us an approximation with much smaller error 5.1339× 10−13.
Using even more sophisticated ideas perhaps we can make the
Cauchy Integral method competitive.
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Chapter 6
Conclusion and Future work
6.1 Conclusion
There are many ways to define eA and they lead to many al-
gorithms to compute eA. In this part must we deal with the obvious
question: Which method is the best? To answer such a question is
very risky, because, we do not know enough about the sensitivity of
the original problem.
In summery, we have to look at the strengthen and weakness of
each method:
1. Taylor’s Series: This method always converges in theory. But
we have seen that there can be large cancellation errors, and the
convergence can be slow if ‖A‖ is large. These problems can be
avoided by careful Scaling and Squaring.
2. Pade´ approximation: This method does not always converges.
But with suitable Scaling and Squaring it dose always converges.
3. Schur-Parlett:
This is a finite algorithm in theory once Schur form is found, but
does not work if eigenvalues are equal and shows inaccuracy if the
eigenvalues are close.
4. Eigenvalue-Eigenvector method: This method is finite, once
eigenvalues and eigenvectors are found. It does not work if A is not
diagonalizable. It is inaccurate if A is close to a non-diagonalizable
matrix or if the eigenvectors are ill-conditioned
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5. Cauchy Integral formula method:
This method has good parallel computation properties but needs
eigenvalues to be inside a contour, and so we need to know some-
thing about eigenvalues. For larger spectral radii or more scat-
tered eigenvalues the convergence will be slower. The efficiency
depends also on a good quadrature rule and is helped by clus-
tered eigenvalues.
We have seen that there is no uniformly best method for the
computation matrix exponential. The choice of method depends on the
application and the particular matrix. Here are two common situations
where one would choose different methods. For example, if A has well
separated eigenvalues and we need eAt for many t, then
A = UTU∗
eAt = UetTU∗,
using Schur-Parlett is simple, and efficient. If however A has repeated
eigenvalues or close eigenvalues the Schur-Parlett method does not
work well. Series, Pade´ and Scaling-squaring always work. Here good
method would be to use Scaling and Squaring with Pade´ approxima-
tion. Incidentally this is the default algorithm used by Matlab expm.
6.2 Future work
Our implementation of the Cauchy Integral method uses only
the simplest contour a circle centered at the origin, and the simplest
quadrature method, the mid point rule. We would like to investigate
higher order quadrature rules and extrapolation methods as well as
transformation of the problem as suggested in [6].
The reason for our interest in this apparently unpromising method
is that the most of the work is in computing (zI − A)−1 for different
values of z. All these inversions can be carried out in parallel.
There is no good set of test matrices for the exponential. For
example N.Hale, N.J. Higham and L. Trefethen in their paper [6] use
2×2 matrices. We intend to find a set of matrices that arise in practice
whose exponential is necessary to compute. This will be useful to us in
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comparing methods, and will be useful resource for other researchers
also.
Finally we would like to investigate a new idea that has never
been considered before. Namely using a dynamic stopping criterion
based on ‖Ak‖1 rather that using the inequality ‖Ak‖ 6 ‖A‖k.
The idea is that the accuracy of the Taylor and Pade´ methods
depends on ‖Ak‖∞. The usual analysis replaces ‖Ak‖∞ by the larger
quantity ‖A‖k∞. This may result in computing more terms then neces-
sary. We intend to investigate the Taylor and Pade´ methods, when we
compute ‖Ak‖∞, at a cost of O(n2) flops, once Ak is formed. The cost
of computing an extra power of A is O(n3) while the cost of our check
is O(n2). We will decide whether to terminate or not, based on ‖Ak‖∞
rather than the usual ‖A‖k∞.
We hope to bring all these ideas together to produce improved
algorithms for the matrix exponential.
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