Chunking algorithms play an important role in hash-based data de-duplication systems. The Basic Sliding Window (BSW) algorithm is the first prototype of a content-based chunking algorithm that can handle most types of data. The Two Thresholds Two Divisors (TTTD) algorithm was proposed to improve the BSW algorithm by controlling the chunk-size variations. We conducted a series of systematic experiments to evaluate the performances of these two algorithms. We also proposed a new improvement for the TTTD algorithm. Our new approach reduced about 6% of the running time and 50% of the large-sized chunks, and also brought other significant benefits.
INTRODUCTION
By now, more and more enterprises are using data de-duplication technology [1, 2, 3] to cut costs in storage requirement, power consumption, and equipment maintenance. In addition, data deduplication technology also makes data replication and data recovery more efficient and effective. The hash-based deduplication technology is often used for data de-duplication systems [3, 4] . Simply speaking, when a new file arrives, the deduplication system uses a chunking algorithm to break the entire file into many small blocks known as chunks. Then the system uses a hash algorithm, like SHA-1 or MD-5 [4, 5] , to generate unique signatures for the chunks. After that, the system can accurately compare those signatures with the ones in its database to identify these chunks as new data or redundant data. If the system detects a matching signature, it creates a logical reference to the duplicate data since its identical copy is already stored in the database. Otherwise, the system treats these chunks as new data and stores them in its database.
CHUNKING
Chunking is a process that partitions an entire file into smaller chunks. This process is the most time consuming since it has to traverse the entire file. Basically, the smaller size the chunks are, the better de-duplication ratio the system has. However, reducing the chunk-size means increasing the number of chunks and the size of the lookup table. In the worst case, the size of the lookup table is too large to be loaded into memory. Then the system has to pay expensive costs in disk I/O [6, 7] . For these reasons, a good chunking algorithm has to satisfy certain conditions, such as minimizing the processing time, balancing the scalability and deduplication ratio, and controlling the chunk-size variations.
Chunking Level
There are three main approaches according to how a chunking algorithm breaks a file -whole file chunking, fixed-size chunking, and variable-size chunking [8, 9] .
The whole-file chunking algorithm treats the entire file as a chunk. Obviously, whole-file chunking is the simplest and fastest, but it has the worst de-duplication ratio. For example, when users change one-byte data, the hash values of the original file and modified file are completely different, even if most of the data is unchanged.
The fixed-size chunking algorithm breaks the entire file into many equal-sized chunks. This approach, however, faces the boundary shifting problem [10, 11] . When users modify data, the algorithm will generate different chunk boundaries for all subsequent chunks, even if most of the data remain unchanged. This is because this algorithm determines the chunk boundaries by the distance from the beginning of the file.
Concept of the BSW Algorithm
In the BSW algorithm, there are three main parameters that need to be pre-configured, a fixed size of window W, an integer divisor -D, and an integer remainder -R, where 0 R < D. We describe how the BSW algorithm works as follows (see Figure 1 [11]). The window W shifts one byte at a time from the beginning of the file to the end of the file. In every shift, it uses the Rabin Fingerprinting algorithm to compute a hash value h = RF(W) for the content of the window. Then the algorithm tests if (h mod D) = R, as known as a D-Match [11] . If the D-Match is true, the algorithm sets the current position P as a breakpoint for chunk boundaries. After that, the window W starts at position P and repeats the procedures until the end of the file. If the D-Match is false, the window W shifts one byte and repeats the computations and comparisons until it finds a breakpoint.
The parameter D can be configured to make the chunk-sizes close to our expectations. Since any integer is divided by D, the remainder is between 0 and D -1. In every one-byte shift, the probability of the D-Match being equal to true is 1/D. In other words, we expect to find a breakpoint for every D byte.
Problems of the BSW Algorithm
The first problem is that the BSW algorithm cannot find any breakpoints after traversing the entire file. In this case, the BSW chunking algorithm is the same as the whole-file chunking algorithm. The second problem is that the BSW algorithm finds a breakpoint in every shift. In this case, the size of each chunk equals the size of the sliding window. In other words, the BSW algorithm is identical to the fixed-size chunking algorithm. The last problem is that the BSW algorithm may generate very largesized or very small-sized chunks. Thus, the BSW algorithm has poor control over the chunk-size variations. The first two problems are unusual, but that does not mean they will never happen. The last problem implies that the system only wastes network resources to transmit these very large or very small chunks when one-byte modification happens.
TWO THRESHOLDS TWO DIVISOR (TTTD) ALGORITHM
The TTTD algorithm was developed by HP laboratory [11] to solve the problems of the BSW algorithm. This algorithm uses the same concept as the BSW algorithm. Besides the main divisor (mainD), there are three additional parameters: maximum threshold (maxT), minimum threshold (minT), and second divisor (secondD).
Concept of the TTTD Algorithm
The maxT and minT are used to eliminate very large and very small chunks. The mainD plays the same role as D did in the BSW algorithm. In general, the value of the secondD is half the value of the mainD. Due to its higher probability, the secondD determines a backup breakpoint in case the algorithm cannot find any breakpoints by using the mainD.
The algorithm works as follows. The fixed-size window W shifts the same as the BSW algorithm does. When the algorithm reaches the minT, it starts to determine the backup breakpoint by secondD and the breakpoint by mainD. Before the algorithm reaches the maxT, if it can find a breakpoint by mainD, then the algorithm uses it as the chunk boundary and then repeats the procedures. If the algorithm cannot find any breakpoint by mainD by the time it reaches the maxT, it uses the backup breakpoint if it found one. Otherwise, it uses the maxT as a breakpoint.
Problems of the TTTD Algorithm
The first problem is the tradeoffs. The TTTD algorithm eliminates very large and very small chunks to control the variations in chunk-size. Obviously, these eliminations increase the number of chunks and the processing time.
The second problem is due to the secondD. For convenience, we assume that the algorithm cannot find a breakpoint by the mainD. It is illustrated in Table 1 by using the optimal parameters' configuration suggested by Eshghi and Tang [11] . According to the Table 1 , the value of the secondD is 270. From 460 (minT) to 2800 (maxT), these are about 8 chances to obtain the backup breakpoint by using the secondD (2340/270 § 8.66). In the best case scenario, we will have total of 8 backup breakpoints from 460 to 2800. The algorithm needs to make sure there is no more chance of adding a breakpoint by using the mainD, so the algorithm decides to use the backup breakpoint until it reaches the maxT. This situation implies that the BSW algorithm always picks the last backup breakpoint it found as the chunk boundary. In other words, the algorithm wastes unnecessary time finding other backup breakpoints. Since the algorithm always picks the last backup breakpoint, the chunks which are determined by the secondD will be close to the maxT and have large sizes. Thus, the secondD only plays a trivial role in preventing the TTTD algorithm from using the maxT as the breakpoint.
The above analyses point out that the TTTD algorithm increases both total running time and the number of chunks. If these increases in ratios are very large, say 1:2 or 1:3, then we need to re-consider the TTTD algorithm.
EXPERIMENTAL EVALUATIONS
The goals of the first part of our experiments were to evaluate the performance of the BSW and TTTD algorithms and also prove our observations and assumptions about the problems of the TTTD algorithm.
Experimental Configurations
We conducted experiments on a machine with following hardware:
z Intel Core2 T7200 2.00GHz processor. We implemented the BSW and TTTD algorithms by C++ and used the same parameters' configurations as shown in Table 1 . We used mainD³ -1 as the value of R, and secondD -1 to determine the backup breakpoint in the TTTD algorithm.
Test Data Sets
We used open resource as our test data and downloaded all test data from the GNU website [12] as shown in Table 2 . By using open resource, it is easier to perform the same experiments and to evaluate our results. Data set #1 contained five versions of Emacs tar files including versions 21.4, 22.1, 22.2 22.3, and 23.1. We uncompressed five tar files of data set #1 as our data set #2. Each of data set #3 and #4 contained 40 different software manuals with the same content but different format. The total test data contained 17079 files and its size was about 836.8 MB. We carefully chose a variety of data sets with different sizes, numbers, types, and formats. We believed that this various combination of the test data sets helped us to perform fair and accurate evaluations for the BSW and TTTD algorithms. The algorithm could not find any breakpoint from the last breakpoint to the end of file.
We carefully chose our test data to avoid the first case. For the second and third cases, we took this fragment as one chunk regardless of what the size was.
Results of Experiments
For each data set, we repeated our experiments 7 times in order to obtain reliable results. For the total running time, we discarded the maximum and minimum results, and then calculated the average of remaining five results. For the average chunk-size and the total number of chunks, the results were deterministic. This is because the TTTD algorithm is a content-based chunking algorithm. In other words, once the test data remained unchanged, the results were exactly identical no matter how many times we performed the experiment. We present the results of our experiments and take deeper analyses for the BSW and TTTD algorithms in this section.
Running Time, Total Chunks, and Average Chunk-Size
The first thing we were interested in was what the performances of the BSW and the TTTD algorithms were in term of these factors. We present the results in Table 3 . In Table 3 , we clearly see the TTTD algorithm increased the running time and total chunks. In the average of the cases, the ratio of the running time was about 1:1.03 (BSW to TTTD). The ratio of the total number of chunks was about 1:1.13 (BSW to TTTD). These two ratios were close to 1:1. For the average chunk-size, the results of the TTTD algorithm were much closer to our expected chunk-size (1000 bytes) in all data sets.
Maximum and Minimum Chunk-Size, and Chunk-Size Distributions
We compared the maximum and minimum chunk-size as shown in Table 4 to see how much better the TTTD algorithm controlled the variations in chunk-size. In all the data sets, all the values of the maximum chunk-size of the TTTD algorithm were 2800 bytes. The BSW algorithm, however, had a huge variation in maximum chunk-size. This variation was large enough to affect the average chunk-size. Theoretically speaking, the minimum chunk-size of the TTTD algorithm should have been 460 bytes corresponding to the parameters' configuration (in Table 1 ). The results were totally different due to the fragments which we discussed in Section 5.2. We also analyzed the chunk-size distributions to obtain a clearer view. Table 5 and Table 6 respectively present the distributions for the BSW algorithm and the TTTD algorithm. In the average of the cases, the BSW algorithm had 40.28% of the total chunks less than 460 bytes in size and the TTTD algorithm had 40.45% of the total chunks between 460 and 799 bytes. In addition, in the average of the cases, the BSW algorithm had 12.35% of the total chunks larger than or equal to 2800 bytes and the TTTD algorithm only had 1.9% equal to 2800 bytes.
In summary, the results of our experiments indicated that the TTTD algorithm used the minT and the maxT to eliminate very large and very small chunks. Therefore, it obtained better controls over the chunk-size variations and distributions, and forced the average chunk-size close to the expected chunk-size. The results also proved the problem of the tradeoffs which we discussed in Section 4.2. The TTTD algorithm surpassed the BSW algorithm in performance with only minimal increases in cost.
NEW IMPROVEMENT OF THE TTTD ALGORITHM
In this section, we describe the issue of the secondD and then we provide new improvement for the TTTD algorithm. Finally, we conduct experiments to evaluate our new approach.
Review of the Second Divisor Problem
Firstly, we analyzed the percentages about how chunks were determined as shown in Table 7 . On average, most of the chunks (90.3%) were determined by mainD and only 7.8% of the total chunks were determined by secondD. We re-present the data in the Table 6 in Figure 2 to obtain a clearer view. In Figure 2 , the second peak illustrates that the TTTD algorithm always picks the last backup breakpoint as the chunk boundary. Table 6, Table 7 and Figure 2 prove our assumption about the secondD in section 4.2, that is, the TTTD algorithm wasted time determining other backup breakpoints, and the chunks determined by the secondD were close to the maxT and have large sizes. 
Concept of the New Improvement
We cannot simply remove the secondD to reduce the running time.
If we remove the secondD, then about 10% of the total chunks will be determined by maxT. In this case, the 10% chunks are determined by fixed-size chunking and face the boundary shifting problem. However, if we can make the second peak happen earlier, and determine the chunks earlier, then we can reduce the unnecessary calculations and comparisons to shorten the running time, and also minimize the larger chunks.
Based on the results of our experiments, we know that about 70% of the chunks are determined before 1600 bytes and the second peak begins at 2200 ~ 2400 bytes. So, we use a new parameter, where 1500 < new parameter < 2400. When the algorithm reaches this new parameter, we use 1/2 of the original values as the new values for the mainD and the secondD. After finding a breakpoint, we switch the new values back to the original values. By increasing the probability of the mainD, we expect the second peak will happen earlier. 
Figure 3. TTTD-S algorithm pseudo code
Since the new parameter is used to switch two sets of values, we use switchP as the name of the parameter; and hence, we call our improvement TTTD-S in the following discussion. We provide the pseudo code for the TTTD-S algorithm in Figure 3 . In Figure 3 , the currP, lastP, and backupBreak are used to store the position of the current point P, the previous breakpoint, and the backup breakpoint respectively. 
Experimental Evaluations for the TTTD-S Algorithm
We used hill-climbing strategy to test different values for switchP.
In each test, we increased the value of switchP by 100 from 1400 to 2200. We found that when the switchP equaled 1600, the TTTD-S algorithm obtained the best balance between the running time, total chunks, and average chunk-size. In practice, the value of switchP should be 1.6 times the expected chunk-size. In the second part of our experiments, we used the same parameters' configuration (in Table 1 ), same test data sets (in Table 2 ), and same experimental methods to evaluate and compare the TTTD-S and the TTTD algorithm. We present the first results in Table 8 . Firstly, our improvement reduced the average total running time from 3733 seconds to 3510 seconds. This number was even better than 3619 seconds of the BSW algorithm (in Table 3 ). The ratio of the two algorithms was 1:1.06 (TTTD-S to TTTD). In other words, we eliminated about 6% of the running time. In addition, the TTTD-S made the average chunk-size closer to the expected chunk-size from 1168 to 1121 bytes. The only tradeoff was that the TTTD-S algorithm increased the number of chunks. The ratio of the increased chunks was about 1:1.05 (TTTD to TTTD-S).
Secondly, we present the chunk-size distribution of the TTTD-S algorithm in Table 9 and Figure 6 . On average, the TTTD algorithm had 76.47% of its chunks before 1600 bytes (in Table  6 ), and the TTTD-S had 75.74% of its chunks before 1600 bytes (in Table 9 ). These two percentages were similar and pointed out that the TTTD-S algorithm did not change the original behaviors of the mainD. In terms of the large-sized chunks (from 2400 to 2800 bytes), the TTTD-S algorithm also reduced the percentage from 8.7% (in Table 6 ) to 4.4% (in Table 9 ). This decreased the ratio by about 50%. Figure 6 shows that the TTTD-S algorithm successfully makes the second peak happen earlier and also illustrates the above analyses. Table 9 . Chunk-Size distribution of the TTTD-S algorithm.
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