Introduction
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The Smoothed Particle Hydrodynamics (SPH) method is a pure Lagrangian modelling technique for the free surface flows. However, most SPH applications have been documented in the coastal hydrodynamics, such as wave breaking (Monaghan and Kos, 1999; Dalrymple and Rogers, 2006) , wave overtopping (Gomez-Gesteira et al., 2005) and wave interaction with breakwater (Rogers et al., 2010) . Other areas of common SPH application are related to some rapid unsteady flows, such as dam break (Afshar and Shobeyri, 2010) , water entry of an object (Oger et al., 2006) and landslide-induced wave (Ataie-Ashtiani and Shobeyri, 2008) . It has been noted that very few SPH works are reported in the open channel flows. One reason is that the simulation of open channel flow in a steady state requires much more CPU time as compared with other SPH simulations. Another reason is the SPH treatment of inflow and outflow boundaries. In the SPH framework the particles need to be generated and removed on the flow boundaries and thus a strict satisfaction of the boundary condition is difficult to achieve. Besides, the interpolation procedures of SPH numerical nature make the implementation of this kind of boundary condition quite challenging.
In spite of this, some promising progresses have been made in recent years in the SPH application under inflow and outflow conditions. For example, Lee et al. (2008) first proposed a periodic inflow/outflow boundary for the open channel laminar flow around a bluff body by using the weakly compressible/incompressible SPHs. Later Lastiwka et al. (2009) developed a WCSPH model for the imposition of permeable boundary conditions for the gas dynamics. Moreover, Shakibaeinia and Jin (2010) and Federico et al. (2012) used different particle recycling techniques for more practical open channel hydraulics. Gotoh et al. (2001) developed a novel soluble wall concept to generate the inflows and simulated a free turbulent jet by using the Moving Particle Semi-implicit (MPS) model. More comprehensive evaluations of these pioneering works on their pros and cons will be summarized in the later section on Inflow and Outflow Boundaries. This paper is structured as follows. In the next section the fundamental principles of ISPH model are reviewed, followed by a comprehensive evaluation of existing inflow/outflow boundary works in particle-based models and the development of an improved inflow boundary ISPH numerical scheme to be used in the open channel flows. In the model applications, we first simulate two laminar flows and three turbulent flows with different flow depths and verify the velocity profiles by the analytical solutions. Then a series of numerical analyses are carried out to examine the influence of artificial boundary drag forces arsing from the SPH solid boundary treatment. Moreover, model convergence in the spatial and temporal domains is investigated by using different particle spacings and time steps. Finally, two more critical model tests are made to improve the near-wall simulation accuracy and investigate the pressure stability at the inlet boundary under complex channel bed configurations.
Principles of ISPH Model
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Governing equations
The ISPH model solves the Navier-Stokes (NS) equations in Lagrangian form as
where  = fluid particle density; t = time; u = particle velocity vector; P = particle pressure; g = gravitational acceleration vector; 0  = laminar kinematic viscosity; and   = turbulent stress. It should be realized that quite a few compressible flows have been directly solved by SPH using the above equations. However, we found that the incompressible flow model was more effective in terms of reducing the particle fluctuation and pressure noises, so that it can better treat the inflow and outflow boundaries in an open channel flow. In the present model, incompressibility of the fluid is imposed by the density invariant condition on each of the inner fluid particles.
The turbulent stress   in Equation (2) should be modelled in open channel turbulent flows, as the computational particle scale is much larger than the flow turbulent structure. By following a simple and effective eddy viscosity based Sub-particle Scale (SPS) turbulence formulation, which was originally proposed by Gotoh et al. (2001) for a turbulent jet, we have 
where s C = Smagorinsky constant, which is taken 0.1 in this paper; X  = particle spacing, which represents the characteristic length scale of the small eddies; and
is the local strain rate.
Solution procedures
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The ISPH's prediction and correction solution scheme consists of two steps. The prediction step is an explicit integration in time without enforcing the incompressibility, during which only the gravitational, viscous and turbulent forces in Equation (2) are used and then an intermediate particle velocity and position are obtained as
where * u  = changed particle velocity vector at the prediction step; t  = time increment; t u and t r = particle velocity and position vectors at time t ; and * u and * r = intermediate particle velocity and position vectors.
The correction step is to modify the density of fluid particles to its initial values and the pressure term is used to update the particle velocity obtained from the intermediate step as The final positions of a particle are centred in time as
where t r and 1  t r = position vectors of the particle at time t and 1  t , respectively.
The pressure used to enforce incompressibility in the correction step is obtained from the mass conservation Equation (1) represented in discrete form as
where 0  = initial constant density at each of the particles.
Combining Equations (8) and (11), the pressure Poisson equation (PPE) in an ISPH solution scheme is obtained 2 0
By adopting this incompressible SPH solution algorithm, the stability of fluid pressures has been improved as compared with the WCSPH scheme, which used an equation of state to explicitly compute the pressure (Lee et al., 2008) . Besides, to achieve a steady open channel flow of longer duration, the XSPH variant (Monaghan, 1992) should be used in the ISPH model to dampen individual particle fluctuations. It has been found that the optimum value of the XSPH coefficient is around 0.20 in present case studies. Higher value of this could lead to excessive dampening of the flow velocity, while smaller value could generate the particle instability.
SPH theories and formulations
The SPH conception as developed by Monaghan (1992) is based on the interpolation of a set of points or particles. The interpolation is founded on the theory of integral interpolants using the kernels that approximate a delta function. The interpolants are the analytical functions which can be differentiated exactly. If the points are fixed in position, the SPH equations are reduced to the standard finite difference equations, with different forms depending on the choice of interpolation kernels. The SPH equations describe the motion of interpolating points, which can also be thought of as the particles. Each particle carries the mass m , velocity u and other properties.
By using this concept, any quantity of a particle a , whether it is a scalar or vector, can be approximated by the direct summation of relevant quantities of its neighbouring particles as r = position vectors of the particle; W = interpolation kernel; and h = smoothing distance, which limits the range of particle interactions and takes 1.2 times of the particle spacing X  . It has been found that this domain radius can provide the best performance, as increasing or decreasing this value could lead to 7 either heavy CPU time or numerical instability. Besides, the kernel function W can assume many various forms and the use of different kernels is the SPH analogue of using different discretization schemes in a finite difference method. By balancing the computational accuracy and efficiency, the spline function kernel normalized in 2D (Monaghan, 1992 ) is adopted in this paper. The fluid density at particle a , a  is evaluated by
The SPH gradient term has many different forms depending on the derivation used. The following anti-symmetric form has been widely used since it conserves the linear and angular momentums
where the summation is over all the particles except the reference particle and ab a W  = gradient of the kernel taken with respect to the position of particle a . Following the same rule, divergence of the velocity vector u at particle a is also formulated by
The turbulent stress in Equation (2) is formulated by applying the above SPH definition of divergence as
In order to avoid the pressure instability, the Laplacian in PPE is formulated as a hybrid product of the standard SPH first derivative combined with a first-order finite difference scheme, similar to the approach used by Cummins and Rudman (1999) 
where    is the dynamic viscosity of the fluid.
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Free Surface and Solid Boundaries Free surface
The free surfaces can be easily and correctly identified by using the particle density in a density-invariant ISPH model. Since no particle exists in the outer region of the free surface, the particle density shall decrease abruptly on the free surface. The particle can be regarded as the surface particle if its density is % 1 lower than that of the inner fluid particle. Then a Dirichlet boundary condition of zero pressure is imposed on the free surface particles. Although some SPH researchers have used other criteria to identify the surface particles, such as using the divergence of particle positions (Lee et al., 2008) , it has been found that this simple density rule is suitable for a variety of hydrodynamic situations.
Impermeable solid walls
The solid walls are also treated by the particles in ISPH model, which balance the pressure of inner fluid particles and prevent them from penetrating the wall. Here we follow the treatment used by Koshizuka et al. (1998) to model the solid wall by fixed and dummy wall particles. This approach is also numerically very efficient in SPH. During the implementation, the PPE Equation (12) is solved on these wall particles to obtain the pressure to repulse the inner fluid particles near the vicinity of wall. The velocities of the wall and dummy particles are set zero to represent the non-slip boundary condition, as they are fixed in space. Meanwhile, the homogeneous Neumann boundary condition is applied when solving the PPE.
However, it should be realized that quite large artificial boundary drag forces can be generated on the solid wall by using this approach. As a result, the physically smooth wall actually behaves like a numerically rough boundary for the fluids in contact. This problem becomes more influential in open channel steady flows than in coastal wave applications. Further analysis on this will be made in the following model applications.
Inflow Boundary Treatment
Review and evaluation of existing works
To enable the SPH model to work in open channel flow conditions, correct treatment of the inflow and outflow boundaries is the key issue to realize continuous and stable flow circulations. New particles should be generated at the flow inlet and existing particles be removed at the flow outlet, which should be consistent with the physical flow condition across the boundary. The implementation of such inflow and outflow boundary conditions is relatively simple in Eulerian grid method, while it is not straightforward in SPH due to its Lagrangian nature.
Some pioneering works in SPH inflow model have been reported recently, which provided a sound potential for this method to be applied to open channel hydraulics. The earliest work should be attributed to Lee et al. (2008) using a periodic inflow/outflow boundary to simulate laminar flow around a bluff body. The basic principle of this periodic boundary is that the particles that go out of the computational domain through one side are re-injected through the opposite side, and the particles near one open lateral boundary should interact with the particles near the complementary open lateral boundary on the other side of the domain. In this sense, the upstream and downstream boundaries can be virtually viewed as being overlapped. This boundary is easy to implement and straightforward, however, it can only be applied to generate open channel uniform flow and the flow is actually driven by an artificial force. In this sense, it cannot be said as the real physical inflow and outflow boundary.
Another very influential work should be due to Lastiwka et al. (2009) , who has developed a permeable and non-reflecting boundary condition in SPH. In this method, each permeable boundary is associated with an inflow or outflow zone outside the computational domain, in which the particles are created or removed as required. The analytical boundary condition is applied by prescribing the appropriate variables for the particles in an inflow or outflow zone, or extrapolating other variables from within the domain. One distinctive advantage of the approach is that the characteristic-based non-reflecting boundary conditions, described in the literature for the mesh-based methods, can be implemented within this framework. However, as this method was only tested on several non free surface flows so it is not clear the effectiveness of this treatment procedure in open channel flows.
The most popular inflow boundary work in practical open channel hydraulics could be thanks to Fedrico et al. (2012) . In their model, different sets of the particles are defined in order to model the fluid flow, the inflow and outflow regions. The inflow and outflow particles affect the fluid particles but not vice versa, and the region covered by these particles is at least as wide as the kernel radius. Their proposed treatment permits the boundary conditions in freesurface flows to be enforced correctly, avoiding the generation of spurious pressure shock waves caused by the direct creation/deletion of fluid particles. A good advantage is that this allows the assignment of different upstream and downstream conditions in open-channel flows, including the uniform, non-uniform and unsteady flows. In model applications, laminar flow and different types of the hydraulic jumps were investigated. However, in this pioneering work of Fedrico et al. (2012) , only the laminar flow velocity profiles were verified and there was no further quantitative investigation on the open channel turbulence flows. Besides, the laminar flow velocity profile was not naturally evolved through the fluid motion but imposed as the initial and boundary conditions.
Other excellent inflow boundary study in the particle-based methods could be due to Gotoh et al. (2001) using the Moving Particle Semi-implicit model. In this treatment, the concept of soluble moving wall was used in the inflow pipe boundary to generate a free turbulent jet. The soluble wall was a very thick wall, which was 80% of the computational pipe length and its velocity was equal to the physical inflow velocity. In the generation of inflow process, these soluble wall particles gradually moved to the boundary line between the inner fluid region and the soluble wall region and then melt at their interfaces. However, as the work of Gotoh et al. (2001) mainly focused on the novel development of Sub-particle Scale (SPS) turbulence model, the soluble wall inflow boundary has not been quantitatively validated by the documented data. Besides, as the model application was to study a turbulent jet so it is not clear the model performance in open channel flows.
Development of inflow boundary model in ISPH
Based on above existing works, in this paper we propose an inflow particle generation technique using the particle melting concept for the open channel flow. To illustrate this, the schematic view of the inflow boundary is shown in Fig. 1 (a) and (b) . The computational domain is split into the fluid particle region and dummy particle region, separated by the physical solid wall which is also treated by the particles, as shown in Fig. 1 (a) . During the inflow process, as the flow continuously enters the computational area, both the wall and dummy particles move following the physical inflow velocity. As soon as the wall particles fully enter the fluid region (judged by an offset of 20% particle spacing X  across the threshold line), they are simply melt into the fluid particles and the nearest line of dummy particles changes into the wall particle line, as shown in Fig. 1 (b) . Meanwhile, the second line of dummy particles becomes the first line and a new second line of dummy particles is simultaneously generated to keep constant density for the wall particles. By repeating this process, new particles are continuously added into the computational domain at a flow rate as described by the actual physical process. According to the computational experiences, the offset value 20% ~ 30% could provide the best inflow simulation. However, instability of the inflow particles can occur if this value is more than that. 
New wall particles
During the inflow generation, the wall and dummy particles are moved with a uniform velocity that is the same as the real channel depth-averaged velocity. The pressures of wall particles are solved by the PPE equation (12), while the dummy particle pressures are not solved but set equal to the pressures of corresponding wall particles in the horizontal normal direction. In this sense, homogeneous pressure boundary condition x P   = 0 is imposed as the inflow boundary condition.
One common approach to treat the outflow boundary condition is to treat it as the open boundary. That is to say, the physical properties of the fluid particles leaving the computational domain are frozen except that their spatial positions are updated with the flow. Then they can be simply removed from the computational domain after passing through a threshold boundary region which is longer than the kernel impact range. Similar outflow boundary treatment was also used by Federico et al. (2012) . Although more complex outflow boundary conditions can be described like the inflow boundary, this is not the main focus of the present work. More advanced outflow boundary models were also provided by Federico et al. (2012) .
Evaluations of ISPH inflow model
The present ISPH inflow boundary model is based on the soluble wall concept of Gotoh et al. (2001) in principle. However, the difference is that in Gotoh et al. (2001) , the soluble walls included only the dummy particles which were moved during the inflow generation, while the fixed wall particles were kept stationary until the soluble particles crossed it. Although Gotoh et al. (2001) proposed the earliest inflow boundary technique based on the particle models, no detailed follow-on works have been carried out to evaluate the efficiency and accuracy of their inflow model. Only the general flow behaviours were satisfactorily reproduced but in-depth validation and analysis of the fundamental velocity profiles were not carried out.
In Federico et al. (2012) , they directly assigned the specified velocity and pressure profiles to the inflow particles. In some sense, we could explain that in Federico et al. (2012) , the pressure boundary condition has to be prescribed because the WCSPH they used deals with the pressure explicitly. On the other hand, the ISPH handles the pressure implicitly by solving the pressure Poisson equation and thus the pressure gradient condition x P   = 0 should be more appropriate. However, in many practical open channel flows the inflow velocity and pressure distributions may not be exactly known at the beginning and it would be impossible to set a specified profile for these. Therefore, the proposed ISPH inflow boundary model is more general in that it does not need the detailed flow parameter distributions on the inflow boundary and can be applied to more complex flow situations. Also, in Federico et al. (2012) , the model verification was based on the fact that, the initial inner velocity field, which was initialized with the analytical solutions and updated by the upstream inflow boundary 13 conditions which were also initialized by the analytical solutions, could be stably maintained or not during the computations. In comparison, in the proposed ISPH inflow model we generate the open channel flows following the channel bed topography so the flow velocity profiles are naturally evolved. Similar to Federico et al. (2012) , not only the uniform flow, but also the nonuniform and non-steady flows can also be easily generated by the present ISPH model, for example, by adjusting the height of the soluble wall or by using the time-dependent velocity to move the wall and dummy particles.
Laminar Flow Applications
Model setup and computational parameters On the channel bed, a non-slip solid boundary condition is imposed by one layer of fixed and two layers of dummy particles following Koshizuka et al. (1998) . The free surfaces are judged by using the particle density during the computation. Numerical simulations are carried out for sufficient time to allow the fluid particles entering the channel inlet to pass through the whole fluid domain. The particles in the fluid region are set static at the beginning of the computation while a uniform seeding velocity is given to the inflow particles which include the wall and dummy particles.
Flow velocity analysis
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According to the ISPH computations, Fig. 2 (a) and (b) show the particle velocity contours in a steady state 10 seconds after the flow is initiated, for the flow depth of 0.1 m and 0.2 m, respectively. As expected for a typical viscous laminar regime, it shows that the flow develops in almost parallel layers with an ordered particle distribution. The simulated flow patterns are very similar to those described by Federico et al. (2012) Here we need to mention that the inflow particles as shown in Fig. 1 are moved using a uniform horizontal velocity on the inflow boundary based on a feeding velocity which can be easily estimated by the standard open channel hydraulics. Then after the particles have melt inside the fluid region, their velocities are adjusted following the channel bed slope and local topography, until a final parabolic velocity profile is gradually evolved. The velocity contours in Fig. 2 actually show the flow situations after the stable velocity profile has been developed. Therefore, the computational domain length of 1.2 m as mentioned in the previous section did not include the extra space in which the flow velocity developed from a constant profile to a parabolic one. This imposition of the constant inflow particle velocity in present ISPH model is different from that used by Federico et al. (2012) who had already used the eventual parabolic velocity profile in the inflow region.
To better understand the flow direction and velocity structure, the corresponding velocity vector fields are shown in Fig. 3 (a) and (b), for the above two different flow depths. The velocity fields are presented by using a fixed grid system covering the computational domain. As the individual particle velocity field is difficult to analyze, we have projected the particle velocities onto the nearby grid points and then weight-averaged these by using the SPH kernel function. 
in which U = velocity distribution in the vertical location y ; d = flow depth; and max U = maximum flow velocity on the free surface, which can be determined by the analytical formula for the Poiseuille flow as provided by Federico et al. (2012) .
To quantify the ISPH inflow model performance, the numerical results are compared with the analytical solution for the vertical velocity profile at middle section of the flume in Fig. 4 (a) and (b) , at the flow depth of 0.1 m and 0.2 m. It is found that a very satisfactory agreement has been achieved. Equally good results were also reported by Federico et al. (2012) , but their studies aimed to find out whether the velocity profiles that had been initialized with the analytical solutions and updated by the upstream inflow boundary conditions, could be maintained for a long enough time or not. In comparison, our present ISPH velocity profiles have been naturally developed from the computations based on a zero initial velocity field and a constant inflow velocity boundary. However, it should be noted that the simulation using flow depth d = 0.1 m generated slightly larger errors near the channel bed as shown in Fig. 4 (a) . This could be attributed to the shallow flow conditions and the ISPH solid boundary treatment, which induced the artificial drag force on the solid walls. This did not influence the flow velocity profile away from the bed because it was in the laminar flow regime. The problem seems to become more serious in the following turbulent flow situation. to generate a fully turbulent flow with the Reynolds number reaching 150000. The inflow is generated by moving the wall and dummy particles of the inflow region (with height of 0.1 m, 0.2 m and 0.4 m, respectively) at a constant feeding speed which is larger than zero. It was found in the computations that a seeding velocity of 0.1 ~ 0.6 m/s makes no much difference for the final stable inner velocity profile in this case study, although the length of the velocity adjustment region could differ. The outflow boundary is treated as the open boundary, that is to say, the particle properties are frozen and their exit velocities are maintained until they move out of the computational domain, similar to the outflow boundary model used by Federico et al. (2012) .
Turbulent Flow Applications
According to the ISPH computation, the particle velocity contours and vector fields in a steady flow state are shown in Fig. 5 (a) and (b) , respectively, for the flow depth of d = 0.4 m. Different from the laminar flow as shown in Fig. 2 and 3 , the turbulent flow demonstrates a much more random and disordered particle motion, with extensive particle mixing near the interface of different velocity layers. Although the XSPH variant was used in the model, some kinds of flow fluctuation are observed near the free surface and the bed boundary as shown in Fig. 5 (b) . We attributed this to the inherent fluctuation of the turbulent flows. Without using the XSPH variant, there would have been no stable flow circulations obtained. 
where the power index m = 6 is used to describe the turbulent flow over a relatively smooth bed in Cheng (2007) . max U is the maximum flow velocity computed/measured on the free surface. In Cheng's (2007) study, it was found that the power law could be applied to a larger fraction of the flow domain in the open channel flow as compared with the more theoretical and complex log law, which only applies to the near bed region in principle. By the attempts to show that the power law can be derived as a first-order approximation to the log law, and its power-law index is computed as a function of the Reynolds number as well as the relative roughness height, the novel work of Cheng (2007) However, the comparisons in Fig. 6 indicate quite large errors near the channel bed, although the overall velocity trend in the upper band of the profile is quite promising. Besides, Fig. 6 also demonstrates that as the flow depth becomes deeper, such as d = 0.4 m, the agreement with the semi-analytical solution (Cheng, 2007) becomes better as compared with the shallow flow condition. We will make further investigation on this phenomenon as below. 
Artificial drag force on the solid boundary
In the proposed ISPH model, when we treated the solid boundaries we have assumed they were modelled by the fixed and dummy particles with the same particle spacing as the inner fluid particles. Also the pressure Poisson equation (PPE) was solved on the wall particles. These assumptions were actually based on the smooth wall conditions without considering the boundary friction. However, due to that we imposed the non-slip velocity condition on the solid boundary the artificial boundary drag forces could be numerically generated. In this sense, the simulated flow seemed to ride over a relatively rough bed surface. Therefore, we could not expect the computed velocity profile to match the analytical solution for the smooth bed condition.
Similar issues were first identified by Koshizuka et al. (1998) using the Moving Particle Semi-implicit (MPS) method to study the plunging wave over a slope. They found that the numerical velocity profile was significantly underestimated near the bed region. Koshizuka et al. (1998) concluded that this was caused by the numerical friction arising from the "roughness" of the solid wall, which was also treated by the particles. The movement of the fluid particles near the solid bed was strongly influenced by the wall particles and this could be described by the artificial drag force. However, the errors were not quantified in Koshizuka et al. (1998) due to the complexity of the problem.
To numerically support the above analysis, the ISPH computed velocity profiles for three different flow depths are fitted to the semi-analytical results for the rough bed turbulent flows (Cheng, 2007) in Fig. 7 . Following Cheng (2007) , the difference between the smooth and rough bed turbulent flow velocity profiles can be reflected by the index m in Eq. (21) and a smaller m indicates a more rough bed condition with higher artificial drag force. The fittings of the numerical and analytical velocity curves are based on the minimum averaged errors between the two results. Fig. 7 shows that the power index m decreases from 6.0 for the most smooth bed, to 5.3 for the flow depth d = 0.4 m, and down to 2.9 for the most shallow depth d = 0.1 m. It suggests that when the flow depth d becomes smaller (which is equivalent to a larger particle spacing X  ), the flow is more likely to ride over a numerically rough bed because the influence of the solid boundary becomes more substantial. This could explain the situation that the ISPH computation by using flow depth d = 0.4 m is closer to the analytical result for a smooth bed (Cheng, 2007) . Further investigations will be made in the next section, in which the ISPH computation using a smaller particle spacing X  can match the m = 6.0 curve quite well. Here it should be realized that in the laminar and some transient unsteady flows, such as the wave breaking and dam collapse, the influence of the artificial boundary drag force is not as obvious as what we have found in the above uniform turbulent flow. This is because the simulation time of these instantaneous unsteady flows is relatively short, so the boundary drag force could not obtain a sufficient time scale to generate the substantial impact on the numerical result.
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Convergence Analysis of Numerical Scheme
In this section, we use a series of numerical runs based on different particle spacings X  and time steps t  to evaluate the accuracy and convergence of the ISPH model in open channel flow applications.
Model accuracy in the spatial domain
To quantify the accuracy of the ISPH numerical scheme in the spatial domain, additional two runs with a coarser and finer particle spacing are implemented, i.e. X  = 0.01 m and 0.0025 m, as compared with the original run in which X  = 0.005 m was used. The computational time step t  is maintained the same for all the tests for consistency.
The order of convergence of the numerical scheme can be quantitatively determined by the differences among the three numerical results. Similar approach has also been employed by Ogami (1999) for analyzing his Lagrangian scheme in a compressible flow application. In this work, the numerical error X E  was proportional to the particle spacing by 
Model accuracy in the temporal domain
To study the accuracy of numerical scheme in the time domain, additional two runs with a finer and coarser time step t  = 0.0001 and 0.0004 s are used, in comparison with the original run using t  = 0.0002 s. For all of the three runs, the particle spacing The numerical tests are carried out again for the laminar and turbulent flow velocity profiles and the results are shown in Fig. 9 (a) and (b), respectively. Convergence of the numerical scheme with the time step t  is obvious in that the differences between the two refined runs are smaller than those between the two coarser runs.
Again by using 40 points from each subfigure, the power index CR is calculated to be 1.02 and 0.98, respectively, for the laminar and turbulent flow conditions. This suggested that the numerical accuracy of the model is around ) ( t O  in the temporal domain. Here there is no much difference observed in the convergence behaviours between the laminar and turbulent flows. This is due to that the particle disorders, which could have a large effect on the spatial accuracy of the turbulent flows, may not have much influence in the temporal resolutions. 
Numerical resolution and artificial drag force
To examine the influence of the particle spacing X  and time step t  on the artificial drag forces generated on the solid boundary, the most refined ISPH computation by using the particle spacing X  = 0.0025 m and time step Fig. 10 shows that as either the particle spacing X  or the time step t  becomes smaller, the computed velocity profile becomes closer to the result of Cheng (2007) . However, the computation based on the refined particle spacing gives a much more satisfactory match than that based on the refined time step. This indicates that the artificial boundary drag forces are not pronounced in the simulation of flows with large depth as more particles exist in the vertical direction of the flow. On the other hand, employing a refined temporal resolution can also improve the simulation accuracy near the solid boundary to some extent.
Conclusions
27
The paper presents an improved ISPH inflow boundary method to simulate open channel flow. The main purpose of the work aims to verify the velocity profile of uniform laminar and turbulent flows and evaluate the ISPH stability and accuracy. One contribution of the work is that the computed velocity profiles are not prescribed but naturally evolved during the flow process by following the channel bed configuration. In the inflow region only a constant feeding velocity is provided and the pressure boundary condition is simply embedded in the ISPH pressure equation for the wall and dummy particles. So much less flow information is needed for the inflow region as compared with other particle modelling approaches. Another useful contribution is that we found the standard SPH treatment of smooth solid boundaries by using the fixed particle could generate numerical artificial drag forces and we tentatively quantified its influence by using the semi-empirical solution of a turbulent flow (Cheng, 2007) . Furthermore, it has also been found that by increasing the flow depth or decreasing the particle spacing it can effectively improve the simulation accuracy near the bed, which is consistent with the MPS simulations of open channel flow by Fu and Jin (2013) . The convergence analysis indicated that the proposed ISPH model is globally first-order accurate in both the spatial and temporal domains.
As further evaluation of the model, two additional computations are carried out in the following Appendixes. The first one uses an alternative solid boundary treatment based on the mirroring particle method, in which the outer-boundary dummy particles are not fixed but a reflection of the inner fluid particles near the solid boundary. The control simulation has indicated a very promising improvement in the reduction of the artificial boundary drag forces and achieved much better agreement in the velocity profiles with documented data. Then the model is applied to one more robust test of open channel flow over a complex bed. Moreover, it has been found that the pressure distributions in the inflow region demonstrated a quite stable pattern without large pressure noises.
As mentioned before, the existence of artificial boundary drag forces severely influenced the simulation accuracy of the turbulent flow and led to a numerically smaller velocity profile near the bed. We have mentioned that this could be caused by the treatment of the solid bed using the fixed wall particles and the assumption of the non-slip boundary conditions. In this section, we use an alternative procedure to treat the solid boundary, i.e. the mirroring particle method, so a free-slip boundary condition can be easily imposed. The mirroring rules were first presented by Cummins and Rudman (1999) in an SPH projection method but this has been extensively improved by many follow-on SPH works, such as Liu et al. (2013) for the more complex moving solid boundaries. In this paper, we only apply the original mirroring rules of Cummins and Rudman (1999) since the main objective is to investigate its effect on reducing or removing the artificial boundary drag forces.
Again by using the above turbulence flow case with the flow depth d = 0.1, 0.2 and 0.4 m and the particle spacing X  = 0.005 m, we re-computed the flow velocity profiles by using the mirroring particle approach to impose a free-slip boundary condition and compared with the semi-analytical solution of Cheng (2007) , which is shown in Fig. A1 . Compared with the results in Fig. 6 , in which the non-slip ISPH model was used, it demonstrates that the imposition of the free-slip boundary condition has been very effective in reducing the effect of the artificial boundary drag forces so the computed near-bed velocity profiles match much better with Cheng (2007) than the non-slip computations. However, we have to realize that there still exist some kinds of discrepancies near the bed which require further investigation. Alfrink and van Rijn (1983) . The trench is located perpendicular to the flow direction and more details on the experimental work can be found in their original paper. This simulation has also been done by Shakibaeinia and Jin (2011) using the Moving Particle Semiimplicit (MPS) method. To be consistent with the MPS computation, the ISPH particle spacing is selected as 0.01 m to ensure 40 particles in the depth direction in the middle of the trench to satisfy the computational accuracy. Three measurement sections are located in the middle of the two down slopes as well as the horizontal section for the model validation. Following Shakibaeinia and Jin (2011) , the ISPH numerical results were also taken after 10 s when the flow had reached nearly stable condition. A schematic setup of the numerical flume and three measurement sections are shown in Fig. A2 . Alfrink and van Rijn (1983) for the longitudinal flow velocities in three cross-sections as mentioned above. A generally good agreement has been found and the model is shown to be able to accurately simulate the velocity distribution in the areas with complex reversed flows. This has been caused by the flow separation and circulation arising from the influence of the trench. Here it should be noted that the flow velocity profiles near the channel bed are also well reproduced by the numerical model, which is in sharp contrast with the previous open channel turbulent flow profiles in Fig. 6 . The reason is attributed to that in the present case the numerical results are compared with the experimental data collected from a real channel bed with the physical roughness, whereas in the previous simulation the numerical results were compared with the analytical solutions based on an ideal smooth bed. Since the SPH treatment of smooth solid boundary could cause artificial boundary drag forces, it cannot be expected to perform very well under an absolutely smooth bed condition. In order to further demonstrate the performance of the ISPH inflow model on the pressure behaviour at the inlet boundary, we finally examine the pressure distributions in the depth direction in this region. The numerical result is presented in Fig. A4 and the pressure curve was been obtained by averaging the pressure of nearby particles onto a fixed grid line in the inflow domain. It is found that the pressure in the inflow region still follows an almost hydrostatic pattern even with the existence of the trench which caused disturbance in the flows. This is an indication of stable computation of the inflow region by the proposed model.
Besides, the previous ISPH study carried out by Xu et al. (2009) reported that employing the density-invariance formulation for the pressure Poisson equation could introduce relatively high numerical noises in the pressure field. We found that this could be partially reduced by using the XSPH variant which makes the particle motion more ordered and accordingly reduces the pressure fluctuation. To numerically support this, another pressure profile obtained with the same computational parameters but without the use of XSPH is also shown in Fig. A4 . This time it demonstrates a more noisy and fluctuated pressure pattern. 
