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Abstract 
We design an O(m) algorithm to find a minimum weighted colouring and a maximum 
weighted clique of a perfectly ordered graph. We also present two O(n’) algorithms to find 
a minimum weighted colouring of a comparability graph and of a triangulated graph. Our 
colouring algorithms use an algorithm to find a stable set meeting all maximal (with respect to 
set inclusion) cliques of a perfectly ordered graph. We show that the problem of finding such 
stable set in an arbitrary graph is NP-hard. We shall also describe a polynomial algorithm to 
find a minimum weighted colouring of a clique separable graph. 
1. Introduction 
A graph is a comparability graph if its vertices correspond to the elements of 
a partially ordered set in such a way that two vertices are adjacent if and only if the 
corresponding elements are comparable in the poset. In other words, a graph is 
a comparability graph if it admits an order < on its vertices such that no induced 
path on vertices a, b, c and edges ab, bc has a < b, b < c. An order is called transitioe if 
it satisfies the above condition. A graph is triangulated if each of its cycles with at least 
four vertices has a chord. A theorem of Dirac [S] asserts that every triangulated graph 
contains a simplicial vertex, i.e. a vertex whose neighbourhoods form a clique. Hence, 
one can order the set of vertices of a triangulated graph into an order 
VI < v2 < ... < u, such that each Ui is simplicial in the subgraph of G induced by 
{v 1, v2, . . . , Vi}, such an order is called a simplicial order of G. 
Golumbic [9] designed an O(dm) algorithm to recognize a comparability graph, 
where m denotes the number of edges of the input graph and A denotes the largest 
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degree of a vertex in the graph. Spinrad [15] reduced the problem of recognizing 
a comparability graph to the problem of computing the transitive closure of a graph, 
he also presented an algorithm which given a comparability graph produces a transi- 
tive order in O(n’) time. Rose et al. [13] gave a linear algorithm to recognize 
triangulated graphs and to construct a simplicial order of a triangulated graph (see 
also [ 171). The problems of finding a minimum (cardinality) colouring and maximum 
(cardinality) clique of a triangulated graph were solved by Gavril [7]. It is easy to find 
a minimum coloring and a maximum clique of a comparability graph. In this paper, 
we consider the weighted versions of these two problems. 
Problem 1.1. Given a weighted graph G such that each vertex x has a weight w(x) 
which is a positive integer. Find stable sets S1 , S2, . . . , Sk and integers I(S 1), . . . , I(Sk) 
such that for each vertex x we have w(x) 6 CXss, I(Si) and that the sum of the 
numbers I(Si) is minimized. This sum is denoted by x,,,(G). 
Problem 1.2. Given a weighted graph G such that each vertex x has a weight w(x) 
which is a positive integer. Find a clique C such that CXsc w(x) is maximized. This 
sum is denoted by o,(G). 
Since the algorithm of Rose, Tarjan and Leuker can enumerate all maximal cliques 
of a triangulated graph in linear time, and since all maximum weighted cliques must 
be maximal, Problem 1.2 can be solved for triangulated graphs. (Here, as usual, 
“maximal” is meant with respect to set-inclusion and not size. In particular, a maximal 
clique need not be a largest clique.) Golumbic [lo] noted that Depth First Search can 
be used to solve Problem 1.2 for comparability graphs. The main purpose of this 
paper is to solve Problem 1.1 for comparability graphs and for triangulated graphs. 
Actually, we shall consider more general graphs, namely strongly perfect graphs 
and perfectly ordered graphs. A graph G is strongly perfect if for each induced 
subgraph H of G, H contains a stable set that meets all maximal cliques of H. We shall 
call such stable set a strong stable. Berge and Duchet [3] introduced strongly perfect 
graphs, and they proved that all comparability graphs and all triangulated graphs are 
strongly perfect. An ordered graph (G, < ) is said to be perfectly ordered if no induced 
subgraph with vertices a, b, c, d, edges ab, be, cd (and no other edge) has a < b, d < c. 
Such an order < is called a perfect order. A graph is called perfectly orderable if it 
admits a perfect order. Chvatal [4] proved that all perfectly orderable graphs are 
strongly perfect, he also noted that all simplicial orders and all transitive orders are 
perfect orders. The problem of recognizing a perfectly orderable graph is proved to be 
NP-complete by Middendorf and Pfeiffer [12]. Strongly perfect graphs and perfectly 
orderable graphs form subclasses of perfect graphs. For more information on perfect 
graphs, see Berge and Chvatal [Z] or Golumbic [9]. Grotschel et al. [l l] already 
proposed a polynomial time algorithm to solve Problems 1.1 and 1.2 for perfect 
graphs. Their algorithm is a variation of the ellipsoid method and hence is not 
strongly polynomial (in the sense that the number of operations depends on the size of 
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the weights), while our algorithms, though more restricted, are strongly polynomial 
and have a more combinatorial nature. 
In Section 2, we present an O(nm) algorithm to solve Problems 1.1 and 1.2 for 
perfectly ordered graphs. (As usual, n and m denote, respectively, the number of 
vertices and the number of edges of a given graph.) Actually, the technique in Section 
2 can be used to solve the two problems for other classes of strongly perfect graphs, 
provided that a polynomial algorithm to find a stable set meeting all maximal cliques 
of a strongly perfect graph is known. We shall show that this problem is NP-hard for 
arbitrary graphs. In Sections 3 and 4, we present O(n’) algorithms to solve Problem 
1.1 for comparability graphs and triangulated graphs. In Section 5, we present an 
0(n3m) to solve Problem 1.1 for clique separable graphs studied by Gavril, Tarjan 
and Whitesides. 
2. Perfectly ordered graphs 
In this section, we describe a general and simple procedure for finding a minimum 
weighted colouring and a maximum weighted clique of a strongly perfect graph, 
provided a certain condition is satisfied. For a perfect graph G, it is known that 
x,+,(G) = w,(G) (see [6, 111). Let G be a strongly perfect graph with weight function w. 
Let S be a strong stable set of G and let x E S be a vertex such that w(x) d w(y) for all 
y E S. Define w’(v) = w(u) - w(x) for each v E S and w’(v) = w(v) for each v E G - S, 
and let X = {U 1 w’(v) = O}. Consider the graph G’ = G - X. Then obviously 
x,,(G) = x,JG’) + w(x) since all maximal cliques of G must meet S. Hence if 
Si, Sz, .., Sk is a minimum weighted colouring of G’ with weights I(Si) then 
S1,S 2, . , . , Sk, S is a minimum weighted colouring of G with Z(S) = w(x). Similarly if C’ 
is a maximum weighted clique of G’ then a maximum weighted clique C of G can be 
found as follows. If C’ n X = 8 then C = C’, otherwise C = C’ u {y} where y is 
a vertex in X with N(y) 2 C’; and the weight of C is equal to CYEC w(y) = w,(G). Our 
finding can be summarized as follows. 
Theorem 2.1. If there is a polynomial algorithm A tojnd a strong stable set of a strongly 
perfect graph then there is a polynomial algorithm B to find a minimum weighted 
colouring and maximum weighted clique of a strongly perfect graph. If algorithm A runs 
in time T then algorithm B runs in time O(nT). Moreover zf algorithm A is strongly 
polynomial then so is algorithm B. 
Now consider the following procedure FIND. 
Procedure FIND(G, S) 
Input: an ordered graph G with order vi < v2 < ... < v,. 
Output: a lexical stable set S. 
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begin 
1. St@;itl 
2. S+SU{Ui} 
3. Choose a vertex Uj such that i < j, XUj $ E for all x E S, and j is as small as possible 
4. If Vj does not exist then STOP else i + j and goto 2. 
end 
We shall call the stable set S which is produced by FIND a lexical stable set of G. 
Each ordered graph has a unique lexical stable set. Chvatal [4] proved that if G is 
perfectly ordered then the lexical stable set of G is a strong stable set. It is easy to see 
that Procedure FIND can be implemented to run in time O(n + m), assuming (as 
usual) that the graph is given by its adjacency lists. Hence Problems 1.1 and 1.2 can be 
solved in O(nm) time for perfectly ordered graphs. 
The result in this section raises the question of finding a strong stable set of 
a strongly perfect graph. We do not know the answer to this question. However, if the 
instance is an arbitrary graph (instead of a perfect graph) then the problem is 
NP-hard. The problem is unlikely in NP because a graph may have an exponential 
number of maximal cliques. Consider the following decision problem. 
EXACT 3SAT 
Instance: Set X = {xi, . . . . x,} of Boolean variables, collection C = { Ci, . . . , C,} of 
clauses over X such that each clause has exactly three literals. 
Question: Is there an exact truth assignment satisfying C, i.e. a truth assignment 
such that each clause in C has exactly one true literal? 
In 1978, Schaefer [14] proved that the above problem is NP-complete. 
Theorem 2.2. The problem ofdetermining whether a graph contains a strong stable set is 
NP-hard. 
Proof. Given an instance of the EXACT 3SAT problem we construct a graph 
G = (V, E) as follows. First we let the set (xi, . . . . x,, Xi, . . . . Xn} of literals form 
a subset of I’. For each pair {xi, Xi} of literals we connect Xi to Xi by an edge. For 
each clause Ci with literals 2il, li2, li3 we add a clique on three vertices cii, Ciz, ci3, 
a stable set on three vertices lil, liz, li3 and edges lijc, whenever k =I= j. (Thus G 
has 21x1 + 61 Cl vertices.) Finally, for each pair of literals Iij, xk such that xk is the 
complement of lij we connect xk to lij by an edge. This completes the construction 
of G. 
Note that no strong stable set S of G can contain both a literal Xi and its 
complement Xi; furthermore S must contain exactly one vertex of the set { jil, liz, Ii3} 
of each clause Ci since the clique {Gil, Gil, ci3} must be met by S. Now, if G contains 
a strong stable set S then the literals lij in S correspond to the true literals of an exact 
truth assignment for C. Suppose that there is an exact truth assignment for C. Then 
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put the true literals (of the types xk and lij) in S; and for each clause Ci with literals lij, 
1 <j 6 3, put Cij E S if and only if Iij is true. Clearly S is a strong stable set of G. 0 
3. Comparability graphs 
In this section, we shall show that a minimum weighted colouring of a comparabil- 
ity graph can be found in O(n’) time. It is known [9] that a maximum weighted clique 
of a comparability graph can be found in linear time. 
We begin by finding the lexical stable set S1 of G i = G = (I’, E). Then, as in Section 
2, we delete a vertex x E Si with smallest weight. Let Gz = G, - x. We have to find the 
lexical stable set Sz of G2. We shall prove later that S2 = (S, - x) u A where A is 
a stable set obtained by scanning the set RIGHT(x) = { y 1 xy E E, x < y). In general, 
given the lexical stable set Si of Gi, and a vertex x to be removed from Sit we find the 
lexical stable set Si+ 1 of Gi+ i = Gi - x by keeping Si - x and scanning only the set 
RIGHT(x). Over the whole algorithm we scan the adjacency list of each vertex only 
twice. The algorithm is described in Procedure COMP below. 
Procedure COMP 
Input: a comparability graph G = (V, E) with a transitive order < on I’. 
Output: a minimum weighted colouring of G. 
Note: 1 (x) = the number of neighbours of x in S n LEFT(x). 
For each x, LEFT(x) is the list of all neighbours y of x with y < x. 
D(x) = 0 o x is still in the graph. 
RIGHT(x) is the list of all neighbours y of x with x < y. The elements of this 
list are sorted in increasing order. 
Begin 
1. G1+G;i+l;forallx~Gdol(x)+-O,D(x)+O 
2. Call SCAN(Gi,Si) 
3. Let x be the vertex in Si with smallest weight 
4. r(Si) + W(X). For each y E Si do w(y) + W(Y) - W(X) 
5. As long as there is a vertex x in Si with w(x) = 0 do 
l D(x) t 1 (remove x from Gi); Sit Si - x 
l For each y in RIGHT(x) do I(y) + l(y) - 1 
l Call SCAN(RIGHT(x), A) 
0 SicSiUA 
6. If Gi = 8 then STOP else Si+ i t Si; Gi+ 1 t Gi; i + i + 1; and goto 3. 
End (procedure) 
Procedure SCAN ( Y, A ) 
Input: a subset of vertices Y = yi < y, < ... < y, of an ordered graph G. 
Output: a stable set A. 
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Begin 
A-0 
For i = 1 to I do 
if I(yi) = 0 and D(yi) = 0 then 
A+Au{yi) 
for each u E RIGHT(yi) do l(v) c I(u) + 1 
End (procedure) 
Implementation 
Assume that for each x the neighbours of x are kept in an adjacency list A(x) and 
that the transitive order is ui < v2 < ... < v,. To construct the sets RIGHT(x) we 
need to rearrange the adjacency lists of G so that they are ordered (by < ) in 
increasing order. To do this, we introduce for each x a list A’(x) which is initially 
empty. 
For i = 1 to IZ do 
for each Uj in A(vi) do insert ui at the end of A’(uj). 
When the above execution is terminated the lists A’(x) contain the neighbours of 
x in increasing order. Now, it is easy to construct the lists RIGHT(x) from A’(x). 
Complexity analysis 
Implementation of step 3: We store the elements of Si in a min heap. It is clear that 
the total cost of maintaining the set Si is O(nlogn). 
The adjacency list of each vertex x is scanned only twice, once when x is put into 
Si and once when x is taken out of Si. In the first iteration, when we construct S, we 
have to scan n vertices, however to construct Si+l from Si we only need scan d(x) 
vertices, where d(x) is the degree of the vertex being taken out of Si. Overall the 
vertices are scanned O(n + m) times. Hence the running time of the algorithm is 
dominated by step 4 which could be executed O(n2) times during the algorithm. 
(The operation “w(y) t w(y) - w(x)” could be executed O(n) times during each 
iteration.) 
Proof of correctness 
To prove the correctness of the algorithm, we only need prove the following: Let 
Si be the lexical stable set of Gi and let x be the vertex chosen in step 4, then the set 
Si+l = Si u A - {x} is the lexical stable set of Gi - x, where A is produced by 
SCAN(RIGHT(x), A). 
Now let Y be the lexical stable set of Gi - x, i.e. Y is the stable set produced by 
FIND(Gi - x, Y), we have to prove that Si+i = Y. Let US first prove that Si+ 1 is 
a stable set. It is obvious that A is a stable set. If Si+ 1 is not a stable set then there must 
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be an edge ab with a E A, b E Si - x (we may assume by induction that Si is a stable set). 
If b < a then l(a) 2 1 when a was being scanned; but then SCAN would never put 
a into A. If a < b then clearly transitivity is violated since we have x < a < b, xa, 
ab tz E but xb$E. 
NOW let Gi = ~1 < 02 < ... < v,, we shall prove by induction on t that a, E Si+ 1 if 
and only if U,E Y. To obtain the induction basis, first consider vi: if x # v1 then 
obviously u 1 E Si+ 1 A Y, if x = vi then v2 E Y and clearly SCAN would put u2 into 
A s Si+ 1 (if ~1 u2 E E) or we have ~2 E Si - x c Si+ 1 (if ~1 u,$E). 
Consider a vertex u,. By the induction hypothesis, we may assume that for all 
Vj< V,, UjESi+l if and only if uj E Y. Suppose U, E Si+ i - Y. The relation c,# Y 
implies that v, is adjacent to some ye Y with y < u,. By the induction hypothesis, we 
have y E Si+ 1 contradicting the fact that Si+ 1 is a stable set. Now suppose that 
U,E Y-Si+i. The relation u, $ Si + 1 implies that l(v,) 2 1 when u, was being scanned. 
It follows that u, is adjacent to some y E Si+ 1 with y < u, (note that y cannot be x, since 
x is already removed from the graph). By the induction hypothesis, we have ye Y 
contradicting the fact that Y is a stable set. Hence Si+ i = Y. 
4. Triangulated graphs 
We are going to describe an algorithm which given a weighted triangulated graph 
G, finds a minimum colouring Si, S2, . . . . Sk (with weights Z(Si)) that cover each vertex 
x exactly, i.e. for each x we have w(x) = CxtS, Z(Si). Such a colouring shall be called an 
exact colouring. It is known (see [ll]) that every perfect graph admits an exact 
colouring. Given a perfect graph, we begin by selecting a simplicial vertex x and 
(recursively) find a (minimum) colouring Si, S,, . .., Sk with weights Z(Si) of 
G - x. Let SUM = w(x) + CyeNCxj w(y). (N(t) denotes the set of all vertices 
adjacent to t.) Suppose SUM < o,(G - x) (hence w,(G) = o,(G - x)). Let 
X = { Si 1 Si f7 N(X) = @}, and M = { Sj 1 S,$X}. Since each vertex is covered exactly 
we know that CS,~M Z(Si) = CyE~~x) w(y), CSJEXZ(Sj) > w(x). Hence, by extending 
each Sje X in an appropriate manner we can cover x exactly. The case 
SUM 2 o,(G - x) is similar. The algorithm is as follows. 
Procedure TRI 
Input: a triangular graph G = (V, E) with weight function w, and a given simplicial 
order ut < v2 < .‘. < v, of G. 
Output: a minimum weighted colouring Si, Sz, . . . . Sk with weights Z(Si). Each 
vertex x is covered exactly i.e. w(x) = CxaS, Z(Si). 
Note: for each x, LEFT(x) is the list of all neighbours y of x with y < x. 
Begin 
1. INDEX+ 1 
S1+{x1) 
Z(Sl)+- W+w(x11 
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2. For k = 2 to n do 
Let M = {Si( i < INDEX, Si I-J LEFT(xk) # S> 
X={Sj(Sj~M,j9ZNDEX} 
SUM = w(x,t) + C~LEFT~ W(Y) 
If SUM d W then 
VALUE + w(x) 
Repeat 
Choose an SjEX 
If VALUE 3 Z(Sj) then 
Sjt SjU {Xk} 
VALUE + VALUE - I(Sj) 
X+X-Sj 
else (VALUE < Z(S,)) 
INDEX t INDEX + 1 
S INDEXtSju {Xkj 
I(Smm) + VALUE 
Z(Sj) +- I(Sj) - VALUE 
VALUE + 0 
until VALUE = 0 
else (SUM > W) 
For each SjeX do Sj+ SjU {Xk} 
INDEX +- INDEX + 1 
S INDEX+ {xk} 
~(S,,DEX)+W(~~)-_CS~~X~(S~) 
W+- SUM 
End (Procedure) 
We are going to show that the procedure TRI can be implemented to run in time 
O(n’). The total cost of computing SUM throughout the algorithm is O(m). The set 
M is represented by an array M(l : n) so that M(i) = 1 if and only if Si n N(xk) # @ 
and M(i) = 0 if and only if Si E X. (Assume initially M(l: n) is set to 0.) For each vertex 
c’, we maintain a linked list L(u) containing all Si that contain v. Note that the total size 
of all L(i) is at most n2: the procedure produces at most n stable sets Sj, each 
Si contains at most n vertices. 
The set M can be constructed by the following operation. 
For each neighbour y of xk with y < xk do 
for each Sj E L(y) do M(i) + 1 
For distinct y,z of N(xk), L(y) is disjoint from L(z) since xk is simplicial in 
{xi, . . ..xk}. Hence the operation “M(i) + 1” is performed at most once for each i. In 
step 2, the sets Si E X can be found by simply scanning the array M. Hence the cost of 
performing step 2 is O(n) for each iteration. Therefore the algorithm runs in time 
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O(n’). (After the first version of this paper was written, the author was informed that 
the result in this section was obtained independently by Balas and Xue Cl].) 
5. Clique decompositions 
A clique cutset of a graph G is a clique whose removal disconnects G. If C is a clique 
cutset of G, then G can be decomposed into two graphs Gr , G2 with G1 v G2 = G and 
G1 n Gz = C; G1 and G2 are called children of G. By decomposing Gr and G2 in the 
same way and repeating this process until no further decomposition is possible, we 
have a decomposition of G into subgraphs containing no clique cutset. We shall call 
such subgraphs primitive subgraphs. We can represent this decomposition process by 
a binary tree called clique decomposition tree. Each leaf represents a primitive sub- 
graph, each interval node x represents a clique cutset C (-u also represents the graph 
obtained from its two children by identifying the clique C). 
Gavril [S] proved that for any graph G, the clique decomposition tree of G contains 
at most n2 nodes. Whitesides [18] and Tarjan [16] independently found O(nm) 
algorithms to find a clique cutset of a graph. It follows that a clique decomposition 
tree of G can be constructed in O(n3m) time. 
The combined results of Gavril, Tarjan and Whitesides imply that if for each 
primitive subgraph H of a graph G, there is a polynomial algorithm to find a min- 
imum cardinality colouring (respectively maximum weighted clique) of H, then there 
is a polynomial algorithm to find a minimum cardinality colouring (respectively 
maximum weighted clique) of G. Our purpose is to show that the same result holds (in 
some special sense to be defined later) for finding a minimum weighted colouring of 
a graph. The main result in this section was obtained by Whitesides (see [lS, p. 2911) 
by a different method; our method seems to provide a better time bound. In the 
following theorem, (GI denotes the number of vertices of a graph G. 
Theorem 5.1. Let G be a weighted graph. Iffor each primitive subgraph H of G, there is 
a polynomial algorithm tojind an exact colouring ofH with at most ) H 1 stable sets, then 
there is a polynomial algorithm to find an exact colouring of G with at most 1 G / stable 
sets. 
Proof. Let G be a graph which is not primitive, and let Gi, G2 be two children of 
G such that G, v G2 = G, G1 n G2 = C where C is a clique cutset of G. Suppose that 
Ci (i = 1, 2) is an exact colouring of Gi with at most 1 Gil stable sets Sl, Sz, . . . and 
weights Z(S!). To prove the theorem, we only need construct an exact colouring of 
G with at most IG( stable sets. (Recall that a colouring with stable sets Si, S2, . . . and 
weights r(si) is exact if for each vertex x, Cx,s,l(Si) = w(x).) 
We may assume without loss of generality that &iEC1 Z(S{) > ,&;EC2Z(Si). We 
shall try to merge the stable sets of C2 with stable sets of C1 . The final exact colouring 
will have total weight equal to &;EC1 I(Si).Fori= 1,2,defineXi={SjIS{nC=@} 
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and Yi = {Sil S/$Xi}. Note that &;Ey, Z(Si) = &;EY2Z(Si) = Cx,cw(x) because 
Ci and C2 are exact colourings, and so CS;EX2Z(Si) d CSiEX1 Z(Si). 
Let the stable sets of Xi be St, Sf, . . . . We merge the stable sets of Xz with the stable 
sets of X1 in the natural way, as shown in Procedure MERGE 1. From this merging, 
we obtain at most 1 X1 1 + 1 X2 1 stable sets. 
Procedure MERGE 1 
Begin 
1. SUM+&;EXZZ(SjZ); it 1; jt 1 
2. If Z(S’;) 3 Z(S’,) then goto 3 else goto 4 
3. sl; + sj, v sf 
I($) + I($) - Z(S’z) 
j + j + 1, SUM t SUM - Z(Si) 
If Z(Sy) = 0 then remove Si; it i + 1 endif 
If SUM = 0 then STOP else goto 2 
4. (Similar to step 3, with Sj, interchanged with Si,) 
End 
For each x E C, let the stable sets of Yi (for i = 1, 2) containing x be S,!,, S$, . . . . 
SL”“‘. We combine the stable sets Si,, with the stable sets Si, in the natural way, as 
shown in Procedure MERGE 2. Note that &;xEY, Z(Si,) = &;xEYZ Z(S’,,). In the end 
we obtain at most f(lx) +f(2x) - 1 stable sets. 
Procedure MERGE 2 
Begin 
1. SUM + &;xEY2 Z(S’,,); it 1; j + 1 
2. If Z(S’,,) 3 Z(S4,) then goto 3 else goto 4 
3. s’,, + s$, U sf, 
I($,) + I(&) - Z(S$,) 
j + j + 1, SUM +- SUM - Z(S’,,) 
If Z(S’,,) = 0 then remove Sf,; i +- i + 1 endif 
If SUM = 0 then STOP else goto 2 
4. (Similar to step 3, with Sj,, interchanged with Si,) 
End 
Repeating this process for all x E C, we obtain at most I Y1 I + I Y2 1 - I C I stable sets. 
In total we obtain at most IX11 + JXzl + lYr( + lYaI -ICI d lGr1 + lG21 - ICI< 
IGl stable sets. q 
Note that the conclusion of Theorem 5.1 fails if “[HI” and “I G(” were replaced 
respectively by “O( (H I)” and “O( 1 G I)“. 
A graph G is a type 1 graph if its vertex set Vcan be partitioned into two sets V1 and 
V2 such that G( I’i) is a bipartite graph, G(V2) is a clique and each vertex in 
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V1 is adjacent to each vertex in Vz. A graph G is a type 2 graph if it is a complete 
k-partite graph for some k. Gavril [S] called a graph clique separable if each of its 
primitive subgraphs is of type 1 or type 2. Gavril solved the recognition problem 
and the unweighted versions of Problems 1.1 and 1.2 for clique separable graphs. It is 
easy to see that if G is a graph of type 1 or 2 then G is a comparability graph. Hence 
for G, Problems 1.1 and 1.2 can be solved in O(n’) time by the result in Section 3 (note 
that Procedure COMP produces an exact colouring). Now Theorem 5.1 implies the 
following. 
Theorem 5.2. Given a weighted clique separable graph, G, an exact colouring of G can be 
found in 0(n3m) time. 
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