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Simbol Nama Ukuran Keterangan 
x   Skalar  Variabel x 
 Y  Skalar  Variabel y 
ix  
 Skalar  Data pengamatan x ke-i, 1,2, ,i n   
iy  
 Skalar Data pengamatan y ke-i, 1,2, ,i n  
x   Skalar Nilai rata-rata data 𝑋 
y   Skalar Nilai rata-rata data 𝑌 
n    Banyaknya data 
xS  
 Skalar Nilai simpangan baku  𝑥 
xyCov  
 Skalar Nilai kovariansi 𝑥 dan 𝑦 
  Rho Skalar Nilai koefisien korelasi 
2
xS  




Nilai koefisien korelasi antara variabel 
𝑥 dan 𝑦 
t kY   
  Variabel 𝑌 pada waktu ke−(𝑡 + 𝑘) 
k  
gamma-k Skalar Nilai kovariansi 𝛾 pada lag ke−𝑘 
k  
rho-k Skalar Nilai koefisien autokorelasi pada lag−𝑘 
t    Waktu pengamatan ke−𝑡, 𝑡 = 1,2, … , 𝑛 
ki  
phi-ki  Nilai koefisien autokorelasi parsial ke−𝑖 
Y  𝑛 × 1 Vektor variabel regresi 
X  𝑛 × (𝑛 + 1) Matriks variabel regresi 
B    Operator backward shift 
a   𝑛 × 1 Vektor error  
  Beta  Vektor parameter konstanta regresi 
tY  
 𝑘 × 1 Data 𝑌 pada waktu ke 𝑡 
t dY   
 𝑛 × (𝑛 + 1) Data Y pada waktu t-d 
t  
 𝑘 × 1 Selisih dari nilai variabel tY  dengan 𝜇 

 Mu 𝑘 × 1 Rata-rata dari tY  
  Phi 𝑘 × 𝑘 Matriks koefisien Vector Autoregressive 
1 2 3, ,    
 (𝑘 + 1) × 𝑘 Matriks koefisien Vector Autoregressive 
3  





 𝑘 × 1 Vektor error pada waktu 𝑡 
, ,1 2 3A A A  
 𝑡 × 𝑘 Matriks error pada waktu 𝑡 
3a   3𝑛 × 1 Vektor error pada waktu 𝑡 
 P   Lag Autoregressive 
𝒁𝑡  𝑘 × 1 Vektor 𝑍 pada waktu 𝑡 
𝒁1, 𝒁2, 𝒁3  𝑡 × 𝑘 Matriks 𝑍 pada waktu 𝑡 
𝒛3  3𝑛 × 1 Vektor 𝑍 pada waktu 𝑡 
𝑾1, 𝑾2, 𝑾3  𝑡 × (𝑘 + 1) Matriks Data 𝑍𝑘 pada waktu 𝑡 − 1 
𝒘3  3𝑛 × 12 Matriks Data 𝑍4 pada waktu 𝑡 − 1 














12 × 1 




12 × 1 




12 × 1 
Nilai estimasi parameter pada metode 
OLS average 
𝜎2  Skalar Nilai varians 
𝑚  Skalar Jumlah sampel 
𝑙  Skalar  Jumlah data pada tiap sampel 
𝑅𝑀𝑆𝐸𝑂𝐿𝑆  Skalar Nilai RMSE pada data OLS 
𝑅𝑀𝑆𝐸𝐴𝑂𝐿𝑆  Skalar Nilai RMSE pada data OLS average 
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Kata Kunci: Estimasi, Ordinary Least Square, Vector Autoregressive, Jackknife 
Model Vector Autoregressive (VAR) merupakan salah satu model time 
series yang dapat digunakan untuk meramalkan data dua variabel atau lebih yang 
memiliki hubungan timbal balik yang saling terkait. Ordinary Least Square (OLS) 
merupakan salah satu metode yang digunakan untuk mengestimasi model VAR.  
Jackknife merupakan metode pendugaan parameter dengan resampling dari data 
asalnya. Penggunaan metode Jackknife adalah untuk mendapatkan estimasi yang 
baik dari data dengan sampel yang minimum. Dalam penelitian ini akan 
mengestimasi model Vector Autoregressive (VAR) dan mengimplementasikan 
hasil estimasi tersebut pada data harga saham Jakartan Islamic Indeks, Bisnis-27, 
dan IDX30. Implementasi parameter model VAR menggunkan metode Jackknife 
terdiri dari beberapa tahap yaitu identifikasi data, uji hipotesa, estimasi parameter 
model, dan perbandingan data. Kesimpulan dari penelitian ini adalah formula 
estimasi yang dapat digunakan untuk mencari nilai parameter model VAR (1) 
pada data saham Jakarta Islamic Indeks (JII), Bisnis-27 (BIS), dan IDX30 (IDX) 
menggunakan  metode Jackknife dapat mereduksi varians dan RMSE lebih baik 
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Ibrahim Malang. Advisors: (1) Abdul Aziz, M.Si, (II) Muhammad 
Khudzaifah, M.Si. 
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Vector Autoregressive (VAR) is one of the time series models to forecast 
data of two or more variables that have interrelated interrelationships. Ordinary 
Least Square (OLS) is one of method that can be used to estimate a VAR model. 
Jackknife is a parameters estimation method with resampling from the original 
sample. The use of the Jackknife method is to get a good estimate of data with a 
minimum sample. In this research, a VAR model will be estimated and 
implemented for a holdings data of Jakarta Islamic Index, Bisnis-27, and IDX30. 
Parameter implementation of VAR model using the Jackknife method consists of 
several stages, data identification, hypothesis test, model identification, 
parameters estimation of model and the different of data. The results of 
parameters estimation of VAR model with 1 lag (VAR (1)) in this research 
obtained: The conclucion of this research is estimation formula that can be used to 
find the parameters value of VAR (1) model from the holdings data of Jakarta 
Islamic Indeks, Bisnis-27, and IDX30 used Jackknife method can reduce varians 

























مث . Jackknife طريقةب. تقدير املعلمة لنموذج االحندار التلقائي للمتجه ۲ ۰ ۲ ۰ النهى ، حممد اويل .
موالنا احلكومية . قسم الرياضيات ، كلية العلوم والتكنولوجيا ، جامعة الدولة اإلسالمية جامي شعبت
 ذيفة ، ماجستريححممد  (۲( عبد العزيز ، ماجستري ، )۱مالك إبراهيم ماالنج. املستشارون: )
 
 Jackniffe. Ordinary Least Square (OLS) . Vector، : التقديرالكلمات المفتاحية
Autoregressive (VAR) 
  
( هو منوذج سلسلة زمنية ميكن Vector Autoregressive (VAR) (VARمنوذج االحندار التلقائي املتجه 
هي إحدى الطرق  Square Least Square (OLS) استخدامه للتنبؤ ببيانات متغريين أو أكثر مرتابطني.
هي طريقة لتقدير املعلمات عن طريق إعادة االختزال من  VAR. Jackknifeاملستخدمة لتقدير منوذج 
هو احلصول على تقدير جيد للبيانات مع عينة دنيا. يف هذا  Jackknifeالبيانات األصلية. استخدام طريقة 
،  Bisnis-27اإلسالمي ، و  Jakartaدير على مؤشر وتنفيذ نتائج التق البحث ، سنقوم بتقدير منوذج 
من  Jackknifeباستخدام طريقة  VAR. يتكون تنفيذ معلمات منوذج IDX30وبيانات أسعار األسهم 
عدة حوامل ، وهي مجع البيانات ، واختبار الفرضيات ، وتقدير معلمات النموذج ، وتقدير البيانات. خامتة هذه 
يف بيانات خمزون  VAR( 1) اليت ميكن استخدامها للعثور على معلمات منوذجالدراسة هي صيغة التقدير 
اليت ميكن استخدامها  Jackknifeباستخدام طريقة  IDX30و  Business-27جاكرتا اإلسالمي  و 








BAB I  
PENDAHULUAN 
1.1 Latar Belakang 
Statistika adalah suatu ilmu yang mempelajari cara pengumpulan, 
pengolahan, penyajian data, penarikan kesimpulan serta pembuatan keputusan 
yang cukup beralasan berdasarkan data dan analisis yang dilakukan. Salah satu 
penerapan statistika yang biasa digunakan adalah pemodelan deret berkala (time 
series). Data time series merupakan sekumpulan data hasil pengamatan atau 
pencatatan historis dan berkala yang menggambarkan secara kronologis suatu 
karakteristik populasi (Sudiyono, 2001). 
Dalam ekonometrika terdapat dua model data time series yaitu model data 
time series univariat diantaranya Autoregressive (AR), Moving Average (MA), 
Autoregressive Moving Average (ARMA), Atoregressive Integrated Moving 
Average (ARIMA), dan Seasonal ARIMA (SARIMA). Sedangkan model data time 
series kedua yaitu model time series multivariat. Salah satu model time series 
multivariat yang paling sederhana adalah Vector Autoregressive (VAR). Vector 
Autoregressive (VAR) merupakan salah satu model time series yang digunakan 
untuk meramalkan data dua variabel atau lebih yang memiliki hubungan timbal 
balik yang saling terkait (Hayati dan Brodjol, 2016) 
Metode Jackknife merupakan teknik resampling yang digunakan untuk 
pendugaan suatu galat baku dan memperkirakan selang kepercayaanuntuk suatu 
parameter. Prisip dasar metode Jackknife terletak pada hitungan suatu statistik 
secara berulang dengan mengeluarkan satu atau lebih pengamatan dari suatu 





masing-masing memiliki besar ukuran 𝑛 − 1 atau  𝑛 − 𝑑. Dari proses 
pengulangan tersebut, dapat dihitung dugaan kebiasan dan varians (Efron B dan 
Tibshirani R.J, 1993).  
Penelitian terkait metode Jackknife telah dilakukan oleh Iesyah Rodliyah 
(2016) tentang perbandingan metode Boostrap dan  Jackknife dalam mengestimasi 
parameter regresi linear berganda. Hasil penelitian menunjukkan bahwa nilai 
estimasi yang mendekati metode Generalized Least Square (GLS) adalah nilai 
estimasi regresi Jackknife, artinya tingkat akurasi dalam mengestimasi parameter 
regresi Jackknife lebih baik dibandingkan dengan regresi Boostrap. 
Pada penilitian sebelumnya (Durorin, 2019) telah membahas mengenai 
implementasi parameter model VAR dari data harga komoditas cabai merah, cabai 
rawit, dan bawang merah di kota Surabaya menggunakan metode Boostrap. Hasil 
penelitian menunjukkan bahwa hasil forecasting pada data tersebut tidak jauh 
berbeda pada data asli periode sebelumnya.   
Penelitian sebelumnya dapat memberikan pengetahuan dari 
pengembangan dari ilmu peramalan bahwa hasil analisis akan berbeda untuk 
setiap data yang berbeda. Namun pada penelitian tersebut belum menunjukkan 
bahwa bagaimana model VAR diestimasi parameternya menggunakan metode 
Jackknife. Bedasarkan latar belakang yang telah dipaparkan, penulis tertarik untuk  
mengangkat tema dengan judul “Estimasi Parameter Model Vector Autoregressve 





1.2 Rumusan Masalah 
Berdasarkan latar belakang di atas, maka rumusan masalah dalam 
penelitian ini adalah  bagaimana implentasi metode estimasi Jackknife pada  
model VAR? 
1.3 Tujuan Penelitian 
Berdasarkan rumusan masalah yang telah disebutkan, maka tujuan 
penelitian ini adalah sebagai berikut mengetahui model Vector Autoregressive 
menggunakan metode estimasi Jackknife. 
1.4 Manfaat Penelitian 
Penelitian ini diharapkan memberikan manfaat sebagai berikut: 
1. Bagi Penulis 
a. Sebagai tambahan wawasan dan pengetahuan mengenai estimasi 
parameter model VAR dengan metode Jackknife. 
b. Sebagai tambahan pengetahuan mengenai bentuk estimasi yang baik 
untuk model VAR dengan metode Jackknife. 
c. Sebagai pengembangan wawasan disiplin ilmu yang telah dipelajari 
dalam bidang statistika khusunya mengenai time series dalam bidang 
peramalan. 
2. Bagi Pembaca 
a. Sebagai salah satu pengetahuan penerapan matematika dalam bidang 
statistika. 
b. Sebagai tambahan bahan rujukan dan pengembangan pembelajaran 





c. Dapat digunakan sebagai inspirasi dan bahan referensi dalam 
penelitian selanjutnya pada bidang yang sama. 
3. Bagi Instansi 
a. Penelitian ini dapat mengembangkan pemikiran keilmuan 
matematika. 
b. Membandingkan penelitian yang sudah ada dengan model lain. 
c. Menerapkan dan mengaktualisasi ilmu matematika khususnya pada 
mata kuliah pilihan time series. 
1.5 Batasan Masalah 
Untuk membatasi masalah agar sesuai dengan yang dimaksudkan dan 
tidak menimbulkan permasalahan yang baru, maka peneliti memberikan batasan 
berupa data yang digunakan adalah data harga saham Jakarta Islamic Indeks, 
Bisnis-27, dan IDX 30. 
1.6 Sistematika Penulisan 
 Untuk memudahkan pemahaman akan penelitian ini secara menyeluruh, 
maka digunakan sistematika penulisan yang terdiri dari lima bab, yaitu: 
Bab I Pendahuluan 
Pada bab ini akan diuraikan tentang latar belakang, rumusan masalah, 
tujuan penelitian, batasan masalah, manfaat penelitian, metode penelitian 
dan sistematika penulisan. 
Bab II Kajian Pustaka 
Pada bab ini akan diuraikan tentang kajian teori yang mendasari 





series, stasioneritas data, fungsi autokorelasi, anilisis regresi, model time 
series,uji Granger Casuality, penentuan lag VAR, definisi model VAR, 
definisi estimasi parameter dengan metode OLS dan definisi estimasi 
parameter dengan metode Jackknife. 
Bab III Metode Penelitian 
Pada bab ini berisi pendekatan penelitian, jenis dan sumber data, variabel 
penelitian, dan analisis data. 
Bab IV Pembahasan 
Pada bab ini diuraikan tentang pembahasan mengenai estimasi parameter 
model VAR dengan metode Jackknife dan implementasinya terhadap data 
harga saham 
Bab V Penutup 
Pada bab ini berisi tentang kesimpulan dari bab-bab sebelumnya serta 









2.1 Analisis Time Series 
Banyak peristiwa yang terjadi saat ini merupakan akibat peristiwa 
sebelumnya atau dapat dikatakan kejadian saat ini dapat terjadi karena ada 
keterkaitan dengan kejadian dimasa lampau. Dengan adanya kejadian ini maka 
diperlukan serangkaian pengamatan yang mencatat dengan teliti menurut urutan 
terjadinya dan kemudian disusun sebagai data statistik. Data statistik ini biasanya 
dinamakan data runtun waktu atau time series. Data runtun waktu (time series) 
adalah jenis data yang dikumpulkan menurut urutan waktu suatu rentang tertentu 
(Fikriah, dkk, 2017). 
Analisis deret waktu (time series) adalah serangkaian pengamatan terhadap 
suatu variabel yang diambil dari waku ke waktu dan dicatat secara berurutan 
menurut urutan waktu kejadian dengan interval waktu yang tetap. Ciri-ciri 
observasi mengikuti time series  adalah interval waktu antar indeks waktu t dapat 
dinyatakan dalam satuan waktu yang sama (identik). Adanya ketergantungan 
waktu antara pengamatan 𝑌𝑡 dengan 𝑌𝑡−𝑘 yang dipisahkan oleh jarak waktu 𝑘 kali 
(𝑙𝑎𝑔 𝑘). Salah satu tujuan yang paling penting dalam time series yaitu 
memperkirakan nilai masa depan. Bahkan tujuan akhir dari pemodelan time series 
adalah untuk mengontrol sistem operasi biasanya didasakan dengan peramalan. 
Istilah peramalan sering digunakan dalam literature time series daripada prediksi 






Analisis data time series adalah analisis yang menerangkan dan  mengukur 
berbagai perubahan atau perkembangan data selama satu periode. Analisis time 
series dilakukan untuk memperoleh pola data dengan menggunakan data masa 
laluyang akan digunakan untuk meramalkan suatu nilai pada masa yang akan 
datang (Makridaris dkk,1999). 
Pada time series terdapat empat macam pola data, yaitu (Hanke dan 
Wichern, 2005): 
1. Pola data horozontal 
Pola data horizontal terjadi saat data observasi berfluktuasi disekitar suatu 
nilai konstan atau rata-rata yang membentukgaris horizontal. Data ini disebut 
juga dengan data stasioner. Metode yang termasuk dalam pola data ini adalah 
metode single exponential smoothing. 
 
Gambar 2.1 Plot Pola Data Horizontal (Hanke dan Wichern, 2005) 
Jika plot tersebut dibagi menjadi beberapa bagian, maka polanya akan terlihat 
seperti berulang atau hampir sama. Dengan kata lain setiap periodenya bisa 
sama. 
2. Pola data musiman 
Pola data musiman terjadi jika suatu deret dipengaruhi oleh faktor musiman. 





ke periode berikutnya. Misalnya pola yang berulang setiap bulan tertentu, 
tahun tertentu atau pada minggu tertentu. Metode yang termasuk dalam pola 
data ini adalah metode winter. 
 
Gambar 2.2 Plot Pola Data Musiman (Hanke dan Wichern, 2005) 
Pola tersebut membentuk gelombang, namun dibuat pola. Pola ini identik 
hampir sama dengan pola data horizontal, hanya saja untuk setiap periode 
pada pola ini terdapat nilai maksimum dan minimum. 
3. Pola data trend 
Pola data trend terjadi jika data pengamatan mengalami kenaikan atau 
penurunan selama periode jangka panjang. Suatu data pengamatan yang 
mempunyai trend disebut data non stasioner. Metode yang termasuk dalam 






Gambar 2.3 Plot Pola Data Trend (Hanke dan Wichern, 2005) 
Jika plot tersebut dibagi menjadi beberapa bagian, maka setiap periode akan 
berubah dan beberapa fungsi linier yang menaik atau menurun. Pola ini 
memiliki rata-rata yang berubah. 
4. Pola data siklis 
Pola data siklis terjadi jika datanya dipengaruhi oleh fluktuasi ekonomi 
jangka panjang seperti yang berhubungan dengan siklus bisnis. 
 
Gambar 2.4 Plot Pola Data Siklis (Hanke dan Wichern, 2005) 
Pola ini sama dengan pola data horizontaldan musiman karena sama-sama 








2.2 Forecasting dan Estimasi Parameter 
2.2.1 Forecasting 
Forecasting merupakan perkiraan mengenai terjadinya suatu kejadian atau 
peristiwa di waktu yang akan datang. Forecasting bisa bersifat kuantitatif dan 
kualitatif (Supranto, 2000). Pada forecasting juga terdapat beberapa metode yang 
dapat dikelompokkan menjadi metode kuantitatif dan kualitatif yaitu ( Makridakis 
dkk, 1995): 
1. Forecasting kuantitatif 
Forecasting yang didasarkan atas data kuantitatif masa lalu yang diperoleh dari 
pengamatan nilai-nilai sebelumnya. Hasil forecasting yang dibuat tergantung 
pada metode yang digunakan, menggunakan metode yang berbeda akan 
diperoleh hasil forecasting yang berbeda. 
2. Forecasting kualitatif 
Hasil forecasting kualitatif didasarkan pada pengamatan kejadian-kejadian di 
masa sebelumnya digabung dengan pemikiran dari penyusunnya. Forecasting 
dapat dibedakan atas beberapa segi tergantung dari cara pendekatannya. Jenis-
jenis forecasting, antara lain Santoso (2009): 
1. Forecasting jangka pendek, yaitu  forecasting  yang  jangka waktunya mulai 
dari satu hari sampai satu musim. 
2. Forecasting jangka menengah, yaitu forecasting yang jangka waktunya 
mulai dari satu musim sampai dua tahun. 
3. Forecasting jangka panjang, yaitu forecasting yang jangka waktunya lebih 





2.2.2 Estimasi Parameter 
Bagi peneliti, untuk mengetahui karaktristik populasi sangatlah sulit 
diketahui secara pasti karena banyaknya keterbatasan pemikiran dan tenaga 
peniliti. Dengan adanya masalah ini maka peneliti dapat menggunakan teknik 
statistik untuk menyimpulkan karakteristik populasi. Cara pengambilan 
kesimpulan ini sering dinamakan sebagai pendugaan atau estimasi nilai parameter 
populasi tersebut. Estimasi adalah menaksir ciri-ciri tertentu dari populasi atau 
memperkirakan nilai populasi (parameter) dengan memakai nilai sampel (statistik) 
(Aritonang, 2005). Estimasi (penaksiran) parameter dalam sampel data dapat 
digunakan untuk menentukan inferensi tentang 𝛽 dan 𝜎2 dimana 𝛽 adalah rata-
rata suatu sampel data dan 𝜎2 adalah variansi data. Inferensi-inferensi tersebut 
mungkin mengambil titik khusus (point estimates) atau menentukan range nilai-
nilai parameter (interval estimates) (Aziz, 2010). 
Estimasi titik (point estimation) adalah pendugaan dengan menyebut satu 
nilai atau bentuk nilai parameter. Estimasi titik memiliki kelemahan dimana 
peniliti tidak dapat mengetahui secara pasti kebenaran suatu pendugaan karena 
peneliti tidak mengetahui nilai estimator sesungguhnya telah mendekati parameter 
populasi atau tidak. Estimasi interval (interval estimation) merupakan pendugaan 
interval dengan menyebut daerah pembatasan dimana peneliti menentukan batas 
maksimum dan batas minimum suatu estimator (Aritonang, 2005). 
Sifat-sifat estimator yang baik diantaranya adalah (Spiegel dkk, 2004): 
1. Sifat tak bias (unbiased),  merupakan sifat baik dari estimator yang diperoleh 
melalui pendekatan klasik, dalam pembahasan pemilihan estimator terbaik 





tak bias dari suatu parameter populasi jika mean atau ekspektasi dari statistik 
tersebut sama dengan parameter yang ditaksir. Sehingga untuk suatu statistik 𝜃 
dikatakan penaksir tak bias parameter 𝜃 jika: 
𝜇?̂? = 𝐸(𝜃) = 𝜃 (2.1) 
2. Efisien, jika distribusi sampling dari dua statistik memiliki mean yang sama, 
statistik dengan variansi yang lebih kecil disebut estimator yang lebih efisien 
dari mean. Maka nilai statistik efisiennya disebut sebagai estimasi efisien 
(efficient estimate). 
3. Konsisten, suatu estimator dapat dikatakan konsisten bila memenuhi syarat 
berikut (Hasan, 2005):  
a. Jika ukuran sampel semakin bertambah maka estimator akan mendekati 
parameternya. Jika besarnya sampel menjadi tak terhingga maka estimator 
konsisten harus dapat memberi suatu estimator titik yang sempurna terhadap 
parameternya. Jadi (𝜃) merupakan estimator yang konsisten jika dan hanya 
jika: 
𝐸 (𝜃 − 𝐸(𝜃))
2
→ 0 jika 𝑛 → ∞ 
b. Jika ukuran sampel bertambah besarmaka distribusi sampling penduga akan 
mengecil menjadi suatu garis tegak lurus diatas parameter yang sama 
dengan probabilitas sama dengan 1.  
2.2.3 Perbedaan Forecasting dan Estimasi Parameter 
Bahan peramalan yang digunakan untuk memprediksikan sesuatu yang 
akan terjadi di masa yang akan datang. Peramalan menggunakan waktu sebagai 





itu, peramalan membutuhkan data historis di masa lampau yang diasumsikan pola 
tersebut akan berulang (Makridakis dkk, 1995). 
Estimasi atau penaksiran digunakan dalam memperkirakan sesuatu yang 
terjadi saat ini sehingga tidak digunakan untuk memperkirakan kejadian di masa 
yang akan datang. Penaksiran tidak ada hubungannya dengan waktu di masa lalu 
(Hasan, 1999). 
2.3 Stasioneritas Data 
2.3.1 Pengertian Stasioner 
Pada umumnya time series dapat dapat diklarifikasi menjadi dua, yaitu 
stasioner dan non-stasioner. Stasioneritas data berarti tidak terdapat perubahan 
yang drastis pada data. Fluktuasi data berada di sekitar suatu nilai rata-rata yang 
konstan, tidak tergantung pada waktu dan variansi dari fluktuasi tersebut 
(Makridakis, 1999). Bentuk visual dari plot data time series sering kali cukup 
meyakinkan para penaksir bahwa data tersebut stasioner atau nonstasioner. 
Stasioneritas dibagi menjadi dua, yaitu (Wei, 2006): 
1. Stasioneritas dalam mean (rata-rata) 
Stasioner dalam mean adalah fluktuasi data berada di sekitar suatu nilai rata-
rata yang konstan, tidak tergantung pada waktu dan variansi dari fluktuasi 
tesebut. Dari bentuk data plot seringkali dapat diketahui bahwa data tersebut 
stasioner atau tidak stasioner. Apabila dilihat dari plot ACF, maka nilai-nilai 
autokorelasi dari data stasioner akan turun menuju nol sesudah time lag (selisih 
waktu) kedua atau ketiga. 





Suatu data time series dikatakan stasioner dalam variansi apabila struktur data 
dari waktu ke waktu mempunyai fluktuasi data yang tetap atau konstan dan 
tidak berubah-ubah. Secara visual untuk melihat hal tersebut dapat dibantu 
dengan menggunakan plot time series, yaitu dengan melihat fluktuasi data dari 
waktu ke waktu. Untuk menstasionerkan data nonstasioner dalam rata-rata 
dapat dilakukan proses differencing (pembedaan). Adapun plot data yang 
stasioner pada rata-ratadan variansi adalah sebagai berikut: 
 
Gambar 2.5 Plot Data Stasioner Pada Rata-Rata dan Variansi (Wei, 2006) 
Plot data pada gambar (2.5) dikatakan stasioner terhadap rata-rata. Jika 
mengambil sejumlah data dari plot tersebut, misalnya dari data ke-7 sampai 
data ke-35 akan diperoleh nilai rata-rata yaitu 0. Sedangkan jika mengambil 
sejumlah data misalkan dari data ke-36 sampai dengan data ke-70 akan 
diperoleh nilai rata-rata yaitu 0. Karena dari sebarang pengambilan sampel data 
diperoleh nilai rata-rata yang konstan maka sesuai dengan definisi stasioneritas 
dalam rata-rata maka plot data pada gambar (2.5) dikatakan stasioner dalam 
rata-rata. 
Plot data pada gambar (2.5) juga dikatakan stasioner terhadap variansi.Jika 





data ke-35 nilai fluktuasi atau selisih antara nilai terbesar dan terkecil yaitu 
sekitar  180 210 390   .Sedangkan jika diambil sejumlah data dari plot 
tersebut, misalnya dari data ke-36 sampai data ke-70, nilai fluktuasi atau selisih 
antara nilai terbesar dan terkecil yaitu sekitar  250 140 390   . Karena dari 
sebarang pengambilan sampel data diperoleh nilai variansi yang konstan, 
sesuai dengan definisi stasioneritas dalam variansi maka plot data pada gambar 
(2.5). 
 
Gambar 2.6 Plot Data Tidak Stasioner Pada Rata-rata dan Variansi (Wei, 2006) 
Plot data pada gambar (2.6) dikatakan tidak stasioner terhadap rata-rata 
karena jika diambil sejumlah data dari plot tersebut, misalnya dari data ke-1 
sampai data ke- 49 akan diperoleh nilai rata-rata kurang lebih 16500. 
Sedangkan jika diambil sejumlah data misalkan dari data ke- 50 sampai dengan 
data ke-70 akan diperoleh nilai rata-rata kurang lebih 22000. Karena dari 
sebarang pengambilan sampel data dipeoleh nilai rata-rata yang tidak konstan 
maka sesuai dengan definisi stasioneritas dalam rata-rata maka plot data pada 
gambar (2.6) dikatakan tidak stasioner dalam rata-rata. 
Plot data pada gambar (2.6) juga dikatakan tidak stasioner terhadap 





sampai data ke-49 nilai fluktuasi atau selisih antara nilai terbesar dan 
terkecil yaitu sekitar 19000-13000 = 6000. Sedangkan jika diambil sejumlah 
data dari plot tersebut, misalnya dari data ke-50 sampai data ke-70 nilai 
fluktuasiatau selisih antara nilai terbesar dan terkecil yaitu sekitar 26000-16000 
= 10000. Karena dari sebarang pengambilan sampel data diperoleh nilai 
variansi yang tidak konstan, sesuai dengan definisi stasioneritas dalam variansi 
maka plot data pada gambar (2.6) dikatakan tidak stasioner dalam variansi. 
2.3.2 Differencing 
Data time series dikatakan stasioner jika rata-rata dan variansinya konstan, 
tidak ada unsur trend dalam data, dan tidak ada unsur musiman. Apabila data 
tidak stasioner, maka perlu dilakukan modifikasi untuk menghasilkan data yang 
stasioner. Salah satu cara yang umum dipakai adalah metode pembedaan 
(differencing) (Wei, 2006). 
Notasi yang sangat bermanfaat dalam metode pembedaan (differencing) 
adalah operator langkah mundur (backward shift), sebagai berikut (Makridakis 
dkk, 1999): 
𝐵𝑌𝑡 = 𝑌𝑡−1 (2.2) 
dengan: 
𝑌𝑡 : variabel Y  pada waktu ke-t 
𝑌𝑡−1 : variable Y  pada waktu ke-  1t   
𝐵 : backward shiftoperator (operator langkah mundur) 
Notasi B yang dipasang pada 𝑌𝑡 mempunyai pengaruh menggeser data satu 





tersebut dapat dibuat lebih mendekati stasioner dengan melakukan pembedaan 
(differencing) pertama. 
Rumus untuk differencing orde pertama yaitu (Makridakis, 1999): 
𝑌𝑡′ = 𝑌𝑡 − 𝑌𝑡−1 (2.3) 
dengan: 
𝑌𝑡′ : variabel Y pada waktu ke-t setelah differencing 
𝑌𝑡 : variable Y  pada waktu ke-t 
𝑌𝑡−1 : variable Y pada waktu ke-  1t   
 Menggunakan operator langkah mundur, persamaan (2.3) dapat ditulis 
kembali menjadi: 
𝑌𝑡′ = 𝑌𝑡 − 𝐵𝑌𝑡 
atau 
𝑌𝑡′ = (1 − 𝐵)𝑌𝑡 (2.4) 
sehingga pembedaan (differencing) pertama dinotasikan oleh (1 − 𝐵). 
 Selanjutnya untuk differencing orde kedua yang merupakan differencing 
pertama dari differencing pertama yang sebelumnya. Jika differencing orde kedua 
dihitung, maka: 
𝑌𝑡′′ = 𝑌𝑡
′ − 𝑌𝑡−1′  
= (𝑌𝑡 − 𝑌𝑡−1) − (𝑌𝑡−1 − 𝑌𝑡−2)  
= 𝑌𝑡 − 2𝑌𝑡−1 + 𝑌𝑡−2  
= (1 − 2𝐵 + 𝐵2)𝑌𝑡  
= (1 − 𝐵)2𝑌𝑡          (2.5) 





 Selanjutnya untuk differencing orde ketiga yang merupakan differencing 




′ − 𝑌𝑡−2′  
= (𝑌𝑡 − 𝑌𝑡−1) − (𝑌𝑡−1 − 𝑌𝑡−2) − (𝑌𝑡−2 − 𝑌𝑡−3)  
= 𝑌𝑡 − 𝑌𝑡−1 − 2𝑌𝑡−1 + 2𝑌𝑡−2 + 𝑌𝑡−2 − 𝑌𝑡−3  
= (1 − 3𝐵 + 3𝐵2 − 𝐵3)𝑌𝑡  
= (1 − 𝐵)3𝑌𝑡    (2.6) 
differencing orde ketiga pada persamaan di atas dinotasikan oleh (1 − 𝐵)3. 
 Selanjutnya untuk differencing orde keempat yang meupakan differencing 





′ − 𝑌′𝑡−3 
= (𝑌𝑡 − 𝑌𝑡−1) − (𝑌𝑡−1 − 𝑌𝑡−2) − (𝑌𝑡−2 − 𝑌𝑡−3)−) − (𝑌𝑡−3 − 𝑌𝑡−4) 
= 𝑌𝑡 − 𝑌𝑡−1 − 3𝑌𝑡−1 + 3𝑌𝑡−2 + 3𝑌𝑡−2 − 3𝑌𝑡−3 − 𝑌𝑡−3 + 𝑌𝑡−4 
= (1 − 4𝐵 + 6𝐵2 − 4𝐵3 + 𝐵4)𝑌𝑡 
= (1 − 𝐵)4𝑌𝑡                                                                                        (2.7) 
differencing orde keempat pada persamaan di atas dinotasikan oleh (1 − 𝐵)4𝑌𝑡 
Secara umum jika terdapat differencing orde ke-d untuk mencapai 
stasioneritas, dapat dinotasikan dengan (Makridakis, 2006): 
(1 − 𝜙1𝐵 + 𝜙2𝐵
2 − 𝜙3𝐵
3 + ⋯ − 𝐵𝑑) = (1 − 𝐵)𝑑 (2.8) 
 
2.4 Analisis Korelasi 
Analisis korelasi adalah suatu teknik statistika yang digunakan untuk 
mengukur keeratan hubungan atau korelasi antara dua variabel atau lebih. Jika 





korelasi sederhana atau simple correlation. Analisis korelasi bertujuan untuk 
mengukur keeratan hubungan antara dua variabel x  dan y (Suharyadi dan 
Purwanto, 2004). 
Korelasi yang terjadi antara dua variabel dapat berupa korelasi positif, 
negatif, tidak ada korelasi ataupun korelasi sempurna (Hasan, 2005). 
1. Korelasi positif 
Korelasi positif adalah korelasi dari dua variabel, yaitu apabila variabel yang 
satu (𝑥) meningkat atau menurun maka variabel lainnya (𝑦) cenderung untuk 
meningkat dan menurun pula. 
2. Korelasi Negatif 
Korelasi negatif adalah korelasi dari dua variabel, yaitu apabila variabel yang 
satu (𝑥) meningkat atau menurun maka variabel lainnya (𝑦) cenderung untuk 
menurun dan meningkat. 
3. Tidak ada korelasi 
Tidak ada korelasi terjadi apabila kedua variabel (𝑥dan 𝑦) tidak menunjukan 
adanya hubungan. 
4. Korelasi sempurna 
Korelasi sempurna adalah korelasi dari dua variabel, yaitu apabila kenaikan 
atau penurunan variabel yang satu (𝑥) berbanding dengan kenaikan dan 
penurunan variabel lainnya (𝑦). 
Koefisien Korelasi (𝐾𝐾) merupakan indeks atau bilangan yang digunakan 
untuk mengukur keeratan (kuat, lemah atau tidak ada) hubungan antar variabel. 
Koefisien korelasi memiliki nilai antara −1 dan +1 (−1 ≤  𝐾𝐾 ≤  +1), dengan 





1. Jika 𝐾𝐾 bernilai positif maka variabel-variabel berkorelasi positif. Semakin 
dekat nilai 𝐾𝐾 ke +1 maka semakin kuat korelasinya, demikian pula 
sebaliknya. 
2. Jika KK bernilai negaitif maka variabel-variabel berkorelasi negatif. Semakin 
dekat nilai KK ke −1 maka semakin kuat korelasinya, demikian pula 
sebaliknya. 
3. Jika KK bernilai 0 (nol) maka variabel-variabel tidak menunjukan korelasi. 
4. Jika KK bernilai +1 atau −1 maka variabel-variabel menunjukkan korelasi 
positif atau negatif yang sempurna. 
Interpretasi koefisien korelasi dapat disajikan dalam bentuk tabel sebagai 
berikut (Sugiyono, 2008): 




0,00 – 0,199 Sangat lemah 
0,20 – 0,399 Lemah 
0,40 – 0,599 Sedang 
0,60 – 0,799 Kuat 
0,80 – 1,0 Sangat kuat 
(Sumber: Sugiyono, 2008) 
Untuk menghitung korelasi antara dua variabel 𝑥 dan𝑦 yang dinotasikan 
sebagai 𝑟𝑥𝑦 untuk 𝑛 pasangan observasi  , , 1,2, ,i ix y i n . Rumus-rumus 
berikut adalah relevan (Makridakis, 1999): 







   
 
(2.9) 











   
 
(2.10) 






Cov x x y y
n 









xx x i x
i
Cov Var x x S
n 








yy y i y
i
Cov Var y y S
n 
     
 (2.13) 
Korelasi yang dinotasikan dengan  diperoleh koefisien korelasi sebagai 
berikut (Wibisono,2009): 
xy xy
x y x y
Cov 

   
   (2.14) 
dengan    ,xy x yE x y x     variabel bebas dan y adalah variabel tak bebas, 
sehingga persamaan (2.14) dapat ditulis ulang menjadi: 
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2.4.1 Autocorrelation Fuction 
Autokorelasi merupakan korelasi atau hubungan antar data pada 
pengamatan data time series. Korelasi menunjukkan hubungan antara dua atau 
lebih variabel-variabel yang berbeda, maka autokorelasi menunjukkan hubungan 
antara nilai-nilai dari variabel yang sama (Sumodiningrat, 1994). 
Rata-rata dan variansi dari suatu data deret berkala mungkin tidak 
bermanfaat apabila deret tersebut tidak stasioner, akan tetapi nilai minimum dan 
maksimum dapat digunakan untuk tujuan plotting. Bagaimanapun kunci statistik 
dalam analisis time series adalah koefisien autokorelasi (atau korelasi deret 
berkala dengan deret berkala itu sendiri dengan selisih waktu (lag) 0,1,2 periode 





Koefisien autokorelasi antara tY  dan t kY   yang dapat dinyatakan sebagai 
berikut (Makridakis, 1999): 
  
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Data  diasumsikan stasioner rata-rata dan variansinya. Jadi, kedua rata-
rata  dan 1tY  dapat diasumsikan bernilai sama (dan kita dapat membuang 
subskrip dengan menggunakan t t kY Y Y   ) dan dua nilai variansi dapat diukur 
satu kali saja dengan menggunakan seluruh data  yang diketahui. Dengan 




























Pada deret berkala, k merupakan fungsi autokovariansi dan k  
merupakan fungsi autokoelasi (ACF) karena menunjukkan nilai keeratan antara 
dan t kY  dari proses yang sama namun dengan selang waktu yang berbeda (Wei, 
2006). Jika korelasi digunakan untuk mengetahui kekuatan hubungan antara dua 
variabel yang berbeda maka kovariansi digunakan untuk menunjukkan seberapa 
besar perubahan antara dua variabel secara bersama-sama. Sedangkan 
autokovariansi digunakan untuk menunjukkan seberapa besar perubahan antara 
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 2.4.2  Partial Autocorrelation Fuction 
Autokorelasi parsial digunakan untuk mengukur tingkat keeratan 
(association) antara Ytdan Yt+1, apabila pengaruh dari time lag 1, 2, 3, …dan 
seterusnya sampai k − 1 dianggap terpisah (Makridakis, 1999). Ada beberapa 
prosedur untuk menentukan bentuk PACF (Partial Autocorrelation Function) 
yang salah satunya akan dijelaskan sebagai berikut. 
Autokorelasi parsial dapat diturunkan sebagai berikut, dengan variabel 
dependent t kY   dari proses stasioner rata-rata nol yang diregresikan dengan 
sejumlah k variable 𝑌𝑡+𝑘−1,𝑌𝑡+𝑘−2, … 𝑌𝑡+𝑘−𝑗, maka (Wei, 2006): 
1 1 2 2t k k t k k t k kk t k k t kY Y Y Y a              (2.20) 
dengan ki  merupakan parameter regresi dan t ka   adalah nilai error dengan rata-
rata 0, dan tidak berkorelasi dengan
t k jY    untuk 1,2, ,j k , langkah pertama 
yang dilakukan adalah mengalikan persamaan (2.20) dengan 
t k jY    pada kedua 
ruas sehingga diperoleh: 





1 1 2 2t k t k j k t k t k j k t k t k j kk t k k t k j t k t k jY Y Y Y Y Y Y Y a Y                        (2.21) 
Selanjutnya nilai ekspektasi dari persamaan (2.21) adalah: 
1 1 2 2[ ] [ ] [ ] [ ]
[ ]
t k t k j k t k t k j k t k t k j kk t k k t k j
t k t k j
E Y Y E Y Y E Y Y E Y Y
E a Y






dimisalkan nilai [ ]t k t k j jE Y Y     , maka diperoleh: 
1 1 2 2 j k j k j kk j k             (2.23) 
Persamaan (2.20) dibagi dengan   0t kE Y    sehingga menjadi: 
1 2
1 2
0 0 0 0
 
j j j j k
k k kk
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  
   
  
    (2.24) 
atau dapat disederhanakan menjadi bentuk: 
1 1 2 2j k j k j kk j k            (2.25) 
untuk 1,2, ,j k , diperoleh sistem persamaan berikut: 
1 1 0 2 1 1
2 2 1 2 0 2
1 1 2 2 0
k k kk j
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    
dengan menggunakan aturan Cramer (metode untuk menyelesaikan sistem 
persamaan linier dengan menggunakan determinan matriks), berturut-turut untuk 
1,2,k  diperoleh: 








   
sehingga 1 11   yang berarti bahwa nilai fungsi autokorelasi parsial pada 
lag pertama akan sama dengan koefisien lag pertama. 
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Persamaan (2.26) jika ditulis dalam bentuk matriks akan menjadi 
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      (2.28) 
c. Untuk lag ketiga  3k  , diperoleh sistem persamaan sebagai berikut: 
3
1 31 0 32 1 33 2
2 31 1 0 33 1
3 31 2 32 1 33 0
2
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Persamaan (2.29) jika ditulis dalam bentuk matriks akan menjadi: 
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       (2.30) 
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d. Untuk lag ke- k diperoleh sistem persamaan sebagai berikut: 
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Persamaan (2.31) jika ditulis dalam bentuk matriks akan menjadi: 
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karena kk merupakan fungsi atas , maka kk  disebut fungsi autokorelasi 
parsial (PACF).  
2.5 Uji Asumsi Klasik 
2.5.1 Uji Stasioneritas 
Pengujian stasioneritas dari suatu deret waktu dapat dilakukan dengan 
melakukan uji Augmented Dickey Fuller (ADF) (Gujarati, 2004). Uji ADF 
merupakan salah satu uji yang paling sering digunakan dalam pengujian 
stasioneritas dari data, yakni dengan melihat apakah terjadi aka satuan di dalam 
model. Selain uji ADF, uji stasioneritas dapat dilakukan dengan uji kolelogram. 
Adapun penjelasan dari uji-uji tersebut adalah sebagai berikut: 
1. Uji korelogram 
Bentuk visual dari suatu plot deret berkala seringkali cukup untuk 
meyakinkan para penduga bahwa data tersebut adalah stasioner atau tidak 
stasioner, demikian pula plot autokorelasi dapat dengan mudah memperlihatkan 
ketidakstasioneran. Nilai-nilai autokorelasi dari data stasioner akan turun sampai 
nol sesudah time lag kedua atau ketiga, sedangkan untuk data yang tidak stasioner 
nilai-nilai tersebut berbeda signifikan dari nol untuk beberapa waktu 
(Makridakis,1999). 
 Uji korelogram merupakan metode pengujian yang digunakan untuk melihat 
kestasioneran data. Pada korelogram, suatu data dikatakan stasioner apabila plot 
autokorelasi dari data tidak keluar dari garis bartlett (garis putus-putus). Nilai 
probabilitas dari lag pertama hingga terakhir akan bergerak mendekati nol atau 
lebih dengan nilai taraf signifikan   (Rosadi, 2012). Adapun kolelogram  yang 







Gambar 2.7 Kolelogram Data Tidak Stasioner (Gujarati,2004) 
Gambar (2.7) merupakan data triwulanan Gross Domestic Product United 
States dari triwulan pertama tahun 1970 sampai dengan triwulan keempat 
tahun1991. Dari Gambar (2.7), dapat dilihat bahwa plot autokorelasi dari data 
seluruhnya keluar dari garis bartlett sehingga dapat disimpulkan data tidak 
stasioner (Gujarati, 2004). 
2. Uji Augmented Dickey Fuller 
Salah satu cara yang dapat digunakan untuk mengetahui data bersifat 
stasioner atau tidak yaitu dengan membuat plot antara nilai pengamatan terhadap 
waktu. Selain itu menurut Saludin (2017), uji stasioner juga dapat dilakukan 
dengan uji akar unit. Untuk memperoleh gambaran mengenai uji akar unit, akan 
ditunjukkan pada persamaan AR(1) berikut ini:  
𝑍𝑡 = 𝜔𝑍𝑡−1 + 𝜀𝑡 (2.33) 
Hipotesis yang digunakan: 
𝐻0 ∶ 𝐴𝐷𝐹 = 1   (data memiliki akar unit/ data bersifat tidak stasioner) 






















𝐴𝐷𝐹  : Uji Dickey Fuller 
?̂?  : penduga dari koefisien 𝜔 
𝜔  : parameter AR 
𝑆𝐸  : nilai standar error 
𝜎2  : variansi 
𝑛 : banyaknya pengamatan 
Keputusan : 𝐻0 ditolak jika statistik uji DF lebih  kecil daripada nilai kritis 
Kesimpulan : Jika 𝐻0 ditolak maka data bersifat stasioner 
2.5.2 Uji Normalitas 
Uji normalitas dugunakan untuk menguji apakah suatu data berdistribusi 
normal atau tidak. Uji normalitas dapat digunakan untuk mengukur data berskala 
ordinal, interval, atau rasio. Menurut Rosadi (2012), salah satu pengujian 
normalitas data, yaitu menggunakan pendekatan grafik. Selain itu, normalitas juga 
dapat diketahui dengan membandingkan nilai Jarque-Bera (JB) dan nilai Chi 
Square tabel (Ansofino, 2016). 
Hipotesis yang digunakan: 
𝐻0 ∶ 𝜇 = 0 (error berdistribusi normal)  



















       (2.35) 
dan untuk estimasi skewness dan kurtosis digunakan statistik 𝑆𝑘 dan 𝐾yang 































































       (2.37) 
dimana: 
𝑍𝑙 : variabel acak untuk semua 𝑙 = {0, ±1, ±2, … } 
𝜇 : nilai ekspektasi variabel acak (rata-rata variabel acak) 
𝑆𝑘 : skewness 
𝐾𝑢 : kuortosis 
Keputusan  : Jika JB hitung > Chi Square tabel, maka 𝐻0 ditolak 






2.5.3 White Noise 
Suatu model bersifat white noise artinya residual dari model tersebut telah 
memenuhi asumsi identik (variansi residual homogen) serta independen (antar 
residual tidak berkorelasi) (Lestari dan Wahyuningsih, 2012). Suatu proses (𝑎𝑡) 
disebut proses white noise jika korelasi deretnya terdiri dari variabel random yang 
tidak bekorelasi dan bedistribusi normal dengan rata-rata konstan yaitu 𝐸(𝑎𝑡) =
0, variansi konstan 𝑉𝑎𝑟(𝑎𝑡) = 𝜎𝑡
2dan 𝑐𝑜𝑣(𝑎𝑡, 𝑎𝑡−𝑘) = 𝛾𝑘 untuk 𝑘 ≠ 0. Dengan 
demikian fungsi akan stasioner dengan autokovariansi (𝛾𝑘) (Wei, 2006): 
𝛾𝑘 = {
𝜎𝑡
2 , 𝑗𝑖𝑘𝑎 𝑘 = 0
0  , 𝑗𝑖𝑘𝑎 𝑘 ≠ 0
  
fungsi autokorelasi (𝜌𝑘): 
𝜌𝑘 = {
1 , 𝑗𝑖𝑘𝑎 𝑘 = 0
0  , 𝑗𝑖𝑘𝑎 𝑘 ≠ 0
  
dan fungsi autokorelasi parsial (𝜙𝑘𝑘): 
𝜙𝑘𝑘 = {
1 , 𝑗𝑖𝑘𝑎 𝑘 = 0
0  , 𝑗𝑖𝑘𝑎 𝑘 ≠ 0
  
 Proses white noise dapat dideteksi menggunakan uji autokorelasi residual 
pada analisis error-nya. Uji korelasi residual digunakan untuk mendeteksi ada 
tidaknya korelasi residual antar lag. Langkah-langkah pengujian korelasi residual, 
yaitu (Wei, 2006): 
𝐻0 : 𝜌1 = 𝜌2 = ⋯ = 𝜌ℎ = 0 (residual memenuhi asumsi white noise) 



















      (2.38) 
Kriteria keputusan: 𝐻0 ditolak jika 𝑄𝑘 > 𝜒(𝑎;𝐾−𝑝−𝑞)
2  atau p-value<alfa. 
dimana: 
𝑇 : ukuran sampel 
j  : matriks autokovarians dari vektor residual ja  
𝑘 : lag ke – 𝑘 
Kriteria pengujian: 
1. Jika 𝑄 ≤ 𝜒𝛼 ,𝑑𝑏
2 , H0 diterima dengan derajat kebebasan (𝑑𝑏) = 𝑘 − 𝑝 atau p-
value >𝛼dengan p adalah banyaknya parameter. 
2. Jika 𝑄 > 𝜒𝛼 ,𝑑𝑏
2 , H0  ditolak. 
2.6 Saham dan Volatilitas 
2.6.1 Saham  
Saham adalah salah satu bentuk investasi yang paling banyak diminati 
karena memberikan keuntungan yang menarik. Saham berwujud selembar kertas 
yang menerangkan bahwa pemilik kertas adalah pemilik perusahaan yang 
menerbitkan surat berharga tersebut. Porsi kepemilikan ditentukan oleh seberapa 
besar penyertaan yang ditanamkan di perusahaan tersebut. (Darmadji & Hendi, 
2006). 
Perubahan harga saham tidak dapat ditentukan secara pasti. Menurut Hull 
(2012), perubahan harga saham dapat dimodelkan menggunakan persamaan 





𝑑𝑆𝑇  =  𝜇 𝑆𝑇  𝑑𝑡 +  𝜎 𝑆𝑇 𝑑𝑊𝑇       (2.39)   
dengan:  
𝜇 𝑆𝑇 𝑑𝑡 : komponen deterministik  
𝜎 𝑆𝑇 𝑑𝑊𝑇 : komponen stokastik  
𝑊(𝑡)  : proses Wiener  
2.6.2 Volatilitas  
Volatilitas adalah salah satu pengukuran statistik untuk fluktuasi harga 
selama periode waktu tertentu. Volatilitas juga dapat didefinisikan sebagai ukuran 
dalam presentase yang menyatakan seberapa besar kemungkinan harga saham 
dapat bergerak naik atau turun dalam suatu periode tertentu (Karnadjaja, dkk, 
2007).  
Dalam saham, volatilitas sangat penting untuk dipahami oleh para 
investor. Volatilitas digunakan para investor untuk meminimalisir resiko yang 
akan dihadapi. Semakin tinggi niali volatilitas dari suatu saham, maka semakin 
tinggi ketidakpastian dari return saham yang akan diperoleh. Menurut Ekananda 
(2015), perhitungan besarnya volatilitas dapat dinyatakan sebagai berikut:   
𝑟𝑡  =  𝑙𝑛 (
𝑆𝑡
𝑆𝑡−1
)         (2.40) 
dimana:  
𝑟 : return  





𝑆  : harga saham  
dan perhitungan standar deviasi dari return dapat dinyatakan sebagai 
berikut (Hull, 2012):  
𝑠 =  √
1
𝑛−1
∑ (𝑟 − ?̅?)2𝑛𝑖=1        (2.41)  
dimana:  
𝑠  : standar deviasi  
𝑛  : banyaknya pengamatan  
𝑟  : return  
?̅? : rata-rata return 
2.7 Model-Model Time Series Stasioner 
Model time series dibagi menjadi dua macam yakni model time series 
stasioner dan model time series nonstasioner. Terdapat beberapa model time series 
stasioner, diantaranya model Autoregressive (AR) dan model Vector 
Autoregressive (VAR). Adapun model AR dan model VAR akan dijelaskan 
sebagai berikut: 
2.7.1 Model Autoregressive 
Autoregressive (AR) adalah suatu model time series yang ditemukan oleh 
Yule pada tahun 1926. Model ini menggambarkan bahwa variabel terikat 
dipengaruhi oleh variabel terikat itu sendiri pada periode sebelumnya (Pankratz,  






𝜙𝑝(𝐵)𝑧𝑡 = 𝑎𝑡 (2.42) 
atau dapat ditulis sebagai, 
(1 − 𝜙1𝐵 − ⋯ − 𝜙𝑝𝐵
𝑝)𝑧𝑡 = 𝑎𝑡  
𝑧𝑡 − 𝜙1𝑧𝑡−1 − ⋯ − 𝜙𝑝𝑧𝑡−𝑝 = 𝑎𝑡  
  𝑧𝑡 = 𝜙1𝑧𝑡−1 + ⋯ + 𝜙𝑝𝑧𝑡−𝑝 + 𝑎𝑡 (2.43) 
Karena 𝑧𝑡 = 𝑌𝑡 − 𝜇, maka persamaan (2.30) dapat ditulis dalam bentuk 
sebagai berikut: 
𝑌𝑡 − 𝜇 = 𝜙1(𝑌𝑡−1 − 𝜇) + ⋯ + 𝜙𝑝(𝑌𝑡−𝑝 − 𝜇) + 𝑎𝑡  
= 𝜙1𝑌𝑡−1 − 𝜙1𝜇 + ⋯ + 𝜙𝑝𝑌𝑡−𝑝 − 𝜙𝑝𝜇 + 𝑎𝑡 
 𝑌𝑡 = 𝜇 − 𝜙1𝜇 − ⋯ − 𝜙𝑝𝜇 + 𝜙1𝑌𝑡−1 + ⋯ + 𝜙𝑝𝑌𝑡−𝑝 + 𝑎𝑡 
= 𝜇(1 − 𝜙1 − ⋯ − 𝜙𝑝) + 𝜙1𝑌𝑡−1 + ⋯ + 𝜙𝑝𝑌𝑡−𝑝 + 𝑎𝑡 
dimana𝜇(1 − 𝜙1 − ⋯ − 𝜙𝑝) = 𝜙0 sehingga diperoleh: 
𝑌𝑡 = 𝜙0 + 𝜙1𝑌𝑡−1 + ⋯ + 𝜙𝑝𝑌𝑡−𝑝 + 𝑎𝑡 (2.44) 
untuk 𝑡 = 1,2, … , 𝑛, persamaan (2.32) dapat diuraikan menjadi: 
1 0 1 1
2 0 1 2
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atau dalam bentuk matriks: 
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𝑌𝑡 : data 𝑌 pada periode ke−𝑡, 𝑡 = 1, 2, … , 𝑛 
𝑌𝑡−1 : data 𝑌 pada periode ke−(𝑡 − 𝑖), 𝑖 = 1, 2, … , 𝑝 
𝑎𝑡 : error pada periode ke−𝑡 
𝜇 : rata-rata dari 𝑌𝑡 
𝜙0 : konstanta rata-rata 
𝜙𝑖 : koefisien Autoregressive ke−𝑖 
𝑧𝑡 : selisih dari nilai variabel 𝑌𝑡 dengan 𝜇 
2.7.2 Model Vector Autoregressive 
Model Vector Autoregressive (VAR) merupakan salah satu pemodelan 
dalam analisis time series  yang bersifat multivariate yang banyak digunakan 
untuk aplikasi peramalan variabel-variabel ekonomi dalam jangka panjang 
maupun dalam jangka menengah panjang. Selain itu model VAR juga dapat 
digunakan untuk mengetahui hubungan sebab akibat. Salah satu keunggulan 
model VAR, yaitu tidak perlu membedakan mana variabel endogen maupun 
eksogen karena semua variabel VAR adalah endogen (Widarjono, 2007).  
Persamaan model VAR dengan 𝑘 variabel dan orde 𝑝 atau VAR (𝑝) 
sebagai berikut (Lutkehpohl, 2005): 
tZ  0 1 1t p t p tZ Z a      
 (2.46) 
dimana  1, 2, ,, , ,
T
t t t k tZ Z Z Z  adalah vektor tZ  berukuran 𝑘 × 1 , i  adalah 
matriks berukuran 𝑘 × 𝑘,  0 10 20 0
T
k     adalah vektor dengan 
dimensi 𝑘 dan  1, 2, ,
T





yang diasumsikan sebagai multivariate normal dengan   0,tE    Tt tE    
dan   0Tt sE     untuk s t . Matriks kovarian (Σμ) harus definit positif. 
2.8 Estimasi parameter Autoregressive metode Ordinary Least Square 
Sembiring (1995) menyatakan bahwa model ARIMA (p,d,q) merupakan 
model regresi, sehingga model standart yang biasa digunakan dalam estimasi 
parameter adalah model Ordinary Least Square (OLS), karena penaksir yang 
didapat dari metode tersebut merupakan penaksir tak bias. Selain itu, metode OLS 
dibangun berdasarkan asumsi error berdistribusi normal dengan rata-rata nol dan 
variasi 𝜎2. Model Seasonal ARIMA dikenal dengan model ARIMA (p,d,q) 
(P,D,Q) atau ARIMA musiman. Oleh karena itu yang digunakan dalam 
mengestimasi parameter model Seasonal ARIMA adalah metode OLS pula. 
Misalkan metode statistik linier 
1 1 2 2 k ky x x x e       (2. 47) 
Menurut Aziz (2010) jika terdapat sejumlah n data observasi maka model 
ini dapat ditulis dalam bentuk matriks 
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 (2. 48) 
Sehingga model linier ini dapat disederhanakan sebagai 
y X a   (2.49) 
Untuk mengestimasi parameter nilai 𝛽 dengan metode OLS yakni dengan 
















































Sehingga persamaan (2.47) dapat dinyatakan sebagai berikut 






T T T T T T
T T T T T T
T T T T T T T
T T T T T
S y X y X
y X y X
y y y X X y X X
y y y X X y X X
y y X y X y X X
y y X y X X
 
 
   
   




   
   




Untuk meminumkannya dapat diperoleh dengan melakukan turunan 
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dan menyamakannya dengan nol diperoleh 
T TX X X y   (2. 53) 
Sehingga diperoleh penaksir 𝛽 sebagai berikut: 
 
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2.9 Estimasi parameter Autoregressive metode Jackknife 
Pada tahap ini akan diperlihatkan (kasus khusus) pada proses 
Autoregressive (AR) secara umum atau proses AR(p), diberikan: 
𝑦𝑡 = 𝜑
′𝑑𝑡 + 𝛽1𝑦𝑡−1 + ⋯ + 𝛽𝑝𝑦𝑡−𝑝 + 𝜖𝑡, 𝑡 = 1, … , 𝑛,   (2.55) 
Dimana 𝑑𝑡 dinotasikan sebagai bentuk vektor deterministik, sebagai contoh 
sebuah nilai rata-rata dan pangkat dari 𝑡, 𝜖𝑡 adalah distribusi independen dan 
polinomial 𝛽(𝑧) = 1 − 𝛽1𝑧 − ⋯ 𝛽𝑝𝑧
𝑝 mempunyai akar-akar yang berada diluar 
batas data. Untuk pengambilan nilai tersebut maka diasumsikan 𝑦−𝑝+1, … , 𝑦−1, 𝑦0 
telah diketahui. Vektor parameter yang tidak diketahui adalah 𝜃 = (𝛽1, … , 𝛽𝑝, 𝜑′)′ 
digunakan pada model regresi yang ditulis dalam bentuk matriks 𝑦 = 𝑋𝜃 +
𝜖, dimana 𝑦 = (𝑦1, … , 𝑦𝑛)
′ dan 𝑋 adalah matriks dengan kolom 
(𝑦𝑡−1, … , 𝑦𝑡−𝑝, 𝑑
′
𝑡).  Estimator Ordinary Least Square (OLS) 𝜃 didefinisikan 
sebagai 𝜃 = (𝑋′𝑋)−1𝑋′𝑦 tetapi 𝜃 bukan estimasi tak bias dari 𝜃 pada model ini. 
Analisis ini pertama kali ditemukan oleh Shaman dan Stine (1988) dan 
pada kondisi inilah estimator Jackknife bertujuan untuk menghapus. Bentuk 
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Dimana 𝜃𝑖  (𝑖 = 1, … , 𝑚) adalah sub sampel estimator OLS  dan tiap sub sampel 
adalah banyaknya 𝑙. Meski 𝜃 = 𝜃 + 𝑂(𝑛−1), estimator Jackknife memenuhi 






Model AR(1) stasioner didapatkan dari persamaan (2.37) dengan memisalkan 
𝑝 = 1 dan 𝑑𝑡 = 0 didapatkan hasil sebagai berikut: 
Model A : 𝑦𝑡 = 𝛽𝑦𝑡−1 + 𝜖𝑡, |𝛽| < 1, 𝑡 = 1, … , 𝑛, 
dimana 𝜖𝑡 adalah independen (0,\𝜎
2) dan 𝑦0 diasumsikan dengan cara 
ekonometrika.  Estimator OLS dari 𝛽, didefinisikan sebagai: 
?̂? = (∑ 𝑦𝑡−1
2𝑛
𝑡=1  )







𝑡=1   (2.57) 
adalah bias tetapi hanya pada model ini dan tujuannya adalah untuk menetapkan 
tingkatan pada teknik Jackknife yang mana bisa menghasilkan sebuah estimator 
dengan bias yang lebih kecil. ketika 𝑦0 tetap dan 𝜖𝑡 adalah independen dengan 
𝑁(0,1) maka (Shenton dan Johnson, 1965): 






+ 𝑂(𝑛−3)      (2.58) 
kenormalan pada pengembangan ini dan mendemonstrasikan bagaimana kondisi 
awal 𝑦0 mempengaruhi  kondisi 𝑂(𝑛
−2). Suatu hal yang mempengaruhi 𝑦0 ketika 
diuji kenormalannya, pada penelitian memperoleh hasil sebagai berikut (Bao, 
2007): 










] + 𝑂(𝑛−3)    (2.59) 
Simulasi diatas mengambil 𝑦0 = 0 untuk berkorespondensi dengan rata-rata yang 
tidak kondisional pada proses 𝑦𝑡. 
2.10 Root Mean Square Error 
Root Mean Square Error ( RMSE ) adalah ukuran yang sering digunakan 





oleh model atau estimator dan nilai-nilai yang diamati. RMSD mewakili akar 
kuadrat dari momen sampel kedua dari perbedaan antara nilai yang diprediksi dan 
nilai yang diamati atau rata - rata kuadrat dari perbedaan ini. Penyimpangan ini 
disebut residual ketika perhitungan dilakukan atas sampel data yang digunakan 
untuk estimasi dan disebut kesalahan (atau kesalahan prediksi) saat dihitung di 
luar sampel. RMSE berfungsi untuk mengumpulkan besarnya kesalahan dalam 
prediksi untuk berbagai waktu menjadi satu ukuran kekuatan prediksi. RMSE 
adalah ukuran akurasi , untuk membandingkan kesalahan peramalan model yang 
berbeda untuk dataset tertentu dan bukan antara dataset, karena ini tergantung 
pada skala (Hyndman dkk, 2006). 
RMSE adalah akar  dari rata-rata kesalahan kuadrat. Efek setiap kesalahan 
pada RMSE sebanding dengan ukuran kesalahan kuadrat; dengan demikian 
kesalahan yang lebih besar memiliki efek besar secara tidak proporsional pada 
RMSE. Akibatnya, RMSE sensitif terhadap outlier (Pontius dkk, 2008). 
RMSE dari nilai prediksi ?̂?𝑡 untuk 𝑡 kali  dari variabel 𝑦𝑡 dependen 
regresi  dengan variabel yang diamati selama waktu 𝑇 , dihitung untuk 







         (2.60) 
(Untuk regresi pada data cross-sectional, 𝑡 subskrip digantikan oleh 𝑖 dan 𝑇 






2.11 Hasil Penelitian Sebelumnya 
Marcus J. Chambers (2010) meneliti tentang Estimasi Jackknife pada 
model autoregressive yang bekesimpulan bahwa penelitiannya digunakan untuk 
membuktikan beberapa teori umum terkait dengan metode Jackknife yang 
menghasilkan pemahaman yang lebih luas pada penggunaan metode Jackknife 
sebagai metode estimasi pada model autoregressive. Sebuah metode bedasarkan 
pada penggunanaan non-overlapping sub interval yang ditemukan untuk 
mengestimasi dengan baik dan berguna untuk mereduksi bias dan rata-rata akar 
kuadrat dibandingkan dengan OLS, sebuah metode yang cocok digunakan dengan 
jumlah sub sampel, dan teorinya sudah terbukti. 
Penelitian semacam ini juga pernah dilakukan oleh Ita Purwinda (2018) 
yang berkesimpulan bahwa peramalan pada data total penjualan motor jenis cub, 
matic, dan sport wilayah Blitar dari bulan Januari 2009 hingga Desember 2012 
menghasilkan model VAR(1) dengan 3 variabel yaitu 𝑧3 = 𝑤3𝜑3 + 𝑎3 dan 





 33 3 3 3 zw w w .  
Iffana Intanlya Fauzie (2019) meneliti model Autoregressive Integrated 
Moving Average menggunakan metode Jackknife pada data teh di provinsi Jawa 
Barat. Hasil dari penelitian tersebut adalah estimasi parameter model 
ARIMA(0,0,1)(1,1,1)12 menggunakan metode Jackknife pada data produksi teh  
di Jawa Barat pada tahun 2009 sampai dengan 2013 adalah 







2.12 Kajian Al-Qur’an tentang Estimasi Parameter 
Sebagai manusia yang berakal, tentunya kita pernah menduga suatu 
kejadian. Tetapi pendugaan tersebut akan lebih baik jika disertai data-data yang 
valid agar tidak tercipta suatu kebohongan belaka. Oleh karena itu, terdapat ilmu-
ilmu dalam menduga atau menaksirkan sesuatu meskipun hasil akhir yang 
diperoleh berbeda dengan kenyataan. Karena kita sebagai manusia hanya bisa 
menduga dan Allah SWT yang menentukan semuanya. Salah satu ilmu tersebut 
adalah estimasi.  
Estimasi merupakan salah satu kegiatan yang dilakukan dalam ilmu 
statistika. Estimasi biasanya diartikan sebagai pendugaan atau penaksiran. Dalam 
QS. Al-Baqarah [2] ayat 78 terdapat suatu ayat yang memuat tentang konsep 
estimasi sebagai berikut : 
ٓ أََمانِىا َوإِْن ُهْم إَِلا َيُظنُّونَ  َب إَِلا يُّوَن ََل َيْعلَُموَن ٱْلِكَتَٰ  َوِمْنُهْم أُمِّ
Artinya : Dan diantara mereka ada yang buta huruf, tidak mengetahui Al-
Kitab (Taurat), kecuali dongengnya bohong dan mereka hanya menduga-
duga. 
Ayat di atas menjelaskan bahwa kebanyakan orang Yahudi belum belajar 
menulis dan tidak bisa membaca tulisan sehingga mereka mudah sekali 
dibohongi. Selain itu mereka juga tidak mengetahui kabar tentang apa yang telah 
diketahui oleh orang-orang terdahulu. Dengan kondisi demikian mereka hanya 
bisa menduga hal-hal yang tidak diketahuinya (Abdurrahman, 2006: 142). 
Dalam Tafsir Jalalayn ayat diatas ditafsirkan sebagai berikut, (Dan di 





orang awam yang (tidak mengethaui Alkitab) maksudnya Taurat (kecuali) (angan-
angan) atau kebohongan belaka, yakni yang mereka dengar dari para pemimpin 
mereka lalu mereka terima dan percayai. (Dan tiadalah) (mereka) yakni dalam 
menentang kenabian Muhammad dan soal-soal lainnya yang mereka buat-buat itu 
(kecuali hanyalah menduga-duga belaka) yakni dugaan yang tidak bedasarkan 
ilmu. 
Sedangkan parameter adalah faktor yang mempengaruhi sesuatu hal yang 
akan diduga bedasarkan ilmu statistika. Sesuatu yang akan diduga akan 
berpengaruh untuk data selanjutnya. Pengaruh itulah yang dinamakan sebuah 
parameter. Jadi pendugaan itu harus ada parameter yang akan diselesaikan oleh  
suatu metode atau berbagai macam metode menurut aturan matematika dalam 
bidang statistik.  
Peneliti menggunakan surat Al Baqarah ayat 78 untuk memberi penguatan 
estimasi dalam penelitian ini. Data yang akan diteliti akan diestimasi untuk 
diperoleh data yang akan terjadi pada tahun berikutnya. Peneliti melakukan 
perkiraan harga dengan memilih model yang sederhana dengan metode yang 
sesuai yaitu metode sampling yang dapat membantu dan memberikan hasil yang 








3.1 Pendekatan Peneitian 
 Penelitian ini menggunakan pendekatan literatur dan deskripsi kuantitatif. 
Pendekatan literatur dilakukan dengan cara mengkaji buku-buku yang dibutuhkan 
sebagai acuan dalam menyelesaikan penelitian. Sedangkan pendekatan deskriptif 
kuantitatif dilakukan dengan menganalisis data sesuai dengan kebutuhan peneliti, 
data yang digunakan dalam penelitian ini berupa angka atau data numerik. 
3.2 Jenis dan Sumber Data 
 Penelitian ini menggunakan data sekunder berupa data harga saham harian 
dari bulan Agustus 2019 sampai dengan bulan Desember 2019. Data-data yang 
diperoleh peneliti bersumber dari website https://www.idx.co.id/data-
pasar/laporan-statistik/statistik/ pada tanggal 4 Mei 2020. 
3.3 Variabel Penelitian 
 Variabel penelitian ini dibagi menjadi tiga, yaitu variabel independent 
Jakarta Islamic Index (𝑌1), BISNIS-27 (𝑌2), dan IDX30 (𝑌3).  
3.4 Metode Analisis Data 
Langkah-langkah yang dilakukan untuk mengestimasi model VAR 
menggunakan metode Jackknife pada data Kurs mingguan periode Februari 2019- 
Januari 2020 sebagai berikut: 
1. Mengidentifikasi data.   
2. Menguji hipotesa data.  
a. Uji Normalitas, jika data belum berdistribusi normal maka dilakukan 





b. Uji Stasioneritas, jika data belum stasioner, maka akan dilakukan 
differencing sampai data tersebut stasioner. 
3. Identifikasi model AR bedasarkan grafik acf dan pacf. 
4. Mengestimasi parameter model VAR dengan metode OLS. 
5. Mengestimasi parameter model VAR dengan metode Jackknife. 
a. Membagi tiap tiap data kedalam beberapa sampel yang sama. 
b. Menentukan banyaknya sampel,jumlah data pada tiap sampel, dan 
keseluruhan data. 
c. Mengestimasi parameter tiap-tiap sampel menggunakan metode 
OLS. 
d. Mencari rata-rata dari semua parameter sampel yang telah diestimasi 
e. Mengestimasi parameter menggunakan metode Jackknife. 
f. Memasukkan nilai parameter OLS dan Jackknife kedalam model 
VAR untuk kemudian dibandingkan. 
6. Mencari nilai RMSE pada model bedasarkan metode yang digunakan 
















4.1 Identifikasi Data 
Identifikasi data adalah langkah untuk mengetahui statistik deskriptif dari 
sebuah data. Adapun statistik deskriptif untuk data harga saham pada bulan 
Agustus 2019 sampai bulan Desember 2019 adalah sebagai berikut: 
 
Variable N N* Mean SE Mean StDev Variance Minimum Maximum 
JII 106 0 685.43 1.12 11.54 133.27 660.08 709.17 
BIS 106 0 543.66 0.994 10.23 104.73 516.13 565.59 
IDX 106 0 535.56 1.05 10.83 117.26 508.10 558.46 
Gambar 4.1 Statistika Deskriptif (sumber: Minitab) 
 
Pada gambar 4.1 diketahui bahwa masing masing variabel memiliki 106 
data. Rata-rata saham JII  sebesar 685.43, nilai minimum 660.08, nilai maximum 
709.17, standar deviasi 11.54, dan varians sebesar 133.27. Untuk mengetahui 
perubahan data dapat dilihat pada gambar plot data sebagai berikut:    
 






Dari gambar 4.2 plot data menunjukkan  bahwa ketiga variabel data  mengalami 
peningkatan dan penurunan setiap harinya, dengan kata lain fluktuasi data tidak 
berada di sekitar nilai rata-rata yang konstan. 
4.2 Uji Hipotesa 
a. Uji Normalitas 
Uji normalitas bertujuan untuk mengetahui apakah data berdistribusi 
normal atau tidak berdistribusi normal. Uji normalitas pada log return 
menggunakan uji Jarque Bera dengan hipotesis sebagai berikut: 
𝐻0 ∶ 𝜇 = 0 (data berdistribusi normal)  
𝐻1 ∶ 𝜇 ≠ 0 (data tidak berdistribusi normal)  
Dengan kriteria uji yaitu 𝐻0 diterima jika nilai 𝐽𝑎𝑟𝑞𝑢𝑒 𝐵𝑒𝑟𝑎 < nilai tabel Chi 













Mean       0.000104
Median   8.88e-05
Maximum  0.022439
Minimum -0.030450
Std. Dev.   0.009593
Skewness  -0.139185
Kurtosis   3.260872
Jarque-Bera  0.636753
Probability  0.727329 
Gambar 4.3 Uji Normalitas data (sumber: Eviews) 
 
Pada gambar 4.3 menunjukkan bahwa nilai Jarque-Bera sebesar 





kecil daripada nilai tabel Chi Square yang berarti 𝐻0 diterima. Hal ini 
menunjukkan bahwa log return  data saham JII berdistribusi normal. Untuk uji 
normalitas data saham BISNIS27 dan IDX30 yang lain akan ditampilkan pada 
Lampiran 2. 
b. Uji Stasioneritas   
Sebelum dilakukan proses pemodelan dan estimasi, masing masing 
variabel data akan diuji untuk memenuhi kestasioneritas data. Untuk mengetahui 
stasioneritas data, maka dilakukan uji Augmented Dickey-Fuller (ADF) 
menggunakan hipotesis sebagai berikut: 
𝐻0 ∶ 𝐴𝐷𝐹 = 1  (data bersifat tidak stasioner) 
𝐻1 ∶ 𝐴𝐷𝐹 < 1  (data bersifat stasioner) 
Dengan kriteria uji yaitu tolak 𝐻0, jika 𝑡𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 < 𝑡𝛼 pada taraf signifikan 
𝛼 =  5% didapatkan hasil sebagai berikut: 
 
Null Hypothesis: LN_JII has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -10.72460  0.0000 
Test critical values: 1% level  -3.494378  
 5% level  -2.889474  
 10% level  -2.581741  
     
     
*MacKinnon (1996) one-sided p-values.  
  
 
Gambar 4.4 Uji Stasioner data (sumber: Eviews) 
Bedasarkan gambar 4.4 dapat dilihat nilai t-statistic uji ADF sebesar 





−2.8894 yang berarti 𝐻1 diterima. Hal tersebut menunjukkan bahwa data saham 
JII bersifat stasioner.  
4.3  Identifikasi Model 
Untuk mengidentifikasi model yang akan diestimasi, maka dilakukan uji 
Autocorrelation Function (ACF) dan Uji Partial Autocorrelation Function 
(PACF) untuk memperoleh lag data. Berikut hasil uji ACF data Kurs 
menggunakan sofware Minitab. 
 
Gambar 4.5 Plot ACF (sumber: Minitab) 
 
Berdasarkan Gambar 4.5 dapat dilihat bahwa sebagian besar nilai koefisien 
ACF tidak melebihi batas signifikan. Sedangkan hasil  PACF dari data Kurs USD 

























Autocorrelation Function for T_JJI






Gambar 4.6 Plot PACF (sumber: Minitab) 
 
 
Pada gambar 4.6 menunjukkan bahwa pada lag yang melebihi batas terjadi 
pada lag 17. Karena untuk model AR(17) terlalu jauh untuk diestimasi lebih 
lanjut, maka model yang digunakan adalah AR(1). AR(1) digunakan ketika data 
tersebut mempunyai 1 variabel. Karena pada penelitian ini mempunyai 3 variabel 
maka menggunakan VAR(1). Untuk nilai koefisien ACF dan PACF data harga 
saham selengkapnya dapat dilihat pada lampiran 3. 
4.4 Estimasi Parameter Model VAR dengan Metode OLS 
Estimasi parameter merupakan langkah dalam pembentukan model. Pada 
penelitian ini penulis membentuk model VAR terlebih dahulu sebelum melakukan 
estimasi parameter. Model VAR yang digunakan adalah VAR dengan panjang lag 































Partial Autocorrelation Function for T_JJI





𝑌1,𝑡 = 𝜙10 + 𝜙11𝑌1,𝑡−1 + 𝜙12𝑌2,𝑡−1 + 𝜙13𝑌3,𝑡−1 + 𝛼𝑡 
𝑌2,𝑡 = 𝜙20 + 𝜙21𝑌1,𝑡−1 + 𝜙22𝑌2,𝑡−1 + 𝜙23𝑌3,𝑡−1 + 𝛼𝑡 
𝑌3,𝑡 = 𝜙30 + 𝜙31𝑌1,𝑡−1 + 𝜙32𝑌2,𝑡−1 + 𝜙33𝑌3,𝑡−1 + 𝛼𝑡  (4.1) 
dimana: 
𝑌1,𝑡  : data saham JII pada waktu 𝑡 
𝑌2,𝑡  : data saham Bisnis 27 pada waktu 𝑡 
𝑌3,𝑡  : data saham IDX30 pada waktu 𝑡 
Estimasi parameter model VAR dengan metode OLS dapat dilakukan 
menggunakan aplikasi Matlab yang dapat dilihat pada lampiran 5. Maka untuk 
memperoleh nilai parameter OLS Misalkan:  
1,2 2,2 3,2
1,3 2,3 3,3













































       
1,1 2,1 3,1
1,2 2,2 3,2














sehingga, disederhanakan dalam bentuk matriks menjadi: 
Z  W A              (4.2) 
Sesuai dengan persamaan (2.49), mengenai estimasi parameter 𝜙 secara OLS 
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   
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1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1











1,100 2,100 3,100 300 12
















































































































      (4.3) 
4.5 Estimasi Parameter VAR menggunakan metode Jackknife 
Sebelum melakukan estimasi parameter menggunakan metode Jackknife maka 





















































Karena setiap variabel data memiliki 100 baris data, maka akan dibagi ke dalam 5 




















































1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1












1,20 2,20 3,20 60 12








































































1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1











1,40 2,40 3,40 60 12
0 0 0 1















































































1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1











1,60 2,60 3,60 60 12
0 0 0 1








































































1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0











1,100 2,100 3,100 60 12
0 0 0 0 0 0 0 0 1

































Kemudian dari tiap-tiap sampel akan diestimasi secara OLS dan dicari rata 
ratanya sehingga nilai parameter 𝜃𝑡 adalah sebagai berikut 
12 1
    0.0007
   -0.4161
   -1.2300
    1.3969
    0.0004
   -0.2584
   -0.8823
    0.9779
    0.0006
   -0.2840
   -0.9649
























 Selanjutnya dimasukkan ke dalam persamaan (2.56) 
 𝜃𝐽 = (
𝑛
𝑛 − 𝑙











𝜃𝐽 : parameter Jackknife 
𝜃  : parameter OLS 
𝜃𝑖 : rata-rata parameter dari semua sampel 
𝑛 : jumlah seluruh data 
𝑚 : jumlah sampel 









Maka diperoleh parameter Jackknife sebagai berikut : 
12 1
    0.0002
   -0.2150
   -0.3601
    0.4217
   -0.0000
   -0.0607
ˆ
   -0.1452
    0.1281
    0.0001
   -0.1046
   -0.2325























           Sehingga untuk model VAR(1) dengan menggunakan metode Jackknife  
untuk data harga saham adalah sebagai berikut: 
𝑌1,𝑡    = 0,0002 − 0,215𝑌1,𝑡−1 − 0,3601𝑌2,𝑡−1 + 0,4217𝑌3,𝑡−1 (4.4) 
𝑌2,𝑡   = −0,0607𝑌1,𝑡−1 − 0,1452𝑌2,𝑡−1 + 0,1281𝑌3,𝑡−1 (4.5) 
𝑌3,𝑡   = 0,0001 − 0,1046𝑌1,𝑡−1 − 0,2325𝑌2,𝑡−1 + 0,2404𝑌3,𝑡−1 (4.6) 
Dapat disimpulkan bahwa sesuai Model (4.4) harga saham JII dipengaruhi 
oleh sahamnya sendiri sebesar -0.21%, Bisnis-27 sebesar -0.36%, dan IDX 
sebesar +0.42% . Model (4.5)  harga saham Bisnis-27 dipengaruhi oleh sahamnya 
sendiri sebesar -0.14%, JII sebesar -0.06%, dan IDX30 sebesar 0.12%. Model 
(4.6) harga saham IDX30 dipengaruhi oleh sahamnya sendiri sebesar +0.24%, JII 
sebesar -0.1%, dan Bisnis-27 sebesar -0.23%. 
Sebelum melakukan perbandingan, langkah yang dilakukan adalah 





data tidak mengalami nilai negatif, maka nilai forecasting pada semua data adalah 
sebagai berikut: 













































Dari tabel 4.1 akan ditunjukkan nilai varians pada masing-masing metode 


















= 1.0033 × 10−6 
dimana: 
𝜎𝑂𝐿𝑆
2  : nilai varians dari data OLS 
𝜎𝐴𝑂𝐿𝑆
2  : nilai varians dari data OLS average 
𝜎𝐽
2 : nilai varians dari data Jackknife 
𝑌𝑂𝐿𝑆 : nilai regresi masing-masing data OLS 





𝑌𝐽 : nilai regresi masing-masing data Jackknife 
?̅?𝑂𝐿𝑆 : nilai rata-rata regresi pada data OLS 
?̅?𝐴𝑂𝐿𝑆 : nilai rata-rata regresi pada data OLS average 
?̅?𝐽 : nilai rata-rata regresi pada data Jackknife 
𝑠 : banyak data 
Dapat disimpulkan bahwa metode Jackknife mempunyai nilai variansi 
terkecil daripada metode OLS maupun OLS average. Untuk lebih jelasnya, akan 









Gambar 4.7 Plot perbandingan data (sumber: Matlab) 
 Bedasarkan ketiga plot data pada gambar 4.7 data OLS nilai regresinya 
berada diantara titik 0.997 sampai titik 1.005. Pada data OLS average nilai 
regresinya berada diantara titik 0.994 sampai titik 1.015. Sedangkan pada data 
Jackknife nilai regresinya berada diantara titik 0.9972 sampai titik 1.004. Hal ini 
menunjukkan bahwa data Jackknife mempunyai fluktuasi paling kecil dari data 
OLS maupun OLS average. 
4.6 Root Mean Square Error 
Mencari nilai Root Mean Square Error (RMSE) pada setiap parameter 
yang diesimasi melalui beberapa metode yang didasarkan pada persamaan 2.60. 











































𝑅𝑀𝑆𝐸𝑂𝐿𝑆 : nilai RMSE pada data OLS 
𝑅𝑀𝑆𝐸𝐴𝑂𝐿𝑆 : nilai RMSE pada data OLS average 
𝑅𝑀𝑆𝐸𝐽 : nilai RMSE pada data Jackknife 
?̂?𝑡  : data forecasting 𝑌 pada waktu 𝑡 
𝑦𝑡  : data 𝑌 pada waktu 𝑡 
𝑇  : banyak data 
Ketiga nilai RMSE dari parameter bedasarkan metode yang digunakan 
diatas terbukti bahwa data Jackknife memiliki nilai RMSE terkecil dari nilai 













Berdasarkan pembahasan pada penelitian ini, maka dapat disimpulkan  
bahwa implementasi model VAR dengan metode  Jackknife  pada harga saham 
Jakarta Islamic Indeks, Bisnis-27, dan IDX30 diperoleh model sebagai berikut: 
𝑌1,𝑡    = 0.0002 − 0.215𝑌1,𝑡−1 − 0.3601𝑌2,𝑡−1 + 0.4217𝑌3,𝑡−1  
𝑌2,𝑡   = −0.0607𝑌1,𝑡−1 − 0.1452𝑌2,𝑡−1 + 0.1281𝑌3,𝑡−1  
𝑌3,𝑡   = 0.0001 − 0.1046𝑌1,𝑡−1 − 0.2325𝑌2,𝑡−1 + 0.2404𝑌3,𝑡−1  
 
dengan: 
𝐽𝐼𝐼𝑡   : jumlah saham Jakarta Islamic Indeks pada waktu 𝑡 
𝐵𝐼𝑆𝑡   : jumlah saham Bisnis-27 pada waktu 𝑡 
𝐼𝐷𝑋𝑡   : jumlah saham IDX30  pada waktu 𝑡 
dari model tersebut metode Jackknife bisa mereduksi varians dan RMSE lebih 
baik daripada metode OLS atau OLS average.  
5.2 Saran 
 
Penelitian ini dapat dikembangkan dengan menganalisis model VAR 
dengan metode dan data yang berbeda. Untuk penelitian selanjutnya disarankan 
menganalisis model time series multivariate yang sama dengan metode yang 
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Mean       0.000104
Median   8.88e-05
Maximum  0.022439
Minimum -0.030450
Std. Dev.   0.009593
Skewness  -0.139185
Kurtosis   3.260872
Jarque-Bera  0.636753













Mean      -4.42e-05
Median   4.06e-05
Maximum  0.024640
Minimum -0.032241
Std. Dev.   0.009868
Skewness  -0.077909
Kurtosis   3.295587
Jarque-Bera  0.488473












Mean      -0.000175
Median   0.000587
Maximum  0.022244
Minimum -0.025460
Std. Dev.   0.009392
Skewness  -0.048237
Kurtosis   3.104214
Jarque-Bera  0.088234







UJI STASIONERITAS  
 
 
Null Hypothesis: LN_JJI has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -10.72460  0.0000 
Test critical values: 1% level  -3.494378  
 5% level  -2.889474  
 10% level  -2.581741  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LN_JJI)   
Method: Least Squares   
Date: 06/17/20   Time: 18:42   
Sample (adjusted): 3 106   
Included observations: 104 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     LN_JJI(-1) -1.061905 0.099016 -10.72460 0.0000 
C 0.000187 0.000946 0.198184 0.8433 
     
     R-squared 0.529991    Mean dependent var -2.06E-05 
Adjusted R-squared 0.525383    S.D. dependent var 0.013993 
S.E. of regression 0.009640    Akaike info criterion -6.426681 
Sum squared resid 0.009479    Schwarz criterion -6.375828 
Log likelihood 336.1874    Hannan-Quinn criter. -6.406079 
F-statistic 115.0171    Durbin-Watson stat 1.952284 
Prob(F-statistic) 0.000000    
     






Null Hypothesis: LN_BIS has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -10.52179  0.0000 
Test critical values: 1% level  -3.494378  
 5% level  -2.889474  
 10% level  -2.581741  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LN_BIS)   
Method: Least Squares   
 
 
Date: 06/17/20   Time: 18:43   
Sample (adjusted): 3 106   
Included observations: 104 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     LN_BIS(-1) -1.008448 0.095844 -10.52179 0.0000 
C 6.76E-05 0.000897 0.075359 0.9401 
     
     R-squared 0.520469    Mean dependent var 0.000162 
Adjusted R-squared 0.515768    S.D. dependent var 0.013140 
S.E. of regression 0.009144    Akaike info criterion -6.532421 
Sum squared resid 0.008528    Schwarz criterion -6.481568 
Log likelihood 341.6859    Hannan-Quinn criter. -6.511819 
F-statistic 110.7080    Durbin-Watson stat 2.053049 
Prob(F-statistic) 0.000000    
     





Null Hypothesis: LN_IDX has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -10.00402  0.0000 
Test critical values: 1% level  -3.494378  
 5% level  -2.889474  
 10% level  -2.581741  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LN_IDX)   
Method: Least Squares   
Date: 06/17/20   Time: 18:40   
Sample (adjusted): 3 106   
Included observations: 104 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     LN_IDX(-1) -0.990936 0.099054 -10.00402 0.0000 
C 2.94E-05 0.000974 0.030214 0.9760 
     
     R-squared 0.495251    Mean dependent var -5.23E-06 
Adjusted R-squared 0.490302    S.D. dependent var 0.013915 
S.E. of regression 0.009935    Akaike info criterion -6.366556 
Sum squared resid 0.010067    Schwarz criterion -6.315702 
Log likelihood 333.0609    Hannan-Quinn criter. -6.345954 
F-statistic 100.0805    Durbin-Watson stat 1.937106 
Prob(F-statistic) 0.000000    
     









JII BIS IDX 
Autocorrelations 
Lag ACF T LBQ 
1 -0,061241 -0,63 0,41 
2 -0,114908 -1,17 1,85 
3 -0,047623 -0,48 2,10 
4 -0,140897 -1,42 4,30 
5 0,159468 1,57 7,16 
6 0,071943 0,69 7,75 
7 -0,156256 -1,50 10,55 
8 0,093062 0,87 11,55 
9 0,060373 0,56 11,98 
10 -0,073991 -0,69 12,62 
11 0,008105 0,08 12,63 
12 -0,019019 -0,18 12,68 
13 -0,052121 -0,48 13,01 
14 0,050150 0,46 13,32 
15 -0,063119 -0,58 13,82 
16 -0,080862 -0,74 14,64 
17 -0,138363 -1,27 17,08 
18 0,003017 0,03 17,09 
19 -0,019288 -0,17 17,13 
20 0,071081 0,64 17,80 
21 -0,132457 -1,19 20,15 
22 0,000231 0,00 20,15 
23 0,033157 0,29 20,30 
24 -0,063038 -0,56 20,85 
25 -0,098180 -0,87 22,20 
26 -0,152996 -1,34 25,53 
 
Autocorrelations 
Lag ACF T LBQ 
1 -0,008157 -0,08 0,01 
2 -0,096218 -0,99 1,02 
3 0,002008 0,02 1,02 
4 -0,148346 -1,51 3,47 
5 0,072879 0,72 4,06 
6 0,074005 0,73 4,68 
7 -0,143952 -1,42 7,06 
8 0,085404 0,82 7,90 
9 0,039627 0,38 8,09 
10 -0,088901 -0,85 9,02 
11 0,048048 0,46 9,30 
12 0,064674 0,61 9,80 
13 -0,053603 -0,51 10,15 
14 -0,035561 -0,34 10,31 
15 -0,013394 -0,13 10,33 
16 -0,048905 -0,46 10,64 
17 -0,128969 -1,21 12,76 
18 -0,083429 -0,77 13,66 
19 -0,032295 -0,30 13,79 
20 0,077692 0,72 14,59 
21 -0,059441 -0,55 15,06 
22 0,020933 0,19 15,12 
23 -0,010134 -0,09 15,14 
24 -0,024313 -0,22 15,22 
25 -0,017556 -0,16 15,26 
26 -0,126534 -1,16 17,54 
 
Autocorrelations 
Lag ACF T LBQ 
1 0,009063 0,09 0,01 
2 -0,146923 -1,51 2,36 
3 0,031589 0,32 2,47 
4 -0,086236 -0,86 3,30 
5 0,085949 0,86 4,13 
6 0,054768 0,54 4,47 
7 -0,194173 -1,91 8,79 
8 0,141151 1,35 11,10 
9 0,044619 0,42 11,33 
10 -0,088981 -0,83 12,27 
11 0,030359 0,28 12,38 
12 0,064651 0,60 12,89 
13 -0,068629 -0,64 13,46 
14 -0,041819 -0,39 13,68 
15 -0,062368 -0,57 14,16 
16 -0,070759 -0,65 14,79 
17 -0,118399 -1,08 16,58 
18 -0,082597 -0,75 17,46 
19 -0,034340 -0,31 17,62 
20 0,146069 1,31 20,44 
21 -0,068131 -0,60 21,06 
22 0,036019 0,32 21,24 
23 -0,054399 -0,48 21,64 
24 -0,042170 -0,37 21,89 
25 -0,009231 -0,08 21,90 









JII BIS IDX 
Partial 
Autocorrelations 
Lag PACF T 
1 -0,061241 -0,63 
2 -0,119105 -1,22 
3 -0,063935 -0,66 
4 -0,166270 -1,70 
5 0,127645 1,31 
6 0,054186 0,56 
7 -0,136558 -1,40 
8 0,090574 0,93 
9 0,095406 0,98 
10 -0,073082 -0,75 
11 -0,034001 -0,35 
12 0,044842 0,46 
13 -0,058518 -0,60 
14 -0,035148 -0,36 
15 -0,038232 -0,39 
16 -0,072685 -0,74 
17 -0,233711 -2,39 
18 -0,024138 -0,25 
19 -0,072771 -0,75 
20 -0,002647 -0,03 
21 -0,181283 -1,86 
22 0,045399 0,47 
23 -0,004697 -0,05 
24 -0,109328 -1,12 
25 -0,149081 -1,53 




Lag PACF T 
1 -0,008157 -0,08 
2 -0,096291 -0,99 
3 0,000366 0,00 
4 -0,159075 -1,63 
5 0,072900 0,75 
6 0,044351 0,45 
7 -0,133139 -1,36 
8 0,079248 0,81 
9 0,034509 0,35 
10 -0,066981 -0,69 
11 0,011117 0,11 
12 0,096217 0,99 
13 -0,041031 -0,42 
14 -0,081254 -0,83 
15 0,024677 0,25 
16 -0,033173 -0,34 
17 -0,204414 -2,09 
18 -0,094822 -0,97 
19 -0,021360 -0,22 
20 0,010553 0,11 
21 -0,143757 -1,47 
22 0,071024 0,73 
23 -0,015226 -0,16 
24 -0,067260 -0,69 
25 -0,035999 -0,37 




Lag PACF T 
1 0,009063 0,09 
2 -0,147017 -1,51 
3 0,035213 0,36 
4 -0,111249 -1,14 
5 0,102839 1,05 
6 0,019258 0,20 
7 -0,166245 -1,70 
8 0,157866 1,62 
9 -0,010183 -0,10 
10 -0,037283 -0,38 
11 -0,004835 -0,05 
12 0,105072 1,08 
13 -0,082470 -0,85 
14 -0,080394 -0,82 
15 -0,013788 -0,14 
16 -0,089613 -0,92 
17 -0,198458 -2,03 
18 -0,086517 -0,89 
19 -0,036875 -0,38 
20 0,081454 0,83 
21 -0,123226 -1,26 
22 0,139500 1,43 
23 -0,105066 -1,08 
24 -0,027633 -0,28 
25 -0,046135 -0,47 











VAR Lag Order Selection Criteria    
Endogenous variables: LN_BIS LN_IDX LN_JJI    
Exogenous variables: C      
Date: 06/17/20   Time: 15:37     
Sample: 1 106      
Included observations: 97     
       
        Lag LogL LR FPE AIC SC HQ 
       
       0  1177.613 NA*   6.09e-15*  -24.21882*  -24.13919*  -24.18662* 
1  1179.989  4.557403  6.98e-15 -24.08225 -23.76373 -23.95346 
2  1185.653  10.50956  7.48e-15 -24.01346 -23.45605 -23.78807 
3  1191.739  10.91691  7.96e-15 -23.95337 -23.15707 -23.63139 
4  1195.561  6.620743  8.88e-15 -23.84663 -22.81143 -23.42804 
5  1200.324  7.954900  9.73e-15 -23.75927 -22.48518 -23.24409 
6  1203.175  4.584261  1.11e-14 -23.63247 -22.11950 -23.02070 
7  1209.105  9.170521  1.19e-14 -23.56918 -21.81731 -22.86081 
8  1215.387  9.325922  1.28e-14 -23.51314 -21.52238 -22.70817 
       
              
 * indicates lag order selected by the criterion   
 LR: sequential modified LR test statistic (each test at 5% level)  
 FPE: Final prediction error     
 AIC: Akaike information criterion    
 SC: Schwarz information criterion    





































Vector Autoregression Estimates  
Date: 06/17/20   Time: 15:35  
Sample (adjusted): 4 106  
Included observations: 103 after adjustments 
Standard errors in ( ) & t-statistics in [ ] 
    
     LN_BIS LN_IDX LN_JJI 
    
    LN_BIS(-1) -0.461917 -0.550596 -0.498768 
  (0.37329)  (0.38669)  (0.37957) 
 [-1.23742] [-1.42385] [-1.31402] 
    
LN_BIS(-2)  0.186040  0.203070  0.042245 
  (0.30228)  (0.31313)  (0.30737) 
 [ 0.61546] [ 0.64851] [ 0.13744] 
    
LN_IDX(-1)  0.461574  0.590737  0.611411 
  (0.44737)  (0.46343)  (0.45490) 
 [ 1.03175] [ 1.27469] [ 1.34405] 
    
LN_IDX(-2) -0.521602 -0.488360 -0.131828 
  (0.38269)  (0.39643)  (0.38913) 
 [-1.36301] [-1.23190] [-0.33878] 
    
LN_JJI(-1) -0.077455 -0.142756 -0.273267 
  (0.23638)  (0.24487)  (0.24036) 
 [-0.32767] [-0.58299] [-1.13691] 
    
LN_JJI(-2)  0.253542  0.167397 -0.047012 
  (0.23041)  (0.23869)  (0.23429) 
 [ 1.10039] [ 0.70133] [-0.20066] 
    
C  0.000225  0.000402  0.000571 
  (0.00090)  (0.00093)  (0.00091) 
 [ 0.25105] [ 0.43318] [ 0.62668] 
    
    R-squared  0.054583  0.061135  0.048157 
Adj. R-squared -0.004506  0.002456 -0.011333 
Sum sq. Resids  0.007888  0.008465  0.008156 
S.E. equation  0.009065  0.009390  0.009217 
F-statistic  0.923749  1.041862  0.809497 
Log likelihood  341.9206  338.2865  340.2006 
Akaike AIC -6.503312 -6.432748 -6.469915 
Schwarz SC -6.324253 -6.253689 -6.290856 
Mean dependent  0.000200  0.000343  0.000473 
S.D. dependent  0.009044  0.009402  0.009166 
    
    Determinant resid covariance (dof adj.)  6.01E-15  
Determinant resid covariance  4.87E-15  
Log likelihood  1258.779  
Akaike information criterion -24.03454  
Schwarz criterion -23.49736  
Number of coefficients  21  
    









VAR Residual Portmanteau Tests for Autocorrelations  
Null Hypothesis: No residual autocorrelations up to lag h  
Date: 06/17/20   Time: 15:53    
Sample: 1 106     
Included observations: 103    
      
      Lags Q-Stat Prob.* Adj Q-Stat Prob.* df 
      
      1  1.600062 ---  1.615749 --- --- 
2  5.691524 ---  5.788230 --- --- 
3  15.15521  0.0868  15.53582  0.0772 9 
4  22.27343  0.2201  22.94166  0.1928 18 
5  30.80539  0.2792  31.90892  0.2355 27 
6  33.62762  0.5819  34.90572  0.5205 36 
7  42.50450  0.5782  44.42987  0.4960 45 
8  51.57736  0.5684  54.26676  0.4642 54 
9  58.62946  0.6327  61.99406  0.5122 63 
10  60.63833  0.8278  64.21894  0.7315 72 
11  71.36182  0.7693  76.22458  0.6294 81 
12  78.41080  0.8034  84.20309  0.6524 90 
13  85.16617  0.8377  91.93424  0.6797 99 
14  95.56943  0.7981  103.9740  0.5917 108 
15  105.5978  0.7664  115.7117  0.5163 117 
      
      *Test is valid only for lags larger than the VAR lag order. 
df is degrees of freedom for (approximate) chi-square distribution 



















%estimasi secara OLS keseluruhan% 
clc,clear 
z=xlsread('z3.xlsx');%data 3 variabel masing2 dimulai data ke 2 
s/d 101 ukuran 300x1 
w=xlsread('w3.xlsx');%data 3 variabel masing2 dimulai data ke 1 










%estimasi secara OlS rata2 
for i=1:5; 
    a=20*(i-1)+1; 
    b=a+19; 
    y=[z1(a:b);z2(a:b);z3(a:b)]; 
    x=[w1(a:b,:);w2(a:b,:);w3(a:b,:)]; 
    theta(:,i)=inv(x'*x)*x'*y; 
end 
for i=1:12; 
    abols(i)=mean(theta(i,:)); 
end 
abols=abols' 
%estimasi menggunakan jackknife% 
bj=(300/(300-60))*bols-(60/(300-60))*abols 







legend('data ols','data average ols','data jackknife') 
figure(2);plot(axis,z,axis,zols) 
legend('data asli','data ols') 
figure(3);plot(axis,z,axis,zaols) 
legend('data asli','data average ols') 
figure(4);plot(axis,z,axis,zj) 
legend('data asli','data jackknife') 
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