Automatic classification of transitory or pulsed radio frequency (RF) signals is of particular interest in persistent surveillance and remote sensing applications. Such transients are often acquired in noisy, cluttered environments, and may be characterized by complex or unknown analytical models, making feature extraction and classification difficult. We propose a fast, adaptive classification approach based on non-analytical dictionaries learned from data. We compare two dictionary learning methods from the image analysis literature, the K-SVD algorithm and Hebbian learning, and extend them for use with RF data. Both methods allow us to learn discriminative RF dictionaries directly from data without relying on analytical constraints or additional knowledge about the expected signal characteristics. We then use a pursuit search over the learned dictionaries to generate sparse classification features in order to identify time windows that contain a target pulse. In this paper we compare the two dictionary learning methods and discuss how their performance changes as a function of dictionary training parameters. We demonstrate that learned dictionary techniques are suitable for pulsed RF analysis and present results with varying background clutter and noise levels.
INTRODUCTION
Detection and analysis of transient radio frequency (RF) signals is important for persistent surveillance and remote sensing applications. Signals of interest are typically observed in the presence of additive noise and structured clutter, including emissions from similar sources. Detection of such non-stationary signals against a complex, non-stationary background can present challenges for standard approaches. Adaptive signal representation techniques based on overcomplete analytical dictionaries of parameterized, closed-form elements [1] have reported good results, where the choice of dictionary can exploit knowledge of the signal. Dictionary learning algorithms extend this idea further, by learning the dictionary elements from the data itself. Several algorithms have been proposed for learning dictionaries for signal representation [2, 3] and classification [4, 5] .
In previous work [6] we explored use of a K-SVD learned dictionary technique for detecting transients in simulated RF data. Our goal was to detect chirped pulses from a model target emitter while remaining robust to varying levels of simulated background clutter and noise. Windows of simulated RF data are labeled according to whether they contain a target pulse with clutter (ON) or just clutter (OFF). We now examine two different supervised dictionary learning methods, the K-SVD algorithm [3] and a Hebbian learning algorithm [7] , and compare the rate of convergence of their sparse signal classification performance as a function of learning iterations and dictionary size. We compare their signal classification performance using Skretting and Husøy's multi-dictionary minimum residual (MR) classifier, originally introduced for image texture classification [4] .
The layout of the paper is as follows: in Section 2 we describe the test environment and the characteristics of our new simulated data sets. In Section 3 we describe the K-SVD and Hebbian learning methods and discuss their application to RF classification. We then discuss classification results for various noise and clutter scenarios in Section 4, and conclude with brief remarks.
SIMULATION ENVIRONMENT
Our simulated data set consists of a two-state target ("ON" and "OFF" states), emitting linearly chirped pulses at a base frequency of 220 kHz, and a pulse duration equal to 5 ms. The background is modeled as a superposition of additive white Gaussian noise and structured clutter, consisting of several continuous wave (CW) signals and a competing linear chirp pulse emitter. The competing chirped emitter operates at a base frequency of 320 kHz, close to the end-of-chirp target frequency. This chirped pulse clutter signal has characteristic time scales for pulse train duration and intra-train and inter-train pulse spacing similar to the target emitter. The CW and chirped clutter signals have amplitudes equal to or greater than that of the target, and they span a frequency range of 30 kHz -490 kHz, as illustrated in Figure 1 . The phases of each pulse emitter are uncorrelated; therefore the clutter is non-stationary with respect to our target.
The simulated data recording system operates at a sampling rate of 1 MHz, and buffers 0.5 s of data at a time (i.e., output time series are 5x10 5 samples long). We consider data analysis windows of length N=512 samples (0.5 ms of recording) with overlap of 256 samples, and we seek to classify the operational state of the target in each window. A window is classified as an "ON-window" if the target pulse is present for the entire window. A window is labeled as an "OFFwindow" if the target pulse is completely absent. In this paper we ignore windows containing partial target signal. This window-level classification can then be used in a hierarchical, dynamic process analysis system for longer time-scale mode classification similar to the one detailed in [8] .
In our analysis we consider high, medium, and low target amplitude scenarios in a complex background clutter environment. The spectrograms in Figure 1 show the relative complexity of the resulting time series, and Table 1 summarizes the characteristics of the simulated data sets.
High Amplitude Target
Medium Amplitude Target Low Amplitude Target Figure 1 : Spectrograms illustrating the signal, noise, and clutter characteristics for the high, medium, and low amplitude data sets, respectively. The target spectrum region is marked in each panel with a brace. In each case we reduced target strength relative to the clutter and noise. 
LEARNED DICTIONARIES FOR RF DATA
Learning dictionaries from the data can eliminate the need for prior knowledge of target and clutter, while providing sparse representations that perform well in conjunction with a statistical classifier. We applied and compared K-SVD and Hebbian learning to build dictionaries for RF signal classification, and used it in conjunction with Skretting and Husøy's minimum residual classifier to identify ON and OFF windows.
We now briefly describe the dictionary learning algorithms. Given a signal class X containing P normalized training vectors x i , each of length N, we begin the dictionary learning by initializing the K elements of dictionary Φ with l 2 normalized vectors of random numbers from a uniform distribution.
Learning the dictionary Φ takes place over multiple iterations (the number of times the dictionary "sees" the entire training data set of P labeled training vectors), and consists of two stages per learning iteration. In the sparse coding stage, which is the same for both K-SVD and Hebbian learning, we seek a weight vector a i for each training vector x i such that a i is sparse and Φa i is a sufficiently good approximation to the input,
where the learning sparsity factor, L, controls how many dictionary elements are allowed to represent a particular training vector. This problem is NP-hard, but there are well-known approaches to finding good approximate solutions for a i using, e.g., a matching pursuit algorithm [9] . Other approaches to forming good approximate sparse representations, such as orthogonal matching pursuit [10] or an l 1 basis pursuit [11] , can also be used.
For K-SVD learning [3] , once we find a sparse matrix of weights, A, over the current dictionary iteration for all training data, we proceed to the dictionary update stage. In the K-SVD case, the training vectors are viewed simultaneously by the dictionary, and each dictionary element k ϕ is updated sequentially based on the group of training vectors it helps represent. Let
Here the matrix k R is the signal residual after the contribution of all dictionary elements different from k ϕ is subtracted.
The residual matrix is then restricted to columns of k R that contain k ϕ in their sparse representation of training vector x i .
Given the singular value decomposition 1 u is the largest singular vector. K-SVD also uses a back-projective algorithm to update the dictionary weights a i in order to improve the approximations of the matching pursuit.
In the Hebbian case, the dictionary update minimizes an energy function for sparse representation of the input vector given by 2 2 0 .
The first term measures the mean-square reconstruction error for training vector x i , while the second term enforces sparsity in the weight vector a i . The dictionary update is then obtained by performing gradient descent on this cost function, resulting in
where η is a constant parameter controlling the learning rate, and the updated dictionary element is normalized to unit
.
In each learning iteration, the dictionary is updated using all P training vectors x i received in random order which changes at every iteration. The learning iterations continue until some stopping criterion is fulfilled. This criterion can be a measure of dictionary convergence (i.e., the individual dictionary elements stop changing significantly between consecutive updates), a threshold on representation or classification performance, or an empirically chosen fixed number C of learning iterations (i.e., a threshold on computational cost). In this paper we consider a range of values for C to explore dictionary properties as a function of learning iterations. -95 th percentiles (yellow area). The left panels show residual differences for the selected K-SVD dictionary pair, while the right panels show the residual differences for the selected Hebbian dictionary pair. The K-SVD ON/OFF dictionary pair is learned with C=25 learning iterations, sparsity factor L=45, trained and tested on data with SNR=3. The Hebbian ON/OFF dictionary pair is learned with C=250 learning iterations, sparsity factor L=45, and also trained and tested on data with SNR=3. The region above the dashed line at y=0 corresponds to assigning a label of OFF, the region below to assigning a label of ON.
In order to use learned dictionaries for classification, following Skretting and Husøy [4] , we learn dictionaries in pairs: one ON dictionary, one OFF dictionary. To classify a test time series, we decompose it into length-N data vectors by using a sliding overlapping window. We then construct two representations of the signal in each window via matching pursuit, one using elements from the ON dictionary, one using those from the OFF dictionary. We use the minimum residual classifier to assign the label corresponding to the dictionary yielding the smallest matching pursuit residual. time we add a dictionary element to the sparse representation of the test data (i.e., we increase the classification sparsity factor, L). This residual energy difference therefore gives us the classification decision that would be made at every matching pursuit iteration. The minimum residual classifier assigns the correct label when the ON-minus-OFF residual energy difference is negative for ON windows, and positive for OFF windows. We see that for ON windows (top panel) this residual difference stays below zero (i.e., gives a correct classification) after a few matching pursuit iterations for both dictionary learning methods. For OFF windows (lower panel), the magnitude of the residual difference is smaller and, for the K-SVD case, not always positive for low numbers of iterations. The classification accuracy shown in Figure  2 using residuals at L=45 is 0.96 for the K-SVD dictionary and 0.99 for the Hebbian dictionary.
RESULTS
Dictionary learning algorithms for RF signal classification have a number of parameters that need to be chosen. Selecting a dictionary size for classification is the first issue to consider, and depends on the amount of training data available and the inherent sparsity of the signal data. This choice also has a significant impact on the computational demands. A large portion of dictionary design work in image processing has focused on over-complete dictionaries for increasingly sparse representations. We have previously explored extending this work to the RF domain and have shown that, for our RF applications, dictionaries that were under-complete by a factor of 20 showed good classification performance in almost real time [6] . We now explore the impact of completeness in greater detail by examining performance for a range of dictionaries from under-complete to up to twice over-complete. We will show that we can achieve good classification accuracy for our application with dictionaries that are under-complete with respect to the dimension of the input vectors x i .
For our application, we learned dictionaries in sets of 10 pairs -one ON dictionary and one OFF dictionary per pairfrom training data with high amplitude target, as shown in Figure 1 . The ON training data set consists of 1700 fully ON data vectors (i.e., the target pulse is present in 100% of the analysis window), and similarly the OFF training set includes 1700 fully OFF data vectors, so P=3400 for the full set of training vectors. In order to compare K-SVD and Hebbian methods, we learned ON/OFF dictionary sets with a range of dictionary sizes K, and various numbers of learning iterations, C, where each iteration involves processing all P data vectors. Our prior work indicated that for dictionaries learned using the K-SVD method, classification performance is insensitive to the value of the learning sparsity factor, L, once it is greater than a lower bound dependent on the data dimensionality. For the purposes of this paper we hypothesize that this conclusion holds for the Hebbian method as well, and present results using the same fixed sparsity factor L in the learning stage for both methods. Future work will explore the classification accuracy dependence on the sparsity factor for Hebbian learning.
We now consider the effect of three parameters with which to compare the K-SVD and Hebbian methods: the number of learning iterations C, the number of dictionary elements K, and the signal to noise ratios of the training and test data. We discuss these in order here. In reporting accuracy, we assume that false positives and false negatives are equally weighted; however, for applications in which false positives and false negatives are not assigned equal weight, the data from which the dictionary is learned could be chosen to minimize either false positive rate or false negative rate.
In earlier work we found that the K-SVD method converges to its best accuracy in fewer than C=25 learning iterations for a variety of dictionary sizes K. Figure 4 examines the same parameter for Hebbian learning with dictionaries of size K=256 (top panel) and K=512 (bottom panel). We consider values of C between 25 and 600, and for each value we construct 10 ON/OFF dictionary pairs trained on data with a high amplitude target. The box plots in Figure 3 summarize the accuracy of these dictionaries for classification when tested against the high amplitude target test data. Clearly, for both dictionary sizes, Hebbian learning requires much more training to converge. In the top panel, for K=256, the accuracy improvement levels off once the number of learning iterations C is roughly the same as the number of dictionary elements K to be learned (marked by the vertical line). In the bottom panel, for K=512, the accuracy improves more slowly and the variance is larger up to C=500 learning iterations, as we would expect with the greater degrees of freedom associated with a larger dictionary. In future work we will explore how the median and variance of the accuracy change as we consider values of C much greater than the size of the dictionary, and as we modify the size of the training data set. Now we compare the performance of the two methods as the dictionary size K changes. For the K-SVD case, we consider a set of values for K between 16 and 1024, and for each value we learn 10 ON/OFF dictionary pairs from training data containing a high amplitude target, with C=25 learning iterations. Figure 4 (top panel) shows the accuracy of the resulting dictionaries in classifying high amplitude test data. For the Hebbian case, we have seen that the required amount of dictionary training (i.e., minimal number of learning iterations) increases with the number of dictionary elements, K. The computational demands for learning dictionaries with K larger than 512 become expensive, and so we focus on under-complete (K<512) and complete (K=512) Hebbian dictionaries. Figure 4 (bottom panel) shows the classification accuracy for these dictionaries on high amplitude target test data, where each set of 10 dictionary pairs is computed with values of C appropriate for the respective dictionary size.
The top panel of Figure 4 shows that a K-SVD learned dictionary that is under-complete with respect to the input dimensionality (e.g., dictionary size of K=256 vs. input dimensionality of 512) can achieve accuracy comparable to complete or over-complete K-SVD dictionaries. The bottom panel of Figure 5 suggests that an under-complete Hebbian learned dictionary may perform as well as a complete or over-complete Hebbian dictionary, since the improvement in classification appears to reach asymptotic performance for values of K>64. However, given the computational demands of the Hebbian approach, proof of this hypothesis, which will require calculating the classification performance for overcomplete dictionaries (K>512), remains a goal of future research. We also note that asymptotic performance for the Hebbian case is reached more rapidly than in the K-SVD case. From Figure 4 we see that for a range of dictionary sizes K≤512 and given sufficient training, Hebbian dictionaries out-perform K-SVD dictionaries on this data set. Also, for both dictionary-learning approaches, these results suggest that classification based on a learned dictionary may succeed with dictionaries that are under-complete with respect to the naïve dimensionality of the input training vectors. The bottom panel shows the same information for the 10 ON/OFF dictionary pairs learned with the Hebbian method using C=250 for K=16:256 and C=500 for K=512. In both plots the training and test data contained a high amplitude target and the sparsity factor was L=45.
We now fix the dictionary size for both methods at K=256 and consider performance on test data sets with three signal to noise ratios (high=3:1, medium=1:1, and low=0.3:1) as described in Section 2. We learned 10 K-SVD and 10 Hebbian ON/OFF dictionary pairs using first high signal to noise ratio training data, and secondly medium signal to noise ratio training data. Figure 5 summarizes the achieved accuracies. As expected, performance degrades in both cases as the signal to noise ratio of the test data decreases (top, middle, and bottom rows). Figure 5 also shows Hebbian-learned dictionaries out-performing their K-SVD counterparts for both types of training data and high and medium target amplitudes.
We see from the top two panels of the left side of Figure 5 that dictionaries learned (using both methods) from high target amplitude training data perform well when tested on high target amplitude test data. The Hebbian dictionary also performed well when tested on medium target amplitude test data. Both approaches perform poorly when applied to low target amplitude test data (bottom panel). In contrast, the panels on the right side of Figure 5 show that dictionaries learned from medium target amplitude training data perform less well, demonstrating the importance of the availability of high target amplitude training data. This is also a topic for further investigation.
DISCUSSION
Our results show that on our simulated RF dataset, minimum residual classification based on Hebbian-learned dictionaries consistently outperforms K-SVD-learned dictionaries with the same dictionary size K. However, this improvement in performance comes at a significant computational cost in terms of the amount of training. Using a parallel, vectorized implementation on a typical computer architecture, the computational time for learning a set of 10 ON/OFF dictionary pairs with K=256 elements and C=25 learning iterations is on average 49 minutes for K-SVD. To achieve similar accuracy with Hebbian learning on the same training data for the same dictionary size, we require approximately C=250 iterations, which takes 161 minutes per 10-pair set on the same architecture.
In this paper we have shown classification of chirped pulsed RF transient targets in noisy, cluttered environments using learned dictionary techniques. We compared two dictionary-learning methods and showed that Hebbian dictionaries can have higher discriminative power than the K-SVD dictionaries and be more robust to changes in SNR. For both dictionary-learning approaches, the results suggest that classification based on learned dictionary may succeed with dictionaries that are under-complete with respect to the naïve dimensionality of the input training vectors.
High amplitude training data Medium amplitude training data Figure 5 : Classification accuracy for K-SVD and Hebbian dictionaries with K=256 elements, learned with C=25 and C=250, respectively. Dictionaries were learned on high amplitude training data (left panel) and medium amplitude training data (right panel) with sparsity factor L=45 and tested on high, medium, and low amplitude test data (top, middle, and bottom panels).
