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Abstract One common approach to investigating past changes in El Niño–Southern Oscillation (ENSO)
amplitude is through quantifying the variance of ENSO-inﬂuenced proxy records. However, a component
of the variance of all such proxies will reﬂect inﬂuences that are unrelated to the instrumental climatic
indices from which modern ENSO amplitudes are deﬁned. The unrelated component of proxy variance
introduces a fundamental source of uncertainty to all such constraints on past ENSO amplitudes. Based on
a simple parametric approach to modeling this uncertainty, we present guidelines for the magnitudes of
proxy variance change required to robustly infer the following: (i) any change at all in ENSO amplitude and
(ii) a change in ENSO amplitude that exceeds the plausible range of unforced variability. It is noted that more
extreme changes in proxy variance are required to robustly infer decreases, as opposed to increases, in past
ENSO amplitude frommodern levels.
1. Introduction
A common problem of interest to paleoclimatic studies is whether the amplitudes of phenomena observed
in the modern system, such as the El Niño–Southern Oscillation (ENSO), have changed through time and
if so, whether these changes exceed the range of unforced variability. Such studies have the potential to
provide empirical constraints on the relationship between ENSO amplitude and the climatic mean state
[Guilyardi, 2006; Choi et al., 2011; Cobb et al., 2003; Collins et al., 2010; Adams et al., 2003]. One approach
to deﬁning the modern amplitude of a climatic phenomena is through the variance of an instrumental
“index” time series. For example, the variance of the interannual anomalies of eastern equatorial Paciﬁc sea
surface temperature (NINO3 SSTA) is widely used as a metric of ENSO amplitude [Bellenger et al., 2014;
Watanabe et al., 2012; Guilyardi et al., 2009]. For preinstrumental periods, variance-based constraints
on ENSO amplitudes in the real (as opposed to modeled) climate system can only be obtained from
paleoclimatic proxy records that are sensitive to one or more aspects of the ENSO system. However, all proxy
systems respond to multiple climatic inﬂuences and contain at least some degree of climatic/nonclimatic
noise. Consequently, any ENSO-relevant proxy will necessarily contain some component of its variance that
is unrelated to NINO3 SSTA. The unrelated component of proxy variance is certainly not the only source
of uncertainty in proxy variance-derived constraints on past ENSO amplitudes [Thompson et al., 2011;
Stevenson et al., 2013; Comboul et al., 2014], but it is a fundamental one, in that it is intrinsic to the very
deﬁnition of a proxy system. The present study uses a simple parametric approach to exploring this
uncertainty, with the aim of developing practical guidance on the magnitudes of proxy variance change
required to make robust inferences about past changes in ENSO amplitude. The results and their
implications are illustrated using the practical examples provided by one set of ENSO-relevant proxy records
[Cobb et al., 2003]. However, insofar as the statistical requirements of the simple parametric model used to
generate these results are met, they may also be applied to the relationship between any climatic index
and any other time series, be that a single-proxy record, a multiproxy synthesis, or indeed an instrumental
record from another location.
2. Methods
A simple model for the relationship between a proxy variable (Y) and an instrumental index variable
(X), both expressed as deviations from their respective means, is a linear model with slope 𝛽 , such as
equation (1). The individual values of the “noise” component (𝜖i) of proxy variability are unknown but
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are required to be independent of (i.e., unrelated to) the index and normally distributed with zero mean
and variance 𝜎2
𝜖
. It is recognized that these requirements will not be fully met in real-world applications
where the climatic phenomena of interest is nonstationary and/or the proxy-index relationship is nonlinear.
Nonetheless, simple linear models are widely used in paleoclimate science and provide an accessible
framework in which to explore the relative contributions to proxy variance arising from variability that is,
and is not, related to that of the index.
yi = 𝛽xi + 𝜖i (1)
For a time interval comprising n independent values of the index variable, the sample variance of the
modeled proxy variable (s2y ) is given by equation (2). In real-world time series applications it must be
remembered that n will generally be less than the number of data points, to an extent that will depend on
both the physical processes involved and the time series processing methods applied to the data. To avoid
such dependency on data type and processing method, interval lengths in the present study are discussed
in terms of degrees of freedom.
s2y =
1
n − 1
n∑
i=1
(𝛽xi + 𝜖i)2 (2)
The expected value of the modeled proxy sample variance is 𝛽2s2x+𝜎
2
𝜖
, where s2x is the index sample variance.
However, the unknown values of the n noise terms also lead to a sampling distribution around this value. In
other words, any given value of the index sample variance could be associated with a range of proxy sample
variances, due to the additional contribution from climatic/nonclimatic factors that are independent of the
index itself. These “proxy variance sampling distributions” follow a noncentral 𝜒2 form, with n − 1 degrees
of freedom and noncentrality parameter 𝜆, which depends in turn on n, s2x , 𝛽 , and 𝜎
2
𝜖
. The slope and noise
variance model parameters may be rewritten in terms of the square of Pearson’s moment correlation
coeﬃcient (r2) and the population variances of the index (𝜎2x ) and proxy (𝜎
2
y ) variables [von Storch and
Zwiers, 2003]. Such a substitution allows for the proxy variance sampling distribution to be expressed in
terms of dimensionless variance ratios and a measure of the proxy-index calibration strength, as shown in
equation (3). The derivation of this expression, along with that of a central 𝜒2 approximation [Patnaik, 1949]
for which the distributional properties are more widely available, is given in Appendix A.
(3)
In real-world applications the calibration strength (r2) is not known exactly, although an unbiased estimate
can be obtained from Ordinary Least Squares regression of the proxy and index data over the available
period of their overlap [von Storch and Zwiers, 2003]. Associated estimates of the long-term variances of
the proxy and index variables are then supplied by their sample variances over the calibration interval. The
present study neglects any eﬀect that sampling uncertainties in these estimates, arising from the ﬁnite
duration of the available calibration interval, may then have on the resultant proxy variance sampling
distributions. These additional uncertainties can always be minimized through the use of a calibration
interval that spans the entirety of the available instrumental period. However, the extent of intercentennial
variability in unforced ENSO amplitude seen within climate model simulations [Gallant et al., 2013;
Stevenson et al., 2011;Wittenberg, 2009; Russon et al., 2014] suggests that substantial uncertainties may
persist even with a full century of calibration data. Under the present approach of assuming a perfectly
known calibration relationship (i.e., perfectly known 𝛽 and r2), the variance ratio terms in equation (3)
refer to comparisons between the interval of interest and the population variance, but where the latter is
constrained to be equal to the sample variance over the calibration interval. In the following section, we
will make use of such variance ratios to explore ENSO amplitude comparisons between a preinstrumental
interval and a modern calibration interval, which often comprises the paleoclimatic problem of interest.
Variance comparisons between two noncalibration intervals can also be considered within the present
framework and the relevant sampling distributions for these applications are described in Appendix B.
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Figure 1. (a–c) Selected proxy variance ratio sampling distributions for the comparison of a preinstrumental record
with a modern one that spans the proxy-index calibration period. The preinstrumental interval length is based on the
estimate of degrees of freedom present within the 71 year duration 2–7 year band-pass-ﬁltered twelfth C Palmyra coral
record. The three panels refer to diﬀerent proxy-index calibration strengths, with the middle one (b) being that derived
from the band-pass-ﬁltered modern Palmyra coral and HadISST NINO3 SSTA records. On each panel, the three sampling
distributions then represent diﬀerent scenarios for the change in NINO3 SSTA variance. The black lines represent no
change and are relevant to the null hypothesis approach discussed in section 3.1. The under-curve shading in these
cases illustrates the 5–95% conﬁdence intervals derived from the associated cumulative distribution functions. The blue
lines represent a change equal to that reconstructed from the actual proxy data comparison (a variance ratio of 0.51).
The grey lines represent a change that is considered to remain within the plausible range of unforced variability (in this
case a variance ratio of 0.78). Comparisons between the blue and grey distributions forms the basis of the likelihood
ratio approach discussed in section 3.2. The vertical red lines illustrate the comparison of the likelihoods of obtaining
the reconstructed value under these two scenarios, with the likelihood ratios annotated in red (given to 1 Signiﬁcant
Figure (s.f.)). The proxy variance ratio axis is logarithmic.
3. Results andDiscussion
3.1. Proxy Variance Changes Needed to Infer Any Change in ENSO Amplitude
Given a reconstructed change in proxy variance between a preinstrumental interval and a modern
calibration interval, let us consider what can be robustly inferred regarding the associated change in NINO3
SSTA variance, and hence ENSO amplitude. The simplest approach is to consider whether we can infer any
change at all in ENSO amplitude between the two intervals. A sampling distribution for the proxy variance
ratios to be expected under a null hypothesis of no change may be obtained by setting the index variance
ratio to be unity (
s2x
𝜎2x
= 1) in equation (3). Such a distribution may then be used to deﬁne the critical
magnitudes of proxy variance change required to robustly infer the occurrence of some (unspeciﬁed)
change in ENSO amplitude.
To illustrate this concept, we make use of the real-world examples provided by the suite of monthly
resolution last millennium Palmyra coral 𝛿18O records [Cobb et al., 2003]. The 2–7 year band-pass-ﬁltered
modern coral record provides an r2 value of 0.7 when calibrated to the similarly ﬁltered Hadley Centre Sea
Ice and Sea Surface Temperature (HadISST) NINO3 SSTA record. Band-pass ﬁltering is applied as the coral
𝛿18O records contain pronounced decadal/longer timescale variability that may arise from controls that
are not sea surface temperature [Cobb et al., 2003]. A rule-of-thumb estimate for the eﬀective number of
degrees of freedom present in the ﬁltered records is that 2 years of such data provide 1 degree of freedom
[Russon et al., 2014]. For the particular example of comparing the twelfth C fossil coral record with the
modern, the form of the proxy variance ratio sampling distributions under the null hypothesis of no change
in ENSO amplitude is shown by the black line in Figure 1b. The reconstructed variance ratio of 0.51 is seen
to lie well outside of the central 90% of the cumulative distribution function for such values (shading in
Figure 1b), such that a change in ENSO amplitude can indeed be robustly inferred. The other panels in
Figure 1 illustrate that the critical magnitudes of proxy variance change increase as the calibration strength
falls, due to the inﬂuence of r2 on the width of the proxy variance sampling distributions.
The critical proxy variance ratios such that the null hypothesis of no change in ENSO amplitude may be
rejected at the p = 0.10 level are plotted, as a function of calibration strength and preinstrumental interval
length, in Figures 2a and 2b. The upper-tail critical variance ratios (Figure 2a), which relate to situations
where the preinstrumental variance is greater than the modern, are not simply the multiplicative inverse
of the lower-tail ones (Figure 2b), which relate to situations where the preinstrumental variance is less than
the modern. This “tail asymmetry” arises from the tendency of the random noise contribution to modeled
proxy variance to dampen whatever variability is present in the index. The blue markers locate the examples
provided by the four fossil Palmyra coral records, with their record lengths (as given in parentheses) having
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Figure 2. The critical proxy variance ratios required to make certain robust inferences regarding changes in ENSO
amplitude between a preinstrumental interval and a modern calibration interval, plotted as a function of proxy-index
calibration strength and preinstrumental interval length (in degrees of freedom). (a and b) The critical levels required
to robustly infer some (unspeciﬁed) change in NINO3 SSTA variance, and hence ENSO amplitude (as described in
section 3.1). (c and d) The critical levels required to robustly infer a change in NINO3 SSTA variance, and hence ENSO
amplitude, that lies outside the plausible range of unforced variability (as described in section 3.2). The upper-tail panels
in Figures 2a and 2c (lower-tail panels in Figures 2b and 2d) show the critical variance ratios when the preinstrumental
variance is greater (less) than over the calibration interval. The calibration strength axes for the lower-tail panels are
reversed, so that weaker calibration strengths always lie at the edges of the plot. The blue crosses approximately locate
the examples provided by comparing each of the four fossil Palmyra coral records to the (112 year duration) modern
coral [Cobb et al., 2003]. As these comparisons are based on the use of 2–7 year band-pass-ﬁltered records, the durations
of the fossil corals have been converted to estimated degrees of freedom on the y axes. The four fossil Palmyra coral
records are the following: (i) a tenth C record (33 years duration, band-pass-ﬁltered variance ratio between fossil and
modern coral of 0.46), (ii) a twelfth C record (71 years duration, variance ratio of 0.51), (iii) a fourteenth/ﬁfteenth C record
(148 years duration, variance ratio of 0.39), and (iv) a seventeenth C record (68 years duration, variance ratio of 1.05).
been converted to estimated degrees of freedom on the y axes. Figure 2a shows that a proxy variance ratio
of more than 1.30 would be needed to robustly infer a change in ENSO amplitude for the comparison of
the seventeenth C fossil coral to the modern. In this example, the reconstructed variance ratio of 1.05 is
insuﬃcient to allow for such an inference to be made. However, the reconstructed variance changes
associated with all three of the fossil coral records with variance lower than the modern (Figure 2b) do allow
for such inferences to be made.
The results in Figures 2a and 2b illustrate the potential diﬃculty of robustly inferring anything at all
regarding changes in ENSO amplitude, when based on modest changes in the variance of proxies with
modest calibration strengths to NINO3 SSTA. Furthermore, given that many ENSO-relevant proxy records
tend to show decreases in preinstrumental variance relative to the modern [Cobb et al., 2003; Li et al., 2011;
Tudhope et al., 2001; Fowler et al., 2012; McGregor et al., 2010, 2013], the tail asymmetry present in these
results should be borne in mind when such changes are interpreted in terms of ENSO amplitude. However,
even when the occurrence of a change in ENSO amplitude can be robustly inferred under this approach,
such a result does not contain any information at all regarding the magnitude of this change. As such, a
more sophisticated method is required if we seek to address the principle question of interest, which is
whether a change in ENSO amplitude of suﬃcient magnitude so as to lie outside of the plausible range of
unforced variability has occurred.
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3.2. Proxy Variance Changes Needed to Infer a Change in ENSO Amplitude Exceeding the Range
of Unforced Variability
The present statistical framework may also be used to compare the relative likelihoods of obtaining a
reconstructed proxy variance ratio under two diﬀerent scenarios for the change in NINO3 SSTA variance,
and hence ENSO amplitude. If the likelihood of obtaining the reconstructed value under one scenario
is 3 (or more) times greater than that of obtaining it under the other, then there is considered to be
“substantial” relative evidence for the ﬁrst scenario [Jeﬀreys, 1961]. Paleoclimatic studies often interpret
changes in ENSO-relevant proxy variance directly in terms of ENSO amplitude, and this assumption provides
a ﬁrst scenario to explore, namely that of a NINO3 SSTA variance change equal to that reconstructed from
the proxy data. This scenario may then be compared to one in which the change in NINO3 SSTA variance
would not be considered to be of climatological interest. The simplest such scenario would be that of no
change at all and results derived on this basis are presented as supplementary information. However, a
scenario with more direct relevance to the principle question of interest is that of a change in NINO3 SSTA
variance which is suﬃciently small as to remain consistent with unforced climate variability. The use of such
a scenario requires the deﬁnition of a range of NINO3 SSTA sample variances that could plausibly occur
within an unforced climate system. A conservative constraint on this range is provided by the 20–80%
conﬁdence interval associated with the central 𝜒2 sampling distribution for the sample variance of a
given ﬁnite interval length. In other words, NINO3 SSTA sample variances within this range would not be
considered statistically signiﬁcant against random time domain sampling within a linear and stationary
model of an unforced ENSO system. If the likelihood of obtaining the proxy data under a change in NINO3
SSTA variance equal to that reconstructed is substantially greater than that under this scenario, then this
provides a useful step toward robustly inferring a change in ENSO amplitude exceeding the range of
unforced variability. It is emphasized, however, that such a result does not imply that the true, or even most
likely, magnitude of ENSO amplitude change is given by the reconstructed proxy variance ratio.
The likelihood ratio approach can be visualized, for the example comparison of the twelfth C Palmyra
coral record with the modern, by comparing the blue and grey proxy variance ratio sampling distributions
in Figure 1b. The blue distribution represents the scenario of a NINO3 SSTA variance ratio equal to that
reconstructed and the grey one that of a NINO3 SSTA variance change of the same sense, but remaining
within the plausible range of unforced variability. In this example, the likelihood of obtaining the
reconstructed variance change under the ﬁrst scenario is seen to be around 10 times greater than under
the second scenario, such that a change in ENSO amplitude exceeding the range of unforced variability can
be robustly inferred. The other panels of Figure 1 illustrate that if the proxy-index calibration were to have
yielded an r2 value of 0.3 (a value not atypical of many interannual proxy systems), then the same change in
proxy variance would not have allowed for the same inference to be made.
The critical proxy variance ratios at which a change in ENSO amplitude exceeding the range of unforced
variability can be robustly inferred are plotted as a function of calibration strength and preinstrumental
interval length in Figures 2c and 2d. It should be noted that larger magnitude critical variance ratios would
result from any deﬁnition for the plausible range of unforced variability in NINO3 SSTA variance that is more
liberal than the parametric one outlined above. Among the fossil Palmyra corals, only the comparisons to
the modern associated with the fourteenth/ﬁfteenth C (variance ratio of 0.39) and twelfth C (variance ratio
of 0.51) records allow for the robust inference of a decrease in ENSO amplitude that exceeds the plausible
range of unforced variability. The comparison of the tenth C coral record to the modern (variance ratio of
0.46) provides an example where some (unspeciﬁed) change in ENSO amplitude can be robustly inferred
(Figure 2b), but a change exceeding the plausible range of unforced variability cannot be (Figure 2d).
The critical proxy variance ratios associated with the likelihood ratio approach (Figures 2c and 2d) show the
same sense of tail asymmetry as was seen for the hypothesis test approach (Figures 2a and 2b). However,
the critical variance ratios for the likelihood ratio approach are seen to depend more strongly on calibration
strength. While the two sets of values are not directly comparable to one another, due to the diﬀering
concepts of signiﬁcance level associated with the two approaches, this basic diﬀerence may be understood
from the diﬀerent questions being asked by the two approaches. For the hypothesis test approach, the
essential question is the amount of uncertainty introduced to modeled proxy variance by the noise terms,
as seen in the width of the black distributions in Figure 1. This is bounded at low calibration strengths (e.g.,
Figure 1c) by the situation where the noise component constitutes the entirety of modeled proxy variance,
as represented by a central 𝜒2 distribution. For the likelihood ratio approach, the essential question is
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the extent to which the reconstructed proxy variance ratio can be considered more likely to have arisen
under diﬀerent potential NINO3 SSTA variance ratio scenarios. At the limit of low calibration strengths, the
sampling distributions associated with all possible index variance ratio scenarios become increasingly
hard to distinguish from one another, as they converge toward the central 𝜒2 form. In other words, as the
calibration strength falls to zero, the variability of the proxy contains increasingly little information
regarding the variability of the index, and this is reﬂected in the critical variance ratios for the likelihood ratio
becoming extremely large in magnitude.
3.3. Comparing Two Preinstrumental Intervals
If the ENSO amplitude comparison of interest is between two preinstrumental intervals, then larger
magnitude changes in proxy variance will be needed to robustly infer the same results regarding ENSO
amplitude than those that have been described for comparisons between a preinstrumental interval and
a modern calibration interval. This greater diﬃculty arises because we must now consider the inﬂuence of
the component of proxy variability that is unrelated to NINO3 SSTA in both of the compared intervals, rather
than just one of them. Appendix B describes the sampling distributions necessary to determine the critical
proxy variance ratios associated with such comparisons. The bounding properties of these distributions
mean that these critical levels must be greater in magnitude than those shown in the panels of Figure 2,
evaluated at the duration of the shorter of the two intervals under consideration. For the example of a
comparison between the twelfth and seventeenth C Palmyra fossil coral records, the reconstructed variance
ratio of 2.08 exceeds the critical proxy variance ratio of 1.85 required to robustly infer a change in ENSO
amplitude exceeding the plausible range of unforced variability. In contrast, the critical variance ratio
required to make the same inference for a comparison between the seventeenth C record and a modern
calibration interval would only have been 1.46.
4. Conclusions
Unforced (internal) variability within the climate system introduces uncertainty to all attempts to detect
forced changes in ENSO amplitude. However, constraints on past changes in ENSO amplitude derived from
proxy variance also contain a further fundamental source of uncertainty, arising from the component of
proxy variance that is unrelated to the instrumental indices (such as NINO3 SSTA) from which modern ENSO
amplitudes are deﬁned. We present two sets of critical levels for the magnitudes of proxy variance change
required to robustly infer certain results regarding past changes in ENSO amplitude in the face of this
uncertainty. Given that we are generally interested in the magnitudes of past changes in ENSO amplitude,
rather than simply the existence of any (unspeciﬁed) change, those derived from the “likelihood ratio
approach” (Figures 2c and 2d) should provide the more useful criteria against which to evaluate proxy
data. By neglecting other sources of uncertainty and making certain bounding assumptions, these critical
levels are likely to represent best-case scenarios for the true diﬃculties associated with making such
inferences. The examples used to illustrate the present study demonstrate that robust inferences regarding
past changes in ENSO amplitude are indeed possible on the basis of existing high-resolution proxy records,
with relatively long record lengths and high calibration strengths with NINO3 SSTA. However, our results
also demonstrate the substantial diﬃculties associated with making such inferences on the basis of proxies
with short record lengths and/or modest calibration strengths. This simple-to-use approach provides a tool
for paleoclimate researchers to evaluate the climatic signiﬁcance of changes in proxy variance through time.
Appendix A: Derivation of SamplingDistribution
As the noise terms (𝜖i) are assumed to be normally distributed, it follows directly from equation (2) that s
2
y is
distributed in the noncentral 𝜒2 form shown by equation (A1).
(A1)
The relationships required to rewrite 𝛽 and 𝜎2
𝜖
in terms of r2, 𝜎2x , and 𝜎
2
y are the following: 𝛽
2𝜎2x = r
2𝜎2y and
𝜎2
𝜖
= (1 − r2)𝜎2y . Such substitutions transform equation (A1) into equation (3). For readers without ready
access to the properties of the noncentral distribution, a central 𝜒2 approximated based on the approach
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of Patnaik [1949], as shown in equation (A2), may provide a more accessible alternative. The centrally
approximated form leads to only modest loss of precision in the hypothesis test approach but potentially
introduces greater uncertainty to the likelihood ratio approach.
(A2)
If the index variance ratio in equation (A2) is set to be unity, as used by the hypothesis test approach, then
the approximated form simpliﬁes to equation (A3).
(A3)
Appendix B: Comparing TwoNoncalibration Intervals
If the proxy variance sampling distribution for the comparison of one noncalibration interval to the
calibration interval follows a noncentral 𝜒2 distribution, then the comparison of two (independent)
noncalibration intervals (denoted by subscripts 1 and 2) can be achieved through the ratio of two such
distributions, which follows a doubly noncentral F distribution. These proxy variance sampling distributions
contain two extra dimensions relative to equation (3), due to the presence of the two preinstrumental
interval lengths (n1 and n2) and the two associated index sample variances (s
2
x1 and s
2
x2). In order for such
distributions to be used in comparably simple applications to those described in the text, it is necessary to
make an assumption regarding the relationship between the two index sample variances, such that they
can be expressed in terms of the variance ratio between the two intervals under consideration (
s2x1
s2x2
). One
approach is to assume that
s2x1
𝜎2x
= 𝜎
2
x
s2x2
=
√
s2x1
s2x2
, meaning that the two preinstrumental intervals are taken
as being evenly spaced in relative variance terms around the long-term value. The use of this (or any other)
assumption entails greater structural uncertainty in such applications than for the comparison to calibration
interval applications described in the main text. Nonetheless, under the present assumption the proxy
variance sampling distribution associated with comparing two noncalibration intervals may be written as
equation (B1). For users without access to the properties of the doubly noncentral F distribution, a centrally
approximated form (not shown) may be obtained from the ratio of two distributions of the form of
equation (A2).
(B1)
For the hypothesis test approach, under which the index variance ratio is taken as unity, the centrally
approximated form simpliﬁes to equation (B2). Comparison of equations (A3) and (B2) makes clear that the
critical levels for the comparison of two noncalibration intervals with intervals of length n1 and n2 (where
n1 < n2) must always be greater in magnitude than those for the comparison of one noncalibration interval
of length n1 to the calibration interval.
(B2)
For the likelihood ratio approach, the range of index variance ratios (between two noncalibration intervals)
that are considered to remain consistent with unforced climate variability is deﬁned as the 20–80%
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conﬁdence interval associated with the random sampling of two such intervals within a linear and
stationary process. This amounts to using the critical levels of the central F distribution, with degrees of
freedom n1 − 1 and n2 − 1, rather than those of the central 𝜒2 distribution with degrees of freedom n1 − 1.
The relationship between the critical proxy variance ratios associated with the comparison to calibration and
comparison of two noncalibration interval cases is less intuitively clear than was the case for the hypothesis
test approach, but the same bounding relationship between the two sets of critical levels is again seen to
exist. Calculation of the critical levels associated with the comparison of two noncalibration intervals under
the likelihood ratio approach requires the use of either equation (B1) or its centrally approximated form
(not shown). It should be noted that the comparison of two noncalibration intervals case will always apply
when comparing two preinstrumental intervals but may also be relevant when making comparisons of the
preinstrumental to the modern and should the available calibration fail to span the entirety of the
instrumental period.
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