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Abstract. In [11], Neal Harris has given a refined Gross-Prasad conjecture for unitary group
as an analogue of Ichino and Ikeda’s paper [13] concerning special orthogonal groups. In his
paper, he stated a conjecture under the assumption that the pair of given representations
should be tempered. In this paper, we consider a specific pair involving a non-tempered
representation of U(3) and suggest its refined period formula restriced to U(2).
1. The Bessel Period of U(3) and U(2) involving a non-tempered representation
We first recall the Refined Gross-Prasad Conjecture stated in [11]. Let E/F be a quadratic
extension of number fields and AF ,AE are their adele rings respectively. Let Vn ⊂ Vn+1 be
hermitian spaces of dimensions n and n + 1 over E, respectively. Consider the unitary groups
U(Vn) ⊂ U(Vn+1) defined over F . Write Gi := U(Vi). Let pin and pin+1 be irreducible tempered
cuspidal automorphic representations of Gn(AF ) and Gn+1(AF ) respectively, and we fix isomor-
phisms pin ∼= ⊗vpin,v and pin+1 ∼= ⊗vpin+1,v. We suppose that HomGn(kv)(pin+1,v ⊗ pin,v,C) 6= 0
for every place v of F .
We consider the following Gn(AF )×Gn(AF )-invariant functional
P : (Vpin+1  V¯pin+1)⊗ (Vpin  V¯pin)→ C
defined by
(1.1) P(φ1, φ2; f1, f2) :=
(∫
[Gn]
φ1(g)f1(g)dg
)
·
(∫
[Gn]
φ2(g)f2(g)dg
)
for φi ∈ Vpin+1 , fi ∈ Vpin and [Gn] = Gn(F ) \ Gn(AF ). If φ1 = φ2 = φ and f1 = f2 = f , we
simply write P(φ, f) := P(φ1, φ2; f1, f2) and we call P the global period.
On the other hand, there is another Gn(AF )×Gn(AF )-invariant functional constructed from
the local integral of matrix coefficients. To define matrix coefficients, for each place v of F , let
Fv be its completion of F at v and denote Gi,v := Gi(Fv). Fix the local pairings
Bpii,v : pii,v ⊗ p¯ii,v → C
so that
Bpii =
∏
v
Bpii,v
where Bpii is the Petersson pairing
Bpii(f1, f2) :=
∫
[Gi]
f1(gi)f2(gi)dgi
Key words and phrases. automorphic forms, unitary groups, theta correspondence, L-functions, period inte-
grals, non-tempered represenation.
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2 JAEHO HAAN
and the dgi is Tamagawa measures on Gi(AF ). For each place v, we define a Gn,v×Gn,v invariant
functional
P\v : (pin+1,v  p¯in+1,v)⊗ (pin,v  p¯in,v)
by
P\v(φ1,v, φ2,v; f1,v, f2,v) :=
∫
Gn,v
Bpin+1,v (pin+1,v(gn,v)φ1,v, φ2,v)Bpin,v (pin,v(gn,v)f1, f2)dgn,v.
Here, the dgn,v are local Haar measures such that
∏
v dgn,v = dgn.
Write P\v(φv, φv; fv, fv) =: P\v(φv, fv) and we set
∆Gi := L(M
∨
i (1), 0)
∆Gi,v := Lv(M
∨
i (1), 0)
where M∨i (1) is the twisted dual of the motive Mi associated to Gi by Gross in [8]. It is known
in [11, Prop. 2.1] that P\v converges absolutely if the pii,v is tempered. Furthermore, it is also
known that for unramified data φv, fv satisfying conditions (1)− (7) in [11, p.6], we have
P\v(φv, fv) = ∆Gn+1,v
LEv (1/2, BC(pin,v)BC(pin+1,v))
Lv(1, pin,v,Ad)Lv(1, pin+1,v,Ad)
(Here, BC(pii) is the quadratic base-change of pii to a representation of GLi(AE))
From this observation, we can normailze P\v as
Pv := ∆−1Gn+1,v
Lv(1, pin,v,Ad)Lv(1, pin+1,v,Ad)
LEv (1/2, BC(pin,v)BC(pin+1,v))
P\v
and call this the local period.
Then ∏
v
Pv : (Vpin+1  V¯pin+1)⊗ (Vpin  V¯pin)→ C.
is also another Gn(AF )×Gn(AF )-invariant functional.
The Refined Gross-Prasad Conjecture predicts that these two global Gn(AF ) × Gn(AF )-
functionals P and ∏v Pv differs by only a certain constant, that is the central L-value of the
product L-function. The precise conjecture is as follows :
Conjecture 1.1 (Refined Gross-Prasad Conjecture for Unitary groups).
P(φ, f) = ∆Gn+1
2β
LE(1/2, BC(pin)BC(pin+1))
LF (1, pin,Ad)LF (1, pin+1,Ad)
∏
v
Pv(φv, fv).
(Here ψi is the conjectural L-parameter for pii and β is an integer such that 2
β = |Sψn+1 | · |Sψn |
and Sψi := CentĜi(Im(ψi)) is the associated component group.)
In [11], N.Harris proved this conjecture unconditionally for n = 1 using Waldspurger formula,
and conditionally for n = 2 assuming pi3 is a Θ-lift of a representation on U(2). Recently, Wei
Zhang proved for general case using relative trace formula under some local conditions.[27]
Our goal is to provide an analog of this conjecture for n = 2 and pi3 is a theta lift of U(1).
Note that in this case, pi3 is no longer tempered and so the above local periods may diverge. So
we first regularize the local period using the function appearing in the doubling method. Once
this is done, we can define a regularized local period and this enable us to establish the following
formula which can be seen as an analogue of Refined Gross-Prasad conjecture.
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Theorem 1.2. Let F be a totally real field and E a totally imaginary quadratic extension of
F such that all the finite places of F dividing 2 do not split in E. The unitary groups we
are considering here are all associated to this extension. Let σ be an automorphic characters of
U(1)(AF ) and pi3 = Θ(σ¯), pi2 = Θ(I¯) be irreducible tempered cuspidal automorphic representations
of U(2)(AF ) which comes from a theta lift of σ and trivial character I, respectively. We assume
that these two theta lifts are nonvanishing and cuspidal.
Then for φ = ⊗φv ∈ pi3 and f = ⊗fv ∈ pi2,
P(φ, f) = − 1
23
· L(3, χ)
L2(1, χ)
· LE(
1
2 , BC(σ)⊗ γ) ·Ress=0(LE(s,BC(pi2)⊗ γ))
LE(
3
2 , BC(σ)⊗ γ3)
∏
v
Pv(φv, fv).
where γ is a character of A×E/E× such that γ|A×F = χE/F and for i = 1, 2, ωpii is the central
character of pii. The normalized local periods Pv’s are defined by
Pv(φv, fv) := cv · lim
s→0
ζv(2s)
Lv(s,BC(pi2,v)⊗ γv) ·
∫
U(2)v
Bpi3,v (gv ·φv, φv) · Bpi2,v (gv · fv, fv) ·∆(gv)sdgv.
(here, cv is a constant for each v defined by
cv :=
L2v(1, χEv/Fv ) · LEv ( 32 , BC(σ)⊗ γ3v)
Lv(3, χEv/Fv ) · LEv ( 12 , BC(σ)⊗ γv)
and Bpii,v ’s are the fixed local pairings of θ(σ¯)v s.t. Bpii =
∏
v Bpii,v and ∆(gv) is some function
we will define in Section 3.)
Remark 1.3. In the SO(n) version of the conjecture, Ichino was the first who considered the
non-tempered case in [12], and recently, Yannan Qiu has brought his result into adelic setting
including the former.[19]. Thus this article can be considered as an analogue of [19].
The rest of the paper is organized as follows: in Section 2, we introduce the theta correspon-
dence for unitary groups, as well as the Weil representation. In Section 3, we give several versions
of the Rallis Inner Product Formula. With all these things put together, we prove Theorem 1.2
in Section 4 under the assumption of the lemma which we shall prove in Section 5.
2. The Θ-correspondence for Unitary groups
We review the Weil Representation and Θ-correspondence. Most of this section are excerpts
from [11].
2.1. The Weil Representation for Unitary Groups. In this subsection, we introduce the
Weil representation. Since the constructiuons of global and local Weil representation are similar,
we will treat both of them simultaneously. For an algebraic group G, if the same statement can
be applied to both the local and global cases, we will not use the distinguished notation G(Fv)
and G(AF ), but just refer them to G.
Let (V, 〈, 〉V ) and (W, 〈, 〉W ) be two hermitian and skew-hermitian spaces of dimension m,n re-
spectively. Denote G := U(V ) and H := U(W ) and we regard them as an algebraic group over F .
Define the symplectic space
W := ResE/F V ⊗E W
with the symplectic form
〈v ⊗ w, v′ ⊗ w′〉W := 1
2
trE/F (〈v, v′〉V ⊗ 〈w,w′〉W ) .
We also consider the associated symplectic group Sp(W) preserving 〈·, ·〉W and the metaplectic
group S˜p(W) satisfying the following short exact sequence :
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1→ C× → S˜p(W)→ Sp(W)→ 1.
Let X be a Lagrangian subspace of W and we fix an additive character ψ : AF /F → C× (globally)
or ψ : Fv → C× (locally). Then we have a Schro¨dinger model of the Weil Representation ωψ of
S˜p(W) on S(X), where S is the Schwartz-Bruhat function space.
Throughout the rest of the paper, let χE/F be the quadratic character of A×F /F× or F×v as-
sociated to E/F by the global and local class field theory. (For split place v, we define χE/F the
trivial character.) And we also fix some unitary character γ of A×E/E× or E×v whose restriction
to A×F or F
×
v is χE/F .
If we set
γV := γ
m
γW := γ
n,
then (γV , γW ) gives a splitting homomorphism
ιγV ,γW : G×H → S˜p(W)
and so by composing this to ωψ, we have a Weil representation of G×H on S(X).
When the choice of ψ and (γV , γW ) is fixed as above, we simply write
ωW,V := ωψ ◦ ιγV ,γW .
Remark 2.1. For n = 1, the image of H = U(1) in S˜p(W) coincides with the image of the
center of G, so we can regard the Weil representation of G×H as the representation of G.
2.2. The Local Θ-Correspondence. In this subsection, we deal with only the local case and
so we suppress v from the notation. (Note that if v is non-split, E is the quadratic extension of
F and in the split case, E = F ⊕F .) As in previous subsection, for non-split v, we denote χE/F
the quadratic character associated to E/F by local class field theory and for the split case, χE/F
is trivial.
2.2.1. Howe Duality. Suppose that (G,G′) is a dual reductive pair of unitary groups in a sym-
plectic group Sp(W). (Recall that a dual reductive pair (G,G′) in Sp(W) is a pair of reductive
subgroups of Sp(W) which are mutual centralizers, i.e. ZSp(W)(G) = G′ and ZSp(W)(G′) = G.)
After fixing the characters ψ and γ as in subsection 2.1, we obtain a Weil representation
(ωψ,γ ,S) of G×G′. For an irreducible admissible representation pi of G, the maximal pi-isotypic
quotient of ω, say S(pi), is of the form
S(pi) ∼= pi ⊗Θ(pi).
The Howe Duality Principle says that if Θ(pi) is nonzero, then
(1) Θ(pi) is a finite-length admissible representation of G′.
(2) Θ(pi) has the unique maximal semisimple quotient θ(pi) and it is irreducible.
(3) The correspondence pi 7→ θ(pi) gives a bijection between the irreducible admissible rep-
resentations of G and G′ that occur as the maximal semisimple quotients of S.
The third is called the local Θ-correspondence. The Howe duality is now known to hold for
all places. (see [1])
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2.3. The Explicit Local Weil representation for GL(3)(Fv). The local Weil representation
of unitary groups is explicitly described in [10]. In particular, if v splits, U(3)(Fv) = {(A,B) ∈
M3(Fv) | AB = I} and so by sending (x, x−1) to x, it is identified to GL(3)(Fv). We record here
the explicit local Weil representation of GL(3)(Fv) for later use.
Let X = F 3v be a 3-dimensional vector space over Fv with a fixed basis. Then there is a Weil-
representation ω of GL(3)(Fv) realized on S(F 3v ), which is uniquely determined by the following
formula:
ω(g)f(x) = γ(det(g))|det(g)| 12 f(gtx), x ∈ F 3v(2.1)
Since Ev = Fv × Fv and γ, we defined in [2.1], is trivial on Fv, we can write γ = (γ1, γ−11 ) for
some unitary character γ1 of Fv. Using the above isomorphism of U(3) and GL(3), we can write
γ(det(g)) = γ21(det(g)). We will use this formula in Section. 5.
2.4. The Global Θ-Correspondence. The global Θ-correspondence is realized using Θ-series.
To do this, we first define the theta kernel as follows. For any ϕ ∈ S(X(AF )), let
θ(g, h, ϕ) :=
∑
λ∈X(F )
ωW,γW ,V,γV ,ψ(g, h)(ϕ)(λ).
Note that this is slowly increasing function. Thus if f is some cusp form on G(AF ), it is rapidly
decreasing and so we can define
(2.2) θ(f, ϕ)(h) :=
∫
[G]
θ(g, h, ϕ)f(g) dg
where dg is the Tamagawa measure.
Then the Θ-lift of a cuspidal representation of G as follows:
Definition 2.2. For a cuspidal automorphic representation pi of G(AF ),
ΘV,W,γW ,γV ,ψ(pi) = {θ(f, ϕ) : f ∈ pi, ϕ ∈ S(X(AF ))}
is called the Θ-lift of pi with data (γW , γV , ψ).
The Howe Duality Principle implies the following. ([7], proposition 1.2)
Proposition 2.3. If Θ(pi) is a cuspidal representation of U(V )(A), then it is irreducible and is
isomorphic to the restricted tensor product ⊗vθ(piv).
Remark 2.4. Since we integrated f (instead of f) against the theta series, pi and Θ(pi) have the
same central characters.
Remark 2.5. In the theory of theta lift, there are two main issues, that is, the cuspidality and
non-vanishing of the theta lift. The cuspidality issue was treated by Rallis in terms of so-called
tower property.[21] So to make our Theorem (1.2) not vacuous, we record the criterion in [3.6]
which ensures the non-vanishing of two theta lifts pi3 and pi2.
3. The Rallis Inner Product Formula
The Rallis inner product formula enables us to express the Petersson inner product of the
global theta lift with respect to the source information. Since we will need three different version
of Rallis inner product formulas, we record them for lifts from U(1) to U(3), U(1) to U(1) and
U(1) to U(2). To give a uniform description, we introduce some related notions.
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3.1. Global and Local zeta-integral. Let V be a hermitian space over E of dimension m,
and W be a skew-hermitian space of dimension n. Let V − be the same space as V , but with
hermitian form −〈·, ·〉V . Note that U(V ) = U(V −). Let τ be a irreducible cupspidal automorphic
representation of U(V ).
Denote G := U(V ) = U(V −), H := U(W ), G := U(V ⊕V −) and i : G×G→ G be the inclusion
map U(V )×U(V −) ↪→ U(V⊕V −). Let v be a finite place of F andOv the ring of integer of Fv and
denote by $ a generator of its maximal ideal. We fix a maximal compact subgroup K =
∏
vKv
of G such that Kv := G(Ov) for finite places and Kv := G(Fv)∩U(2m) for archimedean places.
Let P be a Siegel-parabolic subgroup of G stabilizing V 4 := {(x, x) ∈ V ⊕ V −} with Levi-
component GL(V 4) and K˜ a maximal compact subgroup of G such that i(K × K) ↪→ K˜
and G = PK˜. Let I(s, γW ) := Ind
G(AF )
P (AF ) (γW ◦ det) · | det |s be the degenerate principal series
representation induced from the character γW of A×E and |det |s. (Here, we took γW as the one
we defined in [2.1] and the determinants are taken with respect to GL(V ∆) which is isomorphic
to the Levi of P .)
Then for Φs ∈ I(γW , s), we define the Eisenstein series
E(Φs, g˜) :=
∑
x∈P (F )\G(F )
Φs(xg˜)
for g˜ ∈ G. Then for f1, f2 ∈ τ , we can define
Definition 3.1. The Piatetski-Shapiro-Rallis zeta integral is defined as follows:
Z(s, f1, f2,Φs, γW ) :=
∫
[G×G]
f1(g1)f2(g2)E(Φs, ι(g1, g2))γ
−1
W (detU(V −) g2)dg1dg2.
This integral converges only for Re(s) 0. However, once the convergence is ensured, it can
be factored into the product of the local-zeta integrals. So we define the local zeta-integrals.
Assume that Φs = ⊗vΦs,v and fi = ⊗vfi,v. Then for each place v, the local zeta-integral is
defined by
Zv(s, f1,v, f2,v,Φs,v) :=
∫
U(V )v
Φs,v(i(gv, 1))〈piv(gv)f1,v, f2,v〉pivdgv
We note that the integral defining the Zv converges for Re(s) sufficiently large. However, Zv
can be extended to all of C by meromorphic continuation. For large s, there is a factorization
theorem of the zeta integral. (See [18] for more detail)
Theorem 3.2. For Re(s) 0,
Z(s, f1, f2,Φs, γW ) =
∏
v
Zv(s, f1,v, f2,v,Φs,v)
The local-zeta integral has a simple form for unramified places. Take S to be a sufficiently
large finite set of places of F such that for all v /∈ S, the relevant data is unramified, and the local
vectors fi,v are normalized spherical vectors so that 〈f1,v, f2,v〉piv = 1. Recall that m = dimE V ,
n = dimEW and set
dm(s, γW ) :=
m−1∏
r=0
L(2s+m− r, χn+rE/F ).
It is known that for v /∈ S, Zv has the following simple form,
Zv(s, f1,v, f2,v,Φs,v) =
Lv(s+ 1/2, pi ⊗ γW )
dm,v(s, γW )
(3.1)
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and so we can normalize them defining Z#v by
Z#v (s, f1,v, f2,v,Φs,v) =
dm,v(s, γW )
Lv(s+ 1/2, pi ⊗ γW ) · Zv(s, f1,v, f2,v,Φs,v)
Thus, we can rewrite Theorem 3.2 as follows:
For f1, f2 ∈ τ , we have
Z(s, f1, f2,Φs, γW ) =
L(s+ 1/2, pi ⊗ γW )
dm(s, γW )
·
∏
v
Z#v (s, f1,v, f2,v,Φs,v)(3.2)
3.2. The Siegel-Weil section. The Rallis Inner Product Formula relates the Petersson inner
product of the global theta lifts to the global zeta-integral for a special section Φs ∈ I(s, γW ),
so called Siegel-Weil section. In this section, we give the definition of the Siegel-Weil section
introducing the doubled Weil representation.
The setting for the doubled Weil representation is as follows.
We have
W := ResE/F 2V ⊗E W
where 2V := V ⊕ V −. We also denote
V ∇ := {(v,−v) : v ∈ V } ⊂ V ⊕ V −.
Since V ∇⊗W is a Lagrangian subspace of W over F , with some fixed choice of characters ψ and
γ, we have a Schro¨dinger model of the Weil representation ω˜ of G×H realized on S((V ∇⊗W )).
Now, fix polarizations
V = X+ ⊕ Y +
V − = X− ⊕ Y −
and denote
X := X+ ⊕X−
Y := Y + ⊕ Y −.
Then
2V = X ⊕ Y
and so we have another Lagrangian X ⊗W of W.
If we set
X := X ⊗W
X+ := X+ ⊗W
X− := X− ⊗W,
then there is a U(V )(AF )× U(V −)(AF )-intertwining map
ρm,n : S(X+(AF ))⊗ S(X−(AF ))→ S(X(AF ))→ S((V ∇ ⊗W )(AF ))
where the first map is the obvious one, and the second map is given by the Fourier transform.
Furthermore, it satisfies ρm,n(ϕ1⊗ ϕ¯2)(0) =< ϕ1, ϕ2 > and so
(
ω˜(i(g, 1)) ·ρm,n(ϕ1⊗ ϕ¯2)
)
(0) =<
ωW,V (g) · ϕ1, ϕ2 >.([16, p.182]) Let sm = n−m2 . By the explicit formula for ω˜ described in [15],
there is an intertwining map [ ] : S(V ∇ ⊗W ) → I(sm, γW ) given by Φ → fsmΦ (g˜) = ω˜(g˜)Φ(0).
We can also extend fsmΦ to f
s
Φ ∈ I(s, γW ) for all s ∈ C by defining fsΦ := fsmΦ · | det |s−sm and call
this the Siegel-Weil section in I(s, γW ). (Here the determinant map was taken as in 3.1.) Then
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we can define the function ∆m of G as ∆m(g) := |det(i(g, 1))| and using ∆m, we can write the
Siegel-Weil section as
fs[ρm,n(ϕ1⊗ϕ¯2)](g) = 〈ωW,V (g) · ϕ1, ϕ2〉 ·∆m(g)s−sm .(3.3)
Note that ∆m(g) is K × K invariant and ∆m(1) = 1. (For k1, k2 ∈ K, (k1gk2, 1) =
(k1, k1) · (g, 1) · (k2, k−11 ) and (k1, k1) ∈ P , (k2, k−11 ) ∈ K˜.) Using the similar argument of
Prop.6.4 in [18], Yamana[[26], Lemma A.4.] computed ∆m(gv) explicitly for split place v of F
not dividing 2. We record his computation for splitting places.
(1) v : non-archimedean place : Let v be a finite place of F which splits in E and not
divide 2. Let Ov be the ring of integer of Fv and $ a generator of its maximal ideal. Since v
splits, U(m)(Fv) ' GL(m)(Fv) and by Cartan decomposition, GL(m)(Fv) = KmD+mKm where
Km = GL(m)(Ov) and D+m = diag[$a1 , · · · , $am ]. Then,
∆m(gv) = |$|
∑m
i=1 |ai|(3.4)
(2) v : archimedean place : Let v be a finite place of F which splits in E and let [Fv :
R] = 2. Write Km = {g ∈ GL(m)(Fv) | tg¯g = In}. If g = k1dk2 with k1, k2 ∈ Km and
d = diag[d1, d2, · · · , dm] with positive and reals di, then
∆m(gv) = 2
mts
m∏
i=1
(d−1i + di)
−ts.(3.5)
Remark 3.3. Since |a+ b| 6= |a|+ |b|, we cannot expect ∆m(gvlv) 6= ∆m(gv)∆m(lv) for central
diagonal matrix lv = diag[$
c, · · · , $c] ∈ GL(m)(Fv).
Now, we are ready to state the three versions of Rallis Inner Product formula. The first one
is as follows;
3.3. Lifting from U(1) to U(3). Here, dimV = 1, dimW = 3 and τ is a irreducible automor-
phic representation of U(1)(AF ). Suppose that fi = ⊗vfi,v ∈ τ, ϕ1 = ⊗vϕ1,v ∈ S(X+(AF )) and
ϕ2 = ⊗vϕ2,v ∈ S(X−(AF )). Let Φs,v ∈ I(s, γ3) is a holomorphic Siegel-Weil section given by
[ρ1,3(ϕ1 ⊗ ϕ¯2)]. Then,
Theorem 3.4.
〈θ(f¯1, ϕ1), θ(f¯2, ϕ2)〉Θ(τ¯) =
LE(
3
2 , BC(τ)⊗ γ3)
L(3, χE/F )
∏
v
Z]v(1, f1,v, f2,v,Φ1,v)
where
Z]v :=
Lv(3, χEv/Fv )
LEv (
3
2 , BC(τv)⊗ γ3v)
· Zv
Proof. This follows immediately from Theorem 2.1 in [16] and (3.2) the normalization of the
local-zeta integral. 
The next following two versions of Rallis Inner product formula come from Lemma 10.1 in
[25]:
3.4. Lifting from U(1) to U(1). Here, dimV = dimW = 1 and τ is a irreducible automorphic
representation of U(1)(AF ). Suppose that fi = ⊗vfi,v ∈ τ, ϕ1 = ⊗vϕ1,v ∈ S(X+(AF )) and
ϕ2 = ⊗vϕ2,v ∈ S(X−(AF )). Let Φs,v ∈ I(s, γ) is a holomorphic Siegel-Weil section given by
[ρ1,1(ϕ1 ⊗ ϕ¯2)]. By [25, Theorem 4.1] and 3.2 , we have
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Theorem 3.5.
〈θ(f¯1, ϕ1), θ(f¯2, ϕ2)〉Θ(τ¯) = 1
2
· LE(
1
2 , BC(τ)⊗ γ)
L(1, χE/F )
∏
v
Z]v(0, f1,v, f2,v,Φ0,v)
where
Z]v =
Lv(1, χEv/Fv )
LEv (
1
2 , BC(τv)⊗ γv)
· Zv
3.5. Lifting from U(2) to U(1). Here, dimV = 2, dimW = 1 and τ is a irreducible automor-
phic representation of U(2)(AF ). Suppose that fi = ⊗vfi,v ∈ τ, ϕ1 = ⊗vϕ1,v ∈ S(X+(AF )) and
ϕ2 = ⊗vϕ2,v ∈ S(X−(AF )). Let Φs,v ∈ I(s, γ) be a holomorphic Siegel-Weil section given by
[ρ2,1(ϕ1 ⊗ ϕ¯2)]. Then,
Theorem 3.6.
〈θ(f¯1, ϕ1), θ(f¯2, ϕ2)〉Θ(τ¯) = −Ress=0(LE(s,BC(τ)⊗ γ))
L(1, χE/F )
∏
v
Z]
v,s=− 12
(s, f1,v, f2,v,Φs,v)
where
Z]
v,s=− 12
(s, f1,v, f2,v,Φs,v) = lim
s→0
Lv(2s+ 1, χEv/Fv ) · ζv(2s)
LEv (s,BC(τv)⊗ γv)
· Zv(s− 1
2
, f1,v, f2,v,Φs− 12 ,v)
Proof. By Lemma 10.1 (2) in [25] and (3.2),
〈θ(f¯1, ϕ1), θ(f¯2, ϕ2)〉Θ(τ¯) = 1
2
· lim
s→0
LE(s,BC(τ)⊗ γ)
L(2s+ 1, χE/F )ζF (2s)
∏
v
Z]v(s−
1
2
, f1,v, f2,v,Φs− 12 ,v).
By Theorem 9.1 and Lemma 10.2 in [25], if θ(τ¯) doesn’t vanish, LE(s,BC(τ)⊗ γ) has a simple
pole at s = 0. Note that ζF (s) is the completed Dedekind zeta function of F and it has a simple
pole at s = 0. Since Ress=0ζF (s) = −1 and L(1, χE/F ) is nonzero, we get
lim
s→0
LE(s,BC(τ)⊗ γ)
L(2s+ 1, χE/F )ζF (2s)
=
−Ress=0(LE(s,BC(τ)⊗ γ))
L(1, χE/F )
.
For each v, d2(s − 12 , γW ) · Φs− 12 ,v(g) is not holomorphic but good section (see, [25]), so by
Theorem 5.2 in[25], the quotient of Lv(2s + 1, χEv/Fv ) · ζv(2s) · Zv(s − 12 , f1,v, f2,v,Φs− 12 ,v) by
LEv (s,BC(τv) ⊗ γv) is holomorphic. Thus each Z]v,s=− 12 (s, f1,v, f2,v,Φs,v) exists and it proves
theorem when θ(τ¯) is nonvanishing. When θ(τ¯) is zero, then LE(s,BC(τ) ⊗ γ) is holomorphic
by Lemma 10.2 in [25], and so Ress=0(LE(s,BC(τ) ⊗ γ) is zero. So the theorem also holds in
this case. 
3.6. The local-to-global criterion for the non-vanishing of the theta lifts. Since we will
assume pi3 and pi2 are non-vanishing, we descrive the non-vanishing criterion of the theta lifts
pi3, pi2 as well as from U(1) to U(1).
3.6.1. Theta lift from U(1) to U(3). Let τ be a character of U(1). By the [Lemma 5.3 , [16]], the
Euler product LE(s,BC(τ)⊗ γ3) absolutely converges and nonzero at s = 32 . Then by (3.4), we
see that pi3 = Θ(τ¯) does not vanish when the local zeta integral Zv(1, ·) ∈ Hom(I(1, γ3v)⊗τ∨v ⊗τv)
is nonzero for all the places v.
3.6.2. Theta lift from U(1) to U(2). Let τ be a character of U(1). Then by [Theorem 5.10,
[11]], the theta lift pi3 = Θ(τ¯) does not vanish when LE(1, BC(τ) ⊗ γ2) 6= 0 and local theta lift
θv(τ¯v) 6= 0 for all the places v.
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3.6.3. Theta lift form U(1) to U(1). Let V (resp, W ) be a hermitian (resp, skew-hermitian)
space of dimension 1 over E. Let τ be a character of U(V )(AF ). Then by (3.4) and [Theorem
6.1, [10]], the theta lift Θ(τ¯) is non-vanishing if and only if LE(
1
2 , BC(τ)⊗ γ) 6= 0 and for all v,
v(
1
2 , τv ⊗ γv, ψv) = V · W . (Here, V (s, ·), W (s, ·) are the local root number and v is the sign
of VEv ,WEv respectively.)
4. Proof of Theorem 1.2
We remind the reader of our setting.
4.1. The Setup. F is a totally real number field and E a totally imaginary quadratic extension
of F .1 We consider the following seesaw diagram:
(4.1) U(V ⊕ L) U(W )× U(W )
U(V )× U(L) U(W )
(Here, V is a 2-dimensional hermitian space over E/F and W is a 1-dimensional skew-
hermitian space over E/F and L is a hermitian line over E/F .
Using the seesaw duality, we can relate the period integral in Theorem to the triple product
integral over U(W ).
We first fix the following:
• pi2 = ⊗pi2,v is an irreducible, cuspidal, tempered, automorphic representation of U(V )(AF ).
• σ = ⊗σv is an automorphic character of U(W )(AF ).
• µ := w−1pi2 ·σ is an automorphic character of U(L)(AF ), where ωpi2 is the central character
of pi2 and µ = ⊗µv where µv = w−1pi2,v · σv.
• (ωV⊕L,W , ψ) is a Weil representation of S˜p(W)(AF ). (See Chapter 2 for notation.)
We also fix local pairings Bpi2,v ,Bσv ,Bµv such that
∏
v Bpi2,v ,
∏
v Bσv ,
∏
v Bµv give the respec-
tive Petersson inner products on the global representation and Bµv (µv, µv) = Bσv (σv, σv) for all
places v. (Since Bσ(σ, σ) = Bµ(µ, µ) = Vol([U(1)]), these choices can stand with no conflict.)
We take γL, γW = γ and γV = γ
2, where γ is a unitary character of A×E/E× such that γ|A×F =
χE/F and fix additive character ψ : AF → C. After fixing these splitting data (γV , γL, γW , ψ), we
can define the relevent theta lifts and denote them Θ(p¯i2) := ΘW,V γW ,γV ,ψ(p¯i2) on U(W )(AF ),
Θ(σ¯) := ΘW,V⊕L,γW γV ,γL,ψ(σ¯) on U(V ⊕ L)(AF ), and Θ(µ¯) := ΘW,LγW ,γL,ψ(µ¯) on U(W )(AF ).
We assume that all Θ-lifts we consider here are non-vanishing and cuspidal.
4.2. Proof of Theorem 1.2. In the course of the proof, we will regard µ and σ as automor-
phic forms in the 1-dimension representations of µ and σ and take fµ = µ, and fσ = σ. Since
ωW,V⊕L = ωW,V ⊗ ωW,L, we prove the theorem assuming ϕ = ϕ1 ⊗ ϕ2 for ϕ1 ∈ ωW,V and
ϕ2 ∈ ωW,L.
Step 1. First, we consider another the global period
P ′ : VΘ(σ¯) ⊗ Vpi2 ⊗ Vµ → C
1Indeed, this assumption is not essential. See Remark 5.2
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defined by
P ′(fΘ(σ¯), fpi2 , fµ) :=
∣∣∣∣∣
∫
[U(V )×U(L)]
fΘ(σ¯)(i(g, l))fpi2(g)fµ(l)dgdl
∣∣∣∣∣
2
.
(Here, i is the natural embedding i : U(V )× U(L) ↪→ U(V ⊕ L).)
By making a change of variables g → gl, we see that∫
[U(V )×U(L)]
fΘ(σ¯)(i(g, l))fpi2(g)fµ(l)dgdl =
∫
[U(V )×U(L)]
fΘ(σ¯)(i(gl, l))fpi2(gl)fµ(l)dgdl.
By Remark 2.4, the central character of Θ(σ¯) is ω−1σ = σ
−1. So, after observing that (l, l) is
in the center of U(V ⊕ L) and l is in the center of U(V ), we have∫
[U(V )×U(L)]
fΘ(σ¯)(i(gl, l))fpi2(gl)µ(l)dgdl
=
∫
[U(V )×U(L)]
ωΘ(σ¯)(l)ωpi2(l)µ(l)fΘ(σ¯)|U(V )(g)fpi2(g)dgdl
=
∫
[U(V )×U(L)]
fΘ(σ¯)|U(V )(g)fpi2(g)dgdl
= Vol([U(L)])
∫
[U(V )]
fΘ(σ¯)|U(V )(g)fpi2(g)dg
= 2
∫
[U(V )]
fΘ(σ¯)|U(V )(g)fpi2(g)dg. (note that Vol([U(1)]) = 2)
Thus, we get P(fΘ(σ¯), fpi2) = 14P ′(fΘ(σ¯), fpi2 , fµ).
Step 2. By the global seesaw duality, we see that∫
[U(V )×U(L)]
θ(σ¯, ϕ)(i(g, l))fpi2(g)µ(l)dgdl =
∫
[U(W )]
θ( ¯fpi2 , ϕ1)(h)θ(µ¯, ϕ2)(h)σ(h)dh
(The order change of integration is justified by the rapidly decreasing property of cusp forms
and the moderate growth of the theta series.)
Since Θ(pi2) and Θ(µ¯) have central characters ω
−1
pi2 and µ
−1 respectively, we see that
P ′(θ( ¯fpi2 , ϕ1)), θ(f¯µ, ϕ2)), fσ) = |θ( ¯fpi2 , ϕ1)(1)θ(µ¯, ϕ2)(1)σ(1)|2 ·Vol([U(W )])2.
For τ = pi2 or µ and i = 1, 2 ,
BΘ(τ¯)(θ(f¯τ , ϕi), θ(f¯τ , ϕi)) = |θ(f¯τ , ϕi)(1)|2 ·Vol([U(W )]) and σ(1) = 1.
Thus we can write
P ′(θ( ¯fpi2 , ϕ1)), θ(f¯µ, ϕ2)), fσ) = BΘ(pi2)(θ( ¯fpi2 , ϕ1), θ( ¯fpi2 , ϕ1)) · BΘ(µ¯)(θ(f¯µ, ϕ2), θ(f¯µ, ϕ2)).
By theorem 3.5 and 3.6, we see that P ′(θ( ¯fpi2 , ϕ1)), θ(f¯µ, ϕ2)), fσ) =
−1
2
· LE(
1
2 , BC(µ)⊗ γ)
L(1, χE/F )
· Ress=0(LE(s,BC(pi2)⊗ γ))
L(1, χE/F )
·
∏
v
Z]v(fµv , fpi2,v , ϕ1,v, ϕ2,v)
where Z]v(fpi2,v , fµv , ϕ1,v, ϕ2,v) = Z
]
v,s=− 12
(s, fpi2,v , fpi2,v ,Φs,v) · Z]v(0, fµv , fµv ,Φ0,v) and
Φs,v = [ρ2,1(ϕ1 ⊗ ϕ¯1)] ∈ I(s, γ), Φ0,v = [ρ1,1(ϕ2 ⊗ ϕ¯2)] ∈ I(0, γ).
(Note that Z]v(fpi2,v , fµv , ϕ1,v, ϕ2,v) = 1 for unramified data)
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Step 3. Let us make use several abbreviations for various matrix coefficients.
Bϕ1,vωW,V (gv) := BωW,V (ωW,V (gv, 1) · ϕ1,v, ϕ1,v) , Bϕ2,vωW,L(lv) := BωW,L(ωW,L(1, lv) · ϕ2,v, ϕ2,v),
BϕvωW,V⊕L(gv, lv) := BωW,V⊕L(ωW,V⊕L(i(gv, 1), lv)ϕv, ϕv) = BωW,V⊕L(ωW,V⊕L(i(gvlv, lv), 1)ϕv, ϕv),
Bfpi2,vpi2,v (gv) := Bpi2,v (gv · fpi2,v , fpi2,v ) , Bfτvτv (lv) := Bτv (lv · fτv , fτv ) for τ = σ or µ.
(Recall that in the Weil representation ωW,V⊕L, the elements in U(W ) act as the central element
in U(V ⊕ L).)
If we unfold Z]
v,s=− 12
(s, fpi2,v , fpi2,v ,Φs,v) in Z
]
v(fpi2,v , fµv , ϕ1,v, ϕ2,v), we can write
Z]v(fpi2,v , fµv , ϕ1,v, ϕ2,v) =
lim
<(s)→0+
Lv(2s+ 1, χEv/Fv ) · ζv(2s)
LEv (s,BC(pi2,v)⊗ γv)
·
∫
U(V )v
Z]v(0, fµv , fµv ,Φ0,v)Bϕ1,vωW,V (gv)B
fpi2,v
pi2,v (gv)∆2(gv)
sdgv
=
L2v(1, χEv/Fv )
LEv (
1
2 , BC(µv)⊗ γv)
· lim
<(s)→0+
ζv(2s)
LEv (s,BC(pi2,v)⊗ γv)
· Iv(s, ϕ1,v, ϕ2,v, fpi2,v , fµv ) where
Iv(s, ϕ1,v, ϕ2,v, fpi2,v , fµv ) :=∫
U(V )v
(∫
U(L)v
Bϕ2,vωW,L(lv) · B
fµv
µv (lv)dlv
)
· Bϕ1,vωW,V⊕L(gv) · B
fpi2,v
pi2,v (gv) ·∆2(gv)sdgv.
Set J(s, gv, lv, ϕ1,v, ϕ2,v, fpiv , fµv ) := Bϕ2,vωW,L(lv) · Bfµvµv (lv) · Bϕ1,vωW,V⊕L(gv) · B
fpi2,v
pi2,v (gv) · ∆2(gv)s.
Then we can write Iv as a double integral,
Iv(s, ϕ1,v, ϕ2,v, fpi2,v , fµv ) =
∫
U(V )v×U(L)v
J(s, gv, lv, ϕ1,v, ϕ2,v, fpi2,v , fµv )dgvdlv.
Since pi2 is tempered, by Lemma 7.2 in [25], Zv(s, fpi2,v , fpi2,v , [ρ(ϕ1,v⊗ϕ¯1,v)]) absolutely converge
for <(s) > − 12 and so Zv(0, fµv , fµv , [ρ(ϕ2,v ⊗ ϕ¯2,v)]) does. For <(s) > 0, Iv(s) is just the prod-
uct of Zv(s, fpi2,v , fpi2,v , [ρ(ϕ1,v ⊗ ϕ¯1,v)]) and Zv(0, fµv , fµv , [ρ(ϕ2,v ⊗ ϕ¯2,v)]), the above doubled
integral for Iv(s) absolutely converges for <(s) > 0.
Step 4. By making a change of variables gv → gvlv,
Iv(s, ϕ1,v, ϕ2,v, fpi2,v , fµv ) =
∫
U(V )v×U(L)v
J(s, gvlv, lv, ϕ1,v, ϕ2,v, fpi2,v , fµv )dgvdlv
=
∫
U(V )v×U(L)v
Bϕ1,vωW,V (gvlv) · Bϕ2,vωW,L(lv) · B
fpi2,v
pi2,v (gvlv) · Bfµvµv (lv) ·∆2(gvlv)sdgvdlv
=
∫
U(V )v×U(L)v
BϕvωW,V⊕L(gv, lv) · B
fpi2,v
pi2,v (gv) · ωpi2,v (lv) · Bfµvµv (lv) ·∆2(gvlv)sdgvdlv
=
∫
U(V )v×U(L)v
BϕvωW,V⊕L(gv, lv) · B
fpi2,v
pi2,v (gv) · ωσv (lv) · Bfµvµv (1v) ·∆2(gvlv)sdgvdlv
=
∫
U(V )v×U(L)v
BϕvωW,V⊕L(gv, lv) · B
fpi2,v
pi2,v (gv) · Bfσvσv (lv) ·∆2(gvlv)sdgvdlv
(The last equality follows from Bσv (fσv , fσv ) = Bµv (fµv , fµv )).
Step 5. By the lemma 5.1 in the next section, we see that
lim
<(s)→0+
ζv(2s)
LEv (s,BC(pi2,v)⊗ γv)
·
∫
U(V )v×U(L)v
BϕvωW,V⊕L(gv, lv)·B
fpi2,v
pi2,v (gv)·Bfσvσv (lv)·∆2(gvlv)sdgvdlv =
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lim
<(s)→0+
ζv(2s)
LEv (s,BC(pi2,v)⊗ γv)
·
∫
U(V )v×U(L)v
BϕvωW,V⊕L(gv, lv)·B
fpi2,v
pi2,v (gv)·Bfσvσv (lv)·∆2(gv)sdgvdlv =
lim
<(s)→0+
ζv(2s)
LEv (s,BC(pi2,v)⊗ γv)
·
∫
U(V )v
Zv(1, fσv , fσv , [ρ(gv · ϕv ⊗ ϕ¯v)]) · B
fpi2,v
pi2,v (gv) ·∆2(gv)sdgv.
We normalize Zv(1, fσv , fσv , [ρ(ϕv ⊗ ϕ¯v)]) by
Z]v(1, fσv , fσv , [ρ(ϕv ⊗ ϕ¯v)]) :=
Lv(3, χEv/Fv )
LEv (3/2, BC(σv)⊗ γ3v)
· Zv(1, fσv , fσv , [ρ(ϕv ⊗ ϕ¯v)]).
We define the local inner product Bθ(σ¯v) on θv(σ¯v) as follows:
Bθ(σ¯v)(θv(f¯σv , ϕv), θv(f¯σv , ϕv)) :=

LE(3/2,BC(σ)⊗γ3)
L(3,χE/F )
· Z]v(1, fσv , fσv , [ρ(ϕv ⊗ ϕ¯v)]) for some place v
Z]v(1, fσv , fσv , [ρ(ϕv ⊗ ϕ¯v)]) for the remaining places
Then we see that
BΘ(σ¯)(θ(f¯σ, ϕ), θ(f¯σ, ϕ)) =
∏
v
Bθ(σ¯v)(θv(f¯σv , ϕv), θv(f¯σv , ϕv))
and Bθ(σ¯v)(θv(f¯σv , ϕv), θv(f¯σv , ϕv)) = 1 for unramified data (fσv , ϕv).
(Note that the ′small′ local theta-lift is the maximal semisimple quotient of the ′big′ theta-
lift, and so we should check whether these pairings are well-defined. But since we are as-
suming Θ(σ¯) is cuspidal, it is semisimple and so BΘ(σ¯)(θ(f¯σ, ϕ), θ(f¯σ, ϕ)) factors as a map
σv ⊗ σ¯v ⊗ $ωW,V⊕L ⊗ $¯ωW,V⊕L → Θ(σ¯) ⊗ Θ(σ¯). Thus theorem (3.4) shows that BΘ(σ¯v) de-
scends to Bθ(σ¯v).)
Step 6. With the things we developed so far, we see that
P(fΘ(σ¯), fpi2) =
1
4
P ′(fΘ(σ¯), fpi2 , fµ) =
1
4
P ′(θ( ¯fpi2 , ϕ1)), θ(f¯µ, ϕ2)), fσ)
= − 1
23
· LE(
1
2 , BC(µ)⊗ γ)
L(1, χE/F )
· Ress=0(LE(s,BC(pi2)⊗ γ))
L(1, χE/F )
·
∏
v
Z]v(fµv , fpi2,v , ϕ1,v, ϕ2,v)
= − 1
23
·LE(
1
2 , BC(µ)⊗ γ)
L(1, χE/F )
·Ress=0(LE(s,BC(pi2)⊗ γ))
L(1, χE/F )
L(3, χE/F )
LE(3/2, BC(σ)⊗ γ3) ·
∏
v
Pv(θv(f¯σv , ϕv), fpi2,v)
This proves the theorem.
Remark 4.1. In the course of the proof, we see that our local period P]v(θv(f¯σv , ϕv), fpi2,v) is just
the unfolding expression of Z]v(0, fµv , fµv ,Φ0,v) · Z]v,s=− 12 (s, fpi2,v , fpi2,v ,Φ− 12 ,v). By Proposition
11.6 in [2], the non-vanishing of these two local zeta integral functions Z]
v,s=− 12
and Z]v is equiv-
alent to the non-vanishing of the local theta lifts ΘW1,v,V2,v (pi2,v) and ΘW1,v,L1,v (µv) respectively.
Since we assumed that theta lift ΘW1,V2(pi2) is non-zero, ΘW1,v,V2,v (pi2,v) is non-zero for all v and
so is Z]
v,s=− 12
. Thus the non-vanishing of P]v is equivalent to ΘW1,v,L1,v (µv) = ΘW1,v,L1,v (σv) is
non-zero. (Note that wpi2 = I.) Based upon this observation, we proved that P]v 6= 0 is equivalent
to HomU(V2)(Fv)(pi3,v, pi2,v) 6= 0 in [9] and it is the analog of the local Ichino-Ikeda conejctures
for non-tempered case.
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5. Proof of Lemma 5.1
In this section, we prove the lemma upon which we developed Step 5 in the proof of 1.2. We
retain the same notations as in the previous section and since everything occurs in local case,
we suppress v from the notation. We remind the reader that pi2 is given by the theta lift of the
trivial character I of U(1).
Lemma 5.1. Let t be the order of ζ(2s)LE(s,BC(pi2)⊗γ) at s = 0. Then,
(5.1) lim
<(s)→0+
st ·
∫
U(V )×U(L)
BϕωW,V⊕L(g, l) · B
fpi2
pi2 (g) · Bfσσ (l) · (∆2(gl)s −∆2(g)s)dgdl = 0
Proof. When E is quadratic field extension of F , U(L) is the centralizer of U(V ) and compact
and so it is included in every maximal compact subgroup of U(V ). Then ∆2(gl)
s −∆2(g)s = 0
and so the lemma is immediate in this case. So we assume E = F × F and by our hypothesis,
all archimedean places do not split, and so we consider only p-adic case.
Since E = F × F , U(n) ' GLn(F ) and by Cartan decomposition, GL1(F ) =
⋃
l∈Z$
lK1,
GL2(F ) =
⋃
n∈Z,m∈NK2
(
$n+m
$n
)
K2. (here, O is the ring of integer of F and $ is a
uniformizer of O and Ki = GLi(O).)
Since the theta lift preserves the central character, ωpi2($) = 1 and let α = σ($). For i = 1, 2
and diagonal matrix m ∈ GLi(F ), let µi(m) := V ol(KimKi)V ol(Ki)2 . Since GL1(F ) is abelian, µ1(m) = 1
and by the Lemma 2.1 in ([20]), µ2(diag(a, b)) = C · | ba | for some constant C ∈ R>0.
Then the measure decomposition formula turns 5.1 to show
lim
<(s)→0+
st ·
∑
n,l∈Z,m≥0
αl · |$|−m · (|$|s(|n+m+l|+|n+l|) − |$|s(|n+m|+|n|)) · I(s, ϕ, fpi2 ,m, n, l) = 0
where I(s, ϕ, fpi2 ,m, n, l) =∫
K1×K2×K2
BϕωW,V⊕L(k2 diag($n+m, $n)k′2, $lk1) · B
fpi2
pi2 (k2 diag($
m, 1)k′2)dk1dk2dk
′
2.
Since ϕ and fpi2 are K ×K-finite functions, we are sufficient to show
lim
<(s)→0+
st ·
( ∑
n,l∈Z,m≥0
αl · |$|−m · (|$|s(|n+m+l|+|n+l|) − |$|s(|n+m|+|n|)) · cn,m,l · dm
)
= 0
where cn,m,l = BϕωW,V⊕L(diag($n+m, $n), $l) and dm = B
fpi2
pi2 (diag($
m, 1)).
Now we invoke the asymptotic fomulas of cn,m,l and dm. Recall (2.1) in Section 2.2 and write
c = γ21($). (Note that |c| = 1.) Since ϕ is locally constant and has compact support, there
is l1 ∈ N such that for X,Y ∈ F 3, if |X − Y | ≤ |$|l1 · Sup{|X| | X ∈ supp(ϕ) ⊂ F 3}, then
ϕ(X) = ϕ(Y ). Thus
cn,m,l =
{
c2n+m+l · |$|n+m+l2 · ∫
F 3
ϕ($n+mx1, $
nx2, 0) · ϕ(x1, x2, x3)dX, if l ≥ l1
c2n+m+l · |$|n+m−l2 · ∫
F 3
ϕ($n+mx1, $
nx2, x3) · ϕ(x1, x2, 0)dX, if l ≤ −l1.
Write
an,m =
∫
F 3
ϕ($n+mx1, $
nx2, 0)·ϕ(x1, x2, x3)dX, bn,m =
∫
F 3
ϕ($n+mx1, $
nx2, x3)·ϕ(x1, x2, 0)dX.
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Then an,m =
{
a1n,m, if n ≥ l1
|$|−n · a2n,m, if n ≤ −l1,
where
a1n,m =
∫
F 3
ϕ($n+mx1, 0, 0) · ϕ(x1, x2, x3)dX, a2n,m =
∫
F 3
ϕ($n+mx1, x2, 0) · ϕ(x1, 0, x3)dX
and bn,m =
{
b1n,m, if n ≥ l1
|$|−n · b2n,m, if n ≤ −l1,
where
b1n,m =
∫
F 3
ϕ($n+mx1, 0, x3) · ϕ(x1, x2, 0)dX, b2n,m =
∫
F 3
ϕ($n+mx1, x2, x3) · ϕ(x1, 0, 0)dX.
Again
ain,m =
{
ki1 if n+m ≥ l1
|$|−(n+m) · ki2 if n+m ≤ −l1
and
bin,m =
{
ki3 if n+m ≥ l1
|$|−(n+m) · ki4 if n+m ≤ −l1
for some constants {ki1, ki2, ki3, ki4}i=1,2.
Note that in codimension 0, 1 case, the theta lift sends a tempered representation to a tempered
one. Thus we know that pi2 is tempered and by [Prop.8.1, [3]], we see that it is the irreducible
unitary induced representation B(γ21 , γ
−2
1 ) of GL(2)(F ). (here, since γ = (γ1, γ
−1
1 ), if we regard
γ as a character of F× using the isomorphism of U(1) and GL(1), γ(x) = γ21(x).) Then by ([20],
Lemma 3.9), if we take l1 large enough, we assume that for m ≥ l1, dm = |$|m2 ·(c1 ·cm+c2 ·c−m)
where c1, c2 are constants.
If pi is an unramified representation of U(Wn) and θ(pi) is the theta lift of pi to U(Vn+1), then
BC(θ(pi)) ' BC(pi)γ−1  γn by (8.1.2) in [24]. Recall that GU2,0(AF ) ' (D× × E×)/∆F×
where D is the quaternion division algebra over F and GU1,1(AF ) ' (GL2(F ) × E×)/∆F×.
Since GL2(F ) and D
× have the strong multiplicity one theorem and global theta lift is the
product of local theta lifts, the unramified computations of the local theta lifts completely de-
termine the global theta lift from U(1) to U(2) not at the level of individual represenations
but of L-parameters. Thus since pi2 is the theta lift of the trivial representation, we have
the L-parameter relation BC(pi2) = BC(I)γ−1  γ for all places and so LE(s,BC(pi2) ⊗ γ) =
( 11−q−s )
2 · 1
1−γ21($)q−s ·
1
1−γ−21 ($)q−s
. (Recall γ = (γ1, γ
−1
1 ) for some unitary character γ1 of F .)
Thus if γ21($) = 1, LE(s,BC(pi2) ⊗ γ) has a quadruple pole at s = 0 and if γ21($) 6= 1, then it
has double pole at s = 0.) So in any cases, we have t ≥ 1.
Now, we introduce two notation that we will use in this argument :
• If two meromorphic functions f1, f2 differ by a constant multiplication, we write f1 ≈ f2.
• For two meromorphic functions f1, f2 and m ∈ N, if lim<(s)→0+ sm · (f1(s) − f2(s)) = 0, we
write f1
m∼ f2 and if f1 0∼ f2, we simply write f1 ∼ f2.
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Since the integral in the Lemma absolutely converges on <(s) > 0, to prove it, it suffices to show
that each component of the integral
(5.2)
∑
n∈Z,m≥0
c2n+m|$|n−m2 dman,m ·
(∑
l≥l1
clαl|$| l2 (|$|s(|n+m+l|+|n+l|) − |$|s(|n+m|+|n|))
(5.3)
∑
n∈Z,m≥0
|$|−mdm ·
( ∑
−l1<l<l1
αl(|$|s(|n+m+l|+|n+l|) − |$|s(|n+m|+|n|)) · cn,m,l
)
(5.4)
∑
n∈Z,m≥0
c2n+m|$|n−m2 dman,m ·
( ∑
l<−l1
clαl|$| l2 (|$|s(|n+m+l|+|n+l|) − |$|s(|n+m|+|n|))
are all
1∼ 0.
We will first show (5.2)
1∼ 0. To do this, we write
rl,m,n(s) = c
lαl|$| l2 (|$|s(|n+m+l|+|n+l|) − |$|s(|n+m|+|n|))
and decompose (5.2) into three component.∑
n∈Z,m≥0
c2n+m|$|n−m2 dman,m ·
( ∑
l≥l1,l<−(n+m)
rl,m,n(s)
)
+
∑
n∈Z,m≥0
c2n+m|$|n−m2 dman,m ·
( ∑
l≥l1,−(n+m)≤l<−n
rl,m,n(s)
)
+
∑
n∈Z,m≥0
c2n+m|$|n−m2 dman,m ·
( ∑
l≥l1,l≥−n
rl,m,n(s)
)
and show each component is
1∼ 0.
For fixed m ∈ N and small <(s) > 0,∑
n∈Z
c2n+m|$|n−m2 dman,m ·
∑
l≥l1,l<−(n+m)
rl,m,n(s) =
∑
n≤−(m+l1+1)
c2n+m · |$|n(1−2s)−m( 12+s)dman,m ·
(
f1(s)− fm,n2 (s)
)
where
f1(s) =
(cα|$| 12−2s)l1
1− cα|$| 12−2s −
(cα|$| 12 )l1
1− cα|$| 12 and
fm,n2 (s) =
(cα|$| 12−2s)−(n+m)
1− cα|$| 12−2s −
(cα|$| 12 )−(n+m)
1− cα|$| 12 .
Note that f1, f
m,n
2 ∼ 0.
Since ∑
m≥0
∑
n≤−(m+l1+1)
c2n+m · |$|n(1−2s)−m( 12+s)dman,m
≈
∑
m≥0
dm(c|$|−s− 32 )m
( ∑
n≤−(m+l1+1)
(c2|$|−1−2s)n
)
≈ (c−2|$|1+2s)l1+1
∑
m≥0
dm(c
−1|$|s− 12 )m
1− c−2|$|1+2s
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=
(c−2|$|1+2s)l1+1
1− c−2|$|1+2s ·
(( l1−1∑
m=0
dm(c
−1|$|s− 12 )m)+ c1 · |$|sl1
1− |$|s + c2 ·
(c−2|$|s)l1
1− c−2|$|s
)
and so (
∑
m≥0
∑
n≤−(m+l1+1) c
2n+m · |$|n(1−2s)−m( 12+s)dman,m) · f1(s) 1∼ 0.
Furthermore,∑
m≥0
∑
n≤−(m+l1+1)
c2n+m · |$|n(1−2s)−m( 12+s)dman,m ·
( (cα|$| 12−2s)−(n+m)
1− cα|$| 12−2s −
(cα|$| 12 )−(n+m)
1− cα|$| 12
)
≈
∑
m≥0
dmα
−m
( ∑
n≤−(m+l1+1)
|$|(s−2)m · (c|$|− 32α−1)n + |$|(−s−2)m · (c|$|− 32−2sα−1)n
)
=
( (c−1|$| 32α)l1+1
1− c−1|$| 32α −
(c−1|$| 32α)l1+1
1− c−1|$| 32+2sα
) ·∑
m≥0
dm(c
−1|$|(s− 12 ))m ≈
( (c−1|$| 32α)l1+1
1− c−1|$| 32α −
(c−1|$| 32α)l1+1
1− c−1|$| 32+2sα
) · (c1 · |$|sl1
1− |$|s + c2 ·
(c−2|$|s)l1
1− c−2|$|s
)
1∼ 0.
Thus we see that ∑
n∈Z,m≥0
c2n+m|$|n−m2 dman,m ·
( ∑
l≥l1,l<−(n+m)
rl,m,n(s)
) 1∼ 0.
Next we will show∑
m∈N
cmdm|$|−m2
∑
n∈Z
c2n|$|nan,m ·
∑
l≥l1,−(n+m)≤l<−n
(cα|$| 12 )l · (|$|sm − |$|s(|n+m|−n)) 1∼ 0.
Let
pn,m(s) = c
2n|$|nan,m ·
∑
l≥l1,−(n+m)≤l<−n
(cα|$| 12 )l · (|$|sm − |$|s(|n+m|−n)).
Then ∑
n∈Z
pn,m(s) =
∑
n<min{−l1,−m}
c2n|$|nan,m · (|$|sm − |$|(−2n−m)s) · (cα|$|
1
2 )max{l1,−(n+m)} − (cα|$| 12 )−n
1− cα|$| 12
and so to show
∑
m∈N c
mdm|$|−m2
∑
n∈Z pn,m(s)
1∼ 0, it is suffcient to check∑
0≤m<l1
cmdm|$|−m2 ·
( ∑
−l1−m<n<−l1
pn,m(s)
) 1∼ 0(5.5)
∑
0≤m<l1
cmdm|$|−m2 ·
( ∑
n≤−l1−m
pn,m(s)
) 1∼ 0(5.6)
∑
m≥l1
cmdm|$|−m2 ·
( ∑
−l1−m<n≤−m
pn,m(s)
) 1∼ 0(5.7)
∑
m≥l1
cmdm|$|−m2 ·
( ∑
n≤−l1−m
pn,m(s)
) 1∼ 0.(5.8)
For each 0 ≤ m < l1,−l1 −m ≤ n < −l1,
cmdm|$|−m2 pn,m(s) 1∼ 0
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and so (5.5) easily follows.
For each m ∈ N, ∑
n≤−l1−m
pn,m(s) ≈ (c−2|$|s)m · g1(s)− (c−1α|$| 12+s)m · g2(s)
where
g1(s) =
(c−1α|$| 32 )l1
1− c−2|$| −
(c−1α|$| 32+2s)l1
1− c−2|$|1+2s , g2(s) =
(c−1α|$| 32 )l1
1− c−1α|$| 32 −
(c−1α|$| 32+2s)l1
1− c−1α|$| 32+2s
and so (5.6) and (5.8) follow from this.
For each −l1 < k < 0, note that ∑
m≥l1
cmdm|$|−m2 pk−m,m(s) ≈
(1− |$|−2ks) ·
∑
m≥l1
(c1|$|sm + c2(c−2|$|s)2m) ·
(
(cα|$| 12 )l1 − (cα|$| 12 )m−k) ∼ 0
and so we have (5.7).
To prove ∑
m∈N
cmdm|$|−m2
∑
n∈Z
c2n|$|nan,m
∑
l≥l1,l≥−n
rl,m,n(s)
1∼ 0,
we first decompose
∑
n∈Z c
2n|$|nan,m
∑
l≥l1,l≥−n rl,m,n(s) for fixed m into three components∑
n≥0
c2n|$|nan,m · |$|s(2n+m)( (cα|$|
1
2+2s)l1
1− cα|$| 12+2s −
(cα|$| 12 )l1
1− cα|$| 12
)
+ ∑
−m≤n<0
c2n|$|nan,m
(|$|s(2n+m) · (cα|$| 12+2s)max{l1,−n}
1− cα|$| 12+2s − |$|
sm · (cα|$|
1
2 )max{l1,−n}
1− cα|$| 12
)
+ ∑
n<−m
c2n|$|nan,m
(|$|s(2n+m) · (cα|$| 12+2s)max{l1,−n}
1− cα|$| 12+2s − |$|
−s(2n+m) · (cα|$|
1
2 )max{l1,−n}
1− cα|$| 12
)
.
Using the asymptotic formulae of dm and an,m, one can easily see that∑
m∈N
cmdm|$|−m2
∑
n≥0
c2n|$|nan,m · |$|s(2n+m)( (cα|$|
1
2+2s)l1
1− cα|$| 12+2s −
(cα|$| 12 )l1
1− cα|$| 12
) 1∼ 0.
Write p1n,m(s) =
cmdm|$|−m2 c2n|$|nan,m
(|$|s(2n+m) · (cα|$| 12+2s)max{l1,−n}
1− cα|$| 12+2s − |$|
sm · (cα|$|
1
2 )max{l1,−n}
1− cα|$| 12
)
and note that p1n,m(s) ∼ 0. The second sum is decomposed into∑
0≤m<l1
∑
−m≤n<0
p1n,m(s) +
∑
l1≤m
∑
−l1≤n<0
p1n,m(s) +
∑
l1≤m
∑
−m≤n<−l1
p1n,m(s)
and since
∑
0≤m<l1
∑
−m≤n<0 p
1
n,m(s) is a finite sum, it is
1∼ 0. For each −l1 ≤ n < 0, one can
easily check
∑
l1≤m p
1
n,m(s)
1∼ 0 and so ∑l1≤m∑−l1≤n<0 p1n,m(s) 1∼ 0.
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If n < −l1,
|$|s(2n+m) · (cα|$|
1
2+2s)max{l1,−n}
1− cα|$| 12+2s − |$|
sm · (cα|$|
1
2 )max{l1,−n}
1− cα|$| 12 = 0
and so
∑
l1≤m
∑
−m≤n<−l1 p
1
n,m(s) = 0. Thus the second sum
∑
m∈N
∑
−m<n≤0 p
1
n,m(s) = 0.
To show the third sum is
1∼ 0, write p2n,m(s) =
cm+2ndm|$|n−m2 an,m
(|$|s(2n+m) · (cα|$| 12+2s)max{l1,−n}
1− cα|$| 12+2s − |$|
−s(2n+m) · (cα|$|
1
2 )max{l1,−n}
1− cα|$| 12
)
.
We decompose∑
m∈N
∑
n<−m
p2n,m(s) =
∑
m∈N
∑
−m−l1<n<−m
p2n,m(s) +
∑
m∈N
∑
n≤−m−l1
p2n,m(s).
Write k = m+ n and for each −l1 < k < 0,∑
m∈N
p2k−m,m(s) ≈
∑
m≥l1
p2k−m,m(s) = c
k(c1(cα|$|s)m + c2(c−1α|$|s)m) · gk(s) 1∼ 0
where
gk(s) =
(cα|$| 12 )−k
1− cα|$| 12+2s −
(cα|$| 12+s)−k
1− cα|$| 12 .
Thus
∑
m∈N
∑
−m−l1<n<−m p
2
n,m(s) = 0.
Next, for each m ∈ N, some calculation shows that∑
n≤−m−l1
p2n,m(s) = c
mdm|$|−m2 · k22 · (c−1α|$|
1
2+s)m · g(s) where
g(s) =
(c−1α|$| 32 )l1
(1− cα|$| 12+2s)(1− c−1α|$| 32 ) −
(c−1α|$| 32+2s)l1
(1− cα|$| 12 )(1− c−1α|$| 32+2s)
and so
∑
m∈N
∑
n≤−m−l1 p
2
n,m(s) ∼ 0. Thus we have showed (5.2) 1∼ 0.
Now, we will show (5.3)
1∼ 0. To do this, for each −l1 < l < l1, we decompose∑
n∈Z,m≥0
|$|−mdm · αl(|$|s(|n+m+l|+|n+l|) − |$|s(|n+m|+|n|)) · cn,m,l
into three summands
∑
m∈N,n≥l1 +
∑
m∈N,−l1<n<l1 +
∑
m∈N,n≤−l1 and show that each is
1∼ 0.
Write fn,m,l(s) = |$|−mdm · αl(|$|s(|n+m+l|+|n+l|) − |$|s(|n+m|+|n|)) · cn,m,l and note that for
each fixed n,m, l, fn,m,l ∼ 0.
For each −l1 < l < l1, we see that∑
m∈N,n≥l1
fn,m,l(s) ≈
( ∑
n≥l1
(c2|$|1+2s)n) · (∑
m∈N
c1 · (c2|$|s)m + c2|$|sm) · (|$|2ls − 1) 1∼ 0.
For all −l1 < n, l < l1, there exists N1 ∈ N such that N1 > 2l1 and if m ≥ N1, then cn,m,l =
(c|$| 12 )m · fn,l for some constants fn,l. Thus∑
m≥0,−l1<n<l1
fn,m,l(s) =
∑
0≤m<N1,−l1<n<l1
fn,m,l(s)+
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m≥N1,−l1<n<l1
c1(c
2|$|s)m + c2|$|sm
) · (|$|s(n+l+|n+l|) − |$|s(n+|n|))αl · fn,l
and so ∑
m≥0,−l1<n<l1
fn,m,l(s)
1∼ 0.
Next we decompose ∑
m≥0,n≤−l1
fn,m,l
into four summands∑
n≤−l1,m+n≥max{−l,0}
+
∑
n≤−l1,−l≤m+n<0
+
∑
n≤−l1,0≤m+n<−l
+
∑
n≤−l1,m+n<min{−l,0}
.
The first sum is zero. The second sum is
∑
−l≤k<0
∑
m≥k+l1 fk−m,m,l and for each −l ≤ k < 0,
there exists N2 ∈ N such that N2 ≥ l1 and if m ≥ N2, then ck−m,m,l ≈ |$|m2 · c−m. Thus∑
−l≤k<0
∑
m≥k+l1
fk−m,m,l ≈
(
∑
k+l1≤m<N2
fk−m,m,l) +
(
(1− |$|−2ks) ·
∑
m≥N2
(c1|$s|m + c2|c−2$s|m)
)
1∼ 0.
Similarly, we can show the third sum
1∼ 0.
The fourth sum is decomposed into∑
n≤−l1,−l1<m+n<min{−l,0}
fn,m,l +
∑
n≤−l1,m+n≤−l1
fn,m,l
and as we have done in the above, it is easy to see∑
n≤−l1,−l1<m+n<min{−l,0}
fn,m,l
1∼ 0.
Note ∑
n≤−l1,m+n≤−l1
fn,m,l =
∑
0≤m<l1,n≤−l1,m+n≤−l1
fn,m,l +
∑
m≥l1,n≤−l1,m+n≤−l1
fn,m,l.
For each 0 ≤ m < l1,∑
n≤−l1−m
fn,m,l ≈ dm(c|$|−( 32+s))m · (|$|−2ls − 1) ·
∑
n≤−l1−m
(c2|$|−(1+2s))n 1∼ 0.
On the other hand, ∑
m≥l1
∑
n≤−l1−m
fn,m,l
≈ (|$|−2ls − 1)(c1(c2|$|−(1+s))m + c2|$|−(1+s)m) ·
∑
n≤−l1−m
(c2|$|−(1+2s))n
= (c−2|$|1+2s)l1 · (|$|−2ls − 1) · ( ∑
m≥l1
c1 · |$|sm + c2 · (c−2|$|s)m
) 1∼ 0.
Thus we see that the fourth sum
∑
n≤−l1,m+n<min{−l,0} fn,m,l is also
1∼ 0 and we showed
(5.3)
1∼ 0.
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Last, we will show (5.4)
1∼ 0. To do this, write∑l≤−l1 clαl|$|− l2 (|$|s(|n+m+l|+|n+l|)−|$|s(|n+m|+|n|)
as ∑
l≥l1
(c−1α−1|$| 12 )l · (|$|s(|n+m−l|+|n−l|) − |$|s(|n+m|+|n|)
and decompose it into three summands∑
l≥l1,l>(n+m)
(
(c−1α−1|$| 12+2s)l · |$|−s(2n+m) − (c−1α−1|$| 12 )l · |$|s(|n+m|+|n|))
+ ∑
l≥l1,n<l≤n+m
(c−1α−1|$| 12 )l · (|$|sm − |$|s(|n+m|+|n|))
+ ∑
l≥l1,l≤n
(
(c−1α−1|$| 12−2s)l · |$|s(2n+m) − (c−1α−1|$| 12 )l · |$|s(2n+m)).
We write Mn,m = max{l1,m+ n+ 1}. Then for fixed m,n ∈ N and small <(s) > 0,∑
l≥l1,l>(n+m)
(
(c−1α−1|$| 12+2s)l · |$|−s(2n+m) − (c−1α−1|$| 12 )l · |$|s(|n+m|+|n|)) =
|$|−s(2n+m)(c−1α−1|$| 12+2s)Mn,m
1− c−1α−1|$| 12+2s −
|$|s(|n+m|+|n|)(c−1α−1|$| 12 )Mn,m
1− c−1α−1|$| 12 .
Denote
c2n+m|$|n−m2 dman,m ·
( |$|−s(2n+m)(c−1α−1|$| 12+2s)Mn,m
1− c−1α−1|$| 12+2s −
|$|s(|n+m|+|n|)(c−1α−1|$| 12 )Mn,m
1− c−1α−1|$| 12
)
by gn,m(s) and note gn,m(s) ∼ 0. We shall show
∑
m≥0,n∈N gn,m(s)
1∼ 0.
Decompose
∑
m≥0,n∈N gn,m(s) into∑
m≥0,n≥0
gn,m(s) +
∑
m≥−n,n<0
gn,m(s) +
∑
m<−n,n<0
gn,m(s)
and the first sum decomposes again into∑
0≤m≤l1−1
∑
0≤n≤l1−m−1
gn,m(s) +
∑
0≤m≤l1−1
∑
l1−m≤n
gn,m(s) +
∑
l1≤m
∑
0≤n
gn,m(s).
Since the first term in the above is a finite sum,
∑
0≤m≤l1−1
∑
0≤n≤l1−m−1 gn,m(s) ∼ 0.
For each 0 ≤ m ≤ l1 − 1,
∑
l1−m≤n gn,m(s) ∼
∑
l1≤n gn,m(s) ≈ dm(α−1|$|s)m ·
∑
n≥l1 g
1
n(s)
where
g1n(s) =
(cα−1|$| 32 )n(c−1α−1|$| 12+2s)
1− c−1α−1|$| 12+2s −
(cα−1|$| 32+2s)n(c−1α−1|$| 12+2s)
1− c−1α−1|$| 12
and note that
∑
n≥l1 g
1
n(s) ∼ 0. Thus the second term
∑
0≤m≤l1−1
∑
l1−m≤n gn,m(s) ∼ 0.
The third term
∑
l1≤m
∑
0≤n gn,m(s) is
∑
l1≤m
∑
0≤n<l1 gn,m(s) +
∑
l1≤m
∑
l1≤n gn,m(s).
For each 0 ≤ n < l1,
∑
l1≤m gn,m =
(∑
l1≤m c1(cα
−1|$| 12+s)m + c2(c−1α−1|$| 12+s)m
) · g2n(s)
where
g2n(s) = (
(c−1α−1|$| 12 )n(c−1α−1|$| 12+2s)
1− c−1α−1|$| 12+2s −
(c−1α−1|$| 12+2s)n(c−1α−1|$| 12 )
1− c−1α−1|$| 12 ).
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Thus
∑
l1≤m
∑
0≤n<l1 gn,m(s) ∼ 0 and∑
l1≤m
∑
l1≤n
gn,m(s) ≈
( ∑
n≥l1
g1n(s)
) · ( ∑
l1≤m
c1(cα
−1|$| 12+s)m + c2(c−1α−1|$| 12+s)m
) ∼ 0.
Since the above three components of
∑
m≥0,n≥0 gn,m(s) are all ∼ 0,∑
m≥0,n≥0
gn,m(s) ∼ 0.
Next we divide
∑
m≥−n,n<0 gn,m(s) =
∑
m≥−n,−l1<n<0 gn,m(s) +
∑
m≥−n,n≤−l1 gn,m(s).
For each −l1 < n < 0,∑
m≥−n+l1
gn,m(s) =
( c−1α−1|$| 12+2s
1− c−1α−1|$| 12+2s −
c−1α−1|$| 12
1− c−1α−1|$| 12
)
kn · (c−1α−1|$| 12 )n · fn(s)
where kn =
∫
F 3
ϕ(0, $nx2, 0) · ϕ(x1, x2, x3)dX and
f1n(s) =
c1(α
−1|$| 12+s)−n+l1
1− α−1|$| 12+s +
c2(c
−2α−1|$| 12+s)−n+l1
1− c−2α−1|$| 12+s .
Thus ∑
m≥−n,−l1<n<0
gn,m(s) =
∑
−n≤m<−n+l1,−l1<n<0
gn,m(s) +
∑
m≥−n+l1,−l1<n<0
gn,m(s) ∼ 0.
Next, we divide∑
m<−n,n<0
gn,m(s) =
∑
n<−l1,0≤m<−n−l1
gn,m(s) +
∑
n<0,−n−l1≤m<−n
gn,m(s).
Again, ∑
n<−l1,0≤m<−n−l1
gn,m(s) ∼
∑
n≤−2l1,0≤m<l1
gn,m(s) +
∑
n≤−2l1,l1≤m<−n−l1
gn,m
and for each 0 ≤ m < l1,
∑
n≤−2l1 gn,m =
dm(c|$|− 32−s)m ·
( (c−1α−1|$| 12+2s)l1
1− c−1α−1|$| 12+2s −
(c−1α−1|$| 12 )l1
1− c−1α−1|$| 12
) · ∑
n≤−2l1
(c2|$|−1−2s)n ∼ 0.
Note that
∑
n≤−2l1,l1≤m<−n−l1 gn,m =( (c−1α−1|$| 12+2s)l1
1− c−1α−1|$| 12+2s −
(c−1α−1|$| 12 )l1
1− c−1α−1|$| 12
) · ∑
n≤−2l1
f2n(s) · (c2|$|−1−2s)n
where
f2n(s) = c1 ·
(c2|$|−1−s)l1 − (c2|$|−1−s)−n−l1
1− c2|$|−1−s + c2 ·
(|$|−1−s)l1 − (|$|−1−s)−n−l1
1− |$|−1−s .
Thus
∑
n≤−2l1,l1≤m<−n−l1 gn,m(s)
1∼ 0 and so ∑n<−l1,0≤m<−n−l1 gn,m(s) 1∼ 0.
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To show
∑
n<0,−n−l1≤m<−n gn,m(s)
1∼ 0, let k = n+m and for each −l1 ≤ k < 0, we will check∑
n<0 gn,k−n(s)
1∼ 0.∑
n<0
gn,k−n(s) ∼
∑
n<−2l1
gn,k−n(s) ≈ (c1 ·
∑
n<−2l1
|$|(− 12−s)n + c2 ·
∑
n<−2l1
(c2|$|(− 12−s))n)
where
f3n(s) =
(c−1α−1|$| 12+2s)l1
1− c−1α−1|$| 12+2s −
(c−1α−1|$| 12 )l1
1− c−1α−1|$| 12 .
Thus
∑
n<0,−n−l1≤m<−n gn,m(s)
1∼ 0 and so we checked∑
l≥l1,l>(n+m)
(
(c−1α−1|$| 12+2s)l · |$|−s(2n+m) − (c−1α−1|$| 12 )l · |$|s(|n+m|+|n|)) 1∼ 0.
Next we turn to show∑
n∈Z,m≥0
c2n+m|$|n−m2 dman,m ·
( ∑
l≥l1,n<l≤n+m
(c−1α−1|$| 12 )l · (|$|sm − |$|s(|n+m|+|n|))
)
∼ 0.
It equals
∑
m≥0 c
mdm|$|−m2
∑
n≥0 fn,m(s) where
fn,m(s) = c
2n|$|nan,m ·
( ∑
l≥l1,n<l≤n+m
(c−1α−1|$| 12 )l · (|$|sm − |$|s(2n+m))
)
.
Then ∑
n≥0
fn,m(s) =
∑
0≤n≤l1−1
fn,m(s) +
∑
l1≤n
fn,m(s)
and ∑
m≥0
cmdm|$|−m2
( ∑
0≤n≤l1−1
fn,m(s)
) ∼ ∑
m≥2l1
cmdm|$|−m2
( ∑
0≤n≤l1−1
fn,m(s)
)
=
∑
0≤n≤l1−1
c2n|$|n(1−|$|2ns)
∑
m≥2l1
cmdm|$|(s− 12 )man,m · (c
−1α−1|$| 12 )l1 − (c−1α−1|$| 12 )n+m+1
1− c−1α−1|$| 12 .
For each 0 ≤ n ≤ l1 − 1,∑
m≥2l1
cmdm|$|(s− 12 )man,m · (c
−1α−1|$| 12 )l1 − (c−1α−1|$| 12 )n+m+1
1− c−1α−1|$| 12
1∼ 0
and so ∑
m≥0
cmdm|$|−m2
( ∑
0≤n≤l1−1
fn,m(s)
) 1∼ 0.
For each m ∈ N,∑
n≥l1
fn,m ≈ |$|sm
(
1− (c−1α−1|$| 12 )m) · ( ∑
n≥l1
(cα−1|$| 32 )n − (cα−1|$| 32+2s)n).
Thus
∑
m≥0 c
mdm|$|−m2
∑
n≥l1 fn,m
1∼ 0 and so we showed∑
n∈Z,m≥0
c2n+m|$|n−m2 dman,m ·
( ∑
l≥l1,n<l≤n+m
(c−1α−1|$| 12 )l · (|$|sm − |$|s(|n+m|+|n|))
)
1∼ 0.
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Finally, we investigate the last sum
(5.9)
∑
n∈Z,m≥0
c2n+m|$|(1+2s)n+(s− 12 )mdman,m ·
( ∑
l1≤l≤n
(
c−1α−1|$| 12−2s)l − (c−1α−1|$| 12 )l
)
.
It equals
k11 ·
∑
m≥0
dm(c|$|s− 12 )m
( ∑
n≥l1
(c2|$|1+2s)n · gn(s)
)
where
gn(s) =
(c−1α−1|$| 12−2s)l1 − (c−1α−1|$| 12−2s)n+1
1− c−1α−1|$| 12−2s −
(c−1α−1|$| 12 )l1 − (c−1α−1|$| 12 )n+1
1− c−1α−1|$| 12 .
Thus
∑
n≥l1(c
2|$|1+2s)n · gn(s) ∼ 0 and
∑
m≥0 dm(c|$|s−
1
2 )m
2∼ 0, and so we see that 5.9 1∼ 0.
We have checked (5.4)
1∼ 0.
Putting all these things together, we verified our claim (5.1).

Remark 5.2. The assumption that F is totally real and E is totally complex in our Theorem
1.2 is not so crucial and can be dropped out. For archimedean places v which splits in E, we can
conduct the similar computation as in the p-adic case because we have (3.5) at hands and the
asymptotic behavior of various matrix coefficient are of the similar shape. For brevity, we omit
the details.
Acknowledgements
The author expresses deep gratitude to his advisor professor Haseo Ki for his constant support
and encouragement during this work. We also thank to professor Atsushi Ichino for his suggestion
this problem and many helpful discussion. As being evident to the reader, this paper owes much
to Shunsuke Yamana’s result. So I would like to thank to him for making his preprint available as
well as answering my question. This work was supported by the National Research Foundation
of Korea(NRF) grant funded by the Korea government(MSIP)(ASARC, NRF-2007-0056093).
References
[1] Wee Teck Gan, Shuichiro Takeda. A proof of the Howe duality conjecture, to appear in J. Amer. Math. Soc.,
[2] Wee Teck Gan, Yannan Qiu and Shuichiro Takeda. The regularized Siegel-Weil formula and the Rallis inner
product formula, to appear in Inventiones
[3] Wee Teck Gan, Benedict Gross and Dipendra Prasad. Restrictions of representations of classical groups,
Asterisque 346, 111-170
[4] Wee Teck Gan, Benedict Gross and Dipendra Prasad. Symplectic local root numbers, central critical L-values,
and restriction problems in the representation theory of classical groups, Asterisque 346, 1-110
[5] Gelbart, S., Rogawski, J. L-functions and Fourier-Jacobi coefficients for the unitary group U(3), Inventiones.
105, 445-472 (1991)
[6] Gelbart, S., Rogawski, J. Exceptional representations and Shimura’s integral for the local unitary group
U(3), In Festschrift in honor of Piatetski-Shapiro, volume 2, pages 19-75. Israel Math. Conf. Proc., (1990)
[7] Gelbart, S., Rogawski, J., Soudry, D. On the periods of cusp forms and algebraic cycles for U(3), Israel
Journal of Mathematics 83 (1993), 213-252
[8] Benedict Gross. On the motive of a reductive group, Inventiones mathematicae, (1997)
[9] J. Haan, The local Gan-Gross-Prasad conjecture for U(3)×U(2) : the non-generic case, arxiv:1501.00885
[10] M. Harris, S. Kudla, and W. J. Sweet. Theta dichotomy for unitry groups, J.A.M.S, no.4, 941-1004 (1996)
[11] Neal Harris. The Refined Gross-Prasad Conjecture for Unitary groups, IMRN, issue(2), 303-389, (2012)
[12] Atsushi Ichino. Pullbacks of Saito-Kurokawa lifts, Inventiones mathematicae, 162 : 551-647, (2005)
[13] Atsushi Ichino and Tamotsu Ikeda. On the periods of automorphic forms on special orthogonal groups and
the Gross-Prasad conjecture, Geometric Functional Analysis,19(5) : 1378-1425, (2010)
THE BESSEL PERIOD OF U(3) AND U(2) INVOLVING A NON-TEMPERED REPRESENTATION 25
[14] S. Kudla. On the local theta correpondence, Inventiones mathematicae, 83 : 229-255 (1986)
[15] S. Kudla. Splitting metaplectic covers of dual reductive pairs, Israel J. Math. 84 : 361-401 (1994)
[16] Jian-Shun Li. Non-vanishing theorems for the cohomology of certain arithmetic quotients, J. Reine Angew.
Math, 428 : 177-217 (1992)
[17] C. Moeglin, M.-F. Vigneras, and Jean-Loup Waldspurger. Correspondences de Howe sur un corps p-adique,
Volume 1291 of Lecture Notes in Mathematics. Springer-Verlag (1987)
[18] Ilya Piatetski-Shapiro, and Stephan Rallis. L-functions for the classical groups, volume 1254 of Lecture Notes
in Mathematics. Springer-Verlag (1987)
[19] Yannan Qiu. Periods of Saito-Kurokawa representation, IMRN, issue(24), 6698-6755, (2013)
[20] Yannan Qiu. Generalized formal degree, IMRN, issue(2), 239-298, (2012)
[21] S. Rallis. On the Howe duality conjecture, Composito Math. 51, 333-399, (1984)
[22] A.J. Silberger. Introduction to harmonic analysis on reductive p-adic groups, Mathematical notes, Princeton
University Press, 23 (1979)
[23] Jean-Loup Waldspurger. Demonstration d’une conjecture de duality de Howe dans le cas p-adique, p 6= 2, In
Festschrift in honor of Piatetski-Shapiro, volume 2, pages 267-324. Israel Math. Conf. Proc., (1990)
[24] Hang Xue. The Gan-Gross-Prasad conjecture for U(n)× U(n), Adv. Math. 262 : 11301191 (2014)
[25] Shunsuke Yamana. L-functions and Theta Correspondence for Classical groups, Invent. Math. 196 : 651-732
(2014)
[26] Shunsuke Yamana. The Siegel-Weil formula for unitary groups, Pacific J. Math. 264 : 235-257. (2013)
[27] Wei Zhang, Automorphic period and the central value of Rankin-Selberg L-function, J. Amer. Math. Soc. 27
: 541-612 (2014)
Algebraic Structure and its Applications Research Center(ASARC), Department of Mathematics,
Korea Advanced Institute of Science and Technology
E-mail address: jaehohaan@gmail.com
