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Abstract An algorithm for solving the expectation formulation of stochastic
nonsmooth multiobjective optimization problems is proposed. The proposed
method is an extension of the classical stochastic gradient algorithm to multi-
objective optimization using the properties of a common descent vector defined10
in the deterministic context. The mean square and the almost sure convergence
of the algorithm are proven. The algorithm efficiency is illustrated and assessed
on an academic example.
Keywords Multiobjective optimization · Stochastic · Nonsmooth · Almost
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1 Introduction
The gradient algorithm or steepest descent method can be used to minimize
any real value differentiable function defined on an Euclidean space (or more
generally on an Hilbert space). When the function is convex the method con-
verges towards a global minimum. Even if its numerical behaviour may present20
some drawbacks– slow convergence, oscillations, the method relies on rigorous
convergence theorems and has given birth to more elaborate and efficient meth-
ods (conjugate gradient and Newton methods). Very rapidly appeared the need
to override the smoothness assumption of the objective function. Indeed many
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real life problems involve nonsmooth objectives: minimize the maximum con-
straint or vibration eigen-frequency for a structure, optimize a structure topol-
ogy with contact constraints, etc. Non regular analysis has allowed to develop
a theoretical framework to address the nonsmooth optimization problem: the
subgradient plays the role of the gradient in the descent method. In addition5
real-life problems deal frequently with uncertain parameters. The gradient al-
gorithm has been generalized to take into account uncertainties when they are
modelled as random variables. Again convergence of the stochastic gradient al-
gorithm can be shown [9]. For instance in [1] the authors use such an algorithm
to solve a small industrial problem taking into account material uncertainties.10
Regarding smooth multiobjective optimization, Désidéri [7,8] has extended
the gradient algorithm using a common descent vector built from the convex
hull spanned by each objective gradient. Using the same argument Wilppu et
al. [15] has generalized Désidéri’s MGDA algorithm to nonsmooth objective
functions deriving a common descent direction. In [6] the authors consider15
the same deterministic multiobjective optimization problem for quasi-convex
objective functions and use a generalization of the scalar-valued subgradient
method.
The purpose of the paper is to propose a method to construct the set
of Pareto stationary points of a stochastic multiobjective optimization prob-20
lem written in terms of the mean objective functions for nonsmooth objective
functions. Convergence will be proved and an illustration given. The paper
is organized as follow. In Section 2 various definitions and results on nons-
mooth analysis are recalled. In Section 3 we introduce the problem under con-
sideration and introduce the stochastic multi subgradient descent algorithm25
(SMSGDA). Then two types of convergence will be given. The last section is
devoted to an illustration of the algorithm.
2 Preliminaries
Throughout the paper the standard inner product on Rn is used and denoted
by 〈·, ·〉, the norm being denoted ‖ · ‖.30
Definition 1 A function f : Rn → R is convex if for all x,y ∈ Rn and
λ ∈ [0, 1] the following inequality holds:
f(λx + (1− λ)y) ≤ λf(x) + (1− λ)f(y).
Definition 2 The directional derivative at x along the direction v ∈ Rn of a
function f : Rn → R is defined by the limit :
f ′(x; v) = lim
t↓0
f(x + tv)− f(x)
t
.
Any convex function f is continuous and differentiable almost everywhere.
Moreover there exists at each point x a lower affine function which is identical
to f at x. This affine function defines the equation of a plane called tangent
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plane. When the function f is differentiable at x there is only one tangent
plane defined by the gradient ∇f(x). When f is nondifferentiable at x there
exists an infinity of tangent planes which define the subdifferential.
Definition 3 The subdifferential of a convex function f : Rn → R at x is the
set5
∂f(x) = {s ∈ Rn : f(y) ≥ f(x) + 〈s,y − x〉 ∀y ∈ Rn}. (1)
This set is nonempty, convex, closed and reduced to ∇f(x) when f is differ-
entiable.
The next result allows to use the notion of subdifferential for characterizing
optimums.
Theorem 1 ([2]) Let f : Rn → R be a convex function. The following state-10
ments are equivalent
1. f is minimized at x∗: f(y) ≥ f(x∗) ∀y ∈ Rn,
2. 0 ∈ ∂f(x∗),
3. f ′(x∗,d) ≥ 0 ∀d ∈ Rn.
A vector d is called a descent direction if ∃t0 > 0 | f(x + td) < f(x) for15
all t ∈ [0, t0]. A natural extension of the gradient algorithm would be to
replace the gradient by any subgradient of the subdifferential. But not all
subgradients define a descent direction. To override this difficulty one can
use bundle methods [11,12]. In [15] the authors proposes an algorithm for
constructing a descent vector of a convex nonsmooth function.20
Multiobjective optimization is based on the notion Pareto optimality and
weak Pareto optimality. Consider m convex functions fi : Rn → R, i = 1, ...m
and the unconstrained optimization problem
min
x∈Rn
{f1(x), ..., fm(x)} . (2)
A solution x∗ of problem (2) is Pareto optimal if no point x such that fi(x) ≤
fi(x
∗) ∀i = 1, ...,m and fj(x) < fj(x∗) for an index j ∈ {1, ...,m} exists. It25
is weakly Pareto optimal if no point x such that fi(x) < fi(x
∗) ∀i = 1, ...,m
exists. In the convex case the Pareto stationarity is equivalent to weak Pareto
optimality. A complete review on multiobjective optimization can be found in
[13].
3 The SMSGDA algorithm30
3.1 Probabilistic prerequisites
Let (Ω,A,P) be an abstract probabilistic space, and W : Ω → Rd, ω 7→W (ω)
a given random vector. We denote µ the distribution of the random variable W
and W its image space W (Ω) ⊂ Rd. Let W1, ...,Wp, ... be independent copies
of the random variable W which will be used to generate independent random35
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samples with distribution µ. We denote Fk = σ(W1, ...,Wk) the σ-algebra
generated by the first k random variables Wi. Since Fk−1 ⊂ Fk the sequence
{Fk}k≥1 is a filtration denoted F . We recall that a property depending on ω
is said to be true almost surely (a.s.) if it is true for all values of ω except on
a set of zero probability.5
Definition 4 A sequence (Xn) of integrable random variables is a super-
martingale relatively to the filtration F if Xn is Fn measurable and if and
only if
E(Xn+1|Fn) ≤ Xn
almost surely (a.s.) where E(Xn+1|Fn) denotes the conditional expectation of
the random variable Xn+1 respectively to the σ-algebra Fn.10
3.2 Problem statement
Consider m convex random functions fi : Rn×W → R, i = 1, ...m. The prob-




{E[f1(x,W (ω))],E[f2(x,W (ω))], ...,E[fm(x,W (ω))]}. (3)
More precisely we want to construct the set of Pareto optimal solutions. As it15
is written, problem (3) is a deterministic problem but in general the objective
function expectations are not known. A classical approach is to replace each
expectancy by an estimator built using independent samples wk of the random
variable W , [3,10]. The algorithm we propose does not need to calculate the
mean objective functions and is based only on the construction of a common20
descent vector.
In the smooth deterministic context, the existence of a common descent
vector has been proved by Désidéri [8] : it is constructed as the minimum norm
vector in the convex hull spanned by the gradients of the objective functions. In
the nonsmooth context a natural extension is to consider the minimum norm25
element in the convex hull spanned by the union of each objective function
subdifferential. We shall prove that this element, if it exists, is a common
descent vector.
Lemma 1 Let C be the convex hull of the union of all the subdifferentials
∂fi(x) of the objective functions appearing in problem (2). Then there exists
a unique vector p∗ = argminp∈C ||p|| such that
∀p ∈ C : 〈p,p∗〉 ≥ 〈p∗,p∗〉 = ||p∗||2.
Proof This result is a general property of closed convex sets and its proof is
exactly the same as the one given in [7,15]. ut
Before going on with the existence of a common descent vector we shall need
to introduce the notion of Pareto stationary point.30
Descent algorithm for nonsmooth stochastic multiobjective optimization 5
Definition 5 A point x is said to be Pareto stationary if there exists a null
convex combination of subgradients ξi ∈ ∂fi(x):
∃λi ; λi ≥ 0 ;
m∑
i=1




Theorem 2 Let C be the convex set defined in Lemma 1 and p∗ its minimum
norm element. Then either we have
1. p∗ = 0 and the point x is Pareto stationary or
2. p∗ 6= 0 and the vector −p∗ is a common descent direction for every objec-
tive function.5
Proof Since p∗ ∈ C, it can be written as a convex combination of elements of
the union of subdifferentials ∂fi(x) . Moreover, since a subdifferential is itself
a convex set, this sum can be written as a convex combination involving a









with λi ≥ 0 ;
∑m
i=1 λi = 1. Now if p
∗ = 0 the point x is Pareto stationary by
definition. Now if p∗ 6= 0, since it is the minimum norm element of the set C
we have, using Lemma 1, 〈ξi,p∗〉 ≥ ||p∗||2 > 0 for all ξi ∈ ∂fi(x). Therefore
〈ξi,−p∗〉 < 0 which implies that −p∗ is a descent direction for each function
fi, i = 1, ...,m, (Theorem 4.5 in [2]). ut




{f1(x,W (ω)), f2(x,W (ω)), ..., fm(x,W (ω))]}. (4)
Then either a point x is Pareto stationary or there exists a common descent
direction d(ω) for the objective functions fi(x,W (ω)), i = 1, ...,m.
The descent vector depends of x and ω and will be considered as a random10
vector d(x, ω) defined on the probability space (Ω,A,P).
3.3 The algorithm
We give now the successive steps of the algorithm that we propose.
1. Choose an initial point x0 in the design space, a number N of iterations





2. at each step k, draw a sample wk of the random variable Wk(ω),
3. construct a descent vector di(xk−1, wk) of the objective function fi(xk−1, wk),
4. construct the common descent vector d(xk−1, wk) ,
5. update the current point : xk = xk−1 + tk d(xk−1, wk).
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The last step of the algorithm defines a sequence of random variables on
the probability space (Ω,A,P) through the following relation
Xk(ω) = Xk−1(ω)− tk d(Xk−1(ω),Wk(ω)). (5)
Remark 1 We have not yet given any information on how the common descent
direction is built. Except for some particular cases it is usually not possible to5
characterize the whole subdifferential of a function. We shall specify in the last
section the method used to construct this direction based on subdifferential
approximations.
The next section will be devoted to the convergence proofs of this algo-
rithm.10
3.4 Convergences
The notation P?D (resp. P?O) will denote the Pareto solution set (resp. the
Pareto front). For any x ∈ Rn the notation x⊥ will denote an element of the
Pareto set which minimize the distance between the point x and a point of




The convergence proofs are based on the following set of assumptions:
H1 Problem (3) admits a nonempty Pareto solution set P?D.
H2 The random variables ω 7→ fi(x,W (ω)) are integrable for i = 1, ...,m and
x ∈ Rn.20
H3 Functions x 7→ fi(x,W (ω)) : Rn → R are almost surely convex.
H4 The sets ∂fi(x,W (ω)) ; i = 1, ...,m are uniformly bounded :
sup{||s(ω)||, s(ω) ∈ ∂fi(x,W (ω)),x ∈ Rn, ω ∈ Ω} ≤ qi.
H5 ∃ci ∈ R+, ∀(x, w) ∈ Rn×W, fi(x, w)−fi(x⊥, w) ≥ ci2 ‖x−x
⊥‖2 ; i = 1,m
H6 The sequence {tk}k=1,mis a σ-sequence.
Theorem 3 Under assumptions H1-H6 ,
1. the sequence of random variables Xk(ω) defined by relation (5) converges25




2. The sequence converges almost surely towards X?.
P
({
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Before going on with the proof of this theorem we shall need two interme-
diate results.
Proposition 1 The common descent vector d is almost surely bounded:
∃q, ∀x ∈ Rn, ‖d(x,W (ω))‖ ≤ q a.s.
Proof By construction d is a convex combination of descent vectors di :




with 0 ≤ αi(x, w) ≤ 1 and
∑












qi ; ∀(x, w) ∈ Rn ×W
. ut
Proposition 2 Let d̄(x) = E[d(x,W (ω))] be the mean common descent vector
at point x. Then the following relation holds:
∀x ∈ Rn, 〈d̄(x), (x− x⊥)〉 ≥ c
2
‖x− x⊥‖2
where x⊥ denotes the one of the closest point P?D from x and c = min ci where
the ci are defined in H5
Proof Following assumption H3, functions fi are convex almost surely. From10
the definition of the subdifferential we can write:
∀i = 1,m, ∀x ∈ Rn, 〈di(x,W (ω)), (x−x⊥)〉 ≥ fi(x,W (ω))−fi(x⊥,W (ω)) a.s.
Using assumption H5 ,




































Therefore, taking the expected values of both sides:
〈d̄(x), (x−x⊥)〉 = E[
m∑
i=1





Remark 2 (Weaker hypothesis H5) The approach of keeping the same hypoth-
esis as the single objective does not take into account the pre-order relation
induced by the definition of Pareto optimality. This makes the hypothesis very5
strong, because the relation




is supposed true for all objectives (j = 1, ...,m). Using the Pareto dominance
approach, we can easily weaken this hypothesis. Considering that x⊥ domi-
nates almost surely the point x. And that the inequality of hypothesis H5 is
true for at least one objective (` ∈ J1,mK), it is possible to demonstrate the10
same property for the mean descent vector.
{
∃` ∈ J1,mK, f`(x,W )− f`(x,W ) ≥ c`2 ‖x− x
⊥‖2
∀j ∈ J1,mK \ {`}, fj(x,W )− fj(x,W ) ≥ 0
a.s.
It follows immediately that




and therefore, taking the expectation of each side:




We can now prove the two types of convergence of the algorithm15
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Proof of the second order convergence. Let Xk(ω) defined by recurrence re-
lation (5) and X⊥k (ω) its projection over the Pareto front. We denote lk the
square distance ‖Xk −X⊥k ‖2. We have to prove that limk→∞ E(lk) = 0.
We have trivially lk+1 ≤ ‖Xk+1 − X⊥k ‖2. Using the recurrence relation
yields the following relation:5
lk+1 ≤ ‖Xk − tkd(Xk,Wk+1)−X⊥k ‖2
≤ lk + t2k‖d(Xk,Wk+1)‖2 − 2tk〈Xk −X⊥k , d(Xk,Wk+1)〉,
where d(Xk,Wk+1) is the common descent vector at point Xk for the optimiza-
tion problem corresponding to the random drawing Wk+1. Using Proposition
1 this relation becomes:
lk+1 ≤ lk − 2tk〈Xk −X⊥k , d(Xk,Wk+1)〉+ q2 t2k.
In order to compute E(lk) we will use the classical result on conditional ex-
pectation E(lk+1) = E[E(lk+1|Fk)]. In order to compute E(lk+1|Fk) we shall10
use the following classical probability lemma [14]
Lemma 2 Let B ⊂ A be two σ-algebras and X and Y be two independent
random variables such that X is independent of B and Y is B-measurable. We
consider f , a measurable bounded function that takes its values in R. Then :{
E[f(X,Y )|B] = ϕ(Y )
ϕ(y) = E[f(X, y)].
Indeed the random variableXk is built from the random variablesW1, ...,Wk
and therefore is Fk-measurable and the construction of the descent vector d
involves the random variable Wk+1 which is independent of the σ-algebra Fk.
Therefore
E[〈d(Xk,Wk+1), Xk −X⊥k 〉|Fk] = 〈EWk+1 [d(Xk,Wk+1)], Xk −X⊥k 〉,
where EWk+1 denotes the expectation relatively to the distribution of Wk+1.15
Hence EWk+1 [d(Xk,Wk+1)] is the mean common descent vector at point Xk :
d̄(Xk).
E(lk+1|Fk) ≤ lk − 2tk〈Xk −X⊥k , d̄(Xk)〉+ q2 t2k. (7)
Using Proposition 2 and taking the expectation of both sides yields:
E[lk+1] ≤ E[lk)(1− ctk) + q2t2k, (8)
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converge towards 0, the first one because (tj) is a σ-sequence, the second one





which proves the mean square convergence theorem. ut
Proof the almost sure convergence Let (Yk)k∈N be the random sequence de-5
fined by





Taking the conditional expectation of both sides relatively to the σ-algebra
Fk





Using the inequality (7) we can write,
E[Yk+1|Fk] ≤ l2k + q2t2k ≤ Yk.
The random process (Yk)k∈N is a submartingale which is obviously positive.
To conclude the proof we shall need the following result:
Theorem 4 ([14]) Let (Yk)k∈N be a positive submartingale. Then there exists








Using the Fatou lemma, we can now bound the random variable Y∞ by the
following expression :






















The mean square convergence and the fact that the second term is the remain-
der of the 2nd order series of (tk) allow us to deduce that :
E[Y∞] = 0.










Descent algorithm for nonsmooth stochastic multiobjective optimization 11
4 Illustration
The algorithm is based on the construction of a common descent direction
which necessitates to specify the subdifferentials of the objective functions.
As said earlier the computation of a subdifferential is a difficult task and
several approaches exist in order to approximate it, the most popular one being5
the bundle method [12,2]. In this application we will use an approximation
proposed by Burke et al. [4,5] who, using the property that a generalized
subdifferential can be related to limits of convex combinations of gradients at
nearby points, have developed a gradient sampling algorithm for nonconvex
single objective optimization. In practice, for the SMSGDA algorithm, the10
common descent direction is built at each step as the minimum norm element
in the convex hull spanned by a set of N gradients for each objective function,
calculated in the neighborhood of the current point.
The method will be illustrated on two simple numerical tests. The first one
is constructed in order that the expectancies appearing in the mean problem15
(3) can be explicitly known. It will allow to assess the results of the stochastic
algorithm using a deterministic algorithm such as the one proposed in [15].
We consider two objective functions f1 and f2 defined by:
f1(x, y, ω) = −.5 + U(ω) ∗ |x+ 1|+ 0.5× (y + 1)2 (9)
f2(x, y, ω) = −.5 +
√
(x− 1)2 + V (ω)× (y − 1)2, (10)
where U(ω) and V (ω) are independent uniform random variables over the




{E[f1(x, y, ω)], E[f2(x, y, ω)]}. (11)
For this first problem E[f2(x, y, ω)] and E[f1(x, y, ω)] are equal to the function
f2 and f1 for the parameter value α = 0. In a first step we construct the
Pareto set of problem (11) using a deterministic algorithm and compare it
with the Pareto set obtained by using SMSGDA. Figure 1 represents the two25
deterministic functions E(f1) and E(f2) as well as the corresponding Pareto
set plotted in red (resp. green) on function f1 (resp. f2) plot. Figure 2 compares
in the objective space the Pareto set obtained by using the deterministic and
stochastic algorithm. We can check that they are the same. The Pareto set for
the perturbed problem obtained by considering three samples of the random30
variables U and V are also drawn on the same plot, illustrating the uncertainty
effect. The σ sequence which was introduced in the algorithm is the following:
tk = a/(b+ d× kc) ; a = 1, b = .1, c = .6, d = 1. (12)
Four hundred initial points were uniformly distributed over [−2, 2] × [−2, 2]
and 1000 iterations per points used with α = .3. Each subdifferential at point
12 Fabrice Poirion et al.
Fig. 1 Objective functions and Pareto solutions
Fig. 2 Comparison of the Pareto set– 3 reference solution ; e SMSGDA ; 0 Pareto set
samples
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Fig. 3 Pareto set in the design space
x is approximated using eight gradients calculated in the ball x+0.1×B where
B = {x | ||x|| ≤ 1}.
Figure 3 represents the Pareto set in the design space. In the second nu-
merical test we add a third random variable and change the location of the
random variables in order to introduce a nonlinear dependency between each5
function and the random parameters:
f1(x, y, ω) = −.5 + |x+ 1 + U(ω)|+ 0.5× (y + 1 + V (ω))2 (13)
f2(x, y, ω) = −.5 +
√
(x+W (ω))2 × (y − 1).2, (14)
where W (ω) is a N(0, β) Gaussian variable. The same parameter values as in
the previous illustration are used and β = .3. Figure 4 represents the Pareto
set in the objective space. In order to evaluate the effect of uncertainty on the
objective functions considered at the optimal design points (x∗, y∗) and on10
the corresponding Pareto front, we have drawn on figure 4 the distribution of
[f1(x
∗, y∗,W ), f2(x
∗, y∗,W )] along the Pareto front and we have superimposed
the Pareto front of the mean problem.
5 Conclusion
We have proposed a descent algorithm for stochastic nonsmooth unconstrained15
multiobjective optimization when the objective functions are convex. The de-
scent vector is based on the common descent vector introduced in the work of
Désidéri [8] and Wilppu et al. [15]. The descent step size is given by the values
14 Fabrice Poirion et al.
Fig. 4 Pareto set in the objective space
Fig. 5 Probability density of final solutions — ` Pareto set of the mean problem
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of a σ-sequence. Mean square and almost sure convergences were proved. A
simple numerical test has shown the capability of such an algorithm. As it
is the case with stochastic algorithms there exists no efficient stopping crite-
ria for the algorithm. Because there is no exchange of information between
the initial points the algorithm is entirely and readily parallelisable: one may5
divide the computation time by the number of cores.
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