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Abstract
Deep learning has demonstrated superb efficacy in processing imaging data, yet its suitability in solving chal-
lenging inverse problems in scientific imaging has not been fully explored. Of immense interest is the determi-
nation of local material properties from atomically-resolved imaging, such as electron microscopy, where such
information is encoded in subtle and complex data signatures, and whose recovery and interpretation necessi-
tate intensive numerical simulations subject to the requirement of near-perfect knowledge of the experimental
setup. We demonstrate that an end-to-end deep learning model can successfully recover 3-dimensional atomic
distortions of a variety of oxide perovskite materials from a single 2-dimensional experimental scanning trans-
mission electron (STEM) micrograph, in the process resolving a longstanding question in the recovery of 3-D
atomic distortions from STEM experiments. Our results indicate that deep learning is a promising approach to
efficiently address unsolved inverse problems in scientific imaging and to underpin novel material investigations
at atomic resolution.
Keywords Complex Oxide Perovskites · Octahedral Rotations · Scanning Transmission Electron Microscopy · Gaussian
Processes · Deep Learning
1 Introduction
Deep learning has made tremendous progress in the past few
years[1], and is poised to enable paradigm-changing break-
throughs encompassing the technology industry and the sci-
ences [1, 2]. Of particular interest are deep learning systems
geared towards the analysis of imaging data, comprised chiefly
of convolutional neural networks[3] and variants thereof [4, 5].
These deep artificial neural networks have demonstrated un-
matched accuracy and performance at learning to capture the
salient and abstract features present in image data and to use
such features to perform specific tasks in various fields from
clinical pathology [6] to astrophysics [7, 8]. Given the mini-
mal assumptions deep learning makes about the nature of the
information present in the imaging data [9], it can have broad
applicability to imaging studies of materials but has hitherto
remained underutilized [10]. Here, we demonstrate a deep
learning-based solution to a long-standing question in electron
microscopy, namely, the ability to infer three-dimensional ma-
terial structural properties from a single two-dimensional im-
age.
In our study, we target the materials class of complex oxide
perovskites whose members host fascinating physical phenom-
ena from correlated electron behavior [11, 12] to quantum mag-
netism [13], and underpin novel device components such as fer-
roelectric tunnel junctions [14]. One of the defining structural
properties of complex oxides perovskites are oxygen octahedral
rotations[15] (Fig. 1A). The latter play a central role in the elec-
tronic configuration of these materials and consequently their
properties via crystal field splitting. Moreover, as symmetry-
lowering distortions, oxygen octahedral rotations readily cou-
ple to electronic and spin degrees of freedom during phase
transitions[16]. Research in the field of tilt-driven engineer-
ing of electronic and magnetic properties has blossomed (e.g.
[17, 18]) and a deeper theoretical understanding of the cou-
pling of tilts to other materials properties has been developed
[19]. Validation of theoretical predictions of octahedral tilts
in strain-engineered heterostructures is primarily carried out
against synchrotron surface diffraction measurements, which
quantitatively measure the 3-D symmetry and angular magni-
tudes of octahedral tilts[20], albeit in an ensemble-averaged
fashion. In light of the seminal role that local structural states
play in influencing the properties and responses of oxides, espe-
cially in strain-engineered heterostructures, the need for exper-
imental access to the full local 3-D symmetry and magnitudes
of octahedral tilts is indispensable, yet this goal has so far re-
mained elusive.
Direct imaging of abrupt changes in tilts that occur at inter-
faces or induced by defects has only been possible for a decade
[21, 22] due to advances in aberration-corrected electron mi-
croscopy. Compared to other structural distortions in per-
ovskites (e.g. strain and polarization), octahedral tilts are more
difficult to quantitatively characterize, especially at the local
unit cell level, as they are associated with zone-boundary modes
and more subtle changes in symmetry. Scanning transmission
electron microscopy (STEM) via the annular bright field mode
(ABF) can readily resolve atomic columns of light elements
such as oxygen. The ABF image, however, is a complex pat-
tern of coherent scattering and interference of electrons through
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Figure 1: Reconstruction of 3-D octahedral rotations from a single 2-D image with Deep Neural Networks. (A) Rotations
of oxygen octahedra are fully characterized by the magnitude of three angles (α, β, γ) about the principal crystallographic axes of
a perovskite unit-cell (apc, bpc, cpc; a pseudo-cubic (pc) unit-cell is used throughout and we hereafter omit the pc subscript). (B)
Projection along the [11¯0] axis of a 2 × 2 CaTiO3 unit-cell (u.c) with tilt signature a−b−c+ and the corresponding annular bright-
field scanning transmission electron micrograph (ABF-STEM, electron beam propagates along [11¯0]). Octahedral rotations in a
perovskite produce anisotropic distortions of the projected oxygen column shape in an ABF-STEM image (box outline). These
column shape distortions encode information on the underlying rotation angles (α, β, γ). Inferring the latter from a single 2-
dimensional ABF-STEM image is formulated, here, as a supervised deep learning (DL) problem (C). We seek to construct an
optimal mapping f : X → Y , where X is an ABF image, Y the rotation angles, and f := f N ◦ f N−1 ◦ · · · ◦ f 1 is represented by an
N-layer feedforward artificial neural network, where each layer i computes f i.
the material [23] that is often treated, for simplicity, as a two-
dimensional projection of the atomic lattice. While informa-
tion beyond the projection geometry contributes to the image
formation, extracting additional parameters, such as the three-
dimensional rotation angles, is a complex inverse problem (Fig.
1B). Underlying this complexity is the nature of the ABF im-
age contrast which is overwhelmingly dominated by projected
information; additionally, atomic columns which produce the
most prominent image contrast do not participate in most dis-
tortions of the overall crystal structure.
Despite these challenges, there has been progress towards ex-
tracting 3D local information of octahedral rotations. In par-
ticular, an approach was developed for classifying ABF images
based on oxygen column shapes [24]; it required expert and
manual visual inspection of ABF micrographs to identify oxy-
gen columns, thereby isolating the related signal from that of
the contrast-dominating cations, followed by a dimensionality-
reduction technique (i.e. principal component analysis) to re-
late the shape of adjacent oxygen columns to the local tilt sym-
metry. Besides the need for (subjective) input from an expert
electron microscope scientist, the main limitation of the previ-
ous approach is its inability to associate quantitative 3D octahe-
dral rotation information but for a subset of manually identified
ABF oxygen column shapes.
In this work, we construct an end-to-end deep learning model to
infer from a single ABF-STEM image full and quantitative 3D
information of oxygen octahedral rotations (see Fig.1C). We
find that by training a custom deep convolutional neural net-
work (DCNN) on dynamical electron scattering simulations of
perovskite structures, it can extract both symmetry and magni-
tudes of octahedral rotations from experimental data with unit-
cell resolution and sub-degree angular rotations. Our model
successfully generalizes what it learned to accurately predict
these structural distortions to new material classes it did not
see during training, over the entire range of rotation parameter
space. The new interpretation of ABF-STEM imaging enabled
by a DCNN allows us to quantitatively address the coupling
of octahedral distortions, across engineered interfaces of thin-
films and superlattices, with atomic resolution, directly from
experiments for any oxide system. Furthermore, testing the
DCNN on experimental data permits us to identify some of
the inherent limitations in extracting 3-D structural information
from ABF-STEM experiments.
Structural Refinement in Electron Microscopy with Deep
Learning In materials with a perovskite structure (ABO3, A,
B: cations, O: oxygen), rotations of oxygen octahedra (BO6)
disrupt the perfect alignment of oxygen atoms present in the
parent cubic structure and result in oxygen column splitting
in projection (Fig. 1B). While separate oxygen columns can
sometimes be visualized, most rotation angles are small (< 10◦,
often < 5◦), placing the corresponding oxygen-oxygen sepa-
ration beyond the resolving power of modern scanning trans-
mission electron microscopes. However, imperfect alignment
of oxygen atoms and the associated perturbation of scatter-
ing wave-fronts that forms ABF STEM images makes atomic
column shapes of oxygen appear distorted (Fig. 1B). Conse-
quently, the distinct shapes of oxygen columns in an ABF im-
age encode all the information one can access regarding the
BO6 rotations[24]. Three angles uniquely determine the ro-
tation pattern, denoted by (α, β, γ), each indicating a rotation
about the principal crystallographic axes apc, bpc, cpc, respec-
tively (we use a pseudo-cubic unit cell throughout and omit the
pc subscript hereafter). To predict the symmetry and magni-
tude of a BO6 octahedron from an ABF image, we need to con-
struct a model that maps column shapes to (α, β, γ) for every
ABO3 unit cell, whereby the absolute values of these angles
give the magnitude, while the symmetry is fixed once the signs
of (α, β, γ) for two neighboring ABO3 unit-cells are known[15].
The main challenges one encounters in developing a model to
extract structural properties from ABF data are: i) nonlinearity
in image contrast formation, ii) the ubiquitous effects of dy-
namical electron scattering, iii) the presence of nontrivial and
varying instrumental factors (e.g. lattice distortions due to sam-
ple stage drift, beam partial coherence)[25]. These three factors
make the construction of an analytical model to predict BO6 ro-
tations directly from an ABF image difficult and consequently
such models are currently lacking. Here, we introduce a purely
computational model in the form of deep convolutional neural
networks (DCNN) that overcomes the above limitations. Our
approach exploits one of the characteristic properties underly-
ing the modern success of deep neural networks, namely their
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Figure 2: Training and Validation of a Deep Convolutional Neural Network on Electron Scattering Simulations. The (X,Y)
pairs (X: simulated ABF image, Y:(α, β, γ)) form the examples on which DCNN training was performed. In total, 7 × 105
ABF images of the prototype perovskite SrTiO3 were generated using multislice simulations and Gaussian processes modeling,
encompassing oxygen octahedral rotations spanning a range of (−10◦, 10◦) in increments of 0.25◦ for each angle. (see Fig.S1
and Section 3). Two representative images with different octahedral rotation configurations shown in (A), scale bar is 4Å. A
90/10 split of the simulated dataset into training/validation datasets was performed. (B) As DCNN we used a custom 12-layer
convolutional architecture Conv Unit: 10 convolutional layers, FC1(2): 2 fully connected layers, BN: Batch Normalization,
Avg. Pool: Average Pooling, nonlinear activations are ReLU: rectified linear unit, and tanh) (see Fig. S2,S3). To extend the
applicability of the model to data coming from a variety of STEM instruments and settings, we applied to X a sequence of
random input image transformations, whose functional forms reflect commonly encountered experimental conditions. (C) The
mean-squared error (MSE) per sample between the angles predicted by the DCNN and the true angles from the validation dataset
was evaluated concurrently with the training (1 epoch indicates that the DCNN has processed a number of images equivalent to
the size of the entire training dataset). The DCNN converges to a per sample validation errors in predicting oxygen octahedral
rotation angles on the order of ≈ ±1◦.
ability to construct a general mapping fWi ,
fWi (X) = Y, (1)
where X is an ABF image, Y = (α, β, γ), and Wi(i = 1, ...,N)
are parameters (or weights) to be learned during training (for
each layer i of an N-layer neural network, see Fig. 1C). The
ability of a DCNN to approximate the nonlinear relationship
between the ABF contrast and the structural distortions is math-
ematically ensured by the universal approximation theorem, if
the network has enough layers and training data [26–28].
Supervised Training on Electron Scattering Simulations
We took a supervised learning approach to train the DCNN. By
using the nearly exact multislice formalism [29, 30] and Gaus-
sian Processes modeling(31), we simulated a dataset of 7 × 105
ABF images of the prototype perovskite SrTiO3 oriented in
(110) projection. The octahedron rotation angles (α, β, γ) were
modified to span a range of (−10◦, 10◦) (Fig. 2A, Fig. S1), with
the atomic positions of the generated distorted structures sub-
ject to the geometric constraint of corner-sharing connectivity
[31, 32]. During training, we apply random affine distortions,
changes in magnifications, and Poisson noise to each image, to
account for commonly encountered instrumental effects (Fig.
2B). In essence, by training and validating the DCNN on mul-
tislice simulated ABF images, the model will incorporate any
and all effects of dynamical electron scattering. Moreover, by
accounting for instrumental artifacts in the simulated ABF im-
ages, the DCNN can learn image features that are more relevant
to imaging data encountered in experiments. The DCNN archi-
tecture used is a custom 12-layer convolutional neural network
that was trained with an adaptive stochastic gradient-based op-
timization technique to minimize the Huber loss function be-
tween the predicted angles and the correct angles associated
with each training image. We find that the validation mean-
squared error (MSE) between predicted and true angles con-
verges to ∆α,∆γ ≈ ±1.4◦ and ∆β ≈ ±1◦ after a few data epochs
(Fig. 2C). Interestingly, we find that the validation errors for
α, γ are correlated, especially during latter stages of the learn-
ing phase. Such correlation is a possible indication that the
DCNN is learning shared ABF features in its identification of
α, γ rotations. From a materials perspective, the crystal projec-
tion used in our simulations (and later STEM experiments) does
indeed couple the 2-D image formation from these 2 BO6 rota-
tions. We show below that this statistical correlation does not
appear to affect the predictions of the DCNN on experimental
images adversely. Finally, we note that our models angular er-
rors compare favorably to those obtained from structure refine-
ment of spatially-averaged electron diffraction measurements (
±0.72◦ for the BO6 rotations of the low-temperature phase of
SrTiO3)[33].
learning to Ignore Arguably, the main drawback of any
DCNN model is the difficulty in interpreting, in a human-
accessible form, what it learned and how it makes its predic-
tions, irrespective of how accurate or inaccurate they may be
[28, 34]. We find that in this particular application one can ar-
rive at a qualitative physical interpretation of what the DCNN
learned during training by propagating an ABF image (from
the validation set) through the network to obtain an activation
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Figure 3: Learning to Focus on Oxygen and B-site Atomic
Columns. The forward propagation of an (up-sampled) ABF
simulated image in A through the trained neural network pro-
duces the activation map in B. This activation map shows that
the DCNN is mostly activated by the shape and position of the
O-sites as well as the B-sites, while very little attention is given
to the A-sites. Activation profiles taken along the a-axis at the
position of A-sites, O- and B-sites (averaged along the c-axis
inside the box outlines) show the highly localized and strong ac-
tivations of the latter in comparison to fluctuating and delocal-
ized activations of the former. In essence, the DCNN learned,
without any prior information, that to accurately predict oxy-
gen octahedral rotations it should mostly focus on the O- and
B-sites (and learned to ignore the strong imaging contrast of
the A-sites that is nearly 6 times larger than O or B-cations
columns for SrTiO3). The normalized absolute value of the ac-
tivation output is shown and the images in A and B have the
same spatial dimensions.
map (Fig. 3A, B). First, note that the bright-field contrast for
most ABO3 perovskites will be primarily dominated by the A-
cations; for SrTiO3 they produce contrast approximately five
times larger than the contrast from O or B-site columns (line
profile in Fig. 3A). Second, an activation map indicates what
parts of the image give a stronger response from the DCNN
and is qualitatively interpreted as what parts of the image the
model focuses on. Remarkably, despite this significant im-
balance in contrast between different atomic columns, we find
that the trained model learned to focus on the oxygen and B-
cation columns with well-localized activations, while it almost
entirely ignores the presence of A-cations (line profile in Fig.
3B). These results are entirely consistent with our physical un-
derstanding of octahedral distortions in perovskites involving
only displacements of oxygen and B-cations to an excellent ap-
proximation. Such physical understanding was not given as in-
put to the neural network but was learned solely during train-
ing. Moreover, it is interesting that the DCNN is equally acti-
vated by the oxygen and B-cations, despite the latters minute
changes from one octahedral distortion configuration to next
(compare the two simulated ABF images at different sets of an-
gles in Fig. 2A). The latter observation is one of the hallmarks
of deep learning, whereby a deep neural network will learn the
features it needs directly from the data[1], without input from a
user, to accomplish the task at hand (see Fig. S3).
Transferring Knowledge Learned from Simulations to Ex-
periments To determine if the DCNN trained exclusively
on simulated data of SrTiO3 is nevertheless effective in ex-
tracting structural properties from experimental data and gen-
eralizes to other ABO3 perovskites, we tested its perfor-
mance on ABF-STEM experimental images of an epitax-
ial thin-film of CaTiO3 (CTO) on a single crystal substrate
(LaAlO3)0.3 (Sr2AlTaO6)0.7 (LSAT) (Fig. 4A).
In thin-film form, CaTiO3 has an octahedral tilt symmetry of
a−b+c− (24), indicating that the α and γ angles of two neigh-
boring unit cells have opposite signs, while their β rotations are
of the same sign. We found that our trained model correctly
predicts the octahedral rotation symmetry for CaTiO3 far from
its interface with LSAT (¿ 2 u.c) with a spatial resolution at the
level of a single unit cell. The spatial distributions of α and γ
display alternating rotations with the well-known unit-cell dou-
bling periodicity (Fig. 4B, C). Near the interface with LSAT,
we see strong modulations in the sign of the octahedron ro-
tation about the b-axis indicating that the tilt pattern of those
first 4 CTO unit cells is a mixture of a−b−c− and a−b+c−. The
presence of a different rotation pattern at an epitaxial interface,
especially the rotation about an in-plane crystallographic axis
(i.e., orthogonal to the growth direction [001]), is fully consis-
tent with the mechanical boundary conditions imposed on the
CTO by LSAT via the misfit strain.
In the case of LSAT, the DCNN predictions do not match its
bulk pattern (a0a0a0, no rotations) near the interface. Instead,
we see large magnitudes in α and β (≈ 4◦) corresponding
to octahedral rotations about the in-plane axes, a and b,
respectively. Inspection by eye confirms that the LSAT oxygen
column shapes are in fact distorted, pointing to the potential
presence of rotations. In principle, at a symmetry-changing
interface in an epitaxial heterostructure, such as CTO/LSAT,
the substrate (LSAT) and certainly the film (CTO) could
exhibit structural distortions in a finite transition region that
are distinct from the bulk crystal structure.[19, 35] Moreover,
the observed 2-fold larger magnitudes of in-plane rotations
(i.e., α and β) than the out-of-plane angle are consistent with
the elastic constraints imposed by epitaxy and imply that the
substrate interfacial unit-cells partially inherit the rotation
pattern of CTO. The presence of these rotations and their
asymmetry was further corroborated by analysis of additional
ABF-STEM experimental data (Fig. S6). Due to the limited
imaging field of view in the experimental data, we were
unable to unambiguously quantify the extent of this transition
region and consequently confirm that LSAT reverts to its bulk
structure far away from the interface.
Preprint – Reconstruction of 3-D Atomic Distortions from Electron Microscopy with Deep Learning 5
Figure 4: Inference of Oxygen Octahedral Rotations
Symmetry and Magnitudes from Experiment. (A)
Experimental ABF STEM micrograph of a CaTiO3
(CTO) epitaxial thin film on a single crystal substrate
(LaAlO3)0.3 (Sr2AlTaO6)0.7 (LSAT). (B) Predictions of
BO6 octahedral rotation angles spatial distributions with the
trained model fWi match the tilt pattern of CTO (a
−b+c−),
whereby rotations about the a− and c-axis (α, γ) alternate from
positive to negative. The ideal CTO tilt pattern is illustrated
for α-rotation. (C) The well-known periodicity of oxygen
octahedral rotations in CTO (2 unit cells) is also reproduced
by the DCNN as shown in the profile of γ-rotations along the
c-axis (see Fig. S3 for all line profiles). DCNN predictions of
β-angles match the expected symmetry of CTO, with notable
exceptions near the interface with LSAT, where we found
negative rotations. In fact, the magnitudes of both in-plane
angles (α, β) in the first 2 CTO unit cells from the interface
fluctuate substantially, an observation that is consistent with the
elastic constraints imposed by crystalline epitaxy. The latter
also induces distortions of oxygen octahedra at the surface of
LSAT causing deviations from its expected bulk symmetry
(a0b0c0, no rotations). The vertical dashed line in all subfigures
outlines the approximate position of the interface. The scale
bars are 8Å( 2 unit cells). During inference with the DCNN,
minimal preprocessing of the experimental data via global
intensity scaling was performed (see Section 3 and Fig. S4 for
inference procedure).
Generalization to the Wider Family of Oxides To rigor-
ously test the generalization of our DCNN model in accurately
predicting octahedral rotations of the wider family of complex
oxides, we tested it on ABF-STEM experimental images of
La0.7 Sr0.3 MnO3/Eu0.7 Sr0.3 MnO3(LSMO/ESMO) superlat-
tices (Fig. 5A). The crystal structure of ESMO, in particular,
represents a substantial departure from the structural configu-
rations our deep learning model was trained on, as it belongs
to a different class of orthorhombic-distorted perovskites (i.e.,
GdFeO3-type structure). In addition to the octahedral tilting
the DCNN encountered during training, the structure of ESMO
contains distortions of the A-cation sub-lattice which were not
part of the training set, and in bulk form, is found in the a−a−c+
octahedral rotation pattern[35].
Our model predictions are in excellent agreement with the tilt
pattern of ESMO (Fig. 5B), especially for α and β, whose ab-
solute values are identical to less than 1◦ as required by the
octahedral rotation symmetry class (Fig. 5C). In the case of
γ, we find the absence of distinct alternating out of phase ro-
tations (ruling out a c− pattern) and the presence of prominent
fluctuations in the spatial distributions of octahedral rotations
that average out to ≈ 0.4◦ or, equivalently an a−a−c+. Note,
however, that the mean-squared prediction error MSE for the
out-of-plane rotation is ∆γ ≈ ±1.4◦(per sample in the valida-
tion set, see Fig. 2C). Consequently, while this deep neural
network could not distinguish between a c+ or c0 pattern with
high confidence from this particular ABF-STEM data set, it
can effectively generalize to other oxide material classes, not
seen during training, and correctly and quantitatively infer their
structural properties from raw experimental data.
In the case of LSMO, with a bulk octahedral rotation pattern
of a−a−c−, alternating rotation sense in the α and β channels
of the DCNN analysis are discernable, in agreement with the
bulk structure. In the case of out-of-plane rotations, our model
does not reproduce the bulk symmetry in predicting a c+ pattern
with a spatially-averaged rotation angle of γ = 1.2◦ ± 1.4◦. A
closer inspection of the LSMO micrograph indicates the pres-
ence of strong shape anisotropies affecting all atomic columns,
most likely arising out of a zone-axis misalignment during the
experimental acquisition. The incorrect out-of-plane octahedral
symmetry predictions for LSMO and the absence of sharp con-
trast in the rotation phase of α and β (relative to ESMO and
CTO, Fig. 5C) indicate that the robustness of the deep learning
model to pronounced misalignments could be further improved.
2 Discussion & Conclusion
Previous studies have noted that oxygen column shapes in ABF
STEM data contain information about the 3-D symmetry of per-
ovskites, but quantitative information on the latter was deemed
irretrievable but for a small subset of tilt systems.[24] The high
accuracy and reliability displayed by a deep learning model in
assigning tilt systems and extracting tilt angles across the en-
tire span of rotation symmetries and magnitudes suggests oth-
erwise. Essentially, the presented results point to the presence
of interpretable signatures in ABF STEM data that have evaded
the trained eye of human experts and previous analyses, which
can be learnt by a deep convolutional neural network and used
to quantify 3-D structural distortions of oxides, directly and
unassisted, from experimental data.
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Figure 5: Deep Learning Generalization to New Material Classes. (A) Experimental Annular Bright Field STEM micrograph
of La0 · 7Sr0 · 3MnO3 / Eu0 · 7Sr0 · 3MnO3 (LSMO/ESMO) superlattices. (B) Prediction of BO6 octahedral rotations by the DCNN
trained on SrTiO3 electron simulations. Despite having no prior knowledge of ESMOs orthorhombic perovskite structure (inset
in A), our model correctly predicts the oxygen octahedral symmetries and magnitudes of the material, whereby alternating
positive/negative in-plane angles (α, β) in ESMO arise out of the underlying symmetry class (a−a−c+), with a small position-
averaged γ rotations of ≈ 0.36◦ (C) Rotation profiles of the spatial distributions in (A) were averaged along [100]. For LSMO,
with a rotation pattern of a−a−c−, weak alternating rotation sense for (α, β) are found but are within the uncertainty bounds of
the DCNN derived from the validation dataset. Our model does not accurately capture the value of rotations about the c-axis in
LSAT due to pronounced shape distortions of all atomic columns, likely arising from a misalignment between the electron beam
axis and the zone-axis of LSMO. The vertical dashed line in all subfigures outlines the approximate position of the interface.
Scale bar is 10Å( 2 unit cells). The confidence bands in C represent ±1σ derived from the per sample validation mean-squared
error and assume that the model is a statistically unbiased estimator.
The central aspect of the success of this deep convolutional
neural network is its capability to focus solely on those image
features relevant to octahedral distortions and learning to ig-
nore, altogether, far more intense yet irrelevant image features,
such as ABF contrast of A-cations. This physical understand-
ing that the neural network learned unaided allows it to suc-
cessfully predict the underlying structural properties, and such
understanding simply cannot be encoded in standard electron
microscopy analysis routines without the reliance on persistent
input from a human expert with a requisite knowledge of ox-
ides.
Remarkably, learning to ignore also underlies the robustness
and wide applicability of this deep learning approach: while
trained solely on simulated data of simple tilted perovskites
with a SrTiO3 composition, it is nevertheless able to seamlessly
generalize to experimental data of entirely different chemical
compositions of CaTiO3, La0 · 7Sr0 · 3MnO3, and (LaAlO3)0 ·
3(Sr2AlTaO6)0 · 7, and even to markedly different structures such
as ESMOs distorted perovskite. Such generalization is not
achievable with library-based or look-up tables approaches,
which fail to provide meaningful results for cases not present
in the library. In fact, it is this ability to generalize to unseen
cases that is at the heart of current interest in deep learning. An
important aspect of the generalization of the DCNN model of
crucial practical importance lies in its ability to accurately infer
structural information from experimental data which inherently
contains residual microscope aberrations, despite being trained
on aberration-free simulated data.
In contrast to applications of deep neural networks in other
fields, such as medical imaging [36], established knowledge of
the structure of materials at the atomic level allows a qualita-
tive interpretation of the CNN’s activations patterns to analyze
its current performance in various settings, and to shed light on
how it may be extended to new ones. For instance, by focusing
on the relative positions and shapes of the oxygen and B-cation
columns (Fig. 3), the model is less sensitive to changes in con-
trast, for instance, due to different atomic occupations in the
A- or B-sites (e.g., LSAT) or distortions in the positions of the
A-cations (e.g., ESMO). However, since the networks activa-
tions are highly localized at these atomic sites, in the presence
of severe distortions of atomic column shapes due to small mis-
alignments from the optical axis its predictions will deteriorate
less if those same activations were less localized.
Besides zone-axis misalignments, relative misorientations be-
tween substrate and thin-film are also prevalent in experimen-
tal STEM studies of epitaxial heterostructures and could limit
the applicability of this model with highly-localized activations.
It is worth exploring if the model can learn to recognize such
common experimental factors and overcome these inherent lim-
itations of STEM once re-trained, using techniques of transfer
learning, on new datasets that incorporates optical aberrations,
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beam tilt variations, and structural imperfections. Another av-
enue for improving the interpretive abilities of our neural net-
work lies in using more sophisticated simulation approaches
to electron scattering, to take into account beam partial coher-
ence and inelastic scattering[37]. Given the current approachs
universal generality and good performance, one can credibly
expect that incorporation of all additional factors will only im-
prove the precision and accuracy of predicted octahedral dis-
tortions. It remains to be determined, however, if all of these
parameters can be feasibly incorporated into a single neural net-
work.
Previous experimental studies have probed coupling of octahe-
dral rotations across epitaxial interfaces, finding indirect and
qualitative evidence, in the form of 2-d projections, of the sub-
strates interfacial unit cells inheriting a tilt pattern from the
film [19, 24, 38]. As demonstrated for the CTO/LSAT sys-
tem, deep learning provides the first fully quantitative evidence
of this effect with unit-cell spatial resolutions and excellent an-
gular sensitivity. Moreover, the 3-D configurations extracted
by the DCNN can finally enable a direct comparison between
STEM measurements and theoretical predictions of 3-D octa-
hedral rotations. Finally, the well-known computational effi-
cacy of deep neural networks can allow for analysis of gargan-
tuan STEM data volumes and henceforth collection of statis-
tically robust structural properties for meaningful comparisons
with other structural probes such as X-rays [20]. The ability
of the end-to-end deep learning system, generated in this study,
to adequately represent the complex relationships between an-
nular bright field contrast and the underlying three-dimensional
atomic crystal structure of a material, suggests that the poten-
tial of deep learning extends beyond the automation of routine
image analysis tasks. And it can be harnessed to address chal-
lenging inverse problems in imaging [39] with spatially coher-
ent probes [40], thereby powering the discovery of hitherto in-
accessible local materials properties.
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3 Methods
3.1 STEM Experiments and Simulations
Experiments Scanning transmission electron microscopy data
were collected using a Nion UltraSTEM microscope operated at 200
kV Annular Bright field detector with angular acceptance range of 15-
30 mrad range was used for recording ABF images. Sample prepara-
tion details for all materials can be found in [24].
Simulations Structure models for SrTiO3 composition with oxyge
octahedral rotations angles spanning a range of (−10◦, 10◦) in incre-
ments of 5◦ for each (α, β, γ) angle were generated using the software
POTATO, which incorporates geometrical constraints related to cor-
ner sharing connectivity of the octahedra[31, 32]. These models were
then rotated and translated to form a rectangular cuboid with axes of
[110], [001] and [11¯0] and size 2
√
2 × 4 × 80√2 pseudo-cubic unit
cell. Multislice simulations using Kirkland frozen phonon codes were
then used to compute ABF (15-30 mrad) images for the inner
√
2 × 2
span of pseudocubic unit cells (to avoid edge effects) and sample thick-
nesses from 2 to 42 nm. A 200 kV aberration-free probe with 30 mrad
probe-forming aperture was used for the calculation, and the results
were averaged over 15 random thermal configurations generated for
the temperature of 300K.
Gaussian Processes Machine Learning Deep learning models
require vast amounts of training data ranging from 105 to 107 sam-
ples (i.e. ABF images). Performing such a large number of multislice
simulations is computationally prohibitive for most materials and be-
yond the computational budget of most researchers. Instead of such
a brute-force simulation approach, we employed Gaussian Processes
modeling (GP), a nonparametric and multidimensional Bayesian mod-
eling technique [41]. With GP, we used our multislice simulations of
ABF image contrast at angular increments of 5◦ to find a surrogate
model, that is computationally cheaper and highly accurate in predict-
ing ABF images at finer angular increments (see Fig. S1). Formally,
let us denote our multislice simulations of the ABF contrast by C0,
and the angular rotations by a rotation vector θ = (α, β, γ). The GP
surrogate model of the ABF contrast, CGP(θ), is given by,
CGP(θ) = φ(θT )w,w ∼ N(m,Σ) (2)
where φ is a kernel-based mapping of the angular vector into feature
space, w are (unknown) parameters to be determined from C0, and
N is a multivariate normal distribution with a mean (vector) m, and
covariance matrix Σ. The covariance matrix, Σ = σ2k(θ, θ′) is fully
determined by our choice of kernel k and the variance σ is estimated
by maximum likelihood with our multislice simulated C0. In our GP
modeling we used a Matern kernel, given by
k(x) =
2(1−ν)
Γ(ν)
( √2νx
l
)νKν( √2νxl ) (3)
where Kν is a modified Bessel function, Γ is the gamma function, and
l is a hyper-parameter of the Gaussian Process (we also tested a ra-
dial basis function kernel but found that it gave larger mean-squared
errors than the Matern kernel, see Fig. S1). During the fitting stage of
the GP model, we used ν = 3/2, l = 1, and conjugate gradient descent
minimization of the log-likelihood. We repeated the minimization pro-
cedure 20 times with random l - parameter initialization, and the GP
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model, C(θ), with the minimal marginal log-likelihood was chosen.
After optimization, we found that the GP modeling of the ABF im-
age contrast, CGP (defined in Eq.2) gave a very good approximation
to the multislice simulated contrast C0, with mean-squared errors on
the order of 10−4. From the trained GP model, we sampled ABF im-
ages spanning a range of (−11.25◦, 11.25◦) in increments of 0.25◦ for
each (α, β, γ), for a total of 729,000 ABF images. We found that for
absolute angular values larger than 11.25◦, the GP posterior covari-
ance increased and as such the model cannot be reliably used to pre-
dict ABF contrast for octahedral rotation states outside of the range
(−11.25◦, 11.25◦). The numerical implementation of Gaussian Pro-
cesses in the scikit-learn library was used throughout this work[42].
3.2 Deep Learning
Training/Validation Data The simulated dataset consisting of
729,000 ABF images and (α, β, γ) labels was partitioned into train-
ing and validation sets using a 90/10 split. During training we pre-
processed each training batch before feeding into the network using a
combination of global affine distortions, global scaling, and noise sam-
pled from a Poisson distribution. These transformations reflect some
of the commonly encountered experimental conditions [25]. For in-
stance, global affine distortions approximate the geometric distortions
of an image due to sample stage drift, while Poisson noise reflects the
counting statistics in a scattering process. Unlike scanning distortions
and counting statistics, uncontrolled changes in magnification rarely
occur in practice on the same instrument, under the same settings, and
are typically known with good accuracy and precision.
The training data included such magnification changes largely to facil-
itate inference from experimental images, and to aid our deep neural
network to generalize to small changes in magnification (≈ ±5%) that
can enable it to draw from data pools coming from different micro-
scopes and settings (see Subsection 3.2). The functional form of all
of the above transformations is fixed during training, but their defining
parameters (e.g. horizontal and vertical shears, 2 rotation angles and
2 translations for an affine distortion) were randomly sampled from a
uniform distribution for each (X,Y) in a training batch. Moreover, we
also used the common practice of random crops of the images in the
training batch. The physical dimensions of the image crops were taken
as a 2 × 2 (101) projected unit cells of SrTiO3 (≈ 8Å × 11Å) as to not
break the structural symmetry of some octahedral rotation patterns.
Deep neural network architecture Our deep convolutional
neural network (DCNN) is a custom 12 layers architecture (Conv Unit:
10 convolutional layers, FC1(2): 2 fully connected layers). Batch nor-
malization (BN) was used before the nonlinear activation via ReLU
(rectified linear unit) and after the 2-D convolution layers (2-D Conv).
A downsizing of the input at different stages of the DCNN was per-
formed with average pooling layers (Avg. Pool). The tanh nonlinear
activation is used prior to the linear output layer (FC2). Figure S2 con-
tains a list of all parameters (kernel sizes, strides, etc) that fully fix the
architecture of our DCNN.
Our large training/validation image database allowed us to not rely on
techniques of transfer learning, and therefore we trained our model
from scratch (i.e. random initialization). In light of the markedly
different intensity distributions and data channels of STEM images
relative to images of natural scenes and objects which are predomi-
nantly used in designing new DCNN architectures (e.g. natural im-
age databases such as ImageNet), we chose to design our own custom
DCNN architecture to achieve optimal results in the task of recon-
structing octahedral rotations from a single 2-D image.
In our DCNN architecture design, we used commonly used neural net-
work layers (2-D convolutions, batch normalization, etc) [4] and fol-
lowed the well-established practices of: (i) composing layers such that
the height and width of the features decreases with DCNN depth, while
increasing the number of these features, and (ii) increasing the repre-
sentation capacity of the DCNN via depth to improve generalization
[9].
During our DCNN architecture design, we found that the use of max
pooling layers consistently produced poor validation accuracies. Such
max pooling layers are predominantly used in state of the art DCNN
models trained on natural image databases. We attribute the unsuitabil-
ity of max pooling to the sparsity of ABF STEM data, the pronounced
absence of well pronounced edges, and the strong localization of infor-
mation (at the atomic scale). The preceding characteristics are almost
never satisfied in natural image databases, and further motivates our
use of a custom DCNN architecture. As shown in Fig. S3, the filters
learned by the first convolutional layer of our DCNN model are devoid
of edge filters, which are commonly found in DCNN models trained
on natural image databases, supporting our observations regarding the
difference between scientific images such as STEM ABF and natural
image databases.
An interesting future direction, will be to fully quantify the per-
formance of state of the art DCNN models such as ResNet(4) and
DenseNet(5) on our simulated and experimental STEM data, using our
custom model as reference, due to its proven capability to accurately
infer materials properties, and to generalize to new materials and new
imaging conditions.
Model Training The deep learning library Tensorflow (v1.4) was
used to implement and optimize the DCNN [43]. Training was per-
formed on an NVIDIA DGX-1 system (8× Tesla P100 GPU) us-
ing data parallelism. We trained our DCNN model using an adap-
tive stochastic gradient descent algorithm (ADAM optimizer, β1 =
0.9, β2 = 0.999, with a staircase learning rate decay policy) to min-
imize the loss function L given by
L(Y,Y ′) = LHuber(Y,Y ′) + Σi||Wi||2, (4)
where LHuber is the Huber loss evaluated on the true labels Y (i.e.
α, β, γ) and the predicted labels Y ′ (described below). The second term
on the right-hand side of Eq. 4 is an L2 regularization term with coef-
ficient  = 10−4, and the sum index i runs over the layers of the neural
network, with Wi denoting a vector of weights of layer i. The Huber
loss is a commonly used loss function in robust regression to reduce
the effect of outliers (relative to a mean-squared error loss) and is by
given by
LHuber(Y,Y ′) =
{ 1
2 (Y − Y ′)2, if |Y − Y ′| ≤ δ
δ|Y − Y ′| − 12δ2, otherwise
(5)
We used an initial cutoff value δ = 25◦ during training for each oc-
tahedral rotation angle. The value of δ was decayed using the same
schedule and decay rate as the learning rate (see caption to Fig. S2).
Model Validation Validation of the model was quantified by com-
puting the mean-squared error between the predicted angles and the
true angles over the entire validation dataset (= 72,000 ABF images
and labels). The validation mean-squared error value we report in
Fig. 2C (the main text) is averaged over all predictions of the DCNN
(for each angle) and is repeatedly evaluated from a saved copy of the
DCNN model throughout training. No ABF image augmentation is
performed before validation
Model Prediction from Experimental Data Prediction of the
octahedral rotation spatial maps from experimental STEM ABF im-
ages reported in the main text is performed using sliding windows.
Each sliding window extracts an image patch, whose size spans ap-
proximately 2 × 2 (101) projected unit cells, from an experimental
STEM ABF image and used as input into the DCNN to predict the
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angular rotations (see Fig. S4). This procedure is repeated as the slid-
ing window is scanned across the entire experimental image with a
stride size of 1 pixel (equal in height and width). The predictions of
the model are independent of the stride size due to the intrinsic trans-
lation invariance property of convolutional neural networks and the
additional fact that during training the model sees randomly extracted
image patches (i.e. random crops) extracted from the same ABF im-
age and are all associated with the same octahedral rotation state (see
Model Training Subsection). Moreover, the model predictions are not
sensitive to the exact physical size of the image patch, since the DCNN
was trained on ABF STEM data at different magnifications. Finally, a
moving average kernel whose size corresponds to 1× 1 unit-cell is ap-
plied to the model predictions (oversampled by the sliding windows)
to produce octahedral rotations with unit-cell spatial resolutions, as
reported in Figs. 4,5 in the main text.
Activation Map The activation map reported in Fig.3 in the main
text was obtained by transforming the trained fully-connected layers
(FC1, FC2) into 2-D convolutional layers with a 1 × 1 kernel size,
and forward propagating an up-sampled (×8) ABF image, randomly
chosen from the validation set, through the entire DCNN. The output
of this transformed DCNN is an image with three channels (formerly
corresponding to each angle). We reported the absolute mean value
over the three channels with the intensities scaled in the range [0, 1].
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4 Supplementary Figures
Figure S1: Gaussian Processes Modeling of the Dynamical
Contrast Function of Oxygen Octahedral Rotations. (A)
Annular bright field image at fixed (αo, βo, γo) predicted by
Multi-Slice (not used for training) can be used to estimate ac-
curacy of Gaussian Processes (GP) modeling image at same
angular values. Mean squared error (MSE) map between the
Multi-Slice image and the GP modeled, reveal that GP model-
ing errors are on the order of ±10−2 of the normalized intensity
and are maximal at spatial locations of oxygen columns (box
outline). The observed behavior is consistent with the physical
consideration that column shape and intensities of A-cations do
not vary as function of (α, β, γ) in the angular range of consid-
eration [−10◦, 10◦]. (B) The contrast function C0(α, β, γ = 0),
in steps of 5◦, predicted by multi-slice calculation in a spatially
averaged region spanning the atomic columns in the box out-
line, and the GP modeled CGP(α, β, γ = 0) in angular steps
of 0.25◦. During the fitting stage of the Gaussian Processes,
we used a Matern kernel (radial basis function kernel was also
tested but gave MSE on the order of 10−2).
Figure S2: The architecture of the Deep Learning Model.
The input is a batch of images, where each image has height
H, width W, and channels C. Unit1(2) are composed of a 2-D
convolutional layer, with kernel size K, stride S, and number of
filters F. The relevant parameters for the average pooling lay-
ers (Avg. Pool) and fully-connected layers (FC1(2)) are also
indicated. A padding mode of ‘SAME‘ is used in the convo-
lutional and pooling layers. BN: Batch normalization. The
hyper-parameters used were: batch size = 32, initial learning
rate=1e-3, and a learning rate decay = 0.5 was applied every 2
epochs of data. For batch normalization, 10−3, and an expo-
nential moving average decay of 0.9 to accumulate mean and
variance statistics during training for use in inference. All layer
weights were initialized using He initialization.
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Figure S3: Convolution Kernels Learned by the First Layer.
In various other deep learning applications, where a DCNN is
trained on natural scenes and subjects (e.g. cats), one finds
that the filters learned by the first layer of the network con-
tain a large proportion of edge filters. Instead, we find that
the learned filters in this case are nearly devoid of edge filters,
an observation that is explainable by the absence of well pro-
nounced edges in scanning transmission electron micrographs
at the atomic scale.
Figure S4: Prediction of Spatially-Resolved Octahedral Ro-
tations from Experimental Data. (A) Two sliding windows
from an experimental ABF STEM image of CaTiO3. At each
sliding window location an image patch is extracted and input
into the DCNN model to predict (α, β, γ). The resultant angular
spatial maps are shown in (B). A moving average kernel of size
(H,W) corresponding to a 1 × 1 projected unit cell is applied
to the oversampled predictions in (B) to obtain spatial maps of
octahedral rotations with unit-cell spatial resolutions.
Figure S5: Line Profiles of Octahedral Rotations. Complete
line profiles across spatial distributions of octahedral rotations
predicted by the DCNN for the CTO/LSAT material shown in
Fig. 4 (B). Dashed lines indicate the approximate positions of
the interface.
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Figure S6: Deep Learning Predictions on Additional Experimental data. The presence of misorientations and the diffuse
interface is visually apparent in (A), and is consistent with the DCNN predictions in (B), as manifested by (i) the lack of clear
unit-cell doubling (checkerboard pattern in the upperhalf of the CTO image) and (ii) large angular magnitudes in the octahedral
rotations that are most affected by crystalline epitaxy (α, β), well-localized at the interface.
