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as.2012.1Abstract In this paper, the reproducing kernel Hilbert space method (RKHSM) is applied for
solving Troesch’s problem. We used numerical examples to illustrate the accuracy and implemen-
tation of the method. The analytical result of the equation has been obtained in terms of a conver-
gent series with easily computable components. The results are compared with the ones obtained by
the homotopy perturbation method (HPM), the Laplace decomposition method (LDM), the pertur-
bation method (PM), the Adomian decomposition method (ADM), the variational iteration
method (VIM), the B-spline method and the nonstandard ﬁnite difference scheme (FDS) by using
tables and ﬁgures. Numerical results show that the present method is effective.
ª 2013 University of Bahrain. Production and hosting by Elsevier B.V. All rights reserved.1. Introduction
We consider in this work the boundary-value problem, Tro-
esch’s problem
u00 ¼ k sinhðkuÞ; 0 6 x 6 1; ð1:1Þ
with boundary conditions
uð0Þ ¼ 0; uð1Þ ¼ 1; ð1:2Þ
where u= u(x) and k is a positive constant. This problem was
described and solved by Weibel (1958). It arises from a system
of nonlinear ordinary differential equations which occur in an
investigation of the conﬁnement of a plasma column by radia-
tion pressure. Troesch (1976) found its numerical solution by4 237 00 00.
Inc).
ersity of Bahrain.
g by Elsevier
. Production and hosting by Elsev
1.005the shooting method. The closed form solution to this problem
in terms of the Jacobian elliptic function has been given
(Roberts and Shipman, 1976) as
uðxÞ ¼ 2
k
sinh1
u0ð0Þ
2
sc kx; 1 1
4
u0ð0Þð Þ2
  
; ð1:3Þ
where u0(0), the derivative of u at 0, is given by the expression
u0ð0Þ ¼ 2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1mp , with m being the solution of the transcen-
dental equation
sinh k
2
 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1mp ¼ scðk;mÞ; ð1:4Þ
where sc(k,m) is the Jacobi elliptic function and m is a modulus
of the jacobi elliptic function (0 < m< 1). From (1.3), it was
noticed that a pole of u(x) occurs at a pole of
sc kx; 1 1
4
ðu0ð0ÞÞ2
h i
. It was also noticed that the pole occurs at
x  1
2k
ln
16
1m
	 

: ð1:5Þ
This problem has been studied extensively. A numerical algo-
rithmbased on the decompositionmethod is presented byDeebaier B.V. All rights reserved.
Figure 1 Compare the absolute errors previously obtained by
various methods with our method for k= 0.5.
20 M. Inc, A. Akgu¨let al. (2000), and they obtained the accurate numerical results
using a few terms of the iterative scheme. Khuri (2003) used
the Laplace transform and a modiﬁed decomposition technique
for problem (1.1) and (1.2). Momani et al. (2006) implemented
the variational iteration method for approximate and analytical
solutions of boundary value problems. Feng et al. (2007)
presented the modiﬁed homotopy perturbation method for
Troesch’s problem. Chang (2010) used the simple shooting
method for this problem. Chang (2011) , in other work, pro-
posed a variable transformation to solve Troesch’s problem.
Thehyperbolic-type nonlinearity in the problemconvertedpoly-
nomial type nonlinearities and the transformed problem is
solved by using the variational iteration method. Erdogan and
Ozis (2011) presented a new kind of ﬁnite difference scheme
for special second order nonlinear two-point boundary value
problems. Geng and Cui (2011) solved nonlinear two-point
boundary value problems by using a combination of theAdomi-
an decomposition method (ADM) and the reproducing kernel
method. Khuri and Sayfy (2011) used a ﬁnite element approach
based on the cubic B-spline collocationmethod to solve problem
(1.1) and (1.2). Hassan and El-Tawil (2011) used the homotopy
analysis method (HAM) to solve two-point boundary value
problems. Zarebnia and Sajjadian (2012) applied the sinc-
Galerkin method (SGM) for solving Troesch’s problem.
Bougoffa andandAl-khadhi (2009) usedNewExplicit Solutions
for Troesch’s Boundary Value Problem.
In this paper, the RKHSM (Cui and Deng, 1986; Cui and
Lin, 2009) will be used to investigate Troesch’s problem. In re-
cent years, a lot of attention has been devoted to the study of
RKHSM to investigate various scientiﬁc models. The
RKHSM which accurately computes the series solution is of
great interest to applied sciences. The method provides the
solution in a rapidly convergent series with components that
can be elegantly computed.
Recently, a lot of research work has been devoted to the
application of RKHSM to a wide class of stochastic and deter-
ministic problems involving fractional differential equation,
nonlinear oscillator with discontinuity, singular nonlinear
two-point periodic boundary value problems, integral equa-
tions and nonlinear partial differential equations and so on
(Cui and Deng, 1986; Jiang and Cui (2009)).
The efﬁciency of the method was used by many authors to
investigate several scientiﬁc applications. Geng and Cui (2007)
applied theRKHSMtohandle the second-order boundary value
problems. Yao and Cui (2007) and Wang et al. (2008) investi-
gated a class of singular boundary value problems by this meth-od and the obtained results were good. Zhou et al. (2007) used
the RKHSM effectively to solve second-order boundary value
problems. In Lu¨ and Cui (2008) the method was used to solve
nonlinear inﬁnite-delay-differential equations. Wang and Chao
(2008), Li and Cui (2009) and Zhou and Cui (2009) indepen-
dently employed the RKHSM to variable-coefﬁcient partial dif-
ferential equations. Geng andCui (2010) andDu andCui (2010)
investigated the approximate solution of the forced Dufﬁng
equation with integral boundary conditions by combining the
homotopy perturbation method and the RKHSM. Lv and Cui
(2010) presented a new algorithm to solve linear ﬁfth-order
boundary value problems. In Jiang and Cui (2009) and Du
andCui (2010), authors developed a new existence proof of solu-
tions for nonlinear boundary value problems.Cui andDu (2006)
obtained the representation of the exact solution for the nonlin-
ear Volterra–Fredholm integral equations by using the repro-
ducing kernel space method. Wu and Li (2010) applied the
iterative reproducing kernel method to obtain the analytical
approximate solution of a nonlinear oscillator with discontinu-
ties. Recently, the method was applied to the fractional partial
differential equations andmulti-point boundary value problems
(Jiang and Lin, 2011; Mohammadi and Mokhtari, 2011). For
more details about RKHSM and the modiﬁed forms and its
effectiveness, see (Cui and Deng, 1986; Yao and Lin, 2011)
and the references therein.
The paper is organized as follows. Section 2 is devoted to
several reproducing kernel spaces and a linear operator is
introduced. Solution representation in W32½a; b has been pre-
sented in Section 3. Section 4 provides the main results, the ex-
act and approximate solution of (1.1) and an iterative method
are developed for the kind of problems in the reproducing ker-
nel space. We have proved that the approximate solution con-
verges to the exact solution uniformly. Some numerical
experiments are illustrated in Section 5. We provide some con-
clusions in the last section.
2. Preliminaries
2.1. Reproducing kernel spaces
In this section, we deﬁne some useful reproducing kernel spaces.
Deﬁnition 2.1 (Reproducing kernel). Let E be a nonempty set.
A function K : E E ! C is a reproducing kernel of the
Hilbert space H if and only if
8t 2 E; Kð:; tÞ 2 H;
8t 2 E; 8u 2 H; huð:Þ;Kð:; tÞi ¼ uðtÞ:

ð2:1ÞThe last condition is called ’’the reproducing property’’ the
value of the function u at the point t is reproduced by the inner
product of u with K(.,t).
Deﬁnition 2.2.
W32½0; 1 ¼
uðxÞjuðxÞ; u0ðxÞ; u00ðxÞ; are absolutely continuous in ½0;1
uð3ÞðxÞ 2 L2½0;1;x 2 ½0; 1;uð0Þ ¼ 0; uð1Þ ¼ 0:
 
The inner product and the norm inW32½0; 1 are deﬁned respec-
tively by
huðxÞ; gðxÞiW3
2
¼
X2
i¼0
uðiÞð0ÞgðiÞð0Þ
þ
Z 1
0
uð3ÞðxÞgð3ÞðxÞdx; uðxÞ; gðxÞ 2 W32½0; 1
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kukW3
2
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hu; uiW3
2
q
; u 2 W32½0; 1:
The space W32½0; 1 is a reproducing kernel space, i.e., for each
ﬁxed y 2 [0,1] and any uðxÞ 2 W32½0; 1, there exists a function
Ry(x) such that
uðyÞ ¼ huðxÞ;RyðxÞiW3
2
:
Deﬁnition 2.3.
W12½0; 1 ¼
uðxÞjuðxÞ; is absolutely continuous in ½0; 1
u0ðxÞ 2 L2½0; 1; x 2 ½0; 1;
 
;
The inner product and the norm inW12½0; 1 are deﬁned respec-
tively by
huðxÞ; gðxÞiW1
2
¼ uð0Þgð0Þ þ
Z 1
0
u0ðxÞg0ðxÞdx; uðxÞ; gðxÞ 2 W12½0; 1;
ð2:2Þ
and
kukW1
2
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hu; uiW1
2
q
; u 2 W12½0; 1: ð2:3Þ
The space W12½0; 1 is a reproducing kernel space and its repro-
ducing kernel function Tx(y) is given by
TxðyÞ ¼
1þ x; x 6 y;
1þ y; x > y:

ð2:4Þ
Theorem 2.1. The space W32½0; 1 is a complete reproducing ker-
nel space and, its reproducing kernel function Ry(x) can be
denoted by
RyðxÞ ¼
X6
i¼1
ci yð Þxi1; x 6 y;
X6
i¼1
di yð Þxi1; x > y;
8>><
>>:
where
c1ðyÞ ¼ 0;
c2ðyÞ ¼ 5
516
y4  1
156
y5  5
26
y2  5
78
y3 þ 3
13
y;
c3ðyÞ ¼ 5
624
y4  1
624
y5 þ 21
104
y2  5
312
y3  5
26
y;
c4ðyÞ ¼ 5
1872
y4  1
1872
y5 þ 7
104
y2  5
936
y3  5
78
y;
c5ðyÞ ¼  5
3744
y4 þ 1
3744
y5 þ 5
624
y2 þ 5
1872
y3  1
104
y;
c6ðyÞ ¼ 1
120
þ 1
3744
y4  1
18720
y5  1
624
y2  1
1872
y3  1
156
y;
d1ðyÞ ¼ 1
120
y5;
d2ðyÞ ¼  1
104
y4  1
156
y5  5
26
y2  5
78
y3 þ 3
13
y;
d3ðyÞ ¼ 5
624
y4  1
624
y5 þ 21
104
y2 þ 7
104
y3  5
26
y;
d4ðyÞ ¼ 5
1872
y4  1
1872
y5  5
312
y2  5
936
y3  5
78
y;
d5ðyÞ ¼  5
3744
y4 þ 1
3744
y5 þ 5
624
y2 þ 5
1872
y3 þ 5
156
y;
d6ðyÞ ¼  1
156
yþ 1
3744
y4  1
18720
y5  1
624
y2  1
1872
y3:Proof. By Deﬁnition 2.2 we have
huðxÞ;RyðxÞiW3
2
¼
X2
i¼0
uðiÞð0ÞRðiÞy ð0Þ
þ
Z 1
0
uð3ÞðxÞRð3Þy ðxÞdx: ð2:6Þ
Through several integrations by parts for (2.6) we have
huðxÞ;RyðxÞiW6
2
¼
X2
i¼0
uðiÞð0Þ RðiÞy ð0Þ  ð1Þð2iÞRð5iÞy ð0Þ
h i
þ
X2
i¼0
ð1Þð2iÞuðiÞð1ÞRð5iÞy ð1Þ

Z 1
0
uðxÞRð6Þy ðxÞdx:
ð2:7Þ
Note that property of the reproducing kernel
huðxÞ; RyðxÞiW3
2
¼ uðyÞ;
If
R00yð0Þ  Rð3Þy ð0Þ ¼ 0;
R0yð0Þ þ Rð4Þy ð0Þ ¼ 0;
Rð3Þy ð1Þ ¼ 0;
Rð4Þy ð1Þ ¼ 0;
8>>><
>>>:
ð2:8Þ
then by (2.7) we have the following equation,
Rð6Þy ðxÞ ¼ dðx yÞ;
When x „ y,
Rð6Þy ðxÞ ¼ 0;
therefore
RyðxÞ ¼
X6
i¼1
ciðyÞxi1; x 6 y;
X6
i¼1
diðyÞxi1; x > y:
8>><
>>:
Since
Rð6Þy ðxÞ ¼ dðx yÞ;
we have
@kRyþðyÞ ¼ @kRyðyÞ; k ¼ 0; 1; 2; 3; 4; ð2:9Þ
and
@5RyþðyÞ  @5RyðyÞ ¼ 1: ð2:10Þ
Since RyðxÞ 2 W32½0; 1, it follows that
Ryð0Þ ¼ 0;Ryð1Þ ¼ 0; ð2:11Þ
From (2.8)–(2.11), the unknown coefﬁcients ci(y) and di(y)
(i= 1,2, . . . , 6) can be obtained. Thus Ry(x) is given by
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5
516
xy4  1
156
xy5  5
26
xy2  5
78
xy3 þ 3
13
xyþ 5
624
x2y4  1
624
x2y5 þ 21
104
x2y2
 5
312
x2y3  5
26
x2yþ 5
1872
x3y4  1
1872
x3y5 þ 7
104
x3y2  5
936
x3y3  5
78
x3y
 5
3744
x4y4 þ 1
3744
x4y5 þ 5
624
x4y2 þ 5
1872
x4y3  1
104
x4y 1
156
x5yþ 1
3744
x5y4
 1
18720
x5y5  1
624
x5y2  1
1872
x5y3; x 6 y
5
516
yx4  1
156
yx5  5
26
yx2  5
78
yx3 þ 3
13
xyþ 5
624
y2x4  1
624
y2x5 þ 21
104
x2y2
 5
312
y2x3  5
26
y2xþ 5
1872
y3x4  1
1872
y3x5 þ 7
104
y3x2  5
936
x3y3  5
78
y3x
 5
3744
x4y4 þ 1
3744
y4x5 þ 5
624
y4x2 þ 5
1872
y4x3  1
104
y4x 1
156
y5xþ 1
3744
y5x4
 1
18720
x5y5  1
624
y5x2  1
1872
y5x3; x > y
8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:3. Solution representation in W32½0; 1
In this section, the solution of (1.1) and (1.2) is given in the
reproducing kernel spaceW32½0; 1. On deﬁning the linear oper-
ator L : W32½0; 1 ! W12½0; 1 as
ðLuÞðxÞ ¼ u00ðxÞ: ð3:1Þ
Model problem (1.1) changes the following problem:
Lu ¼ fðx; uÞ; x 2 ½0; 1
uðaÞ ¼ 0; uðbÞ ¼ 0;

ð3:2Þ
Theorem 3.1. The operator L deﬁned by (3.1) is a bounded
operator.
Proof. We only need to prove kLuk2W1
2
6Mkuk2W3
2
, where
M> 0 is a given real constant. By (2.2) and (2.3), we have
kLuk2W1
2
¼ hLu;LuiW1
2
¼ ½ðLuÞð0Þ2 þ
Z 1
0
½ðLuÞ0ðxÞ2dx:
By reproducing property, we have
uðxÞ ¼ huð:Þ;Rxð:ÞiW3
2
;
and
ðLuÞðxÞ ¼ huð:Þ; ðLRxÞð:ÞiW3
2
;
so
jðLuÞðxÞj 6 kukW3
2
kLRxk2W3
2
¼ M1kukW3
2
ðwhere M1
> 0 is a positive constantÞ;
thus
ðLuÞ2ð0Þ 6M21kukW3
2
:
Since
ðLuÞ0ðxÞ ¼ huð:Þ; ðLRxÞ0ð:ÞiW3
2
;
then
jðLuÞ0ðxÞj 6 kukW3
2
kðLRxÞ0k2W3
2
¼ M2kukW3
2
ðwhere M2
> 0 is a positive constantÞ;
so, we have
½ðLuÞ0ðtÞ2 6M22kuk2W3
2
;andZ 1
0
½ðLuÞ0ðxÞ2dx 6M22kuk2W3
2
;
that is
kLuk2W1
2
6 ½ðLuÞð0Þ2 þ
Z 1
0
½ðLuÞ0ðxÞ2dx 6 M21 þM22
 kukW3
2
¼ MkukW3
2
;
where M ¼ M21 þM22 > 0 is a positive constant. h4. The structure of the solution and the main results
In Eq. (3.1) it is clear that L : W32½0; 1 ! W12½0; 1 is a bounded
linear operator. Put uiðxÞ ¼ TxiðxÞ and wi(x) = L*ui(x), where
L* is a conjugate operator of L. The orthonormal system
fWiðxÞg1i¼1 of W32½0; 1 can be derived from the Gram-Schmidt
orthogonaliztion process of fwiðxÞg1i¼1,
wiðxÞ ¼
Xi
k¼1
bikwkðxÞ ðbii > 0; i ¼ 1; 2; . . .Þ ð4:1Þ
Theorem 4.1. For Eq. (3.1), if fxig1i¼1 is dense on [0,1] then
fwiðxÞg1i¼1 is the complete system of W32½0; 1 and
wiðxÞ ¼ LyRxðyÞjy¼xi .
Proof. We have
wiðxÞ ¼ ðLuiÞðxÞ ¼ hðLuiÞðyÞ;RxðyÞi ¼ hðuiÞðyÞ;LyRxðyÞi
¼ LyRxðyÞjy¼xi :
The subscript y by the operator L indicates that the operator L
applies to the function of y. Clearly, wiðxÞ 2 W32½0; 1. For each
ﬁxed uðxÞ 2 W32½0; 1, let Æu(x),wi(x)æ= 0, (i= 1,2,. . .), which
means that,
huðxÞ; ðLuiÞðxÞi ¼ hLuð:Þ;uið:Þi ¼ ðLuÞðxiÞ ¼ 0:
Note that, fxig1i¼1 is dense on [0,1], hence, (Lu)(x) = 0. From
the existence of L1 it follows that u ” 0. So the proof of The-
orem 4.1 is complete. h
Theorem 4.2. If u(x) is the exact solution of (3.2), then
uðxÞ ¼
X1
i¼1
Xi
k¼1
bikfðxk; ukÞWiðxÞ; ð4:2Þ
where fxig1i¼1 is a dense set in [0,1].
Proof. From the (4.1) and the uniqueness of solution of (3.2)
we have
uðxÞ ¼
X1
i¼1
huðxÞ; wiðxÞiW3
2
wiðxÞ
¼
X1
i¼1
Xi
k¼1
bikhuðxÞ;LTxkðxÞiW3
2
wiðxÞ
¼
X1
i¼1
Xi
k¼1
bikhLuðxÞ;TxkðxÞiW1
2
wiðxÞ
¼
X1
i¼1
Xi
k¼1
bikhfðx; uÞ;TxkðxÞiW1
2
wiðxÞ
¼
X1
i¼1
Xi
k¼1
bikfðxk; ukÞwiðxÞ:
h
Table 1 The numerical results of example for boundary conditions at k= 0.1.
x Exact solution Approximate solution Absolute error Relative error Time
0.1 0.0998041752 0.0998041752 0.0 0.0 0.639
0.2 0.1996201980 0.1996201980 0.0 0.0 0.608
0.3 0.2994599206 0.2994599206 0.0 0.0 0.639
0.4 0.3993352030 0.3993352030 0.0 0.0 0.702
0.5 0.4992579186 0.4992579186 0.0 0.0 0.702
0.6 0.5992399580 0.5992399580 0.0 0.0 0.702
0.7 0.6992932326 0.6992932326 0.0 0.0 0.624
0.8 0.7994296804 0.7994296799 5 · 1010 6.25 · 1010 0.609
0.9 0.8996612690 0.8996612691 1 · 1010 1.11 · 1010 0.655
1.0 0.9999999996 1.0 4 · 1010 4.000 · 1010 0.593
Table 2 The numerical results of example for boundary conditions at k= 0.5.
x Exact solution Approximate solution Absolute error Relative error Time
0.1 0.09517690196 0.0951769018 7 · 1011 7.3547 · 1010 0.702
0.2 0.1906338690 0.1906338724 3.4 · 109 1.7835 · 108 0.826
0.3 0.2866534032 0.2866534036 4 · 1010 1.3954 · 109 0.733
0.4 0.3835229288 0.3835229364 7.6 · 109 1.98162 · 108 0.858
0.5 0.4815373856 0.4815373906 5.0 · 109 1.0383 · 108 0.796
0.6 0.5810019748 0.5810019770 2.2 · 109 3.7865 · 109 0.827
0.7 0.6822351328 0.6822351353 2.5 · 109 3.66442 · 109 0.765
0.8 0.7855717868 0.7855717873 5 · 1010 6.36479 · 1010 0.843
0.9 0.8913669876 0.8913669937 6.1 · 109 6.84342 · 109 0.780
1.0 1.0 1.0 0.0 0.0 0.858
Table 3 The numerical results of example for boundary conditions at k= 1.0.
x Exact solution Approximate solution Absolute error Relative error Time
0.1 0.0817969965 0.0817965570 4.3956 · 107 5.37379 · 106 0.639
0.2 0.1645308708 0.1645307766 9.42 · 108 5.72536 · 107 0.639
0.3 0.2491673606 0.2491665307 8.299 · 107 3.33069 · 106 0.655
0.4 0.3367322088 0.336732458 2.492 · 107 7.40053 · 107 0.670
0.5 0.4283471608 0.4283474657 3.049 · 107 7.11805 · 107 0.733
0.6 0.5252740292 0.525275021 9.918 · 107 1.88815 · 106 0.655
0.7 0.6289711432 0.6289706684 4.748 · 107 7.54883 · 107 0.686
0.8 0.7411683772 0.7411684117 3.45 · 108 4.6548 · 108 0.702
0.9 0.8639700206 0.8639709620 9.414 · 107 1.0896 · 106 0.749
1.0 1.000000000 0.9999999997 3 · 1010 3.0000 · 1010 0.671
Table 4 The numerical results of example for boundary conditions at k= 1.5.
x Exact solution Approximate solution Absolute error Relative error Time
0.1 0.06364914304 0.0636491430 4 · 1011 6.2844 · 1010 0.702
0.2 0.1288746243 0.1288746242 1 · 1010 7.7594 · 1010 0.655
0.3 0.1973406481 0.1973406478 3 · 109 1.5202 · 109 0.717
0.4 0.2709010994 0.2709010994 0.0 0.0 0.671
0.5 0.3517328782 0.3517328831 4.9 · 109 1.3931 · 109 0.671
0.6 0.4425270074 0.4425270095 2.1 · 109 4.7454 · 109 0.639
0.7 0.5467812876 0.546781293 5.4 · 109 9.8759 · 109 0.686
0.8 0.6692735758 0.6692735734 2.4 · 109 3.5859 · 109 0.733
0.9 0.8168700768 0.816870073 3.8 · 109 4.6519 · 109 0.608
1.0 1.000000000 0.9999999996 4 · 1010 4.0000 · 1010 0.655
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Figure 2 Comparing the absolute errors previously obtained by
various methods with our method for k= 1.
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Figure 3 The reproducing kernel Hilbert solutions of Troesch’s
problem for k 6 2.
Table 6 The approximate solution of example for boundary conditions at k= 10.
x RKHSM Time [1], k=l=10 MHPM [7] VIM [6] ADM [4]
s= 100x, n= 1
0.1 0.40 0.655 0.2452382346 17.61750000 0.1186109866 667081.18744
0.2 0.80 1.528 0.3046904881 33.69333333 0.4461962517 1333955.1189
0.3 0.1 0.624 0.02841363154 46.78583333 3.8003366781 1999860.1189
0.4 1.0 0.609 0.1977376785 55.65333333 79.891472730 2661970.7366
0.5 0.450751 2.043 0.3864733430 59.35416667 1880.3539472 3310585.4201
0.6 0.2 0.655 0.05740959172 57.34666667 41642.365193 3914127.8659
0.7 0.78 0.624 0.1574986416 49.58916666 878764.64189 4374578.5342
0.8 0.941065 1.841 0.5230782099 36.64000000 18064027.967 4406724.4178
0.9 0.3 0.796 0.08763209033 19.75750000 366613074.02 3290268.6374
1.0 4.460660162 1.670 0.1219698894 1.000000000 7396932871.8 1.0000000006
Table 5 The numerical results of example for boundary conditions at k= 2.
x Exact solution Approximate solution Absolute error Relative error Time
0.1 0.04584503564 0.0458450399 4.26 · 109 9.2921 · 108 0.608
0.2 0.09363547318 0.0936354708 2.38 · 109 2.5417 · 108 0.827
0.3 0.1454635787 0.1454635767 2.0 · 109 1.3749 · 108 0.639
0.4 0.2037490528 0.2037490524 4.1 · 1010 1.9631 · 109 0.702
0.5 0.2715009814 0.2715009813 1.2 · 1010 3.6832 · 1010 0.733
0.6 0.3527451452 0.352745147 1.8 · 109 5.1028 · 109 0.577
0.7 0.4532840708 0.453284080 9.2 · 109 2.0296 · 108 0.671
0.8 0.5821576104 0.582157612 1.6 · 109 2.7483 · 109 0.639
0.9 0.7547145368 0.7547145379 1.1 · 109 1.4575 · 109 0.640
1.0 0.9999999996 1.000000006 6.4 · 109 6.40000 · 109 0.671
24 M. Inc, A. Akgu¨lNow the approximate solution un(x) can be obtained by
truncating the n-term of the exact solution u(x)
unðxÞ ¼
Xn
i¼1
Xi
k¼1
bikfðxk; ukÞwiðxÞ: ð4:3Þ
Lemma 4.1. If uðxÞ 2 W32½0; 1, then there exists M1 > 0, such
that
kukC2 ½0;1 6M1kukW3
2
;
where kukC2 ½0;1 ¼ maxx2½0;1juðxÞj þmaxx2½0;1ju0ðxÞjþ
maxx2½0;1ju00ðxÞj.Lemma 4.2. If kun  ukW3
2
! 0; xn ! x, (nﬁ1) and f(x,u) is
continuous for x 2 [0,1], then
fðxn; un1ðxnÞÞ ! fðx; uðxÞÞ as n !1:
Proof. Since kun  ukW3
2
! 0ðn !1Þ, by Lemma 4.1, we
know un(x) is convergent uniformly to u(x), therefore, the
proof is complete. h
Remark 4.1.
(i) If (3.2) is linear then the analytical solution of (3.2) can
be obtained directly by (4.2).
The reproducing kernel Hilbert space method for solving Troesch’s problem 25(ii) If (3.2) is nonlinear then the solution of (3.2) can be
obtained by the following iterative method.
We construct an iterative sequence un(x), putting,
any fixed u0ðxÞ 2 W32½0; 1;
unðxÞ ¼
Xn
i¼1
AiwiðxÞ;
8><
>: ð4:4Þ
where
A1 ¼ b11fðx1; u0ðx1ÞÞ;
A2 ¼
X2
k¼1
b2kfðxk; uk1ðxkÞÞ;
. . .
An ¼
Xn
k¼1
bnkfðxk; uk1ðxkÞÞ:
8>>>><
>>>>:
ð4:5Þ
Next we will prove that un(x) given by the iterative formula
(4.4) is convergent to the exact solution (4.2).
Theorem 4.3. Suppose the following conditions are satisﬁed: (i)
kunkW32 is bounded; (ii) fxig
1
i¼1 is dense in [0,1]; (iii)
fðx; uÞ 2 W12½0; 1 for any uðxÞ 2 W32½0; 1. Then un(x) in iter-
ative formula (4.4) converges to the exact solution of (4.2) in
W32½0; 1 and
uðxÞ ¼
X1
i¼1
AiwiðxÞ;
where Ai is given by (4.5).
Proof.
(i) First, we will prove the convergence of un(x). By (4.4),
we have
unþ1ðxÞ ¼ unðxÞ þ Anþ1wnþ1ðxÞ:
From the orthogonality of fWiðxÞg1i¼1, it follows that
kunþ1k2W3
2
¼ kunk2W3
2
þ ðAnþ1Þ2 ¼ kun1k2W3
2
þ ðAnÞ2 þ ðAnþ1Þ2
¼    ¼
Xnþ1
i¼1
ðAiÞ2:
From boundedness of kunkW3
2
, we have
X1
i¼1
ðAiÞ2 < 1;
i.e.
fAig 2 l2ði ¼ 1; 2; . . .Þ:
Let m> n, in view of (um  um1)^(um1  um2)^
. . . ^(un+1  un), it follows that
kum  unk2W3
2
¼ kum  um1 þ um1  um2 þ    þ unþ1  unk2W3
2
6 kum  um1k2W3
2
þ . . .þ kunþ1  unk2W3
2
¼
Xm
i¼nþ1
ðAiÞ2 ! 0ðm; n !1Þ:
Considering the completeness of W32½0; 1, there exists
uðxÞ 2 W32½0; 1, such thatunðxÞ !
k:k
W3
2
uðxÞ; as n !1:
(ii) Second, we will prove u(x) is the solution of (3.2).
By Lemma 4.1 and Theorem 4.3 (i), we know un(x)
convergence uniformly to u(x). It follows that, on taking
limits in (4.4),
uðxÞ ¼
X1
i¼1
AiwiðxÞ:
Since
ðLuÞðxjÞ ¼
X1
i¼1
AihLwiðxÞ;ujðxÞiW1
2
¼
X1
i¼1
AihwiðxÞ;LujðxÞiW3
2
¼
X1
i¼1
AihwiðxÞ;wjðxÞiW3
2
;
it follows that
Xn
j¼1
bnjðLuÞðxjÞ ¼
X1
i¼1
Ai wiðxÞ;
Xn
j¼1
bnjwjðxÞ
* +
W3
2
¼
X1
i¼1
AihwiðxÞ; wnðxÞiW3
2
¼ An:
If n= 1, then
ðLuÞðx1Þ ¼ fðx1; u0ðx1ÞÞ: ð4:6Þ
If n= 2, then
b21ðLuÞðx1Þ þ b22ðLuÞðx2Þ ¼ b21fðx1; u0ðx1ÞÞ
þ b22fðx2; u1ðx2ÞÞ: ð4:7Þ
From (4.6) and (4.7), it is clear that
ðLuÞðx2Þ ¼ fðx2; u1ðx2ÞÞ:
Futhermore, it is easy to see by induction that
ðLuÞðxjÞ ¼ fðxj; uj1ðxjÞÞ: ð4:8Þ
Notice that fxig1i¼1 is dense on interval [0,1], and y 2 [0,1],
there exists a subsequence fxnjg, such that xnj ! y, as jﬁ1.
Hence, let jﬁ1 in (4.8), by the convergence of un(x) and
Lemma 4.2 , we have
ðLuÞðyÞ ¼ fðy; uðyÞÞ;
that is, u(x) is the solution of (3.2) and
uðxÞ ¼
X1
i¼1
Aiwi;
where Ai is given by (4.5). h
Corollarly 4.1. Assume that the conditions of Theorem 4.3 hold,
then un(x) in (4.4) satisﬁes kun  ukC2 ½0;1 ! 0, nﬁ1, where
u(x) is the solution of (3.2).
Theorem 4.4. Assume u(x) is the solution of Eq. (3.2) and rn(x)
is the error between the approximate solution un(x) and the
exact solution u(x). Then the error sequence rn(x) is a mono-
tone decreasing in the sense of k:kW3
2
and krnðxÞkW3
2
! 0.
26 M. Inc, A. Akgu¨lProof. From (4.2) and (4.3), it follows that,
krnkW3
2
¼ k
X1
i¼nþ1
Xi
k¼1
bikfðxk; ukÞwiðxÞkW3
2
¼
X1
i¼nþ1
Xi
k¼1
bikfðxk; ukÞ
 !2
ð4:9Þ
(4.9) shows that the error rn is decreasing in the sense of
k:kW3
2
hFigure 4 Comparing the numerical results previously obtained
by various methods with our method and with the exact solution
for k= 0.5.
Figure 5 Comparing the numerical results previously obtained
by various methods with our method and with the exact solution
for k= 1.5. Numerical results
In this section, numerical example is provided to show the
accuracy of the present method for different values of k. All
computations are performed by Maple 13. Results obtained
by the method are compared with the exact solution, and each
k values of the Adomian decomposition method (ADM)
(Deeba et al., 2000), the Laplace decomposition method
(LDM) (Khuri, 2003), the Variational iteration method
(VIM) (Momani et al., 2006), the Modiﬁed homotopy pertur-
bation method (MHPM) (Feng et al., 2007), the Nonstandard
ﬁnite difference scheme (FDS) (Erdogan and Ozis, 2011), the
B-spline collocation method (Khuri and Sayfy, 2011), and
the sinc-Galerkin method (SGM) (Zarebnia and Sajjadian,
2012) are found to be in good agreement with each other.
The RKHSM does not require discretization of the variables,
i.e., time and space, it is not affected by the computation round
off errors and one is not faced with the necessity of large com-
puter memory and time. The numerical results we obtained
justify the advantage of this methodology.
Remark 5.1. Bougoffa and Al-khadhi solved (1.1), (1.2) via
u= l (x)y and lie point symmetry. They obtained the
following explicit solution of this problem.
y ¼ 1
lðxÞ ln tan
2 
ﬃﬃﬃ
a
p
2
Z
l2ðxÞdxþ nxþ p
4

ﬃﬃﬃ
a
p
2
sð0Þ
	 
	 

; n
¼ 0; 1; . . . ;
where
sðxÞ ¼
Z
l2ðxÞdx; l1 ¼ lð1Þ; kðxÞ ¼ al3ðxÞ; k ¼ l ¼ 10; n ¼ 1;
a ¼ 1
100
; tan1 exp
l1
2
 
¼ 
ﬃﬃﬃ
a
p
2
ðsð0Þ þ sð1ÞÞ þ npþ n
4
;
using this explicit solution one can obtain different numerical
results by arbitrary constants. In our study we found numeri-
cal results. Under the following conditions we compared our
method with their method and both methods give stable results
in Table 6.
We consider (1.1) and (1.2) for numerical results. After
homogenizing the boundary conditions of (1.1) and (1.2) we
obtain (5.1)
y00ðxÞ ¼ k sinhðkðyðxÞ þ xÞÞ; 0 < x 6 1;
yð0Þ ¼ yð1Þ ¼ 0:

ð5:1Þ
Thus, if the method described above is applied to the (5.1) we
ﬁnd the following tables and ﬁgures.Tables 1–5 list the exact solution, approximate solution,
absolute error, relative error and time corresponding to the
various values of k. As shown in the tables the method gave
very good results for this problem. From semi-analytical and
spline methods, the absolute error obtained is of around 103,
although by this method the absolute error obtained of around
108. In Table 6 given results compared with other existing
results. As shown in Table 6; MHPM, VIM and ADM
methods gave unstable and divergent results. But our method
and the method in Bougoffa and and Al-khadhi (2009) gave
stable results. In Figs. 1 and 2, respectively, for k= 0.5 and
k= 1 we compared the absolute error previously obtained by
various methods with the absolute error that we obtained by
this method. In Fig. 3 for k 6 2 the approximate solution
obtained by RKHSM was given. In Figs. 4 and 5 respectively,
for k= 0.5 and k= 1 we compared the numerical results
previously obtained by various methods with the numerical
results that we obtained by this method.6. Conclusion
In this paper, we introduce an algorithm for solving Troesch’s
problem. For illustration purposes, we consider (1.1) and (1.2)
for different values of k which were selected to show the com-
putational accuracy. It may be concluded that, the RKHSM is
very powerful and efﬁcient in ﬁnding an approximate solution
The reproducing kernel Hilbert space method for solving Troesch’s problem 27for wide classes of problem. The approximate solution ob-
tained by the present method is uniformly convergent.
Clearly, the series solution methodology can be applied to
much more complicated nonlinear differential equations and
boundary value problems (Cui and Deng, 1986; Yao and Lin,
2011; Yang et al., 2008; Geng et al., 2010; Geng and Cui,
2007; Geng and Cui, 2012; Du and Geng, 2008; Wu and Li,
2011). However, if the problem becomes nonlinear, then the
RKM does not require discretization or perturbation and it
does not make closure approximation. Results of numerical
examples show that the present method is an accurate and reli-
able analytical method for solving Troesch’s problem.
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