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Abstract
We derive accurate confidence intervals based on higher-order approximate quantiles of
the score function. The coverage approximation error is O(n−3/2) while the approximation
error of confidence intervals based on the asymptotic normality of MLEs is O(n−1/2).
Monte Carlo simulations confirm theoretical findings. An implementation for regression
models and real data applications are provided.
Key words: Accurate confidence intervals; Maximum likelihood estimates; Modified score
equations; Nuisance parameters; Regression models.
1 Introduction
In applied statistics it is often the case that the practitioner wishes to estimate the parameters
of a statistical model fitted to a dataset. A point estimate is a single realization from the
distribution of the possible values of the chosen estimator and does not carry information on
its uncertainty. An uncertainty description is provided by confidence intervals.
Confidence intervals can, in principle, be constructed from the distribution of the estimator,
but the exact distribution is unknown except in particular situations. The most common ap-
proach for estimating parameters of a parametric family of distributions is the use of maximum
likelihood estimates (MLEs) coupled with the corresponding first-order asymptotic normal ap-
proximation. For large sample sizes, this approach is reasonably reliable and leads to virtually
unbiased estimates and confidence intervals with approximately correct coverage. In small and
moderate sized samples, the distribution of the MLEs may be far from normal, exhibiting bias,
skewness, and also kurtosis that are not compatible with the normal distribution.
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A vast literature on bias adjustments for MLEs is available; see for instance
Cordeiro & Cribari-Neto (2014), Ferrari & Cribari-Neto (1998), Firth (1993), Pagui et al.
(2017), and references therein. Additionally, effort has been made to correct the coverage
of approximate confidence intervals in limited samples. Bartlett (1953) proposed an approxi-
mate confidence interval based on a skewness correction to the score function. An alternative
possible approach is the use of computer intensive methods such as the bootstrap procedure
(DiCiccio & Efron, 1996).
This paper proposes accurate approximate confidence intervals for a scalar parameter of
interest possibly in the presence of a vector of nuisance parameters in general parametric fam-
ilies. We construct the proposed confidence intervals from a third-order approximation to the
quantiles of the score function. Some noticeable features of the proposed confidence inter-
vals are: first, the coverage approximation error is O(n−3/2) while the approximation error of
confidence intervals based on the asymptotic normality of MLEs is O(n−1/2); second, they are
equivariant under interest-respecting reparameterizations; third, they account for skewness and
kurtosis of the distribution of the score function; fourth, they do not require computer intensive
calculations; fifth, the confidence limits are simply computed from modified score equations.
In Section 2, we deal with the case where no nuisance parameter is present. In Section
3, we extend the results to the nuisance parameter situation. An implementation of accurate
approximate confidence intervals for regression models is presented in Section 4. Monte Carlo
evidence on the performance of the modified confidence intervals is presented in Section 5.
Applications are presented and discussed in Section 6. The paper ends with concluding remarks
in Section 7. Some technical details are left for two appendices.
2 No nuisance parameters
Let y be the data, for which we consider a regular parametric model indexed by a parameter
θ ∈ Θ ⊂ IR. Let ℓ(θ) be the log-likelihood function and U(θ) = ∂ℓ(θ)/∂θ be the score function.
The first four cumulants of U(θ) are κ1 = Eθ(U(θ)) = 0, κ2 = Eθ(U(θ)
2) = varθ(U(θ)) = i(θ),
κ3 = Eθ(U(θ)
3), κ4 = Eθ(U(θ)
4) − 3κ22, where i(θ) is the Fisher information. We assume that
all κ’s are of order O(n), where n is the sample size.
The maximum likelihood estimator of θ, θ̂, comes from the estimating equation U(θ) = 0,
and has a normal distribution with mean θ and variance κ−12 = i(θ)
−1 asymptotically. Let uα
be the α-quantile of a standard normal distribution and let θ̂α = θ̂ − uα/
√
i(θ̂). For α < 0.5,
(−∞, θ̂α] and [θ̂1−α, +∞) are the usual Wald-type one-sided confidence intervals for θ with
approximate confidence level γ = 1−α. Analogously, [θ̂1−α/2, θ̂α/2] is the usual Wald-type two-
sided confidence interval for θ with approximate confidence level γ = 1 − α. These confidence
intervals are first-order accurate; the approximation error is O(n−1/2).
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The Cornish-Fisher expansion of the α-quantile of the score function is
qα(U(θ)) = uα
√
κ2 +
1
6
κ3
κ2
(u2α − 1) +
1
24
κ4
κ
3/2
2
(u3α − 3uα)−
1
36
κ23
κ
5/2
2
(2u3α − 5uα) +O(n−3/2)
(Pace & Salvan, 1997, Chap. 10, eq. (10.19)). We then define the α-quantile modified score
U˜α(θ) = U(θ)− uα√κ2 − 1
6
κ3
κ2
(u2α − 1)−
1
24
κ4
κ
3/2
2
(u3α − 3uα) +
1
36
κ23
κ
5/2
2
(2u3α − 5uα). (1)
We have that qα(U˜α(θ)) = O(n
−3/2) and
Pθ(U˜α(θ) ≤ 0) = α +O(n−3/2); (2)
see Appendix A. Let θ˜α be the solution of the α-quantile modified score equation
U˜α(θ) = 0. (3)
If U˜α(θ) is monotonically decreasing in θ, the events U˜α(θ) ≤ 0 and θ˜α ≤ θ are equivalent and
Pθ(θ˜α ≤ θ) = α +O(n−3/2). (4)
Hence, θ is approximately the α-quantile of the distribution of θ˜α, and θ˜0.5 is a median bias
reduced estimator of θ (Pagui et al., 2017); the approximation error is of order n−3/2.
Equation (4) can be used to obtain confidence limits for θ. For α < 0.5, we have that
(−∞, θ˜α] and [θ˜1−α,+∞) are one-sided confidence intervals for θ with approximate confidence
level γ = 1 − α. Analogously, [θ˜1−α/2, θ˜α/2] is a two-sided confidence interval for θ with ap-
proximate confidence level γ = 1 − α. These confidence intervals are third-order accurate, i.e
the approximation error is O(n−3/2). This is an improvement over the O(n−1/2) approximation
error of confidence intervals based on the asymptotic normality of MLEs.
Remark. θ˜α is equivariant under reparameterization. Let ω(θ) be a smooth reparameter-
ization with inverse θ(ω). In the parameterization ω, the score function is U(θ(ω)) θ′(ω),
and its first four cumulants are κr θ
′(ω)r, r = 1, 2, 3, 4, where θ′(ω) = dθ(ω)/dω. Hence,
the α-quantile modified score in the parameterization ω is U˜α(θ(ω)) θ
′(ω), and the solu-
tion of U˜α(θ(ω)) θ
′(ω) = 0 is ω˜α = ω(θ˜α). Then confidence sets for ω are constructed as
in the previous paragraph with θ˜α replaced by ω(θ˜α). If ω(θ) is monotonically increasing,
Pθ(ω˜α ≤ ω) = Pθ(θ˜α ≤ θ). Otherwise, Pθ(ω˜α ≥ ω) = Pθ(θ˜α ≤ θ).
Example 1. One parameter exponential family. For a random sample y1, . . . , yn of a one
parameter exponential family with canonical parameter θ and pdf
f(y; θ) = exp{θT (y)− A(θ)}h(y),
3
we have U(θ) =
∑n
i=1 T (yi) − n dA(θ)/dθ, κr = n drA(θ)/dθr, r = 2, 3, 4. The modified score
equation is given as in (3) by plugging these quantities in (1).
For a random sample of an exponential distribution with mean 1/θ, we have T (y) = −y,
A(θ) = − log(θ), U(θ) = n/θ −∑ni=1 yi, θ̂ = n/∑ni=1 yi, κ2 = n/θ2, κ3 = −2n/θ3, κ4 = 6n/θ4,
θ̂α = θ̂(1 − uα/
√
n), and θ˜α = θ̂(1 − cn,α/
√
n), where cn,α = uα − (u2α − 1)/(3
√
n) + (u3α −
7uα)/(36n). A third-order median bias reduced estimator of θ is θ˜0.5 = θ̂(1− 1/(3
√
n)).
The difference between the lengths of the two-sided confidence sets [θ˜1−α/2, θ˜α/2] and
[θ̂1−α/2, θ̂α/2] with nominal level γ = 1− α, for α < 0.5, is θ̂u1−α/2(u21−α/2 − 7)/(18n3/2). Hence
the modified confidence interval we propose is shorter than the confidence interval based on the
asymptotic normality of θ̂ whenever γ < 1−2(1−Φ(√7)) ≈ 0.9918, where Φ(·) is the standard
normal cumulative distribution function.
Table 1 presents approximate 95% confidence intervals for θ based on samples with mean
equal to 1, i.e. the MLE of θ is θ̂ = 1, for different small sample sizes, namely n = 3, 5, 7.
The approximate confidence limits considered are the usual Wald-type confidence limits and an
adjusted version that replaces θ̂ by θ˜0.5, and the confidence limits proposed here. Like the usual
Wald-type confidence limits, the adjusted version is first-order accurate, while those proposed
in this paper are third-order accurate. The table also gives the exact 1 − α confidence in-
tervals [χ2α/2,2n/(2
∑n
i=1 yi), χ
2
1−α/2,2n/(2
∑n
i=1 yi)], where χ
2
α,n is the α-quantile of a chi-squared
distribution with n degrees of freedom. The figures in Table 1 reveal that the third-order
approximate confidence limits proposed here are remarkably accurate even in very small sam-
ples. They lead to a considerable improvement over both first-order approximate confidence
intervals. Both Wald-type confidence intervals may even include negative numbers, i.e. values
outside the parameter space. Figure 1 shows plots of the score and modified score functions for
illustrative purposes.
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Figure 1: Plots of the score and modified score functions with 1 − α = 90% (left), 95% (middle), and 99%
(right); exponential distribution, n = 5.
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Table 1: Approximate and exact 1− α confidence intervals for θ for different sample sizes n
1− α
n 90% 95% 99%
3
First-order [0.05, 1.95] [−0.13, 2.13] [−0.49, 2.49]
Adjusted first-order [0.04, 1.73] [−0.12, 1.89] [−0.43, 2.21]
Third-order [0.28, 2.10] [0.22, 2.41] [0.14, 3.11]
Exact [0.27, 2.10] [0.21, 2.41] [0.11, 3.09]
5
First-order [0.26, 1.74] [0.12, 1.88] [−0.15, 2.15]
Adjusted first-order [0.25, 1.62] [0.12, 1.75] [−0.14, 2.01]
Third-order [0.40, 1.83] [0.33, 2.05] [0.23, 2.53]
Exact [0.39, 1.83] [0.32, 2.05] [0.22, 2.52]
7
First-order [0.38, 1.62] [0.26, 1.74] [0.03, 1.97]
Adjusted first-order [0.36, 1.54] [0.25, 1.66] [0.02, 1.88]
Third-order [0.47, 1.69] [0.40, 1.87] [0.30, 2.24]
Exact [0.47, 1.69] [0.40, 1.87] [0.29, 2.24]
3 Presence of nuisance parameters
Let θ = (ψ, λ), where ψ is the scalar parameter of interest and λ = (λ1, . . . , λp) is the nuisance
parameter. Let the subscript ψ refer to the parameter ψ and the indices a, b, c, . . . refer to
the components of λ, so that the log-likelihood derivatives are Uψ = Uψ(ψ, λ) = ∂ℓ(ψ, λ)/∂ψ,
Ua = Ua(ψ, λ) = ∂ℓ(ψ, λ)/∂λa, Uab = ∂
2ℓ(ψ, λ)/∂λa∂λb, Uψa = ∂
2ℓ(ψ, λ)/∂ψ∂λa, etc., a =
1, . . . , p. Consider the tensorial notation for the joint cumulants of derivatives of the log-
likelihood function (Lawley, 1956; Hayakawa, 1977; McCullagh, 1984, 1987): κψ = E(Uψ) =
0, κa = E(Ua) = 0, κab = E(Uab), κabc = E(Uabc), κabcd = E(Uabcd), κa,b = E(UaUb), κa,bc =
E(UaUbc), κab,cd = E(UabUcd) − κabκcd, κa,b,cd = E(UaUbUcd) − κa,bκcd, κa,b,c,d = E(UaUbUcUd) −
κa,bκc,d − κa,cκb,d − κa,dκb,c, κψ,ab = E(UψUab), etc. All κ’s refer to a total over the sample and
are, in general, of order n. In addition, κa,b denotes the element (a, b) of the inverse covariance
matrix of Uλ. In the sequel, the Einstein convention of sum of repeated indices is used, i.e. if
an index occurs both as a superscript and as a subscript in a single term then summation over
that index is understood.
Let θ̂ = (ψ̂, λ̂) be the MLE of θ and let λ̂ψ be the MLE of λ for fixed ψ. The profile
log-likelihood function for ψ is
ℓP (ψ) = ℓ(ψ, λ̂ψ),
and the score function derived from the profile log-likelihood function is
UP (ψ) =
∂ℓP (ψ)
∂ψ
= Uψ(ψ, λ̂ψ).
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The leading term of the expansion of UP (ψ) is the efficient score function for ψ, i.e. Uψ = Uψ−
βaψUa, where β
a
ψ = κψ,bκ
a,b, the ordinary score function minus its orthogonal projection onto the
closed linear span of the score function for the nuisance parameter (Murphy & van der Vaart,
2000, eq 4). Approximate expressions for the first four cumulants of Uψ are
κ1ψ = −1
2
κa,b
[
κψ,ab + κψ,a,b − βcψ (κc,ab + κc,a,b)
]
,
κ2ψ = κψ,ψ − βaψκψ,a,
κ3ψ = κψ,ψ,ψ − 3βaψκa,ψ,ψ + 3βaψβbψκa,b,ψ − βaψβbψβcψκa,b,c,
κ4ψ = κψ,ψ,ψ,ψ − 4βaψκa,ψ,ψ,ψ + 6βaψβbψκa,b,ψ,ψ − 4βaψβbψβcψκa,b,c,ψ + βaψβbψβcψβdψκa,b,c,d; (5)
see Pagui et al. (2017, eq. (7)) for κ1ψ, κ2ψ, and κ3ψ, and Barndorff-Nielsen & Cox (1989, Chap.
7) for κ4ψ. If ψ and λ are orthogonal parameters, we have κψ,a = 0 and β
a
ψ = 0, and hence the
equations in (5) reduce to
κ1ψ = −1
2
κa,b(κψ,ab + κψ,a,b), κ2ψ = κψ,ψ, κ3ψ = κψ,ψ,ψ, κ4ψ = κψ,ψ,ψ,ψ. (6)
The Cornish-Fisher expansion of the α-quantile of Uψ is
qα(Uψ) = κ1ψ + uα
√
κ2ψ +
1
6
κ3ψ
κ2ψ
(u2α− 1) +
1
24
κ4ψ
κ
3/2
2ψ
(u3α− 3uα)−
1
36
κ23ψ
κ
5/2
2ψ
(2u3α− 5uα) +O(n−3/2);
see Pace & Salvan (1997, eq. (10.19)). Since Uψ is the leading term of the asymptotic expansion
of UP (ψ), we define the α-quantile modified profile score
U˜α(ψ) = UP (ψ) +Mψ,α, (7)
where
Mψ,α = −κ1ψ − uα√κ2ψ − 1
6
κ3ψ
κ2ψ
(u2α − 1)−
1
24
κ4ψ
κ
3/2
2ψ
(u3α − 3uα) +
1
36
κ23ψ
κ
5/2
2ψ
(2u3α − 5uα), (8)
and denote by ψ˜α the estimator that is solution of the α-quantile modified score equation
U˜α(ψ) = 0
with λ replaced by λ̂ψ. To numerically obtain ψ˜α, one can solve a system of estimating equations
consisting of the modified score equation for ψ, Uψ(ψ, λ) +Mψ,α = 0, and the score equations
Ua(ψ, λ) = 0, for a = 1, . . . , p, for the components of the nuisance parameter λ.
The α-quantile modified profile score has α-quantile zero with error of order O(n−3/2), i.e.,
Pθ(U˜α(ψ) ≤ 0) = α+O(n−3/2). If U˜α(ψ) is monotonically decreasing in ψ, the events U˜α(ψ) ≤ 0
and ψ˜α ≤ ψ are equivalent so that
Pθ(ψ˜α ≤ ψ) = α+O(n−3/2).
Similarly to the one-parameter case, ψ˜α can be used to obtain approximate confidence limits
for ψ with approximation error O(n−3/2) in place of the O(n−1/2) approximation error of the
confidence limits obtained from the asymptotic normality of MLEs.
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Remark. As in the one-parameter case, ψ˜α is equivariant under interest-respecting reparam-
eterization. Let ω(φ, τ) be a smooth reparameterization with φ = φ(ψ) and τ = τ(λ) being
one-to-one functions with inverse ψ(φ) and λ(τ), respectively. In the parameterization ω, the
score function for φ is Uψ(ψ(φ), λ(τ))ψ
′(φ) and the corresponding four cumulants in (5) are
κφ,ab = κψ,abψ
′(φ), where ψ′(φ) = dψ(φ)/dφ. Then, Mφ,α = Mψ,α ψ′(φ); note, for instance,
that κφ,ab = κψ,ab ψ
′(φ) and βaφ = β
a
ψ ψ
′(φ). It follows that the α-quantile modifed score for
φ is Uφ(φ(ψ), τ(λ)) + Mφ,α = (Uψ(ψ(φ), λ(τ)) + Mψ,α)ψ
′(φ). Hence, φ˜α = φ(ψ˜α). If φ(ψ) is
monotonically increasing, Pθ(φ˜α ≤ φ) = Pθ(ψ˜α ≤ ψ). Otherwise, Pθ(φ˜α ≥ φ) = Pθ(ψ˜α ≤ ψ).
Example 2. Gamma distribution with mean µ and coefficient of variation φ−1/2,
Gamma(µ, φ). For a random sample y1, . . . , yn of a Gamma(µ, φ) distribution with pdf
f(y;µ, φ) =
1
Γ(φ)
φ
µ
φ
yφ−1 exp
(
−φ
µ
y
)
, y > 0, µ > 0, φ > 0,
the score function for µ and φ are, respectively,
Uµ(µ, φ) = n
φ
µ2
(y − µ)
and
Uφ(µ, φ) = −nΨ(φ) + n+ n log µ
φ
+
n∑
i=1
log(yi)− ny
µ
,
where Γ(·) is the gamma function, Ψ(φ) = Γ′(φ)/Γ(φ), and y = ∑ni=1 yi/n. Here, µ and
φ are orthogonal parameters and it comes from (6) that κ1µ = 0, κ2µ = nφ/µ
2, κ3µ =
2nφ/µ3, and κ4µ = 6nφ/µ
4. Additionally, κ1φ = n/(2φ), κ2φ = n
(−1/φ+Ψ(1)(φ)) , κ3φ =
n
(
1/φ2 +Ψ(2)(φ)
)
, and κ4φ = n
(−2/φ3 +Ψ(3)(φ)) , where Ψ(r)(φ) = drΨ(φ)/dφr. These
cumulants may be plugged in (7)–(8) to compute confidence sets for µ and φ.
Example 3. Symmetric distributions. Let y1, . . . , yn be a random sample of a continuous
symmetric distribution S(µ, φ) with location parameter µ ∈ R and scale parameter φ > 0, and
pdf
f(y;µ, φ) =
1
φ
v
((
y − µ
φ
)2)
, y ∈ R,
for some function v, called the density generating function (dgf), such that v(u) ≥ 0, for all
u ≥ 0, and ∫∞
0
u−1/2v(u)du = 1. Some members of the symmetric class of distributions are the
normal, Student-t, type I logistic, type II logistic, and power exponential, with corresponding
dgf: v(u) = (2π)−1/2e−u/2, v(u) = νν/2B(1/2, ν/2)−1(ν + u)−
ν+1
2 , with ν > 0 and B(·, ·) being
the beta function, v(u) = ce−u(1 + e−u)−2, with c ∼= 1.4843 being the normalizing constant,
v(u) = e−
√
u(1 + e−
√
u)−2, and v(u) = (1/C(ν)) exp{−1
2
u1/(1+ν)} with −1 < ν ≤ 1 and C(ν) =
7
Γ((3 + ν)/2)2(3+ν)/2. The log-likelihood function for θ = (µ, φ)⊤ and the score functions for µ
and φ are, respectively,
l(θ) = −n log(φ) +
n∑
i=1
log v(ǫ2i ),
Uµ(µ, φ) = φ
−1
n∑
i=1
wiǫi, Uφ(µ, φ) = −nφ−1 + φ−1
n∑
i=1
wiǫ
2
i ,
where ǫi = (yi − µ)/φ and wi = −2d log v(u)/du|u=ǫ2i . The parameters µ and φ are orthogonal
and we have from (6) that κ1µ = κ3µ = 0, κ2µ = nδ20000/φ
2, and κ4µ = n(δ40000 − 3δ220000)/φ4.
Additionally,
κ1φ = − 1
2φ
δ00101 + 2δ11001
δ20000
, κ2φ =
n
φ2
(δ20002 − 1), κ3φ = 2n
φ3
(1 + δ11003),
κ4φ =
n
φ4
(δ40004 + 4δ30003 + 12δ20002 − 3δ220002 − 6).
Here, δabcde = E(s
(1)as(2)
b
s(3)
c
s(4)
d
ze), for a, b, c, d, e ∈ {0, 1, 2, 3, 4}, s(r) = drs(ǫ)/dǫr with
s(ǫ) = log v(ǫ2) and ǫ ∼ S(0, 1). For the symmetric distributions listed above the δ’s are
given in Uribe-Opazo et al. (2008). These cumulants may be plugged in (7)–(8) to compute
confidence sets for µ and φ.
4 An implementation for regression models
Let f(y;µ, φ) be the pdf of a parametric distribution with two parameters, µ and φ, and let
y1, . . . , yn be independent random variables, where each yi has pdf f(y;µi, φi). Consider the
regression model that specifies µi and φi as
g(µi) = x
⊤
i β, h(φi) = z
⊤
i γ. (9)
Here, β = (β1, . . . , βq)
⊤ and γ = (γ1, . . . , γm)⊤ are vectors of unknown parameters (β ∈ Rq,
γ ∈ Rm, q +m = p < n), and xi = (xi1, . . . , xiq)⊤ and zi = (zi1, . . . , zim)⊤ collect observations
on covariates, which are assumed fixed and known. The link functions, g(·) and h(·), are strictly
monotonic and twice differentiable, and map, respectively, the range of µi and φi, into R. We
assume that the model matrices X and Z, with element (i, k) given by xik and zik, respectively,
are of full rank, i.e. rank(X) = q and rank(Z) = m.
Let
Uµi =
∂ log f(yi;µi, φi)
∂µi
, Uφi =
∂ log f(yi;µi, φi)
∂φi
,
Uµiµi =
∂2 log f(yi;µi, φi)
∂µi∂µi
, Uµiφi =
∂2 log f(yi;µi, φi)
∂µi∂φi
, Uφiφi =
∂2 log f(yi;µi, φi)
∂φi∂φi
.
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Let ℓ(θ) =
∑n
i=1 log f(yi;µi, φi) be the log-likelihood function for θ = (β
⊤, γ⊤)⊤. The first and
second order log-likelihood derivatives with respect to the unknown parameters are
Uβr =
n∑
i=1
xir
1
g′(µi)
Uµi , Uγr =
n∑
i=1
zir
1
h′(φi)
Uφi,
Uβsβt =
n∑
i=1
{
xisxit
1
g′(µi)2
Uµiµi − xisxit
g′′(µi)
g′(µi)3
Uµi
}
,
Uβsγt =
n∑
i=1
xiszit
1
g′(µi)
1
h′(φi)
Uµiφi,
Uγsγt =
n∑
i=1
{
ziszit
1
h′(φi)2
Uφiφi − ziszit
h′′(φi)
h′(φi)3
Uφi
}
.
Cumulants of the log-likelihood derivatives may be obtained from cumulants of derivatives
of log f(yi;µi, φi). For instance,
κβs,βt = E(UβsUβt) =
n∑
i=1
n∑
j=1
xisxit
1
g′(µi)2
E(UµiUµj ) =
n∑
i=1
xisxit
1
g′(µi)2
κµi,µi ,
where κµi,µi = E(U
2
µi
), since E(UµiUµj ) = 0, for i 6= j.
To computationally implement the cumulants of the profile score given in (5), it is useful
to collect them in arrays. The notation is as follows. Let κµ,µ, κµ,φ, etc., be joint cumulants of
derivatives of log f(y;µ, φ), and let diag{u} represent an n× n diagonal matrix with diagonal
elements u1, . . . , un. Let Kµ,µ = diag{κµ,µ}, Kµ,φ = diag{κµ,φ}, Kφ,φ = diag{κφ,φ}, Kµ,µ,µ =
diag{κµ,µ,µ}, Kµ,µµ = diag{κµ,µµ}, Kφ,µµ = diag{κφ,µµ}, etc. Let T = diag{1/g′(µ)}, H =
diag{1/h′(φ)}, S = diag{−g′′(µ)/g′(µ)2}, and Q = diag{−h′′(φ)/h′(φ)2}. Let DX be the
n × n × q array with element (i, j, k) given by DX [i, j, k] = xik, if i = j, and = 0, if i 6= j,
i.e. DX is formed by joining the n × n diagonal matrices with diagonal elements x1k, . . . , xnk,
for k = 1, . . . , q. Analogously, DZ denotes the n × n × m array formed by joining the n × n
diagonal matrices with diagonal elements z1k, . . . , znk, for k = 1, . . . , m.
Now, we introduce a product of multidimensional arrays, denoted here by “⋄”, as follows. If
A is an r× c×d array and B is a c× e array (matrix) then C = A⋄B is the r× e×d array such
that C[, , i] = A[, , i]×B, where “×” is the usual matrix product. If A is an r×c×d array and B
is a c×e×f array then C = A⋄B is the r×e×d×f array such that C[, , i, j] = A[, , i]×B[, , j].
If A is an r × c array and B is a c × e × f array, then C = A⋄B is the r × e × f array such
that C[, , j] = A×B[, , j]. An R language (R Core Team, 2018) implementation of the proposed
multidimensional arrays product “⋄” is given in function %m%, available with some examples at
https://github.com/elianecpinheiro/MultiDimensionalArrayProduct.
The second, third, and fourth cumulants of the log-likelihood function are written as mul-
tidimensional arrays in equations (B.1)–(B.4) in Appendix B.1.
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The profile cumulants (5) when ψ = βk or ψ = γk can be obtained from (B.1)–(B.4). The
multidimensional arrays (B.1)–(B.4), the profile cumulants (5) when ψ = βk, and when ψ = γk,
and the modified confidence intervals are implemented in the functions cumulants, cumulants-
beta, cumulantsgamma, and hoaci, respectively, in the R language (R Core Team, 2018). The
functions are available at https://github.com/elianecpinheiro/HOACI.
We shall note that not all the cumulants of log-likelihood derivatives in (B.1)–(B.4) are
necessary for computing the modified confidence intervals when β and γ are orthogonal pa-
rameters. In this case, κµ,φ = 0 and it comes from (B.1)–(B.4) and (5) that the terms that
involve κµ,µ,µ,φ, κµ,µ,φ,φ, and κµ,φ,φ,φ are zero; hence these cumulants are not needed and may
be replaced by zero for computational purposes.
The formulas for the arrays of cumulants in (B.1)–(B.4) can be extended to nonlinear
regression models. Let (9) be replaced by
g(µi) = ηi = η(xi, β) and h(φi) = δi = δ(zi, γ),
where xi and zi are known fixed vectors of dimensions q
′ and m′ respectively, and η(·, ·) and
δ(·, ·) are allowed to be nonlinear functions in the second argument. Let X be the derivative
matrix of η = (η1, . . . , ηn)
⊤ with respect to β⊤. Analogously, let Z be the derivative matrix of
δ = (δ1, . . . , δn)
⊤ with respect to γ⊤. In the linear case (9), X = X and Z = Z. We assume that
rank(X ) = q and rank(Z) = m for all β and γ. The arrays containing the needed cumulants of
log-likelihood derivatives in the nonlinear case coincide with those in (B.1)–(B.4), with X and
Z replaced by X and Z, respectively.
Example 4. Symmetric and log-symmetric linear regression. Consider a heteroskedastic sym-
metric linear regression model as follows. Let y1, . . . , yn be independent random variables, each
yi having a symmetric distribution S(µi, φi) with µi and φi as in (9); see Example 3. The link
functions are taken as g(µi) = µi and h(φi) = log(φi). For this choice of link functions we have
g′(µ) = 1, g′′(µ) = 0, h′(φ) = 1/φ and h′′(µ) = −1/φ2. The needed quantities for evaluating the
profile cumulants in (5) when ψ = βk or ψ = γk are given in (B.1)–(B.4) with the cumulants
presented in Appendix B.2.
A class of log-symmetric linear regression models for positive continuous responses is defined
by assuming that t1, . . . , tn are such that ti = exp(x
⊤
i β)ξ
φi
i , where the ξi’s are independent and
have a standard log-symmetric distribution with pdf ξ−1v(ξ2), ξ > 0 (Vanegas & Paula, 2015,
2016). An interesting feature of these models is that exp(x⊤i β) is the median of ti and φi is
interpreted as a skewness parameter. Since yi = log ti ∼ S(x⊤i β, φi), the results above are also
applicable for inference regarding the parameters of the log-symmetric linear regression models;
see Medeiros & Ferrari (2017, Sect. 4).
Example 5. Beta regression. Beta regression models are widely applicable when the response
variable is a continuous proportion (Ferrari & Cribari-Neto, 2004; Ferrari, 2017). We consider
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the beta regression model that assumes that yi has a beta distribution with mean µi (0 < µi < 1)
and precision parameter φi (φi > 0), and pdf
f(yi;µi, φi) =
Γ(φi)
Γ(µiφi)Γ((1− µi)φi)y
µiφi−1
i (1− yi)(1−µi)φi−1, 0 < yi < 1,
with µi and φi as in (9) (Smithson & Verkuilen, 2006). The link functions are taken as the
logit link for the mean, g(µi) = log(µi/(1 − µi)), and the log link for the precision parameter,
h(φi) = log(φi). For this choice of link functions we have g
′(µ) = 1/[µ(1 − µ)], g′′(µ) =
(2µ− 1)/[µ2(1− µ)2], h′(φ) = 1/φ and h′′(µ) = −1/φ2.
The needed quantities for evaluating the profile cumulants in (5) when ψ = βk or ψ = γk
are given in (B.1)–(B.4) with the cumulants presented in Appendix B.3.
5 Monte Carlo simulation
We present Monte Carlo simulation results to evaluate the finite-sample performance of con-
fidence intervals based on the α-quantile modified score (modified CIs). For comparison, we
included results for Wald-type CIs, i.e. CIs that use the asymptotic normality of MLE (usual
CIs), and those that are constructed similarly to Wald-type CIs with median bias reduced
estimates of all the parameters in place of MLEs (adjusted CIs). The simulations were imple-
mented in R language (R Core Team, 2018). The number of Monte Carlo replicates is 100,000.
As initial guesses for the modified confidence limits, we used the maximum likelihood estimates.
The simulation results are shown in plots of ‘non-coverage discrepancy’ of one-sided and
two-sided confidence intervals, and the mean length of two-sided intervals. The non-coverage
discrepancy of an interval is defined as the ratio of the non-coverage probability (evaluated
via simulation) and 1 minus the nominal level. The non-coverage discrepancy is plotted
against 1 minus the nominal level, i.e. the nominal non-coverage probability. Intervals with
non-coverage discrepancy close to (greater than) 1 are those with coverage probability close
to (smaller than) the nominal level. Since the intervals may not have the correct coverage
probability, the mean length is plotted against the coverage probability and not the nominal
level. de Peretti & Siani (2010) suggest the use of mean length curves constructed this way to
compare the ‘effectiveness’ of different confidence regions.
We now list the scenarios for the simulation experiments.
Example 1 (cont.). One parameter exponential family. We generated random samples of
size n = 5 from an exponential distribution with unit mean. Results are shown in Figure 2.
Example 2 (cont.). Gamma distribution with mean µ and coefficient of variation φ−1/2,
Gamma(µ, φ). We generated random samples of size n = 15 from a gamma distribution with
µ = 10 and φ = 3. Results are given in Figure 3.
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Example 5 (cont.). Beta regression. We generated data from a beta regression model with
mean and precision parameters defined, respectively, as log[µi/(1− µi)] = β0+β1xi1, log(φi) =
γ0 + γ1zi1, i = 1, . . . , n, with n = 25, β0 = β1 = 1, γ0 = 1, and γ1 = 2. The values of the
covariates x and z were drawn from uniform distributions in the intervals (−1/2, 1/2) and (1, 2),
respectively. Results are seen in Figure 4.
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Figure 2: Plots of non-coverage discrepancy of the lower and upper one-sided confidence intervals (first and
second plots) and non-coverage discrepancy and mean length of two-sided confidence intervals (third and fourth
plots); exponential distribution.
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Figure 3: Plots of non-coverage discrepancy of the lower and upper one-sided confidence intervals (first and
second plots) and non-coverage discrepancy and mean length of two-sided confidence intervals (third and fourth
plots); gamma distribution.
In Figures 2-4, the red, blue and green curves refer to modified CIs (i.e. the CIs derived
in this paper), usual CIs, and adjusted CIs, respectively.1 From these figures the following
conclusions may be drawn. First, the non-coverage discrepancy tends to be much closer to 1
1The legend of the figures indicates the parameter being estimated; hat, bar and tilde refer to usual, adjusted
and modified CIs, respectively.
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Figure 4: Plots of non-coverage discrepancy of the lower and upper one-sided confidence intervals (first and
second plots) and non-coverage discrepancy and mean length of two-sided confidence intervals (third and fourth
plots); beta regression.
for the modified CIs, particularly for high nominal confidence levels, when compared with the
usual CIs. Second, in some cases the adjusted CIs partially correct the coverage probability of
the usual CIs but are clearly outperformed by the modified CIs proposed in this paper. Third, in
some cases the lower and upper one-sided usual CIs behave in opposite directions. For instance,
for the gamma distribution (Figure 3) the lower one-sided usual CI for µ is conservative while
the corresponding upper CI has coverage probability smaller than the nominal level. This is
expected because the asymptotic normality of MLEs does not account for the skewness of the
MLEs in finite samples. This undesirable behavior does not occur when the modified CIs are
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employed. Finally, for each fixed coverage probability, the mean length of the modified two-
sided confidence intervals tends to be similar to or smaller than that of the usual two-sided
confidence intervals. Overall, the simulations suggest that the method we propose performs
considerably better than the usual approach, that employs the asymptotic normality of MLE
when constructing confidence sets.
6 Applications
We now present two applications using function hoaci. In the output ML, MBR, and QBR de-
note the usual Wald-type CIs, i.e. CIs that use the asymptotic normality of MLE, the adjusted
Wald-type CIs (MLEs are replaced by median bias reduced estimates), and the modified CIs
proposed in this paper, respectively.
6.1 Orange data
The application considers the data set presented in Table 1 of Mirhosseini & Tan (2010). The
data consist on 20 observations collected to investigate the effect of emulsion components on
orange beverage emulsion properties. The response variable is the emulsion density, measured
in mg/cm3, and the independent variables considered here are the amount of arabic gum and
of orange oil, both measured in g/10g. Medeiros & Ferrari (2017, Eq. (12)) fitted a Student-t
regression model with 3 degrees of freedom,
µ = β0 + β1 arabic gum + β2 orange oil, (10)
and constant dispersion parameter φ. The point and interval estimates are computed using
function hoaci as follows.
> hoaci(density~arabic_gum + orange_oil, data = Orange, type="Student",
link.mu="identity", link.phi="log" , CL=0.95, nu = 3)
========================= Point estimates =========================
ML MBR
(Intercept) 1017.533 1017.533
arabic_gum 26.765 26.765
orange_oil -22.524 -22.524
log(φ) 0.723 0.841
========================= Confidence limits =========================
97.5 % CL - One-sided and 95 % CL - Two-sided
ML MBR QBR
=======================================================================
2.5% 97.5% 2.5% 97.5% 2.5% 97.5%
(Intercept) 1007.498 1027.568 1006.234 1028.832 1003.047 1035.699
arabic_gum 22.975 30.554 22.498 31.031 21.811 31.622
orange_oil -29.101 -15.947 -29.929 -15.119 -31.688 -16.216
log(φ) 0.285 1.161 0.403 1.280 0.335 1.402
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Figure (5) shows the CIs for different confidence levels. The modified CIs tend to be larger
than the others. Unlike the usual and adjusted CIs, they account for skewness in the distribution
of the MLEs.
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Figure 5: Plots of confidence intervals (blue square: usual Wald-type CI, green circle: adjusted Wald-type CI,
red triangle: modified CI); Orange data.
6.2 Reading skills
The application considers the data set for assessing the contribution of non-verbal IQ to reading
skills of dyslexic and non-dyslexic children (Smithson & Verkuilen, 2006). The data set com-
prises 44 observations and is included in the package betareg (Cribari-Neto & Zeileis, 2010).
The independent variables are dyslexia (−1 and 1 for the control and dyslexic groups, re-
spectively) and the nonverbal intelligent quotient (iq, converted to z scores), and the response
variable is accuracy (score on a test of reading accuracy). Smithson & Verkuilen (2006) pro-
posed the following beta regression model:
log[µ/(1− µ)] = β0 + β1 dyslexia + β2 iq + β3 dyslexia × iq,
log(φ) = γ0 + γ1 dyslexia + γ2 iq. (11)
The point and interval estimates are computed using function hoaci as follows.
> hoaci(accuracy ~ dyslexia * iq | dyslexia + iq, data = ReadingSkills, type="beta", CL=0.95)
Coefficients (mean model with logit link):
========================= Point estimates =========================
ML MBR
(Intercept) 1.123 1.109
dyslexia -0.742 -0.728
iq 0.486 0.472
dyslexia:iq -0.581 -0.565
========================= Confidence limits =========================
97.5 % CL - One-sided and 95 % CL - Two-sided
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ML MBR QBR
=======================================================================
2.5% 97.5% 2.5% 97.5% 2.5% 97.5%
(Intercept) 0.84328 1.40317 0.81843 1.39995 0.72976 1.41991
dyslexia -1.02144 -0.46185 -1.01864 -0.43737 -1.03959 -0.34751
iq 0.22540 0.74734 0.19278 0.75115 0.00489 0.85574
dyslexia:iq -0.84133 -0.32119 -0.84308 -0.28713 -0.95118 -0.03977
Coefficients (precision model with log link):
========================= Point estimates =========================
ML MBR
(Intercept) 3.30 3.11
dyslexia 1.75 1.69
iq 1.23 1.06
========================= Confidence limits =========================
97.5 % CL - One-sided and 95 % CL - Two-sided
ML MBR QBR
=======================================================================
2.5% 97.5% 2.5% 97.5% 2.5% 97.5%
(Intercept) 2.868 3.741 2.668 3.552 2.410 3.595
dyslexia 1.232 2.261 1.176 2.206 0.924 2.274
iq 0.705 1.753 0.533 1.595 -0.333 2.380
The modified CIs (QBR) are quite different from the others in some cases. For instance, the
95% CIs for the coefficient of iq in the precision model are (0.705, 1.753) (ML), (0.533, 1.595)
(MBR), and (−0.333, 2.380) (QBR). Hence, the modified CI does not provide evidence of effect
of non-verbal IQ in the variability of reading accuracy unlike the other CIs. Figure (6) shows
the CIs for different confidence levels. Considerable differences in the length and shape (asym-
metry) of intervals are observed, suggesting that the normal approximation for the MLEs is
not accurate.
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Figure 6: Plots of confidence intervals (blue square: usual Wald-type CI, green circle: adjusted Wald-type CI,
red triangle: modified CI); Reading skills data.
To further investigate the accuracy of the different CIs in the present scenario, we conduct
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a simulation experiment using the beta regression model (11) with n = 44 and the values of the
parameters taken as the MLEs computed with the readings skills data set. The coverage of CIs
at nominal levels 90%, 95% and 99% are presented in Table 2. It is clear from the table that
the usual Wald-type CIs are anti-conservative (undercover) and modified CIs proposed here are
slightly conservative but cover the true values of the parameters with probability much closer
to the nominal levels than usual CIs.
Table 2: Coverage of confidence intervals; reading skills data scenario
β0 β1 β2 β3 γ0 γ1 γ2
90% ML 86.9 87.0 85.0 84.8 75.8 82.2 78.7
QBR 90.6 90.9 90.5 90.3 93.0 90.4 92.6
95% ML 92.5 92.5 91.2 91.0 83.5 88.9 86.6
QBR 96.2 96.1 95.8 95.6 96.9 96.1 97.1
99% ML 97.7 97.5 97.4 97.3 93.1 96.2 94.4
QBR 99.4 99.4 99.4 99.4 99.4 99.7 99.7
7 Concluding remarks
We derived highly accurate confidence intervals for a scalar parameter of interest possibly in
the presence of a vector of nuisance parameters in general parametric families. The proposed
confidence limits are computed from modified score equations and possess desirable properties:
they are equivariant under interest-respecting reparameterizations, they account for skewness
and kurtosis of the score function, and they are simple to compute, not requiring computer
intensive methods. We provided an implementation for regression models and presented two
real data applications. Monte Carlo simulations evidenced that the usual confidence sets may
have actual coverage probability far from the chosen nominal level in small samples, while the
proposed confidence intervals remain accurate.
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Appendices
A Proof of (2)
The Edgeworth expansion for the cumulative distribution function (cdf) of a standardized sum of
independent random variables, say S∗n, is
FS∗n(x) = Φ(x)− φ(x)h(x) +O(n−3/2)
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where Φ(·) and φ(·) are the cdf and the pdf of the standard normal distribution and
h(x) =
1
6
κ3
κ
3/2
2
(x2 − 1) + 1
24
κ4
κ22
(x3 − 3x) + 1
72
κ23
κ32
(x5 − 10x3 + 15x);
Pace & Salvan (1997, eq. (10.14)). Let
h1(x) =
1
6
κ3
κ
3/2
2
(x2 − 1), h2(x) = 1
24
κ4
κ22
(x3 − 3x)− 1
72
κ23
κ32
(4x3 − 10x), h3(x) = 1
72
κ23
κ32
(x5 − 6x3 + 5x).
Note that h(x) = h1(x) + h2(x) + h3(x); h1(x) is of order O(n
−1/2), and h2(x) and h3(x) are of order
O(n−1).
From (1) and applying the Edgeworth expansion given above to the cdf of U(θ)/
√
κ2 we have
Pθ
(
U˜(θ) ≤ 0
)
= Pθ
(
U(θ)√
κ2
≤ uα + h1(uα) + h2(uα)
)
= Φ(uα + h1(uα) + h2(uα))− φ(uα + h1(uα) + h2(uα)) h(uα + h1(uα) + h2(uα))
+O(n−3/2).
Now, applying a Taylor series expansion and using the fact that φ′(uα) = −uαφ(uα), where prime
denotes derivative with respect to uα, we have after some algebra
Pθ
(
U˜(θ) ≤ 0
)
= Φ(uα)− φ(uα) h(uα) + (Φ(uα)− φ(uα) h(uα))′ (h1(uα) + h2(uα))
+
1
2
(Φ(uα)− φ(uα) h(uα))′′ (h1(uα) + h2(uα))2 +O(n−3/2)
= α− φ(uα) h3(uα)− φ′(uα) h21(uα)− φ(uα) h′1(uα) h1(uα) +
1
2
φ′(uα) h21(uα)
+O(n−3/2)
= α+ φ(uα)
(
−h3(uα) + uα
2
h21(uα)− h′1(uα) h1(uα)
)
+O(n−3/2)
= α+ φ(uα)
1
72
κ23
κ32
(−(u5α − 6u3α + 5uα) + uα(u2α − 1)2 − 4uα(u2α − 1)) +O(n−3/2)
= α+O(n−3/2).
B Regression models: cumulants
B.1 Multidimensional arrays of cumulants
K2(p×p) =
(
X⊤T 2Kµ,µX X⊤THKµ,φZ
Z⊤HTKφ,µX Z⊤H2Kφ,φZ
)
; (B.1)
K3(p×p×p) =
(
Kβ3(p×p×q) K
γ
3(p×p×m)
)
, (B.2)
where
Kβ3 =
(
X⊤⋄((DX ⋄(T 3Kµ,µ,µ))⋄X) X⊤⋄((DX ⋄(T 2HKµ,µ,φ))⋄Z)
Z⊤⋄((DX ⋄(T 2HKµ,µ,φ))⋄X) Z⊤⋄((DX ⋄(TH2Kµ,φ,φ))⋄Z)
)
,
Kγ3 =
(
X⊤⋄((DZ ⋄(T 2HKµ,µ,φ))⋄X) X⊤⋄((DZ ⋄(TH2Kµ,φ,φ))⋄Z)
Z⊤⋄((DZ ⋄(TH2Kµ,φ,φ))⋄X) Z⊤⋄((DZ ⋄(H3Kφ,φ,φ))⋄Z)
)
;
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K4(p×p×p×p) =
(
Kββ4(p×p×q×q) K
βγ
4(p×p×q×m)
Kγβ4(p×p×m×q) K
γγ
4(p×p×m×m)
)
, (B.3)
where
Kββ4 =
(
X⊤⋄((DX ⋄(DX ⋄(T 4Kµ,µ,µ,µ)))⋄X) X⊤⋄((DX ⋄(DX ⋄(T 3HKµ,µ,µ,φ)))⋄Z)
Z⊤⋄((DX ⋄(DX ⋄(T 3HKµ,µ,µ,φ)))⋄X) Z⊤⋄((DX ⋄(DX ⋄(T 2H2Kµ,µ,φ,φ)))⋄Z)
)
,
Kβγ4 =
(
X⊤⋄((DZ ⋄(DX ⋄(T 3HKµ,µ,µ,φ)))⋄X) X⊤⋄((DZ ⋄(DX ⋄(T 2H2Kµ,µ,φ,φ)))⋄Z)
Z⊤⋄((DZ ⋄(DX ⋄(T 2H2Kµ,µ,φ,φ)))⋄X) Z⊤⋄((DZ ⋄(DX ⋄(TH3Kµ,φ,φ,φ)))⋄Z)
)
,
Kγβ4 =
(
X⊤⋄((DX ⋄(DZ ⋄(T 3HKµ,µ,µ,φ)))⋄X) X⊤⋄((DX ⋄(DZ ⋄(T 2H2Kµ,µ,φ,φ)))⋄Z)
Z⊤⋄((DX ⋄(DZ ⋄(T 2H2Kµ,µ,φ,φ)))⋄X) Z⊤⋄((DX ⋄(DZ ⋄(TH3Kµ,φ,φ,φ)))⋄Z)
)
,
Kγγ4 =
(
X⊤⋄((DZ ⋄(DZ ⋄(T 2H2Kµ,µ,φ,φ)))⋄X) X⊤⋄((DZ ⋄(DZ ⋄(TH3Kµ,φ,φ,φ)))⋄Z)
Z⊤⋄((DZ ⋄(DZ ⋄(TH3Kµ,φ,φ,φ)))⋄X) Z⊤⋄((DZ ⋄(DZ ⋄(H4Kφ,φ,φ,φ)))⋄Z)
)
;
K12(p×p×p) =
(
Kβ12(p×p×q) K
γ
12(p×p×m)
)
, (B.4)
where
Kβ12 =
(
X⊤⋄((DX ⋄(T 3Kµ,µµ + T 2SKµ,µ))⋄X) X⊤⋄((DX ⋄(T 2HKµ,µφ))⋄Z)
Z⊤⋄((DX ⋄(T 2HKµ,µφ))⋄X) Z⊤⋄((DX ⋄(TH2Kµ,φφ + THQKµ,φ))⋄Z)
)
,
Kγ12 =
(
X⊤⋄((DZ ⋄(T 2HKφ,µµ + THSKφ,µ))⋄X) X⊤⋄((DZ ⋄(TH2Kφ,µφ))⋄Z)
Z⊤⋄((DZ ⋄(TH2Kφ,µφ))⋄X) Z⊤⋄((DZ ⋄(H3Kφ,φφ +H2QKφ,φ))⋄Z)
)
.
B.2 Symmetric regression: cumulants
The first and second order derivatives of log f(y;µ, φ) are given by Uµ = −φ−1s(1), Uφ = −φ−1(1 +
s(1)ǫ), Uµµ = φ
−2s(2), Uφφ = φ−2(1 + 2s(1)ǫ + s(2)ǫ2), and Uµφ = φ−2(s(1) + s(2)ǫ), where s(r) =
drs(ǫ)/dǫr with s(ǫ) = log v(ǫ2) and ǫ = (y − µ)/φ. From these derivatives, we obtain the following
cumulants:
κµ,µ = δ20000/φ
2, κφ,φ = (δ20002 − 1)/φ2, κµ,µ,φ = 2δ11001/φ3, κφ,φ,φ = 2(δ11003 + 1)/φ3,
κµ,µ,µ,µ = (δ40000 − 3δ220000)/φ4, κµ,µ,µ,φ = (δ30000 + δ40001)/φ4,
κµ,µ,φ,φ = (2δ30001 + δ40002 − δ01000δ01002)/φ4, κµ,φ,φ,φ = (δ40001 + 3δ30001 + 3δ20001)/φ4,
κφ,φ,φ,φ = (δ40004 + 4δ30003 + 12δ20002 − 3δ220002 − 6)/φ4, κµ,µφ = −(δ11001 − δ01000)/φ3,
κφ,φφ = (4δ01002 + δ00103 − 2)/φ3, κφ,µµ = δ00101/φ3,
κµ,φ = κµ,µ,µ = κµ,µµ = κµ,φ,φ = κµ,φφ = κφ,µφ = 0.
B.3 Beta regression: cumulants
The first and second order derivatives of log f(y;µ, φ) are given by
Uµ = φ (y
∗ − µ∗) , Uφ = µ(y∗ − µ∗) + (y† − µ†),
Uµµ = −φ2
(
Ψ(1)(µφ) + Ψ(1)((1 − µ)φ)
)
, Uφφ = −µ2Ψ(1)(µφ) + Ψ(1)(φ),
Uµφ = y
∗ − µ∗ − φ(µΨ(1)(µφ)− (1− µ)Ψ(1)((1 − µ)φ)),
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where y∗ = log(y/(1− y)), y† = log(1− y), µ∗ = Ψ(0)(µφ)−Ψ(0)((1−µ)φ), and µ† = Ψ(0)((1−µ)φ)−
Ψ(0)(φ). From these derivatives, we obtain the following cumulants:
κµ,µ = φ
2(Ψ(1)(µφ) + Ψ(1)((1 − µ)φ)),
κµ,φ = φ(µΨ
(1)(µφ)− (1− µ)Ψ(1)((1− µ)φ)),
κφ,φ = µ
2Ψ(1)(µφ) + (1− µ)2Ψ(1)((1− µ)φ)−Ψ(1)(φ),
κµ,µ,µ = φ
3(Ψ(2)(µφ)−Ψ(2)((1 − µ)φ)),
κµ,µ,φ = φ
2(µΨ(2)(µφ) + (1− µ)Ψ(2)((1− µ)φ)),
κµ,φ,φ = φ(µ
2Ψ(2)(µφ)− (1− µ)2Ψ(2)((1 − µ)φ)),
κφ,φ,φ = µ
3Ψ(2)(µφ) + (1− µ)3Ψ(2)((1− µ)φ)−Ψ(2)(φ),
κµ,µ,µ,µ = φ
4(Ψ(3)(µφ) + Ψ(3)((1 − µ)φ)),
κµ,µ,µ,φ = φ
3(µΨ(3)(µφ)− (1− µ)Ψ(3)((1− µ)φ)),
κµ,µ,φ,φ = φ
2(µ2Ψ(3)(µφ) + (1− µ)2Ψ(3)((1− µ)φ)),
κµ,φ,φ,φ = φ(µ
3Ψ(3)(µφ)− (1− µ)3Ψ(3)((1 − µ)φ)),
κφ,φ,φ,φ = µ
4Ψ(3)(µφ) + (1− µ)4Ψ(3)((1− µ)φ)−Ψ(3)(φ),
κµ,µφ = φ(Ψ
(1)(µφ) + Ψ(1)((1− µ)φ)),
κφ,µφ = µΨ
(1)(µφ)− (1− µ)Ψ(1)((1− µ)φ),
κµ,µµ = κφ,µµ = κµ,φφ = κφ,φφ = 0.
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