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Resumen
Este artículo hace una revisión entorno a los esfuerzos que actualmente se
están realizando con el propósito de reducir el tiempo de cómputo de la MS.
Nosotros introducimos los métodos más utilizados para realizar el proceso de
Migración, así como también las dos arquitecturas computacionales que están
ofreciendo mejores tiempos de procesamiento. Revisamos las implementaciones
más representativas de este proceso sobre estas dos tecnologías y resumimos
los aportes de cada una de estas investigaciones. El artículo finaliza con un
análisis acerca de la dirección que deben tomar futuras investigaciones en esta
área.
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Reducción de los tiempos de cómputo de la Migración Sísmica usando FPGAs y GPGPUs
Aspectos relevantes
 Métodos más usados para realizar la Migración Sísmica.  Revisión de la
implementación de la Migración Sísmica sobre FPGA y GPGPU.  Futuras
investigaciones.
Reduction of computation time of Seismic Migration
using FPGAs and GPGPUs: A review article.
Abstract
This article makes a review around the efforts that are currently being ca-
rried out in order to reduce the computation time of the MS. We introduce
the methods used to make the migration process as well as the two computer
architectures that are offering better processing times. We review the most
representative implementations of this process on these two technologies and
summarize the contributions of each of these investigations. The article ends
with our analisys about the direction that future research should take in this
area.
Key words: Exploration seismic methods, FPGA, GPGPU, Performance
evaluation, Seismic Migration.
1 Introducción
En los últimos 150 años se han consumido alrededor de 1 billón de ba-
rriles (de equivalente) de petróleo, debido al incremento de la demanda,
durante los próximos veinte años será necesario encontrar y extraer la
misma cantidad de petróleo que en los 150 precedentes [1]. El petróleo
y gas de fácil extracción ya han sido agotados y para ubicar nuevas re-
servas se tendrá que buscar en áreas geológicas complejas y que en el
pasado fueron descartadas por el alto coste de extracción. Para tal fin la
industria petrolera deberá realizar imágenes del subsuelo con una mayor
resolución a las realizadas anteriormente.
Para la construcción de las imágenes del subsuelo, las empresas tradi-
cionalmente han usado plataformas de cómputo hasta con miles de CPU,
sin embargo, los sistemas de computo basados en procesadores tradicio-
nales se han visto frenados principalmente por tres causas: la primera
consiste en la relación cúbica entre la frecuencia y la potencia, lo cual ha
detenido la carrera por la velocidad, este efecto se conoce como muro de
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potencia (power wall); otra causa es la gran diferencia que existe entre la
velocidad a la cual los datos son transferidos al procesador y la velocidad
a la que éste ejecuta las instrucciones, esta limitación se conoce con el
nombre de muro de memoria (memory wall); finalmente las posibilidades
para que los procesadores continúen aumentando el paralelismo a nivel
de instrucción IPL(Instruction Level Parallelism) no son prometedoras,
este efecto se conoce como IPL wall [2].
Debido a las tres barreras mencionadas anteriormente, la compu-
tación de alto rendimiento se ha encaminado hacia la computación hí-
brida, en donde las CPU trabajan conjuntamente con una serie de nuevas
arquitecturas que aprovechan mejor el paralelismo de las aplicaciones.
Ahora bien, la pregunta para los investigadores en computación sísmica
de alto rendimiento es: ¿cuál es el hardware más apropiado para imple-
mentar el proceso de Migración Sísmica (MS)? investigaciones recientes
[3], [4], [5] muestran que tanto las GPGPU (General-Purpose Computing
on Graphics Processing Units) como las en FPGAs (Field Programmable
Gate Array) son dos opciones para acelerar el proceso de MS.
Este artículo describe el problema de la MS desde la perspectiva
computacional, de igual manera revisa las fortalezas y debilidades que
estas dos arquitecturas (FPGAs y GPGPUs) tienen a favor o en contra
del proceso de MS. En esta revisión también se analizan las implemen-
taciones más representativas de la MS tanto en las FPGAs como las
GPGPUs encontradas en la literatura y se resumen los aportes que és-
tas han hecho en relación a los problemas de memoria, transferencia de
datos y de cómputo.
El resto de este artículo está organizado de la siguiente manera: la
sección 2 corresponde a la descripción del experimento sísmico y las dife-
rentes estrategias para realizar el proceso de migración, las secciones 3 y
4 se dedican para introducir las FPGAs y las GPGPUs respectivamente,
en la sección 5 se revisan las diferentes implementaciones de la MS sobre
estas arquitecturas y se resumen los principales aportes de cada una de
estas implementaciones y finalmente se muestran las conclusiones.
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2 Adquisición y procesamiento de datos Sísmicos
El costo de una exploración del subsuelo está en el orden de las dece-
nas de millones de dólares y la probabilidad de encontrar petróleo es
relativamente baja, por lo cual, la industria petrolera debe realizar estu-
dios que le permitan reducir la incertidumbre en las áreas a explorar. La
principal técnica utilizada por la industria del petróleo para identificar
posibles reservas de hidrocarburos es construir una imagen del subsuelo
por medio de la técnica de la Reflexión Sísmica, esta técnica está basada
en las propiedades de reflexión de las ondas sonoras.
2.1 Adquisición de las trazas sísmicas
Para la construcción de una imagen del subsuelo, se requiere adquirir
gran cantidad de datos sísmicos, esta adquisición se inicia con la ubica-
ción de una serie de sensores, llamados geófonos, sobre el área a explorar;
si los sensores se ubican en línea recta se dice que la adquisición es 2D
o si ocupan una área se dice que la adquisición es 3D. Una vez ubicados
los geófonos, se activa una fuente artificial de sonido en el área a ex-
plorar (un camión vibrador, una carga explosiva o bombas de aire en el
océano). El registro de un geófono durante un disparo recibe el nombre
de traza sísmica.
2.2 La migración sísmica
Con el propósito de construir una imagen del subsuelo, las señales sís-
micas detectadas por los geófonos (las trazas) deben ser procesadas en
varios módulos de procesamiento, el último de ellos se denomina Migra-
ción Sísmica y es el de mayor costo computacional. Este módulo busca
reubicar los reflectores (las uniones de los diferentes geológicos) de una
posición virtual a su posición correcta; la importancia de la migración de
los datos sísmicos fue reconocida desde 1921 [6] ya que sin este último
módulo la imagen que se obtendría sería incorrecta, especialmente en
zonas geológicamente complejas [7].
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En el experimento sísmico se asume que la tierra está compuesta por
una serie de capas zi, como se ilustra en la Figura 1; las fuentes y los
receptores se ubican en la superficie del área a explorar; la velocidad
de la propagación de la onda en la tierra v(x; y; z), varía en todas las
direcciones, pero para simplificar el modelo algunas veces se asume que
la velocidad sólo varía verticalmente y que es constante durante toda
la capa zi. La migración permite reubicar el reflector AB’ supuesto en
el punto medio entre el emisor y el receptor (Figura 1), a su posición
correcta AB; esto se logra por medio de la solución de la ecuación de
onda, Ecuación (1). La solución de esta ecuación utiliza un modelo de
velocidad (v) del terreno a explorar y la información recolectada por los
geófonos [8].
Fuente Receptor
Figura 1: Problema que resuelve la migración sísmica. (Adaptado de [8])
Matemáticamente, la migración sísmica trata de encontrar una so-
lución P (x; y; z; t) a la Ecuación (1), usando la condición de frontera
P (x; y; 0; t), que fue recolectada en la superficie del terreno [7].
@2P
@x2
+
@2P
@y2
+
@2P
@z2
=
1
v2
@2P
@t2
; (1)
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La imagen del subsuelo I(x; y; z) puede ser extraída de P (x; y; z; t),
evaluando esta última en t = 0 (Ecuación (2)), basado en el concepto
del reflector que explota [9]:
I(x; y; z) = P (x; y; z; t)jt=0 ; (2)
2.3 Algoritmos utilizados para realizar la migración sísmica
Como se mencionó anteriormente, la importancia de la migración fue re-
conocida desde hace varios años y a partir de ahí han aparecido una serie
de algoritmos que permiten realizar este procedimiento. La industria del
petróleo usa paquetes comerciales de software para hacer el procesamien-
to de sus datos sísmicos, como por ejemplo ProMAXr Family Seismic
Data Processing Software y SeisUPr. Estas herramientas procesan los
datos sísmicos por medio de varios módulos, el último de ellos es el de
migración.
Los algoritmos son diferentes estrategias de solución a la Ecuación (1)
y utilizan alguna aproximación escalar a dicha ecuación [10],[7]. A con-
tinuación se hace una descripción de algunos de estos algoritmos desde
el punto de vista computacional:
2.3.1 Migración de Kirchhoff Este es el método de migración más
popular en la industria del petróleo y fue el primero en ser implementado
en un equipo de cómputo y uno de los de menor costo computacional.
El principio matemático que utiliza este algoritmo es bastante sencillo:
se parte de un emisor y un receptor en la superficie a explorar, se mide
el tiempo que se tarda el frente de onda en hacer la trayectoria emisor-
reflector-receptor; con este valor se pueden calcular todos los posibles
reflectores. Con velocidad constante, el lugar geométrico que ocupan
estos posibles reflectores, es la mitad inferior de una elipse para el caso
2D o un elipsoide para el caso 3D (de acuerdo a la definición geométrica
de una elipse) como se muestra Figura 2. Esta información (la traza no
migrada) no es suficiente para decidir cuál de todos los infinitos puntos
que conforman este lugar geométrico es el receptor verdadero, con otra
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traza sísmica, la migración puede calcular otros posibles reflectores, la
migración de Kirchhoff repite este procedimiento sobre todas las trazas y
finalmente suma todas las contribuciones de las elipses (o los elipsoides)
y de esta manera se forma la imagen del subsuelo [10].
Fuente Receptor
Figura 2: Lugar geométrico de los posibles reflectores (Adaptado de [11])
Matemáticamente la migración de Kirchhoff implica operaciones de
suma, resta, multiplicación, división y radicación las cuales generalmente
se realizan en formato de coma flotante precisión sencilla pues el formato
de precisión doble no es requerido para esta aplicación.
2.3.2 Cambio de Fase El cambio de fase es un método que hace uso del
concepto del reflector que explota [9]. Se parte de P (x; y; 0; t) hasta llegar
a P (x; y; z; 0); en este método la extrapolación se hace en el dominio de
la frecuencia y por medio de un operador de cambio de fase. Este método
comienza con una transformada de Fourier de los datos, que puede ser
en 2D o 3D (dependiendo del tipo de adquisición), luego se aplica el
operador de cambio de fase y finalmente se utiliza una transformada
inversa de Fourier [7].
2.3.3 Método por Diferencias Finitas Consiste en la discretización
de la Ecuación (1) (o una aproximación de ella), reemplazando las de-
rivadas parciales por una aproximación en diferencias centrales (esto se
ing.cienc., vol. 9, no. 17, pp. 261–293, enero-junio. 2013. 267j
Reducción de los tiempos de cómputo de la Migración Sísmica usando FPGAs y GPGPUs
logra por medio de la aproximación de la serie de Taylor). Para mejorar
la precisión en este método se requiere aumentar el número de puntos
que se toman en la aproximación, pero obviamente esto requiere una ma-
yor cantidad de operaciones computacionales. De igual manera en este
método se hace necesario tener en cuenta problemas relacionados con los
errores de truncamiento y criterios de estabilidad con el fin de asegurar
la convergencia del método [12].
2.3.4 Migración Reversa en el Tiempo Este es el método que en la
actualidad ofrece una mejor calidad en la imágenes y aunque fue intro-
ducido en 1983 [13] su alto costo computacional impidió que se usara en
el pasado [5]. Este consiste en resolver una aproximación de la Ecuación
(1) dos veces, estas dos soluciones reciben el nombre de propagaciones
hacia adelante y hacia atrás, luego los dos resultados son correlaciona-
dos para obtener la imagen [4]. Matemáticamente este método implica
el operador Laplaciano, diferencias finitas y un método explícito para
realizar integración en el tiempo [14].
2.4 Clases de Migración
La migración puede ser aplicada de diferentes formas, estas formas son
llamadas clases : pos-apilado, pre-apilado, 2D o 3D, en tiempo o en pro-
fundidad. Estas clases forman ocho posibles combinaciones [15].
2.4.1 Migración Pos-apilada y Migración Pre-apilada Un proceso
usado para mejorar la relación señal a ruido de la trazas sísmicas y re-
ducir el costo de procesamiento es el apilamiento. Este proceso consiste
en sumar las trazas obtenidas en varios disparos que se reflejan en un
mismo punto [16]. Si la migración se aplica después del apilamiento se
denomina migración pos-apilada y su principal ventaja es la reducción
del tiempo de cómputo, debido a que el número de trazas a ser procesa-
das se decrementa significativamente; su desventaja es que este procedi-
miento disminuye la precisión, especialmente en terrenos geológicamente
complejos. Cuando la migración se aplica antes del apilamiento (migra-
ción pre-apilada) se mejora la precisión, pero se requiere más tiempo
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de cómputo (entre 60 y 120 veces más) que en la migración pos-apilada
[16],[15].
2.4.2 Migración 2D o Migración 3D Dependiendo de como las trazas
sísmicas son grabadas, la migración puede ser clasificada en 2D o 3D. En
la migración 2D, la energía es reflejada en un plano, luego los geófonos
son localizados en linea recta. En la migración 3D los geófonos ocupan
un área sobre la superficie a explorar. De manera general la migración
3D puede proveer una mayor resolución en la imágenes pero requiere un
mayor tiempo de cómputo, lo que puede durar días en el procesamiento
en sísmica 2D puede tardar semanas con adquisiciones 3D [15].
2.4.3 Migración en tiempo o Migración en profundidad Existen dos
enfoques para la migración sísmica: el tiempo y la profundidad. En tér-
minos simples la migración en tiempo localiza los reflectores midiendo
el tiempo de viaje del frente de onda, mientras que la migración en pro-
fundidad lo hace en función de la profundidad. La migración en tiempo
ha sido la más empleada durante los últimos años, pero algunos estudios
[16] muestran que la migración en profundidad ofrecen mejores resulta-
dos pero se requiere un mejor modelo de velocidad y mayor capacidad
de cómputo.
2.5 Criterios para la selección de la clase migración
Como se mencionó anteriormente si se combinan las diferentes posibi-
lidades que se tienen actualmente para aplicar la migración, se tienen
ocho diferentes posibilidades. En la Figura 3 se resumen los criterios de
selección descritos por Farmer en [15] (aqui no se tiene en cuenta el tipo
de adquisión 2D o 3D):
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Figura 3: Esquema para la selección de la clase de migración [15]:(a) Velocidades
simples + estructura simple = Migración pos-apilada en tiempo; (b) Velocidades
simples + estructura compleja = Migración pre-apilada en tiempo; (c) Velocidades
complejas + estructura simple = Migración pos-apilada en profundidad; (d) Veloci-
dades complejas + estructura compleja = Migración pre-apilada en profundidad
2.6 Costo computacional de la migración sísmica
Una ventaja del proceso de la MS es que gracias a que los disparos se
hacen en tiempos diferentes, cada una de las trazas sísmicas puede ser
procesada de manera independiente, lo cual facilita la paralelización del
proceso al ser implementado [14],[17]. Sin embargo, la implementación
de la MS sobre un sistema de cómputo tiene tres retos principales:
2.6.1 Transferencia de Datos La cantidad de datos que requieren ser
transferidos desde la memoria principal a los dispositivos de cómputo
es elevada. una adquisición típica puede requerir 30000 geófonos y cada
sensor muestrea datos a más de 2kbps, con una nueva detonación cada
10 segundos, de tal forma que la cantidad de datos que se obtienen cada
día puede estar en el orden de los terabytes [18].
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2.6.2 Memoria La cantidad de memoria requerida para realizar la MS
fácilmente supera la capacidad de memoria disponible en el dispositivo
de cómputo [14].
2.6.3 Cómputo La migración sísmica es una aplicación que requiere
gran cantidad de cómputo, actualmente el tiempo requerido para migrar
los datos obtenidos durante un estudio sísmico está en el orden de las
semanas.
3 Dispositivos Lógicos Programables
Una alternativa para acelerar el proceso de migración sísmica son los dis-
positivos lógicos programables. Entre estos se destacan las FPGA (Field
Programmable Gate Array), siendo su uso muy extendido en multitud
de problemas de aceleración de algoritmos complejos.
Las FPGA permiten crear funciones complejas mediante la interco-
nexión de una gran cantidad de recursos lógicos. Los bloques lógicos
configurables (CLBs por sus siglas en inglés) son el principal recurso
para la construcción de funciones lógicas. Los bloques de entrada/salida
(IOBs por sus siglas en inglés) facilitan la comunicación de los pines
de entrada/salidas hacia el mundo exterior y la matriz de interconexión
permite interconectar los CLBs entre sí, así como también facilitar la
interconexión con el mundo exterior a través de los bloques de entra-
da/salida.
La comunicación de las FPGA con el exterior puede realizarse me-
diante gran cantidad de interfaces de salida. Actualmente uno de las más
utilizados son los puertos PCI-Express que permiten transferir datos en-
tre la FPGA y la CPU a velocidades de varios Gb/s. Para las tareas de
computación de alto rendimiento es también habitual que la placa donde
va insertada la FPGA contenga una gran cantidad de memoria externa
del tipo DDR2 o incluso DDR3.
Los proveedores de FPGAs como Xilinxr, Alterar, Atmelr, Lattice
Semiconductor Corporationr y Achronix Semiconductor Corporationr
-dentro de los que se destacan los dos primeros- ofrecen una serie módu-
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los IP tanto softcore (descritos en un HDL) como hardcore (implementa-
dos en fábrica) que van desde módulos matemáticos hasta procesadores
completos [19],[20]. De esta forma, bloques comunmente utilizados en
los diseños, como unidades de punto flotante, no deben de ser diseñadas
desde cero en cada nueva aplicación.
Adicionalmente desde hace un par de años, algunos fabricantes tradi-
cionales de equipos de computación de alto rendimiento (Crayr, SGIr,
Annapolis Micro Systemsr, Nallatechr, Maxelerr, DRCr y Mercury
Computerr) empezaron a incluir dentro de su catálogo de productos, sis-
temas de cómputo que incluyen FPGA. De manera general, estos equipos
de cómputo cuentan con potentes CPU combinadas con FPGA.
3.1 Las FPGA y la computación de alto rendimiento
Las FPGA ofrecen muchas posibilidades para acelerar aplicaciones de
cómputo intensivo, gracias a que pueden ser configurados para desa-
rrollar tareas con un alto grado de paralelismo[21],[22], sin embargo la
frecuencia a la que actualmente operan las FPGA es unas diez veces
menor que la frecuencia de un procesador de escritorio, por lo cual, se
requiere que las aplicaciones implementadas en la FPGA realicen al me-
nos 10 veces más trabajo computacional por ciclo de reloj, para estar a
la par con un procesador convencional.
Las FPGA ya han demostrado que tienen el potencial para acelerar
aplicaciones de cómputo intensivo, prueba de esto es la constante publi-
cación de procesos computacionales implementados sobre FPGA; estas
publicaciones cubren áreas como: redes neuronales [23],[24],[25],[26], bús-
queda de secuencias genéticas [27],[28], filtrado digital [29],[30],[31],
[32], filtrado de paquetes de red [33],[34] y simulaciones financieras Monte-
Carlo [35],[36] entre otras.
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3.2 Características de las aplicaciones susceptibles de ser acelera-
das en una FPGA
No todas las aplicaciones se pueden beneficiar de igual manera en una
FPGA y debido a la dificultad que representa mapear una aplicación en
estos dispositivos, Es aconsejable hacer algunas estimaciones previas con
el fin determinar las posibilidades de aceleración que tendrá un algoritmo
específico.
Las aplicaciones que requieran procesar gran cantidad de datos con
poca o ninguna dependencia de datos son las ideales para implementar
en las FPGA, adicionalmente se requiere que dichas aplicaciones estén
limitadas por cómputo y no por transferencia de datos [37]. La migra-
ción sísmica requiere procesar gran cantidad de datos (en el orden de las
decenas Terabytes) y por otro lado las trazas sísmicas pueden ser pro-
cesadas de manera independiente, lo cual disminuye sustancialmente la
dependencia de los datos. Sin embargo, la migración también tienen una
gran transferencia de datos y las las operaciones de entrada/salida en las
FPGA están limitadas por el ancho de banda del PCI-express (2Gb/s).
Por otro lado, la precisión y el formato de los datos son otro aspec-
to influyente sobre el rendimiento de las aplicaciones sobre las FPGA,
por lo general con una menor precisión (menor cantidad de bits para
representar los datos) se aumenta el rendimiento de la aplicación dentro
de la FPGA; con respecto al formato de los datos, las FPGA obtienen
mejores desempeños en números en punto fijo que números en coma flo-
tante, algunas estrategias para implementar aplicaciones en números de
coma flotante en las FPGA es reducir la cantidad de bits con los cuales
se representa los números [37]. La migración se ha implementado con
números en coma flotante precisión simple [17] y algunas investigaciones
[38], [3] muestran que es posible implementar algunas partes de este mó-
dulo utilizando punto fijo en lugar de coma flotante y obtener imágenes
con patrones muy similares (visualmente idénticas).
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3.3 Lenguajes de programación para las FPGA
La implementación de una aplicación sobre esta tecnología se realiza
por medio de Lenguajes de Descripción de Hardware (HDLs por sus
siglas en inglés) como VHDL o Verilog. La descripción de una aplicación
utilizando HDLs no consiste simplemente en escribir un código sin errores
sintácticos, el proceso corresponde más al diseño de un circuito a nivel
RTL (Register-Transfer Level), en el cual se describen ciclo a ciclo de
reloj todas las transferencias de datos entre los registros que componen
el diseño, por lo cual la implementación de una aplicación sobre una
FPGA es una tarea que consume bastante tiempo y además requiere
conocimientos de hardware digital.
Actualmente existen dos enfoques para tratar de reducir el tiempo
de diseño requerido en los diseños sobre FPGA:
La primera estrategia es usar compiladores CtoHDL tales como: Viva-
dor Design Suite (Xilinxr), Catapult Product Family Overview (Calyp-
to Design System, Inc.), C to Verilog, ROCCC 2.0 (Jacquard Computing,
Inc.), Niosr II C-to-Hardware Acceleration (Alterar) e Impulse CoDe-
veloper C-to-FPGA Tools (Impulser), en los que a partir de un código C
generan una descripción en un HDL (ej. VHDL o Verilog) sin necesidad
de tener que realizar manualmente el RTL. En este tipo de compiladores
existe una correlación directa entre: la cantidad de restricciones que tie-
nen en cuanto al subset ANSI-C, el esfuerzo para modificar el código en
C y el número de tipos de kernel soportados [39]. La otra estrategia para
facilitar el uso de las FPGA usando lenguajes de alto nivel, dentro de
estos lenguajes se encuentran los denominados Like-C como Mitrion-C
(Mitrionicsr). En noviembre de 2011, Alterar abrió la posibilidad de
que sus FPGA sean programadas usando el estandar openCL [40]. Tam-
bién existen lenguajes emergentes hardware-software, como el propuesto
en 2011 por Dave [41]. A pesar de su necesidad, estos lenguajes todavía
no logran gran penetración en el mercado, debido a que su uso todavía
compromete la eficiencia de los diseños. Las investigaciones con respecto
a la compilación CtoHDL y los lenguajes de alto nivel se encuentran ac-
tivas [42],[43],[44],[45] y algunos resultados han sido positivos [46], pero
la posibilidad de tener acceso a todas las potencialidades de las FPGA
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desde un lenguaje de alto nivel todavía está en desarrollo.
4 El hardware gráfico
Las GPGPUs son dispositivos que constan de una gran cantidad de
núcleos programables en los que se ejecuta un software, sobre un flujo
de datos, en forma de SIMD (Single Instruction Multiple Data). Hasta
el año 2007 fueron programadas utilizando lenguajes de programación
gráfica y su uso estuvo centrado en aplicaciones de este tipo; a partir
del año 2008 empezaron a aparecer una serie de herramientas que han
facilitado su programación [2] y por tal razón empezaron a utilizarse en
computación de propósito general, de ahí que actualmente se les conozca
con el nombre de General Purpose Graphics Processing Units (GPGPU).
Una GPGPU está dividida en una red de bloques y cada bloque
consta de varios hilos (512 en las últimas GPGPUs de NVIDIAr [3]).
El uso de hilos contribuye a optimizar el uso de la memoria: mientras
un hilo está esperando por datos, otro hilo está siendo ejecutado. Cada
bloque de hilos tiene su propio conjunto de registros y cada bloque de
red tiene un espacio de memoria compartida, a la que se puede acceder
tan rápido como se accede a un registro, adicionalmente hay un memoria
compartida (con 4GB en las ultimas GPGPUs de NVIDIAr), que tiene
una latencia de dos ordenes de magnitud mayor que los registros [3]. Una
GPGPU es una tarjeta independiente que se conecta a un sistema de
computo a través de un puerto PCI express, lo que limita la transmisión
de datos al ancho de banda de este puerto.
4.0.1 Las GPGPUs y la computación de alto rendimiento El ren-
dimiento y el ancho de banda de las GPGPUs cada vez esta más por
encima de los sistemas monoprocesador, como se observa en la Figura
4. Actualmente las GPGPU alcanzan un rendimiento teórico de más de
un Teraflops en precisión sencilla y más de medio en precisión doble
[2],[47]. Así mismo, las GPGPUs ofrecen una mejor relación rendimien-
to/potencia y rendimiento/costo [2],[48],[49] lo que explica el gran interés
que esta arquitectura ha despertado en las investigaciones relacionadas
con el cómputo intensivo.
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Figura 4: Rendimiento en precisión simple de las GPUs y las CPUs [2]
Las GPGPUs son una arquitectura que ofrecen características en
favor de la implementación de la migración sísmica:
 Las GPGPUs están diseñadas para tomar ventaja del paralelismo
de las aplicaciones y dado el gran potencial de paralelismo que tiene
la migración sísmica, esta arquitectura resulta ser una de las más
atractivas para la implementación de esta aplicación [14],[3].
 Las GPGPUs incluyen una unidad de procesamiento que soporta
operaciones vectorizadas con números tanto en precisión simple co-
mo en presición doble [49] y su rendimiento en precisión sencilla es
más de doble que en precisión doble [47] y cómo se mencionó ante-
riormente este tipo de aplicación no requiere números en precisión
doble.
 La tasa de crecimiento en el rendimiento de las GPGPUs es de 4x
anualmente, mientras que la tasa de crecimiento en el rendimiento
de las CPUs es de 1;4x anualmente [50].
Existe una gran número de investigaciones relacionadas con el desa-
rrollo de soluciones computacionales basadas en GPGPU y muchas de
j276 Ingeniería y Ciencia
Carlos Fajardo, Javier Castillo Villar y César Pedraza
estas empiezan a aparecer en la literatura. Dentro de las más importantes
se encuentran: solución de ecuaciones simultáneas [51], diferentes tipos
de transformadas [52],[53],[54], soluciones de la ecuación de onda 2D y
3D [12], [55], comunicaciones [56], simulaciones de dinámica molecular
[57], entre otras.
4.1 Lenguajes de Programación para las GPGPUs
Cómo se mencionó anteriormente las GPUs sólo podían ser programadas
usando lenguajes gráficos cómo OpenGL. Después, para permitir el uso
general de las GPUs AMDr lanzó su programa Stream SDK y NVIDIAr
publicó su lenguaje CUDA. Sin embargo, actualmente tanto las GPUs
de AMDr como las de NVIDIAr soportan openCL. Otro lenguaje que
se puede usar en ambos tipos de GPGPUs es DirectCompute [58], de
Microsoftr, el cual permite a los desarrolladores aprovechar la extra-
ordinaria capacidad de procesamiento paralelo de las GPUs NVIDIAr
para crear aplicaciones de cálculo altamente eficientes. En este momento
las GPUs de NVIDIAr están dominando la computación de propósi-
to general, gracias a la acogida que ha tenido su lenguaje de alto nivel
CUDA.
5 Implementación de la Migración Sísmica sobre FPGAs y
GPGPUs
En esta sección se revisan las diferentes implementaciones de la migra-
ción sísmica tanto sobre FPGAs como sobre GPGPUs. De igual ma-
nera se revisan cómo estas investigaciones han abordado los problemas
computacionales que presenta esta aplicación.
5.1 Migración de Kirchhoff, implementada sobre una Virtex II Pro
(2004)
En el año 2004 en la Universidad de Texas A&M se realizó la primera
implementación del proceso de migración sobre una FPGA [11], en este
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trabajo se implementó la Migración de Kirchhoff Pre-apilada en Tiempo
en la plataforma Xilinx Virtex II Pro. La FPGA fue conectado a una
estación de trabajo a través del bus PCIe, esta plataforma (llamada
SPACE) contiene dos tipos de memoria: Dos RAM static dual-port que
hacen las veces de memoria caché de rápido acceso y cuatro módulos
DDR-RAM (Double Data Rate Ramdom Access Memory).
5.1.1 Aportes del trabajo En este trabajo se busca mejorar el tiempo
que tarda la FPGA en realizar una raiz cuadrada utilizando un mó-
dulo CORDIC [59]. En la migración de Kirchhoff se requieren realizar
tres operaciones matemáticas: sumas, multiplicaciones y raices cuadra-
das. De las tres operaciones requeridas, la raíz cuadrada es el módulo
más lento en hardware con una latencia de al menos diez veces más que
un multiplicador full pipeline. Gracias a que algunos datos utilizados en
la migración sísmica están acotados (por ejemplo los valores de tiempo
no superan los 16 segundos) en este trabajo se implementó un módu-
lo CORDIC full pipeline para realizar la raíz cuadrada. Este módulo
primero convierte los datos de punto flotante a punto flotante alineado
(los exponentes son iguales), los exponentes se mantienen constantes y
las dos mantisas alimentan una unidad CORDIC para realizar la raiz
cuadrada.
5.1.2 Resultados
 Con una frecuencia de trabajo de 50MHz se logró una aceleración
de 15;6x comparada con un 2.4GHz Pentium 4.
 En este trabajo se realizó una comparación de los errores cometidos
al usar el módulo CORDIC y un programa en C (precisión doble)
y los errores no tienen mayores repercusiones en los patrones de las
imágenes generadas.
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5.2 Diferencias finitas en el dominio del tiempo, implementada so-
bre una Xilinx ML401 (2005)
La migración sísmica consiste en la solución de una ecuación de onda
y las diferencias finitas es uno de los métodos más utilizados en este
proceso. Esta implementación [60] es una versión mejorada de [11] y fue
realizada por el mismo grupo de investigación.
5.2.1 Aportes del trabajo En este trabajo se aborda el problema re-
lacionado con el ancho de banda entre la memoria y la FPGA, el cual
impide que se puede sacar todo el potencial de las FPGAs. En este traba-
jo se proponen dos soluciones para mejorar el ancho de banda: reescribir
la aplicación con el propósito de disminuir la cantidad de datos que re-
quieren ser leídos y el diseño de una nueva arquitectura para el manejo
de la memoria. Las ecuaciones de onda se pueden representar como un
sistema de primer orden en forma de derivada, pero también se pueden
presentar de segundo orden sin perder generalidad. La representación de
las ecuaciones de onda como ecuaciones de segundo orden trae un be-
neficio en una implementación basada en FPGAs pues ofrece un mejor
rendimiento en el acceso a la memoria. En este trabajo se describe la
ecuación de onda usando ecuaciones de segundo orden con el propósito
de mejorar el uso de ancho de banda de la memoria. Otra propuesta es
el uso de las memorias DDR-SDRAM (las cuales se pueden encontrar
en las plataformas reconfigurables), éstas tienen la posibilidad de ofrecer
un alto throughput a un relativo bajo precio. Basados en la dependencia
de datos que tiene la solución de la ecuación de onda, en este trabajo
se introduce una interfaz entre los módulos de computo y la memoria
onboard usando los módulos onchip de memoria de la FPGA. Este mó-
dulo permite utilizar el ancho de banda de la memoria onboard más
eficientemente que los trabajos anteriores y puede ser implementado en
la mayoría de sistemas de desarrollo basados en FPGAs. Básicamente en
este trabajo se propone una nueva manera de acceder a los datos de la
grid, almacenando algunos valores dentro de la FPGA con el fin de evi-
tar el acceso a la memoria onboard. Los datos en la FPGA se almacenan
en dos FIFOs en cascada, estos buffers se implementan en los módulos
de memoria onchip. Los datos del grid van entrando por un puerto de
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entrada al fondo del primer FIFO y se va descartando el ultimo del se-
gundo FIFO, de tal forma que en el FIFO se tienen disponibles todos
los datos necesarios para cada computo dentro de la FPGA.
5.2.2 Resultados En este trabajo se obtienen aceleraciones de hasta
8;26x comparado con un Intel P4 3.0 GHz.
5.3 Downward continued migration, implementada sobre la plata-
forma MAX1 (2007)
En [61] buscan mejorar el rendimiento de la FPGA y optimizar el uso
del puerto PCIe reduciendo la cantidad de bits con la cual se representan
los datos, para tal fin, se implementa una parte de la Downward Con-
tinued Migration utilizando un número menor de bits a los empleados
anteriormente. La implementación se realizó en una plataforma MAX1
[62] la cual contiene una FPGA Virtex-4 FX100.
5.3.1 Aportes del Trabajo Se simuló todo el proceso de migración
sísmica y se seleccionaron aquellas partes que se encuentran acotadas,
estas partes se implementaron en punto fijo con 10, 6 y 5 bits en la parte
decimal en lugar de utilizar números de coma flotante.
5.3.2 Resultados Cómo se observa en la Figura 5, las gráficas del sub-
suelo (para los diferentes números de bits en la parte decimal) son vi-
sualmente idénticas.
En este trabajo se alcanzaron aceleraciones de hasta 42x comparados
con una implementación software (precisión doble) en un 2.8GHz AMDr
Opteron-based PC con 12 GB de RAM.
5.4 Downward continued migration, implementada sobre la plata-
forma MAX1 (2008)
En [63] nuevamente se aborda el problema del computo desde la perspec-
tiva de la representación de los datos. El objetivo de esta investigación
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(a) CPU (b) 10 Bits
(c) 6 Bits (d) 5 Bits
Figura 5: Implementación sobre la FPGA con diferente cantidad de bits en la parte
decimal [61]
es encontrar las partes de la migración que pueden ser desarrolladas en
punto fijo y determinar cuál es el número menor de bits requeridos para
conseguir imagenes del subsuelo de aceptable calidad. En este trabajo
se utiliza como caso de estudio la Ecuación 3, esta ecuación exponencial
compleja es común a todas las clases de Downward continued migration.
U(w; ks; kg; z +4z) =
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vkg
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1CA
U(w; ks; kg; z) (3)
5.4.1 Aportes del Trabajo
 En este trabajo se usan los resultados de las aproximaciones ma-
temáticas de Lee 2005 [64] que permiten mapear eficientemente
sobre FPGAs, raíces cuadradas y funciones trigonométricas.
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 Se desarrollo una herramienta que permite calcular el número me-
nor de bits requerido para el caso propuesto.
 Se realizaron pruebas con coma flotante de menos de 32 bits.
5.4.2 Resultados
 Se establecieron como cantidad mínima de bits 12 y 16 para la raiz
cuadrada y las funciones trigonométricas respectivamente.
 Con puntos fijos de hasta 12 bits se construyen imágenes con los
mismos patrones que las generadas en software (precisión doble).
 Se estableció que se pueden realizar las operaciones en coma flo-
tante de 22 bits, 6 para el exponente y 16 para la mantiza.
 Las imagenes generadas fueron comparadas por medio de filtros de
error con imagenes generadas en precisión doble y se obtuvieron
los mismos patrones.
 Con dos cores implementados en la FPGA se logró una aceleración
de 13;7x comparado con un Intel Xeon 1.86GHz.
 Con este nuevo formato de números se reduce considerablemente
el área empleada dentro de la FPGA.
 Se estableció que con el suficiente ancho de banda se pueden poner
6 cores dentro de la FPGA y lograr una aceleración de hasta 48x.
5.5 Compresión de Datos Sísmicos: Tesis de Maestría (2009)
En la tesis de maestria [65] se aborda el problema de mejorar el ancho de
banda entre la memoria y el dispositivo de computo utilizando compre-
sión de datos. En esta investigación, se utiliza el algoritmo de compresión
propuesto por T. Røsten [66] para comprimir los datos sísmicos antes de
ser enviados a la GPGPUs.
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5.5.1 Aportes El objetivo de esta investigación es revisar si la trans-
misión de datos comprimidos desde una memoria principal hasta la me-
moria de la GPU y su posterior descompresión resulta en un tiempo más
corto que el envío de la misma cantidad de datos sin comprimir. Para tal
fin se implementa dicho algoritmo sobre una GPGPU Quadro FX 5800
de NVIDIAr.
5.5.2 Resultados Los resultados no fueron positivos, el envío de datos
comprimidos a la memoria de la GPU y su posterior descompresión
consume más tiempo que un envío de datos sin comprimir.
5.6 Migración Reversa en el Tiempo (RTM) sobre un cluster Ma-
xeler que contiene cuatro Virtex 6 (2011)
En [1] se detalla el procedimiento para implementar la RTM dentro de
una FPGA. El cluster utilizado es de la empresa Maxeler, el cual contiene
8 CPUs y cuatro Virtex 6.
5.6.1 Aportes La comunicación entre FPGAs es realizada por medio
del puerto MaxRing y por medio de éste, se obtuvo un ancho de banda
que no afectó el computo.
En esta investigación se utilizan las herramientas CAD ofrecidas por
Maxeler, las cuales permiten introducir la aplicación descrita en Java.
El procedimiento utilizado para la implementación sobre la FPGA es:
1. Modificar el kernel: simplificar, aplanar, convertir los lazos dinámi-
cos en lazos estáticos.
2. El kernel modificado se compila en un Diagrama de flujo de Datos
(data-flow graph). Gracias a que estos diagramas son estáticos es
posible determinar los caminos críticos y la cantidad de operacio-
nes.
3. Se convierte el Diagrama de Flujo de datos en una synchronous
data-flow machine. Cada nodo en esta máquina es una operación
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(punto fijo o flotante) un multiplexor o un buffer. Idealmente cada
operación debe durar un ciclo de reloj y las operaciones complejas
se les aplica pipeline a una rata de un ciclo por sub-operación.
4. Repetir los pasos anteriores para optimizar.
5.6.2 Resultados
 Este trabajo logró una aceleración 70x comparado contra un dual-
processor quad-core 2.9-GHz Intel Nehalem.
 Adicionalmente en este trabajo se calculan los consumos de poten-
cia: 500W para la FPGA y 700W para para el servidor Nehalem.
La CPU consumiría 14000W si se acelera su proceso 40x.
 En este trabajo también se implementa la RTM sobre una GPU,
la cual obtuvo una aceleración de 5x comparada con la CPU.
5.7 Migración en Tiempo inverso sobre tres arquitecturas diferen-
tes: Cell/Be, GPGPUs y FPGAs (2011)
En [14] se compara la implementación de la RTM sobre tres arquitecturas
diferentes: Cell/Be, GPGPUs y FPGAs.
5.7.1 Aportes En la implementación sobre la GPGPU se comprimen
los datos antes de ser enviados al disco con el propósito de ahorrar espa-
cio. El volumen de datos es almacenado en un buffer mientras se están
enviando al disco. Tener el volumen de datos almacenados en un buf-
fer permite desarrollar de manera concurrente el envío de datos con el
computo del siguiente dato. La cantidad de memoria necesaria para un
disparo supera fácilmente la capacidad de memoria disponible en una
GPGPU (4 GiB en este caso), la aplicación es particionada en tantos
subdominios como GPGPUs existen. En la implementación sobre la FP-
GA, este trabajo se enfoca en el reuso de los datos, para tal fin se utilizan
los tres niveles de memoria con los que cuenta la plataforma empleada.
Adicionalmente se usa la compresión y descompresión de datos y se su-
giere el uso de punto fijo en lugar de punto flotante.
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5.7.2 Resultados Todas las implementaciones estuvieron cerca de ace-
lerar el proceso por un factor 10x. Sin embargo los resultados de la GPU
estuvieron por encima del desempeño de la implementación sobre la FP-
GA.
5.8 Resumen de resultados
En la tabla 1 se resumen los aportes y resultados de las implementaciones
de la Migración Sísmica sobre FPGAs y GPGPUs encontradas durante
la presente búsqueda.
Tabla 1: Tabla de Resultados
Año Aplicación Dispositivo Aportes Resultados
2004 Migración de
Kirchhoff Pre-
apilada en Tiempo
Virtex 2 Pro Uso del Módulo CORDIC para
implementar la raiz cuadrada
15;6x vs
2.4GHz Pen-
tium 4
2005 Diferencias finitas
en el dominio del
tiempo
Xilinx ML401 Reescribir la ecuación de onda
usando ecuaciones de segundo
orden. Interfaz de FIFOs im-
plementados en la memoria on-
chip con el fin de disminuir las
veces que se tiene que leer la
memoria
8;26x vs Intel
P4 3.0 GHz
2007 Downward conti-
nued migration
MAX1 (Virtex-
4)
Uso de punto fijo 42x vs
2.8GHz
AMDr Opte-
ron
2008 Downward conti-
nued migration
MAX1 (Virtex-
4)
Uso de punto fijo. Aproxima-
ciones LEE. Herramienta para
calcular el número de menor de
bits en la parte decimal cuando
se usa punto fijo
13;7x vs
Intel Xeon
1.86GHz
2009 Algoritmo de com-
presión Røsten
GPGPUs Compresión de datos sísmicos Negativos
2011 Migración Reversa
en el Tiempo
Virtex 6 (Cua-
tro)
Herramientas CAD de Maxe-
ler. Puerto MaxRing para la
comunicación entre FPGAs
70x vs Intel
Nehalem 2.9-
GHz
2011 Migración Reversa
en el Tiempo
GPU y FPGAs Compresión de datos y uso de
Punto fijo.
10x vs Xeon
E5460 2.5
GHz
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6 Conclusiones
A continuación listamos algunas lineas de investigación que consideramos
importantes, con el fin de continuar optimizando el uso de las FPGA y
las GPGPU en el área del procesamiento de datos sísmicos:
 El uso de la compresión de datos sísmicos como estrategia para
aumentar la velocidad de transferencia de las trazas sísmicas: En
este momento la velocidad a la cual se ingresan los datos sísmicos al
dispositivo no permite mantener aprovechar el 100% del potencial
de cómputo de estas dos arquitecturas. El uso de la compresión
para aumentar la velocidad de transferencia requiere que el tiempo
de envío de los datos comprimidos más el tiempo de descompresión
sea menor que el tiempo de envío de los datos sin comprimir. Al
respecto, creemos que esta estrategia puede llegar a ser más viable
en las FPGA, pues en estos dispositivos las operaciones adicionales
de descompresión pueden llegar a convertirse en más hardware y
no en más tiempo, gracias a la flexibilidad que ofrecen las FPGA
para aplicar la técnica de segmentación.
 El uso de compiladores CtoHDL: El uso de las FPGA en este con-
texto se ha visto frenado por la dificultad que representa imple-
mentar a nivel RTL el todo algoritmo de migración (las investi-
gaciones han implementado sólo partes de él), una estrategia que
podria promover el uso de las FPGA, sería el uso de los compila-
dores CtoVHDL, sin embargo, se hace necesario evaluar este tipo
de herramientas, a fin de determinar la eficiencia de las implemen-
taciones en términos de área, throughput y throughput/área.
 La optimización de la implementación de operaciones matemáticas
sobre estas dos tecnologías seguirán siendo claves para mejorar los
tiempos de computo de la MS. En este sentido, se requieren inves-
tigaciones que giren en torno a la optimización de las operaciones
matemáticas requeridas por la RTM, por ser el tipo de migración
que ofrece una mayor resolución en la imágenes generadas. De igual
manera las investigaciones deben contemplar la posibilidad de uti-
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lizar diferentes formatos para representar los datos sísmicos (como
por ejemplo punto fijo y coma flotante menor a 32 bits).
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