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This dissertation was written as a part of the thesis in MSc in e-Business & Digital 
Marketing at the International Hellenic University. 
Cloth retail industry is one of the biggest markets worldwide especially during CoNvid-
19 and the quarantine research has shown that the orders were even more than before. 
Especially for online retailer shops and their respective customer support, it is the most 
crucial part of the industry as they are the front liners that interact with the customers 
and they should be able to help them with their needs. With e-market being a rapidly 
evolving field customer feedback can be really helpful to their journey for becoming 
the best. 
Ideally with this dissertation we want to perform an analysis and create a predictive 
customer analytics model in a modern computational environment. The dataset that we 
have chosen for this thesis has some demographic data that we are going to demonstrate 
in the explanatory data analysis but also writer reviews as well as ratings that will be 
valuable in the creation of the model. 
With this we would like to help businesses understand the importance of customer’s 
feedback and also show a way of how they could use this feedback in order for their 








Customer support is one of the biggest industries in the world nowadays. Especially in 
the midst of the coronavirus and the quarantine customer support is one of the few fields 
that flourished as work from home was a “can do” for the support service. Every 
business offers customer support one way or another and according to the needs of the 
business the customer support could be of great significance to the presence of the 
company. (AmyDunning, 2020) 
 But what is customer support? Customer support is a combination of services that are 
dedicated to the customers problems and questions. Support is the front liners that are 
responsible either to solve the issue immediately or make sure that a manager or a 
supervisor would look into it and respond to the customer. The problems could be from 
the most plain one “What is the username for my account” to the most complicated one 
“I lost track of all my files and I need you to get them back for me immediately”. 
Depending on the field it could be general customer support or technical.  
Also, the support could be provided via telephone from call centers, businesses’ online 
direct messaging platform, social media, or email. For example, in telecommunications, 
customer support is divided in tiers according to the severity of the issue the customer 
is facing with tier 1 being the front lines that need to identify the issue. That way all the 
contacts are categorized and can be solved from the correct department.  
After every interaction is complete, there will be a survey following the interaction that 
it was made with short questions for the customer to answer depending on the level of 
satisfaction from this service. The most common question would be “Was the problem 
you faced solved?”. What interests us in this paper is to further investigate what 
customer satisfaction means for the business sector, how valuable it is and how they 
measure it. Our goal is to create a predictive model through that knowledge that can 
understand when a person had a positive interaction or a negative and how likely it is 
for that person to recommend the company based on their experience with customer 
support. It is really interesting to examine all the philosophy behind the customer 
satisfaction points and to be able to understand how this could eventually change the 
way customer support is structured, or even the way a company works. 
The first part of the paper is going to be a literature review so that we can explain what 
customer satisfaction is and how it can help each business despite the fields they are 
focusing on. Then, we will analyze the dataset we acquired which is from a clothing 
company and especially their e-shop. So, we are going to observe the attributes that we 
have and create hypotheses based on them.  
Our main goal will remain to be able with some of the attributes to create a predictive 
model of customer satisfaction. The second part will be to actually create the model 
with the use of Machine learning algorithm and business data visualization so that 
companies could use this type of analysis for their own benefit. We intend to create a 
model that can predict customer satisfaction with the use of the reviews from the dataset 
we have so that every company can use that to point out where they need to focus on 
and for their marketing team to create goals, so that in the end not only the image of the 
company will be better but also economically advanced. 
  
  
2. LITERATURE REVIEW  
2.1 Customer satisfaction importance for a business 
Customer satisfaction is a measurement of how products and services of every company 
meet or surpass a customer’s expectations. To put it more simply is whether the agent 
managed to make the customer happy with their service and solve the issue they were 
facing. (Farris, Bendle, Pfeifer, & Reibstein, 2010) 
For companies’ customer satisfaction is a great metric as it can be used from their 
marketing team so that they can improve themselves. With these measurements they 
can also create predictions on several cases and also set goals for their customer service. 
In customer service a must have skill in achieving highest scores is soft skills. Even 
though finding a solution to a problem a customer is facing is of course the main 
concern, the attitude and behavior of the agent plays a significant role in the satisfaction 
of the customer. For phone calls the tone of the voice and the excitement is a point that 
can drive the customer to have a pleasant experience which would result in a positive 
review of the service and the company altogether. As for emails the correct tone and 
template in the email you have to send to the customer are the ones that define the result 
of the review. (Justyna, 2018) 
 
Figure 1: Key elements of Successful Communication 
 
There are 6 most important and common reasons why a customer satisfaction survey is 
important for a company. (Copley, 2017) 
The first one is that customer satisfaction is a crucial indicator to whether a customer 
will repurchase from the business and the loyalty they show to the company’s support. 
According to Harvard’s research on customer satisfaction there is a scale on which the 
rating is done. Most of the time the ratings are between 1-10 or 1-5. Any rating from 7 
and above considered to be positive and there is a positive reaction for the company. 
Whereas the customers that leave a rating 9 or ten they are considered to be promoters 
of the company and they are most likely going to recommend this company to their 
social circle. (Matthew Dixon, 2010) 
The second one is that customer satisfaction is a key differentiator for the influence of 
the businesses. For a company that wants to evolve, the customer’s opinion is one of 
the most important parts. Customer satisfaction is the means to collect and analyze the 
feedback companies have collected from reviews and surveys. Thus, the companies that 
use and improve customer satisfaction are the ones that improve in general and have 
higher development indicator than other companies. 
Thirdly, effective customer services and the satisfaction of the customers greatly affects 
customer churn. Till the last two decades that customer satisfaction started to be used 
by companies, prices were thought to be the main reason why customer churn would 
appear. Several researches showed that the reason for customer churn was in fact the 
customer support and experience the customers had. This is also the reason why the 
necessity of measuring this experience was born. 
It is common sense that a satisfied customer would choose to repurchase and trust the 
company again, which would also result to a larger revenue of this customer than a 
“somewhat” satisfied one. This theory is called Customer Lifetime Value (CLV) and it 
is measured by many companies so that they can use it as a marketing trick. 
Fifth one is restriction of negative word of mouth. Especially nowadays with the strive 
of social media, word of mouth has more value than ever. In that case a happy customer 
would mean positive feedback and word of mouth. This could also lead to more 
customers. 
Lastly, for the economic part retaining an existing customer is much easier for the 
marketing team of a company than acquiring new ones and trying to please them. 
  
2.2 Other examples of models in customer satisfaction 
By literature review we found two examples of how customer satisfaction was 
measured in two different fields and two different countries. The first one would be 
“Measuring Customer Satisfaction: A Study of the Swedish Commercial Real Estate 
Industry”. In this article it is stated that Sweden was the first country worldwide that 
understood the importance of customer satisfaction in the industrial world. Especially, 
in the real estate field which the paper focuses on customer satisfaction provides 
reassurance, but it is also a marketing trick that can help this field. It is pointed out that 
for customer satisfaction to stay high there is a lot of effort needed given the ongoing 
evolution of the technology. So, managers should stay updated and provide the best 
quality of customer support. For the research of this article, they managed to collect 
data from 15 different real estate companies. They interviewed customers on a 
completed project and asked for their experience. This way they could identify if they 
were satisfied or unsatisfied. It seems though that many of the Swedish real state 
agencies do not ask for their customer’s expectations. According to the Swedish Real 
Estate Barometer (SREB) there is not a need to examine the customer’s expectations if 
the company has understood their needs beforehand and they are well prepared. They 
conclude that it’s all has to do with the effort they show and the connection they have 
with their customer. They believe that the survey will result in losing the connection 
with the customer and shows uncertainty of the way the agent handled it.  (Palm, 2016) 
The second example is “The Impact of Service Quality and Customer Satisfaction on 
Reuse Intention in Urban Rail Transit in Tianjin, China”. In this research it was 
examined not only the customer satisfaction but also specific points of importance to 
customers and passengers. For the passengers, the Urban Rail Transit is a means to get 
to their destination. What they mostly need is effectiveness and accuracy. They want to 
be there on time and to move around smoothly. The collected data and the analysis 
performed for this paper supports this argument and actually shows that if the transport 
is punctual and smooth the commuters would prefer it over their own vehicles. For 
Chinese public transport it is of great significance that more people tend to use them so 
that the general street traffic can be limited. This is why, China tends to accelerate even 
more the construction of the Urban Rail Transit. (Yuning Wang, 2020) 
2.3 How we measure customer satisfaction 
There are several ways in which we can measure customer satisfaction. We are going 
to show here the most common ones and provide some information on them based on 
the literature review found. (Yu-Cheng Lee, 2016) 
This first and most common way or metric as they are called is through customer 
satisfaction scores or CSAT. This metric basically translates to “How would you rate 
your experience interacting with our sales/customer/technical support?”. 
The answers given for this question are very unsatisfactory / unsatisfactory / neutral / 
satisfactory / very satisfactory. This means that the more answers of satisfactory and 
very satisfactory the company has the more the customer satisfaction number will go 
up. Of course, for this metric to actually work and give us the correct numbers there are 
other questions that need to be answered and other metrics to consider. Customer 
experience is not the same for every customer and in every business. In that sense CSAT 
is a general approach on the measuring of customer satisfaction. 
Because CSAT can only measure for the present or past customer experience there was 
a need for a metric that could predict in a way customer satisfaction. This metric is 
called Net Promoter Score. (PhD, 2014) 
For this metric, the question that was generated was: “On a scale of 1 to 10, how likely 
are you to recommend our product/service to a friend?” On this scale the customers that 
answer from 1 to 6 are called detractors, as they are more likely dissatisfied with 
customer support and they will not influence others into trusting the company. The ones 
that choose 7 or 8 are called neutrals as they probably did not find something interesting 
in the support or this was not the experience they had in mind. The ones that really 
matter for the NPS to rise and be at a good point are the customers that choose 9 or 10 
and they are called promoters as according to the question that was made, they are most 
likely going to promote this experience to their social circle and help the company be 
known and attract more customers. 
There are several issues with this metric as the customer’s behavior or need are not 
counted. A customer can be a detractor only for this particular service at that point of 
time, but for their next to be a promoter. Also, neutrals most of the time are promoters 
but giving the highest score from the phycological point of view is rather difficult. So 
yet again we cannot calculate customer satisfaction only with this metric. (Kordupleski, 
2018) 
Customer effort score is another metric for customer satisfaction. It answers the 
question: “How much work did you have to do in order for you to get your 
problem/issue resolved?” It is again in a scale with 1 being the number that indicates 
the customer did not work much and everything was done smoothly and quickly, 
whereas 5 indicates that a lot of work should be done by the customer in order to solve 
their issue. Actually, this metric can easily indicate the customers loyalty as the more 
the customer should work and try the more it is likely that they will not choose the 
company again. It has become rather famous the last years that companies should 
change their point of view on customer support. The structure of the business should 
change overall and become more customer oriented. Front line support has now become 
the most crucial part of the support as they can resolve in a small amount of time a vast 
number of requests. Also, nowadays with the help of technology service can be done 
more practical by providing the customer a video for help or a picture with steps or 
even an email. (Ramshaw, 2015) 
These metrics need to be combined for them to work and to give a thorough point of 
customers satisfaction. 
Last but not least, reviews can be also a metric even if there are no numbers to calculate. 
Extracting the sentiment of a review is a key feature and a state-of-the-art technology 




3. METHODS AND TOOLS 
On this chapter we will explain the methods and tools that will be used on the next steps 
of the thesis. We will present the dataset that we will use and the tools that will help us 
analyze the data and the algorithms and parameters that we are going to use. 
3.1 Dataset Description 
The data used on this dataset are provided publicly in the site Kaggle.com for research 
purposes. They refer to an actual woman’s clothing e-shop with the reviews of the 
customers they had. Because these are real data of a shop the source is anonymous, but 
we can use this dataset for the purpose of this thesis. 
This dataset includes 23486 rows and 10 feature variables. Each row corresponds to a 
customer review. The fist column in the dataset is the Clothing ID which is the only ID 
a certain piece of clothing has, like a barcode. The second column is a demographical 
one with the Age of the customer. Age would be also one of our parameters to examine 
as it may show great difference in the way each age group responds. The next variable 
is the Title, which is almost every time a summary of the main body review. Next is the 
Review text, where the customer could write down the issues they had or what they 
liked about the product or the shop. The fifth variable is the General rating of the 
customer with a scale from 1 to 5, with 1 being that they are unsatisfied and 5 being 
extremely satisfied. This would be our reference to check later on if and how close our 
predictive model is to the actual number. Next one is the Recommended IND, which is 
binary scale with 1 being “yes I would recommend” and 0 being “No, I would not 
recommend”. Additionally, the next variable is the Positive feedback count. This shows 
how many of the customers found this review to be useful for them and they agree. The 
last three variables are Division name, Department name and Class name. All refer to 
the clothes and could count as demographical for the store. These are categorical ones, 




Table 1: List of Dataset's columns and description 
Clothing ID 
 




Age Variable for the user’s age Numerical 
Title 








the product score granted by 




Binary variable stating where 
the customer recommends the 
product where 1 is 
recommended, 0 is not 
recommended 
Numerical 
Positive Feedback Count 
the number of other customers 




name of the product high level 
division. (General, General 
petite or just petite, intimates) 
Text 
Department Name 
Categorical name of the 
product department name. 
(dress, bottoms, top, intimate) 
Text 
Class Name 
Categorical name of the 




3.2 Programming language and environment 
 
For the next steps that we are going to follow, those of the data analysis sector and the 
machine learning explanatory models we have used Python. Python is a general-
purpose programming language that is easier to use as it is one of higher level closer to 
the human speaking language. Python was designed by Guido van Rossum and it first 
appeared in 1991. It is now one of the most common used programming languages for 
data science projects. In order to work in python, one must import certain libraries. 
Libraries as a feature are open source and easily accessible to the user with commands 
ready to be used and offer results. The two most common libraries that we are also 
going to use are Pandas and Scikit-Learn. Pandas in our dataset is mostly used to modify 
and clean the dataset, whereas Scikit-Learn was used for the metrics and for the 
selection of the train set. 
For the visualization of the data set in the data analysis we are also going to use Splunk. 
Splunk was founded by Michael Baum, Rob Das and Erik Swan in 2003. It is mostly 
used by companies so that the visualization of their data set and the results can be easily 
manipulated and more presentable than with any programming software library like 
matplotlib in Python. (Splunk, n.d.) 
The programming environment used is Visual studio Code as it is easier to write the 
code in Python and run it in order to be certain of the results at any time. It will also 
allow the programmer to change the code anytime, add or delete something and it will 




For Machine learning we are going to use XGBoost algorithm as our dataset’s classifier. 
XGBoost stands for eXtreme Gradient Boosting. (Morde, 2019) 
XGB algorithm is decision tree algorithm. It started as a research program, but it has 
easily evolved due to the need of an algorithm that can both be used for classification 
and regression. As a result, XGB is widely known for the adaptation in any operation 
system, the great variety of applications that can be used and the support of all the major 
programming languages, such as Python, R, Java. 
A decision tree algorithm is one that uses a logical sequence of questions that require 
an answer of “yes” or “no”. According to the answer it will lead us to a different 
question each time.  
 
Figure 2: Decision tree example 
 
In this picture there is a decision tree that researches According to each gender how 
many people survived from the Titanic. Different questions need to be answered in each 
case, but the answers can only be one of the two. 
Why using XGBoost instead of other algorithms?  
XGBoost can be downloaded and used in Python like any other library which makes its 
usage easier. Through XGBoost many other features are open to use in order to improve 
the model and get the best possible results. The two key points that indicate why the 
use of XGBoost is the best solution nowadays are 1. Execution Speed and 2. Model 
Performance. These are also two of the main goals of why we are conducting this 
research. To have a predictive model that can as quick as possible find the best possible 
approach from the train set that we will use to conduct those evaluations to the original 
data set.  
4. DATA ANALYSIS 
 
4.1 Exploratory Data Analysis 
In order to conduct an exploratory data analysis, we first need to clean our data set. 
Data cleaning is the process in which we remove from the dataset any incorrect, 
incomplete, or unnecessary data that are not needed in the final dataset that we are going 
to use for the research. We also used “stop words” in order to remove the most common 
used words that natural language processing does not need to function properly. 
 
Specifically, from figure 3 we can see that we changed text to lower case in order not 
to confuse two same words and consider them as two different, for example “In” and 
“in”. We also removed extra space in the text as extra space would also be considered 
as words and the meaning of the text can be altered. It can also show an error in that 
sentence. And we have also removed the punctuation of the text in order to get only the 
words. The stop words we used are the most common ones that we find in a text but are 
not relevant to the meaning. They are connective words. These are: “is, you, your, and, 
the, to, from, or, I, for, do, get, not, here, in, im, have, on, re, new, subject, this, at, it, 
was”. 
We will now show an example of how this is done with one of the reviews from the 
dataset. 
The review before: “I love, love, love this jumpsuit. it's fun, flirty, and fabulous! every 
time i wear it, i get nothing but great compliments!” 
So, after we clean this review what we get is: 
“love love love jumpsuit it’s fun flirty fabulous every time wear get nothing but great 
compliments” 
Figure 3: Clean dataset 
We still understand the meaning of the text and we get that this is a good review. It is 
no surprise that the rating for this review was 5 out of 5. 
Next, we conducted the explanatory analysis for the parameters of the dataset that are 
mostly the columns of the dataset. We created graphs using Python as well as Splunk. 
First parameter that we created graph for is Age. We chose to group the age in decades 
so that the results will not be scattered and can be clearer. 
 
 
Figure 4: Age graph 
 
From this graph we can clearly identify that the customers of this e-shop are mostly 
between the ages of 20 - 50. To be exact on that we measured the mean number on these 
values which was the age of 43. 
 
 
Figure 5: Average Age  
Next, we created a graph on the rating variable, which is the one with the most 
importance for our research. 
 
Figure 5: Ratings 
 
As we have already stated the rating is between 1 and 5 with one being a ‘bad’ rating 
and 5 being a ‘good’ one. In this scale we count 4 and 5 as being customers that are 
promoters thus these will be the good ratings for the shop and the customer experience. 
We can easily figure from this graph that the good ratings are the most. With one glance 
this is a great result for the e-shop. But what really matters to us and what we want to 
achieve with this research is to connect these ratings with the reviews. This can only be 
done by using sentiment analysis and by analyzing the words and find keywords 
amongst them. 
 
Before the review in our data set there is a title. We created a pie in order to observe 
whether the customers are making the effort of putting a title and also It would be really 
interesting if by the end of this analysis we could connect title with text again with 
keywords. 
 
Figure 6: Title 
 
Most of the answers consist of a title as we can observe. We are going to use all the 
values of the dataset despite not having a title as we are not going to use the text of the 
title but the review. After searching the dataset, the title could consist of only one word 
or more but most of the times it was not clear if it was going to be a good review or a 
bad. So, if we cannot define by reading the title if this is a good review then it would 
not be wise to add this in our test. For example, in one review the title is: “I'm torn!”. 
This phrase can have both negative and positive meaning. 
 
  
Figure 7: Divisions 
This pie consists of the three different divisions. As we are referring to clothes these 
divisions are: Intimates, General Petite and General with the two last ones being the 
ones with the most percentage of the three. The sizing and fitting of the clothes is one 
of the most important parts for the opinion the customer has of the product. So, this 
could lead to a “bad” or “good” review. 
 
Figure 8: department 
From both the above and this graph we can conclude that intimates are not so sellable 
products. On the other hand, Tops and Dresses have the largest sum. It will be 
interesting to observe whether what the customers buy and the sizing of it can affect 
their review and rating and to what extent. By that we can pinpoint where the shop 
could improve but also predict future ratings. 
 
Figure 9: Feedback 
Feedback goes according to whether the review was helpful or not. First, we counted it 
overall, but we observed that the most feedbacks were up to 20 which is why this graph 
was done up to 20. Most customers seem that they do not check the feedback or that 
they don’t like or dislike it. They are there to buy so they can read the review and just 
decide what to buy. 
 
:  
Figure 10Average number of words 
 
In the above graph we have counted the words used in the reviews, with the most 
reviews using more than 90 words. The average of the words is 60.2 which is a small 
paragraph. This means that customers tend to write a lot of things for the products they 
buy. What we will do next is analyze those words and find keywords we can work with 
to predict the final rating. 
  
Figure 11: Number of words per review 
4.2. Feature Engineering 
 
For the next pictures we will show we used Python to clean our dataset of unnecessary 
words and stop words that are not of interest to us like “and”, “or” and “I”. We then 
used word cloud generator in order calculate all the words in each rating and create 
graphical representations showing all the words used. The ones that are the most 
apparent and bigger than the others are the ones used more in the reviews. So, word 
cloud shows the frequency of the presence of a word. Like that we can easily come up 
with the keywords for each review. (labs, 2014) 
The ratings on this dataset are from 1 to 5, with 1 being the most negative and 5 the 
most positive. In our test we will then categorize the rating and reviews from 1 and 2 
as negative reviews and the ones from 3, 4 and 5 as positive. This way it will be easier 
to identify the keywords from the word cloud but also to proceed with the machine 
learning program. 
  
Let us start with the first figure for Rating 1. 
 
Figure 12: Rating 1 
 
“Very”, “Small”, “But” “about” are the words that are bigger than the others and they 
stand out. As we have checked on a later basis the words very small are usually together 
in the sentence which links to our above assumption about sizing being one of the key 
factors for rating. Many words are used to describe negative feelings, especially for a 
purchase that did not go well. Some positive words are also in the word cloud, like 
“excited, positive, surprised”. This could also be a result of the expectance of the item. 
The customer believed it would be like it supposed to be and they felt disappointed by 
it. Due to the fact that small is a word that is most frequent in the text we can assume 
that this dissatisfaction is a result of bad sizing. 
  
The next figure is for Rating 2, which again in the scale of 5 is a negative rating. 
 
Figure 13: Rating 2 
In this second figure again the word but is a keyword that indicates an issue that the 
customer faced. Again, from the most words shown in the figure and from further 
elimination of words we figured that here there was a certain delay in the delivery of 
the products that has urged the customers to rate low. It is interesting to observe how 
the word “but” is a keyword on both cases. “But” is the most common word used to 
describe the difference between the expectance and the reality. For example, let us use 
some of the words in the above word cloud and create a sentence. “The dresses I ordered 
looked cute, but it took one month to finally arrive.” Is the meaning of the sentence 
negative? It is, though it leaves room for improvement and shows that although the item 
that was purchased was good the delivery time was really important and mattered to the 
customer. 
  
The next figure is a neutral one as the rating is 3, neither good nor bad. In this case for 
the purpose of the test we will take rating 3 as a positive review. 
 
Figure 14: Rating 3 
It would be really interesting to examine whether the neutral number are in reality a 
good or bad rating as by the above figure most of the words are positive meaning words 
like: “cute”, “nice”. Again, some words that indicate the fitting are present and could 
be negative ones, which is why the rating is not higher. Overall, the word cloud of this 
rating is full of words, which also shows the difficulty of the customer to rate and leave 
a review. 
The fourth figure is for the positive rating of 4. 
 
 
Figure 15: Ratings 4 
“Wonderful”, “sexy”, “silky”, “very” are some of the keywords for this rating. Positive 
words that lead to positive results are obvious. The word dress that is one of the most 
frequent shown in this word cloud, could lead to an assumption that the type of clothing 
that the customer choses is also important to the rating. For the shop this is a positive 
sign that this type of clothing, which are dresses can lead to positive feedback for them. 
It is clear compared to the previous ratings that here the positive words are more 
frequent and are obvious in this graphic. 
  
Final figure and most crucial one is for the rating of 5. 
 
Figure 16: Ratings 5 
Again, the dress is the product that was purchased the most in these reviews and the 
strongly positive word of love is the keyword for this rating. Love is a strong word 
that can describe the satisfaction that someone wants to express. As we can see from 
the word cloud it was most frequent used in order to express the kind of satisfaction 
the customer felt for the product they purchased. As love is also a feeling as a word 
has the meaning of the absolute satisfaction. 
In a first glance we can see that the positive words are most frequent and more easily 
used than the negative ones. Also, we understand that the customers when they are 
excited, they would express they are satisfaction in the most obvious way and they 
would use more positive words for that. In that way we can assume that it might be 
easier for our predictive model to predict the positive reviews and have a higher metric 
for them.  
5. MACHINE LEARNING 
 
In order to calculate the progress of our model we will need to take a sample of the 
dataset. This sample is the train test split which is used to estimate the performance of 
the machine learning algorithm with the prediction that are made. Train test split is used 
in large scale data sets like the one we use. The most common train test split percentage 
and the one that we are going to use is the 70-30, which means in a train set of 70% we 
are going to test the 30%. The test dataset is the one that we use to evaluate the machine 
learning algorithm.  (Brownlee, 2020) 
Firstly, we are setting the parameters for the test which are going to determine the 
results. By changing the parameters, we can take different measurements. Our goal is 
to accept the best out of different combinations. The parameters that we used in this 
experiment are the ETA, the maximum depth and the number or rounds 
The ETA also called shrinkage which controls the learning rate of the dataset or in this 
case the train test. The normal eta rate is 0.3 with a range between 0-1. The eta is 
supported by the increase in n-rounds another parameter that we are using in this test. 
So, if we want a lower eta then we need higher number of rounds to create a balance 
between the two.  
The maximum depth it controls the depth of the tree. By default, it is meant to be the 
number of 6, though there is no accurate number for the depth. The more complicate 
and larger the dataset usually the larger the depth. In order to properly use this 
parameter, it needs to be tuned using count vectorizer or CV. Count vectorizer is an 
easy way to tokenize our text in order for our machine learning algorithm to be able to 
read it and analyze it. 
We have also conducted other tests with different parameters, where the eta was 
between 0.30 and 0.75, the maximum_depth between 8 and 12 and the number of 
rounds between 100-500. The two best results were the ones shown in this thesis. 
The number of rounds corresponds to the number of boosts or trees that we are setting 
our test to run. The default number for this parameter is 500 though this parameter can 
be easily changed and evaluated, especially by changing the others too. 
For the evaluation of the test, we are going to use metrics. Metrics are quantitative 
measurements of the performance of a model, in our case a customer satisfaction model. 
By using metrics, we can easily display if our model is successful or not and to what 
extent in order for an outsider to be able to understand as well. They are numerical but 
as we will see in each one-off them, we can also display them with the use of a plot. 
We will not use only one metric as we want to get the best result out of our train set, 
one that would be closer to the original data set.  The metrics that we are going to use 
and show in this research are going to be: Accuracy, F1 score, Recall and Precision. 
We are going to compare them and check through our train set whether they are too 
different and whether in the 10 times that we run the train set they have changed 
drastically. But first in order to analyze the metrics we will check their formulas. Below 
we see the confusion matrix that consists of all the actual and predicted values. This is 
the matrix that is used in order to create and explain the metric formulas. 
 
 
From the data set the columns that are of importance to us and we are going to use in 
the train set are the reviews and the ratings.  
We are setting that the ratings equally or over 3 are positive feedback so any review 
with rating over 3 is positive, while any reviews with ratings below 3 are negative.  
In the  above word clouds it was noticed that the positive feedback was more obvious 
and probable larger than the negative one. By measuring the metrics below we are going 
to make sure if this hypothesis is correct.  
  
Figure 17: Confusion matrix 
Accuracy 
The first metric we are going to use in order to measure how successful our model is, 
is accuracy. Accuracy refers to the closeness of a measured value to a standard or known 
value. So, in general it measures on the sum of the values in the model how much of 
them are actually close or even the same with the values of the sample.  
How is accuracy calculated? 
Accuracy is defined as the percentage of correct predictions for the test data. It can be 
calculated easily by dividing the number of correct predictions by the number of total 
predictions. 
The formula for quantifying binary accuracy is: Accuracy = (TP + TN) / (TP + TN + 
FP + FN), where TP are the true positives, TN the true negatives, FP the false positives 
and FN the false negatives.  
 
But accuracy is not the only metric that we will use. Most of the time accuracy is 
confused with precision, though they are not the same.  Accuracy refers to how close 
the prediction is to the true values, while precision refers to how close the values are to 
each other. So in that matter we can have high precision and low accuracy or the other 
way round. Their formulas are also different so there cannot be any comparison 
between them. From their formulas while accuracy counts the total of true values found 
in the train test in comparison to the whole data set, precision counts only the true 
positive ones in the train test in comparison to only the positive ones in the data set. In 




Figure 18: Accuracy formula 
Firstly we conducted a test using the default parameters : eta = 0.3, max_depth = 6 
and num_boost_round=500. For the better explanation lets name this test default test. 
 
In figure 19 we can observe that in the 10 times we conducted the test the lowest 
accuracy was on 90.2%, while the highest on 91.8%. The difference between the two 
is 1.6%. Overall after 10 attepts the tendency of the accuracy is somewhat stable, which 
is why we accept it. The mean of the accuracy for this model is 91.1% . 
 
Then let’s observe the accuracy if we make some changes in the parameters. For eta 
=0.5, max_depth = 9 and num_boost_round=200. As we observe we have put higher 




Figure 19: Accuracy default test 
 
Figure 20: Accuracy test 1 
 
In Figure 20 the accuracy for entirely different parameters is between the minimum of 
90.4% and the maximum of 91.3%, which leads to an average mean of 90.9%. The two 
graphs are intirely different even though the numbers are close to each other.  
The accuracy for these parameters approximately 91%, but we need to check the other 
metrics as well in order to accepts which test is better and what number of the 
parameters we are going to accept. 
As an example of the tests we have conducted we will also show another figure with 
totally different numbers in parameters. So for eta = 0.75, maximum depth = 10 and 
numbers of rounds  = 5 the figure is the following.  
In figure 21 the accuracy is between 88.8% and 90%. From a first glance we see that 
the accuracy in this test is lower than in the other 2. The average also cannot be 
higher.After calculating the average is 89.4%.  If for the other metrics this difference is 
also as obvious as this one it will make it easier for us to decline this test in the end. 
This was the first test we have conducted in order to check that the parameters worked. 
We then started changing the parameters in order to find the best combination for this 
model.  
  
Figure 21: Accuracy test 2 
Precision 
Precision in comparison with the recall defines the relevant examples which are the true 
positives of the sample that belong to the total of positive examples. In simpler words 
precision is the number of how many actual positives there are in the test in comparison 
to the total positives. In our data set we have set as positives the ratings that are over or 
equal to 3. These are also the ones with the positive reviews. So Precision will give us 
how many of the reviews that are over or equal to 3 are in the train test in comparison 
to the whole number of ratings and reviews over or equal to 3 in the data set. 
The formula that we use to calculate precision is : TP/ (TP + FP), where TP are the true 
positives and FP are the false positives. 
 
Figure 22: Precision Formula 
 
 
Figure 23: Precision default 
From figure 23 we observe that precisions in the tests we have conducted is between 
93.3% and almost 94.2%. That leads in an average of precision of approximately 
93.7%. That is the precision for the first test, which is the default test as we have named 
it, with eta = 0.3, maximum depth = 6 and number of rounds = 500. 
 
In Figure 24 for test 1 with eta = 0.5, maximum depth = 9 and number of rounds = 200 
the lowest precision is 93.0% while the highest is 94.4%. The average precision of this 
test is 93.4%, which is lower than the default test. If the recall also shows that in the 
default test it is higher than in the test 1 then F1 score would also be higher in the default 
test. Also, the graphic array for this test it is more scattered than in the default one where 
the precision number is up and down in every iteration.   
Figure 24: Precision test 1 
 
In Figure 25 for test 2 the eta was set in 0.75, the maximum depth in 10 and the number 
of rounds in 5. The lowest precision in this test is 91.4%, while the highest is 92.6%. 
The average precision that we can approximately calculate from the above figure is 
92.1%. Again, for this test the precision is lower than in the other two tests we have 
conducted. This number mean that our train test data for these specific parameters is 
approximately 92.1% precise. In other words, the test data we have used for this test 
are similar to the actual data by 92.1%. 
Let us then examine another metric, recall, for the same tests.  
Figure 25: Precision test 2 
Recall 
 
Recall is also know as sensitivity and its definition is how many true positives are found 
in the sample in comparison to the positives in the whole data set. It points out how 
many relevant instances there are.  
The formula with which we can calculate Recall is: TP / TP + FN , where TP are the 
true positives and FN the false negatives.  
 
 
As the word says recall is the number of instances that we retrieve, so the higher the 
number is the better for our test. If the number is closer to 1 or 100% then that also 
meas that the F1 score would also be high and also the accuracy of the model.  
With that we can see that every metric is compared but also combined with the other 
in order to create a harmony for this machine learning algorithm and the data set in 
general. They are all equally important and the best values of them are the ones that 
we are going to accept. 
 
  
Figure 26: Recall formula 
 
In Figure 26 we observe that the recall in the 10 times that we run the test is between 
0,960 and 0,968, with the first being the lowest and the second being the highest. So 
we can say that the recall is approximately 0.965 or 96.5% . This value is for the default 
test that we have set, with eta = 0.3, maximum depth = 6 and number of rounds = 500. 
  
Figure 27: Recall default  
 
In the test 1 the parameters are set as: eta = 0.5, maximum depth = 9 and number of 
rounds = 200. In the figure 28 we observe that the maximum recall for this test is in 
iteration 9, where recall is 0.971 or 97.1% and the minimum recall is in iteration 6, 
where recall is 0.961 or 96.1%. The average recall for this test is approximately 0.966 
or 96.6 %. An average of over 95 % is considered a good average which in a large 
dataset like the one we research in this dissertation can be accepted. For this metric in 
comparison to the other two before we observe that it is slighly higher for this test than 
in the default test. It remains to observe if this will affect the F1 score as well or if F1 
score will be also higher in the default test. 
 
  
Figure 28: Recall test 1 
In figure 29 there is the graphic attair of the recall for test 2, where eta is 0.75, maximum 
depth is 10 and number of round is 5. For this second test the highest recall is appearing 
in iteration 5, which is 0.967 and the lowest one in iteration 6 and 1 which 0.962. The 
average recall for this test is 0.964 or 96.4%. 
From all the above tests for recall we observe that there is no much difference in the 
percentage. Although for the puprose of our research even a 0.1% could make the 
difference for the final observations. 
Last but not least let us examine and calculate the F1 score or just F score, which 
combines both the recall and the precision. 
  
Figure 29: Recall test 2  
F1 score 
The F score metric or F1 score is another way to calculate the accuracy of the model. It 
is used in binary classification in order to evaluate the sample, which consists of 
“positive” and “negative” values. In natural language processing models like the one 
we use F1 score is commonly used as it combines two more metrics together. The 
“recall” and “precision”. That makes it the most accurate metric of all, but in order to 
obtain it we would need the other two metrics as well.  
The formula we use to calculate F score is:  
F1 = 2* [(precision * recall)/ (precision + recall)] = TP / TP + ½ (FP + FN) , where TP 
are the true positives, FP the false positives and FN the false negatives. 
 
Accuracy as a metric is easily interpretable, but there is a high probability of error 
especially when the data is unevenly distributed. In this kind of dataset that we use, we 
know that there is high probability that the data is not evenly distributed and there is a 
certain process in order to link the words from the review with the ratings and viceversa. 
This is why the use of the F score metric is necessary. 
  
Figure 24: F1 score formula 
 
In Figure 30 there are the iterations of the F1 score for the default test. We observe that 
the lowest is 94.7% for the iteration 6 and the highest is almost 95.5% in the second 
iteration. Then we need to calculate the average F score for this test, which is 95,12%. 
For the default test, where eta = 0.30, maximum depth = 6 and number of rounds = 500 
the F score is clearly higher than the accuracy, though their difference is not higher than 
4%, which could also be due to the fact that F score is a combination of two other 
metrics that are also measured independently. 
  
Figure 30: F1 score Default 
In Figure 31 for Test 1, where eta = 0.5, maximum depth = 9 and number of rounds = 
200, the highest F1 score is calculated for iteration 4, which is 95.4%, while the lowest 
one is calculated for iteration 3, which is 94.7%. Tha average number of F1 score for 
this test is approximately 95%. Again the F score for this test is higher than the average 
accuracy for the same test, which was 90.9%. As pointed out already for the accuracy 
for both the default and the test 1, the default accuracy was higher by 0.2 %. For the F1 
score we also observe that for the default test and the Test 1, in the default test F1 score 
is higher by 0.1%.  
But before we concude these tests we have one more test to show and observe for F1 
score. 
  
Figure 31: F1 score Test 1 
 
 
In Figure 23 there are the iterations of the F1 score for the test 2, where eta = 0.75, 
maximum depth =10 and number of rounds = 5. We observe that the lowest is 93.9% 
for iteration 2 and the highest is almost 94.6% for iteration 5. So the average F score is 
approximately 94.2% , which is higher than the accuracy for this particular test. Un 
fortunately the F score for this test is much lower than in the other two, which was also 
the case for accuracy before. 
Now that all the tests are finished, we can easily say that we can decline test 2 and the 
final decision for which parameters to use is up to the default test and the Test 1. Let us 
create a table with the above values that we have calculated in order for the choice to 
be clearer. 
Figure 23: F1 score test 2  
 
 
From table 2 it is clear tha the default test did provide us with better overall results for 
the train test. The metrics are mostly higher, especially the two most important ones 
which are the accuracy and the F1 score. By those results we accept the default test as 
the best alternative for our metrics. This means that for this specific dataset the 
parameters that provided the most suitable and balanced train set are: eta = 0.30, 
maximum depth = 6 and number of rounds = 500. This test was run for 10 iterations 
and the results were the above. The number of iterations has also been altered in case 
the results were differentiated, though the difference on this aspect was insignificant 
for this test. We accept the accuracy of 91.1% and the F score metric of 95.1% as the 
best results out of all the tests we could run, given an eta between 0.3 and 0.75, 
maximum depth between 6 and 12 and number of rounds between 100-500. We also 
tested number of rounds much lower as stated above of number 5 but the results for 
lower than 100 number of rounds we decrising in each test.  
 
Default test (eta = 0.30, max_depth = 6, 
num_rounds = 500) 
Test 1 (eta = 0.5, max_depth = 9, 
num_rounds = 200) 
Accuracy 91.1% 91% 
Precision 93.7% 93.4% 
Recall 96.5% 96.6% 
F1 score 95.1% 95.0% 





The last part of this dissertation is the results of the research. How could these tests help 
in an evolving business? How can we create a better customer satisfaction program? Is 
there a way? And how do we know it is successful? 
In better answering the above questions we chose this particular e-shop with women 
clothes. We have observed by using word clouds that certain clothes were more famous 
than others. Dresses for example were one of the most apparent words for the positive 
reviews the customers left after their purchase. This could mean that this type of 
clothing sells better and leaves positive feedback for the shop. We also observed that 
sizing and delivery time are also important for the rating and the reviews and customers 
value these two aspects very much. A bad sizing can lead to a bad review, as well as a 
long delay in the delivery time.  
So, from an analyst’s point of view a great advice given the results would be to correct 
the sizing in the webpage of the e-shop, provide certain measurements for each item 
and also observe the delivery time it takes approximately for the order to arrive to the 
customer and inform them accordingly. That way the e-shop can easily avoid many bad 
reviews and add more positive ones. 
That is only one aspect though of this research. The other one is the predictive model 
we have created using Machine learning Algorithm. We found the best train set that 
gives us an accuracy of 91.1% and an F score of 95.1%, which means that whatever 
new values we provide our trainset it will provide us with the actual numbers of the 
dataset by 91.1%.  
In this case we have decoded the human words and transformed them in a language that 
a computer can understand in order to link the words with a number. This way we 
provide a more complete solution for customer satisfaction without putting the 
customer in the position of rating. In general, it is true that every word has a certain 
meaning. So, the repetition of a word for a certain meaning leads to a link with the 
rating and a number is given to this word. A true positive word can only give a positive 
review. 
From both the feature engineering with the word clouds we have created and 
demonstrated as well as, the machine learning algorithm, which has given us certain 
results over the metrics and the requirable parameters we can conclude that this dataset 
has provided better results over the positive feedback and has higher precision over the 
positive reviews. It is no mistake that in human psychology people tend to describe 
their happiness and approval with a clearer way and certain words. Thus, it is easier to 
decipher those words and create a pattern out of them.  
That been said the easiest way for customer satisfaction model to succeed is to measure 
the positive words and feedback any company will get and eliminate the ones with 
negative feedback as negative reviews. 
Overall customer satisfaction is a really promising feature of any business as it can help 
become well known in the field that interests the managers and help the business evolve. 
What would be interesting to next review apart from this research would be to add more 
parameters and eliminations in the test, or to take another dataset from another field to 
see if the model can also work with these parameters there.  
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