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Abst ract - - In  the 1970s, modified Green's function approach for solving the Helmholtz equation 
was proposed by Jones and Urseli and in the 1980s was clarified by Kleinman, Roach and Kress. To 
this date there are no numerical results available for this approach. In this paper, a global Calerkin 
method is used to numerically solve the exterior Neumann problem for the Helmholtz equation in 
three dimensions based on Jones' modified integral equation approach. Jones approach directly leads 
to an integral equation which only involves weakly singular operators, thus is a good alternative for 
solving the exterior Neumann problem. Theoretical and computational details of the method are 
presented. (E) 2004 Elsevier Ltd. All rights reserved. 
Keywords - -He lmho l tz  equation, Neumann problem. 
1. INTRODUCTION 
Many scattering and radiation problems are concerned with finding solutions of Helmholtz's 
equation, 
Au ÷ k2u = O, Im k _> O, 
in an exterior domain. Finite-element methods and finite-difference methods are the most popular 
numerical methods for solving elliptic partial-differential equations. But for Helmholtz~s equation, 
there is a fundamental difficulty in using these methods. The difficulty is that the region of 
interest is of infinite extent and any solution must satisfy the radiation condition at infinity. 
Integral equation methods avoid these difficulties. 
The integral equation is solved only on the boundary, and it satisfies the radiation condition 
automatically. Therefore, the integral equation approach is widely recognized as the best ap- 
proach for solving exterior problems for Helmholtz~s equation. Let the solutions of the exterior 
Neumann problem be expressed as a single layer potential, which is the classic way to solve the 
We would like to thank K. Atkinson of University of Iowa for giving us a copy of his computer program for the 
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0898-1221/04/$ - see front matter (~) 2004 Elsevier Ltd. All rights reserved. Typeset by .A~48-TEX 
doi: 10.1016/S0898-1221 (04)00049-5 
594 T.-C. L]N AND Y. WARNAPALA-YEHIYA 
Laplace's equation. If this method is used for Helmholtz's equation, it will break down for certain 
values of k, namely when k is an eigenvalue of the interior Dirichlet problem. 
A second approach uses the Helmholtz's representation formula. If we use the Helmholtz's 
formula, the uniqueness of the solution of the integral equation is again in question. Beginning 
in the 1960s, many researches tried to find an integral equation approach which holds for all k. 
Much  of the work done uses a finite-element framework in solving the integral equation. The  
resulting numerical methods are quite flexible for a large variety of surfaces, but they often 
converge slowly. They  also lead to relatively large linear systems which must  be solved by 
iteration. 
The  following representations for the integral equation for the exterior Neumann problem are 
known: the CHIEF  (combined Helmholtz integral equation formulation) introduced by Schenk [I], 
the integral equation approach by Burton and Miller [2], and the modified integral equation 
formulation introduced by Jones [3]. CHIEF  involves choosing suitable interior points away 
from the wave numbers  and leads to weakly singular operators. Burton and Miller's integral 
equation approach for solving the exterior Neumann problem for Helmholtz equation leads to 
a hypersingular integral equation, which needs a regularization technique that leads to several 
composite weak  singular operators. In the last two decades, these formulations were widely used 
and discussed in Acoustics (see Journal of Acoustic Society of America). 
To overcome the nonuniqueness problem arising in integral equations for the exterior boundary- 
value problems for the Helmholtz's equation, Jones [3] suggested adding a series of outgoing waves 
to the free-space fundamental solution. To this date, there are no numerical results available for 
the Jones method. Jones approach only leads to a weak singular integral equation, thus is a 
viable alternative for solving the exterior Neumann problem. In this paper, we  apply the same 
Galerkin method used by Lin [4], for solving the exterior Neumann problem of the Helmholtz 
equation based on Jones integral equation approach. We restrict ourselves to regions with smooth 
boundaries. When the surface and the boundary function are sufficiently smooth, our method 
will lead to quite small linear systems and will converge quickly. 
We begin with definitions, properties, and an introduction to the radiating waves. Smoothness 
results of the integral operator are summarized in Section 3. The  spherical harmonics which 
are the basis functions of our method are defined in Section 4, and the related approximation 
results are stated there. The  Galerkin method is defined in Section 5, and rates of convergence 
are derived by using smoothness results. The  practical implementation of the numerical method 
is covered in Section 6. Numerical examples are given in Section 7. The  accuracy of the Galerkin 
coefficients on the unit sphere is given in Section 8. 
2. DEF IN IT IONS AND PREL IMINARY RESULTS 
Let S be a closed bounded surface in ~3 and assume it belongs to the class of C 2. Let D_, 
D+, denote the interior and exterior of S, respectively. The exterior Neumann problem for 
Helmholtz's equation is 
Au(A)+k2u(A)=0,  A=(x ,y ,z )  cD+, Imk>0,  
oH(;)  _ f ( ; ) ,  p e s ,  (2.1) 
O~p 
with f a given function and u satisfying the Sommerfeld radiation condition 
Before we discuss the integral equation formulation, we introduce the following notation. We call 
f eik[p'q[ ~3 (2.3) 
Lk , (p )  = p e 
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a single layer function, and p(q) is called the single layer density function. For simplicity, some- 
times we write Lkp only. We note that when k = 0 this is the single layer potential satisfying 
the Laplace’s equation. 
Integral Equation Formulation 
The exterior Neumann problem is first reformulated as an integral equation. The solution 
is represented as a modified single layer potential, based on the modified fundamental solution 
(see [.?I]): 
4% = sPM 
J ( 
2 + x(4 4) dgqr (2.4) 
4 
with A E D+., where rqA = IA - q/. 
The series of radiating waves is given by 
x(A, q) = ik 2 2 a,,@) (k IAI) Y,” (fi) $? (k 141) y,” (fi) . 
n=O m=--n 
(2.5) 
Here hi’) denote the spherical Hankel function of the first kind and of order n. 
Then hc) = j, + iy, 
and 
BY y,“, n = -m, . . . , m, we denote the linearly independent spherical harmonics of order m 
given by Y,“(4,0) = ((1/27r)(m + 1/2)((m - n)!/(m + n)!))112pr(cosQ)eim4 where p,” denote 
the associated Legendre polynomials (these will be discussed later more extensively). 
The series x is a solution to the Helmholtz equation satisfying the Sommerfeld radiation con- 
dition for 1x1, ]y] > R, when B = {X : ]z] 5 R} is contained in D, a domain containing the 
origin. 
As in [6], we assume D- to be a domain containing the origin and we choose a ball B of 
radius R and center at the origin such that B c D-. On the coefficients anm we impose the 
condition that the series x(p, q) is uniformly convergent in p and in q in any region ]p(, lq/ > R+E, 
E > 0, and that the series can be two times differentiated term by term with respect to any of the 
variables p, q with the resulting series being uniformly convergent. By letting A tend to a point 
p E S, we obtain an integral equation 
J +JqP> 4) 27rp(p) + s &)-T&--+J = -4-irf(PL P E s, P 
where Q?(p, q) = -eikTgP/rqp - 47rx(p, q). 
We denote the above integral equation by 
27r/l+ Kp = -4nf, (2.7) 
where KP(P) = J, p(q) & (-eikrQplrqp - 47rx(p, 4)) da,. 
By the assumptions on the series x(p, q) the kernel v is continuous on S x S, and hence, 
K is compact from C(S) to C(S) and from L2(S) to L2(S). 
The following existence and uniqueness theorem is known. 
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THEOREM 2.1. (See [6].) The modi~ed single layer integral equation (2.6) for the exterior 
Neumann problem is uniquely solvable for all positive wave numbers k > 0 provided that 
either [2anm + 1[ < 1, t:or alI n = 0,1,2, . . . ,  m = -n , . . . ,n  or [2a~,~ + 11 > 1, for all 
n = 0 ,1 ,2 , . . . ,m = -n , . . . ,n .  
Kleinman and Roach [7] proposed some explicit choices for the coefficient anm which optimize 
the modification with respect o various criteria. In particular, one optimality condition that 
might be employed is to minimize the norm of the integral operator K. In the case where S 
is a sphere, Kleinman and Roach [7] gave a coefficient choice which satisfies the condition in 
Theorem 2.1. It is 
fn(kR) (2.8) 
anm h(1),(kR) 
In [8], an explicit form of the coefficient an,~ minimizing the upper bound on the spectral radius 
is given. If B is a sphere of radius R with center at the origin, then the optimal coefficient for 
the Neumann problem was given by 
( jn(kR) j~!kR) ~ for n=0,1 ,2 , . . . ,  and m=-n, . . . ,n .  (2.9) 1 anm-- 2 ~kh(nl)(]gR)÷ h(n1) (]gR)] ' 
The coefficient that they used for the perturbation of the sphere is the following: 
~h(nX)(]~R )('j (~R) Jn!~R) " I ) a~,~ = -0.5 + h~) j  ÷ O(e) (2.10) 
(also see [8]). We also did some numerical experiments for the special ellipsoid, the ellipsoid of 
revolution around the z axis. 
3. SMOOTHNESS OF  THE INTEGRAL OPERATOR K 
Smoothness results of the double layer operator was proven by Lin [4,9]. We know that the 
series X can be twice differentiated term by term with respect o any of the variables and that 
the resulting series is uniformly convergent. So the second derivative of the series is continuous 
on ~3\B, where B = {x : Ixl < R}. Furthermore, the series X is a solution to the Helmholtz 
equation satisfying the Sommerfeld radiation condition for Ix], lYl > R, when B = {x : ]x I < R} 
is contained in D. 
By Theorem 3.5 of [6], any two times continuously differentiable solution to the Helmholtz's 
equation is analytic, and analytic functions are infinitely differentiable. So the series X(P, q) 
is infinitely differentiable with respect o any of the variables p, q. Furthermore, it is easy 
to see that if/z is bounded and integrable and S E C l, then fsx(P,q) #(q)daq C Cl(S) and 
o~p fs X(P, q)#(q) dc~q e Cl(S). Using the same proof as in [9], we can prove the following for the 
normal derivative of Lk# (see (2.3)), denoted by L~#. # C C(S) and S C C 1'~ implies 
L~# E C °'~' (S), with A' = 
# E CI'~(S) and S C C t+2,~ implies 
L~# C Cz+I'~'(S), 
A, if 0 < A < 1, (3.1) 
arbitrary in0<A t< l ,  i fA=l ,  
with 0 < A t < A arbitrary, l _> 0. (3.2) 
Now combining with the smoothness result of L~#, we can obtain the following results. # 
C(S) and S E C 1'~ implies 
K# E C °'~' (S), with A' = { A, if 0 < A < 1, (3.3) 
arbitrary in0<A t< l ,  i fA=l .  
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If f E C°'~(S), S e C 2 and 2~r# + K# = -4~rf, then 
# e C °'~' (S), with A' chosen as in (3.3). (3.4) 
If f and S have greater smoothness, then so does #. Corresponding to (3.3) 
#ECt3(S) and ScC I+2'~ implies Kt~eCZ+I'~"(S), with 0<A'<A arbitrary, l>0. (3.5) 
Corresponding to (3.4), 
f E Cz'~(S) and S E ct+l')'(1 >_ 1) implies # E crY(s),  where 0 < A' < A. (3.6) 
REMARK. The restriction l > 1 in (3.6) only arises from Theorem 3.1 where S C C 2. 
4. SPHERICAL  HARMONICS AND APPROXIMATION THEORY 
Let U = {(x, y, z) : x 2 + y2 + z 2 = 1} be the unit sphere in ~3. If the homogeneous harmonic 
polynomials of degree n in ~3 are restricted to U, their restrictions are called the spherical 
harmonics of degree n. If any other polynomial is restricted to U, then its restriction is called a 
spherical polynomial. Now, we introduce the standard basis for the spherical harmonics, which 
are orthogonal in L2(U). Let pn(u) and p'~(u) denote the Legendre polynomials and associated 
Legendre functions on [-1, 1], 
n>0,  
1 (u2-1)" 
p~(u) = 2~n! du n 
1 _< m _< n, (see [I0]) 
i ( i  - - I )  
and p'~(u) = ~ dtm+ ~ 
( -n  < m < ~). 
If # is defined on U, we sometimes write #(¢, 0) instead of #(x, y, z). If # is a spherical polynomial 
of degree N, then 
#(¢,0) = E A,p,~(cosO) + (A~cos(m¢) + B'~sin(m¢))p~(cosO) , 
n=O m=l  
where 
-- 4----~-- #(¢,O)pn(cosO)sinOdOd¢, 
BmJ = 2~ (n+m)! #(qS, O) [sinmCjp'~(cosO)sinOdOd 
The basis functions 
(4.1) 
(4.2) 
pn(cos0), p'~(cosO)cos(m¢), pm(cosO)sin(m¢), 1 <_ m <_ n, (4.3) 
are spherical harmonics of degree n. For 0 _< n _< N, the total number of basis functions is 
d(U) = (N + 1) 2. Now, we summarize the following approximation results from [11] (or see [12]). 
If # C Ct')'(u), then there is a sequence of spherical polynomials TN of degree < N for which 
][# -TNi]oo <_ C/N t+)', N > 1. The spherical polynomials are dense in both C(U) and L2(U). 
The expansion of # E L2(U) in terms of the above basis functions is called the Laplace series. It 
is given by (4.1), (4.1) with N = 0% and (4.2). Let PNP denote the partial sum of the Laplace 
series of # restricted to terms of degree < N. On Lz(U), PN is an orthogonal projection operator 
and IIPNII = 1. On C(U), 
,IPNH-=(V/~-k~N) V~, with 3N --+ 0. (4.4) 
If # C Ct'X(U), then I1# - PgPHoo < C1/N l+x-a/2. 
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5. THE GALERKIN  METHOD 
We change the variable of integration i  (2.6), converting it to a new integral equation defined 
on U. The Galerkin method is applied to this new equation, using spherical polynomials to 
define the approximating subspaces. We shall suppose that the surface S is such that there is a 
differentiable mapping m : U __,1-1 S, a mapping for which the following properties are satisfied. onto 
f E Cz'a(S) and S e C z+l'x (S e C 2, for l = 0), implies f e CZ'a(U), (5.1) 
where 
](q) =_ f(m(q)),  q e u. (5.2) 
All of our numerical examples have been for regions D starlike with respect o the origin; but 
the numerical method is not restricted to such regions. For starlike regions, we assume that a 
general point of S, p = m(q) is given by 
p = R(q). (~, ~, (), q = (~, r?, () e U, (5.3) 
where the function R is a continuous positive function on U. If R e Ct+I'x(U), then (5.1) is 
satisfied. Change the variable of integration on (2.6) to obtain the new equation over U, 
+ = ] e c(u).  (5.4) 
The notation .... ' will denote the change of variable from S to U, as in (5.2). 
The inverse operator (-21r + ~) -1  exists and is bounded on C(U) and L2(U). 
Let X = L2(U), a = -2~r, and let approximating subspace of spherical polynomials of de- 
gree <_ N be denoted by XN. The dimension of XN is d~¢ = (N + 1) 2, and we let {hi . . . .  , hd} 
denote the basis of spherical harmonics given in (4.3). 
Galerkin's method for solving (5.4) is given by 
+ PNR) = 
The solution is given by 
d 
f~N = ~ aj hi, 
j=l  
d 
j= l  
i = 1,. . . ,d.  
(5.5) 
The convergence of ttN to 1~ in L2(S) is straightforward. We know Pgf~ -~/2, for all/2 E L2(U), 
from the discussion in Section 4. From standard results it follows that IlK - PNR]I --* O. 
The desired convergence then follows from [13]. Using the smoothness results of the integral 
operator K from Section 3, and following the same proof as in [11], we can prove Theorem 5.1 
and Theorem 5.2. 
THEOREM 5.1. Assume that f E Cl'~(S), S 6 C l+1'~ (S C C 2 for l = O) and that the mappingm 
satisfies (4.1) for some l >_ O. Then, for all sufficiently large N, the inverses (2~r + PN[4) -1 exist 
and are uniformly bounded and II# . ]-tNII ~ C~ yld-A' where 0 < A' < A is arbitrary. The 
constant c depends on l, tt, and A'. 
CONVERGENCE IN C(U). To prove uniform convergence of/2N to /2 is slightly more difficult. The 
main problem is that there are/2 in C(U) for which PNf~ does not converge to 12. Convergence 
for all/2 would imply uniform boundedness of IIPNH, contradicting (4.4). 
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THEOREM 5.2. Assume that S E C 2 and that rn satisfies (5.3) with 1 = O. Then considering 
as an operator on C(U), 
k -- PNK --+ O, as N --* oo. (5.6) 
This implies the existence and uniform boundedness on C ( U) of (27r + Plv~2)- 1, for all sufficiently 
large N. Let (2~r + K)/5 = -4~rf  and (27r + PNB2)f~N = --47rPgf. If f e C°'x(S), A > 1/2, 
then t~N converges uniformly to p. Moreover, if S E C I+1'~ (S E C 2, for I = O) and f G Ct'~(S), 
l + A > 1/2, then ]]# - #N]]~ <_ C /N  z+~'-1/2 with ;V < A. 
The constant c depends on f,  l, )~. 
The  Approx imat ion  of  T rue  So lut ions  
Given #N an approximate solution of (2.7), define the approximate solution ug of (2.1) using 
the integral of (2.4). 
uN(A) = #g(q) \4TrrqA + x(d,q) daq, A e D+. (5.7) 
To show the convergence of ug (A), we need the following lemma. 
LEMMA 5.3. 
sup f eikr~a + x(A,q) AcK J S 4-~rqA d(Tq < 0% where I4[ is any compact subset of D+. (5.8) 
PROOF. From [4], suPAc~3 fs ]eikrqA/47CrqAI daq < oc. 
Then 
fS cikrqA sup dcrq < oc. (5.9) 
AEK 
Furthermore, as x(A, q) is continuous, fz Ix(A, q)] daq is a continuous function in A. Therefore, 
we can conclude that supA~t ( fs Ix(A, q)] daq < oo. 
Combining this result with (5.9) proves (5.8). | 
In practicality, for any bounded set of points in D+, we can find a compact set K to enclose 
all of the given points. So this condition is sufficient o ensure convergence. 
Since u(A) - uN(A) = fs(#(q) -- #N(q))(eikr"A/47rrq A + x(A, q))daq it follows from Lemma 
5.3 that 
]u(A) - uN(A)I < c tl# -- #Nlloc , A e D+, 
for some constant c. Thus, the convergence of ~t N leads to the convergence of uy(A)  to u(A), for 
all A C D+. 
REMARK. Since x(A, q) is a solution to the Helmholtz equation for each fixed q, satisfying the 
Sommerfeld radiation condition, Ix(A, q)] < cq/]A] (for more details, see [6]). eq depends on q. 
Therefore, 
sup /I (A,q)l < sup / 
Cq 
_ -~] &rq, 
AC~a\B JS AC~a\B JS 
where B is a ball of radius R and center at the origin such that /~ is a subset of a domain D_ 
containing the origin. If Cq is integrable on S, then we can prove that 
sup f ]x(A,q)]d~q < ~.  
AC~a\B Js 
Combining this result with the fact that 
fS eikrqA 
sup A C ~a\B 47rrqA dcrq < oo 
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(see [14]), we obtain 
sup f l / le ikrq A ~- x(A, q)dGq < ~. 
AE~a\B J S I 
We have not ascertained this fact as yet. 
6. IMPLEMENTATION OF  GALERKIN 'S  METHOD 
Most of the work of this method is in the setup of the linear system (5.5) and in the evaluation 
of ug. And in both cases, the most costly step is the numerical integration of surface integrals, 
I(f) = f(q)daq = f(¢, 0) sin 0 dO de over U. (6.1) 
The integral is approximated by 
2M M 
7F 
IM(f) = ~ ~ Ewj f  (¢~,O~) 
i=1 j= l  
(6.2) 
or 
2M M ( ) iM( f )=~EE@JS  ¢i,0j , M>I .  (6.3) 
i=1 j= l  
Here Cj = j7r/M, and {wj}, {cos0j} are the Gauss-Legendre weights and nodes on [-1, 1]. 
{@j }, {0j } are chosen from an idea of Iri, Moriguti and Takasawa [15]. (For an English explanation 
of this paper see [16].) There a change of variable to [-1, 1] has been used. The integral for uN(A) 
is evaluated using (6.2). 
Calculation of the Galerkin Coefficients 
Coefficients (/£hj, hi) are fourfold integrals with a singular integrand. Since K is singular, the 
"inner integral" Khj is a singular integral and must be evaluated with care. Since f[hj is itself 
a very smooth function, the inner product, which we call the "outer integral", is an integration 
involving a smooth integrand, thus only small number of node points are needed. To calculate 
/~hj, we first rotate the surface S such that/~ is not a singular point internal to the integration 
region [0,~] × [0,2~] (for details see [17]). Then, we use (6.3) to evaluate the integral for/(hi .  
The integral for (I£hj, hi) is evaluated using (6.2). Because the Galerkin coefficients (/(hi, hi) 
depend only on the surface S, we calculate them separately, say for N < Nmax, and they are 
stored in a disk, in a form for rapid retrieval by the main program used in solving (2.1). To 
decrease the effect of the singularity in computing/£hj(/~), as in [13,18], we use the identity 
~S 0 1 dGq = 2~, p E S 
COtlq rqp 
to write 
i A fu  -0  1 Zfhj(~) = 2~hj (~) + hj (9) ~ rqp 
] 
- - -  + hj (~) | IJ (9)1 d~ 
OtJ q r qp J 
--- +4~rX(p,q) IJ(9)ldo O, + h j (9)~L rqp 
where J(q) is the Jacobian. 
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7. NUMERICAL  EXAMPLES 
In  this section, several numerical  examples are presented. The true solutions are given by 
eikr 
u l (x ,y ,z )  = - - ,  
r 
u2(x, y, z) = --g- 1 + ~ z, 
.0.5(az2-r ), where = /x +y2+z . 
Let N INT I  denote M in (6.3) for calculating Kh~ and N INTE denote M in (6.2) for calculating 
(~2hj,h~). Let N INT  denote M in (6.2) for calculat ing UN. For convenience, we chose N INT  = 
NINTI  in all numerical  examples. Let NDEG denote the degree of the approximate spherical 
harmonies; recall that  the number  d of basis functions equals to (NDEG + 1) 2. These notat ions 
will be the same as that  given in the program. We use N INT I  = 16 or 32, NINTE = 8, 16, 
or 20. For the sphere in most eases (unless otherwise stated) only five terms were used from the 
series )~ (for more details see p. 59). According to Jones [3] this is sufficient o remove the first five 
interior Diriehlet eigenvalues and obta in  unique solutions at the same time. The graphing was 
done using spherical coordinates for the sphere and the heart  shape and rectangular  coordinates 
for the ellipsoid. We used double precisions for all calculations in ALPHA 2100 (5/300 Mhz) and 
FORTRAN programming language was used for the programming.  
EXAMPLE 1. Let S = U. 
Table 1. k = 1, NDEG = 7, NINTI = 16, NINTE = 16, true solution Ul. 
Approximate Solution 
Point Real Part Imaginary Part Absolute Error 
(10,11,12) 5.06455257110D - 02 1.3224589887D - 02 1.271D - 06 
(5,6,7) -4.6337650093D - 02 -8.3331722564D - 02 2.332D - 06 
(t,2,3) -2.2057584538D - 01 -1.5092507584D - 01 6.588D - 06 
(1,1,1) -9.2699606870D - 02 5.69874051260D - 01 1.413D - 05 
Table 2. k ---- 1, NDEG = 7, NINTI = 16, NINTE = 16, true solution ul. 
Approximate Solution 
Point Real Part Imaginary Part Absolute Error 
(10,11,12) 5.06435739910D - 02 1.32241333150D - 02 7.355D - 07 
(5,6,7) -4.6335873120D - 02 -8.3328510899D - 02 1.338D - 06 
(1,2,3) -2.2056745315D - 01 -1.5091923292D - 01 3.658D - 06 
(1,1,1) -9.2695992570D - 02 5.69852376440D - 01 7.843D - 06 
For the numerical  results in Table 1, I used coefficient (2.8), given by K le inman and Roach. 
But  for the rest of the tables, I used coefficient (2.9) which does not  satisfy Theorem 2.1, but  
gives better  results (see Table 2). According to K le inman and Kress [19], coefficient (2.9) ensures 
not only unique solvabil ity for the sphere and the perturbat ion of the sphere, but  also minimizes 
the norm of the modified integral operator and minimizes the condit ion number  of the integral 
equations. 
Next, we added 13 terms from the series X, and obta ined Table 3a. 
As we can see from Table 3a, the results are sl ightly worse than  those in Table 2. Therefore, 
we increased the number  of integrat ion odes, and obtained the results in Table 3b. 
We can see from Table 3b, that  when you increase the integrat ion odes, the accuracy is even 
better  than  in Table 2, where only five terms from the series were added. Thus,  we can add more 
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Table  3a. k = 1, NDEG = 7, N INT I  = 16, N INTE  = 16, t rue  so lut ion u l .  
Approx imate  Solut ion 
Point 
(10,11,12) 
(5,6,7) 
(1,2,3) 
(1,1,1) 
Real  Par t  
5.0642870802D - 02 
-4.6335231402D - 02 
-2.2056440208D - 01 
-9 .2694692400D - 02 
Imag inary  Par t  
1 .3223948823D-  02 
-8 .3327348851D - 02 
-1 .5091707109D - 01 
5.6984448934D - 01 
Abso lute  Er ror  
1 .461D-  06 
2.666D - 06 
7.397D - O6 
1.584D - 05 
Table 3b. k = 1, NDEG ---- 7, N INT I  --- 32, N INTE  = 16, t rue  solut ion uz. 
, Approx imate  Solut ion 
Point  Real  Par t  Imag inary  Par t  Abso lute  Er ror  
(10,11,12) 5.0644259117D - 02 
(5,6,7) -4 .6336499690D - 02 
(1,2,3) -2 .2057043477D - 01 
(1,1,1) -9 .2697244834D-  02 
1.3224312346D - 02 
-8 .3329639249D - 02 
-1 .5092128914D - 01 
5.6986008141D - 01 
6.481D - 08 
4.889D - 0 
4.191D - 08 
1.173D - 07 
Table 4. k = 2, NDEG -- 7, N INT I  ---- 16, N INTE  ---- 8, t rue  so lut ion u2. 
Approx imate  Solut ion 
Point  Real  Par t  Imag inary  Par t  Abso lu te  Er ror  
(10,11,12) 2.82585146760D - 02 1.68239679910D - 02 4.410D - 07 
(5,6,7) -3 .6153903844D - 02 5.24555285290D - 02 8.115D - 07 
(1,2,3) 5.09312359600D - 02 2.10102657320D - 01 2.824D - 06 
(1,1,1) -2 .8564591616D - 01 -1 .9691057580D - 01 4.332D - 06 
Uni t  Sphere  NDEG:7 ,  N INT I=16,  N INTE=8,  T rue  So lu t ion  uz 
0.000012 - 
0,00001 - 
O.00OO08 - 
a 
O.OOO006 
o | 
0.000004 
0.000002 
Poln~ 
F igure 1. The  further the points  are from the boundary,  the  smal ler  the  error. 
than  f i ve  te rms and  s t i l l  obta in  good  resu l t s  i f  we  increase  the  number  o f  in tegrat ion  nodes .  But  
as  more  te rms and  increas ing  use  o f  in tegrat ion  nodes  inc reases  the  CPU t ime cons iderab ly ,  we  
dec ided  to  use  on ly  a few terms,  on ly  f ive  for  o ther  cases  o f  the  sphere .  
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Table 5. k = 15, NDEG = 7, NINTI = 32, NINTE = 20, true solution ul. 
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Approximate Solution 
Point Real Part Imaginary Part Absolute Error 
(10,11,12) -4.0379358010D - 02 -3.3303789817D - 02 8.729D - 07 
(5,6,7) 9.25751582790D - 02 2.28211922320D - 02 3.436D - 07 
(1,2,3) 2.43616937720D - 01 -1.0990695838D - 01 3.383]9 - 07 
(1,1,1) 3.81899030130D - 01 4.32996984690D - 01 1.16019 - 07 
F rom Tables 3a, 3b, and  4, we see that  for the  po ints  away f rom the  boundary  there  is much 
greater  accuracy  than  for po ints  near  the  boundary ,  which is shown in F igure  1. Th is  is because 
the  in tegrand is more  s ingular  at  po ints  near  the  boundary .  Now, we look at  the  case of k = 15, 
given in Tab le  5. We first used N INT I  = 16 in ca lcu lat ing the  Ga lerk in  coefficients (Khj, hi),  
the  accuracy  was not  that  good. Then ,  we changed N INT I  to 32, the  approx imate  solut ions are 
pr in ted  and  errors are pr in ted  in the  co lumn abso lute  error. 
F rom Table  5, we see that  to obta in  s imi lar  accuracy  as in the  tab les  before, we need to increase 
the in tegrat ion  odes.  Th is  is due to the  fol lowing fact: the  kernel  funct ion  involves sin kr and 
cos kr, and these t r igonometr i c  funct ions  are much more osci l latory when k becomes  large. In 
th is  case, we must  increase the  in tegrat ion  odes  to achieve the  same accuracy.  F rom the  co lumn 
of abso lute  errors,  we see that  the  accuracy is s imi lar  to  the  prev ious  tables.  
REMARK. We picked N INTE < N INT I ,  because the  in tegrand of (h~, / (h i )  is smoother  than  the  
in tegrand o f / (h i .  We also pick N INTE > (NDEG + 1). Now let us pick k = 10.904122, an  
eigenvalue of the  inter ior  Dir ich let  prob lem,  and  represent  the  so lut ion as a single layer potent ia l  
in Table  6a and  as a modi f ied single layer potent iM in Tab le  6b. 
As we can see f rom the  above tables,  the  accuracy in Tab le  6a is qui te poor  as expected,  
compared  to Tab le  6b. 
The  eigenvalues were computed  f rom the fol lowing equat ion:  
J (kr) = 0. 
For more  detai ls  on how to obta in  the  eigenvalues for the  sphere see [1,20,21]. 
Tab le  7 i l lust rates  the  effects on the  error  for dif ferent in tegrat ion  odes  for f ixed N = NDEG.  
(Note: when N INT I  = 8, N INTE = 8, we denote  it as 8,8.) 
Table 6a. k = 10.904122, NDEG = 7, NINTI ---- 16, NINTE = 8, true solution u2. 
Approximate Solution 
Point Real Part Imaginary Part Absolute Error 
(10,11,12) -1.8670079230D - 04 -8.6010197177D - 05 3.301D - 02 
(5,6,7) -1.7201975199D - 04 -2.2529585848D - 04 6.390D - 02 
(1,2,3) 8.90108837010D - 04 -3.4750527588D - 04 2.152D - 01 
(1,1,1) -1.3905775038D - 03 5.12590981200D - 04 3.351D - 01 
Table 6b. k = 10.904122, NDEG = 7, NINTI = 16, NINTE = 8, true solution u2. 
Approximate Solution 
Point Real Part Imaginary Part Absolute Error 
(10,11,12) 1.82451007840D - 02 2.7352339373D - 02 4.071D - 06 
(5,6,7) 1.85705241690D - 02 6.0873017910D - 02 7.991D - 06 
(1,2,3) -2.1433276896D - 01 3.6050529843D - 03 2.649D - 05 
(1,1,1) 3.32478364930D - 01 2.9914089411D - 02 4.077D - 05 
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Table 7. Unit sphere, k -- 10, NDEG -- 7, true solution u2. 
Absolute Error 
Point 8,8 16,8 32,8 
(10,11,12) 5.948D - 06 
(5,6,7) 1.153D -- 05 
(1,2,3) 3.987D - 05 
(1,1,1) 1.682D - 03 
4.810D - 07 
9.309D - 07 
3.213D - 06 
3.017D - 05 
6.504D - 09 
8.819D - 09 
2.186D - 08 
4.301D - 08 
EXAMPLE 2. Now,  we look at  the  fo l lowing "hear t - shaped"  sur face  g iven by  
e ) cos ¢ s in 0, 
x= A- l+a(c~s0+l )  2 
y= A- l+a(cos0+l )2  s in¢s in0 ,  
z= A- l+c~(c~s0+l )  2 cos0 .  
For  the  numer ica l  examples ,  we choose  A = 2 and  3, E = 0.0005 and  1 and  a = 90,000.  
Coef f ic ient  (2.9) was  used  w i th  O(c)  = 0. For  more  deta i ls ,  see [8,18]. For  the  per turbat ion  of  
the  sphere  examples ,  on ly  four  te rms f rom the  ser ies were  added.  Let  S the  per turbat ion  of  the  
sphere  g iven by A = 2 and  c = 1. 
Table 8. k ---= 3, NDEG = 7, NINTI = 16, NINTE = 8, true solution ul, e = 0.0005, 
A = 3, a -- 90000. 
Approximate Solution 
Point Real Part Imaginary Part Absolute Error 
(10,11,12) 3.7711007793D - 02 3.6297891589D - 02 2.946D - 06 
(8,9,10) -6.3003944242D - 02 1.0582346035D - 02 3.543D - 06 
(5,6,7) 9.5231525793D - 02 4.6106057671D - 03 4.827D - 06 
(4,5,6) 4.2122297328D - 02 1.0588552142D - 01 5.329D - 06 
Now,  we added ten  te rms f rom the  series,  and  obta ined  s imi la r  resu l ts .  When we increased  
the  in tegrat ion  nodes  to  N INT I  = 16, N INTE  = 16, the  accuracy  was  s imi la r  to  N INT I  = 16, 
N INTE  = 8. But  when we increased  the  in tegrat ion  nodes  to  N INT I  = 32, N INTE  = 16, the  
accuracy  was  worse.  Th is  is because  O(e)  depends  on  k, A,  and  E, so the  number  o f  te rms added 
f rom the  ser ies ef fects the  value of  it. So, when we increased  the  te rms f rom five to  ten ,  O(e)  
shou ld  have changed accord ingly .  As  we used  the  same O(c)  = 0, the  accuracy  does  not  improve  
when you increase  the  nodes .  There fore ,  we dec ided  to  add  on ly  a few terms,  on ly  four  in the  
case of  the  per turbat ion  of  the  sphere  w i th  O(c) - -  0. 
REMARK. For  each  case,  we changed e i ther  one  or two or all the  var iab les ,  A,  e, a and  the  wave 
number  k. As  shown in F igure  2, also in th i s  case,  fu r ther  the  po in ts  are away f rom the  boundary  
greater  the  accuracy.  
Table 9. k=0.2 ,  NDEG= 7, NINTI = 16, NINTE =8,  true so lut ionul ,  e= 1, 
A = 2, a ---- 90000. 
Approximate Solution 
Point Real Part Imaginary Part Absolute Error 
(13,14,15) 5.8958879932D - 03 -4.0746267190D - 02 7.798D - 05 
(11,12,13) -2.4999930131D - 02 -4.0981781458D - 02 9.142D - 05 
(5,6,7) -4.7797213032D - 02 8.2546435026D - 02 1.911D - 04 
(4,5,6) -2.0662211419D - 02 1.1213656803D - 01 2.346D - 04 
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Tab le  10. k = 3, NDEG - 7, N INT I  = 16, N INTE = 8, t rue  so lu t ion  u2,  e - 0.0005, 
A --- 3, a = 90000. 
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Approx imate  So lu t ion  
Po in t  Rea l  Par t  
(10,11,12)  2 .3290276491D - 02 
(8,9,10) -4 .0395476188D - 02 
(5,6,7) 6 .3463463135D-  02 
(4,5,6) 2 .6054700078D - 02 
Imag inary  Par t  
2 .3210713205D - 02 
5 .9062317657D-  03 
5 .0944668600D - 03 
7 .3495501007D-  02 
Abso lu te  Er ror  
6.060D - 07 
7.819D - 07 
1.022D - 06 
1.323D - 06 
Tab le  11. k ---- 7, NDEG = 7, N INT I  = 32, N INTE - 16, t rue  so lu t ion  u l ,  e ---- 0.0005, 
A --  3, a ---- 90000. 
Approx imate  So lu t ion  
Po in t  Rea l  Par t  Imag inary  Par t  Abso lu te  Er ror  
(13,14,15)  3 .8187488655D - 02 1 .5405021498D - 02 8 .409D - 06 
(12,13,14)  2 .9338872470D - 02 3 .3236983709D - 02 9 .583D - 06 
(6,7,8) -6 .6536183870D - 02 -4 .7810466238D - 02 1 .795D - 05 
(5,6,7) -3 .8060446955D - 02 -8 .7425043115D - 02 1 .993D - 05 
Perturbation of the Sphere, NDEG=7, NINTI=32, NINTE=16, epsilon=0.000S, alpha=90000, O(epsilon)=0, A=3, 
2.500E-05 True Solution u I 
2.000E-05 
1.5~0E~5 
1.000E~5 
5.000E-06 
O.GOOE+O0 
Polnta 
F igure  2. The  fu r ther  the  po in ts  a re  f rom the  boundary ,  the  smal le r  the  er ror .  
Tab le  12. k = 1, NDEG = 7, N INT I  -= 32, N INTE = 20, t rue  so lu t ion  u l .  
Approx imate  So lu t ion  
Po in t  Rea l  Par t  Imag inary  Par t  
( i0 , i i ,12)  5 .06012000140D - 02  1 .31451931860D - 02  
(5,6,7) -4 .6395940078D - 02  -8 .3178312668D - 02  
(1,2,3) -2 .2063954680D - 01  -1 .5054443375D - 01  
(I , i , i)  -9 .2005918423D - 02  5 .69158666690D - 01  
Abso lu te  Er ror  
9 .005D - 05 
1 .626D - 04 
3 .832D - 04 
9 .849D - 04 
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Tab le  13. k = I, NDEG = 7, N INT I  = 32, N INTE  -- 20, t rue solut ion u2. 
Approx imate  So lut ion 
Point Absolute Error 
(i0,11,12) 
(5,6,7) 
(1,2,3) 
(1,1,1) 
Real Part 
3.1144936626D - 02 
-2.5761775603D - 02 
-1 .4424829446D-  01 
-2.3888747606D - 01 
Imaginary Part  
9.6722626389D - 03 
-5.7838650473D - 02 
-1.6564909847D - 01 
2.9712649578D - 01 
3.775D - 04 
7.393D - 04 
2.635D - 03 
4.689D - 03 
Table 14. k = 1, NDEG = 7, NINTI -- 16, NINTE -- 16, true solution ul.  
Approximate Solution 
Point Real Part  Imaginary Part  Absolute Error 
(10,11,12) 5.06425966970D - 02 1.32236483650D - 02 1.808D - 06 
(5,6,7) -4.6335212291D - 02 -8.3326699099D - 02 3.258D - 06 
(1,2,3) -2.2056355497D - 01 -1.5091585111D - 01 8.807D - 06 
( I , I , i )  -9.2686264839D - 02 5.69841801700D - 01 2.140D - 05 
Table 15. k = 2, NDEG = 7, NINTI = 32, NINTE -- 16, true solution ul. 
Approximate Solution 
Point Real Part  Imaginary Part  Absolute Error 
(10,11,12) 4.5642258569D - 02 2.5569438092D - 02 2.765D - 05 
(5,6,7) -5.0272040505D - 02 8.0962334706D - 02 4.817D - 05 
(1,2,3) 9.6772055376D - 02 2.4898591855D - -  01 1.308D - 04 
( i , I , I )  -5.4731950047D - 01 -1.8284122382D - 01 3.032D - 04 
Ellipsoid (A,,B-,I, C"2), NDEG~7, NINTI=32, NINTE=8, True Solution u, 
Points 
Figure 3. The further the points are from the boundary, the smaller the error. 
Now,  we look  e l l ipso ids  of revo lu t ion  around the  z ax is .  There  are  no exp l i c i t  coef f ic ient  cho ices  
for the  e l l ipso ids .  Fur thermore  the  coef f ic ient  for the  sphere  does  not  work  we l l  for  the  e l l ipso ids ,  
thus  the  fo l low ing  coef f ic ient  cho ice  was  made by  numer ica l  exper imentat ion .  
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EXAMPLE 3. Let S be the ellipsoid surface x 2 +y2+ (z/2)2 = 1. For this case, we choose R = 7P. 
Here p = x/x 2 + y2 + z 2 and 7 = the average of the eccentricities of the three cross section ellipses 
that the ellipsoid is made of. So we chose R = ~X/1 + 3(cos 8) 2 for the first example. For all the 
numerical examples only five terms from the series were added. 
Now, we look at another example of a similar ellipsoid for two different wave numbers. 
EXAMPLE 4. x 2 + y2 + (z/1.5)2 = 1. Here R = ~X/1 + 1.25(cos 8) 2. 
Also in this case there is better accuracy for points away from the boundary as shown in 
Figure 3. 
Comments  
In all of our experiments, we only added a few terms from the series. This is because in 
numerical calculations it is inefficient o add the full series. So we allow only a small number of 
coefficients anm to be different from zero. 
According to Jones [3], this is sufficient o ensure uniqueness for the modified integral equations 
in a finite range of wave numbers k. In practical applications, one is usually concerned with a 
finite range of k so this is not a serious draw back. For the case of the ellipsoid, when you increase 
the k, you get reasonable results, but we need a large amount of nodes to get good results. In 
order to use a large amount of nodes, we need a considerably high amount of CPU time. For 
all calculations, we used ALPHA 2100 (5/300 Mhz). The programs for the Bessel functions were 
taken from NSWC l ibrary of mathematics subroutines. 
From the above examples, we see that the error is effected by the boundary S, NINTI,  NINTE, 
boundary data, and k. 
The role of k is more significant for i l l-behaved boundary shapes. If we want to obtain more 
accuracy, we must increase the number of integration odes for calculating the Galerkin coef- 
ficients (Khj, hi). Here, we give some idea of the cost of calculating the Galerkin coefficients. 
When NINTI or NINTE are doubled, the CPU t ime increases about four times (see Table 18). 
Table 16. NDEG = 7, k -- 5, five terms from the series were added. 
NINTI,NINTE CPU Time (minutes) 
16,8 5:15 
16,16 21:34 
32,16 83:00 
Some of the increased cost comes from the complex number calculations, which is an intrinsic 
property of the Helmholtz equation. Furthermore any integration method is affected by k, due 
to the oscil latory behavior of the fundamental solution eikr/r. Also the CPU t ime depends on 
the number of terms added from the series. Calling subroutines from NSWC may have increased 
the CPU t ime further (see Table 19). 
As we see from the Table 19, the more terms you add the larger the CPU time, thus in order 
to remove a higher number of interior Neumann eigenvalues, we need a more powerful computer. 
Table 17. NINTI = 32, NINTE = 16, NDEG = 7, k ---- 5. 
Number of Terms For The Series CPU Time (hours) 
5 1:23 
10 4:37 
13 7:25 
REMARK. ALPHA 2100 (5/300 Mhz) computer system allows us to add up to 28 terms from the 
series, with NINTI  = 32, NINTE = 8. After 28 terms the system cannot handle the computation 
of the Bessel functions, and gives a floating overflow error. Furthermore, though we can add 
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28 terms with NINTI  = 32, NINTE = 8, the accuracy is not very good. Thus in order to 
obtain accurate results, for example similar to five terms from the series, we need to increase 
the integration odes. For this purpose, as mentioned above, we need a more powerful computer 
system. 
8. THE ACCURACY OF THE GALERKIN  
COEFF IC IENTS ON THE UNIT  SPHERE 
In here, we obtain the true Galerkin coefficients (Khj, hi) explicitly on the unit sphere, and 
compare it with the approximate Galerkin coefficients. This will give us an idea of the accuracy 
of the Galerkin coefficients which are effected by k and the integration odes. Let q E the unit 
sphere, with center at O and A is outside the unit sphere. From [21], we have for IA[ > 1, 
eikr -= ik E(2n  + 1)jn(k)h (1) (k IAl)pn(eos 0), (8.1) 
47rr 
n=0 
where r = IA -  ql, 0 is the angle formed by OA and Oq, and jn(z) and h(1)(z) are spherical 
Bessel and Hankel functions. That is 
V/~ (2 ) -1 /2  jn(z) = '~  Jn+l/2(z), 
h(nl)(z) : V/~ (2 ) -1 /2H(1)  [z ~ -~-  ~+1/2~ J" 
For the definitions of Jn+l/2, Hn+l/2 and related definitions see Section 2. To be consistent 
with (8.1), we rewrite the series x(A, q) in the following form: 
oo 
x(A,q) = ik E a~,~(2n + 1)h O) (k [A[) h(1)(k)pn(COSO), (8.2) 
n~0 
where a~m is coefficient (2.9) given in the previous sections. From (8.1) and (8.2) 
0 K#(A) : f -~¢ik E(2n  + 1)h (1) (k IAI) (jn(k)-Fanmh(1)(k)) #(q)pn(cosO)d(Tq, 
gs q ~=0 
where K is defined as in the first section. Thus, following the same argument as [7,22], we can 
obtain 
K#(p) = [-27rik 2 (yn(k)hn(k) +jn(k)htn(k)) + 27cik2anmh(1)(k)h(1)' (k)] #(p), (8.3) 
where p E S (when A coincides with p which is the intersection of OA and the circle). Let hi, hj 
be any two basis functions of spherical harmonics (see previous section). From (8.3) 
(Khi, hi) -- L [--27cik2 (J~n(k)hn(k) -Fjn(k)h~n(k)) ~- 27rik2anmh(1)(k)h(1)' (k)] (8.4) 
(hi, hi) 
where 
p~(cosO), } 
[cos + l hi = pW(cos0) Lsinm¢ j , m=0,...,n. 
And note that (Khi, hi) = 0, for all i and j. This also can be derived from the fact that K = 0 
on the sphere with a,~,~ chosen as in (2.9) (see [18]). Thus, the matrix formed by the Galerkin 
coefficients is a zero matrix on the sphere (see (8.4)). 
Let NINTI  and NINTE be defined as in the previous ection. The errors are printed in Table 18. 
Table 18. k = 1, error for the GMerkin coefficients on the unit sphere. 
NINTI,NINTE deg hi = 0 deg hi -~ 1 deg hi = 2 
8,4 4.0162949D - 03 5.33689177D - 16 3.91754193D - 15 
32,4 2.780836828D - 06 1.349255679D - 09 6.526628377D - 09 
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From Table 18, we see that if the integration odes are increased, the accuracy is much improved 
for deg hi = 0. For k = 10, we have similar accuracy. For deg hi = 1 and deg hi = 2, the accuracy 
is good at 8, 4: thus, when you increase the nodes, the rounding errors come into play and the 
results were slightly worse. 
From Table 19, we see that the accuracy of the Galerkin coefficients for NINTI  = 16 is poor 
for deg hi = 0 case. But for NINTI = 32, the accuracy is better for deg h~ -- 0. 
Table 19. k = 15, Error for the Galerkin coefficients on the unit sphere. 
NINTI,NINTE deg hi = 0 deg hi --- 1 deg hi -- 2 
16,4 1.260187315D - 01 3.15368378D - 13 2.3897378D - 12 
32,4 2.639917601D - 06 1.349253663D - 09 6.52665421D - 09 
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