This article provides a new proof of Barnett's Theorem giving the degree of the greatest common divisor of several univariate polynomials with coe cients in a eld by means of the rank of a well precised matrix. The new proof is elementary and self-contained (no use of Jordan Form or invariant factors) and it is based in some easy to state properties of Subresultants. Moreover this proof allows to generalize Barnett's results to the case when the considered polynomials have their coe cients in an integral domain.
Introduction
Let I F be a eld and fA(x); B 1 (x); : : :; B t (x)g a family of polynomials in I F x] with A(x) monic and n = deg(A(x)) > deg(B j (x)) for every j 2 f1; : : :; tg. Barnett Moreover, some Linear Algebra over the matrix giving the degree of the greatest common divisor, provides the coe cients of a greatest common divisor in I F x] for the polynomials A(x), B 1 (x), : : :, B t (x). Two proofs are proposed in 2] for the result concerning the degree of the greatest common divisor: the rst one uses the Jordan Form of A and the second one is based on a theorem introduced in 3] concerning the degree of the greatest common divisor of two invariant factors for two regular polynomial matrices. This paper is devoted to present a new proof of Barnett's Theorem which is more elementary than the proofs in 2] since it is self contained and it is based on a a few elementary facts in Linear Algebra and some, easy to prove, properties concerning polynomial determinants and Subresultants. Moreover our proof allows to generalize Barnett's results to the case where the considered polynomials have their coe cients in an integral domain.
The paper is divided in three parts. The rst one is devoted to present the concept of polynomialdeterminant, Subresultant and their relation with the Euclidean Remainders of two polynomials. The second one introduces the new proof of Barnett's Theorem (considering polynomials with coe cients in an integral domain) using only some elementary facts in Linear Algebra together with a result to be presented in the previous section relating Subresultants and Euclidean Remainders. Finally, last section shows how the technics introduced to prove Barnett's Theorem can be also used to get the greatest common divisor of the considered polynomials as presented in 2]. If the matrix is square then detpol( ) = det( ) . The coe cients of the usual matrices whose detpol it is going to be computed, will be the coe cients of some polynomials. This motivates the following de nition whose rst part generalizes the usual de niton of Sylvester matrix.
De nition 2. It is a general fact that the Subresultant polynomials associated to A and B are very close to the polynomials appearing in the sequence of Euclidean Remainders associated to A and B. We only shall be involved with a particular case of this property and the general case can be found in 11] or 13]. Next notion to be introduced is the pseudoremainder of two polynomials. : : u n a 0 a 1 : : : a n?1 . . . a 0 a 1 a n . . .
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Using such equality the polynomial meaning ot the lineal mapping e B( A ) ( = deg(B)) can be derived: gives inmediately that Im( e B( A )) P. Let H(x) be a polynomial in P and G(x) = H(x)=D(x). As D(x) is the greatest common divisor of A(x) and B(x) then there exist (x) and (x) in I F x] verifying:
De ning W(x) = (x)G(x) and multiplying the last equality by G(x) is obtained (note that deg(H(x)) < n):
Clearly the U(x) looked for must be de ned as:
This allows to conclude that Im( e B( A )) = P and:
as desired. The proof of the theorem for the general case will precise of the following two lemmas. The rst one provides an useful interpretation for the sum of the kernels of a nite number of linear mappings de ned by means of polynomials evaluated in the same matrix. Proof: The theorem will be proved by induction on t. Proposition 3.2 gives the proof of the theorem when t = 1 and it will be assumed the result true for every set of polynomials with cardinal strictly smaller than t. In the monic case, the relationship of the matrix B A (B 1 ; : : :; B t ) with a generalized resultant for more than two polynomials is in 6]. 4 The computation of the greatest common divisor of several univariate polynomials
In this section, it is studied how to compute the coe cients of a greatest common divisor of the polynomials A(x), A(x) = a 0 x n + a 1 x n?1 + : : : + a n?1 x + a n B j (x) = b j;1 x n?1 + : : :: : : + b j;n?1 x + b j;n j 2 f1; : : :; tg with a 0 6 = 0 and deg(B j (x)) n?1 for every j in f1; : : :; tg. Let The equations in (??) relating every i with i , the full rank condition in (? ? ?) and the fact that 1 , : : :, n?k are linearly indepedent allow to conclude that 1 , : : :, n?k are also linearly independent. The fact that the rank of the matrix, whose columns are the i 's, is equal to n ? k nishes the proof.
Next theorem shows how to use the columns of the matrix giving the degree of the greatest common divisor to obtain its coe cients. A(x) = a 0 x n + a 1 x n?1 + : : : + a n?1 x + a n 
This equality is the key that will allow to derive the matricial equality relating the d i 's with the h i;n?k 's, looked for. The proof will be made by induction on i and for sake of simplicity it is de ned h 0;n?k = 1. The equalities for d 0 Clearly the last theorem provides a method to determine the coe cients of the greatest common divisor once the h i;n?k 's have been computed. The complexity of the algorithm presented in this section to compute the greatest common divisor of several univariate polynomials has been studied in 10].
