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1. $\mathrm{I}\mathrm{N}\mathrm{T}\mathrm{R}\mathrm{O}\mathrm{D}\mathrm{U}\mathrm{G}\Gamma 1\mathrm{O}\mathrm{N}$ -BACKGROUND AND DERIVATION OF THE PROBLEM
If ( $\Omega,$ go) is a compact Riemannian surface then the normalized Ricci flow describes the evolution in
time of the metric $g=g(t)$ on $\Omega$ satisfyipg the initial condition $g(\mathrm{O})=g0$ . More precisely $g$ is given as
the solution of the problem
$\frac{\partial g}{\partial t}$ $=$ $(\tau-R)g$ , $t>0$ (1.1)
$g(0)$ $=$ $g_{0}$ , (1.2)
where $R=R(t)$ stands for the scalar curvature while $r=r.(i)$ represents the average $\mathrm{s}^{\backslash }\mathrm{c}\mathrm{d}\mathrm{a}\mathrm{r}$ curvature
which is given by the form
$\mathrm{r}(t)=\frac{\int_{\Omega}R(t)d\mu_{t}}{\int_{\Omega}d\mu_{t}}$ (1.3)
where $\mu=/\iota_{t}$ is the volume element. Due to Gauss-Bonnet’s theorem there holds
$\int_{\Omega}R(t)d\mu_{t}=4\pi\chi(\Omega)$ (1.4)
where $\chi(\Omega)$ stands for the Euler characteristic of the surface St and is given as $\chi(\Omega)=2-2k(\Omega)$ where
$k.(\Omega)$ is the genus of $\Omega$ , i.e. the. number of holes existing in the surface $\Omega$ . Now by (1.3), taking also into
account (1.4), we conclude that $r$ is independent of the metric $g$ and remains a constant in time since the
volume is preserved $\mathrm{a}\mathrm{J}\mathrm{o}\mathrm{n}\mathrm{g}$ the Ricci flow.
Let now suppose that $\Omega$ is a two-dimensional surface with positive scalar curvature, then by virtue of
(1.4) the hypothesis $R>0$ implies that $k(\Omega)=0$ an$\mathrm{d}$ uniformization theorem guarantees that
$\Omega=S^{2}$ and $g=e^{w}g_{0}$ ,
for a smooth function $w$ , where $g\mathit{0}$ is the standard metric on the two dimensional sphere $S^{2}$ . It is known,
see Lemma 5.3 in [8], that the scalar curvatures $R_{\mathit{9}}$ and $R_{\mathrm{O}}$ corresponding to metrics 9 and $g_{0}$ respectivelly
are related by
$R_{\mathit{9}}=e^{-w}(-\Delta w+R_{0})$ , (1.5)
where $\Delta=\Delta_{\mathit{9}0}$ . In view of (i.4)
$\int_{\wp}R_{\mathit{9}}d\mu_{\mathit{9}}=8\pi$ (1.6)
and setting $dx=d\mu_{\mathit{9}0}$ we obtain
$|’= \frac{8\pi}{\int_{S^{2}}d\mu_{\mathit{9}}}=\frac{8\pi}{\int_{S^{2}}e^{w}dx}$ . (1.7)
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Furhermore integrating (1.5) over $S^{2}$ we derive
$|S^{2}|R_{0}=8\pi$ . (1.8)
Now by pluging (1.5) into (1.1) and using (1.7), (1.8) we end up with the non-local equation
$\frac{\partial e^{w}}{\partial t}=\Delta\cdot \mathrm{t}v+8\pi(\frac{e^{u)}}{\int_{S^{2}}e^{w}dx}-\frac{1}{|S^{2}|})$ $x\in S^{2},$ $t>0$ (1.9)
describing the normalized Ricci flow in the two-dimensional sphere $S^{2}$ . Along with (1.9) the initial con-
dition
$w(x,0)=w_{0}(‘ x)$ $x\in S^{2}$ (1.10)
is considered.
The first attempt to be studied the long-time bebaviour of $g(t)$ was by Hamilton. He proved, see [13],
using also some $\mathrm{g}\infty \mathrm{m}\mathrm{e}\mathrm{t}\mathrm{r}i\dot{\mathrm{c}}$ arguments the following $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{v}\dot{\mathrm{e}}\mathrm{r}\mathrm{g}\mathrm{e}\mathrm{n}\mathrm{c}\mathrm{e}$ result
$g(t)arrow g_{\infty}$ in $C^{\infty}(S^{2})$ as $tarrow\infty$ , (1.11)
where $\mathit{9}\infty$ is a $\mathrm{s}.\mathrm{m}\infty \mathrm{t}\mathrm{h}$ metric on $S^{2}$ of constant $\mathrm{c}\mathrm{u}\mathrm{r}\mathrm{v}\mathrm{a}^{J},\mathrm{u}\mathrm{r}\mathrm{e}$, under the hypothesis $R>0$ , which eventually
removed by Chow, [7]. Hamilton’s proof is very complicated since it involves some geometric arguments,
like Harnack’s inequality for the scalar curvature, along with monotonicity of an awkward geometric
quantity called “entropy’‘ and soliton solutions of the Ricci flow. Bartz et $\mathrm{a}1,$ $[4]$ , gave a simpler proof
of (1.11) working on the equivaJent problem $(1.9)-(1.10)$ . Actually, they first proved the global-in-time
existence of solutions of problem $(1.1)-(1.2)$ and then the convergence result (1.11) based on a gradient
estimate of the form
$|\nabla_{S^{lu\prime}}|\leq C$, (1.12)
with $C$ depending only on $w_{0}$ . The proof of estimate (1.12) follows the lines of an rgument exisiting in
[23] and is based on the Harnack’s inequality for solutions of the Yamade flow although a more elementary
argument is used for the uniqueness of the asymptotic limit in [4].
Our aim is to study the global existence and long-time behaviour of the initial value non-local problem
$\frac{\Theta e^{u}’}{\partial t}$ $=$ $\Delta w+\lambda(\frac{e^{w}}{\int_{\Omega}e^{w}dx}-\frac{1}{|\Omega|})$ $x\in\Omega,$ $t>0$ (1.13)
$u|(x,0)$ $=$ $w_{0}(x)$ $x\in\Omega$ (1.14)
whrere A is a positive parameter and $\Omega$ is assumcd to be a two-dimensional $\mathrm{c}\mathrm{o}\mathrm{m}\dot{\mathrm{p}}\mathrm{a}\mathrm{c}\mathrm{t}$ Remannian surface
without boundary. Ibhng into account the above analysis, we might think of problem (1.13)-(1.14) as
desribing the normalized Ricci flow in a more general Remannian surface than the two-dimensional sphere
and coincides with $(1.9)-(1.10)$ for $\lambda=8\pi$ .
Under the change of variables $u=\lambda e^{w}$ and $t=\lambda^{-1}\tau$ problem (1.13)-(1.14) is transformed to
$u_{\tau}$ $=$ Alog $u+u- \frac{1}{|\Omega|}\int_{\Omega}udx,$ $x\in\Omega,$ $\tau>0$ (1.15)
$u(x,0)$ $=$ $u_{0}(x)=\lambda e^{w_{0}},$ $x\in\Omega$ , (1.16)
where
$\int_{\Omega}u(x,\tau)dx=\lambda$ , (1.17)
coming out by integration of equation (1.15) over $\Omega,$ . see $\mathrm{a}18\mathrm{O}$ next section.
In the next section we prove that the non-local perturbation term in (1.15) has a smoothing effect,
in fact for every $0<\lambda<\infty(1.17)$
’
permits the solution $u$ of (1.16)-(1.16) to remain positive for every
$0<t<\infty$ . Combining this result $\mathrm{w}$.lith an upper estimate which guarantees that $u$ remains also bounded
for every time, so logu term does, and we are able to prove the global-in-time existence of problem
(1.16)-(1.16) and hence of the equivaJent problem (1.13)-(1.14). Section 3 is devoted to the study of the
stability of problem $(1.15)-(1.16)$ . More precisely, for every $0<\lambda<8\pi$ using the Luapunov functional
of problem (1.13)-(1.14) we obtain a gradient estimate of the form (1.12) for $w$ and taking advantage of
the specid structure of the problem we finally prove that $w$ and hence’ $\mathrm{c}\iota$ converges to a steady state.
2
2. GLOBAL EXISTENCE
In this section we study the global-in-time existence of the problem
$u_{t}$ $=$ $\Delta\log u+u-\frac{1}{|\Omega|}\int_{\Omega}udx,$ $x\in\Omega,$ $0<t<T_{\max}$ , (2.1)
$u(x,0)$ $=$ $u_{0}(x),$ $x\in\Omega$ . (2.2)
For the initial data we assume that
$u_{0}(x)>0$ , i.e. $\min_{\Omega}u_{0}(x)\geq c>0$, with $u\mathrm{o}(x)\in L^{\infty}(\Omega)$ . (2.3)
Local existence of problem $(2.1)-(2.3)$ can be proved using some classical parabolic estimates exisiting in
[16].
By integrating equation (2.1) over $\Omega$ , taking also into account that $\Omega$ is compact manifold without
boundary, we derive the total mass conservation condition
$\int_{\Omega}u(x,t)dx=\int_{\Omega}\mathrm{u}_{0}(x)dx=\lambda$ , for $0\leq t\leq T_{\max}$ , (2.4)
(in case $T_{\max}=\infty\cdot(2.4)$ holds only for $0\leq t<\infty$ ) hence fnally problem $(2.1)-(2.2)$ becomes
$u_{t}$ $=$ $\Delta\log u+u-\frac{\lambda}{|\Omega|},$ $x\in\Omega,$ $0<t<T_{\max}$ , (2.5)
$u(x,0)$ $=$ $u_{0}(x),$ $x\in\Omega$ , (2.6)
where $\lambda>0$ is the parameter of the problem.
To prove global-in-time existence for the solution of the problem $(2.5)-(2.6)$ we use comparison techiques.
First we set without a proof a compariosn result will be used a lot in the following. Actually, using the
maximum principle holdlng in compact manifolds, see [2] page 130, it is not difficult to prove the $\mathrm{f}\mathrm{o}\mathrm{f}\mathrm{o}\mathrm{w}\acute{\dot{\mathrm{m}}}\mathrm{g}$
comparison result. For similar results, see also $[1, 9]$ .
Lemma 2.1. Let $\Omega$ be a compact Riemannian and $w\in C(\Omega \mathrm{x}[0, T])\cup C^{2,1}(\Omega \mathrm{x}(0,T\rangle)$, for some
$0<T<\infty$ , be a classical solution of
$w_{t}$ $\geq$ $\psi(x,t,w)\Delta w+f(w)$ , in $\Omega \mathrm{x}(0,T)$
$w(x,0)$ $=$ $w_{0}(x),$ $x\in\Omega$ ,
and let $z\in C(\Omega \mathrm{x}[0,T])\cup C^{2,1}(\Omega \mathrm{x}(0,T))$ , be a dassical solution of
$z_{t}$ $\leq$ $\psi(x,t,z)\Delta z+f(z)$ , in $\Omega \mathrm{x}(0,T)$ ,
$z(x,0)$ $=$ $\approx \mathrm{o}(x),$ $x\in\Omega’$ ,
where $\psi\in C^{2}(\Omega \mathrm{x}[0,T]\mathrm{x}[-N,N]),$ $N= \max(||w||_{\infty}, ||z||_{\infty})$ , Cb $\geq k>0$ for some constant $k>0$ , and
$f\in C^{3}(\mathrm{k})$ . If $w_{0}(x)\geq z_{0}(x)$ , then $w(x,t)\geq\sim’(x,t)$ in $\Omega \mathrm{x}[\mathrm{o},$ $\eta$ .
In the following we will need a Benilan-type estimate, i.e. an estimate of the form
$\frac{u_{t}(x,t)}{u(x,t)}\leq g(t)$ ,
which is provided by the following.
Proposition 2.2. Let $u\in C(\Omega \mathrm{x}[0,T])\cup C^{2,1}(\Omega \mathrm{x}(0,T))$ , for some $0<T.<\infty$ , be a solution of
$(l.\mathit{5})-(l.\mathit{6})$ then $u$ sattsfies
$\frac{u_{t}(x,t\rangle}{u(x,t)}.\leq\frac{e^{t}}{e^{t}-1}$ in $\Omega \mathrm{x}(\mathrm{o},\eta_{:}$ (2. $\cdot$7)
for every $\lambda>0$ . Moreover there exists a constant $C_{0}$ depending only on $||u_{\mathit{0}}(\cdot)||_{\infty}$ such that
$0<u(x,t)\leq C_{0}e^{t}:n\Omega \mathrm{x}[\mathrm{o},$ $\eta$ . (2.8)
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Proof. Let $v=\log u$ , then $v$ satisfies
$v_{t}$ $=$ $e^{-v} \Delta v+1-\frac{\lambda e^{-v}}{|\Omega|}$ , in $\Omega \mathrm{x}(0, T)$
$?)(x_{}, 0)$ $=$ $v_{0}(x)=\log(v_{0},(x,)),$ $x\in\Omega$ .
(2.9)
(2.10)
Differentiating now equation (2.5) with resPect to $t$ we obtain
$u_{tt}= \Delta(\frac{u_{t}}{u})+u_{t}$ , in $\Omega \mathrm{x}(0, T)$ ,
or equivalently, since $u(x, t)>0$ in $\Omega \mathrm{x}(0,T)$ ,
$\frac{u_{u}u-u_{t}^{2}}{u^{2}}=\frac{1}{u}\Delta(\frac{u_{1}}{u})+\frac{u_{t}}{u}-(\frac{u_{t}}{u})^{2}$ , iu $\Omega \mathrm{x}(0,T)$ ,
hence $p=u_{t}/u$ satisfies the initial value problem
$p_{t}=e^{-v}\Delta p+p-p^{2}$ , in $\Omega \mathrm{x}(0,T)$ , $p(x,0)=0$, $x\in\Omega$ . (2.11)
We consider
$q(x,t)=1+ \frac{1}{e^{t+C_{\delta}}-1}$ ,
where $C_{\delta}$ is a constant to be selected properly below, then it is easily verified that $q(x,t)$ satisfies the
equatipn of (2.11). By chossing
$C_{\delta}= \log(1+\frac{1}{|||p(\cdot,\delta)||_{\infty}-1|})\geq 0$,
we derive that $q(x,0)=1+1/(e^{C_{\delta}}-1)\geq p(x, \delta)$ and in view of Lemma 2.1 we obtain
$p(x,t+ \delta)\leq q(x,t)=1+\frac{1}{e^{t+C_{\delta-}}1}\leq 1+\frac{1}{e^{t}-1}$ in $\Omega \mathrm{x}(0,T]$ .
Taking the limit as $\deltaarrow 0$ , in the above relation, we get that
$\frac{u_{t}(x,t)}{\mathrm{u}(x,t)}=p(x,t)\leq\frac{e^{t}}{e^{1}-1}$ , in $\Omega \mathrm{x}(0,T]$ .
$l$
In order to obtain an estimate of the form (2.8) we try to construct an upper solution of problem $(2.5)-(2.6)$
or equivalently of problem $(2.9)-(2.10).$ ’ First we note that the solution of the problem
$V_{t}$ $=$ $e^{-V}\Delta V+1$ , in $\Omega,$ $\mathrm{x}(0,T)$ $(\dot{2}.12)$
$V(x,0)$ $=$ $v_{0}(x)=\log(u_{0}(x)),$ $x\in\Omega$ . (2.13)
is an upper solution to $(2.9)-(2.10)$ . Therefore, to obtain an estimate of the form (2.8) it is sufficient to
construct an upper solution to problern $(2.12),-(2.13)$ . It is easily verified that $z(x, t)=\log(C\mathit{0}e^{t})$ , where
$C_{0}=||u_{0}(\cdot)||_{\infty)}$ is an upper solution to problem (2.12)-(2.13) and so an upper solution to $(2.9)-(2.10)$ .
Hence
$v(x, t)\leq\log(C_{0}e^{t})$ in $\Omega \mathrm{x}[0,T]$ ,
which implies estimnate (2.8). $\square$
Remark 2.3. Fbom the definition of $C_{0}$ it is obvious that the constant $C$ in (2.8) is independent of the
par’ammeter $\lambda$ . Therefore, due to (2.8), which is a uniform estimate with respect to $\lambda$ , we conclude that
$u(x, t)$ remains bounded for every $0<t<\infty$ and for any $\lambda>0$ , but this is not enough to permit us
studying the long-time behaviour of $u$ for any $\lambda>0$ , see also Remark 2.8.
Remark 2.4. Relation (2.7), implies that the function $\mathrm{u}(x,t)/(e^{t}-1)$ is (monotone) decreasing as time $t$
increases to $T=T_{maae}$ . Indeed, using (2.7) we obtain
$( \frac{u(x,t)}{(e^{t}-,1)})_{t}=\frac{(\mathrm{u}_{t}(x,t)-u(x,t)e^{t}/(e^{t}-1))}{e^{t}.-1}\leq 0$ in $\Omega \mathrm{x}(0,T]$ . (2.14)
In the following we prove a monotonicity result with respect to $\mathrm{t}\mathrm{h}\mathrm{e}\langle \mathrm{p}\mathrm{a}\mathrm{r}\mathrm{a}\mathrm{m}\mathrm{e}\mathrm{t}\mathrm{e}\mathrm{r}\lambda,$m.ore precisely there
holds.
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Lemma 2.5. The solution of problem $(Z.\mathit{9})-(\mathit{2}.\mathit{1}\mathit{0})$ is decreasing with respect to $\lambda$ .
Proof. Let set $k(x, t)=-v_{\lambda}(x, t)$ , then by differentiating problem $(2.9)-(\mathit{2}.10)$ with respect to $\lambda$ we obtain
that $k$ satisfies
$k_{t}-e^{-v} \Delta k-(\Delta v+\frac{\lambda}{|\Omega|})e^{-\mathrm{t}\prime}k=\frac{e^{-v}}{|\Omega|}\geq 0$ in $\Omega \mathrm{x}(0, T)$
$k(x,0)=0,$ $x\in\Omega$ .
Since the function $(\Delta v+\mathrm{n}^{\lambda}\Omega)e^{-v}$ is bounded for a classical solution $v$ , using the maximum principle,
see $[1, 21]$ , we derive that $k\geq 0$ and so $v_{\lambda}\leq 0$ in $\Omega \mathrm{x}[0,T]$ . $\square$
The main result of this section is the following.
Theorem 2.6. Problem $(\mathit{2}.\mathit{5})-(\mathit{2}.\mathit{6})$ has a globd-in-time (classical) solution $\cdot u\in C(\Omega \mathrm{x}[0, \infty))\cup C^{2,1}(\Omega \mathrm{x}$
$(0, \infty)),$ $i.e$ . $T_{\max}=\infty$ , for every $\lambda>0$ .
Proof. Since (2.8) holds, in order to prove global-in-time existence of the solution $u(x,t,)$ , i.e. $T_{\max}=$
$T=\infty$ , it is sufficient to show that
$u(x,t)\geq C>0$ in $\Omega$ for any $t>0$ , (2.15)
where the constant $C$ might depend on time $t$ .
We assume that (2.15) holds only in $[0, T)$ for some $T<\infty$ and we will draw a contradiction. In the
folowing we prbceed as in [14], but pointing out now that the continuity of $\mathrm{u}(x,T)$ cannot be obtained
by Dini’s theorem. By virtue of Proposition 5.18 in [8] we obtain that
$|w_{t}|\leq C_{T}$, in $\Omega \mathrm{x}[0, T)$ (2.16)
or taking also into $u\infty \mathrm{u}\mathrm{n}\mathrm{t}(2.8)$ , the estimate
$|u_{t}|\leq C_{T}’$ in $\Omega \mathrm{x}[0,T)$ . (2.17)
Relation (2.17) first yields the existence of
$u(x,T)=u(x,t)+ \int_{t}^{T}u_{t}(x,s)ds$, $t\in(\mathrm{O},T)$ (2.18)
and then
$|u(x,T)-u(x’,T)|\leq|u(x,t)-u(x’,t)|+C_{T}’(T-t)$ .
Now by choosing $t_{0}(\epsilon)\in(0,T)$ such that $C(T-t_{0})<\epsilon/2$ and using also the fact that $xrightarrow u(x,t_{0})$ is
unifromly continuous iu (compact surface) $\Omega$ , We finally obtain,
for every $\epsilon>0$ there exists $\delta(\epsilon)>0$ $\mathrm{s}.\mathrm{t}$ . $|x-x’|<\delta\Rightarrow|u(x,T)-u(x’,T)|<\epsilon$,
thus $u(x, T)= \lim_{t\uparrow\tau u(x,t)}$ is (uniformly) continuous in $\Omega$ .
$u(x,t)\geq\epsilon_{1}>0$ , in $\Omega \mathrm{x}[0,\delta_{1}]$ . (2.19)
Also due to (2.3), (2.4) we have $\int_{\Omega}u(x,T)dx>0$ and since $u\in C(\Omega \mathrm{x}[0, T])$ , there exists $x_{0}\in\Omega$ and
constants $\epsilon_{2}>0_{)}0<\delta_{2}<T-\delta_{1}$ such that $\overline{B_{\delta_{l}}(x_{0})}\subset\Omega$ and
$u(x,t)\geq\epsilon_{2}>0$ , in $\overline{B_{\delta_{2}}(x_{0})}\cross[T-\delta_{2},T]$ . (2.20)
Using again (2.14) we derive
$u(x, \geq\frac{(e^{t}-1)u(x,T-\delta_{2})}{e^{T-\delta_{2}}-1}\geq\frac{(e^{\delta_{1}}-1)\epsilon_{2}}{e^{T-\delta_{9}}-1}>0$ in $\overline{B_{\delta_{2}}(x_{0})}\mathrm{x}[\delta_{1},T-\delta_{2}]$ . (2.2l)
Combining now ($2.19\rangle-(2.21)$ we obtain




Now we consider the problem
$\Delta\approx+e^{z}-\frac{\lambda}{|\Omega|}=0,$ $x\in\Omega_{\delta_{2},x_{0}}=\Omega\backslash B_{\delta_{2}}(x_{0})$ , (2.23)
$z=\log\epsilon_{3},$ $x\in\partial\Omega_{\delta x_{0}},.=\partial B_{\delta_{2}}(x\mathrm{o})$ . (2.24)
Using maximum $\mathrm{p}_{\mathrm{I}}\cdot \mathrm{i}\mathrm{n}\mathrm{c}\mathrm{i}\mathrm{p}\mathrm{l}\mathrm{e}$ arguments we can obtain that problem (2.23)-(2.24) has, for every $\lambda>0$ , a
minimal solution provided that 63 is sufficiently small. Also, using maximum principle, see for example
Lemma 1 page 519 in [10], for $\psi=\log\epsilon_{3}-z$ which $\mathrm{s}\mathrm{a}\mathrm{t}\mathrm{i}\dot{\mathrm{s}}\mathrm{f}\mathrm{i}\mathrm{e}\mathrm{s}$ the problem
$- \Delta\psi+\rho(x)\psi=\frac{\lambda}{|\Omega|}$ –C3 $\geq 0,$ $x\in\Omega_{\delta_{2,x_{0}}}$ ,
$\mathrm{C}\mathrm{b}=0,$ $x\in\partial\Omega_{\delta \mathrm{z},x_{0}}$ ,
with $\rho(x)=-e^{\mu\log e\mathrm{s}+(1-\mu)z(x)}\in L^{\infty}(\Omega_{\delta_{2,x_{0}}})$ and $\lambda\geq\epsilon_{3}|\Omega|$ we derive that Cb $\geq 0$ or equivalently
$z\leq\log\epsilon_{3}$ in $\Omega_{\delta_{l}}.x_{\mathrm{O}}$ . (2.25)
Taking into account (2.22) and (2.25) we have
$z_{l}-e^{-z} \Delta z-1+\frac{\lambda e^{-z}}{|\Omega|}=0=v_{t}$. $-e^{-v} \Delta v-1+\frac{\lambda e^{-v}}{|\Omega|},$ $(x,t)\in\Omega_{\delta_{2}},x_{0}\mathrm{x}[0, T]$ ,
$z(x,t)\leq\log\epsilon_{3}\leq v(x,t),$ $(x, t)\in\partial\Omega_{\delta_{2},x_{0}}\mathrm{x}[0,T]$
$z(x, \mathrm{O})\leq\log\epsilon_{3}\leq v(x,0),$ $\prime x\in\Omega_{\delta_{2l_{0}}}$,
for every $\lambda\geq\epsilon_{3}|\Omega|$ and $\epsilon_{3}>0$ sufficiently small. Therefore in view of Lemma 2.5 we obtain that
$v(x,t)\geq z(x\rangle$
$\geq m=\min_{\Omega_{\delta_{2,\mathrm{Q}}}}.z(x)>-\infty$ in $\Omega s_{\mathrm{a},x_{0}}\mathrm{x}[0,T]$ ,
or
$u(x, t)\geq e^{m}>0$ in $\Omega_{\delta_{l^{l_{0}}}},\mathrm{x}[0,T]$ , (2.26)
for every $\lambda>0$ and $0<\epsilon_{3}$ sufficiently small.
Combining (2.22) and (2.26) we derive
$u(x,t) \geq C=C(T):=\min\{\epsilon_{3}, e^{m}\}>0$ in $\Omega \mathrm{x}[0,T]$ . (2.27)
Since now $u(x,T)>0$ in $\Omega$ , by the same arguments as above we obtain a classical solution $\tilde{u}(x, t)$
but with initial data $u(x, T)$ in $\Omega \mathrm{x}[0, \delta]$ for some $\delta>0$ . Then by defining $u(x, t.)=\tilde{u}(x,, t-T)$ for
$(x, t)\in\Omega \mathrm{x}[T, T+\delta]$ we extend $u(x, t)$ to a classical solution, with initial data $u_{0}(x)$ , in $\Omega \mathrm{x}[T, T+\delta]$ ,
but this contradicts the fact that $T=T_{\mathrm{n}ax},<\infty$ . This co.mpletes the proof. $\square$
Remark 2.7. By rela.tion (3.4) we conclude that the lower bound in (2.15) is not uniform with respect to
time, i.e. the constant $C$ depends on $t$ .
Remark 2.8. Although by Theorem 2.6 we obtain $\mathrm{g}\mathrm{I}\mathrm{o}\mathrm{b}\mathrm{a}\mathrm{l}$-in-time existence of problem $(2.5)-(2.6)$ for every
$\lambda>0$ , we can study the long-time behaviour of the corresponding solution only for $0<\lambda<8\pi$ . This
due to the fact that only for this range of $\lambda$ we can obtain a uniform $H^{1}(\Omega)$-bound by Fontana.Moaer $\mathrm{s}$
inequality, see also section 3.
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3. STABILITY
In this section we study the stability of the corresponding to $(2.5)-(2.6)$ steady-state problem. By
making the substitution $u=\lambda e^{w}$ , problem $(\mathit{2}.5)-(2.6)$ is transfomed to
$\frac{\partial e^{w}}{\partial\tau}=\Delta w+\lambda(\frac{e^{w}}{\int_{\Omega}e^{w}}-\frac{1}{|\Omega|})$ (3.1)
$w(x, 0)= \log\frac{u_{0}(x)}{\lambda}$ , (3.2)
where also has been used the time-scaling $\tau=\lambda^{-1}t$ as well as that
$\int_{\Omega}e^{w(x,t)}dx=\frac{1}{\lambda}\int_{\Omega}u(x,t)dx=1$ (3.3)
(in the following, for the sake of simplicity.we use $t$ instead of $\tau$); then the corresponding steady-state
problem takes the form
$\Delta\phi+\lambda(\frac{e^{\phi}}{\int_{\Omega}e^{\phi d_{X}}}-\frac{1}{|\Omega|})=0$ . (3.4)
We consider the functional
$J_{\lambda}(w)= \frac{1}{2}||\nabla w||_{2}^{2}-\lambda\{\log\int_{\Omega}e^{w}dx-\frac{1}{|\Omega|}\int_{\Omega}wdx\}.$ .
Using the fact that $\Omega$ is compact Riemannian manifold it is easily seen that the semiflow defined by the
solution of $(3.1)-(3.2)$ is gradient-like in $X=H^{1}(\Omega)$ in the senc.$\mathrm{e}$ that
$\int_{0}^{t}||e^{w/2}w_{\mathrm{t}}||_{2}^{2}ds=J_{\lambda}(w_{0})-J_{\lambda}(w(x,t))$ for every $t>0$ , (3.5)
i.e. $J_{\lambda}(w)$ is a Luapunov functional of this semiflow.
We also note that the functional $J_{\lambda}(w)$ \v{c}an be $\mathrm{w}\iota\cdot \mathrm{i}\mathrm{t}\mathrm{t}\mathrm{e}\mathrm{n}$ in the form
$J_{\lambda}(w)= \frac{1}{2}||\nabla(w-\hat{w})||_{2}^{2}-\lambda\{\log\int_{\Omega}e^{w-\hat{w}}dx\}$ ,
where $\hat{w}(t)=\hat{w}=\mathrm{T}^{1}\varpi\int_{\Omega}w(x, t)dx$. Applying Moser-Fontana’s inequality, see [11], in the preceding
relation we obtain due to (3.5)
$J_{\lambda}(w_{0})$
.
$\geq J_{\lambda}(w)’\geq\frac{1}{2}(1-\frac{\lambda}{8\pi})||\nabla w||_{2}^{2}+\lambda(\log|\Omega|-1)$ (3.6)
or
$\frac{1}{2}(1-\frac{\lambda}{8\pi})||\nabla u’||_{2}^{2}\leq J_{\lambda}(w_{0})+\lambda(\mathrm{i}-\log|\Omega|)$ .
The latter, for $0<\lambda<8\pi$ , due to Poincare-Wirtinger’s inequality, yields that
$||w||_{H^{1}(\Omega)}\leq C=C(w_{0}, \lambda, |\Omega|)<\infty$ (3.7)









since the constant $C_{1}$ does not depend on time $t$ .
Now for $1<q<2$ by H\"older’s inequality we have
$\int_{\Omega}c^{qw}|w_{t}|^{q}dx\leq(\int_{\Omega}e^{w}w_{t}^{2}dx)^{q/2}(\int_{\Omega}e^{qw/(2-q)}dx)^{(2-q)/2}$ , (3.10)
while using Gilbaxg-Rudinger’s $\mathrm{i}\mathrm{n}\mathrm{e}\mathrm{q}\mathrm{u}\mathrm{a}\mathrm{l}\mathrm{i}\mathrm{t}\mathrm{y},[12]$ , since (3.7) holds, along with Young’s inequality we derive
that
$\int_{\Omega}e^{\beta w}d,x\leq,$
$C_{3}|\Omega|e^{\overline{\beta}||w||_{H^{1}}}<\infty$ for every $\beta>0$ (3.11)
and using $(3.9)-(3.11)$ we end up with
$\int_{0}^{\infty}$
.
$|| \frac{\partial^{w}(j}{\theta t}||_{q}^{2}ds<\infty$. (3.12)
Let now consider the $\omega$-limit set for problem $(3.1)-(3.2)$ ,
$\omega(w_{0}):=$ { $\psi\in C^{2}(\Omega)$ : there exists $t_{n}arrow\infty \mathrm{s}.\mathrm{t}$. $||w(\cdot,t_{\mathrm{n}};u_{0})-\psi(\cdot)||_{C(\Omega)},arrow 0$}
and setting
$E:=\{\emptyset\in C^{2}(\Omega)$ : $\phi$ satisfies (3.4) and $\int_{\Omega}e^{\phi}=1\}$ ,
then the following result holds.
Proposition 3.1. For every $w_{0}\in H^{2}(\Omega)$ and $0<\lambda<8\pi$ there holds ($v(w_{0})\neq\emptyset$ and $\omega(w_{0})-\subset E$ .
Proof. Due to (3.7) there exists a sequence $t_{n}\uparrow\infty$ with $t_{n+1}\geq t_{\mathfrak{n}}+\delta$, for some $\delta>0$ (tsking a
subsequence if it is necessary) and $w_{\infty}\in H^{1}(\Omega)$ such that
$w(\cdot,i_{n})arrow w_{\infty}(\cdot)$ .as $narrow\infty$ in $H^{1}(\Omega)$ . (3.13)
Moreover due to (3.12) we have
$\lim_{narrow\infty}\int_{t_{\mathfrak{n}}}^{t_{\mathfrak{n}}+\delta}||\frac{\partial e^{w}}{\Re}||_{q}^{2}ds=0$,
and so there should be some sequence $t_{n}\sim\in(t_{n},t_{n}+\delta)$ such that
$|| \frac{\partial e^{w}(\cdot,\overline{t}_{1\iota})}{\theta t}||_{q}arrow 0$ as $narrow\infty$ . (3.14)
Relation (3.13), $\mathrm{a}$.llong with (3.11), yields
$e^{w(,\overline{t}_{\mathfrak{n}})}arrow e^{w(\cdot)}\infty$ in $L^{1}(\Omega)$ as $narrow\infty$ (3.15)
and
$e^{w(\cdot,\overline{t}_{n})}arrow e^{w(\cdot)}\infty$ in $L^{2}(\Omega)$ as $narrow\infty$ (3.16)
Going back to problem $(3.1)-(3.2)$ we can prove that $||\Delta w(\cdot,t_{n})||_{q}1\sim<\infty$. Indeed, using (3.11) and (3.14)
we obtain via equation (3.1)
$(. \int_{\Omega}|\Delta u’(x,t_{n})|^{q}\sim dx)^{1/q}\leq(\int_{\Omega}|\frac{\partial e^{w(x,\overline{t}_{n})}}{\partial t}|^{q}dx)^{1/q}+(\int_{\Omega}\lambda^{q}|\mathrm{e}^{w(x,\overline{t}_{\mathrm{n}}\rangle}-\frac{1}{|\Omega|}|^{q}dx)^{1/\mathit{0}}<\infty$, (3.17)
where constant $K$ is independent of $n$, recaling that $\int_{\Omega}e^{w(p;\overline{\mathrm{t}}_{\hslash})}$ dr $=1$ , hence $w(\cdot,t_{n})\sim\in W^{2,q}(\Omega)$ for
$1<q<2$ . Using Morrey’s embedding for compact manifolds, see Theorem 2.20 in [2], we derive that.
$w(\cdot,t_{n})\sim\in C^{\gamma}(\Omega)$ for some $0<\gamma<1$ . IFVrthermore, via the parabolic regtarity we obtain that $w(\cdot,t)\in$
$C^{2+?}(\Omega)$ for $t\in(t_{n’}\sim+\tau_{1},t_{n}\sim+\tau_{2})$ and $||w||_{G^{2+\gamma}}<K_{1}<\infty$ for some $0<\tau_{1}<\tau_{2}$ .
Therefore there exists a sequence $\tau_{n}\in(t_{\mathfrak{n}}\sim+\tau_{1)}t_{\iota}\sim,+\tau_{2})$ such that
$w(\cdot,\tau_{n})arrow w_{\infty}$ as $narrow\infty$ in $C^{2+\gamma}(\Omega)$ .
Then passing through the sequence $\tau_{n}$ to the limit of (3.1), taking ako into account $(3.15)-(3.16)$ , we
derive that $w_{\infty}$ is claesica! solution to problem (3.1), hence the desired result. $\square$
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Remark 3.2. Using the center manifold theory we can show
for any $t_{k}\uparrow\infty$ there exists $\{t_{k}’\}\subset\{t_{k}\}$ $\mathrm{s}.\mathrm{t}$ . $w(\cdot 4t_{k}’)arrow w_{\infty}\in E$ in $C^{2+\theta}(\Omega),$ $0<\theta<1$ ,
which implies the compactness of each orbit and hence $\omega(w_{0})$ is a compact connected set.
Remark 3.3. The hypothesis $w_{0}\in H^{2}(\Omega)$ , via Sobolev’s imbedding gaurantees that $u_{0}$’ is bounded and
so $u_{0}$ is, hence we have the $\mathrm{s}\mathrm{u}\mathrm{f}\mathrm{I}\mathrm{i}\mathrm{c}\mathrm{i}\mathrm{e}\mathrm{n}\mathrm{t}$ regtilarity assiuned in relation (2.3).
Using (2.16) we can prove that
$\int_{\Omega}e^{qw}|w_{t}|^{q}dxarrow 0$ as $tarrow\infty$ (3.18)
for $1<q<2$ .
In fact (2.16) yields the estimate
$w_{\mathrm{t}}(x, t)\geq$ $Ce^{r\ell}$ in Sl $\mathrm{x}[0, \infty)$ (3.19)
where $r= \acute{\lambda}/\int_{\Omega}e^{w}dx=\lambda$ , see [8].
Differentiating (3.1) with respect to $t$ , then taking the dual product with $w_{t}$ yields that
$\frac{d}{dt}\int_{\Omega}e^{w}w_{t}^{2}dx+\int_{\Omega}|\nabla w_{\mathrm{t}}|^{2}dx=\lambda\int_{\Omega}e^{w}w_{t}^{2}dx+\int_{\Omega}e^{w}w_{t}w_{u}dx$
and using again equation (3.1) we end up with
$\frac{d}{dt}\int_{\Omega}e^{w}w_{t}^{2}d\prime x+2\int_{\Omega}|\nabla w_{t}|^{2}dx=2\lambda\int_{\Omega}e^{w}w_{t}^{2}dx-\int_{\Omega}e^{w}w_{t}^{3}dx$ . (3.20)
$\mathrm{B}\epsilon \mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}(3.20)$ by virtue of (3.19) takes the form
$\frac{d}{dt}\int_{\Omega}e^{w}w_{t}^{2}dx\leq(\mathit{2}\lambda-Ce^{\lambda l})\int_{\Omega}e^{w}w_{\mathrm{t}}^{2}dx\leq-C_{\delta}\int_{\Omega}e^{w}w_{t}^{2}dx$ , $t\geq\delta$
for some postive constant $C_{\delta}$ depending on $\delta$, which implies
$\int_{\Omega}e^{w}u_{t}^{2}’ dxarrow 0$ as $tarrow\infty$ ,
and. hence
$\int_{\Omega}e^{qw}|w_{t}|^{q}dxarrow 0$ as $tarrow\infty$
for $1<q<2$ .
But relation (3.17) in view of (3.11) and (3.18) yields that $u’(\cdot,i)\in H^{q}(\Omega),$ $1<q<2$ , and due to
Sobolev embedding for $N=2$ we obtain $w(\cdot,t)\in L^{\infty}(\Omega)$ . Therefore the positive orbit $\gamma^{+}(w_{0})$ is uniformly
bounded and in the case where the steady state set $E$ is discrete we have that the time-dependent solution
$w(x,t)$ tends to a steady-state solution, see also Remark 3.2. Hence the following holds.
Theorem 3.4. For $eve\eta w_{0}\in H^{2}(\Omega)$ sahhing (3.19) and $0<\lambda<8\pi$ the solution of $(\mathit{3}.\mathit{1})-(S.\mathit{2})$
converges in $C^{2}(\Omega)$ to a steady state, $i.e$. a solution of problem (S.4), under the hypothesis that $E$ is
discrete.
Considering now initial data $w_{0}$ which is an upper solution of the steady-state problem (3.4), i.e.
$\Delta w_{0}+\lambda$ ( $\frac{e^{w_{0}}}{\int_{\Omega}e^{w_{0}}dx}-\frac{1}{|\Omega|})\leq 0$ (3.21)
we can prove that $w(x,t)$ converges towards to a steady state. In fact, under hypothesis (3.21) we can
prove the following monotonicity result which is a key-result for the study of the asymptotic behaviour
of $w(x,t)$ .
Lemma 3.5. The solution $w(x,t)$ of (S. $\mathit{1}$)$-(S.\mathit{2})$ is nonincreasing in time for every $x\in\Omega$ .
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for $\nu=\mathrm{u}|t$ . Due to (3.21) we also have that
$\nu(x, 0)=w_{t}(x, 0)\leq 0$ . (3.23)
Applying now the maximum principle, see [1], to problem (3.22)-(3.23) we derive the desired result. $\square$
Now we are ready to prove the main result of this section.
Theorem 3.6. For every $\mathrm{u}_{\mathit{0}}’\in H^{2}(\Omega)$ satisMng (S.21) and $0<\lambda<8\pi$ the solution of, $(S.\mathit{1})arrow(S.l)$
convetge.$s$ in $C^{2}(\Omega)$ to a steady state, $i.e$ . a solution of problem (3.4).
Proof. Following the same steps as in the proof of Proposition 3.1 we can find a $\dot{\mathrm{s}}$equence $t_{n}arrow\infty$ such
that
$w(\cdot,t_{n})arrow w_{\infty}$ as $narrow\infty$ in $c^{2+\gamma},(\Omega)$
where $w_{\infty}$ is a steady-state solution. In view of Lemma 3.5 we conclude that
$w(\cdot,t)arrow w_{\infty}$ as $tarrow\infty$ pointwise in $\Omega$ , (3.24)
which implies that the orbit $\gamma^{+}(w_{0})$ is uniformly bounded in $L^{\infty}(\Omega)$ and consequently the desired result,
i.e.
$w(\cdot,t).arrow w_{\infty}$ . as $tarrow\infty$ in $C^{2}(\Omega)$ .
Otherwise there should be a sequence $t_{n}arrow\infty$ and $w_{1}\in C^{2}(\Omega),$ $w_{1}\neq w_{\infty}$ . such that
$w(\cdot,t_{n})arrow w_{1}$ as $narrow\infty$ in $C^{2}(\Omega)$ ,
and hence
$w(\cdot,t_{n})arrow w_{1}$ as $narrow\infty$ in $L^{\infty}(\Omega)$ ,
which contradicts (3.24). $\square$
Remark 3.7. For the two dimensional sphere $\Omega=S^{2}$ , it is proven, [8, 6, 17], by using an Onoki-Hong
type inequality, that problem (3.4) for $0<\lambda<8\pi$ has only the trivial solution in
$H^{1}(\Omega):=\circ\{\phi\in H^{1}(\Omega.)$ : $\int_{\Omega}\phi dx=0^{\cdot}\}$ ,
The same holds for two-dimensional torus $\mathrm{T}^{2}=\mathbb{R}^{2}/a\mathrm{Z}\mathrm{x}b\mathrm{Z}$ where $\frac{b}{a}\geq\frac{2}{\pi}$ , see [18], again for the
parameter-range $(0,8\pi)$ . Therefore, in view of Theorem 3.4 we derive
$w(\cdot,t)arrow \mathrm{O}$ as $tarrow\infty$ uniformly in $H^{1}(\Omega)\circ$ ,
for $\Omega=S^{2};^{\mathrm{I}^{2}}$ .
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