Automatic assessment of image quality in accordance with the human visual system (HVS) finds application in various image processing tasks. In the last decade, a substantial proliferation in image quality assessment (IQA) based on structural similarity has been observed. The structural information estimation includes statistical values (mean, variance, and correlation), gradient information, Harris response and singular values. In this paper, we propose a multiscale image quality metric which exploits the properties of Singular Value Decomposition (SVD) to get approximate pyramid structure for its use in IQA. The proposed multiscale metric has been extensively evaluated in the LIVE database and CSIQ database. Experiments have been carried out on the effective number of scales used as well as on the effective proportion of different scales required for the metric. The proposed metric achieves competitive performance with the structural similarity based state-of-the-art methods.
INTRODUCTION
Image quality assessment algorithms are developed to find a common ground between the human perception and machine's evaluation of image quality. These algorithms aim to develop metrics that will be able to replace the subjective evaluation of images by human observers. However, subjective assessment is time consuming as well as expensive and it cannot be utilized in real time. On the contrary, objective image quality metrics are able to predict quality automatically. Automatic evaluation of the perceived image quality finds application for parameter tuning and benchmarking in various image processing related areas such as image acquisition, image compression, image fusion, image watermarking, image restoration and enhancement. In all of these applications above, human perception of the visible distortions acted as a measure of image quality. Any metric developed for image quality assessment is therefore subjected to test of its correlation with human perception. The better the correlation, the better the metric. The state-of-the-art IQA algorithms are of three types: Full Reference (FR), Reduced Reference (RR) and No Reference (NR). These names are according to the availability of the original/reference image with which the sample image is compared to. For FR, the original high quality image is available. In case of RR, partial information about the original is given and NR algorithms do not need any reference image. Under FR, the current state-of-the-art algorithms explore the structural similarity between the images to predict the image quality. In this paper, a new approach based on multiscale SVD filter is proposed to determine FR image quality. At first, by using the SVD filter, approximate descriptions of the original and distorted images are obtained in different scales. After this, the structural similarity between two pyramidal structures is calculated to get the final value of the metric. The method being multiscale in nature, the optimum number of scales has been decided experimentally. Also, the relative contributions of the scales in shaping the metric is crucial and this problem has been analyzed experimentally.
The rest of the paper is arranged as follows. Earlier works related with the proposed method are discussed in section 2. Section 3 covers the details about the proposed method. The experimental results are discussed in section 4. Section 5 concludes the paper.
RELATED WORKS
The state-of-the-art metrics for finding structural similarity are discussed in this section.
Structural Similarity based IQA Metrics
Structural SIMilarity index (SSIM) was proposed by Wang et al. [1] . This is the basic metric which introduced the concept of structural similarity. Various modifications and enhancements have followed this metric [2, 3] thereby increasing its effectiveness. Structural Similarity based metric work under the assumption that HVS, in course of time, has developed the capability to derive the structural information from a scene. The pixels in a natural image have strong spatial dependencies carrying continuous structures in it. Considering the corresponding blocks from two images, the internal dependencies of the blocks can be analyzed. In [1] , luminance, contrast and structure comparisons in a moving window/block are used to explore pixel interdependence to get the quality. Let 1 and 2 be two grayscale images to be compared and ( 1 , 1 ) be any pixel location selected from both of the images. Also, let 1 and 2 be two blocks of size × selected from 1 and 2 respectively and convolved with Gaussian filter [1] , considering ( 1 , 1 ) as the center. A luminance comparison image is formed such that ( 1 , 1 ) can be calculated as
Here 1 and 2 denote the mean values of the blocks 1 and 2 respectively and 1 is a constant. Also a contrast comparison image and a structure comparison image are calculated as
Here, 1 and 1 denote the standard deviation of the blocks 1 and 2 respectively with 12 as their correlation coefficient. 1 , 2 and 3 are constants included to avoid any instability caused when the denominator is very close to zero. The SSIM index map between 1 and 2 is defined as
Here, , and are the weights of the luminance, contrast and structure comparison images respectively. The mean of the SSIM index map is used as the similarity measure for the two images. The metric holds the property of being symmetric, being bounded by the upper limit 1 and is equal to 1 iff 1 = 2 which is referred as Unique Maximum [1] . The blocks extracted are overlapping ones and the border of the index map (depending on and ) is excluded while calculating the mean. Further details about SSIM are given in [1] . Gradient-based Structural SIMilarity metric (GSSIM) [3] is similar to finding SSIM, with the only difference that SSIM is calculated between the gradient images obtained from the distorted and high quality images.
SVD based Approach for Structural Similarity
Singular Value Decomposition [4] is a way of factoring matrices into a series of linear approximations that expose the underlying structure of the matrix. Let be a real (complex) matrix of order × . The singular value decomposition (SVD) of is the factorization 
If there are total number of non-overlapping blocks of size × , M-SVD can be defined as
Here is the median of distances obtained from each block. This metric is symmetric and unbounded. This method provided good results for different distortion types [5] .
Multiscale SSIM
MSSSIM was proposed by Wang et al. in [2] . SSIM, which is a single scale method, was modified to multiscale, so that the viewing distance and display resolution which affect human perception, can be embedded in MSSSIM. Also, a method to find the proportion in which different scales affect the human perception was introduced in this paper. The distorted and original images are iteratively downsampled by a factor of 2. From the downsampled image, at each iteration , the contrast and the structure comparison images and are calculated as mentioned in section 2.1. The luminance comparison image is calculated at the final iteration only. Let the scale of original image be denoted by 1 and the highest scale be . If mean of the luminance comparison image at scale is and those of contrast and structure comparison images at scale are and respectively, the MSSSIM is defined as
Here, , and are relative proportions of importance in each scale. For MSSSIM, = = is considered and their values were determined experimentally. For scales, weights were used. Also, ∑ =1 = 1 was maintained for normalization of the parameters across all scales.
PROPOSED METHOD

SVD based filter
Let be a matrix with and as the columns of its singular vectors and respectively. Then, the SVD of , given by Eqn. 5, can also be represented in truncated form as
where are the diagonal elements of and ≤ ( , ) is the rank of matrix . From Eqn. 9, it is clear that any matrix can be represented as a linear combination of the basis ( ). It is also obvious that the basis depends on the matrix which makes SVD a unique representation of its own kind. The largest singular value captures almost only signal information whereas the smallest ones contain almost only noise [6] . Therefore, the representation of the matrix corresponding to largest singular value is nothing but the approximate version of the original matrix with less noise.
Being inspired with this idea, an SVD based approximate filter which also has a pyramid structure is explored in this paper. The computation of SVD based filter corresponds to the following steps. 
The feature vector is constructed with the help of first column vector of 1 which corresponds to largest singular value of 1 . Therefore, it represents the approximate version (say ) of matrix . is obtained by simply stacking feature vector into an array with raster-scan manner. The size of is /2 × /2 since the length of is /4. Hence, the approximate version is the approximate downsampled version of [6] . The above procedure is applied repeatedly on approximate version to realize the pyramid structure till desired level, each of which is called scale. Figure 1 shows the pyramid structure obtained by SVD based approximate filter. The image of scale 1 represents the original image and image of scale 2 is the downsampled filtered version of the original. Images of scale 3 and 4 are obtained by applying the SVD filter recursively on the image of scale 2.
IQA metric using SVD based filter
In the proposed method, a pair of original and distorted images is subjected to the SVD filter iteratively for scales. So luminance comparison image is calculated in the final scale only and therefore its mean ( ) is obtained at scale only. Thus, there are two types of blocks involved. The downsampling process involving SVD based filter uses block size 2×2 whereas the contrast, structure and luminance comparison images are calculated with block size 11×11. The final metric is then calculated according to Eqn. 8. Henceforth, the metric is named as SVD Filter based Similarity Index (SFIndex). SFIndex, therefore inherits the property of being bounded, symmetric and having unique maximum, from MSSSIM, unlike the other SVD based IQA metric M-SVD. The maximum value taken by SFIndex is 1 and that is obtained for a perfect match with the reference/original image. As the quality of the distorted image goes down, SFIndex decreases.
EXPERIMENTAL RESULTS
The experiments have been carried out in two databases using different number of scales for the image decomposition. Also, interesting test results are found by varying the relative importance of different scales in building the metric. A comparative study of the proposed metric with the traditional and state-of-the-art methods has been made to strengthen the analysis.
Databases Involved and Performance Measures
The experiments have been carried out in the LIVE database [7, 8] and CSIQ Database [9] . LIVE database consists of 982 images (including hidden reference images). There are 29 original high quality images and they were distorted using the five techniques: JPEG2000 compression (JPEG2K), JPEG compression (JPEG), White Noise (Wh.Noise), Gaussian Blur (Blur) and transmission over a simulated fast-fading Rayleigh Channel (Fastfading). CSIQ Database has 30 high quality original images. 6 types of distortion techniques were applied at 4-5 different levels. 
Effect of using Different Number of Scales
The proposed method is a multiscale method. Therefore, the number scales (Sc) needs to be determined. For this purpose, the relative importance of scales or weights are kept constant for 5 scales and these weights are given in [2] . Since we are varying the number of scales from 2 to 5 here, the weights should be normalized. For ∈ [2, 3, 4, 5] scales, first weights are chosen out of 5 and normalized by dividing each of them with their sum-total upto weights. The results for different types of distortions in LIVE Database are summarized in Table 1 . As observed from the results, the choice of 5 scales is not optimum for all distortions. In LIVE database, for less scales, better performance of the SFIndex is achieved for JPEG2K, JPEG and Wh.Noise. As the number of scales are increased, finer details are lost more. But finer details are suppressed to a larger extent than coarse scales for these image coding techniques [2] ; hence more scales may not contribute for the better performance of the metric. Since, the SVD based filter selects the eigenvector corresponding to the largest singular value, most of the noise get filtered out in the process. The more the number of scales, the higher is the reduction of noise. And therefore, for JPEG2K, JPEG and WN, the approximate images are more similar at higher scales. For Blur and Fastfading, best results are obtained by using more scales. These distortions affect the finer scales but due to frequency spreading imposed by them, lower frequency components are affected as well. Hence, at larger scales, the images look dissimilar and higher scales contribute in the better performance of the metric. So, best of the metric is brought out at higher scales for Blur and Fastfading. The test results for different scales in CSIQ database is given in Table 2 . We observe that for images in CSIQ database, a similar trend is followed by the metric for JPEG. Also AWGN and APGN are random noises and hence the metric performs better at lower scales for them. Blur is best perceived at higher scales. However, for global contrast decrement the performance across different number of scales is quite similar.
Effect of using Different Set of Weights across the Scales
The trend of the values of relative importance of scales or weights as mentioned in [2] is similar to a bell shaped curve which implies that the weights may be modeled using a Gaussian/Normal distribution. This fact inspired us to use normally distributed weights as a measure of the relative importance across scales. The results for LIVE database reported in the Table 3 represent the scores for normalized uniform weights across all scales as well as for the weights according to Gaussian distributions with variance 2 ranging from 1 to 5. As the variance of the weights increases, the weights become more uniform. Therefore, the evaluations of SFIndex with normalized uniform weights and with variance 5 are similar. In LIVE database, except for images having Gaussian Blur as distortion, the correlation (both LCC and SROCC) increases as 2 is increased. Only for the Gaussian Blur, a significant improvement is observed for small variance (= 1) of weights. Similar phenomena is observed with our experiments in CSIQ database. These experiments, therefore in- dicate that the images having blur are handled in a different fashion by the HVS. For blur, the maximum impact and best performance come from the scales at the higher range.
Comparative Study
A comparative study of the proposed method with other methods is presented here. The proposed method is compared against 5 well-known methods used to find structural similarity: Peak Signal-to Noise Ratio (PSNR), SSIM [1] , GSSIM [3] , MSSSIM [2] , Harris Response Quality Measure(HRQM) [10] and M-SVD [5] . The LCC scores for 5 types of metrics and different types of distortions are presented for LIVE database in Table 5 . For, individual distortions, SFIndex has been calculated with 5 scales and weights with 2 = 5 except for Gaussian Blur where weights are with variance 2 = 1. The parameter is chosen according to the best performance of SFIndex with individual distortion types. The proposed metric achieves improved performance over state-of-the-art methods in JPEG2K, Gaussian Blur and Fastfading and Contrast. However, a good performance with individual distortion types not necessarily ensure the same across all distortions. Overall comparison across all distortions has been shown for both of the databases and that has been found using number of scales = 2. The comparison of SFIndex in CSIQ database is also shown in Table 5 . The proposed method performs better than state-of-the-art meth- ods for blur and global contrast decrement. In case of random noise, MSSSIM and PSNR are found to be better predictors of image quality compared to the proposed metric. This is because the SVD approximate filter considers the largest singular values which are less sensitive to noise and so the metric cannot deliver its best for random noise. In both of the databases, SFIndex achieves better prediction accuracy across all distortions.
CONCLUSION AND FUTURE WORKS
We have proposed an SVD filter based mutliscale IQA metric. The performance of the proposed method has been evaluated in the LIVE and CSIQ database and have shown to demonstrate better results for blur, fastfading and global contrast decrement. Also, experiments regarding the optimum number of scales and relative importance of scales have clearly demarcated blur as a special kind of distortion that needs to be handled differently. Future work involves the modification of this method for better performance with images having random noise as well. 
