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GENERIC NONCOMMUTATIVE SURFACES
DANIEL ROGALSKI
Abstract. We study a class of noncommutative surfaces, and their higher
dimensional analogues, which come from generic subalgebras of twisted homo-
geneous coordinate rings of projective space. Such rings provide answers to
several open questions in noncommutative projective geometry. Specifically,
these rings R are the first known graded algebras over a field k which are noe-
therian but not strongly noetherian: in other words, R⊗k B is not noetherian
for some choice of commutative noetherian extension ring B. This answers a
question of Artin, Small, and Zhang. The rings R are also maximal orders, but
they do not satisfy all of the χ conditions of Artin and Zhang. In particular,
they satisfy the χ1 condition but not χi for i ≥ 2, answering a question of
Stafford and Zhang and a question of Stafford and Van den Bergh. Finally, we
show that the noncommutative scheme R -proj has finite global dimension.
1. Introduction
In algebraic geometry, the correspondence between projective schemes over a
field k and N-graded k-algebras is classical. In the last decade or so, many of
the ideas of projective geometry have been successfully generalized to the setting
of noncommutative graded rings. This new subject is known as noncommutative
projective geometry, and while of theoretical interest in its own right, it has also
provided the solutions to many purely ring-theoretic questions. For example, the
graded domains of dimension two, which correspond to noncommutative curves,
have now been completely classified [2]. The noncommutative analogs of the pro-
jective plane P2 have been identified and classified as well. The generic noncommu-
tative projective plane is called the Sklyanin algebra; despite its simple presentation
by generators and relations, before the geometric approach of [3],[4] was developed
it was not even known that this algebra was noetherian.
The classification theory of graded algebras of dimension three, or noncommu-
tative projective surfaces, has also progressed substantially in recent years; for a
survey of some of these results see [23]. In this paper, we study a class of algebras
of dimension at least three and show that they provide counterexamples to a num-
ber of open questions in the literature. In particular, these give new examples of
noncommutative surfaces with much different behavior than any of those studied
previously. Moreover, the construction of these algebras is quite simple and general.
Definition 1.1. S =
⊕
i≥0 Si be a generic Zhang twist (see §3) of a polynomial
ring in (t + 1) variables over an algebraically closed field k for some t ≥ 2. Then
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let R be the subalgebra of S generated by any generic codimension-one subspace
of S1.
To give a very explicit example of the surface case, for t = 2 we may take
S = k{x, y, z|xz = pzx, yz = qzy, xy = pq−1yx}
for any scalars p, q ∈ k which are algebraically independent over the prime subfield
of k. Then let R be the subalgebra of S generated over k by any two linearly
independent elements r1, r2 ∈ S1 such that the k-span of r1 and r2 does not contain
x, y, or z.
For the rest of this introduction, we assume that all algebras A = ⊕∞i=0Ai are
N-graded and finitely generated by A1 as an algebra over A0 = k, where k is an
algebraically closed field. A point module over A is a cyclic N-graded left moduleM ,
generated in degree 0, such that dimkMi = 1 for all i ≥ 0. In caseA is commutative,
the isomorphism classes of point modules over A are in natural correspondence with
the closed points of the scheme projA. More generally, for many specific examples of
noncommutative graded rings one may show explicitly that the set of point modules
is parameterized by a commutative scheme, and the geometry of this scheme often
gives important information about the ring itself; for example see [3], [4]. This is a
very useful technique, and so it is natural to wonder in what generality the point
modules for a ring will form a nice geometric object. Let a k-algebra A be called
strongly (left) noetherian if A ⊗k B is a left noetherian ring for all commutative
noetherian k-algebras B. A recent theorem of Artin and Zhang (see Theorem 6.2
below) shows that the point modules for any strongly noetherian k-algebra are
naturally parameterized by a commutative projective scheme over k.
The strong noetherian property holds for many standard examples of noncom-
mutative rings, including all finitely generated commutative k-algebras, all twisted
homogeneous coordinate rings of projective k-schemes, and the AS-regular algebras
of dimension 3 [1, Section 4]. On the other hand, Resco and Small [19] have given an
example of a noetherian finitely generated algebra over a field which is not strongly
noetherian. This algebra is not graded, however, nor is the base field algebraically
closed, and so the example falls outside the paradigm of noncommutative projective
geometry. Artin, Small and Zhang have asked if perhaps every finitely generated
N-graded noetherian k-algebra is strongly noetherian. We will prove the following
theorem which answers this question in the negative.
Theorem 1.2. (Theorem 6.8) The ring R of Definition 1.1 is a connected N-
graded k-algebra, finitely generated in degree 1, which is noetherian but not strongly
noetherian. ✷
We offer two different proofs that R is not strongly noetherian. First, we will
classify the set of point modules for R, from which we can see that R fails to satisfy
Artin and Zhang’s theorem (Theorem 6.2). For the second proof, we construct an
explicit commutative noetherian ring B such that R ⊗k B is not noetherian. The
ring B that works is an infinite affine blowup of affine space, which was defined in
[1] and is an interesting construction in itself.
In [5], Artin and Zhang describe a categorical approach to noncommutative ge-
ometry. Let A -gr be the category of all noetherian graded left A-modules, and
let A -tors be the subcategory of all modules with finite k-dimension. If A is com-
mutative, then part of Serre’s theorem states that the category cohX of coherent
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sheaves on the commutative projective scheme X = projA is equivalent to the quo-
tient category A -qgr = A -gr /A -tors [13, Exercise II.5.9]. Using this as motivation,
for any graded algebra A the noncommutative projective scheme A -proj is defined
to be the pair (A -qgr, π(A)), where π(A) is the image of A in A -qgr and plays
the role of the structure sheaf. One defines cohomology groups for M ∈ A -qgr by
setting Hi(M) = ExtiA -qgr(π(A),M).
Some homological conditions on the ring A called the χ conditions arise nat-
urally in this approach. Let Ak = A/ ⊕∞n=1 An; then we say that A satisfies χi
if dimk Ext
j
A(k,M) < ∞ for all 0 ≤ j ≤ i and all M ∈ A -gr. We say that A
satisfies χ if A satisfies χi for all i ≥ 0. The most important of these conditions is
χ1: if A satisfies χ1 then a noncommutative version of Serre’s theorem holds (see
Theorem 10.3 below), which shows that the ring A is determined in large degree
by its associated scheme A -proj together with the natural shift functor.
The χ conditions hold trivially for commutative rings, but Stafford and Zhang
[24, Theorem 2.3] gave an example of a noetherian ring T of dimension 2 for which χ
fails. The ring T fails χi for all i ≥ 0, and so it does not satisfy the noncommutative
Serre’s theorem. The algebra R of Definition 1.1 is a more interesting example of
the failure of χ, since χ1 holds and the noncommutative Serre’s theorem is valid
for R. The following theorem thus answers a question of Stafford and Zhang from
[24, Section 4].
Theorem 1.3. (Theorem 10.6) R is a noetherian connected finitely N-graded k-
algebra, finitely generated in degree 1, for which χ1 holds but χi fails for all i ≥ 2.
✷
One consequence we will draw is that the category R -qgr is necessarily quite
different from the standard examples of noncommutative schemes, which come from
rings satisfying χ.
Theorem 1.4. (Theorem 10.11) The category R -qgr is not equivalent to the cat-
egory cohX of coherent sheaves on X for any commutative projective scheme X.
More generally, R -qgr 6∼ A -qgr for any graded ring A which satisfies χ2. ✷
A maximal order is the noncommutative analogue of a commutative integrally
closed domain; see §9 for the formal definition. In [23, page 194], the authors ask
whether the χ conditions perhaps must hold for all maximal orders, one reason
being that all of the noetherian examples in [24] for which χ fails are equivalent
orders to maximal orders which do satisfy χ. We show to the contrary the following
result.
Theorem 1.5. (Theorem 9.5, Theorem 10.6) R is a connected, finitely N-graded
maximal order for which χi fails for i ≥ 2. ✷
For a graded ring A, the global dimension of A -qgr is the supremum of all n
such that ExtnA -qgr(M,N ) 6= 0 for some M,N ∈ A -qgr. Similarly, we define
the cohomological dimension of A -proj to be the supremum of all n such that
Hn(F) 6= 0 for some F ∈ A -qgr. Despite the failure of χ for R, the following
theorem shows that R -qgr is not too badly behaved.
Theorem 1.6. (Theorem 11.7) R -qgr has global dimension at most t + 1 and
cohomological dimension at most t, where t = GK(R)− 1. ✷
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The starting point for our study was the work of David Jordan on rings generated
by two Eulerian derivatives [14]. These rings are more or less the algebras R of
Definition 1.1 for t = 2. Jordan had classified the point modules for such algebras
and showed that the strong noetherian property must fail, but did not show these
algebras were noetherian. Our results imply in fact that rings generated by a generic
finite set of Eulerian derivatives are noetherian, answering a question in [14]—see
§13 for more details.
The results in this paper form part of the author’s PhD thesis [20], and in
some cases extra details may be found there. In collaboration with J.T. Stafford
and D.S. Keeler we have recently developed a geometric approach to the study
of the rings R which shows that they may be thought of as a kind of peculiar
noncommutative blowing up of projective space; details will be given in a further
paper. The author would like to thank Jessica Sidman, Daniel Chan, and Melvin
Hochster for helpful discussions, and David Jordan, whose work in [14] motivated
the study of these algebras. Toby Stafford deserves special thanks for his invaluable
advice and support.
2. Basic definitions
In this section, we fix some terminology concerning noncommutative graded
rings. The reader may wish to skim this section and refer back to it later when
necessary.
We make the convention throughout that 0 is a natural number, so that N = Z≥0.
The rings A we study in this paper are all N-graded algebras A = ⊕∞i=0Ai over an al-
gebraically closed field k. We assume throughout that all algebras A are connected,
that is that A0 = k, and finitely generated as an algebra by A1. Let A -Gr be the
abelian category whose objects are the Z-graded left A-modules M = ⊕∞i=−∞Mi,
and where the morphisms HomA -Gr(M,N) are the module homomorphisms φ sat-
isfying φ(Mn) ⊆ Nn for all n. Let A -gr be the full subcategory of A -Gr consisting
of the noetherian objects. For M ∈ A -Gr and n ∈ Z, the shift of M by n, denoted
M [n], is the module with the same ungraded module structure as M but with the
grading shifted so that (M [n])m =Mn+m. Then for M,N ∈ A -Gr we may define
HomA(M,N) = ⊕
∞
i=−∞HomA -Gr(M,N [i]).
The group Hom(M,N) is a Z-graded vector space and we also write Hom(M,N)i
for the ith graded piece Hom(M,N [i]). Under mild hypotheses, for example if
M is finitely generated, the group Hom(M,N) may be identified with the set of
ungraded module homomorphisms from M to N . It is a standard result that the
category A -Gr has enough injectives and so we may define right derived functors
ExtiA -Gr(M,−) of HomA -Gr(M,−) for any M . The definition of Hom generalizes
to
ExtiA(M,N) = ⊕
∞
i=−∞ Ext
i
A -Gr(M,N [i]).
See [5, Section 3] for a discussion of the basic properties of Ext.
For a module M ∈ A -Gr, a tail of M is any submodule of the form M≥n =
⊕∞i=nMi. A subfactor ofM is any module of the form N/N
′ for graded submodules
N ′ ⊆ N of M . For the purposes of this paper, M ∈ A -Gr is called torsion if for
all m ∈M there exists some n ≥ 0 such that (A≥n)m = 0. Note that if M ∈ A -gr,
thenM is torsion if and only if dimkM <∞. We say thatM ∈ A -Gr is left bounded
if Mi = 0 for i ≪ 0, and right bounded if Mi = 0 for i ≫ 0. M is bounded if it
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is both left and right bounded. A (finite) filtration of M ∈ A -Gr is a sequence of
graded submodules 0 =M0 ⊆M1 ⊆ · · · ⊆Mn =M ; we call the modules Mi/Mi−1
for 0 < i ≤ n the factors of the filtration.
A point module over A is a graded module M such that M is cyclic, generated
in degree 0, and dimkMn = 1 for all n ≥ 0. Note that a tail of a point module is
a shift of some other point module. A point ideal is a left ideal I of A such that
A/I is a point module, or equivalently such that dimk In = dimk An − 1 for all
n ≥ 0. Since A is generated in degree 1, the point ideals of A are in one-to-one
correspondence with isomorphism classes of point modules over A.
We will use Gelfand-Kirillov dimension, or GK-dimension for short, as our di-
mension function for modules; the basic reference for its properties is [15]. Given
M ∈ A -gr, the Hilbert function of M is the function H(n) = dimkMn for n ∈ Z.
If A is a finitely generated k-algebra and AM is a finitely generated module, then
GK(M) depends only on the Hilbert function of M [15, 6.1]. In particular, if M
has a Hilbert polynomial, that is dimkMn = f(n) for n ≫ 0 and some polyno-
mial f ∈ Q[n], then GK(M) = deg f + 1 (with the convention deg(0) = −1).
We say M ∈ A -Gr is (graded) critical if GK(M/N) < GK(M) for all nonzero
graded submodules N of M . If A is an N-graded noetherian ring, then the
GK-dimension for A-modules is exact : in other words, given any exact sequence
0 → M ′ → M → M ′′ → 0 in A -gr, one has GK(M) = max(GK(M ′),GK(M ′′))
[17, 4.9].
3. Zhang twists
Let k be an algebraically closed field. Fix from now on a commutative polynomial
ring U = k[x0, . . . , xt] in t+ 1 indeterminates, graded as usual with deg xi = 1 for
all i, and the corresponding projective space ProjU = Pt. By a point of Pt we
always mean a closed point. The main results of this paper require that t ≥ 2, so
we assume this throughout.
Let the symbol ◦ indicate the multiplication operation in U . For any graded
automorphism φ of U we may define a new graded ring (S, ⋆), where S has the
same underlying vector space as U and f ⋆ g = φn(f) ◦ g for f ∈ Um, g ∈ Un. This
is just a special case of the (left) twisting construction studied by Zhang in [31].
Let md stand for the ideal in U of a point d ∈ Pt. For a homogeneous element
f ∈ U , we use the notation f ∈ md and f(d) = 0 interchangeably to indicate that
f vanishes at d. Corresponding to the automorphism φ of U is an automorphism
ϕ of Pt which satisfies mϕ(d) = φ
−1(md) for all d ∈ Pt. Automorphisms φ1, φ2 of U
give the same automorphism ϕ of Pt if and only if φ1 = aφ2 for some a ∈ k× [13,
II.7.1.1]. Moreover, automorphisms of U which are scalar multiples give isomorphic
twisted algebras S [31, 5.13]. Thus a particular twist S of U is determined up
to isomorphism by ϕ and we write S = S(ϕ). We remark that an alternative
description of S may be given using twisted homogeneous coordinate rings [23,
Section 3]. In this language, S = B(Pt,O(1), ϕ−1) where O(1) is the twisting sheaf
of Serre on Pt.
Since S and its subalgebras are our main interest in this paper, our notational
convention from now on (except in the appendix) will be to let juxtaposition indicate
multiplication in S and to use ◦ when multiplication in U is intended. However, we
let exponents retain their old commutative meaning, so that if md is a point ideal
of U then m2d is short for md ◦md, the ideal of polynomials vanishing twice at d.
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Many important properties pass from a graded ring to any Zhang twist. In
particular, it is easy to see that S is a noetherian domain of GK dimension t+ 1,
since these properties are obvious for U [31, Propositions 5.1,5.2,5.7]. Suppose
that M ∈ U -Gr, and let ◦ indicate the action of U on M . Then M obtains an
S-structure using the rule sx = φn(s) ◦ x for s ∈ Sm, x ∈ Mn. This defines a
functor θ : U -Gr → S -Gr which is an equivalence of categories [31, 3.1]. For any
graded ideal I of U , θ(I) is a graded left ideal of S. We often simply identify the
underlying k-spaces of these ideals and call both I.
Since the equivalence of categories preserves Hilbert functions and the property
of being cyclic, it is clear that the point modules over S are the modules of the
form θ(U/md) = S/md for d ∈ Pt. We will use the following notation:
Notation 3.1. Given a point d ∈ Pt, let P (d) be the left point module θ(U/md) =
S/md of S.
We may also describe point modules over S by their point sequences. If M is a
point module over S, then the annihilator of Mn in S1 = U1 is some codimension 1
subspace which corresponds to a point dn ∈ Pt. The point sequence ofM is defined
to be the sequence (d0, d1, d2, . . . ) of points of P
t. Clearly two S-point modules are
isomorphic if and only if they have the same point sequence.
Lemma 3.2. Let d be an arbitrary point of Pt.
(1) P (d) has point sequence (d, ϕ(d), ϕ2(d), . . . ).
(2) (P (d))≥n ∼= P (ϕn(d))[−n] as S-modules.
Proof. (1) By definition P (d) = S/md. If f ∈ S1, then fSn = φn(f) ◦ Un ⊆ md if
and only if φn(f) ∈ md, in other words f ∈ φ−n(md) = mϕn(d).
(2) By part (1), (P (d))≥n is the shift by (−n) of the point module with point
sequence (ϕn(d), ϕn+1(d), . . . ). 
Finally, we record the following simple facts which we shall use frequently.
Lemma 3.3. Let M ∈ S -gr.
(1) If M is cyclic 1-critical, then M ∼= P (d)[i] for some d ∈ Pt and i ∈ Z.
(2) M has a finite filtration with factors which are graded cyclic critical S-
modules.
Proof. (1) The equivalence of categories U -Gr ∼ S -Gr preserves the GK-dimension
of finitely generated modules, since it preserves Hilbert functions, and so it also
preserves the property of being GK-critical. It is standard that the cyclic 1-critical
graded U -modules are just the point modules over U and their shifts. Under the
equivalence of categories, the corresponding S-modules are the S-point modules
and their shifts.
(2) Each module N ∈ U -gr has a finite filtration composed of graded cyclic
critical U -modules, so the same holds for S-modules by the equivalence of categories.

4. The algebras R(ϕ, c)
Let S = S(ϕ) for some ϕ ∈ AutPt. For any codimension-1 subspace V of
S1 = U1, we let R = k〈V 〉 ⊆ S be the subalgebra of S generated by V . The vector
subspace V of U1 corresponds to a unique point c ∈ Pt. Then R is determined up to
isomorphism by the geometric data (ϕ, c) and we write R = R(ϕ, c
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again that we always assume that t ≥ 2 from now on; for smaller t the ring R is
not very interesting.
We shall see that the basic properties of R(ϕ, c) depend closely on properties of
the iterates of the point c under ϕ. It is convenient to let ci = ϕ
−i(c) for all i ∈ Z.
Then the ideal of the point ci is φ
i(mc). In case c has finite order under ϕ, that is
ϕn(c) = c for some n > 0, the algebra R(ϕ, c) behaves quite differently from the
case where c has infinite order. For example, if ϕn = 1 for some n ≥ 0 then it
is easy to see that S and hence R are PI rings. The finite order case turns out
to have none of the interesting properties of the infinite order case, and so in this
paper we will only consider the case where c has infinite order under ϕ.
Standing Hypothesis 4.1. Assume that (ϕ, c) ∈ (AutPt)×Pt is given such that
c has infinite order under ϕ, or equivalently the points {ci}i∈Z are distinct.
We note some relationships among the various R(ϕ, c). In particular, part (1) of
the next lemma will allow us to transfer our left sided results to the right.
Lemma 4.2. Let (ϕ, c) ∈ (AutPt) × Pt, and let ψ be any automorphism of Pt.
Then
(1) R(ϕ, c)op ∼= R(ϕ−1, ϕ(c)).
(2) R(ϕ, c) ∼= R(ψϕψ−1, ψ(c)).
Proof. (1) Set S = S(ϕ) and S′ = S(ϕ−1), identifying the underlying spaces of each
with that of U . Let φ be an automorphism of U corresponding to ϕ. Then it is
straightforward to check that the vector space map defined on the graded pieces of
U by sending f ∈ Um to φ−m(f) ∈ Um is a graded algebra isomorphism from Sop to
S′. The isomorphism maps (mc)1 to (mϕ(c))1 and so it restricts to an isomorphism
R(ϕ, c)op ∼= R(ϕ−1, ϕ(c)).
(2) Similarly, let σ be an automorphism of U corresponding to ψ. It is easy to
check that the vector space map of U defined by f 7→ σ−1(f) is an isomorphism of
S(ϕ) onto S(ψϕψ−1) which maps (mc)1 to σ
−1(mc)1 = (mψ(c))1, and so restricts
to an isomorphism R(ϕ, c) ∼= R(ψϕψ−1, ψ(c)). 
In the next theorem we will prove an important characterization of the elements
of R = R(ϕ, c) which is foundational for all that follows. First we need the following
lemma; the proofs of it and several other technical commutative results which
appear later in the paper may be found in the appendix.
Lemma 4.3. (Lemma A.8) Let m1,m2, . . . ,mn be the ideals of U corresponding to
distinct points d1, . . . dn in P
t. Then (m1 ◦m2 ◦ · · · ◦mn)≥n = (
⋂n
i=1 mi)≥n. ✷
Theorem 4.4. Let R = R(ϕ, c). Then for all n ≥ 0,
Rn = {f ∈ Un | f(ci) = 0 for 0 ≤ i ≤ n− 1}.
Proof. By definition R = k〈V 〉 ⊆ S, where V = (mc)1 considered as a subset of U .
For n = 0 the statement of the theorem is R0 = U0 = k, which is clearly correct,
so assume that n ≥ 1. Then
Rn = V
n = φn−1(V ) ◦ φn−2(V ) ◦ . . . ◦ φ(V ) ◦ V.
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Now φi(V ) = (mci)1, and the points ci are distinct by Hypothesis 4.1. Thus by
Lemma 4.3 we get that
Rn = (mcn−1)1 ◦ . . . ◦ (mc1)1 ◦ (mc0)1 = [(mcn−1) ◦ . . . ◦ (mc1) ◦ (mc0)]n
= [(mcn−1) ∩ · · · ∩ (mc1) ∩ (mc0)]n.
The statement of the theorem in degree n follows. 
The theorem has a number of easy consequences. The first will be a simple
calculation of the Hilbert function ofR, which depends on the following fundamental
commutative result which is proved in the appendix.
Lemma 4.5. (Lemma A.9) let d1, d2, . . . dn be distinct points in P
t, for some n ≥ 1,
and let m1,m2, . . . ,mn be the corresponding graded ideals of U . Let ei > 0 for all
1 ≤ i ≤ n. Set J =
⋂n
i=1 m
ei
i . Then dimk Jm =
(
m+t
t
)
−
∑
i
(
ei+t−1
t
)
for all
m ≥ (
∑
ei)− 1.
In particular, if J =
⋂n
i=1 mi then dimk Jm =
(
m+t
t
)
− n for m ≥ n− 1. ✷
Lemma 4.6. Let R = R(ϕ, c). Then dimkRn =
(
n+t
t
)
− n for all n ≥ 0. In
particular, GK(R) = t+ 1.
Proof. The Hilbert function of R follows from Theorem 4.4 and Lemma 4.5. Since
we always assume that t ≥ 2, it is clear that the Hilbert polynomial of R has degree
t and so GK(R) = t+ 1. 
Lemma 4.7. The rings R = R(ϕ, c) and S = S(ϕ) have the same graded quotient
ring D and Goldie quotient ring Q. The inclusion R →֒ S is a essential extension
of left (or right) R-modules.
Proof. Since both R and S are domains of finite GK-dimension, they both have
graded quotient rings and Goldie quotient rings [18, C.I.1.6], [15, 4.12]. Clearly
the graded quotient ring D′ of R is contained in the graded quotient ring D of S.
Since we assume always that t ≥ 2, we may choose a nonzero polynomial g ∈ S1
with g ∈ mc0 ∩mc1 . Then Theorem 4.4 implies that g ∈ R1 and S1g ⊆ R2. Thus
S1 ⊆ R2(R1)−1 ⊆ D′ and consequently D′ = D. Then Q, the Goldie quotient
ring of the domain D, is also the Goldie quotient ring for both R and S. The last
statement of the proposition is now clear. 
5. The noetherian property for R
Let S = S(ϕ) and R = R(ϕ, c). In this section we will characterize those choices
of ϕ and c satisfying Hypothesis 4.1 for which the ring R is noetherian. To do
this, we will first analyze the structure of the factor module R(S/R) in detail, and
then use this information to understand contractions and extensions of left ideals
between R and S.
The following notation will be convenient in this section.
Notation 5.1. (1) An = {0, 1, . . . n− 1} for n > 0 and An = ∅ for n ≤ 0.
(2) For B ⊆ Z, set B +m = {b+m | b ∈ B}.
Definition 5.2. Let B ⊆ N. We define a left R-module TB ⊆ S by specifying its
graded pieces as follows:
(TB)n = {f ∈ Sn | f(ci) = 0 for i ∈ An \B}
We then define the left R-module MB = TB/R ⊆ (S/R).
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We should check that TB really is closed under left multiplication by R. If
g ∈ Rm and f ∈ (TB)n, then gf = φn(g) ◦ f . Now g(ci) = 0 for i ∈ Am by
Theorem 4.4 and f(ci) = 0 for i ∈ An \ B by definition. Thus [φn(g) ◦ f ](ci) = 0
for i ∈ (Am+n)∪ (An \B) ⊇ (An+m \B), and so gf ∈ (TB)n+m as required. Also,
by Theorem 4.4 the extreme cases are R = T ∅ and S = TN. In particular, R ⊆ TB
always holds, and so MB is well defined.
Lemma 5.3. The Hilbert function of MB is given by
dimk(M
B)n = |An ∩B|.
Proof. Immediate from Lemma 4.5. 
In the special case of Definition 5.2 where B is a singleton set, MB is just a
shifted R-point module, as follows.
Lemma 5.4. Let j ∈ N. Then M = M{j} is an R-point module shifted by j + 1.
In fact, M ∼= RP (c−1)[−j − 1].
Proof. By Lemma 5.3 the Hilbert function of M is
dimkMn =
{
0 0 ≤ n ≤ j
1 j + 1 ≤ n
so that M does have the Hilbert function of a point module shifted by j + 1. For
convenience of notation set m = j + 1, and let us calculate annR(Mm). Now
fMm = 0 for f ∈ Rn if and only if f(T
{j})m ⊆ Rm+n. Since Mm 6= 0, we may
choose g ∈ (T {j})m such that g 6∈ R; then g(cj) 6= 0. Also, because dimkMm = 1
it is clear that (T {j})m = Rm + kg, and so f(T
{j})m ⊆ R if and only if fg ∈
R. Now fg = φm(f) ◦ g, and so by Theorem 4.4 we have that fg ∈ R if and
only if φm(f)(cj) = 0, equivalently f(c−1) = 0, since m = j + 1. In conclusion,
annR(Mm) = mc−1 ∩R.
Thus we have an injection of R-modules given by right multiplication by g:
ψ : (R/(mc−1 ∩R))[−m]
g
−→ T {j}/R =M.
By Lemma 4.5, R/(mc−1 ∩ R) has the Hilbert function of a point module and so
both sides have the same Hilbert function. Thus ψ is actually an isomorphism. In
particular, M is cyclic and so is a shifted R-point module.
We also have the injection R/(mc−1 ∩R)→ S/(mc−1) = P (c−1), and since both
sides have the Hilbert function of a point module this is also an isomorphism of
R-modules. So M ∼= R(P (c−1))[−j − 1]. 
We may now understand the structure of R(S/R) completely.
Proposition 5.5. The modules {M{j}}j∈N are independent submodules of S/R.
Also, for B ⊆ N,
MB =
⊕
j∈B
M{j}.
Proof. We first show the independence of the M{j}. It is enough to work with
homogeneous elements; fix n ≥ 0 and let
∑
j∈N fj = 0 for some fj ∈ (M
{j})n. Let
fj = gj +R for some elements gj ∈ (T {j})n ⊆ Sn. Thus
∑
gj ∈ Rn. Suppose that
some fj 6= 0, and let k = min{j|fj 6= 0}. Now (M{j})≤j = 0 for all j by Lemma 5.3,
and so we must have k ≤ n−1. Then k ∈ An \{j} for any j 6= k, so that gj(ck) = 0
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for all j 6= k, by the definition of T {j}. Since
∑
gj ∈ Rn, Theorem 4.4 implies that
(
∑
gj)(ck) = 0 also holds and so gk(ck) = 0. But then gk ∈ (T {k})n ∩ (mck) = Rn,
and thus fk = 0, a contradiction. We conclude that all fj = 0, and so the M
{j}
are independent.
For the second statement of the proposition, by Lemma 5.3 the Hilbert function
of MB is dimk(M
B)n = |An ∩B|, while the Hilbert function of
⊕
j∈BM
{j} is
dimk
[⊕
j∈B
M{j}
]
n
= #{j ∈ B|j ≤ n− 1} = |An ∩B|.
Thus the Hilbert functions are the same on both sides of our claimed equality. Since∑
j∈BM
{j} ⊆MB is clear and we know that theM{j} are independent by the first
part of the proposition, the equality follows. 
Corollary 5.6. (1) Given B ⊆ N, MB is a noetherian R-module if and only
if the set B has finite cardinality.
(2) R(S/R) ∼=
∞⊕
j=0
RP (c−1)[−j − 1]. In particular, R(S/R) is not finitely gen-
erated.
Proof. (1) is clear since a point module is noetherian. (2) follows by taking B = N
in the proposition and using also Lemma 5.4. 
Next, we analyze the noetherian property for some special types of R-modules
which may be realized as subfactors of S/R.
Proposition 5.7. For f ∈ Rn, let N = (Sf ∩ R)/Rf ∈ R -Gr. Set D = {i ∈ N |
f(ci) = 0} and B = (D − n) ∩ N. Then
(1) N ∼=MB[−n]
(2) N is noetherian if and only if |D| <∞.
Proof. First, if we set T = {g ∈ S | gf ∈ R} and M = T/R, then N ∼= M [−n]. So
it is enough for (1) to show that T = TB.
Let g ∈ Sm be arbitrary. Note that An ⊆ D since f ∈ Rn. Then
gf = φn(g) ◦ f ∈ R
⇐⇒ [φn(g) ◦ f ](ci) = 0 for all i ∈ An+m
⇐⇒ φn(g)(ci) = 0 for all i ∈ An+m \D
⇐⇒ g(ci) = 0 for all i ∈ (An+m \D)− n
⇐⇒ g(ci) = 0 for all i ∈ Am \ (D − n) (since An ⊆ D)
⇐⇒ g ∈ TB by Definition 5.2.
Thus T = TB and (1) holds.
For (2), note that D has finite cardinality if and only if B does, and apply
Corollary 5.6(1). 
Proposition 5.8. For f ∈ Rn, let M = S/(R+ Sf) ∈ R -Gr. Set D = {i ∈ N |
f(ci) = 0}. Then
(1) M ∼=MD
(2) M is noetherian if and only if |D| <∞.
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Proof. Set B = N \D. We will show that R + Sf = TB. Then we will have that
S/(R+ Sf) = S/TB ∼= (MN/MB) ∼=MD by Proposition 5.5.
Suppose that h ∈ (R + Sf)m; then h = g1 + g2f = g1 + φn(g2) ◦ f for some
g1 ∈ Rm and g2 ∈ Sm−n. Now g1(ci) = 0 for i ∈ Am, and f(ci) = 0 for i ∈ D,
so that h(ci) = 0 for i ∈ Am ∩ D. So we have (R + Sf) ⊆ T
B. Note that
(R+ Sf)m = Rm = (T
B)m for m < n.
Now, we can calculate the Hilbert function of R+Sf . By Propositions 5.7(1) and
Lemma 5.3, we have that dimk((Sf ∩R)/Rf)m = |Am−n∩ (D−n)| = |Am∩D|−n
for m ≥ n, since An ⊆ D. Since the Hilbert functions of R, Sf , and Rf are all
known, one may calculate that dimk(R + Sf)m =
(
m+2
2
)
− |Am ∩ D| for m ≥ n,
which is equal to dimk(T
B)m. Thus R+ Sf = T
B.
Part (2) is then immediate from Corollary 5.6(1). 
Given a left ideal I of R, we may extend to a left ideal SI of S, and then contract
back down to get the left ideal SI ∩R of R. The factor (SI ∩R)/I is built up out
of the 2 types of modules we considered in Propositions 5.7 and 5.8.
Lemma 5.9. Let I be a finitely generated nonzero graded left ideal of R, and set
M = (SI ∩ R)/I. Then M has a finite filtration 0 = M0 ⊆ M1 ⊆ · · · ⊆ Mm = M
such that each factor Mi+1/Mi is isomorphic with shift to a subfactor of either
(Ssi ∩R)/Rsi or S/(R+ Ssi) for some nonzero homogeneous si ∈ R.
Proof. Let I =
∑n
i=1 Rri for some homogeneous ri ∈ R. If n = 1 the result is
obvious, so assume that n ≥ 2.
Set J =
∑n−1
i=1 Rri. By induction on n, (SJ ∩R)/J and hence also its surjective
image (SJ ∩ R) + I/I have filtrations of the required type. It is enough then to
show that
N = (SI ∩R)/((SJ ∩R) + I) = (SI ∩R)/((SJ +Rrn) ∩R)
has the required filtration. But N injects into L = SI/(SJ + Rrn). Now R is an
Ore domain by Lemma 4.7, so we may choose a homogeneous element 0 6= r ∈ R
such that rrn ∈ J . Then L is a surjective image (with shift) of S/(R + Sr), so N
is a shift of a subfactor of S/(R+ Sr). 
In certain circumstances the noetherian property passes to subrings. The fol-
lowing lemma is just a slight variant of a number of similar results in the literature
(for example, see [1, Lemma 4.2]).
Lemma 5.10. Let A →֒ B be any extension of N-graded rings. Suppose that B is
left noetherian, and that (BI ∩ A)/I is a noetherian left A-module for all finitely
generated homogeneous left ideals I of A. Then A is left noetherian.
Proof. It is enough to prove that A is graded left noetherian, that is that all ho-
mogeneous left ideals are finitely generated. Let I be a homogeneous left ideal
of A. Then BI is a homogeneous left ideal of B, which is finitely generated
since B is noetherian, and so we may pick a finite set of homogeneous generators
r1, r2, . . . rn ∈ I such that BI =
∑n
i=1 Bri. Let J =
∑n
i=1 Ari. Then BI = BJ ,
and since J is finitely generated over A we may apply the hypothesis to conclude
that (BJ ∩ A)/J = (BI ∩ A)/J is a noetherian A-module. The submodule I/J
of (BI ∩ A)/J is then noetherian over A, in particular finitely generated over A.
Finally, since J is finitely generated over A, so is I. 
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We note the definition of an unusual geometric condition on a set of points of a
variety, which appeared in [1, p. 582].
Definition 5.11. Let C be an infinite set of (closed) points of a variety X . We say
C is critically dense in X if every proper Zariski-closed subset Y ( X contains only
finitely many points of C.
We may now prove our main result characterizing the noetherian property for
R.
Theorem 5.12. Let R = R(ϕ, c) for some (ϕ, c) ∈ (AutPt)×Pt such that Hypoth-
esis 4.1 holds. As always, set ci = ϕ
−i(c). Then
(1) R(ϕ, c) is left noetherian if and only the set {ci}i≥0 is critically dense in
Pt.
(2) R(ϕ, c) is right noetherian if and only the set {ci}i≤−1 is critically dense
in Pt.
(3) R(ϕ, c) is noetherian if and only the set {ci}i∈Z is critically dense in Pt.
Proof. (1) Set C = {ci}i≥0 and suppose that C is critically dense. Then for any
nonzero homogeneous polynomial f ∈ R, the set D = {i ∈ N|f(ci) = 0} has finite
cardinality, so by Propositions 5.7 and 5.8 the left R-modules (Sf ∩ R)/Rf and
S/(R+Sf) are noetherian. By Lemma 5.9, for any finitely generated homogeneous
left ideal I of R, the left R-module (SI ∩R)/I is noetherian. By Lemma 5.10, R is
a left noetherian ring.
Conversely, if C fails to be critically dense, then we may choose a nonzero homo-
geneous polynomial h ∈ S which vanishes at infinitely many points of C. Since by
Lemma 4.7 we know that R →֒ S is an essential extension of R-modules, there exists
a homogeneous g ∈ R such that 0 6= f = gh ∈ R. Then f also vanishes at infinitely
many points of C, and so by Proposition 5.7, the left R-module (Sf ∩R)/Rf is not
noetherian. Since this module is a subfactor of R, we conclude that R is not a left
noetherian ring.
(2) Using Lemma 4.2(1), this part follows immediately from part (1).
(3) This follows from the fact that for any infinite sets C1, C2 ⊆ Pt, C1 ∪ C2 is
critically dense if and only if both C1 and C2 are. 
In Section 12 we will examine the critical density condition appearing in Theo-
rem 5.12 more closely. In particular, we shall prove that there exist many choices
of ϕ and c for which R(ϕ, c) is noetherian:
Proposition 5.13. (See Theorem 12.3 below) Let ϕ be the automorphism of Pt
defined by (a0 : a1 : · · · : at) 7→ (a0 : p1a1 : p2a2 : · · · : ptat), and let c be the point
(1 : 1 : · · · : 1) ∈ Pt. If the scalars {p1, p2, . . . pt} are algebraically independent over
the prime subfield of k, then {ϕi(c)}i∈Z is critically dense and R(ϕ, c) is noetherian.
✷
The noetherian case is our main interest, so in the remainder of the paper (except
§12) we will assume the following hypothesis.
Standing Hypothesis 5.14. Let ci = ϕ
−i(c). Assume that ϕ and c are chosen
such that the point set {ci}i∈Z is critically dense in Pt, so that R(ϕ, c) is noetherian.
We will refer to this as the critical density condition.
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Below, we will frequently use the following exact sequence to study an arbitrary
cyclic left R-module R/I:
(5.15) 0→ (SI ∩R)/I → R/I → S/SI → S/(R+ SI)→ 0.
We note for future reference what the results of this section tell us about the terms
of this sequence.
Lemma 5.16. Assume the critical density condition, and let 0 6= I be a graded left
ideal of R.
(1) As left R-modules, (SI ∩ R)/I and S/(R + SI) have finite filtrations with
factors which are either torsion or a tail of the shifted R-point module
R(P (c−1))[−i] for some i ≥ 0. In particular, S/(R + SI) is a noetherian
left R-module.
(2) R(S/J) is a noetherian module for all nonzero left ideals J of S.
Proof. (1) Let 0 6= f ∈ R be arbitrary. Since {ci}i∈Z is a critically dense set,
f(ci) = 0 holds for only finitely many i ∈ Z. Then by the results 5.4—5.8, the
left R-modules (Sf ∩R)/Rf and S/(R + Sf) are isomorphic to finite direct sums
of shifted point modules of the form R(P (c−1))[−i] for various i ≥ 0. Now using
Lemma 5.9, it is clear that (SI ∩R)/I has a filtration of the right kind. Similarly,
S/(R + SI) is a homomorphic image of S/(R + Sf) for any 0 6= f ∈ I, so it also
has the required filtration and is clearly noetherian.
(2) It is immediate from the exact sequence (5.15) for I = Rr and part (1) that
R(S/Sr) is noetherian for any homogeneous 0 6= r ∈ R. It is enough to show that
R(S/Sx) is noetherian for an arbitrary homogeneous 0 6= x ∈ S. There is some
nonzero homogeneous y ∈ R such that yx ∈ R, by Lemma 4.7. Then since (S/Syx)
is a noetherian R-module, so is S/Sx. 
6. Point modules and the strong noetherian property
Let S = S(ϕ) and R = R(ϕ, c) for (ϕ, c) satisfying the critical density condition,
so that R is noetherian. Recall the definition of the strong noetherian property:
Definition 6.1. A k-algebra A is called strongly (left) noetherian if A ⊗k B is a
left noetherian ring for all commutative noetherian k-algebras B.
Artin and Zhang showed that the point modules for a strongly noetherian algebra
have a nice geometric structure. The following is a special case of their theorem.
Theorem 6.2. [6, Corollary E4.11, Corollary E4.12] Let A be a connected N-graded
strongly noetherian algebra over an algebraically closed field k.
(1) The point modules over A are naturally parameterized by a commutative
projective scheme over k.
(2) There is some d ≥ 0 such that every point module M for A is uniquely
determined by its truncation M/M≥d. ✷
Using an explicit presentation for the ring, Jordan [14] classified the point mod-
ules for the algebra R in a special case. In this section, we classify the point
modules for the rings R(ϕ, c) in general using a different method which does not
rely on relations and get a similar result. The classification will show that part (2)
of Theorem 6.2 fails for R, and so R cannot be strongly noetherian.
In this section we will make frequent use of the criterion for R-membership given
in Theorem 4.4 without comment. Also, recall that ◦ indicates multiplication in the
14 DANIEL ROGALSKI
polynomial ring U , and juxtaposition indicates multiplication in S (or R). Some of
the results in this section will rely on the following technical commutative lemma
which is proved in the appendix.
Lemma 6.3. (Lemma A.10) Let the points d1, d2, . . . , dn, dn+1 ∈ Pt be distinct,
and assume that the points d1, . . . , dn do not all lie on a line. Let mi ⊆ U be the
homogeneous ideal corresponding to di.
(1) (
⋂n
i=1 mi)n−1 ◦ (mn+1)1 = (
⋂n+1
i=1 mi)n.
(2) (
⋂n
i=1 mi)n−1 ◦ (m1)1 = (
⋂n
i=2 mi ∩m
2
1)n.
(3) (
⋂n
i=2 mi ∩m
2
1)n ◦ (mn+1)1 = (
⋂n+1
i=2 mi ∩m
2
1)n+1.
(4) Let b1, b2 ∈ Pt, with corresponding ideals n1, n2, be such that bj 6= di for
j = 1, 2 and 1 ≤ i ≤ n. Then (
⋂n
i=1 mi ∩ n1)n = (
⋂n
i=1 mi ∩ n2)n implies
b1 = b2. ✷
We have already seen that the point modules over S are easily classified up to
isomorphism—they are simply the {P (d) | d ∈ Pt} (recall Notation 3.1). There is
a close relationship between the point modules over the rings S and R, as we begin
to see in the next proposition.
Proposition 6.4. (1) Let M be a point module over R. Then M≥n ∼= R(P≥n)
for some S-point module P and some n ≥ 0.
(2) If RP (d1)≥n ∼= RP (d2)≥n for d1, d2 ∈ Pt and some n ≥ 0, then d1 = d2.
Proof. (1) We haveM = R/I for a unique point ideal I of R. We will use the exact
sequence (5.15); there are two cases.
Suppose first that (SI ∩ R)/I = 0. Then we have an injection R/I → S/SI.
By Lemma 5.16(1) we know that GKR(S/(R+ SI)) ≤ 1, and clearly GKR(R/I) =
1, so that GKR(S/SI) = 1 since GK-dimension is exact for modules over the
graded noetherian ring R. By Lemma 5.16(2), R(S/SI) is finitely generated, and
so GKS(S/SI) = GKR(S/SI) = 1 since for finitely generated modules the GK-
dimension depends only on the Hilbert function. Now may choose a filtration of
S/SI composed of cyclic critical S-modules, where the factors must be shifts of
S-point modules and Sk (Lemma 3.3). Since M is a R-submodule of S/SI, this
forces some tail of M to agree with a tail of an S-point module.
Suppose instead that N = (SI ∩ R)/I 6= 0. Then N is a nonzero submodule of
the point module M , so it is equal to a tail of M . By Lemma 5.16(1), some tail
of N , and thus a tail of M , must be isomorphic as an R-module to a tail of some
P (c−1)[−i] ∼= P (c−1−i)≥i (using also Lemma 3.2).
(2) By Lemma 3.2, we have for any d ∈ Pt that P (d)≥n ∼= P (ϕn(d))[−n] as
S-modules. Thus we may reduce to the case where n = 0.
Since annS P (di)0 = mdi , we must have md1 ∩ R = md2 ∩ R. In degree m this
means
(6.5) (mc0 ∩ · · · ∩mcm−1 ∩md1)m = (mc0 ∩ · · · ∩mcm−1 ∩md2)m.
Suppose first that d1, d2 6∈ {ci}i∈N. Since the point set {ci}i∈Z is critically dense,
it follows that for m ≫ 0 the points {ci}
m−1
i=0 do not all lie on a line. Then by
Lemma 6.3(4), the equation (6.5) for m≫ 0 implies that d1 = d2.
Otherwise we may assume without loss of generality that d1 = cj for some j ≥ 0
and that d2 6∈ {ci}
j−1
i=0 . Then the equation (6.5) for m = j + 1 violates Lemma 4.5
unless d1 = cj = d2. 
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We may now classify the point modules over the ring R(ϕ, c).
Theorem 6.6. Assume the critical density condition (Hypothesis 5.14).
(1) For any point d ∈ Pt \ {ci}i≥0, the S-point module P (d) is an R-point
module, with point ideal (R ∩md).
(2) For each i ≥ 0, the S-module P (ci)≥i+1 is a shifted R-point module.
There is a Pt−1-parameterized family of non-isomorphic R-point modules
{P (ci, e) | e ∈ P
t−1} with P (ci, e)≥i+1 ∼= RP (ci)≥i+1 and P (ci, e)≤i ∼=
RP (ci)≤i for any e ∈ Pt−1. These are exactly the point modules whose
point ideals contain the left ideal (R ∩m2ci) of R.
(3) All of the point modules given in parts (1) and (2) above are non-
isomorphic, and every point module over R(ϕ, c) is isomorphic to one of
these.
Proof. Suppose that d ∈ Pt, so P (d) = S/md by definition. For any i ≥ 0,
(6.7) R1(P (d))i = 0⇐⇒ R1Si ⊆ md ⇐⇒ (mci)1 ◦ Ui ⊆ md ⇐⇒ d = ci.
(1) Let d 6∈ {ci}i≥0. In this case it is clear from (6.7) that P (d) is already an
R-point module. Also, the corresponding point ideal is annR P (d)0 = R ∩md.
(2) Fix some i ≥ 0. From (6.7) it is clear that M = RP (ci) = M≤i ⊕M≥i+1
where M≤i is the torsion submodule of M and M≥i+1 is a shifted R-point module.
We define a left ideal J = J (i) of R by setting J≤i = (R ∩ mci)≤i and J≥i+1 =
(R ∩m2ci)≥i+1. To check that J really is a left ideal of R, one calculates
R1Ji = φ
i(mc0)1 ◦ Ji = (mci)1 ◦ (Ri ∩mci)i ⊆ Ri+1 ∩m
2
ci
= Ji+1.
We will now classify the point ideals of R which contain J . By Lemma 4.5, the
Hilbert function of R/J must be
dimk(R/J)n =
{
1 n ≤ i
t n ≥ i+ 1.
Then using Lemma 4.5 again, the natural injection
(R/J)≥i+1 =
(mc0 ∩mc1 ∩ · · · ∩mci)≥i+1
(mc0 ∩mc1 ∩ · · · ∩m
2
ci
)≥i+1
→֒ (mci/m
2
ci
)≥i+1
is an isomorphism of left R-modules, since the Hilbert functions on both sides are
the same.
As a module over the polynomial ring U , we have an isomorphism
(mci/m
2
ci
)≥i+1 ∼=
t⊕
j=1
(U/mci)≥i+1
which by the equivalence of categories U -Gr ∼ S -Gr translates to an S-
isomorphism as follows:
S(mci/m
2
ci
)≥i+1 ∼=
t⊕
j=1
P (ci)≥i+1.
By part (1), P (ci)≥i+1 ∼= P (c−1)[−i−1] is a shifted R-point module, so we conclude
that M = (R/J)≥i+1 is a direct sum of t isomorphic shifted R-point modules.
Then every choice of a codimension-one vector subspace V = L/(Ji+1) of (R/J)i+1
generates a different R-submodule N of M with M/N ∼= RP (ci)≥i+1, and then
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J + RL is a point ideal for R. Clearly any point ideal containing J must arise in
this way, and the set of codimension-one subspaces of (R/J)i+1 is parameterized by
Pt−1. Thus the set of point ideals of R which contain J is naturally parameterized
by a copy of Pt−1.
For each e ∈ Pt−1, we have a corresponding point ideal I containing J and we
set P (ci, e) = R/I. Then P (ci, e)≥i+1 ∼= RP (ci)≥i+1 and P (ci, e)≤i ∼= (R/J)≤i ∼=
RP (ci)≤i.
Finally, note that all of the point ideals constructed above contain (R ∩ m2ci).
Conversely, if I is any point ideal which contains (R∩m2ci), then I contains J , since
J/(R ∩m2ci) is torsion and I, being a point ideal, is closed under extensions inside
R by torsion modules. Then I is one of the point ideals we already constructed.
This finishes the proof of Part (2).
(3) Note that for fixed i the P (ci, e) are non-isomorphic for distinct e by con-
struction; then it follows easily from Proposition 6.4(2) that all of the point modules
we have constructed in parts (1) and (2) are non-isomorphic.
Suppose that M is an R-point module. Let P be the set of all R-modules
isomorphic to a shift of one of the R-point modules constructed in parts (1) and
(2) above. By Proposition 6.4, M≥n ∼= RP (d)≥n for some n ≥ 0 and d ∈ Pt. For
m ≫ 0, note that ϕm(d) 6∈ {ci}i≥0 and so M≥m+n ∈ P by part (1) above. Thus
to finish the proof of (3) it is enough by induction to show that given any R-point
module N , if N≥1 ∈ P then N ∈ P .
Let N be an R-point module such that N≥1 ∈ P . Let I = annRN0 be the point
ideal of N . There are a number of cases.
Case 1. Suppose first that N≥1 ∼= RP (d)[−1] for some d 6∈ {ci}i≥−1. Then
(R ∩md)R1 ⊆ I, in other words
(mϕ−1(d) ∩mc1 ∩mc2 ∩ · · · ∩mcn)n ◦ (mc0)1 ⊆ In+1
for each n ≥ 0. By the critical density condition, for n ≫ 0 the points {c1, . . . cn}
will not lie on a line, so that Lemma 6.3(1) applies and gives
(mϕ−1(d) ∩mc0 ∩mc1 ∩mc2 ∩ · · · ∩mcn)n+1 ⊆ In+1.
In other words, (R ∩ mϕ−1(d))≥m ⊆ I for m ≫ 0. Note that ϕ
−1(d) 6∈ {ci}i≥0, so
that (R ∩ mϕ−1(d)) is one of the point ideals appearing in part (1) above. Since I
is a point ideal and is thus closed under extensions inside R by torsion modules,
(R ∩ mϕ−1(d)) ⊆ I and so comparing Hilbert functions, (R ∩ mϕ−1(d)) = I. Thus
N ∼= RP (ϕ−1(d)) ∈ P .
Case 2. If N≥1 ∼= RP (c−1), then (R ∩ mc−1)R1 ⊆ I; using Lemma 6.3(2)
and a similar argument to that in case 1, this implies that (R ∩ m2c0)≥m ⊆ I
for m ≫ 0. Then since I is a point ideal, (R ∩ m2c0) ⊆ I. By part (2) above this
forces N ∼= P (c0, e) for some e ∈ Pt−1, and so N ∈ P .
Case 3. LetN≥1 ∼= P (ci, e)[−1] for some i ≥ 0 and e ∈ Pt−1. Then (R∩m2ci)R1 ⊆
I. Now the same argument as in the other cases, except using Lemma 6.3(3), will
show that N ∼= P (ci+1, e
′) ∈ P for some e′ ∈ Pt−1. 
The failure of the strong noetherian property for R = R(ϕ, c) now follows im-
mediately from Theorem 6.6(2). This proves Theorem 1.2 from the introduction.
Theorem 6.8. Assume the critical density condition. Then R = R(ϕ, c) is a con-
nected graded noetherian algebra, finitely generated in degree 1, which is noetherian
but not strongly noetherian.
GENERIC NONCOMMUTATIVE SURFACES 17
Proof. We only need to prove that R is not strongly noetherian. For each i ≥
0, Theorem 6.6(2) provides a whole Pt−1 of point modules P (ci, e) which have
isomorphic truncations P (ci, e)≤i. By Theorem 6.2(2), R cannot be a strongly
noetherian k-algebra. 
We remark that the point modules over R still appear to have an interesting
geometric structure. By Theorem 6.6, there is a single point module corresponding
to each point d ∈ Pt \ {ci}i≥0 and a Pt−1-parameterized family of exceptional point
modules corresponding to each point ci with i ≥ 0. Since blowing up Pt at a point
in some sense replaces that point by a copy of Pt−1, the intuitive picture of the
geometry of the point modules for R is an infinite blowup of projective space at a
countable point set.
7. Extending the base ring
Let S = S(ϕ) and R = R(ϕ, c) for (ϕ, c) satisfying the critical density condi-
tion, and let ci = ϕ
−i(c) ∈ Ptk as usual. We now know by Theorem 6.8 that R
is not strongly noetherian, but this proof is quite indirect and it is not obvious
which choice of extension ring B makes R⊗k B non-noetherian. In this section we
construct such a noetherian commutative k-algebra B which is even a UFD.
Let B be an arbitrary commutative k-algebra which is a domain. We will use
subscripts to indicate extension of the base ring, so for example we write RB =
R ⊗k B. The automorphism φ of U extends uniquely to an automorphism of UB
fixing B, which we also call φ. We continue to identify the underlying B-module
of SB with that of UB, and we use juxtaposition for multiplication in SB and the
symbol ◦ for multiplication in UB, as in our current convention (see §3). The
multiplication of SB is still given by fg = φ
n(f) ◦ g for f ∈ (SB)m, g ∈ (SB)n; in
other words, SB is the left Zhang twist of UB by the twisting system {φ
i}i∈N, just
as before.
Let d be a point in Ptk. Since the homogeneous coordinates for d are defined
only up to a scalar multiple in k×, given f ∈ UB the expression f(d) is defined
up to a nonzero element of k; we will use this notation only in contexts where the
ambiguity does not matter. For example, the condition f(d) = 0 makes sense and
is equivalent to the condition f ∈ md ◦UB, where md ⊆ U and md ◦UB is a graded
prime ideal of UB.
The natural analog of Theorem 4.4 still holds in this setting:
Proposition 7.1. For all n ≥ 0, we have
(RB)n = {f ∈ (UB)n such that f(ci) = 0 for 0 ≤ i ≤ n− 1}.
Proof. As subsets of UB, using Theorem 4.4 we have
(RB)n = Rn ⊗B = (∩
n−1
i=0 mci)n ⊗B = ∩
n−1
i=0 (mci ◦ UB)n
and the proposition follows. 
We now give sufficient conditions on B for the ring R ⊗k B to fail to have the
left noetherian property.
Proposition 7.2. Assume that B is a UFD. Suppose that there exist nonzero
homogeneous elements f, g ∈ (UB)1 satisfying the following conditions:
(1) f(ci) divides g(ci) in B for all i ≥ 0.
(2) For all i≫ 0, f(ci) is not a unit of B.
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(3) gcd(f, g) = 1 in UB.
Then R⊗k B is not a left noetherian ring.
Proof. Note that UB ∼= B[x0, x1, . . . , xt] is a UFD, since B is, so condition (3)
makes sense.
For convenience, fix some homogeneous coordinates for the ci. For each n ≥ 0,
we may choose a polynomial θn ∈ Sn with coefficients in k such that θn(ci) = 0 for
−1 ≤ i ≤ n − 2 and θn(cn−1) 6= 0. This is possible, for example, by Lemma 4.5.
By hypothesis (1), for each n ≥ 0 we may write Ωn = g(cn)/f(cn) ∈ B. Now let
tn = θn(Ωnf − g) ∈ (SB)n+1 for each n ≥ 0.
Since φ(θn) vanishes at ci for 0 ≤ i ≤ n− 1 and [Ωnf − g](cn) = 0, the element
tn = φ(θn) ◦ (Ωnf − g) is in (RB)n+1, by Proposition 7.1. We will show that for
n≫ 0 we have tn+1 6∈
∑n
i=0(RB)ti, which will imply that RB is not left noetherian.
Suppose that tn+1 =
∑n
i=0 riti for some ri ∈ (RB)n+1−i. Writing out the explicit
expressions for the ti, this is
θn+1(Ωn+1f − g) =
n∑
i=0
riθi(Ωif − g).
Considering these expressions in UB, after some rearrangement we obtain (since
f, g have degree 1)
φ[θn+1Ωn+1 −
n∑
i=0
riθiΩi] ◦ f + φ[−θn+1 +
n∑
i=0
riθi] ◦ g = 0.
Now by hypothesis (3), g must divide the polynomial
h = φ[θn+1Ωn+1 −
n∑
i=0
riθiΩi] = Ωn+1φ(θn+1)−
n∑
i=0
Ωiφ
i+1(ri) ◦ φ(θi).
We note that [φ(θn+1)](cn+1) ∈ k
× by the definition of the θi, and [φ
i+1(ri)](cn+1) =
0 for 0 ≤ i ≤ n, since ri ∈ (RB)n−i+1. Thus evaluating at cn+1 we conclude
that h(cn+1) ∈ Ωn+1k× and thus g(cn+1) divides Ωn+1. But since Ωn+1 =
g(cn+1)/f(cn+1), this implies that f(cn+1) is a unit in B. For all n ≫ 0, this
contradicts hypothesis (2), and so tn+1 6∈
∑n
i=0(RB)ti for n ≫ 0, as we wished to
show. 
Next, we construct a commutative noetherian ring B which satisfies the hy-
potheses of Proposition 7.2. We shall obtain such a ring as an infinite blowup of
affine space, to be defined presently. See [1, Section 1] for more details about this
construction.
Let A be a commutative domain, and letX be the affine scheme Spec A. Suppose
that d is a closed nonsingular point of X with corresponding maximal ideal p ⊆ A,
and let z0, z1, . . . , zr be some choice of generators of the ideal p such that z0 6∈ p2.
The affine blowup of X at d (with denominator z0) is X
′ = Spec A′ where A′ =
A[z1z
−1
0 , z2z
−1
0 , . . . , zrz
−1
0 ].
Consider the special case where A = k[y1, y2, . . . , yt] is a polynomial ring, X =
At, and d = (a1, a2, . . . , at). The affine blowup of A
t at d with the denominator
(y1 − a1) is X ′ = Spec A′ for the ring
A′ = A[(y2 − a2)(y1 − a1)
−1, . . . , (yt − at)(y1 − a1)
−1].
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Note that also A′ = k[y1, (y2 − a2)(y1 − a1)−1, . . . , (yt − at)(y1 − a1)−1], so A′ is
itself isomorphic to a polynomial ring in t variables over k and X ′ = At as well.
The blowup map X ′ → X is an isomorphism outside of the closed set {y1 = a1} of
X .
Given a sequence of points {di = (ai1, ai2, . . . , ait)}i≥0 such that ai1 6= aj1 for
i 6= j, we may iterate the blowup construction, producing a union of commutative
domains
A ⊆ A0 ⊆ A1 ⊆ A2 ⊆ . . .
where each Ai is isomorphic to a polynomial ring in t variables over k. In this case
we set B =
⋃
Ai and Y = Spec B, and call Y (or B) the infinite blowup of A
t at the
sequence of points {di}. Explicitly, B = A[{(yj−aij)(y1−ai1)−1|2 ≤ j ≤ t, i ≥ 0}].
That there should be some connection between such infinite blowups and the al-
gebrasR(ϕ, c) is strongly suggested by the following result (compare Theorem 5.12).
Theorem 7.3. [1, Theorem 1.5] The infinite blowup B is a noetherian ring if and
only if the set of points {di}≥0 is a critically dense subset of A
t. ✷
Now we show the failure of the strong noetherian property for the noetherian
rings R(ϕ, c) explicitly. Below, we we will identify automorphisms of Pt with ele-
ments of PGLt+1(k) = GLt+1(k)/k
× [13, page 151]; explicitly, we let matrices in
GLt+1(k) act on the left on the homogeneous coordinates (a0 : a1 : · · · : at) of Pt,
considered as column vectors.
Theorem 7.4. Let (ϕ, c) ∈ (AutPtk) × P
t
k satisfy the critical density condition.
There is an affine patch At ⊆ Pt such that {ci}i∈Z ⊆ A
t. Let B be the infinite
blowup of At at the points {ci}i≥0. Then R = R(ϕ, c) is noetherian, but B is a
commutative noetherian k-algebra which is a UFD such that R ⊗k B is not a left
noetherian ring.
Proof. By changing coordinates, we may replace ϕ by a conjugate without loss
of generality, so we may assume that when represented as a matrix ϕ is lower
triangular. Also, we may multiply this matrix by a nonzero scalar without changing
the automorphism of Pt it represents, and so we also assume that the top left entry
of the matrix is 1.
By assumption the set of points {ci}i∈Z is critically dense in P
t, and so R(ϕ, c) is
noetherian. Let X0 be the hyperplane {x0 = 0} of Pt. Since ϕ is upper triangular,
ϕ(X0) = X0, so if some ci ∈ X0 then {ci}i∈Z ⊆ X0 which contradicts the critical
density condition. So certainly {ci}i∈Z ⊆ At = Pt \X0. Since the top left entry of
ϕ is 1, we may fix homogeneous coordinates for the ci of the form ci = (1 : ai1 :
ai2 : · · · : ait). Let yi = xi/x0, so that k[y1, y2, . . . yt] is the coordinate ring of At.
In affine coordinates, ci = (ai1, ai2, . . . , ait).
If ai1 = aj1 for some i < j, then since ϕ is lower triangular it follows that
ai1 = ak1 for all k ∈ (j− i)Z. Then the hyperplane {ai1x0− x1 = 0} of P
t contains
infinitely many of the ci, again contradicting the critical density of {ci}i∈Z. So
the scalars {ai1}i∈Z are all distinct, and the infinite blowup B of At at the points
{ci}i≥0 is well defined. The ring B is generated over k[y1, y2, . . . , yt] by the elements
{(yj − aij)(y1 − ai1)−1 | 2 ≤ j ≤ t, i ≥ 0}. Clearly the points {ci}i≥0 must be
critically dense subset of At, since they are a critically dense subset of Pt. Thus B
is noetherian by Theorem 7.3.
The ring B is obtained as a directed union of k-algebras Ai which are each
isomorphic to a polynomial ring. In each ring Ai the group of units is just k
×, and
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so this is also the group of units of B. It follows that if z ∈ Ai is an irreducible
element of B, then z is irreducible in Ai. Since B is noetherian, every element of
B is a finite product of irreducibles, and the uniqueness of such a decomposition
follows by the uniqueness in each UFD Ai. Thus B is a UFD.
Fix the two elements f = y1x0−x1 and g = y2x0−x2 of UB ∼= B[x0, x1, . . . , xt].
Since f and g are homogeneous of degree 1 in the xi and are not divisible by any
non-unit of B, it is clear that f and g are distinct irreducible elements of UB, and
so in particular gcd(f, g) = 1. Now f(ci) = y1 − ai1 and g(ci) = y2 − ai2, so
Ωi = g(ci)/f(ci) = (y2 − ai2)(y1 − ai1)−1 ∈ B and thus f(ci) divides g(ci) for all
i ≥ 0.
Finally, f(ci) = (y1 − ai1) is not in the group of units k× of B. We see that
all of the hypotheses of Proposition 7.2 are satisfied, and so R ⊗k B is not left
noetherian. 
8. Special subcategories and homological lemmas
Let S = S(ϕ) and R = R(ϕ, c), and assume the critical density condition (Hy-
pothesis 5.14), in particular that R is noetherian. First, we introduce some notation
for the subcategories of S -Gr and R -Gr which are generated by the “distinguished”
S-point modules P (ci).
Definition 8.1. (1) Let S -dist be the full subcategory of S -gr consisting of
all S-modules M with a finite S-module filtration whose factors are either
torsion or a shift of P (ci) for some i ∈ Z.
(2) Let R -dist be the full subcategory of R -gr consisting of all R-modules M
having a finite R-module filtration whose factors are either torsion or a shift
of the module RP (ci) for some i ∈ Z.
Note that by Theorem 6.6(1),(2), RP (ci) is finitely generated for any i ∈ Z and
so part (2) of the definition makes sense. We also define S -Dist to be the smallest
full subcategory of S -Gr containing S -dist and closed under direct limits. The
subcategory R -Dist of R -Gr is defined similarly. We will use frequently later in
this section the fact that S/R ∈ R -Dist, which follows from Corollary 5.6.
If C is any abelian category, a full subcategory D of C is called Serre if for any
short exact sequence 0→M ′ →M →M ′′ → 0 in C, M ∈ D if and only if both
M ′ ∈ D and M ′′ ∈ D. All of the subcategories defined above are clearly Serre.
In fact, we may describe S -dist as the smallest Serre subcategory of S -gr which
contains all of the P (ci)[j]; a similar description holds for the other categories.
The special categories over the two rings are related as follows.
Lemma 8.2. Let M ∈ S -gr. Then RM ∈ R -dist if and only if SM ∈ S -dist.
Similarly, if M ∈ S -Gr then RM ∈ R -Dist if and only if SM ∈ S -Dist.
Proof. If SM ∈ S -dist, then it follows directly from Definition 8.1 that RM ∈
R -dist. Conversely, suppose that RM ∈ R -dist. Clearly GKR(M) ≤ 1, so we have
GKS(M) ≤ 1 since we can measure GK-dimension using the Hilbert function. By
Lemma 3.3, M has a finite filtration over S with cyclic critical factors, which must
in this case be shifts of Sk and S-point modules. Suppose that a shift of P (d)
is one of the factors occurring. Then N = RP (d) ∈ R -dist. By the definition of
R -dist, some tail of N is isomorphic to a shift of some RP (ci) for some i ∈ Z. Using
Lemma 3.2, this forces RP (d) ∼= RP (cj) for some j ∈ Z and so by Proposition 6.4(2)
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we have d = cj . Thus the only point modules which may occur as factors in the
S-filtration of M are shifts of the P (cj) for j ∈ Z and so M ∈ S -dist.
The second statement is an easy consequence of the definitions of S -Dist and
R -Dist and the first statement. 
In the rest of this section, we gather some definitions and lemmas concerning
homological algebra over the rings R and S. Let A be a connected N-graded k-
algebra, finitely generated in degree 1, and let k = (A/A≥1). We say that A
satisfies χi if dimk Ext
j(k,M) < ∞ for all M ∈ A -gr and all 0 ≤ j ≤ i, and
that A satisfies χ if A satisfies χi for all i ≥ 0. If M ∈ A -gr, the grade of M is
the number j(M) = min{i|ExtiA(M,A) 6= 0}. We say that A is Cohen-Macaulay if
j(M)+GK(M) = GK(A) for allM ∈ A -gr. Finally, A is Artin-Schelter regular (or
AS-regular) if A has finite global dimension d, finite GK-dimension, and satisfies
the Gorenstein condition: ExtiA(Ak,A) = 0 if i 6= d, and Ext
d
A(Ak,A)
∼= kA (up to
some shift of grading).
The ring S obtains many nice homological properties simply because it is a Zhang
twist of a commutative polynomial ring.
Lemma 8.3. (1) S has global dimension t+ 1.
(2) S is Cohen-Macaulay.
(3) S is Artin-Schelter regular.
(4) S satisfies χ.
Proof. All of these properties are standard for the polynomial ring U . Properties
(1)-(3) follow for the Zhang twist S of U by [31, Propositions 5.7, 5.11]. Then since
S is Artin-Schelter regular it satisfies χ [5, Theorem 8.1]. 
Recall from §3 that there is an equivalence of categories θ : U -Gr ∼ S -Gr, and
that we identify the graded left ideals of S and the graded ideals of U . Under the
equivalence of categories we have θ(U/I) ∼= S/I. Also, graded injective objects
correspond under the equivalence and so it is immediate that ExtiU -Gr(M,N)
∼=
ExtiS -Gr(θM, θN) as vector spaces for all M,N ∈ U -Gr and all i ≥ 0. On the other
hand, the relationship between Ext groups over the two rings is more complicated,
since the shift functors in S and U do not correspond under the equivalence of
categories. We work out this relationship in detail for cyclic modules, which is the
only case we will need.
Lemma 8.4. Let M = U/I and N = U/J for some graded ideals I and J of U .
For any n ∈ Z we have
(1) θ((U/φ−n(J))[n]) ∼= (S/J)[n].
(2) ExtiS(S/I, S/J)n
∼= ExtiU (U/I, U/φ
−n(J))n as k-spaces.
Proof. (1) Obviously the property of being cyclic is preserved by the equivalence
of categories, and so θ((U/φn(J))[n]) is a cyclic S-module generated in degree −n.
Thus we need only show that that the annihilator in S of a generator is the left
S-ideal J , but this is immediate from the definition of the equivalence θ.
(2) By definition, ExtiU (U/I, U/φ
−n(J))n = Ext
i
U -Gr(U/I, (U/φ
−n(J))[n]) and
ExtiS(S/I, S/J)n = Ext
i
S -Gr(S/I, (S/J)[n]). We know that θ(U/I)
∼= S/I, and
θ((U/φ−n(J))[n]) ∼= (S/J)[n] by part (1). We are done since the Ext groups in the
graded category correspond under the equivalence of categories. 
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The next proposition shows that the critical density of the set {ci}i∈Z, besides
characterizing the noetherian property for R, also has implications for the homologi-
cal properties of the S-point modules P (ci). The proof of the following commutative
lemma may be found in the appendix.
Lemma 8.5. (Lemma A.12) Let I and J be homogeneous ideals of U . There
is some d ≥ 0 such that for all n ∈ Z for which U/(I + φn(J)) is bounded,
ExtiU (U/I, U/φ
n(J)) has right bound ≤ d. ✷
Proposition 8.6. Assume the critical density condition, and let N ∈ S -gr.
(1) dimk Ext
p
S(P (ci), N) <∞ for 0 ≤ p ≤ t− 1 and any i ∈ Z.
(2) Let M ∈ S -dist. Then dimk Ext
p
S(M,N) <∞ for 0 ≤ p ≤ t− 1.
Proof. (1) Since N is finitely generated, it is easy to see that each graded piece
of E = ExtpS(P (ci), N) is finite dimensional over k. So it is enough to show that
E is bounded. Note that E is automatically left bounded since N is [5, Proposi-
tion 3.1.1(c)]. It remains to show that E is right bounded. Using a finite filtration
of N by cyclic modules, one reduces quickly to the case where N is cyclic, say
N = S/I.
In case I = 0, E = ExtpS(P (ci), S) = 0 for 0 ≤ p ≤ t− 1 by the Cohen-Macaulay
property of S (Lemma 8.3(2)).
Now assume that I 6= 0. By Lemma 8.4(3), we have for each n ≥ 0 the k-space
isomorphism
ExtpS(S/mci , S/I)n
∼= Ext
p
U (U/mci, U/φ
−n(I))n.
Now φ−n(I) ⊆ mci, or equivalently I ⊆ mci+n , can hold for at most finitely many n,
since the points {ci}i∈Z are critically dense. Thus for n≫ 0 we have φ−n(I) 6⊆ mci,
and the module U/(φ−n(I) +mci) is bounded. By Lemma 8.5, there is some fixed
d ≥ 0 such that ExtpU (U/mci , U/φ
−n(I))n = 0 as long as n ≥ d. We conclude that
ExtpS(S/mci , S/I)n = 0 for n≫ 0, as we wish.
(2) Since M ∈ S -dist, we may choose a finite filtration of M with factors which
are shifts of the point modules P (ci) or Sk. Since S satisfies χ by Lemma 8.3(4),
dimk Ext
p
S(k,N) <∞ for all p ≥ 0, and now the statement follows by part (1). 
For an N-graded algebra A, if L and N are Z-graded right and left A-modules
respectively, then the k-space TorAi (L,N) has a natural Z-grading which we em-
phasize by using the notation TorAi (L,N). To study homological algebra over R,
we will generally try to reduce to calculations over the ring S. In particular, we will
often use the following convergent spectral sequence, which is valid for any graded
modules RM and SN [25, Equation (2.2)]:
(8.7) ExtpS(Tor
R
q (S,M), N)⇒
p
Extp+qR (M,N).
We also note for reference the 5-term exact sequence arising from this spectral
sequence [21, 11.2]:
(8.8) 0→ Ext1S(S ⊗RM,N)→ Ext
1
R(M,N)→ HomS(Tor
R
1 (S,M), N)
→ Ext2S(S ⊗RM,N)→ Ext
2
R(M,N).
In order to make effective use of the spectral sequence, we need some information
about Tor.
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Lemma 8.9. Fix some M ∈ R -gr. Also, let Q be the right point module of R
such that (S/R)R ∼= ⊕∞i=1Q[−i] (Corollary 5.6(2), applied to the right side, which
is valid by Lemma 4.2(1)). Then
(1) TorRq (S,M) ∈ S -dist for any q ≥ 1. If M is torsion, then Tor
R
q (S,M) ∈
S -dist for q ≥ 0.
(2) dimk Tor
R
q (Q,M) <∞ for q ≥ 1.
Proof. (1) From the long exact sequence in TorRq (−,M) associated to the short
exact sequence of R-bimodules 0→ R→ S → S/R→ 0, we see that
(8.10) TorRq (S,M)
∼= TorRq (S/R,M)
as left R-modules, for all q ≥ 2. Also, at the bottom of the long exact sequence we
have
(8.11) 0→ TorR1 (S,M)→ Tor
R
1 (S/R,M)→M → . . .
Thus there is at least an injection of left R-modules TorRq (S,M)→ Tor
R
q (S/R,M)
for all q ≥ 1. Now computing N = TorRq (S/R,M) using a free resolution ofM , it is
a subfactor of some direct sum of copies of (S/R) ∈ R -Dist, so N ∈ R -Dist. Then
TorRq (S,M) ∈ R -Dist and thus in S -Dist for q ≥ 1, using Lemma 8.2. But since we
may calculate TorRq (S,M) using a resolution of M by free modules of finite rank,
we have TorRq (S,M) ∈ S -dist for q ≥ 1.
If M is torsion, we need to show in addition that TorR0 (S,M) is in S -dist. It
is enough to show this for M = k, in which case one calculates immediately that
TorR0 (S,M)
∼= S/SR≥1 ∼= S/mc0 = P (c0) which is obviously in S -dist.
(2) As in part (1), N = TorRq (S/R,M) ∈ R -Dist and Tor
R
q (S,M) is in S -dist
and thus in R -dist, by Lemma 8.2, for all q ≥ 1. Since M ∈ R -gr, we get using
(8.10) and (8.11) that N ∈ R -gr and so N ∈ R -dist for all q ≥ 1.
Note that by the definition of R -dist, the Hilbert function of N is forced to
satisfy dimkNm < C for some constant C, all m ≥ 0. Then since Tor commutes
with direct sums [5, Proposition 2.4(1)], N ∼= ⊕∞i=1Torq(Q,M)[−i] as graded vector
spaces, and so we must have dimk Tor
R
q (Q,M) <∞ for q ≥ 1. 
As an easy consequence of the spectral sequence, we may show that R and S
have no nontrivial extensions by torsion modules in the category of R-modules.
Lemma 8.12. Ext1R(Rk,R) = 0 = Ext
1
R(Rk, S).
Proof. Consider the long exact sequence in ExtR(k,−) associated to the short exact
sequence 0→ R→ S → S/R→ 0:
(8.13) . . .→ HomR(k, S/R)→ Ext
1
R(k,R)→ Ext
1
R(k, S)→ . . .
Now R(S/R) is torsionfree, since it is isomorphic to a direct sum of point modules
by Corollary 5.6(2). Thus HomR(k, S/R) = 0.
To analyze the group Ext1R(k, S), we use the beginning of the 5-term exact
sequence (8.8) for M = Rk and N = S:
(8.14) 0 −→ Ext1S(S ⊗R k, S) −→ Ext
1
R(k, S) −→ HomS(Tor
R
1 (S, k), S) −→ . . .
Now by Lemma 8.9(1), TorRi (S, k) is in S -dist for all i ≥ 0; in particular,
GKS(S ⊗R k) ≤ 1 and GKS(Tor
R
1 (S, k)) ≤ 1. Then Ext
1
S(S ⊗R k, S) = 0 by
the Cohen-Macaulay property of S (Lemma 8.3(2)) and HomS(Tor
R
1 (S, k), S) = 0
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since S is a domain with GK(S) = t+ 1 > 1. Thus by (8.14) Ext1R(k, S) = 0, and
by (8.13) Ext1R(k,R) = 0 as well. 
9. The maximal order property
Let A be a noetherian domain with Goldie quotient ring Q. We say A is a
maximal order in Q if given any ring T with A ⊆ T ⊆ Q and nonzero elements a, b
of A with aT b ⊆ A, we have T = A. If A is commutative, then A is a maximal
order if and only if A is integrally closed in its fraction field [17, Proposition 5.1.3].
We are interested in an equivalent formulation of the maximal order property.
For any left ideal I of A, we define Or(I) = {q ∈ Q|Iq ⊆ I} and Ol(I) = {q ∈
Q|qI ⊆ I}. Then A is a maximal order if and only if Or(I) = A = Ol(I) for all
nonzero ideals I of A [17, Proposition 5.1.4]. If A is an N-graded algebra with a
graded ring of fractions D, then for any homogeneous ideal I of A we may also
define Ogr (I) = {q ∈ D|Iq ⊆ I} and O
g
l (I) = {q ∈ D|qI ⊆ I}. In the graded case
we have the following criterion for the maximal order property.
Lemma 9.1. Let A be an N-graded noetherian domain which has a graded quotient
ring D and Goldie quotient ring Q. Then A is a maximal order if and only if
Ogr (I) = A = O
g
l (I) holds for all homogeneous nonzero ideals I of A.
This result is stated in [26, Lemma 2], but the reference given there is faulty and
so we will supply a brief proof here.
Proof. We may write D ∼= T [z, z−1;σ] for some division ring T and automorphism
σ of T . Then since T is a maximal order, it follows by [16, Propositions IV.2.1,
V.2.3] that D is a maximal order in Q.
Assume thatOgr (J) = A = O
g
l (J) for all homogeneous ideals J ofA. Let I be any
ideal of A, and let q ∈ Or(I). Then DI is a 2-sided ideal of D [12, Theorem 9.20],
and also q ∈ Or(DI). Since D is a maximal order in Q, this forces q ∈ D.
Given any d =
∑
di ∈ D where di ∈ Di, let n be maximal such that dn 6= 0 and
set d˜ = dn. Let I˜ be the 2-sided homogeneous ideal generated by a˜ for all a ∈ I.
Write q =
∑n
i=m di; then since Iq ⊆ I, we have I˜dn ⊆ I˜ and so dn ∈ O
g
r (I˜) = A.
Then q− dn ∈ Or(I). By induction on n−m we get that q− dn ∈ A and so q ∈ A.
Thus Or(I) = A, and an analogous argument gives Ol(I) = A, so A is a maximal
order. The opposite implication is trivial. 
Let S = S(ϕ) and R = R(ϕ, c) and assume the critical density condition. Our
next goal is to show that R = R(ϕ, c) is a maximal order. First, we note that the
ring S has this property.
Lemma 9.2. S = S(ϕ) is a maximal order.
Proof. By [31, Theorem 5.11], S is ungraded Cohen-Macaulay and Auslander-
regular, since U has both properties; also, since S is graded it is trivially stably
free. By [22, Theorem 2.10], any ring satisfying these three properties is a maximal
order. 
We will also require the following lemma concerning the annihilators of modules
in R -Dist.
Lemma 9.3. (1) If M ∈ R -Dist, then either RM is torsion or else annRM =
0.
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(2) In particular, if I is a nonzero ideal of R then R(SIS/IS) is torsion.
Proof. (1) Consider the S-point module P (ci) for some i ∈ Z. By Lemma 3.2(1),
P (ci) has point sequence (ci, ci−1, ci−2, . . . ). Then annR P (ci) = ∩∞j=0mci−j ∩ R,
and by the critical density of the points {ci} we conclude that annR P (ci) = 0. Now
the statement follows easily from the definition of R -Dist.
(2) Since M = R(SIS/IS) is a homomorphic image of a direct sum of copies of
(S/R), we have M ∈ R -Dist. Since also IM = 0, by part (1) RM is torsion. 
Recall that R and S have the same graded quotient ring D (Lemma 4.7). For
any graded left R-submodules M,N of D, we identify HomR(M,N) with {d ∈
D | Md ⊆ N}. Similarly, if M,N are graded left S-submodules of D we identify
HomS(M,N) and {d ∈ D |Md ⊆ N}.
Proposition 9.4. Let I be a nonzero homogeneous ideal of R. Then Ogl (I) ⊆ S
and Ogr (I) ⊆ S.
Proof. Consider Ogr (I) for some nonzero homogeneous ideal I of R. We have that
Ogr (I) = {q ∈ D|Iq ⊆ I} ⊆ {q ∈ D|SIq ⊆ SI} = HomS(SI, SI).
We will show that HomS(SI, SI) ⊆ S. Since S is a maximal order by Lemma 9.2,
we know that Ogr (SIS) = HomS(SIS, SIS) = S. Set M = SIS/SI ∈ S -gr.
Now from the exact sequence of R-bimodules 0→ SI → SIS →M → 0, we get
the following long exact sequence in Ext:
0→ HomS(M,SIS)→ HomS(SIS, SIS)→ HomS(SI, SIS)
→ Ext1S(M,SIS)→ . . .
in the which the terms are again R-bimodules and the maps are all R-bimodule
maps. By a right sided version of Lemma 9.3(2), which is valid by Lemma 4.2(1),
MR must be torsion. Then since the left R-structure of Ext
1
S(M,SIS) comes from
the right side of M , it follows from the fact that SM is finitely generated that the
left R-module structure of Ext1S(M,SIS) is also torsion.
Now HomS(M,SIS) = 0, since S is a domain and GK(M) < GK(S). Thus
HomS(SI, SIS) is an R-subbimodule of D which is an essential left R-module
extension of HomS(SIS, SIS) = S by a torsion module. But by Lemma 8.12,
Ext1R(k, S) = 0 and so S has no nontrivial torsion extensions. This forces
HomS(SI, SIS) = S, and thus O
g
r (I) = HomS(SI, SI) ⊆ HomS(SI, SIS) = S.
The proof that Ogl (I) ⊆ S follows by applying the same argument in the exten-
sion of rings Rop ⊆ Sop, and again invoking Lemma 4.2(1). 
Now we may complete the proof that R is a maximal order.
Theorem 9.5. Assume the critical density condition, so that R is noetherian.
Then R is a maximal order.
Proof. Let I be any nonzero homogeneous ideal of R. Then HomR(RI,RI) =
Ogr (I) ⊆ S, by Proposition 9.4. SetM = (HomR(I, I))/R; then RM is a submodule
of R(S/R), so M ∈ R -Dist. Since IM = 0, Proposition 9.3(1) implies that M is
a torsion module. But Ext1R(k,R) = 0 by Lemma 8.12, and so R may not have
any nontrivial torsion extensions. Since R ⊆ HomR(I, I) is an essential extension,
this forces Ogr (I) = Hom(I, I) = R. Applying the same argument in R
op, we get
Ogl (I) = R as well. Thus R is a maximal order by Lemma 9.1. 
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10. The χ condition and R -proj
We begin this section by reviewing some definitions from the theory of noncom-
mutative projective schemes which we will use in the next two sections. See [5] for
more details.
Let A be a noetherian N-graded ring which is finitely generated in degree one.
Let A -Tors be the full subcategory of torsion objects in A -Gr. Then A -Tors is a
localizing subcategory of A -Gr, which means that the quotient category A -Qgr =
A -Gr /A -Tors is defined, and the exact quotient functor π : A -Gr → A -Qgr has
a right adjoint ω, which is called the section functor. For torsionfree M ∈ A -Gr
we may describe ωπ(M) explicitly as the unique largest essential extension M ′
of M such that M ′/M is torsion. For all M ∈ A -qgr, ω(M) is torsionfree and
πω(M) ∼=M.
The noncommutative projective scheme A -Proj is defined to be the ordered
pair (A -Qgr, π(A)), where π(A) is called the distinguished object. We write
A -Proj ∼= B -Proj if there is an equivalence of categories A -Qgr ∼ B -Qgr un-
der which the distinguished objects correspond. We also work with the sub-
categories of noetherian objects A -gr, A -tors, A -qgr = A -gr /A -tors, and we set
A -proj = (A -qgr, π(A)).
The category A -Qgr has enough injectives and so Ext groups are defined in this
category. The shift functorM 7→M [1], which is an autoequivalence of the category
A -Gr, descends naturally to an autoequivalence of A -Qgr. For M,N ∈ A -Qgr we
define
Exti(M,N ) = ⊕∞i=−∞ Ext
i
A -Qgr(M,N [i]).
Now we define cohomology and graded cohomology for A -Proj by setting Hi(N ) =
Exti(π(A),N ) and Hi(N ) = Exti(π(A),N ) for N ∈ A -Qgr. The section functor ω
may be described using cohomology as ω(M) = H0(M) for all M ∈ A -Qgr.
For making explicit computations, it is useful to note that for all M,N ∈ A -gr
and all p ≥ 0,
(10.1) ExtpA -Qgr(π(M), π(N))
∼= lim
n→∞
ExtpA(M≥n, N).
In case M = A, we have the following additional formula for all p ≥ 1 (see [5,
Proposition 7.2(2)]):
(10.2) Hp(π(N)) ∼= lim
n→∞
Extp+1A (A/A≥n, N).
If A is commutative this last formula amounts to the usual correspondence between
sheaf cohomology in A -proj and local cohomology for the ring A.
Recall the χ conditions which were defined in §8. Artin and Zhang proved the
following noncommutative analog of Serre’s theorem:
Theorem 10.3. [5, Theorem 4.5] Let A be a right noetherian N-graded algebra,
and let A = π(A) be the distinguished object of A -proj. Then B =
⊕
i≥0H
0(A[i])
is naturally a graded ring and there is a canonical homomorphism ψ : A → B. If
A satisfies χ1 then ψ is an isomorphism in large degree, and B -proj ∼= A -proj. ✷
In other words, if A satisfies χ1 then the noncommutative projective scheme
A -proj, together with the shift functor M 7→ M [1], determines the ring A up to a
finite dimensional vector space.
In this section, we will analyze the χ conditions for R = R(ϕ, c), assuming the
critical density condition throughout. We shall show that R satisfies χ1, but that χi
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fails for R for i ≥ 2. In particular, R satisfies the noncommutative Serre’s theorem,
and is the first example of a noetherian algebra which satisfies χ1 but not all of the
χ conditions.
We will say that χi(M) holds for a particular moduleM ∈ A -Gr if Ext
j
A(k,M) <
∞ for 0 ≤ j ≤ i. The reader may easily prove the following simple facts.
Lemma 10.4. Let 0 → M ′ → M → M ′′ → 0 be an exact sequence in R -gr, and
let N ∈ R -gr.
(1) If χ1(M
′) and χ1(M
′′) hold then χ1(M) holds.
(2) If χ1(M) holds then χ1(M
′) holds.
(3) If dimkN <∞ then χ1(N) holds. ✷
To prove χ1 for R we will reduce to the case of S-modules.
Proposition 10.5. Suppose that N ∈ S -gr. Then χ1(RN) holds.
Proof. Consider the first 3 terms of the 5-term exact sequence (8.8) for M = Rk:
0 −→ Ext1S(S ⊗R k,N) −→ Ext
1
R(k,N) −→ HomS(Tor
R
1 (S, k), N) −→ . . .
Now TorRi (S, k) is in S -dist for any i ≥ 0, by Lemma 8.9(1). Then by Proposi-
tion 8.6, we conclude that dimk Ext
j
S(Tor
R
i (S, k)), N) < ∞ for j = 0, 1 and i ≥ 0.
Thus dimk Ext
1
R(k,N) <∞. 
The following result completes the proofs of Theorems 1.3 and 1.5 from the
introduction.
Theorem 10.6. Assume the critical density condition and let R = R(ϕ, c).
(1) R satisfies χ1.
(2) Ext2R(k,R) is not bounded, and χi fails for all i ≥ 2.
Proof. (1) By Lemma 10.4(1) and induction it is enough to show that χ1(M) holds
for all graded cyclic R-modules M .
Let R/I be an arbitrary graded cyclic left R-module. If I = 0, then χ1(RR) holds
by Lemma 8.12. Assume then that I 6= 0. Consider the exact sequence (5.15). Now
χ1(R(S/SI)) holds by Proposition 10.5. By Lemma 5.16(1), both (SI ∩R)/I and
S/(R + SI) have finite filtrations with factors which are either torsion or shifted
R-point modules with a compatible S-module structure. Then χ1((SI ∩R)/I) and
χ1(S/(R+SI)) hold, by Proposition 10.5 and Lemma 10.4(1),(3). Finally, applying
Lemma 10.4(1),(2) to (5.15) we get that χ1(R/I) holds.
(2) Consider the long exact sequence in ExtR(k,−) that arises from the short
exact sequence of R-modules 0→ R→ S → S/R→ 0:
(10.7) . . .→ Ext1R(k, S)→ Ext
1
R(k, S/R)→ Ext
2
R(k,R)→ . . .
Now Ext1R(k, S) = 0, by Lemma 8.12. On the other hand,
Ext1R(k, S/R)
∼= ⊕∞i=1Ext
1
R(k, P (c−1))[−i]
by Corollary 5.6(2), since Ext commutes with direct sums in the second coordinate
[5, Proposition 3.1(1)(b)]. By Theorem 6.6(2), it is clear that the point mod-
ule P (c−1) has a nontrivial extension by k[1], since any point module P (c0, e)
defined there satisfies (P (c0, e)[1])≥0 ∼= RP (c−1). Thus Ext
1
R(k, P (c−1)) 6= 0,
and so ⊕∞i=1Ext
1
R(k, P (c−1))[−i]
∼= Ext1R(k, S/R) is not right bounded. Then by
the exact sequence (10.7), Ext2R(k,R) is also not right bounded. In particular,
dimk Ext
2
R(k,R) =∞ and χi fails for R for all i ≥ 2 by definition. 
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We see next that the failure of χi for R for i ≥ 2 is reflected in the cohomology of
R -proj. We recall the noncommutative version of Serre’s finiteness theorem which
was proved by Artin and Zhang, which we have restated slightly.
Theorem 10.8. [5, Theorem 7.4] Let A be a left noetherian finitely N-graded al-
gebra which satisfies χ1. Then A satisifes χi for some i ≥ 2 if and only if the
following two conditions hold:
(1) dimk H
j(N ) <∞ for all 0 ≤ j < i and all N ∈ A -qgr.
(2) Hj(N ) is right bounded for all 1 ≤ j < i and all N ∈ A -qgr.
Proof. This follows immediately from the proof of [5, Theorem 7.4]. 
Lemma 10.9. Let A be a left noetherian finitely N-graded algebra satisfying χi.
Then dimk Ext
j(M,N ) <∞ for 0 ≤ j < i and for all M,N ∈ A -qgr.
Proof. Let A = π(A). Since any M ∈ A -gr is an image of some finite sum of shifts
of A, in A -qgr there is an exact sequence
0→M′ → F →M→ 0
where we have F = ⊕ni=1A[di] for some integers di ∈ Z. Then Ext
j(F ,N ) ∼=
⊕ni=1 Ext
j(A,N [−di]) = ⊕ni=1 H
j(N [−di]) and so dimk Ext
j(F ,N ) < ∞ for all
0 ≤ j < i by Theorem 10.8.
We induct on j. If j = 0 then there is an exact sequence 0 → Hom(M,N ) →
Hom(F ,N ) from which it follows that dimk Hom(M,N ) < ∞. For 0 < j < i,
there is the long exact sequence
. . .→ Extj−1(M′,N )→ Extj(M,N )→ Extj(F ,N )→ . . .
and since dimk Ext
j−1(M′,N ) < ∞ by the induction hypothesis, we have
dimk Ext
j(M,N ) < ∞ as well. This completes the induction step and the
proof. 
We can now make the failure of the Serre’s finiteness theorem for R -proj explicit.
Lemma 10.10. Let R = π(R) ∈ R -qgr be the distinguished object of R -proj. Then
dimk H
1(R) =∞.
Proof. Set S = π(S) ∈ R -Qgr. The exact sequence 0 → R → S → S/R → 0
descends to an exact sequence 0→R→ S → S/R→ 0 in R -qgr. ForM ∈ R -Qgr,
the cohomology H0(M) may be identified with the zeroeth graded piece of the
module ω(M), where ω is the section functor. Recall also that for torsionfree
M ∈ A -Gr, ωπ(M) is the largest essential extension of M by a torsion module.
Since Ext1R(k, S) = 0 by Lemma 8.12, RS has no nontrivial torsion extensions and
so ω(S) = S. In particular, dimk H
0(S) = dimk S0 = 1. On the other hand,
S/R = ⊕∞i=1P (c−1)[−i] is an infinite direct sum of shifted R-point modules by
Corollary 5.6(2). For each i ≥ 0, by Lemma 6.6(2) there is some R-point module
P (ci, ei) which satisfies P (ci, ei)≥i+1 ∼= P (c−1)[−i− 1]. Then M = ⊕∞i=0P (ci, ei) is
an essential extension of S/R by a torsion module, so M ⊆ ω(S/R) and it follows
that dimk H
0(S/R) ≥ dimkM0 =∞. Now the long exact sequence in cohomology
forces dimk H
1(R) =∞ as well. 
The following result, which proves Theorem 1.4 from the introduction, shows
that the category R -qgr is necessarily quite different from any of the standard
examples.
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Theorem 10.11. Assume the critical density condition.
(1) Suppose that A is a left noetherian finitely N-graded k-algebra which satisfies
χ2. Then the categories A -qgr and R -qgr are not equivalent.
(2) R -qgr is not equivalent to cohX, the category of coherent sheaves on X,
for any commutative projective scheme X.
Proof. (1) The proof is immediate from Lemmas 10.9 and 10.10.
(2) This follows from part (1) and the usual commutative Serre’s theorem. 
11. Global and cohomological dimension of R -proj
In this section, our goal is to show that R -proj has finite global dimension,
and thus finite cohomological dimension. We will also give upper bounds for these
numbers.
Let us recall the definitions of these concepts:
Definition 11.1. Let A be a connected finitely generated N-graded algebra. The
global dimension of A -qgr (or A -proj) is
gldim(A -qgr) = sup{i | Exti(M,N ) 6= 0 for some M,N ∈ A -qgr}.
The cohomological dimension of A -proj is
cd(A -proj) = sup{i | Hi(N ) 6= 0 for some N ∈ A -qgr}.
If A -qgr has finite global dimension, then it is immediate that A -proj has finite
cohomological dimension. We remark that it is not known if there exists any graded
algebra A such that cd(A -proj) =∞.
Now let S = S(ϕ) and R = R(ϕ, c), and assume the critical density condition as
usual. It is easy to compute the global and cohomological dimensions of S -proj:
Lemma 11.2. cd(S -proj) = gldim(S -qgr) = GK(S)− 1 = t.
Proof. Since S is a Zhang twist of the polynomial ring U , we have an isomorphism
S -proj ∼= (cohPt,OPt), and the values of both dimensions for the commutative
scheme Pt are well known. 
The main machinery we will use to study Ext groups in R -qgr is Proposition 11.6
below, which needs the spectral sequence given in the following lemma.
Lemma 11.3. For any system in R -Gr of the form . . .→Mn → . . .→M1 →M0
and any N ∈ S -Gr there is a convergent spectral sequence of the form
Epq2 = lim
n→∞
ExtpS(Tor
R
q (S,Mn), N)⇒
p
lim
n→∞
Extp+qR (Mn, N).
Proof. Consider the spectral sequence (8.7) for arbitrary RM ∈ R -Gr:
ExtpS(Tor
R
q (S,M), N)⇒
p
Extp+qR (M,N).
Let C be the category of all N-indexed directed systems of modules in R -Gr of the
form
. . .→Mn → . . .→M1 →M0.
Let D be the analogous category of directed systems of modules in S -Gr. Both
of these categories have enough projectives and injectives. For example, if P is a
projective object of R -Gr, then any object in C of the form
(11.4) . . .→ 0→ 0→ 0→ P
∼=
→ P
∼=
→ . . .
∼=
→ P
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is projective, and clearly every object in C is an image of a direct sum of objects
of this form. See [30, Exercises 2.3.7, 2.3.8] for more details. The functor S ⊗R − :
R -Gr→ S -Gr extends to a functor G : C → D. We also have a functor F : D → Ab
defined by {Ln}n∈N 7→ limn→∞ HomS(Ln, N), where Ab is the category of abelian
groups. It is easy to see that G is right exact; since Ab has exact direct limits
[30, Theorem 2.6.15], F is left exact. Finally, G sends any direct sum of objects
in C of the form in (11.4) to a projective object in D. Then corresponding to the
composition of functors F ◦G is a Grothendieck spectral sequence (see [21, Theorem
11.40])
Ep,q2 = R
pF (LqG(M.))⇒
p
Rp+q(FG)(M.)
which we leave to the reader to show unravels to the spectral sequence required by
the lemma. 
To get the most out of the spectral sequence, we also note the following simple
lemma.
Lemma 11.5. Let A be a connected graded noetherian ring, and let . . . → Mn →
. . . → M1 → M0 a directed system of modules in A -gr. For each n, let τ(Mn) be
the torsion submodule of Mn. Then for any N ∈ A -gr and p ≥ 0,
lim
n→∞
ExtpA(Mn, N)
∼= lim
n→∞
ExtpA(Mn/τ(Mn), N)
as k-spaces.
Proof. Since direct limits are exact in the category of abelian groups [30, Theorem
2.6.15], there is a long exact sequence in limn→∞ Ext(−, N) arising from short exact
sequence of complexes 0 → τ(M.) → M. → M./τ(M.) → 0. Given fixed n, the
module τ(Mn) is bounded and so for some n
′ ≫ n the natural map τ(Mn′)→ τ(Mn)
is zero, and then the natural map ExtpA(τ(Mn), N) → Ext
p
A(τ(Mn′ ), N) is zero.
Thus limn→∞ Ext
p
A(τ(Mn), N) = 0 for all p ≥ 0, and the desired result follows
from the long exact sequence. 
Proposition 11.6. Let N ∈ S -Gr, and let M ∈ R -gr.
(1) As graded vector spaces, for all m ≥ 0 we have
ExtmR -Qgr(π(M), π(N))
∼= lim
n→∞
ExtmS (S ⊗RM≥n, N).
(2) In case M = R, for m ≥ 1 we have
Hm(π(N)) ∼= lim
n→∞
Extm+1S (S/SR≥n, N).
Proof. (1) We use the spectral sequence of Lemma 11.3:
Epq2 = lim
n→∞
ExtpS(Tor
R
q (S,M≥n), N)⇒
p
lim
n→∞
Extp+qR (M≥n, N).
Our goal is to show that Epq2 = 0 for any pair of indices p, q with q ≥ 1.
Fix q ≥ 1. For fixed n ≥ 0, we claim first that there is some n′ ≥ n such that
the natural map ψ1 : Tor
R
q (S,M≥n′)→ Tor
R
q (S,M≥n) is 0. As in Lemma 8.9, there
is a right point module Q of R such that S/R ∼=
⊕∞
i=1Q[−i] as right R-modules.
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Now by the fact that Tor commutes with direct sums [5, Proposition 2.4(1)] we get
a commutative diagram
TorRq (S,M≥n′)
ψ1
−→ TorRq (S,M≥n)y y
TorRq (S/R,M≥n′)
ψ2
−→ TorRq (S/R,M≥n)y ∼= y ∼=⊕∞
i=1Tor
R
q (Q,M≥n′)[−i]
ψ3
−→
⊕∞
i=1 Tor
R
q (Q,M≥n)[−i]
where the top two vertical maps are at least injections (see Lemma 8.9) and the ψi
are the natural maps.
Now T n = TorRq (Q,M≥n) is bounded, by Lemma 8.9(2). Also, clearly the left
bound l(n) of T n satisfies limn→∞ l(n) =∞. It follows that for n′ ≫ n the natural
map θ : T n
′
→ T n is 0. The restriction of the map ψ3 to any summand is just a
shift of the map θ, so ψ3 = 0 for n
′ ≫ n. Finally, the commutative diagram gives
ψ1 = 0 for n
′ ≫ n. This proves the claim.
Write nE
pq
2 = Ext
p
S(Tor
R
q (S,M≥n), N). Since ψ1 = 0 for n
′ ≫ n, the natural
map nE
pq
2 → n′E
pq
2 is also zero for n
′ ≫ n. Since n was arbitrary, we have
Epq2 = limn→∞ nE
pq
2 = 0.
Therefore only the Epq2 with q = 0 are possibly nonzero, and the spectral se-
quence collapses, giving an isomorphism of vector spaces for all m ≥ 1 as follows
(using also (10.1)):
ExtmR -Qgr(π(M), π(N))
∼= lim
n→∞
ExtmR (M≥n, N)
∼= lim
n→∞
ExtmS (Tor
R
0 (S,M≥n), N)
= lim
n→∞
ExtmS (S ⊗RM≥n, N).
(2) Assume that M = R. Setting T n = TorRq (Q,R/R≥n) in this case (where Q is
as in part (1)) it is obvious that T n is bounded, since R/R≥n is, and it is still true
for q ≥ 1 that the left bound l(n) of T n satisfies limn→∞ l(n) =∞ [5, Proposition
2.4(6)]. Then the same argument as in part (1) shows that the spectral sequence
Epq2 = lim
n→∞
ExtpS(Tor
R
q (S,R/R≥n), N)⇒
p
lim
n→∞
Extp+qR (R/R≥n, N)
also collapses, so we have (using (10.2)) that
HmR (π(N))
∼= lim
n→∞
Extm+1R (R/R≥n, N)
∼= lim
n→∞
Extm+1S (Tor
R
0 (S,R/R≥n), N)
= lim
n→∞
Extm+1S (S/SR≥n, N)
for all m ≥ 1. 
Armed with the preceding results, we can now show that R -qgr has finite global
dimension, and calculate upper bounds on the values of the global dimension and
cohomological dimension for R -proj. This proves Theorem 1.6 from the introduc-
tion.
Theorem 11.7. Assume the critical density condition for R = R(ϕ, c), and recall
that t = GK(R)− 1. Then
(1) gldim(R -qgr) ≤ t+ 1.
(2) cd(R -proj) ≤ t.
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Proof. (1) Given any M ∈ R -gr and N ∈ S -Gr, Proposition 11.6(1) and
Lemma 11.5 show that
ExtpR -qgr(π(M), π(N))
∼= lim
n→∞
ExtpS(S ⊗M≥n, N)
∼= lim
n→∞
ExtpS(N
′
n, N)
where N ′n = (S ⊗M≥n)/τ(S ⊗M≥n). For all n ≥ 0, the S-module N
′
n is torsion-
free. By the graded Auslander-Buchsbaum formula [11, Exercise 19.8], a torsionfree
module in U -gr has projective dimension at most (dimU)−1 = t, since it has depth
≥ 1; by the equivalence of categories U -Gr ∼ S -Gr we infer that each N ′n has pro-
jective dimension at most t over S. Then for p > t each term of the direct limit is
0 and so ExtpR -qgr(π(M), π(N)) = 0.
Now if L is an arbitrary graded cyclic R-module, then either L = R, in which case
we have the exact sequence 0→ R→ S → S/R→ 0, or L = R/I for I 6= 0, in which
there is the exact sequence (5.15): 0→ (SI∩R)/I → R/I → S/SI → S/(R+SI)→
0. Since S/R, (SI∩R)/I, and S/(R+SI) all have finite filtrations with factors which
have an S-structure compatible with their left R-structure (Lemmas 5.6, 5.16), we
conclude that ExtpR -qgr(π(M), π(L)) = 0 for p > (t + 1). Since any L
′ ∈ R -gr has
a finite filtration by cyclic modules, we see that ExtpR -qgr(π(M), π(L
′)) = 0 for all
M,L′ ∈ R -gr and p > (t+ 1), and so gldim(R -qgr) ≤ t+ 1.
(2) We will show that for any N ∈ S -Gr, ExtpR -qgr(π(R), π(N)) = 0 for p >
(t − 1). Then the bound cd(R -proj) ≤ t will follow by a similar argument as in
part (1). Let J (n) be the left S-ideal mc0 ∩ mc1 ∩ · · · ∩ mcn−1. By Theorem 4.4,
Rn = (J
(n))n, and furthermore J
(n) is generated in degrees ≤ n, by Lemma 4.3. It
is easy to see then that J (n) is the largest extension of SR≥n inside S by a torsion
module.
Now by Proposition 11.6(2) and Lemma 11.5, we have
ExtpR -qgr(π(R), π(N))
∼= lim
n→∞
Extp+1S (S/SR≥n, N)
∼= lim
n→∞
Extp+1S (S/J
(n), N).
But each S/J (n) is torsionfree and hence has projective dimension at most t, by
the same argument as in part (1), so every term in the direct limit is zero when
p > (t− 1). 
Before leaving the subject of cohomological dimension, we wish to mention an-
other approach to cohomology for noncommutative graded algebras which is pro-
vided by the work of Van Oystaeyen and Willaert on schematic algebras [27, 28, 29].
An algebra graded A is called schematic if it has enough Ore sets to give an open
cover of A -proj; we shall not concern ourselves here with the formal definition. For
such algebras one can define a noncommutative version of Cˇech cohomology which
gives the same cohomology groups as the cohomology theory we studied above.
It turns out that the theory of schematic algebras is of no help in comput-
ing the cohomology of R -proj. Indeed, if A is a connected N-graded noetherian
schematic algebra then ExtnA(Ak,A) is torsion as a right A-module for all n ∈ N [29,
Proposition 3], hence finite dimensional over k. But we saw in Theorem 10.6 that
dimk Ext
2
R(Rk,R) = ∞. Thus we have incidentally proven the following proposi-
tion.
Proposition 11.8. Assume the critical density condition. Then R = R(ϕ, c) is
a connected N-graded noetherian domain, generated in degree one, which is not
schematic. ✷
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The previously known non-schematic algebras have not been generated in degree
one [29, page 12].
12. The critical density property
We saw in Theorem 5.12 that the noetherian property for R(ϕ, c) depends on
the critical density of the set of points C = {ϕi(c)}i∈Z, and we have been assuming
that C is critically dense ever since. In this section, we justify this assumption by
showing that the critical density of C holds for generic choices of ϕ and c. We will
only concern ourselves with pairs (ϕ, c) such that Hypothesis 4.1 holds, that is such
that c has infinite order under ϕ. Next, we will show that in case char k = 0, the
set C is critically dense if and only if it is dense, which is a much simpler condition
to check. Finally, we discuss rings generated by Eulerian derivatives, which was
the context in which rings of the form R(ϕ, c) first appeared in the literature [14].
We translate our earlier results into this language, and show that they solve several
open questions in [14].
Throughout this section we write ci = ϕ
−i(c). As we did earlier in §7, we
think of automorphisms of Pt as elements of PGLt+1(k) = GLt+1(k)/k
×, which
act on the left on column vectors of homogeneous coordinates for Pt. We write
diag(p0, p1, . . . , pt) for the automorphism which is represented by a diagonal matrix
with diagonal entries p0, p1, . . . , pt.
Let us define precisely our (somewhat nonstandard) intended meaning of the
word “generic”.
Definition 12.1. A subset U of a varietyX is generic if its complement is contained
in a countable union of proper closed subvarieties of X .
If the base field k is uncountable, a generic subset is intuitively very large. For
example, if k = C then a property which holds generically holds “almost every-
where” in the sense of Lebesgue measure. For any results below which involve
genericity we will assume that k is uncountable.
In the next theorem we will prove that C is critically dense for ϕ a suitably general
diagonal matrix, and c chosen from an open set of Pt. The proof will depend on
the following combinatorial lemma.
Lemma 12.2. Fix d ≥ 1, and set N =
(
t+d
d
)
. Let U = k[x0, x1, . . . , xt] be the
polynomial ring, and give monomials in U the lexicographic order with respect to
some fixed ordering of the variables. Let f1, f2, . . . , fN be the monomials of degree
d in U = k[x0, x1, . . . , xt], enumerated so that f1 < f2 < . . . fN in the lex order.
Fix some sequence of distinct nonnegative integers a1 < a2 < · · · < aN . Then the
polynomial det(f
aj
i ) ∈ U is nonzero.
Proof. Set F = det(f
aj
i ) ∈ U . Let SN be the symmetric group on N elements,
with identity element 1; then F is a sum of terms of the form hσ = ±
∏N
i=1 f
aσ(i)
i
for σ ∈ SN . It is straightforward to check that the monomial f
a1
1 f
a2
2 . . . f
aN
N is the
unique largest in the lex order occurring among the hσ, and that it occurs only in
h1 and thus may not be cancelled by any other term. 
The next theorem includes, in particular, the result of Proposition 5.13 which
we stated earlier without proof.
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Theorem 12.3. Let ϕ = diag(1, p1, p2, . . . , pt) with {p1, p2, . . . pt} algebraically
independent over the prime subfield of k. Let c = (b0 : b1 : · · · : bt) ∈ Pt with bi 6= 0
for all 0 ≤ i ≤ t. Then C = {ϕi(c)}i∈Z is critically dense and R(ϕ, c) is noetherian.
Proof. We have the explicit formula c−n = (b0 : b1p
n
1 : b2p
n
2 : · · · : btp
n
t ). We will
actually prove that the set of points C is in general position: that is, that at most(
n+d
d
)
of the points lie on any degree d hypersurface of Pt. This will obviously imply
that C is critically dense.
Suppose that C fails to be in general position. Then there is some d ≥ 1 and
a sequence of N =
(
t+d
d
)
integers a1 < a2 < · · · < aN such that the points
ca1 , ca2 , . . . , caN lie on a degree d hypersurface in P
t. We may assume that the
ai are nonnegative, since if the {cai} lie on a degree d hypersurface then the same
is true of the points {ϕ−m(cai)} = {cai+m} for any m ∈ Z. Let f1, f2, . . . fN be the
distinct degree dmonomials in the variables xi of U . It follows that det(fi(caj )) = 0.
Given the explicit formula for cn, one calculates that
det(fi(caj )) = B[det(f
aj
i )](1 : p
−1
1 : p
−1
2 : · · · : p
−1
t ) = 0
where B is a monomial in the bi and hence is nonzero by hypothesis. Now by
Lemma 12.2 the polynomial det(f
aj
i ) is a nonzero homogeneous element of U , which
clearly has coefficients in the prime subfield of k. Thus p−11 , p
−1
2 , . . . p
−1
t satisfy
some nonzero non-homogeneous relation with coefficients in the prime subfield of
k, contradicting the hypothesis on the {pi}.
Thus the set C must be in general position, and so critically dense. Then certainly
c must also have infinite order under ϕ, so that Hypothesis 4.1 holds. Now R(ϕ, c)
is noetherian by Theorem 5.12. 
Next, let us show that for generic choices of ϕ and c (in the sense of Defini-
tion 12.1), the ring R(ϕ, c) is noetherian. Because of Lemma 4.2(2), for every fixed
c ∈ Pt we get the same class of rings {R(ϕ, c) | ϕ ∈ AutPt}. Thus we might as well
fix some arbitrary c and vary ϕ only.
Theorem 12.4. Assume that the base field k is uncountable. Fix c ∈ Pt. There is
a generic subset Y of X = AutPt such that R(ϕ, c) is noetherian for all ϕ ∈ Y .
Proof. By Lemma 4.2(2) there is no harm in assuming that c = (1 : 1 : · · · : 1).
Choose some homogeneous coordinates (zij)0≤i,j≤t for X ⊆ P(Mt+1(k)). Just as in
the proof of Theorem 12.3, we see that C = {ci}i∈Z fails to be in general position
if and only if there exists some d ≥ 1 and some choice of N =
(
t+d
d
)
nonnegative
integers a1 < a2 < · · · < aN such that det fi(caj ) = 0, where the fi are the degree
d monomials in U .
Each condition det fi(caj ) = 0 is a closed condition in the coordinates of X ;
moreover it does not hold identically, otherwise for no choice of ϕ would C be in
general position, in contradiction to the proof of Theorem 12.3. There are countably
many such conditions, and so the complement Y of the union of all of these closed
subsets is generic by definition. Thus for ϕ ∈ Y we have that C is in general position
and so R(ϕ, c) is noetherian, by Theorem 5.12. 
It is not hard, in contrast to the preceding theorems, to come by examples of
(ϕ, c) for which the ci are distinct but not even dense, much less critically dense.
One such example should suffice to illustrate this situation.
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Example 12.5. Suppose that t = 2 and char k = 0. Let
ϕ =
1 1 00 1 1
0 0 1

with c = (0 : 0 : 1). Then C is not dense in P2.
Proof. One easily calculates the formula c−n = (n(n−1)/2 : n : 1) for n ∈ Z. Since
chark = 0, the ci are obviously distinct. But the polynomial f = x0x2+
1
2x2x1−
1
2x
2
1
vanishes at (n(n− 1)/2 : n : 1) for every n ∈ Z, and so {ci}i∈Z is not dense. 
A similar argument will show more generally that if the Jordan canonical form
of a matrix representing ϕ has a Jordan block of size ≥ 3 or more than one Jordan
block of size 2, then given any c ∈ Pt, the set C is not dense in Pt. See [20] for
further details.
12.1. Improvements in characteristic zero. Theorems 12.3 and 12.4 hold for
an algebraically closed field of arbitrary characteristic. In case where char k = 0,
we will show that one can get a better result by invoking the following theorem of
Cutkosky and Srinivas.
Theorem 12.6. [10, Theorem 7] Let G be a connected commutative algebraic group
defined over an algebraically closed field k of characteristic 0. Suppose that g ∈ G
is such that the cyclic subgroup H = 〈g〉 is dense in G. Then any infinite subset of
H is dense in G.
The theorem has the following consequence.
Proposition 12.7. Let char k = 0. Then C = {ϕi(c)}i∈Z is critically dense in Pt
if and only if C is Zariski dense in Pt.
Proof. If C is critically dense in Pt, then C is of course dense in Pt by definition.
Now assume that C is dense. Choose a matrix L ∈ GLt+1(k) to represent ϕ
(so L is unique up to scalar multiple). Now set V =
∑
i∈Z kL
i ⊆ Mt+1(k). Let
c˜ ∈ At+1 be a particular choice of coordinates for c, and think of elements of At+1 as
column vectors. Then the linear evaluation map ψ˜ : V → At+1 defined by N 7→ Nc˜
descends to a map ψ : PV → Pt which sends ϕi to ϕi(c) for all i ∈ Z. The map
ψ˜ must be surjective, else C would lie on a proper linear subspace of Pt. Note also
that since L satisfies its characteristic polynomial, dimk V ≤ t+1. This forces ψ˜ to
be an isomorphism, and so ψ is an isomorphism of projective spaces. In particular,
writing H = {ϕi}i∈Z, we have via the automorphism ψ that H is dense in PV .
Now letG = PV ∩PGLt+1(k). ThenG is an algebraic group, since it is the closure
of the subgroup H of PGLt+1(k) [8, Proposition 1.3]. Since any two elements of V
commute, G is commutative. Note also that G is an open subset of the projective
space PV , soG is irreducible and in particular connected. Finally, we always assume
that the field k is algebraically closed, so the hypotheses of Theorem 12.6 are all
satisfied.
Now H is dense in G, so H is critically dense in G by Theorem 12.6. Then as a
subset of PV , H is critically dense in PV . Finally, applying ψ again we get that C
is critically dense in Pt. 
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Thus in case chark = 0, the question of the noetherian property for R(ϕ, c)
reduces to the question of the density of C = {ϕi(c)}i∈Z, which is easy to analyze
for particular choices of ϕ and c. in particular, C will be dense if and only if c is not
contained in a proper closed set X ( Pt with ϕ(X) = X . Let us note some specific
examples. Note that part (1) of the following example is a significant improvement
over Theorem 12.3 if the field has zero characteristic.
Example 12.8. Let char k = 0.
(1) Suppose that ϕ = diag(1, p1, . . . , pt), and that the multiplicative subgroup
of k× generated by p1, p2, . . . pt is ∼= Zt. Let c be the point (a0 : a1 : · · · : at).
Then R(ϕ, c) is noetherian if and only if ai 6= 0 for all 0 ≤ i ≤ t.
(2) Let
ϕ =

1 1
0 1
p2
. . .
pt

such that the multiplicative subgroup of k× generated by the p2, . . . pt is
∼= Zt−1. Let c = (a0 : a1 : · · · : at) ∈ Pt. Then R(ϕ, c) is noetherian if and
only if ai 6= 0 for all 1 ≤ i ≤ t.
Proof. (1) Let φ be the automorphism of U corresponding to ϕ; explicitly (up to
scalar multiple), φ(xi) = pixi, if we set p0 = 1. Suppose that J is a graded ideal
of U with φ(J) = J . Then if we choose m ≫ 0 such that Jm 6= 0, then there is
some 0 6= f ∈ Jm with φ(f) ∈ kf , since the action of φ on the finite dimensional
vector space Jm has an eigenvector. If f =
∑
bIxI (where I is a multi-index), then
φ(f) =
∑
bIpIxI . The hypothesis on the pi forces pI to be distinct for distinct
multi-indices I of degree m, so f must be a scalar multiple of a single monomial in
the xi. Thus any closed set X ( P
t with ϕ(X) = X is contained in the union of
hyperplanes ∪ti=0{xi = 0}. It follows that if all ai 6= 0 then C is dense. Conversely,
if some ai = 0 then C is contained in the hyperplane xi = 0 and C is not dense.
Now the result follows from Lemma 12.7 and Theorem 5.12.
(2) The automorphism φ of U corresponding to ϕ is given by φ(x0) = x0 + x1,
φ(x1) = x1, and φ(xi) = pixi for 2 ≤ i ≤ t. If J is a graded ideal of U with
φ(J) = J , then as above there is some 0 6= f ∈ Um with φ(f) ∈ kf . We leave
it to the reader to show that this forces f to be scalar multiple of a monomial in
x1, x2, . . . xt only; the rest of the proof is as in part (1). 
Lemma 12.7 and Example 12.8(1) fail in positive characteristic. The next exam-
ple, which we thank Mel Hochster for suggesting, shows this explicitly.
Example 12.9. Let k have characteristic p > 0 and let y ∈ k be transcendental
over the prime subfield Fp. Suppose that t = 2, and let ϕ = diag(1, y, y + 1) and
c = (1 : 1 : 1). The multiplicative subgroup of k× generated by y and y + 1 is
isomorphic to Z2, but both sets of points {ci}i≥0 and {ci}i≤0 are dense but not
critically dense in Pt. The ring R(ϕ, c) is neither left nor right noetherian.
Proof. It is easy to see since y is transcendental over Fp that the multiplicative
subgroup of k× generated by y and y + 1 is isomorphic to Z2.
We have c−n = ϕ
n(c) = (1, yn, (y + 1)n), so c has infinite order under ϕ. If
n = pj for some j ≥ 0, then (y + 1)n = yn + 1. Therefore c−n is on the line
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X = {x0 + x1 − x2 = 0} for all n = pj . On the other hand, suppose that n ≥ 0 is
not a power of p. Then some binomial coefficient
(
n
i
)
with 0 < i < n is not divisible
by p, and the binomial expansion of (y+1)n contains the nonzero term
(
n
i
)
yi. Since
y is transcendental over Fp, this implies (y+1)
n 6= yn+1 and so c−n is not on the
line X . Thus for n ≥ 0, c−n is on X if and only if n is a power of p. It follows that
the set of points {ci}i≤0 is not critically dense. By Theorem 5.12, R is not right
noetherian.
Put D = {ci}i≤0, and consider the Zariski closure D of this set of points. Since
the line X contains infinitely many points of D, X ⊆ D. For all n ∈ Z, ϕn(X) also
contains infinitely many points of D, and so
⋃
n∈Z ϕ
n(X) ⊆ D. Finally, one checks
that the ϕn(X) are distinct lines for all n ∈ Z. It follows that D = P2, and D is a
Zariski dense set.
Analogously, one may check that if Y is the curve {x1x2 + x2x0 − x0x1} = 0,
then cn ∈ Y for n ≥ 0 if and only if n = pj for some j ≥ 0, so that {ci}i≥0 is not
critically dense. Yet a similar proof as above shows that {ci}i≥0 is Zariski dense.
According to Theorem 5.12, R is also not left noetherian. 
13. Algebras generated by Eulerian derivatives
The original motivation for our study of the algebras R(ϕ, c) came from the
results of Jordan [14] on algebras generated by two Eulerian derivatives. In this final
section we show that Jordan’s examples are special cases of the algebras R(ϕ, c),
and so we may use our previous results to answer the main open question of [14],
namely whether algebras generated by two Eulerian derivatives are ever noetherian.
In fact we will prove that an algebra generated by a generic finite set of Eulerian
derivatives is noetherian.
Fix a Laurent polynomial algebra k[y±1] = k[y, y−1] over the base field k.
Definition 13.1. For p ∈ k \ {0, 1}, we define the operator Dp ∈ Endk k[y±1] by
the formula f(y) 7→
f(py)− f(y)
py − y
. For p = 1, we define D1 ∈ Endk k[y±1] by the
formula f 7→ df/dy. For any p 6= 0, we call Dp an Eulerian Derivative.
It is also useful to let y−1 be notation for the operator y−1 : yi 7→ yi−1 for i ∈ Z.
We now consider algebras generated by a finite set of Eulerian derivatives. There
are naturally two cases, depending on whether D1 is one of the generators.
Theorem 13.2. Suppose that {p1, . . . pt} ∈ k \ {0, 1} are distinct, and assume
that the multiplicative subgroup of k× these scalars generate is ∼= Zt. Let R =
k〈Dp1 , Dp2 , . . . , Dpt〉. Then R ∼= R(ϕ, c) for
ϕ = diag(1, p−11 , p
−1
2 , . . . , p
−1
t ) and c = (1 : 1 : · · · : 1).
R is noetherian if either char k = 0 or if the {pi} are algebraically independent over
the prime subfield of k.
Proof. Set p0 = 1 and let wi = y
−1 + (pi− 1)Dpi for 0 ≤ i ≤ t. The automorphism
φ of U corresponding to ϕ is given (up to scalar multiple) by φ : xi 7→ p
−1
i xi for
0 ≤ i ≤ t. An easy calculation shows that S(ϕ) has relations {xjxi − p
−1
j pixixj}
for 0 ≤ i < j ≤ t; clearly these relations generate the ideal of relations for S(ϕ),
since S(ϕ) has the Hilbert function of a polynomial ring in t+ 1 variables.
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As in [14, Section 2], it is straightforward to prove the identities wjwi−p
−1
j piwiwj
for all 0 ≤ i, j ≤ t, so there is a surjection of algebras given by
ψ : S(ϕ) −→ k〈y−1, Dp1 , . . . , Dpt〉 ⊆ End k[y
±1]
xi 7→ wi, 0 ≤ i ≤ t.
Now the hypothesis that the {pi} generate a rank t subgroup of k× ensures that
ψ is injective: this is proved for the case t = 2 in [14, Proposition 1]; the proof in
general is analogous. Thus ψ is an isomorphism of algebras. Then one checks that
the image under ψ of the subalgebra R(ϕ, c) of S(ϕ) is k〈Dp1 , Dp2 , . . . , Dpt〉 = R.
The noetherian property for R follows from Example 12.8(1) in case chark = 0,
or from Theorem 12.3 if the the {pi} are algebraically independent over the prime
subfield of k. 
The case where D1 is one of the generators is very similar, and we only sketch
the proof.
Theorem 13.3. Assume that char k = 0. Let {p2, p3, . . . pt} ∈ k\{0, 1} be distinct,
and assume that the multiplicative subgroup of k× that the {pi} generate is ∼= Zt−1.
Let R = k〈D1, Dp2 , Dp3 , . . . , Dpt〉. Then R
∼= R(ϕ, c) for
ϕ =

1 1
0 1
p2
−1
. . .
p−1t
 and c = (0 : 1 : 1 : · · · : 1).
The ring R is noetherian.
Proof. Let p1 = 1, and let wi = y
−1+(pi−1)Dpi for 1 ≤ i ≤ t. As in the preceding
proposition, one calculates the relations for the algebra S(ϕ), and using these and
the identities in [14, section 2], one gets an algebra surjection
ψ : S(ϕ) −→ k〈y−1, D1, Dp2 , . . . , Dpt〉
x0 7→ −D1
xi 7→ wi, 1 ≤ i ≤ t.
The hypothesis on the {pi} implies that ψ is an isomorphism, by an analogous proof
to that of [14, Proposition 1]. Then R(ϕ, c) is mapped isomorphically onto R. The
noetherian property for R follows from Example 12.8(2). 
The results above easily imply that a ring generated by a generic set of Eulerian
derivatives is noetherian.
Theorem 13.4. Assume that k is uncountable. Let Vi be the closed set {yi = 0}
in At. There is a generic subset Y ⊆ At \ ∪ti=1Vi such that if (p1, p2, . . . , pt) ∈ Y
then R = k〈Dp1 , Dp2 , . . .Dpt〉 is noetherian.
Proof. Let k[y1, y2, . . . yt] be the coordinate ring of A
t, and write V (f) for the
vanishing set in At of f ∈ k[y1, y2, . . . yt]. Let F be the prime subfield of k, and set
A = F[y1, y2, . . . yt]. The set Y of points (p1, p2, . . . , pt) ⊆ At where the {pi} are
algebraically independent over F is the complement in At of
⋃
f∈A V (f). But since F
is countable, A is also countable and so Y is a generic subset of At (Definition 12.1).
Now apply Theorem 13.2. 
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We can also produce an example of a ring generated by Eulerian derivatives that
is not noetherian, the existence of which was also an open question in [14].
Proposition 13.5. Assume that chark = p > 0 and that k has transcendence
degree at least 1 over its prime subfield Fp. Then there exist scalars p1, p2 ∈ k such
that the ring k〈Dp1 , Dp2〉 is not noetherian.
Proof. let y ∈ k be transcendental over Fp. Consider the ring R(ϕ, c) of Exam-
ple 12.9, where ϕ = diag(1, y, y + 1) and c = (1 : 1 : 1). As in Example 12.9, the
scalars y, y + 1 generate a rank 2 multiplicative subgroup of the field k, so setting
p1 = y and p2 = y + 1 we have R(ϕ, c) ∼= k〈Dp1 , Dp2〉 by Theorem 13.2. But as we
saw in Example 12.9, R(ϕ, c) is not noetherian. 
Appendix A. Castelnuovo-Mumford regularity
In this appendix, we discuss the notion of Castelnuovo-Mumford regularity and
use some recent results in this subject to prove the technical lemmas in the main
body of the paper. We thank Jessica Sidman for alerting us to these methods.
Let U = k[x0, x1, . . . xt] be a polynomial ring over an algebraically closed field
k, graded as usual with deg(xi) = 1 for all i. All multiplication in this appendix
is commutative, and so we omit the ◦ notation which we introduced in §3. Gen-
erally speaking, the notion of regularity for a U -module M is a convenient way of
encapsulating information about the degrees of the generators of all of the syzygies
of M .
Definition A.1. [11, page 509] Let M ∈ U -gr. Take a minimal graded free
resolution of M :
0→
r(t+1)⊕
i=1
U [−ei,t+1]→ . . .→
r0⊕
i=1
U [−ei,0]→M → 0.
If ei,j ≤ m + j for all i, j then we say that M is m-regular. The regularity of M ,
regM , is the smallest integer m for which M is m-regular (if M = 0 then we set
regM = −∞).
There are other equivalent characterizations of regularity, with different advan-
tages; see for example [7, Definition 3.2].
Regularity behaves well with respect to exact sequences.
Lemma A.2. [11, Corollary 20.19] let 0→ M ′ →M →M ′′ → 0 be a short exact
sequence in U -gr. Then
(1) regM ′ ≤ max(regM, regM ′′ + 1)
(2) regM ≤ max(regM ′, regM ′′)
(3) regM ′′ ≤ max(regM ′ − 1, regM). ✷
Let us define some related notions. For I a graded ideal of U , we define the
saturation of I to be
Isat = {x ∈ U |(U≥n)x ⊆ I for some n}.
The ideal Isat is the unique largest extension of I inside U by a torsion module. If
Isat = I then we say that I is saturated.
A module or ideal that is m-regular stabilizes in degree m in the following im-
portant ways.
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Lemma A.3. (1) If M ∈ U -gr is m-regular, then M is generated in degrees
less than or equal to m.
(2) If I is a graded ideal of U then (sat I)≥m = I≥m for m = reg I.
(3) If I is a graded ideal of U , then I is m-regular if and only if I≥m is m-
regular.
(4) If M ∈ U -gr then the Hilbert function of F (n) = dimkMn of M agrees with
the Hilbert polynomial of M in degrees ≥ (regM + 1) − (t + 1 − pd(M)),
where pd(M) is the projective dimension of M .
Proof. (1) is immediate from Definition A.1, and (2) and (3) follow from [7, Defini-
tion 3.2]. For (4), note that the Hilbert function of U , f(n) = dimk Un, agrees with
its Hilbert polynomial (n+ t)(n+ t− 1) . . . (n+1)/t! for n ≥ −t. Then calculating
the Hilbert function of M from its minimal free resolution, the result follows from
the definition of regularity. 
The regularity of an ideal I ⊆ U might be much greater than the minimal
generating degree of I, but at least there is the following bound.
Lemma A.4. [7, Proposition 3.8] Let I be a homogeneous ideal of U , and let d be
the minimal generating degree of I. Then reg I ≤ (2d)t!. ✷
The key ingredients in the proofs of our needed lemmas will be the following
recent theorems of Conca and Herzog concerning the regularity of products.
Theorem A.5. [9, Theorem 2.5] If I is a graded ideal of U with dimU/I ≤ 1, then
for any M ∈ U -gr we have reg IM ≤ reg I + regM . ✷
Theorem A.6. [9, Theorem 3.1] Let I1, I2, . . . , Ie be (not necessarily distinct)
nonzero ideals of U generated by linear forms. Then reg(I1I2 . . . Ie) = e. ✷
We may now make the following observations about the regularity of an ideal of
a finite set of points with multiplicites.
Lemma A.7. Let d1, d2, . . . , dn be distinct points of P
t with ideals m1,m2, . . . ,mn.
Let 0 < ei for 1 ≤ i ≤ n and set e =
∑
ei. Let J = m
e1
1 ∩m
e2
2 ∩ · · · ∩m
en
n .
(1) reg J ≤ e.
(2) If the points d1, d2, . . . , dn do not all lie on a line, then reg J ≤ e− 1.
Proof. (1) Let I = me11 m
e2
2 . . .m
en
n . It is easy to see that J is saturated, and that
J/I is torsion, so that J is the saturation of I. By Theorem A.6, reg I ≤ e. Then
J≥e = (I
sat)≥e = I≥e by Lemma A.3(2). By Lemma A.3(3), reg J ≤ e.
(2) The hypothesis on the points forces some three of the points {di} to be
non-collinear (in particular n ≥ 3); by relabeling we may assume that d1, d2, d3 do
not lie on a line. Then one may check that U/(m1 ∩ m2 ∩ m3)≥1 is isomorphic to
(U/m1⊕U/m2⊕U/m3)≥1 and so this module is 1-regular. Then by Lemma A.3(2),
U/(m1 ∩ m2 ∩ m3) is 1-regular, so using Lemma A.2 we get that m1 ∩ m2 ∩ m3 is
2-regular.
Now L = (m1∩m2∩m3)(m
e1−1
1 ∩m
e2−1
2 ∩m
e3−1
3 ∩m
e4
4 ∩· · ·∩m
en
n ) is (e−1)-regular,
using part (1) and Theorem A.5. Since Lsat = J , a similar argument as in part (1)
shows that J is (e − 1)-regular. 
Now we prove the series of results which we used in the body of the paper. The
first is an immediate corollary of the proof of part (1) of the preceding lemma.
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Lemma A.8. (Lemma 4.3) Let m1,m2, . . . ,mn be the ideals of U corresponding
to distinct points d1, . . . dn in P
t. Then (
∏n
i=1 mi)≥n = (
⋂n
i=1 mi)≥n. ✷
Next is a simple Hilbert function calculation, which is presumably well known.
Because this lemma is so fundamental above, we include a brief proof which uses
the methods of regularity.
Lemma A.9. (Lemma 4.5) Let ei > 0 for all 1 ≤ i ≤ n, and let e =
∑
ei.
Set J =
⋂n
i=1 m
ei
i for some distinct point ideals m1,m2, . . . ,mn. Then dimk Jm =(
m+t
t
)
−
∑
i
(
ei+t−1
t
)
for all m ≥ e− 1.
In particular, if J =
⋂n
i=1 mi then dimk Jm =
(
m+t
t
)
− n for m ≥ n− 1.
Proof. We leave it to the reader to show that the Hilbert polynomial of the module
U/meii is the constant
(
ei+t−1
t
)
, for example by induction on ei. Then since the
points di are distinct, the Hilbert polynomial of J is H(m) =
(
m+t
t
)
−
∑
i
(
ei+t−1
t
)
.
By Lemma A.7(1) reg J ≤ e. By the Auslander-Buchsbaum formula we have
since depth(U/J) = 1 that pd(U/J) = t, and so pd(J) = t− 1. Now it follows from
Lemma A.3(4) that the Hilbert function of J agrees with its Hilbert polynomial in
degrees ≥ e− 1. 
Lemma A.10. (Lemma 6.3) Let the points d1, d2, . . . , dn, dn+1 ∈ Pt be distinct,
and assume that the points d1, . . . , dn do not all lie on a line. Let mi ⊆ U be the
homogeneous ideal corresponding to di.
(1) (
⋂n
i=1 mi)n−1(mn+1)1 = (
⋂n+1
i=1 mi)n.
(2) (
⋂n
i=1 mi)n−1(m1)1 = (
⋂n
i=2 mi ∩m
2
1)n.
(3) (
⋂n
i=2 mi ∩m
2
1)n(mn+1)1 = (
⋂n+1
i=2 mi ∩m
2
1)n+1.
(4) Let b1, b2 ∈ Pt, with corresponding ideals n1, n2, be such that bj 6= di for
j = 1, 2 and 1 ≤ i ≤ n. Then (
⋂n
i=1 mi ∩ n1)n = (
⋂n
i=1 mi ∩ n2)n implies
b1 = b2.
Proof. (1) Set K =
⋂n
i=1 mi, L = mn+1, and M =
⋂n+1
i=1 mi. By Lemma A.7, we
have that regK ≤ n−1 and regL ≤ 1. Then by Theorem A.5, reg(KL) ≤ n. Since
clearly M = (KL)sat, by Lemma A.3(2) it follows that (KL)n = Mn. Finally, by
Lemma A.3(1), K is generated in degrees ≤ n− 1 and L is generated in degree 1.
Thus Kn−1L1 = (KL)n =Mn.
(2)-(3) The proofs of these parts are very similar to the proof of (1) and are
omitted.
(4) The ideals K = (
⋂n
i=1 mi ∩ n1) and L = (
⋂n
i=1 mi ∩ n2) are each n-regular by
Lemma A.7, so both are generated in degrees ≤ n. Now since b1 6= di for all i, if
b1 6= b2 then the ideals K and L must differ in large degree, so they must differ in
degree n. 
We close with a simple application of regularity to the analysis of bounds for
Ext groups.
Lemma A.11. Given M,N ∈ U -gr, there is a constant d ∈ Z, depending only on
regM and regN , such that reg(ExtiU (M,N)) < d for all i ≥ 0.
Proof. Take a minimal graded free resolution of M :
0→
r(t+1)⊕
i=1
U [−ei,t+1]→ . . .→
r0⊕
i=1
U [−ei,0]→M → 0.
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By the definition of regularity, ei,j ≤ regM + (t + 1) for all i, j ≥ 0. Applying
Hom(−, N) to the complex with the M term deleted produces a complex
0→ L0
ψ0
→ L1
ψ1
→ . . .
ψt
→ Lt+1 → 0
where Lj =
⊕rj
i=1N [−ei,j]. Then regLj ≤ (regM + regN + t+ 1) for all j ≥ 0.
Now consider the map ψi : Li → Li+1 for some i ≥ 0. Certainly Li is generated in
degrees less than or equal to regLi, by Lemma A.3(1). Then Imψ
i is also generated
in degrees less than or equal to regLi. By Lemma A.4, reg(Imψ
i) ≤ f(regLi) where
f(x) = (2x)t!. By Lemma A.2(1),
reg(kerψi) ≤ max(regLi, reg(Imψ
i) + 1) ≤ f(regLi) + 1.
Finally, Exti(M,N) ∼= kerψi/ Imψi−1 and so by A.2(3),
reg(Exti(M,N)) ≤ max(f(regLi) + 1, f(regLi−1))
≤ f(regM + regN + t+ 1) + 1
and thus we may take d = f(regM + regN + t+ 1) + 1. 
The final lemma is an easy corollary of the preceding one.
Lemma A.12. (Lemma 8.5) Let I, J be any homogeneous ideals of U , and let φ
be an automorphism of U . Then there is some fixed d ≥ 0 such that for all n ∈ Z
such that U/(I + φn(J)) is bounded, ExtiU (U/I, U/φ
n(J)) is also bounded for all i,
with d as a right bound.
Proof. If U/(I + φn(J)) is bounded, then En = ExtiU (U/I, U/φ
n(J)) is certainly
also bounded, since it is killed by I + φn(J). It is clear from the definition of
regularity that the modules {U/φn(J)}n∈Z all have the same regularity, and so by
Lemma A.11 there is some bound d ≥ 0 such that regEn ≤ d for all n ∈ Z. Then
if En is bounded, d is a right bound for it, by Lemma A.3(4). 
References
[1] M. Artin, L. W. Small, and J. J. Zhang, Generic flatness for strongly Noetherian algebras,
J. Algebra 221 (1999), no. 2, 579–610.
[2] M. Artin and J. T. Stafford, Noncommutative graded domains with quadratic growth, Invent.
Math. 122 (1995), no. 2, 231–276.
[3] M. Artin, J. Tate, and M. Van den Bergh, Some algebras associated to automorphisms of
elliptic curves, The Grothendieck Festschrift, Vol. I, Birkha¨user Boston, Boston, MA, 1990,
pp. 33–85.
[4] , Modules over regular algebras of dimension 3, Invent. Math. 106 (1991), no. 2,
335–388.
[5] M. Artin and J. J. Zhang, Noncommutative projective schemes, Adv. Math. 109 (1994),
no. 2, 228–287.
[6] , Abstract Hilbert schemes, Algebr. Represent. Theory 4 (2001), no. 4, 305–394.
[7] Dave Bayer and David Mumford, What can be computed in algebraic geometry?, Computa-
tional algebraic geometry and commutative algebra (Cortona, 1991), Cambridge Univ. Press,
Cambridge, 1993, pp. 1–48.
[8] Armand Borel, Linear algebraic groups, second ed., Springer-Verlag, New York, 1991.
[9] Aldo Conca and Ju¨rgen Herzog, Castelnuovo-Mumford regularity of products of ideals, forth-
coming, available at www.arxiv.org (math.AC/0210065).
[10] S. D. Cutkosky and V. Srinivas, On a problem of Zariski on dimensions of linear systems,
Ann. of Math. (2) 137 (1993), no. 3, 531–559.
[11] David Eisenbud, Commutative algebra, with a view toward algebraic geometry, Springer-
Verlag, New York, 1995, Graduate texts in mathematics, No. 150.
GENERIC NONCOMMUTATIVE SURFACES 43
[12] K. R. Goodearl and R. B. Warfield, Jr., An introduction to noncommutative Noetherian
rings, Cambridge University Press, Cambridge, 1989.
[13] Robin Hartshorne, Algebraic geometry, Springer-Verlag, New York, 1977, Graduate Texts in
Mathematics, No. 52.
[14] David A. Jordan, The graded algebra generated by two Eulerian derivatives, Algebr. Repre-
sent. Theory 4 (2001), no. 3, 249–275.
[15] Gu¨nter R. Krause and Thomas H. Lenagan, Growth of algebras and Gelfand-Kirillov dimen-
sion, revised ed., American Mathematical Society, Providence, RI, 2000.
[16] Guy Maury and Jacques Raynaud, Ordres maximaux au sens de K. Asano, Springer, Berlin,
1980.
[17] J. C. McConnell and J. C. Robson, Noncommutative Noetherian rings, revised ed., American
Mathematical Society, Providence, RI, 2001.
[18] C. Na˘sta˘sescu and F. van Oystaeyen, Graded ring theory, North-Holland Publishing Co.,
Amsterdam, 1982.
[19] Richard Resco and L. W. Small, Affine Noetherian algebras and extensions of the base field,
Bull. London Math. Soc. 25 (1993), no. 6, 549–552.
[20] Daniel Rogalski, Examples of generic noncommutative surfaces, Ph.D. thesis, University of
Michigan, May 2002.
[21] Joseph J. Rotman, An introduction to homological algebra, Academic Press Inc. [Harcourt
Brace Jovanovich Publishers], New York, 1979.
[22] J. T. Stafford, Auslander-regular algebras and maximal orders, J. London Math. Soc. (2) 50
(1994), no. 2, 276–292.
[23] J. T. Stafford and M. van den Bergh, Noncommutative curves and noncommutative surfaces,
Bull. Amer. Math. Soc. (N.S.) 38 (2001), no. 2, 171–216 (electronic).
[24] J. T. Stafford and J. J. Zhang, Examples in non-commutative projective geometry, Math.
Proc. Cambridge Philos. Soc. 116 (1994), no. 3, 415–433.
[25] , Homological properties of (graded) Noetherian pi rings, J. Algebra 168 (1994), no. 3,
988–1026.
[26] M. Van den Bergh and F. Van Oystaeyen, Lifting maximal orders, Comm. Algebra 17 (1989),
no. 2, 341–349.
[27] Fred Van Oystaeyen and Luc Willaert, Grothendieck topology, coherent sheaves and Serre’s
theorem for schematic algebras, J. Pure Appl. Algebra 104 (1995), no. 1, 109–122.
[28] , Cohomology of schematic algebras, J. Algebra 185 (1996), no. 1, 74–84.
[29] , Examples and quantum sections of schematic algebras, J. Pure Appl. Algebra 120
(1997), no. 2, 195–211.
[30] Charles A. Weibel, An introduction to homological algebra, Cambridge University Press,
Cambridge, 1994.
[31] J. J. Zhang, Twisted graded algebras and equivalences of graded categories, Proc. London
Math. Soc. (3) 72 (1996), no. 2, 281–311.
University of Washington, Department of Mathematics, Box 354350, Seattle WA
98195, USA.
E-mail address: rogalski@math.washington.edu
