We explicitly compute the Hodge ideals of Q-divisors in terms of the V -filtration induced by a local defining equation, inspired by a result of Saito in the reduced case. We deduce basic properties of Hodge ideals in this generality, and relate them to Bernstein-Sato polynomials. A consequence of our study is a bound for a refined version of the log canonical threshold in terms of discrepancies on log resolutions, addressing a question of Lichtin and Kollár.
A. Introduction
This paper establishes a connection between the Hodge ideals of a Q-divisor, as defined in [MP18b] , and the V -filtration along an appropriately chosen hypersurface. It is inspired by Saito's [Sai16] , which explained such a connection expressed in terms of the microlocal V -filtration, in the case of the Hodge ideals of reduced divisors studied in [MP16] . In the Q-divisor case, this relationship turns out to be crucial towards establishing some of the most basic properties of Hodge ideals.
Let X be a smooth complex variety, and D an effective Q-divisor on X. Such a divisor can be written locally as D = αH, where α ∈ Q, and H = div(f ) is the divisor of a regular function, and it is this set-up that we focus on in what follows. To this data, by a standard construction one associates the left D X -module M(f β ) := O X ( * H)f β , a free O X ( * H)-module of rank 1 with generator the symbol f β , where β = 1 − α (the D-module action is recalled in §1). In [MP18b] we observe that it carries a natural filtration F p M(f β ), with p ≥ 0, which makes it a filtered direct summand in a D-module underlying a mixed Hodge module. Moreover, we show that this can be written in the form The ideal I 0 (D) is identified in loc. cit. with the multiplier ideal I (1 − ǫ)D associated to the Q-divisor (1 − ǫ)D with 0 < ǫ ≪ 1, which measures the failure of the pair (X, D) to be log canonical. On the other hand, when D is integral Budur and Saito [BS05] have shown the identification When D is a reduced divisor (corresponding in the notation above to β = 0 and D = H = Z), Saito showed in [Sai16] that a relationship of this type continues to hold in a weaker sense even for p ≥ 1, namely
or in other words I p (D) + (f ) = V p+1 O X + (f ), where this time V • O X denotes the microlocal V -filtration induced on O X by f , defined in [Sai94] . Examples show that in general this identification does not hold without modding out by f ; even so however, it is significant for a number of reasons. Most importantly, it establishes a connection between Hodge ideals and the Bernstein-Sato polynomial of f . Moreover, to establish the triviality of the ideals on the two sides, it suffices to check it mod f .
In this paper we show that similar statements hold for arbitrary Q-divisors. More precisely, we fully compute the Hodge ideals in terms of the (usual) V -filtration on ι + O X , which strengthens Saito's result even in the reduced case. In order to state our results, let us recall first that without loss of generality it suffices to focus on the case ⌈D⌉ = Z. Indeed, according to [MP18b,  It will also be convenient to express things equivalently in terms of a slightly different ideal, defined by the formula . The V -filtration will come into play via the following construction: for each p ≥ 0, we consider the coherent sheaf of ideals in O X given by
For 0 < α ≤ 1, this is just another way of expressing Saito's microlocal V -filtration induced on O X [Sai94], [Sai16] ; specifically, with the notation above, one has
1 The notation I ′ p (D) is reserved for a different object in [MP18b] .
It will also be convenient to make use of the polynomials
With these definitions and reductions, our main result can be phrased as follows:
Theorem A. In the set-up above, for every positive rational number α such that D = αH satisfies ⌈D⌉ = Z, and for every p ≥ 0, we have
In particular, we have
Note that in the case where D = αZ, with Z a reduced effective divisor, we have I ′′ p (D) = I p (D) for all p ≥ 0. In this case we have the following variant of the theorem above, where we place no restrictions on the positive rational number α.
Theorem A ′ . If Z is a reduced, effective divisor on X, defined by the global equation f ∈ O X (X), then for every positive rational number α, and every p ≥ 0, if D = αZ we have
The proofs of these theorems, as well as various intermediate results, occupy §3 and §4. Some of the arguments follow [Sai16] , and rely on the regular and quasiunipotent property of filtered D-modules underlying mixed Hodge modules. For the full calculation of Hodge ideals in terms of the V -filtration however, further techniques need to be developed as well. Key among these, and hopefully of independent interest, is a calculation of the V -filtration on the (graph embedding of the) twisted D-modules M(f β ) in terms of the more tractable V -filtration on ι + O X ; for the statement see Proposition 2.2. The proof makes crucial use of Sabbah's description of the V -filtration in terms of Bernstein-Sato polynomials [Sab84] .
Remark. The microlocal V -filtration has been computed explicitly in various cases by Saito; for instance, it is computed for a large class of quasi-homogeneous isolated singularities in [Sai16, Proposition (2.2.4)]. In [Sai09] the Hodge filtration itself is computed combinatorially for all such singularities, and this is extended to the case of Q-divisors in [Zha18] . This leads to an explicit calculation of Hodge ideals for isolated quasi-homogeneous singularities; see loc. cit. for examples.
In the Q-divisor case, the results above allow us to deduce some basic properties of Hodge ideals that do not follow from the methods of [MP18b] . We collect some of these, treated individually and discussed in detail in §5, in the following:
where Z is a reduced divisor and α ∈ Q >0 . Then the following hold:
(3) Fixing p, there exists a finite set of rational numbers 0 = c 0 < c 1 < · · · < c s < c s+1 = 1 such that for each 0 ≤ i ≤ s and each α ∈ (c i , c i+1 ] we have
The last statement gives a picture analogous to that of jumping coefficients of multiplier ideals [Laz04, Lemma 9.3.21 ]. If f is a local equation of Z, the set of c i is a subset of the set of jumping numbers for the V -filtration on ι + O X associated to f . An example in §5 shows that the statement fails if we work directly with I p (αZ) as
An interesting application, obtained in §6 by combining the results above with the birational study of Hodge ideals in [MP18b] , concerns the Bernstein-Sato polynomial b f (s) of a local defining equation f of Z. We denote by α f the negative of the largest root different from −1 of b f (s); this is a refined version of the log canonical threshold of the pair (X, Z), which is equal to min{ α f , 1} (see §6 for a discussion). First, since by Theorem A ′ we have that I p (D) is trivial if and only if I p (D) is so, we conclude:
Corollary C. If α ∈ (0, 1] is a rational number, then
Now given a log resolution µ : Y → X of the pair (X, Z), assumed to be an isomorphism over X Z, if F 1 , . . . , F m are the irreducible components of its exceptional locus and Z is the strict transform of Z, assumed to be smooth, we write
it is well known that the log canonical threshold of (X, Z) is also equal to min{γ, 1}. Such a precise interpretation in terms of log resolutions is however not known for other roots of the Bernstein-Sato polynomial, and Lichtin [Lic89, Remark 2, p.303] posed the natural question whether α f = γ. As noted by Kollár [Kol97, Remark 10.8], in general the answer is negative, since γ in fact depends on the choice of log resolution. Nevertheless:
Corollary D. With the notation above, we always have α f ≥ γ.
The reason is that the triviality of I p (D) is related on one hand to α f by Corollary C, and on the other hand to γ by [MP18b, Proposition 11.2]. It is worth noting that, although the statement is about the reduced divisor Z, the proof uses crucially the theory of Hodge ideals for Q-divisors of the form D = αZ.
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B. Main results
1. The set-up. Let X be a smooth complex algebraic variety and H an effective divisor on X. We assume that H is defined by a global regular function f ∈ O X (X). We denote by O X ( * H) the sheaf of rational functions on X with poles along H, that is,
Given a rational number γ, we consider the D X -module
This is a free O X ( * H)-module of rank 1, with generator the symbol f γ , on which a derivation D of O X acts by
We will keep the notation O X ( * H) for M(f 0 ). The D X -modules M(f γ ) are regular holonomic, with quasi-unipotent monodromy. In fact, they are filtered direct summands of D-modules underlying mixed Hodge modules, see [MP18b, §2] .
Note that if γ 1 − γ 2 = d is an integer, then we have a canonical isomorphism of
We will be particularly interested in the D-modules M(f β ) as in the Introduction, which via the isomorphism above can also be identified with M(f −α ) with α = 1 − β.
2. The V -filtrations corresponding to O X ( * H) and M(f β ). We begin by reviewing some basic facts about V -filtrations. Let
be the closed embedding given by the graph of f . For a D X -module M, we consider the D-module theoretic direct image
see for instance [HTT08, Example 1.3.5]. This is a D X×C -module that can be described alternatively as follows. First, if M = O X , then
with the obvious D X -module structure. If δ denotes the class of 1 f −t in ι + O X , it is straightforward to see that every element in ι + O X can be written uniquely as
with h j ∈ O X , only finitely many of these being nonzero. Note that by definition we have tδ = f δ.
Given an arbitrary D X -module M, we have
which in particular shows the connection with the original definition above. With this description, multiplication by t is given by
In particular, every element in ι + M(f β ) can be written uniquely as a finite sum
For a derivation D as above, we have
It is convenient to also have a slightly different description of ι + M(f β ). This was used by Malgrange [Mal83] in his construction of the V -filtration on ι + O X ; it also ties in with the standard definition of b-functions. We consider the action of D X [s] on ι + O X and ι + M(f β ), with s acting as −∂ t t. Note that if we write f s for δ, then a derivation D ∈ Der C (O X ) acts on the symbol f s as expected:
We now claim that we have a canonical isomorphism
To see this, note first that one can easily show by induction on m that
If we put, for i ≥ 0,
(with the convention Q 0 = 1), then it is straightforward to check that
We thus obtain the isomorphism (2.1). Note that on the right-hand side of (2.1), the action of D X is the obvious one. Moreover, the action of −∂ t t is given by multiplication by s, while the action of t is given by the translation s → s + 1, that is,
Next we discuss briefly Bernstein-Sato polynomials, the V -filtration, and the relationship between the two notions. Recall that the Bernstein-Sato polynomial of
of the singularities of f , whose existence was proved by Bernstein. The existence of b u in our setting follows from the fact that ι + O X and ι + M(f β ) are regular holonomic, with quasi-unipotent monodromy (see [Kas83] ). In fact, the latter condition also implies that all the roots of b u are in Q.
The existence of the V -filtration (with respect to f ) on ι + O X was proved by Malgrange [Mal83] , and was then extended by Kashiwara [Kas83] to the case ι + M, for M regular holonomic, with quasi-unipotent monodromy (and, in fact, in even higher generality). In particular, we have such a filtration on all D-modules of the form ι + M, with M = O X or M = M(f β ). We recall its main properties: it is an exhaustive, decreasing, discrete 3 filtration (V γ = V γ ι + M) γ∈Q on ι + M, indexed by Q, such that the following conditions are satisfied:
ii) For every γ ∈ Q, we have an inclusion
that there is a unique filtration with these properties. We will make essential use of the following description of the V -filtration in terms of the Bernstein-Sato polynomial, due to Sabbah.
3 More precisely, the filtration has the property that there is a positive integer ℓ such that V γ takes
We now come to the main result of this section. Using Proposition 2.1, we can relate the V -filtrations on ι + M(f β ) and ι + O X ( * H), as follows.
This isomorphism has the property that for every
Proof. We use the alternative expression for the terms h i f β ⊗ ∂ i t δ given by (2.2), and similarly for the terms
give a basis for the space of polynomials in C[s] degree ≤ p, and the same holds for Q 0 (−s + β), . . . , Q p (−s + β). We deduce that there is a unique O X ( * H)-linear isomorphism that satisfies (2.3).
Consider
. In order to prove equality (2.4), we may and will assume that X is affine. It follows from the definition of the Bernstein-Sato polynomial b u (s) that we have a nonzero polynomial P = j P j s j , with all P j differential operators in D X (X), and an equality
Note that we have
Therefore equality (2.6) can be written as
The change of variable s → s − β then gives the equality
we conclude using the definition of Φ and (2.7) that We next give a more explicit description of the transformation Φ.
Proof. Letting x = −s and y = −β in Lemma 7.1 in the Appendix, and using the definition of Φ, we get
Since the polynomials Q i (−s + β), with 0 ≤ i ≤ p, are linearly independent over Q, the equality between the first and the last expressions above gives (2.8).
From the Hodge ideals of
We now begin the study of the Hodge filtration on M(f β ). Recall that we are considering a Q-divisor D = αH, with α ∈ Q >0 , and H defined by f ∈ O X (X). We denote Z = H red , and assume from now on that ⌈D⌉ = Z.
Recall from the Introduction that for every nonnegative integer p, there is an ideal sheaf I ′′ p (D) such that
This ideal is related to the p-th Hodge ideal of D by the formula
. In particular, we see that I ′′ 0 (D) = I 0 (D).
Definition 3.1. For every p ≥ 0, we define the subsheaf I p (D) of O X by
As mentioned in the Introduction, when 0 < α ≤ 1 this is another way of expressing
We note that we have made an abuse of notation here: both ideals I ′′ (D) and I p (D) depend on the choice of H, and not just on the Q-divisor D = αH. However, in what follows H will be fixed, and we hope that this will not lead to any confusion. 
Before giving the proof, recall that the Hodge filtration on M(f β ) induces a Hodge filtration on ι + M(f β ), given by
This, just as with all the filtered D-modules we consider here, satisfies the following special property. We can now prove the main result of the section.
Proof of Proposition 3.2. The argument is similar to that in [Sai16] , which treats the case when D is reduced (i.e. H is reduced and α = 1). In what follows we may, and will assume, that X is affine.
Using Remark 3.4, we may apply Lemma 3.3 for the D X×C -module ι + M(f β ), hence we can write
then it follows from (3.3) that
and by the definition of the action of t, we can write
We now use the transformation Φ in Proposition 2.2 to deduce that
with the convention that u (0) p+1 = 0. Therefore we have
where the last equality follows from Lemma 7.2. We thus have (3.1). The last assertion in the statement is clear, since v p ∈ I p (αH) and Q p (α) = 0.
4. From V α ι + O X to the Hodge ideals of D = αH. Keeping the notation of §3, the following is the main result of this section:
In particular, we have I p (D) ⊆ I ′′ p (D) + (f ).
Remark 4.2. We will prove the proposition by induction on p. Note that if we know it for all q < p, then we know the statements in (4.1) for 1
Iterating this, we conclude that for every 1 ≤ i ≤ p, we have
Applying the inductive hypothesis for (f − t) i v, we conclude that we have
as claimed.
Remark 4.3. Let us explain the significance of the sums on the left-hand side of (4.1).
is such that Φ(u) = v. Note that multiplication by t is bijective on ι + M(f β ), and let w be such that u = tw. If we write w = p i=0 w i f β ⊗ ∂ i t δ, then
are precisely the sums on the left hand side of (4.1).
To check (4.2), if we denote by w ′ i the right hand side of the formula, it is enough to show that f w ′ i − (i + 1)w ′ i+1 = u i for 0 ≤ i ≤ p − 1, and f w ′ p = u p . Since w ′ p = 1 f v p = 1 f u p , the last equality is clear. Note now that
It follows that if 0 ≤ i ≤ p − 1, then
where the last equality follows from the fact that
Using Proposition 2.3, we thus conclude that The following property of the V -filtration is probably well-known to the experts, but we include a proof for the benefit of the reader.
Lemma 4.5. For every γ ∈ Q, we have
Moreover, for every p ∈ Z and every γ ≥ 0, we have
Proof. In order to simplify the notation, we write V λ for V λ ι + M(f β ) and F p for F p ι + M(f β ). We begin by proving the first assertion. The inclusion "⊆", as well as the reverse inclusion for γ > 0, follow from general properties of the V -filtration. From now on we assume that γ ≤ 0.
Note that the multiplication by t gives a bijective map on ι + M(f β ). Moreover, by general properties of the V -filtration, the induced map
Suppose now that u = tw ∈ V γ+1 . Let δ ≪ 0 be such that w ∈ V δ . If δ ≥ γ, then we are done. On the other hand, if δ < γ, then δ = 0 since γ ≤ 0; since tw ∈ V >δ+1 , we conclude that w ∈ V >δ . After repeating this argument finitely many times, we obtain w ∈ V γ .
We now prove the second assertion. Again, the inclusion "⊆" follows by definition, and when γ > 0, the equality follows from the compatibility of the F and V filtrations, see [Sai88, §3.2] (we use again the fact that ι + M(f β ) is a filtered direct summand of a mixed Hodge module). Suppose now that γ = 0. We know that
is injective and strict with respect to the F filtration (see Remark 3.4). Suppose that w ∈ V 0 is such that tw ∈ F p . In this case we have
, it follows from the compatibility between the F and V filtrations that
We can now prove the main result of this section.
Proof of Proposition 4.1. We argue by induction on p. The case p = 0 is known:
On the other hand, we have I (α − ǫ)H = I 0 (D) = I ′′ 0 (D) by Remark 4.4. We thus obtain the statement of the proposition for p = 0.
Suppose now that the statement holds for all q ≤ p, and let us prove it for p + 1.
such that Φ(u) = v. We also consider the unique w = p+1 i=0 w i f β ⊗ ∂ i t δ such that tw = u. Note that w ∈ V 0 ι + M(f β ) by Lemma 4.5. We need to show that
We have seen in Remark 4.2 that for 1 ≤ i ≤ p + 1 the assertion follows from the induction hypothesis, hence we only need to prove it for i = 0.
On the other hand, it follows from Remark 4.3 that
The statement in (4.3) is thus equivalent to
Therefore, equivalently, we know the statement in (4.4) for 1 ≤ i ≤ p + 1, and we need to show it for i = 0. We also record the fact that, due to the way the F -filtration is defined on ι + M(f β ), the conditions in (4.4) are equivalent to the statement w ∈ F p+1 ι + M(f β ).
Note now that we have
(with the convention w p+2 = 0). Therefore
given what we already know, is equivalent to f w ∈ F p+1 ι + M(f β )). Using Lemma 4.5 we thus conclude that
We can now apply the same argument with v replaced by f v, . . . , f p+1 v to conclude that
However, it follows from Remark 4.3 that
is a section of O X . Now using Remark 4.4 we see that
and putting everything together we conclude that w 0 f β ∈ F p+1 M(f β ). As we have seen, this completes the proof of (4.4), and thus of the proposition.
Theorem A now follows by combining Propositions 3.2 and 4.1. Let us explain how we can remove the condition on α when H = Z.
Proof of Theorem A ′ . It is of course enough to prove only the first assertion of the theorem. For α ∈ (0, 1], this follows from Theorem A. Therefore it suffices to show that if we know (0.1) for α, then we also know it for α + 1. Let us temporarily denote the right-hand side of (0.1) by σ(αZ).
Note that I p (α + 1)Z = f ·I p (αZ) by [MP18b, Lemma 4.4]), hence it is enough to show that we also have σ (α + 1)Z = f · σ(αZ). By the definition of the V -filtration, since α > 0 we have
It follows that,
with the convention that w p+1 = 0. Let us denote by h and g the elements of σ p (αZ) and σ p (α + 1)Z corresponding to w and v, respectively. We thus have
The equality g = f h implies that σ (α + 1)Z) = f · σ(αZ), and thus completes the proof of the theorem.
We conclude with a few remarks regarding the statements of the main theorems.
Remark 4.6. If we write f = f m 1 1 · · · f mr r , where f i correspond to the irreducible components of H and m i ≥ 1, then Z is given by the equation g = f 1 · · · f r , and so
Thus when p ≥ 2 and m i ≥ 2 for all i, we have I ′′ p (D) ⊆ (f ), and so the only content of the last statement in Theorem A is that I p (D) ⊆ (f ).
Remark 4.7. The last assertion in Theorem A ′ is only interesting for α ≤ 1, since for α > 1 both sides are equal to (f ). 
for all p ≥ 0. As mentioned in the Introduction, when H is reduced and α = 1, this was proved in [Sai16] .
Remark 4.9. In the setting of Theorem A, the fact that the F p M(f β ) = I ′′ p (D) ⊗ O X (p + 1)H f β give a filtration on M(f β ) compatible with the order filtration on D X is equivalent to the following properties:
. One can easily check that these properties can also be deduced from the formula in Theorem A and the general properties of the V -filtration.
C. Consequences 5. Basic properties of Hodge ideals. From now on we consider the case H = Z, that is D = αZ, with Z a reduced divisor and α a positive rational number. We will see that Theorem A ′ implies a number of fundamental properties of Hodge ideals that cannot be easily deduced directly from the definition.
Note that in all statements below we do not require that Z be defined by a global equation; however, the assertions immediately reduce to this case, hence in the proofs we will tacitly make this assumption, and denote by f the equation defining Z.
Corollary 5.1. For every p ≥ 1 we have
We thus see that I p (D) ⊆ I p−1 (D). The assertion now follows from Theorem A ′ .
Remark 5.2. In the case α = 1 we have the stronger statement I p (D) ⊆ I p−1 (D), see [MP16, Proposition 13 .1]. However, for α < 1 this seems likely to fail, though at the moment we do not have an example. It does hold when Z has simple normal crossings [MP18b, Proposition 7.1] and when Z has isolated quasi-homogeneous singularities [Zha18] .
Recall now from [MP16] and [MP18b] the following notion which extends that of a log canonical pair. Corollary 5.1 implies that this is equivalent to I k (D) = O X . Note that for this to hold, we need α ≤ 1. We make the convention that (X, D) is (−1)-log canonical if and only if α ≤ 1.
For the first nontrivial ideal we have a statement that is stronger than that of Corollary 5.1.
Corollary 5.4. If (X, D) is (p − 1)-log canonical, then
and also I p+1 (D) ⊆ I p (D). In particular, we always have I 1 (D) ⊆ I 0 (D) when D = αZ with α ≤ 1.
Proof. This first statement follows from the identity
combined with the fact that (f ) ⊆ I p (D) due to (p − 1)-log canonicity; see assertion ii) in Remark 4.9 (note that the inclusion also holds if p = 0, by Remark 4.4). The second statement follows since by Corollary 5.1 we have
the last equality again being due to (p − 1)-log canonicity.
We also obtain information about the behavior of the Hodge ideals I p (αZ) when α varies. In the case of I 0 , via the connection with multiplier ideals (or directly from the description in terms of V α ι + O X ), it is well known that they get smaller as α increases, and that there is a discrete set of values of α (called jumping coefficients) where the ideal actually changes; see [Laz04, Lemma 9.3.21 ]. This is not the case for higher k; for instance, for the cusp Z = (x 2 + y 3 = 0) and α ≤ 1 and close to 1, we see in [MP18b, Example 10 .5] that I 2 (αZ) = (x 3 , x 2 y 2 , xy 3 , y 4 − (2α + 1)x 2 y), and thus we obtain incomparable ideals. However, Theorem A ′ implies that the picture does becomes similar to that for multiplier ideals if one considers the images in O Z .
Corollary 5.5 (Jumping coefficients). Given any p ≥ 0, there exists a finite set of rational numbers 0 = c 0 < c 1 < · · · < c s < c s+1 = 1 such that for each 0 ≤ i ≤ s and each α ∈ (c i , c i+1 ] we have
In fact, if Z is defined by a global equation f , the set of c i is a subset of the set of jumping numbers for the V -filtration on ι + O X associated to f .
Remark 5.6. Note that Theorem A ′ implies further facts about elements in the V -
For p = 2, this says that f v 2 ∈ I 2 (D), so that f · I 2 (D) ⊆ I 2 (D).
Indeed, it follows from Theorem A ′ that
another application of Theorem A ′ gives
Therefore we have f g ∈ I p (D) (see assertion ii) in Remark 4.9). Note also that we always have (f p+1 ) ⊆ I p (D), by combining Remark 4.4 with the assertion ii) in Remark 4.9. We thus obtain
We now compute
Dividing by (1 − α), which is assumed to be nonzero, we obtain (5.1).
6.
A refined log canonical threshold. In this section we relate the p-log canonicity of a pair (X, D), with D = αZ, to the Bernstein-Sato polynomial of Z. In what follows we keep the assumption that Z is a reduced effective divisor on X, with Z = 0 in order to avoid trivial situations. We also assume that Z is defined by a global equation f ∈ O X (X).
Recall that the Bernstein-Sato polynomial b f (s) ∈ C[s] of f is the (nonzero) monic polynomial of minimal degree such that
Since we assume that f is not invertible, by making s = 1 in (6.1), we see that (s + 1) divides b f (s). We can thus write b f (s) = (s + 1) · b f (s), and b f (s) is called the reduced Bernstein-Sato polynomial of f . This invariant was studied by Saito in [Sai94] . In particular, he showed that it is related to the microlocal V -filtration mentioned in Remark 4.8; because of this, b f (s) was also called the microlocal b-function in loc.cit.
By a result of Kashiwara [Kas76] , all roots of b f (s) are negative rational numbers. The negative of the largest roof of b f (s) is an important invariant of singularities, the log canonical threshold α f , also denoted lct(f ) (see [Kol97, Theorem 10 .6]). One can also consider a refined version of the log canonical threshold, denoted α f , which is the negative of the largest root of b f (s) (called in [Sai16] the microlocal log canonical threshold of f ). We make the convention that if b f (s) is a constant (which is the case if and only if Z is smooth), then α f = ∞. Note that we have
The main result implies that this refined version of the log canonical threshold governs the p-log canonicity of (X, αZ); see also Corollary C. Corollary 6.1. With the above notation, if α ∈ (0, 1] is a rational number, then the pair (X, αZ) is p-log canonical if and only if
For α = 1, this is due to Saito [Sai16] . The proof combines the connection between Hodge ideals and the microlocal V -filtration in loc. cit. with a result deduced from [Sai94] relating α f to the latter, namely
Once we have Theorem A ′ , the same argument applies in the setting of the above corollary. We also give an argument based on a direct connection between α f and the (usual) V -filtration, using Sabbah's description in Proposition 2.1, which allows the argument here to be self-contained. The key ingredient is the following result: Proof. We may and will assume that X is affine. We begin by noting that for every polynomial Q(s), we have
Indeed, it is enough to check this when Q(s) = s q is a monomial, and in this case both equalities can be easily verified by induction on q.
By the definition of the Bernstein-Sato polynomial b f (s) = b δ (s), we can find P ∈ D X (X) [s] such that b f (−∂ t t)δ = P (−∂ t t)tδ.
Using (6.2), we obtain P (−∂ t t)tδ = tP (−∂ t t − 1)δ and
Since the action of t on ι + O X is injective, we deduce (6.3) b f (−∂ t t − 1)∂ t δ = R(−∂ t t)δ, where R(s) = −P (s − 1).
First, it is clear that if ∂ p t δ ∈ V α ι + O X , then 1 ∈ I p (D), giving one implication. Second, the converse is clear for p = 0, and in general we argue by induction. If I p (D) = O X , then there is an element
By considering (f − t) i v, for 1 ≤ i ≤ p, we see that I p−i (D) = O X , hence ∂ p−i t δ ∈ V α ι + O X by induction. Therefore we have
This completes the proof of our claim.
Finally, by Proposition 2.1 we see that ∂ p t δ ∈ V α ι + O X if and only if all roots of b ∂ p t δ (s) are ≤ −α. Since α ≤ 1, it follows from Proposition 6.2 that this condition holds if and only if all roots of b f (s) are ≤ −α−p, which is equivalent to p ≤ α f −α.
Combining Corollary 6.1 with results derived from the birational study of Hodge ideals in [MP18b] , we obtain the estimate for α f in terms of a log resolution of (X, Z) in Corollary D. We fix such a log resolution, i.e. a proper birational morphism µ : Y → X, with Y smooth, such that µ * Z has simple normal crossings support. We assume in addition that µ is an isomorphism over X Z and that the strict transform Z of Z is smooth. Let F 1 , . . . , F m be the irreducible components of the exceptional locus of µ and write
Recall that we denote
The log canonical threshold of (X, Z) is given by α f = min{γ, 1}, and we also have α f = min{ α f , 1}. We now show the inequality α f ≥ γ; see the Introduction for a discussion.
Proof of Corollary D. Given any rational number α ∈ (0, 1], it follows from [MP18b, Proposition 11.2] that if γ ≥ p + α, then I p (αZ) = O X . We deduce from Corollary 6.1 that we also have α f ≥ p + α.
By taking p = ⌈γ⌉ − 1 and α = γ + 1 − ⌈γ⌉, we have α ∈ (0, 1] and p + α = γ, hence we obtain α f ≥ γ. 7. Appendix: some combinatorial formulas. In this appendix we derive some identities involving the polynomials
, for i ≥ 0 (with the convention Q 0 = 1), used in the main body of the paper.
Lemma 7.1. For every j ≥ 0, we have
Proof. It is enough to show that
Note that for such k and ℓ, the above formula is equivalent with the binomial identity
For every positive integer m, we have 1 (1 − z) m = j≥0 m + j − 1 j z j .
Using the identity 1 (1 − z) k = 1 (1 − z) ℓ · 1 (1 − z) k−ℓ , we obtain (7.1).
Lemma 7.2. For every j ≥ 0, we have
Proof. It is of course enough to show that the equality holds whenever we evaluate each side at a positive integer m. The corresponding equality is equivalent with the following binomial identity
The right-hand side of (7.2) is the coefficient of t m−1 in j p=0 (t + 1) m+p−1 = (t + 1) m−1 · (t + 1) j+1 − 1 t ,
hence it is equal to the left-hand side of (7.2).
