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Resumo
Seja χ um alfabeto finito ou enumera´vel, e considere o espac¸o de todas as sequ¨eˆncias
finitas compostas por concatenac¸a˜o de s´ımbolos desse alfabeto. A essas sequ¨eˆncias
daremos o nome de palavras. Denotaremos por χn conjunto de todas as palavras de
tamanho n. No presente trabalho, consideramos uma func¸a˜o que leva cada palavra
de tamanho n em um nu´mero inteiro entre 0 e n − 1. Essa func¸a˜o e´ definida pelo
maior tamanho poss´ıvel de uma sobreposic¸a˜o da palavra com uma co´pia dela mesma
transladada, e e´ chamada de func¸a˜o de sobreposic¸a˜o. A ela daremos o nome de Sn.
A relevaˆncia da func¸a˜o de sobreposic¸a˜o foi colocada em evideˆncia, entre outros ca-
sos, na ana´lise estat´ıstica da Recorreˆncia de Poincare´, e possui relac¸a˜o expl´ıcita com
a entropia do processo. Nesse trabalho, provamos a convergeˆncia da distribuic¸a˜o da
func¸a˜o de sobreposic¸a˜o, quando a sequ¨eˆncia e´ escolhida de acordo com relac¸a˜o a n
varia´veis aleato´rias independentes e identicamente distribu´ıdas no alfabeto χ. Tambe´m
apresentamos um limitante para a velocidade dessa convergeˆncia. Como consequ¨eˆncia,
mostramos tambe´m a convergeˆncia da esperanc¸a e da variaˆncia da func¸a˜o de sobreposic¸a˜o.
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Abstract
We consider the set of finite sequencies of length n over a finite or contable alphabet
χ. We consider the function defined over χn which gives the size of the maximum
overlap of a given sequence with a (shifted) copy of itself. That function will be denoted
by overlapping function. We prove the convergence of the distribution of this function
when the sequence is chosen according to a product measure, with identically distributed
marginals. We give a point-wise upper bound for the velocity of this convergence. As
a byproduct, we show the convergence of te mean and the variance of the overlapping
function.
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Introduc¸a˜o
Seja n um nu´mero inteiro positivo. Considere o espac¸o de todas as sequeˆncias
de tamanho n com s´ımbolos tomados de um alfabeto χ finito ou enumera´vel. A essas
sequeˆncias daremos o nome de palavras (ver Definic¸a˜o 1.1.1). No presente trabalho, no´s
consideramos uma func¸a˜o Sn definida em χ
n e tomando valores em {0, 1, · · · , n − 1}.
Para cada palavra, essa func¸a˜o assume o valor do maior tamanho poss´ıvel de uma
sobreposic¸a˜o que essa palavra pode ter com uma co´pia dela mesma transladada. Se na˜o
houver sobreposic¸a˜o, a func¸a˜o assume o valor zero (ver Definic¸a˜o 2.1.1).
A func¸a˜o Sn esta´ relacionada com a func¸a˜o τn, que tambe´m esta´ definida sobre χ
n e
assume valores em {1, 2, · · · , n}, e indica a posic¸a˜o do primeiro encaixe que a palavra
realizou com uma co´pia dela transladada(ver Definic¸a˜o 1.2.1). Essa relac¸a˜o e´ dada pela
equac¸a˜o Sn = n− τn.
A relevaˆncia da func¸a˜o τn (e portanto de Sn) foi colocada em evideˆncia na ana´lise
estat´ıstica da Recorreˆncia de Poincare´. Para provar a convergeˆncia do nu´mero de
ocorreˆncia de palavras (digamos, de tamanho n) quando n diverge, para a distribuic¸a˜o
de Poisson, e´ necessa´rio qua a palavra na˜o se sobreponha com ela mesma [16]. Ou, pelo
menos, que a proporc¸a˜o das palavras que se sobrepo˜em seja pequena com relac¸a˜o a n
[1]. Se esse na˜o for o caso, a distribuic¸a˜o limite tem lei Poisson composta [15]. Tambe´m
temos na literatura algumas aproximac¸o˜es para esse limite em [20, 21, 22].
Tal relevaˆncia tambe´m aparece quando consideramos o tempo decorrido ate´ a primeira
ocorreˆncia da palavra. Esse tempo e´ conhecido como Tempo de Ocorreˆncia (hitting
time). E´ sabido que o tempo de ocorreˆncia pode ser bem aproximado por uma lei ex-
ponencial com paraˆmetro dado pela medida da palavra, no caso em que a palava na˜o
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possui sobreposic¸a˜o com ela mesma, ou quando tal sobreposic¸a˜o e´ “pequena”. Mas,
quando a palavra apresenta sobreposic¸a˜o (que na˜o seja “pequena”) com ela mesma, o
paraˆmetro deve ser corrigido por um fator. Tal fator e´ a probabilidade da palavra na˜o
aparecer duas vezes consecutivas. E essa probabilidade e´ dada pelas propriedades de
sobreposic¸a˜o da palavra [2, 12].
Uma situac¸a˜o similar acontece quado consideramos o tempo decorrido ate´ a primeira
ocorreˆncia da palavra, colocando como condic¸a˜o inicial a ocorreˆncia da pro´pria palavra.
Este tempo e´ chamado de Tempo de Retorno (Return Time). Neste caso, acontece o
mesmo. E´ sabido que o tempo de retorno tambe´m pode ser bem aproximado por uma
lei exponencial. Mas quando a palavra apresenta sobreposic¸a˜o com ela mesma, essa
lei deixa de ser exponencial, passando a ser uma combinac¸a˜o convexa de uma medida
degenerada na origem e uma exponencial [9]. Neste caso, o mesmo fator citado no
para´grafo anterior aparece na combinac¸a˜o convexa e na lei exponencial.
Ate´ onde sabemos, os primeiros a observarem que a medida de todas as palavras que
possuem “grandes”sobreposic¸o˜es converge para zero foram Collet, Galves & Schmitt,
em 1999 [9]. Nesse trabalho, os autores provaram o decaimento exponencial dessa
medida quando “grande”significa maior ou igual a n − n/3. Tal resultado vale para
processos misturadores com func¸a˜o ψ de decaimento exponencial. Mais tarde, o mesmo
resultado foi generalizado em [2] para processos misturadores com func¸a˜o φ de decai-
mento exponencial. No u´ltimo caso, “grande”significa ser maior ou igual a n− cn, onde
c e´ uma constante que depende da cardinalidade do alfabeto.
A distribuic¸a˜o de τn e´ desconhecida. Ou seja, na˜o ha´ uma forma expl´ıcita para
Fτn(y) := µ(τn ≤ y).
Em 2002, usando a Complexidade de Kolmogorov, Saussol, Troubetzkoy e Vaienti
provaram, para um processo ergo´dico com entropia positiva, que lim
n→∞
τn
n
= c ≥ 1 quase
certamente [24].
Em 2003, usando o Teorema de Shannon, Mc-Millan e Breiman, Afraimovich, Cha-
zottes e Saussol provaram que vale o mesmo resultado (τn/n→ c ≥ 1 q.c.) [8].
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Abadi e Vaienti, em 2008, encontraram a func¸a˜o de grandes desvios e relacionaram
τn com a entropia de Re´nyi do processo gerador das palavras.
Sendo assim, nosso trabalho tem uma ambic¸a˜o interessante no que diz respeito a
Sistemas Dinaˆmicos. Essa ambic¸a˜o consiste no fato de que um conhecimento sobre τn
implica em conhecer tambe´m a Entropia de Re´nyi do processo.
Para o nosso contexto, o resultado apresentado em [8] e [24] diz que o conjunto de
palavras que encaixam em tempo finito assintoticamente tem medida nula.
Note que, para τn (ver 1.2.1)temos:
τn ∈ {1, 2, · · · , n}
E isso implica que:
τn
n
≤ 1
Enta˜o, para no´s, tal resultado se resume a:
lim
n→∞
τn
n
= 1 µ− q.c.
A expressa˜o acima diz que, assintoticamente, τn cresce na mesma velocidade que n.
Isto nos sugere que a varia´vel aleato´ria τn apresenta comportamento assinto´tico defec-
tivo. Ou seja, temos enta˜o uma sequeˆncia de varia´veis aleato´rias na˜o estocasticamente
limitadas. Aı´ vemos a necessidade de definir convenientemente uma outra sequeˆncia de
varia´veis aleato´rias que nos fornec¸a informac¸a˜o sobre o Tempo de Encaixe. Definimos,
portanto, Sn (ver Definic¸a˜o 2.1.1). A seguir, para uma medida produto, provamos a
convergeˆncia da distribuic¸a˜o de Sn para uma distribuic¸a˜o limite, cuja cauda decai ex-
ponencialmente quando n diverge. Ale´m disso, apresentamos um limite superior para
a velocidade dessa convergeˆncia. Tal limite superior e´ na˜o-uniforme. Ele depende do
vetor de medidas p com marginais identicamente distribu´ıdas, do tamanho do alfabeto
χ, e de k, onde k e´ um inteiro positivo.
Essa convergeˆncia na˜o-uniforme nos permite obter como corola´rio a convergeˆncia,
em particular, da esperanc¸a, e em geral, de todos os momentos de ordem polinomial de
Sn.
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Ale´m disso, obtemos limitantes inferior e superior para E(Sn).
Tambe´m apresentaremos limitantes inferior e superior para a esperanc¸a de Sn.
Essa dissertac¸a˜o e´ organizada da seguinte maneira:
No Cap´ıtulo 1, apresentaremos o problema, daremos as definic¸o˜es iniciais e algumas
ferramentas que iremos usar.
No Cap´ıtulo 2, provaremos a existeˆncia da distribuic¸a˜o limite.
No Cap´ıtulo 3, exibiremos limites inferior e superior para E(Sn).
No Apeˆndice, comentaremos sobre alguns problemas em aberto.
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Cap´ıtulo 1
Palavras e o Tempo de Encaixe
Quando falamos sobre Palavras, va´rias definic¸o˜es e exemplos podem vir a` cabec¸a.
Se foˆssemos a diversos pontos distintos da comunidade cient´ıfica, e pergunta´ssemos
qual a definic¸a˜o de palavra, ter´ıamos uma enriquecedora gama de respostas.
Um Linguista poderia citar a origem do nome Palavra (do latim “parabola”, que
por sua vez deriva do grego “parabole”). Depois disso, comentaria sobre a diferenc¸a
entre termo(forma escrita) e voca´bulo(forma falada), com a intenc¸a˜o de tornar ainda
mais clara a definic¸a˜o. Finalmente, ele definiria palavra como sendo um conjunto de
letras de um alfabeto.
Ja´ um Cientista da Computac¸a˜o poderia defin´ı-la como sendo a unidade de in-
formac¸a˜o usada por um tipo particular de computador. Motivado pelo seu interesse,
ele daria alguns exemplos, falaria de comprimento de palavras de cada ma´quina(bits),
de expansa˜o bina´ria de nu´meros decimais, entre outras coisas. Assim, ele te deixaria
mais bem-informado a respeito da definic¸a˜o de palavra.
Para um Matema´tico, essa tende a ser uma pergunta mais simples. O motivo dessa
simplicidade e´ que, para no´s, independente de seu significado ou aplicabilidade, uma
palavra e´, antes de nada (e nada ale´m de), uma sequeˆncia(finita ou infinita) de elementos
de um conjunto(finito ou infinito). Portanto, para o matema´tico sa˜o tambe´m palavras a
palavra do Linguista, a do Cientista da Computac¸a˜o, as sequeˆncias de RNA em Biologia,
e, naturalmente, as sequeˆncias de nu´meros.
A seguir, daremos uma definic¸a˜o matema´tica de palavra, tentando esclarecer a forma
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como enxergamos a mate´ria-prima essencial do presente trabalho.
1.1 Definic¸o˜es e notac¸a˜o
Definic¸a˜o 1.1.1. Seja χ um conjunto finito com cardinal denotado por |χ|, ao qual
chamaremos de Alfabeto. Diremos que uma palavra e´ uma sequeˆncia finita de s´ımbolos
desse alfabeto.
Formalmente:
xn1 = (a1a2 · · · an) ai ∈ χ, i = 1, 2, · · · , n.
Onde os ı´ndices 1 e n em x indicam onde comec¸a e onde termina essa palavra de n
s´ımbolos.
O conjunto de todas as palavras com s´ımbolos do alfabeto χ sera´ denotado por χn.
Em Sistemas Dinaˆmicos, essa definic¸a˜o e´ equivalente a` definic¸a˜o de cilindro.
No presente texto, usaremos a notac¸a˜o x ou w para tratar de palavras. No nosso
trabalho, consideramos apenas as palavras geradas por uma sequeˆncia de varia´veis
aleato´rias independentes e indentimamente distribu´ıdas no alfabeto χ.
Exemplo 1.1.2. 010100 e´ uma palavra de tamanho n = 6 no alfabeto χ = {0, 1}. 
Aqui, consideraremos sempre um alfabeto χ tal que 2 ≤ |χ|, com µ(ai) > 0, ∀ai ∈ χ.
As palavras sera˜ formadas enta˜o por uma realizac¸a˜o de uma sequeˆncia de varia´veis
aleato´rias independente e identicamente distribu´ıdas em χ.
Na sec¸a˜o seguinte, trataremos do Tempo de Encaixe, que e´ uma definic¸a˜o essencial
do presente trabalho.
1.2 O Tempo de Encaixe
Definic¸a˜o 1.2.1. Seja xn1 ∈ χn. Dizemos que o Tempo de Encaixe de xn1 e´ a varia´vel
aleato´ria τn : χ
n −→ {1, 2, · · · , n} tal que:
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τn(x
n
1 ) = inf
{
k > 0 : xn−k1 = x
n
k+1
}
Em palavras: dizemos que o Tempo de Encaixe de uma palavra e´ o tempo que ela
leva para realizar um encaixe por sobreposic¸a˜o com ela mesma, deslocando, em cada
unidade de tempo, a palavra em uma unidade para a direita. Em termos mais simples,
e´ o nu´mero de translac¸o˜es a` direita necessa´rias, feitas em uma co´pia da palavra, para
que ela realize uma sobreposic¸a˜o com a original.
Quando a condic¸a˜o acima na˜o e´ satisfeita para nenhum k tal que 0 < k < n, diremos
simplesmente que o tempo de encaixe e´ igual ao tamanho da palavra. Ou seja:
τn(x
n
1 ) = n
Essa definic¸a˜o fica mais clara nos dois exemplos seguintes.
Exemplo 1.2.2. Seja a palavra x61 = 010101:
In´ıcio : 0 1 0 1 0 1
1oPasso : 0 1 0 1 0 1
2oPasso : 0
WW
1
WW
0
WW
1
WW
0 1
Portanto, como a palavra realizou um encaixe no segundo passo (ou segunda translac¸a˜o),
temos que o tempo de encaixe de x61 e´ igual a 2. 
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Exemplo 1.2.3. Seja a palavra x41 = 0111:
In´ıcio : 0 1 1 1
1oPasso : 0 1 1 1
2oPasso : 0 1 1 1
3oPasso : 0 1 1 1
4oPasso : 0 1 1 1
Portanto, como a palavra na˜o realizou encaixe, temos que o tempo de encaixe de x41
e´ igual a 4, que e´ o tamanho da palavra. 
1.3 Definic¸a˜o dinaˆmica
Considere x como sendo um processo qualquer (ou uma palavra infinita) num alfa-
beto finito χ. Diremos que x ∈ χN. Enta˜o, podemos escreveˆ-lo da seguinte maneira:
x = xn1x
∞
n+1.
Note que xn1 ∈ χn e´ a parte finita, e x∞n+1 ∈ χN e´ a parte infinita de x, que foram
concatenadas, gerando x.
Defina agora uma translac¸a˜o T da seguinte maneira:
T : χN −→ χN
T (x) = T (xn1x
∞
n+1) = x
n
2x
∞
n+1 = x
∞
2
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onde T retira da palavra a primeira letra. Aplicando recursivamente T , temos que
para 1 ≤ m:
Tm(x) = x∞m+1.
Enta˜o, finalmente, definimos τn(x) da seguinte maneira:
τn(x) = inf{y∈χN:yn1=xn1 }
{m ≥ 1 : Tm(y) = y},
onde o ı´nfimo acima e´ tomado entre todos as palavras y de tamanho infinito, e que
tenham os mesmos n primeiros s´ımbolos de x.
E´ claro que y sempre pode ser tomado de maneira que 1 ≤ τn ≤ n.
Note que essa definic¸a˜o de Tempo de Retorno e´ equivalente a de Tempo de Encaixe.
Vejamos um exemplo:
Exemplo 1.3.1. Seja a palavra x = x61x
∞
7 , onde x
6
1 = 010101. Enta˜o, se tomarmos
y = 010101...., enta˜o teremos que T 2(y) = y, e portanto τn(x) = 2.
O resultado acima coincide com o caso do exemplo 1.2 
1.4 Classificac¸a˜o perio´dica das palavras
Uma forma de entender melhor o problema do tempo de encaixe e´ tentar iden-
tificar algum comportamento perio´dioco nas palavras. Note que, quando temos uma
palavra formada por “bloquinhos”que se repetem, temos um encaixe iminente. A seguir,
definiremos uma ferramenta fundamental deste trabalho:
Definic¸a˜o 1.4.1. Seja 0 < k < n. Definimos Bn(k) como sendo o conjunto de todas
as palavras de χn que sa˜o k-perio´dicas. Ou seja:
Bn(k) = {xn1 ∈ χn : xn1 = (x1, . . . , xk︸ ︷︷ ︸
1
, x1, . . . , xk︸ ︷︷ ︸
2
, . . . , x1, . . . , xk︸ ︷︷ ︸
bn/kc
, x1, . . . , xr︸ ︷︷ ︸
1
)}
Portanto, o conjunto Bn(k) pode ser visto como o conjunto de todas as palavras
que podem ser escritas como concatenac¸a˜o de bn/kc palavras xk1 ∈ χk com uma palavra
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xr1 ∈ χr. Aqui, sempre consideramos r < k, o resto da divisa˜o de n por k. Note que
o tamanho da palavra na˜o precisa necessariamente ser um mu´ltiplo de k. Somente a
palavra precisa apresentar certo “comportamento perio´dico”.
Falando ede forma mais simples, a palavra e´ formada por “bloquinhos”de tamanho
k.
Exemplo 1.4.2. Tome o conjunto de palavras de tamanho n = 4. Denotaremos esse
conjunto por C4. Da´ı:
C4 = {0000; 0001; 0010; 0011; 0100; 0101; 0110; 0111; 1000; 1001; 1010; 1011;
1100; 1101; 1110; 1111}
Ale´m disso:
B4(1) = {0000; 1111}
B4(2) = {0000; 1111; 0101; 1010}
B4(3) = {0000; 1111; 0010; 0100; 0110; 1001; 1011; 1101}
B4(4) = C4 
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Cap´ıtulo 2
A distribuic¸a˜o de n− τn
No presente cap´ıtulo, iremos definir uma nova varia´vel aleato´ria, que determina o
tamanho ma´ximo de um encaixe que a palavra pode fazer com uma co´pia dela mesma.
Para palavras geradas por sequeˆncias de varia´veis aleato´rias independentes no alfabeto
χ, com uma medida produto, provaremos que essa varia´vel aleato´ria possui distribuic¸a˜o
limite.
2.1 Definindo Sn
O Teorema apresentado em [8, 24] nos diz que, a menos de um conjunto de medida
nula, τn cresce na mesma velocidade que n, . Enta˜o, ∀x > 0 fixado, temos que µ(τn <
x)→ 0, quando n diverge.
Definindo µn(x) = µ(τn ≤ x) = Fτn(x), temos enta˜o que {τn}n∈N na˜o forma uma
sequeˆncia de varia´veis aleato´rias estocasticamente limitadas, e portanto {µn}n∈N na˜o e´
uniformemente compacta.
Isso nos leva enta˜o a` nossa pro´xima definic¸a˜o:
Definic¸a˜o 2.1.1. Seja
τn : χ
n −→ {1, 2, · · · , n}
como definido no texto.
Definimos enta˜o uma nova sequeˆncia Sn : χ
n −→ {0, 1, · · · , n − 1}, da seguinte
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Figura 2.1: τn(w) = n − k e´ o tempo que a palavra leva para encaixar, enquanto
Sn(w) = k e´ o tamanho desse encaixe.
maneira:
Sn(w) = n− τn(w).
Uma vez que τn e´ o nu´mero mı´nimo de translac¸o˜es necessa´rias para que ocorra um
encaixe, Sn define o maior tamanho de uma sobreposic¸a˜o.
A figura 2.1 torna clara a relac¸a˜o entre τn e Sn.
Vamos agora dar um corola´rio do teorema apresentado em [8] e [24], que diz respeito
a Sn:
Corola´rio 2.1.2. Seja Sn : χ
N −→ {0, 1, · · · , n− 1} como definido no texto. Enta˜o:
lim
n→∞
Sn
n
= 0 µ− q.c.
Demonstrac¸a˜o.
lim
n→∞
Sn
n
= lim
n→∞
n− τn
n
= 1− lim
n→∞
τn
n
= 0.
Onde a u´ltima parte se deve ao teorema apresentado em [8] e [24], que foi comentado
na introduc¸a˜o.
No Cap´ıtulo 3, mostraremos que lim sup
n→∞
E(Sn) < +∞. Usando um resultado que
pode ser encontrado em [19], temos que que a sequeˆncia {µSn}n∈N e´ uniformemente
compacta.
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No presente cap´ıtulo, definiremos os conjuntos Rn(k) := Bn(n − k), que sera˜o as
palavras com uma sobreposic¸a˜o de tamanho k. O motivo para essa mudanc¸a sera´ mera
convenieˆncia. A primeira notac¸a˜o faz menc¸a˜o direta ao que foi feito em [1]. A segunda
se refere a` simbologia sugerida por Andre´ Toom e Andre´a Vanessa Rocha em [23].
2.2 Ferramentas auxiliares
Definic¸a˜o 2.2.1. Definimos o conjunto Rn(k) como sendo o conjunto de palavras que
tem uma sobreposic¸a˜o de tamanho k. Ou seja:
Rn(k) = {xn1 ∈ χn : xk1 = xnn−k}.
Note que vale a seguinte “dualidade”:
Rn(k) = Bn(n− k).
Para 0 < k < n, seja:
k⋃
j=1
Rn(j)
o conjunto de palavras de tamanho n com alguma sobreposic¸a˜o de tamanho s ≤ k.
Seja
n−1⋃
j=1
Rn(j) o conjunto das palavras que possuem alguma sobreposic¸a˜o.
Definic¸a˜o 2.2.2. Se para cada ai ∈ χ temos µ(ai) = pi, enta˜o defina:
m` =
|χ|∑
i=1
p`i ,
ρ = max
i
pi,
motivados pela definic¸a˜o de norma Lp e norma do sup, respectivamente.
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Note que ρ` ≤ m`, pois como ρ ∈ {p1, p2, · · · , p|χ|}, enta˜o ρ = pk, para algum
k ∈ {1, 2, · · · , |χ|}. Portanto:
m` = ρ
` +
∑
i 6=k
p`i ≥ ρ`.
O lema a seguir nos da´ condic¸o˜es para que possamos “encolher”uma palavra de
tamanho n, tirando dela as duas letras centrais no caso em que n for par, e as treˆs
letras centrais no caso em que n for ı´mpar.
Lema 2.2.3. Seja k ≤ bn
2
c − 1. Enta˜o:
µ
bn2 c−1⋃
j=k
Rn(j)
 = µ
bn2 c−1⋃
j=k
R2(bn
2
c−1)(j)
 .
Demonstrac¸a˜o. xn1 ∈
bn
2
c−1⋃
j=k
Rn(j) se e somente se x
n
1 ∈ Rn(j), para algum j tal que
k ≤ j ≤ bn
2
c − 1. Logo
xn1 = w1w2w1,
onde w1 e´ uma palavra de tamanho j, w2 e´ uma palavra de tamanho 2n− j, e elas
sa˜o independentes. Agora escrevemos w2 = w2,1w2,2w2,3, onde w2,2 e´ a palavra central
de w2, e que tem tamanho 2 no caso onde n e´ ı´mpar ou tamanho 3 no caso em que n e´
par. Ela pode ser escrita da seguinte forma:
w2,2 = x
bn
2
c+1
bn
2
c ,
com w2,1 e w2,3 palavras de tamanho bn−2j2 c − 1. Agora, defina w˜ = w1w2,1w2,3w1 ∈
R2bn
2
c−1(j), que e´ independente de w2,2. Portanto:
µ
bn2 c−1⋃
j=k
Rn(j)
 = ∑
xn1∈Rn(j)
µ(xn1 ) =
∑
w1w2,1∈χn−2
∑
w2,2∈χi
µ(w1w2,1w2,1w1)µ(w2,2).
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Somando independentemente cada termo, o primeiro termo resulta em R2bn
2
c−1(j),
e o segundo termo soma 1, pois se refere a todas as palavras w2,2 poss´ıveis.
O pro´ximo lema nos diz que a medida total do conjunto de palavras de tamanho n
com uma sobreposic¸a˜o grande converge exponencialmente para zero.
Lema 2.2.4. Vale a seguinte desigualdade:
µ
 n−1⋃
j=bn
2
c
Rn(j)
 ≤
(
m
1
2
2
)dn
2
e
1−m
1
2
2
Demonstrac¸a˜o. Usando a σ-subaditividade de µ e a “dualidade”
Rn(j) = Bn(n− j),
temos a seguinte expressa˜o:
µ
 n−1⋃
j=bn
2
c
Rn(j)
 ≤ n−1∑
j=bn
2
c
µ (Rn(j)) =
dn
2
e∑
j=1
µ(Bn(j)). (2.1)
Agora, note que, se w ∈ Bn(j), enta˜o temos a relac¸a˜o n = jbnj c+ r, onde 0 ≤ r < j,
e r indica o resto da divisa˜o de n por j. Portanto:
w = wjwj · · ·wj︸ ︷︷ ︸
bn
j
c vezes
wr wj ∈ χj, wr ∈ χr.
Ale´m disso, temos tambe´m que:
wj = wrwj−r
onde wj−r e´ uma palavra em χj−r. Portanto:
µ(Bn(j)) =
∑
wj∈χj
(µ(wj))
bn
j
c µ(wr) =
∑
wr∈χr
(µ(wr))
bn
j
c+1 ∑
wj−r∈χj−r
(µ(wj−r))
bn
j
c .
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Pela definic¸a˜o de m`, temos que o u´ltimo termo da expressa˜o acima e´ igual a:
mrbn
j
c+1m
j−r
bn
j
c.
Temos tambe´m que vale:
mrbn
j
c+1m
j−r
bn
j
c ≤ mjbn
j
c =
(
m
1
bnj c
bn
j
c
)bn
j
cj
≤
(
m
1
bnj c
bn
j
c
)n−j
.
Por uma desigualdade cla´ssica em norma Lp, que pode ser vista em [19], temos que,
para 1 ≤ j ≤ n
2
vale:
m
1
bnj c
bn
j
c ≤ m
1
2
2 .
Portanto, a u´ltima parte da soma 2.1 satisfaz:
dn
2
e∑
j=1
(
m
1
2
2
)n−j
=
(
m
1
2
2
)n−1
−
(
m
1
2
2
)dn
2
e+1
1−m
1
2
2
≤
(
m
1
2
2
)n−1
1−m
1
2
2
E assim, o lema esta´ provado.
O lema a seguir nos fornece a taxa exponencial para a convergeˆncia, que usaremos
para provar o Teorema principal deste trabalho.
Lema 2.2.5. Valem as seguintes desigualdades:
a)
∞∑
i=n
2
+1
µ (R2i(i) ∩R2i(k)) ≤
(
m4
m22
)k
m
n
2
+1
2
1−m2
b)
n−1∑
j=n
2
(Rn(j) ∩Rn(k)) ≤ Cnδk,
onde C,  < 1, e δ < 1 sa˜o constantes positivas que dependem do vetor p.
Demonstrac¸a˜o. a) Uma palavra xn1 pertence a R2i(i)
⋂
R2i(k) se e somente se ela tiver
a forma:
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xn1 = w1w2w1w1w2w1
onde w1 e´ uma palavra de tamanho k e w2 e´ uma palavra de tamanho i− 2k (que
nesse caso e´ igual a n−4k
2
). Portanto:
µ(x61) = (µ(w1))
4(µ(w2))
2,
e enta˜o:
µ(Rn(j) ∩Rn(k)) =
∑
w1∈χk
(µ(w1))
4
∑
w2∈χi−2k
(µ(w2))
2 = mk4m
i−2k
2 .
Agora, vamos somar o resultado em i:
∞∑
i=n
2
+1
mk4m
i−2k
2 =
mk4m
n
2
+1−2k
2 − lim
i→∞
mk4m
i+1−2k
2
1−m2 =
mk4m
n
2
+1−2k
2
1−m2 .
b) Pela “dualidade”(2.2.1), a soma no item b) e´ igual a:
n
2∑
j=1
µ(Bn(j) ∩Rn(k))
=
n
2
−k∑
j=1
µ(Bn(j) ∩Rn(k))︸ ︷︷ ︸
i)
+
n−k
2∑
j=n
2
−k+1
µ(Bn(j) ∩Rn(k))︸ ︷︷ ︸
ii)
+
n
2∑
j=n−k
2
+1
µ(Bn(j) ∩Rn(k))
︸ ︷︷ ︸
iii)
.
Agora, vamos resolver separadamente cada caso.
i) Suponha que w ∈ (Bn(j) ∩ Rn(k)). Como w ∈ Rn(k), temos que w pode ser
escrita na forma
w = w1w2w1,
onde w1 ∈ χk e w2 ∈ χn−2k.
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Como w ∈ Bn(j) com 1 ≤ j ≤ n2 − k, ela consiste na concatenac¸a˜o de blocos de
tamanho j. Ale´m disso, como Bn(k) define uma propriedade perio´dica das palavras,
esses blocos podem ser observados comec¸ando de qualquer posic¸a˜o da palavra. Logo,
temos que:
w2 ∈ Bn−2k(j).
Portanto:
µ(Bn(j) ∩Rn(k)) ≤
∑
w1∈χk
(µ(w1))
2µ(Bn−2k(j)).
Usando um argumento combinato´rio, temos que vale:
∑
w1∈χk
(µ(w1))
2 = mk2.
E, pelo lema 2.2.4, temos:
n
2
−k∑
j=1
µ(Bn−2k(j)) ≤ (m
1
2
2 )
dn
2
e
1−m
1
2
2
.
ii) Como 2j ≤ n− k e w ∈ Bn(j), podemos escrever:
w = w1w2w1w2w˜1w1,
onde w1 tem tamanho k e w2 tem tamanho j − k. Como w ∈ Rn(k), primeiro w1
da concatenac¸a˜o acima aparece. Ale´m disso, w˜1 tem tamanho n − k − 2j. Portanto,
usando a independeˆncia e fatorizando a medida no´s temos:
µ(w) = (µ(w1))
3(µ(w2))
2µ(w˜1).
Enta˜o:
µ(Bn(j) ∩Rn(k)) ≤
∑
w1∈χk
(µ(w1))
3
∑
w1∈χj−k
(µ(w2))
2ρn−k−2j = mk3m
j−k
2 ρ
n−k−2j.
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Somando o´ u´ltimo termo em j, no´s temos:
n−k
2∑
j=n
2
−k+1
µ(Rn(j) ∩Rn(k)) ≤ C(p)m
n
2
2
(
m3
m
3
2
2
)k
.
Como m
1
l
l e´ a norma Lp do vetor p, enta˜o temos que a base do u´ltimo termo da
expressa˜o acima e´ menor que 1.
iii) Tome w = xn1 ∈ Bn(j) ∩Rn(k).
Observe que:
• Como w ∈ Rn(k), temos xk1 = xnn−k+1.
• Como os blocos podem ser “lidos”tanto de tra´s para frente quanto da frente para
tra´s, no´s temos que xnn−k+1 = x
n−j−1
n−j−k.
Portanto, podemos escrever:
w = w1w2w1w2w˜1w1.
O tamanho de w1 e´ k, o de w2 e´ 2j + k − n, e o tamanho de w˜1 e´ n− 2k − j.
Novamente utilizando a independeˆncia, podemos fatorar a medida e obter:
µ(Bn(j) ∩Rn(k)) ≤
∑
w1∈χk
(µ(w1))
3
∑
w2∈χj−k
(µ(w2))
2ρ2j+k−n = mk3m
n−2k−j
2 ρ
2j+k−n. (2.2)
Somando o u´ltimo termo em j, obtemos:
n
2∑
j=n−k
2
+1
µ(Rn(j) ∩Rn(k)) ≤ C ′(p)m
n
2
2
(
m3
m
3
2
2
)k
.
E assim terminamos a demonstrac¸a˜o.
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2.3 O Teorema principal
Finalmente, chegamos ao principal teorema do presente texto.
Esse teorema diz, essencialmente, existe uma distribuic¸a˜o limite para Sn, e que a
convergeˆncia para essa distribuic¸a˜o limite ocorre com taxa exponencial.
Primeiro, vamos definir alguns termos que aparecera˜o no enunciado:
Sejam:
an,k = µ
n−1⋃
j=n
2
Rn(j)\
n
2
−1⋃
j=k
Rn(j)
+ n2−1∑
i=k+1
µ
(
R2i(i)\
i−1⋃
j=k
R2i(j)
)
,
bn,k = µ
n−1⋃
j=n
2
Rn(j) ∩Rn(k)\
n
2
−1⋃
j=k+1
Rn(j)
+ n2∑
i=k+1
µ
(
R2i(i) ∩R2i(k)\
i−1⋃
j=k+1
R2i(j)
)
,
ak =
∞∑
i=k+1
µ (R2i(i)\ ∪j=k i− 1R2i(j)) ,
bk =
∞∑
i=k+1
µ
(
R2i(i) ∩R2i(k)\ ∪i−1j=k+1 R2i(j)
)
.
Enta˜o:
Teorema 2.3.1. Seja µ uma medida produto em χn com marginais identicamente dis-
tribu´ıdas. Enta˜o:
a) µ(Sn ≥ k) = mk2 + ak,n.
b) µ(Sn = k) = m
k
2 − bk,n.
c) lim
n→∞
µ(Sn ≥ k) = mk2 + ak.
d) lim
n→∞
µ(Sn = k) = m
k
2 − bk.
Ale´m disso, temos que existem constantes positiva c,  < 1 e δ < 1, que dependem do
vetor p de probabilidade dos s´ımbolos do alfabeto, tais que:
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∣∣µ(Sn = k)− (mk2 − bk)∣∣ ≤ cnδk.
Demonstrac¸a˜o. Tome:
Gn(k) = µ(Sn ≥ k) = µ
(
n−1⋃
j=k
Rn(j)
)
.
Podemos supor, sem perda de generalidade, que k <
n
2
.
A princ´ıpio, consideraremos o caso em que n e´ ı´mpar.
Fazendo a decomposic¸a˜o de
⋃n−1
j=k Rn(j):
Gn(k) = µ
(
n−1⋃
j=k
Rn(j)
)
= µ
n2−1⋃
j=k
Rn(j)
+ µ
n−1⋃
j=n
2
Rn(j)\
n
2
−1⋃
j=k
Rn(j)
 .
Pelo Lema 2.2.3, o primeiro termo do u´ltimo lado da igualdade e´ igual a
µ
n2−1⋃
j=k
R2(bn
2
c−1)(k)
 .
Podemos decompor este u´ltimo termo, chegando a
µ
(n−2)−1⋃
j=k
Rn−2(j)
− µ
(n−2)−1⋃
j=n
2
Rn−2(j)\
n
2
−1⋃
j=k
Rn−2(j)
 .
O termo da esquerda e´, por definic¸a˜o, Gn−2(k). Portanto, conclu´ımos que:
Gn(k) = Gn−2(k)
+ µ
n−1⋃
j=n
2
Rn(j)\
n
2
−1⋃
j=k
Rn(j)

− µ
(n−2)−1⋃
j=n
2
Rn−2(j)\
n
2
−1⋃
j=k
Rn−2(j)
 .
Repetindo a mesma operac¸a˜o para Gn−2, chegamos a:
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Gn−2(k) = Gn−4(k)
+ µ
(n−2)−1⋃
j=n
2
−1
Rn−2(j)\
n
2
−2⋃
j=k
Rn−2(j)

− µ
(n−4)−1⋃
j=n
2
−1
Rn−4(j)\
n
2
−2⋃
j=k
Rn−4(j)
 .
Portanto, temos que:
Gn(k) = Gn−4(k)
+ µ
n−1⋃
j=n
2
Rn(j)\
n
2
−1⋃
j=k
Rn(j)

− µ
(n−2)−1⋃
j=n
2
Rn−2(j)\
n
2
−2⋃
j=k
Rn−2(j)

+ µ
(n−2)−1⋃
j=n
2
−1
Rn−2(j)\
n
2
−2⋃
j=k
Rn−2(j)

− µ
(n−4)−1⋃
j=n
2
−1
Rn−4(j)\
n
2
−2⋃
j=k
Rn−4(j)
 .
Somando as duas linhas do meio da u´ltima expressa˜o, temos o seguinte resultado:
µ
Rn−1(n
2
− 1)\
n
2
−2⋃
j=k
Rn−2(j)
 .
Um argumento recursivo aplicado em k nos fornece
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Gn(k) = G2k(k)
+ µ
n−1⋃
j=n
2
Rn(j)\
n
2
−1⋃
j=k
Rn(j)

+
n
2
−1∑
i=k+1
µ
(
R2i(i)\
i−1⋃
j=k
R2i(j)
)
− µ
(
2k−1⋃
j=k+1
R2k(j)\
k⋃
j=k
R2k(j)
)
.
Finalmente, chegamos a seguinte expressa˜o:
Gn(k) = G2k(k) + µ
n−1⋃
j=n
2
Rn(j)\
n
2
−1⋃
j=k
Rn(j)
+ n2−1∑
i=k+1
µ
(
R2i(i)\
i−1⋃
j=k
R2i(j)
)
. (2.3)
Pelo lema 2.2.4, temos que o primeiro termo do lado direito da expresa˜o acima tende
a zero quando n diverge.
Portanto, temos:
lim
n→∞
Gn(k) = µ(R2k(k)) +
n
2
−1∑
i=k+1
µ
(
R2i(i)\
i−1⋃
j=k
R2i(j)
)
Por outro lado,
µ(Sn = k) = Gn(k)−Gn(k + 1).
Resolvendo esta equac¸a˜o acrescentando 2.3, conclu´ımos que
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µ(Sn = k) = µ(R2k(k))− µ(R2(k+1)(k + 1))
− µ
n−1⋃
j=n
2
Rn(j) ∩Rn(k)\
n
2
−1⋃
j=k+1
Rn(j)

−
n
2∑
i=k+2
µ
(
R2i(i) ∩R2i(k)\
i−1⋃
j=k+1
R2i(j)
)
+ µ
(
R2(k+1)(k + 1)\
k⋃
j=k
R2(k+1)(j)
)
.
Calculando o termo da direita na primeira linha da u´ltima expressa˜o, o resultado e´:
µ
(
R2(k+1)(k + 1) ∩R2(k+1)(k)
)
.
Com um certo abuso de notac¸a˜o, considere uma unia˜o em um conjunto vazio de ı´ndices
como sendo o conjunto vazio.
Teremos enta˜o o seguinte resultado:
µ(sn = k) = µ(R2k(k)) (2.4)
− µ
n−1⋃
j=n
2
Rn(j) ∩Rn(k)\
n
2
−1⋃
j=k+1
Rn(j)
 (2.5)
−
n
2∑
i=k+1
µ
(
R2i(i) ∩R2i(k)\
i−1⋃
j=k+1
R2i(j)
)
. (2.6)
Pelo lema 2.2.4, o termo do meio vai a zero quando n diverge. Portanto, o limite
qk = lim
n→∞
µ(Sn = k)
existe e e´ igual a:
µ(R2k(k))−
∞∑
i=k+1
µ
(
R2i(i) ∩R2i(k)\
i−1⋃
j=k+1
R2i(j)
)
.
Ale´m disso, temos como consequeˆncia que |µ(Sn = k)− qk| e´ igual a:
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∣∣∣∣∣∣
∞∑
i=n
2
+1
µ
(
R2i(i) ∩R2i(k)\
i−1⋃
j=k+1
R2i(j)
)
− µ
n−1⋃
j=n
2
Rn(j) ∩Rn(k)\
n
2
−1⋃
j=k+1
Rn(j)
∣∣∣∣∣∣ .
Retirando convenientemente conjuntos nos complementares acima, e usando a seguinte
desigualdade elementar va´lida para a e b positivos:
|a− b| ≤ max{a, b},
conclu´ımos que:
|µ(Sn = k)− qk| ≤ max

∞∑
i=n
2
+1
µ (R2i(i) ∩R2i(k)) , µ
n−1∑
j=n
2
µ(Rn(j) ∩Rn(k))
 .
No caso em que n e´ um nu´mero par, basta repetir o mesmo argumento acima, apenas
trocando bn
2
c por n
2
, e a demonstrac¸a˜o e´ ideˆntica.
Como conclusa˜o, temos que para qualquer inteiro positivo n vale:
G2n+1(k) = G2n(k).
Ale´m disso, tambe´m vale:
µ(S2n+1 = k) = µ(S2n = k).
E finalmente, o Lema 2.2.5 finaliza a demonstrac¸a˜o.
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Cap´ıtulo 3
Limitantes para E(Sn)
Seguindo a sequeˆncia do trabalho, vamos olhar agora para a E(Sn) quando n diverge.
Primeiramente, daremos alguns corola´rios do teorema principal .
Depois, apresentaremos limitantes para E(Sn), apresentando alguns exemplos.
A partir da´ı, mostraremos que {µSn}n∈N e´ uma sequeˆncia uniformemente compacta.
E´ claro que o fato de conhecer a forma expl´ıcita de tal distribuic¸a˜o talvez nos daria
um resultado mais direto. Mas a dificuldade (e a beleza) desse problema se encontra
justamente no fato de Sn na˜o possuir uma forma expl´ıcita simples de distribuic¸a˜o de
probabilidade. Ou seja, na˜o se conhece uma expressao de FSn distribuic¸a˜o de Sn.
Posteriormente, seguindo uma sequeˆncia natural, daremos alguns resultados sobre a
variaˆncia de Sn.
Corola´rio 3.0.2. Sejam w ∈ χn, e τn como definidos no texto.
Enta˜o:
lim
n→∞
E
(τn
n
)
= 1
Demonstrac¸a˜o. Por [8, 24], temos que:
lim
n→∞
τn
n
= 1 µ− q.c.
Defina: Yn =
τn
n
.
26
Como τn ∈ {0, 1, · · · , n}, temos que
∣∣∣∣Ynn
∣∣∣∣ = Ynn ≤ 1.
Portanto, pelo Teorema da Convergeˆncia Dominada, temos que:
lim
n→∞
∫
Yndµ =
∫
lim
n→∞
Yndµ = 1
3.1 A convergeˆncia de E(Sn)
Como consequeˆncia direta do teorema 2.3.1, mostraremos a convergeˆncia de E(Sn)
para um valor Q, onde Q e´ a esperanc¸a de uma varia´vel aleato´ria com distribuic¸a˜o qk,
definida sobre os inteiros na˜o-negativos.
Corola´rio 3.1.1. Seja Q a esperanc¸a de uma varia´vela aleato´ria com distribuic¸a˜o qk
sobre os nu´meros inteiros na˜o-negativos. Enta˜o:
|E(Sn)−Q| ≤ Cn.
Demonstrac¸a˜o. Como Sn ∈ {0, 1, · · · , n− 1} temos que:
∞∑
k=0
µ(Sn = k) =
n−1∑
k=0
µ(Sn = k).
Ale´m disso, como qk converge exponencialmente para zero, temos que kqk e´ soma´vel.
Pelo Teorema 2.3.1, existem nu´meros 0 <  < 1 e 0 < δ < 1 tais que:
|µ(Sn = k)− qk| ≤ nδk
para todo n e k inteiro positivo, enta˜o:
∣∣∣∣∣
∞∑
k=0
µ(Sn = k)−
∞∑
k=0
kqk
∣∣∣∣∣ ≤
∞∑
k=0
k|µ(Sn = k)− qk| ≤
∞∑
k=0
kCnδk.
Note que o u´ltimo termo da expressa˜o acima pode ser escrito da forma:
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Cn
∞∑
k=0
kδk = Cnδ
∞∑
k=1
kδk−1 = Cnδ
∞∑
k=1
∂
∂δ
δk = Cnδ
∂
∂δ
∞∑
k=1
δk
= Cnδ
∂
∂δ
(
1
1− δ
)
= Cnδ
(
1
(1− δ)2
)
=
Cδ
(1− δ)2 
n.
Como esse u´ltimo termo tende a zero quando n diverge, conclu´ımos a demonstrac¸a˜o.
3.2 Limitantes para Q
Nesta sec¸a˜o, vamos dar um outro corola´rio do Teorema 2.3.1, que nos fornece limi-
tantes superior e inferior para Q = lim
n→∞
E(Sn). A Seguir, daremos uma´ pre´via de um
dos pontos que sera´ discutido no Apeˆndice do presentee trabalho.
Corola´rio 3.2.1. Seja Q o valor esperado de qk, onde Q = Q(p), e p e´ o vetor de
probabilidades dos s´ımbolos do alfabeto χ. Enta˜o valem as seguintes desigualdades:
m2
1−m2 ≤ Q ≤
m2
(1−m2)2 .
Demonstrac¸a˜o. Vamos aqui usar a seguinte identidade, que pode ser encontrada em
[19]. Seja X uma varia´vel aleato´ria assumindo valores inteiros positivos. Enta˜o:
E(X) =
∞∑
k=1
µ(X ≥ k).
Usando a equac¸a˜o acima, temos que:
Q =
∞∑
k=1
lim
n→∞
[µ(Sn ≥ k)] =
∞∑
k=1
[
lim
n→∞
Gn(k)
]
.
Por ??, temos que:
µ(R2k(k)) ≤ lim
n→∞
Gn(k) ≤ µ(R2k) +
∞∑
i=k+1
µ(R2i(i)). (3.1)
Usando o mesmo argumento combinato´rio do cap´ıtulo anterior, temos que:
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µ(R2i(i)) = m2i.
Isto nos da´:
∞∑
i=k+1
µ(R2i(i)) =
mk+12
1−m2
Sabemos que:
Q =
∞∑
k=1
lim
n→∞
Gn(k).
Somando em k os termos de 3.1, chegamos a:
∞∑
k=1
mk2 ≤ Q ≤
∞∑
k=1
mk2 +
∞∑
k=1
mk+12
1−m2
⇒ m2
1−m2 ≤ Q ≤
m2
(1−m2)2 .
E assim, o corola´rio esta´ demonstrado.
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Apeˆndice A
Problemas em aberto
A.1 O caso Bernoulli e a raza˜o a´urea
Vamos aqui tratar do caso em que o alfabeto possui dois s´ımbolos, digamos χ =
{0, 1} tal que µ(0) = p e µ(1) = 1− p.
Como um caso particular do Corola´rio 3.2.1, temos que no caso do alfabeto com
dois s´ımbolos, e distribuic¸a˜o Bernoulli, vale a desigualdade:
ψ1(p) =
m2
1−m2 ≤ Q ≤
m2
(1−m2)2 = ψ2(p).
Note que, nesse caso, temos o seguinte valor para m2:
m2 = p
2 + (1− p)2 = 2p2 − 2p+ 1.
A seguir, apresentaremos alguns resultados desenvolvidos por Guilherme Ludwig,
sob a orientac¸a˜o de Miguel Abadi.
Uma parte desse trabalho(que sera´ aqui apresentada) constituiu em simular amostras
de palavras de tamanho 250 no alfabeto χ = {0, 1}. As probabilidades de ocorreˆncia
de cada s´ımbolo sa˜o p e 1 − p. Ou seja, estamos tratando do caso de uma medida de
Bernoulli.
Em seguida, foi calculada E(Sn) para cada caso.
O gra´fico seguinte mostra os dados simulados e o gra´fico das curvas ψ1(p) e ψ2(p),
num interessante confrontamento entre o que e´ determin´ıstico e o que e´ aleato´rio.
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Figura A.1: Relac¸a˜o entre Sn e p no caso |χ| = 2
Note que, quando p se aproxima de 0 ou de 1, a entropia do processo tende a zero.
Nesse caso, o n´ıvel de complexidade diminiu, e as palavras tendem a realizar encaixes
em tempo menor, portanto sobreposic¸o˜es de tamanho maior. Isso se deve ao fato de
um mesmo s´ımbolo ocorrer com probabilidade grande. Por exemplo, se µ(1) → 1 (o
que implica µ(0) → 0), enta˜o as palavras tera˜o grande probabilidade de ser do tipo
(1111111111111...), e tal palavra realiza um encaixe com τn = 1. No caso inverso,
µ(1)→ 1 (o que implica µ(0)→ 1), acontece o mesmo com Sn.
Note que temos:
lim
p→0
ψ1(p) = lim
p→1
ψ1(p) = +∞
Ale´m disso:
lim
p→0
ψ2(p) = lim
p→1
ψ2(p) = +∞
Observe tambe´m que a curva de cima (dada por ψ2(p)) diverge mais ra´pido do que
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a curva de baixo (ψ2), nos casos em que p tende a 0 e a 1.
No caso p = 1− p = 1
2
, o valor de E(Sn) fica entre 1 e 2. As simulac¸o˜es nos dizem
que esse valor esta´ pro´ximo de 1, 64.
Uma pergunta interessante a se fazer e´:
Seria a raza˜o a´urea um bom candidato a limite? Ou seja, seria razoa´vel pensar que:
lim
n→∞
E(Sn) =
1 +
√
5
2
,
no caso em que p =
1
2
?
A.2 Q(p) e a entropia
Outra pergunta interessante que ainda permanece sem resposta e´ sobre a monotoni-
cidade de E(Sn) em relac¸a˜o a` entropia do processo.
Essencialmente, gostar´ıamos de poder dizer se, para uma famı´lia de processos parametriza-
dos por:
p = (p1, p2, · · · , pm)
p˜ = (p˜1, p˜2, · · · , p˜m)
seria poss´ıvel fazer uma afirmac¸a˜o do tipo
H(p) ≤ H(p˜)⇔ Q(p) ≤ Q(p˜)?
Ou do tipo
H(p) ≤ H(p˜)⇔ Q(p) ≥ Q(p˜)?
O seguinte gra´fico mostra a mesma simulac¸a˜o do gra´fico anterior, com a diferenc¸a
que a linha vermelha representa a entropia do processo.
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Figura A.2: A linha vermelha representa a entropia do processo, e os pontos, os dados
simulados.
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