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Abstract. We introduce and analyze a fast iterative method based on sequential Bregman
projections for nonlinear inverse problems in Banach spaces. The key idea, in contrast to the standard
Landweber method, is to use multiple search directions per iteration in combination with a regulation
of the step width in order to reduce the total number of iterations. This method is suitable for both
exact and noisy data. In the latter case, we obtain a regularization method. An algorithm with two
search directions is used for the numerical identification of a parameter in an elliptic boundary value
problem.
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1. Introduction. Inverse problems, described by operator equations
F (x) = y, F : D(F ) ⊆ X → Y,
where D(F ) denotes the domain of F , are usually classified according to the properties
of the forward operator F . First of all, we distinguish between linear and nonlinear
inverse problems. If F is linear, we call the respective inverse problem linear. This
class of problems has been discussed in a wide range of literature, see for example
[3, 11, 18]. The class of nonlinear inverse problems, where the forward operator F is
nonlinear, is addressed in, e.g., [7, 9]. A further classification arises from the type of
spaces in which an inverse problem is formulated: we differentiate between Hilbert
and Banach spaces. In Hilbert spaces, we have a range of tools such as scalar products
and orthogonal projections that play an important role in reconstruction and regular-
ization methods. Also, we usually identify a Hilbert space with its dual space, which
is a handy property for reconstruction techniques. The aforementioned references are
mainly dealing with inverse problems in Hilbert spaces. If the inverse problem is de-
fined in a Banach space setting, we have to find a solution without the help of these
tools. An overview of Banach spaces techniques is given in [18].
In this article, we want to extend the sequential subspace optimization (SESOP)
methods, which were first developed to solve linear systems of equations in finite di-
mensional vector spaces [13] and have been introduced for linear inverse problems in
Hilbert and Banach spaces [16, 17] as well as for nonlinear inverse problems in Hilbert
spaces [20, 21], to the Banach space setting.
The main purpose of SESOP methods is to reduce the number of necessary iterations
in order to speed up the reconstruction by increasing the dimension of the search
space, i.e., the (affine) subspace of X, in which the subsequent iterate is calculated.
We thus use multiple search directions per iteration, but in contrast to the conjugate
gradient (CG) method [6] or the generalized minimal residual (GMRES) method [14]
we do not use Krylov spaces or increasing search space dimensions. Instead, we use
search spaces with a bounded dimension.
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As discussed in [16, 17, 20], the SESOP methods allow a geometrical interpretation:
The new iterate is calculated as the projection of the current iterate onto the inter-
section of hyperplanes or stripes that are determined by the search directions and
whose width depends on the noise level in the data and on the nonlinearity of the
forward operator. Hence, the character of the respective inverse problem is strongly
reflected in the method: On the one hand, the (non)linearity of the forward operator
defines the geometry of the stripes, whereas, on the other hand, the type of spaces
determines the type of projection that is used: In a Hilbert space setting, we use
orthogonal and metric projections. In a Banach space setting, however, we have to
use Bregman projections.
In Section 2 we introduce the required notation and give an overview of the essential
tools such as duality mappings, Bregman projections, and Bregman distances, along
with some properties of nonlinear operators. Afterwards, in Section 3, we introduce
the SESOP and regularizing SESOP methods for nonlinear inverse problems in Ba-
nach spaces and show convergence and regularization properties for a certain selection
of search directions. The method is then evaluated by solving a well-understood non-
linear parameter identification problem in Section 5. Finally, we discuss the findings
of this article and give an outlook to possible extensions of this work.
2. Mathematical setup. Throughout this paper, let (X, ‖·‖X) and (Y, ‖·‖Y )
denote real Banach spaces with their respective norms. Their respective duals are
denoted by (X∗, ‖·‖X∗) and (Y ∗, ‖·‖Y ∗). The dual pairing of x ∈ X and x∗ ∈ X∗ is
defined as
(2.1) 〈x∗, x〉X∗×X := 〈x, x∗〉X×X∗ := x∗(x).
For a better readability we drop the subscripts whenever confusion is not possible.
For p > 1, the conjugate exponent p∗ > 1 is determined by
1
p
+
1
p∗
= 1.
We consider the operator equation
(2.2) F (x) = y, F : D(F ) ⊆ X → Y,
where the nonlinear operator F is continuous and Fre´chet differentiable in a ball
Bρ(x0) ⊆ D(F ) centered about x0 ∈ D(F ) with radius ρ > 0. We postulate that F
fulfills the tangential cone condition
(2.3) ‖F (x)− F (x˜)− F ′(x)(x− x˜)‖ ≤ ctc ‖F (x)− F (x˜)‖
with 0 ≤ ctc < 1 for x, x˜ ∈ Bρ(x0). Furthermore, let
MF (x)=y := {x ∈ X : F (x) = y}
be the solution set of the operator equation (2.2). In case only noisy data yδ is given,
we assume that the noise level δ > 0 fulfills∥∥y − yδ∥∥ ≤ δ.
2
Proposition 2.1. The validity of the tangential cone condition (2.3) in a ball
Bρ(x0) for some x0 ∈ X implies that the Fre´chet derivative fulfills F ′(x) = 0 for some
x ∈ Bρ(x0) if and only if F is constant in Bρ(x0).
Proof. Let F ′(x) = 0 for some x ∈ Bρ(x0). For all x˜ ∈ Bρ(x0) the tangential cone
condition yields
‖F (x)− F (x˜)‖ ≤ ctc ‖F (x)− F (x˜)‖ ,
which can only be satisfied if F (x˜) = F (x) in Bρ(x0), i.e., F is constant in Bρ(x0).
Now let F be constant in Bρ(x0). The tangential cone condition now yields
‖F ′(x)(x− x˜)‖ ≤ 0
for all x, x˜ ∈ Bρ(x0), implying F ′(x) = 0 for x ∈ Bρ(x0).
We further postulate that
(2.4) ‖F ′(x)‖ ≤ cF for all x ∈ Bρ(x0)
for a constant cF ≥ 0. According to Proposition 2.1, the case cF = 0 is not interesting,
so we use cF > 0.
Additionally, let F be weakly sequentially closed in Bρ(x0), i.e., for xn, x ∈
Bρ(x0), n ∈ N, with xn ⇀ x and F (xn) → y as n → ∞ we have x ∈ D(F ) and
F (x) = y.
In the following, we want to revisit some basic definitions and statements for
Banach spaces and their duals.
2.1. Duality mappings and geometric properties of Banach spaces. In
[20] we see that the (sub)gradient
g(x) := ∂
(1
2
∥∥F (·)− yδ∥∥2
Y
)
(x)
of the least squares functional
Ψ(x) :=
1
2
∥∥F (x)− yδ∥∥2
Y
plays an essential role in the SESOP/RESESOP algorithms. This motivates the use
of subgradients of the more general convex functionals
Ψp(x) :=
1
p
∥∥F (x)− yδ∥∥p
Y
,
where p > 1, and we have
∂Ψp(x) = F ′(x)∗
((
∂
1
p
‖·‖pY
)(
F (x)− yδ)) .
According to Asplund’s Theorem (see, e.g., [1]), we have
(2.5) ∂
(
1
p
‖·‖pX
)
= JXp : X ⇒ X∗,
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where
(
X, ‖·‖X
)
is a Banach space, p ≥ 1, and
(2.6) JXp (x) :=
{
x∗ ∈ X∗ : 〈x∗, x〉 = ‖x∗‖ · ‖x‖, ‖x∗‖ = ‖x‖p−1}
is the (set-valued) duality mapping of X with gauge function t 7→ tp−1.
Remark 2.2. The following statements can be found in [2, 18].
(a) We obtain (
∂Ψp
)
(x) = F ′(x)∗JYp
(
F (x)− yδ)
for the subgradient of Ψp in x ∈ X.
(b) If X is a Hilbert space and p = 2, we have JX2 (x) = x.
(c) The duality mappings are monotone, i.e., we have
〈x∗ − x˜∗, x− x˜〉 ≥ 0
for all x, x˜ ∈ X, x∗ ∈ JXp (x) and x˜∗ ∈ JXp (x˜).
In order to obtain a better understanding of duality mappings, we have to take
a closer look at the geometrical properties of Banach spaces, which influence the
properties of the duality mappings. The notion of convexity and smoothness are
especially important.
Definition 2.3. Let X be a Banach space. We call X
(i) strictly convex, if ∥∥∥∥12(x+ x˜)
∥∥∥∥ < 1
for all x, x˜ ∈ {v ∈ X : ‖v‖ = 1} with x 6= x˜,
(ii) smooth, if for every 0 6= x ∈ X there is a unique x∗ ∈ X∗ satisfying ‖x∗‖ = 1
and x∗(x) = ‖x‖.
Definition 2.4. Let X be a Banach space. X is p-convex, if there is a constant
cp > 0, such that
(2.7)
1
p
‖x− x˜‖p ≥ 1
p
‖x‖p − 〈jXp (x), x˜〉+ cpp ‖x˜‖p
for all x, x˜ ∈ X and all jXp ∈ JXp .
We call X p-smooth, if there exists a constant Gp > 0, such that
(2.8)
1
p
‖x− x˜‖p ≤ 1
p
‖x‖p − 〈jXp (x), x˜〉+ Gpp ‖x˜‖p
for all x, x˜ ∈ X and all jXp ∈ JXp .
Definition 2.5. Let X be a Banach space. We call X uniformly convex, if the
modulus of convexity
δX : [0, 2]→ [0, 1], δX(ε) := inf
{
1−
∥∥∥∥12(x+ x˜)
∥∥∥∥ : ‖x‖ = ‖x˜‖ = 1, ‖x− x˜‖ ≥ ε}
4
fulfills δX(ε) > 0 for all 0 < ε ≤ 2.
Definition 2.6. Let X be a Banach space. We call X uniformly smooth, if the
modulus of smoothness
ρX : [0,∞)→ [0,∞), ρX(τ) := 1
2
sup {‖x+ x˜‖+ ‖x− x˜‖ − 2 : ‖x‖ = 1, ‖x˜‖ ≤ τ}
fulfills limτ→0 τ−1 · ρX(τ) = 0.
Remark 2.7. If the Banach space X is p-smooth, then ‖·‖pX is Fre´chet differen-
tiable and thus JXp (x) is single-valued for all x ∈ X (see, e.g., [18]).
Theorem 2.8. The following statements hold.
(i) Let X be a uniformly convex or uniformly smooth Banach space. Then X is
reflexive.
(ii) If X is a uniformly smooth Banach space, then JXp is single-valued and uni-
formly continuous on bounded sets.
(iii) If the Banach space X is s-convex for some s > 0 and smooth, then JXp is
single-valued, norm-to-weak continuous, bijective, and the duality mapping
JX
∗
p∗ is single-valued. We then have
(2.9) JX
∗
p∗
(
JXp (x)
)
= x.
Proof. See, e.g., [15, 18] and the literature cited therein.
Remark 2.9. If a Banach space X is p-convex with p ≥ 2 (p-smooth with p ≤ 2),
then X is also uniformly convex (uniformly smooth). In addition, uniform convexity
(uniform smoothness) implies strict convexity (smoothness). Thus, p-convexity and
p-smoothness are the ”strongest” properties, whereas strict convexity and smoothness
are the ”weakest” properties (see, e.g., [18]).
There is a range of further statements concerning the geometry of Banach spaces that
we want to skip at this point. It is however noteworthy, that reflexive Banach spaces
are an important class of Banach spaces with many useful geometric properties. In
particular, the Lebesgue spaces Lq(Ω), 1 < q < ∞, which are often used in inverse
problems are reflexive.
2.2. Bregman distances and Bregman projections. In view of the recon-
struction algorithms, it is convenient to employ Bregman distances instead of the
usual norm distances. The Bregman distance is later used to define the Bregman
projection. Our definition of the Bregman distance coincides with the definition in
[15, 16, 17].
Definition 2.10. Let Λ : X → R ∪ {∞} be a convex functional and x, x˜ ∈ X,
λ ∈ ∂Λ(x). The Bregman distance of x and x˜ in x and λ w.r.t. Λ is defined as
DΛλ (x, x˜) := Λ(x˜)− Λ(x)− 〈λ, x˜− x〉X∗×X .
Now let 1 < p < ∞ and Λ := Ψp := 1p‖·‖pX , such that ∂Ψp = JXp . In this case, we
write Dp instead of DjXp for the Bregman distance, where
(2.10) Dp(x, x˜) =
1
p
‖x˜‖p − 1
p
‖x‖p − 〈jXp (x), x˜− x〉
5
for x, x˜ ∈ X, jXp (x) ∈ JXp (x).
If X is smooth, the duality mapping JXp is single-valued according to Theorem
2.8 (iii) and the Bregman distance Dp(x, x˜) of x, x˜ ∈ X can be calculated according
to
Dp(x, x˜) =
1
p
‖x˜‖p + 1
p∗
‖x‖p − 〈JXp (x), x˜〉(2.11)
=
1
p∗
(‖x‖p − ‖x˜‖p)+ 〈JXp (x˜)− JXp (x), x˜〉 .(2.12)
Theorem 2.11. Let X be a Banach space. For a fixed single-valued jXp ∈ JXp
and x, x˜ ∈ X the corresponding Bregman distance has the following properties.
(i) DjXp (x, x˜) ≥ 0.
(ii) DjXp (x, x˜) = 0 if and only if j
X
p (x˜) ∈ JXp (x).
(iii) Let X be smooth and uniformly convex. A sequence {xn}n∈N in X is bounded
in X if the sequence {DjXp (xn, x)} is bounded in R.
(iv) DjXp is continuous in its second argument. If X is smooth and uniformly
convex, DjXp is continuous also in its first argument.
(v) If X is smooth and uniformly convex, the statements
(a) limn→∞‖xn − x‖ = 0,
(b) limn→∞‖xn‖ = ‖x‖ and limn→∞〈jXp (xn), x〉 = 〈jXp (x), x〉,
(c) limn→∞DjXp (xn, x) = 0
are equivalent.
(vi) A sequence {xn}n∈N in X is a Cauchy sequence if it is bounded and for all
ε > 0 there is an N(ε) ∈ N such that DjXp (xk, xl) < ε for all k, l ≥ N(ε).
(vii) X is
(a) p-convex if and only if DjXp (x, x˜) ≥ C‖x− x˜‖p,
(b) p-smooth if and only if DjXp (x, x˜) ≤ C‖x− x˜‖p.
Proof. See [18, 15, 22].
Example 2.12. Let Ω ⊆ RN , N ∈ N, denote an open domain. The Lebesgue
spaces Lq(Ω) and the Sobolev spaces Wm,q(Ω), equipped with the respective usual
norm, are max{2, q}-convex and min{2, q}-smooth for 1 < q < ∞. In particular,
they are uniformly convex and uniformly smooth, such that the duality mappings Jp
are single-valued and continuous.
Definition 2.13. Let ∅ 6= C ⊆ X be a closed, convex set. The Bregman
projection of x ∈ X onto C with respect to Ψp is the unique element ΠpC(x) ∈ C, such
that
(2.13) Dp(x,Π
p
C(x)) = min
z∈C
Dp(x, z).
Remark 2.14. Alternatively, we can characterize the Bregman projection of an
element x ∈ X onto C w.r.t. Ψp as the element x˜ ∈ C, which fulfills the variational
inequality 〈
JXp (x˜)− JXp (x), z − x˜
〉 ≥ 0 for all z ∈ C.
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The latter is equivalent to the descent property
(2.14) Dp(x˜, z) ≤ Dp(x, z)−Dp(x, x˜) for all z ∈ C.
Definition 2.15. The open ball centered about x0 ∈ X with radius % > 0 with
respect to the Bregman distance DjXp is defined as
Bp%(x˜) := B
DjXp
% (x˜) :=
{
x ∈ X : DjXp (x, x˜) ≤ %
}
.
Note that this definition is not symmetric, i.e., the center of the open ball is the
second argument in the Bregman distance.
2.3. Hyperplanes, halfspaces, and stripes. The overall idea is to describe
an iterative method where we approximate a solution of an inverse problem by sequen-
tially projecting the iterates onto subsets (hyperplanes, stripes) of the source space
X that contain the solution set.
Definition 2.16. Let 0 6= u∗ ∈ X∗ and α, ξ ∈ R with ξ ≥ 0. We define the
hyperplane
H(u∗, α) := {x ∈ X : 〈u∗, x〉 = α}
and the halfspace
H≤(u∗, α) := {x ∈ X : 〈u∗, x〉 ≤ α} .
Analogously, we define H≥(u∗, α), H<(u∗, α) and H>(u∗, α). Finally, the set
H(u∗, α, ξ) := {x ∈ X : |〈u∗, x〉 − α| ≤ ξ} .
is called a stripe.
Note that the sets H(u∗, α), H≤(u∗, α), H≥(u∗, α), and H(u∗, α, ξ) are closed,
convex, nonempty subsets of X, whereas H<(u
∗, α) and H>(u∗, α) are not closed.
2.4. Bregman projections onto hyperplanes. The Bregman projection of
x ∈ X onto a hyperplane or intersections of hyperplanes can be described as a convex
optimization problem. The following results are essential for our techniques. All
statements have been shown in the articles [16, 17] by Scho¨pfer, Schuster, and Louis
for linear operator equations.
Proposition 2.17. Let X be reflexive, smooth and uniformly convex, such that
JXp and J
X∗
p∗ are single-valued. Let H(u
∗
1, α1), ...,H(u
∗
N , αN ) denote N ∈ N hyper-
planes with nonempty intersection
H :=
N⋂
k=1
H(u∗k, αk).
The Bregman projection ΠpH(x) of x ∈ X onto H is given by
(2.15) ΠpH(x) = J
X∗
p∗
(
JXp (x)−
N∑
k=1
t˜ku
∗
k
)
,
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where the vector t˜ = (t˜k)k=1,...,N ∈ RN solves the minimization problem
(2.16) min
t∈RN
h(t) :=
1
p∗
∥∥∥∥∥JXp (x)−
N∑
k=1
tku
∗
k
∥∥∥∥∥
p∗
+
N∑
k=1
tkαk.
The function h : RN → R is convex and has continuous partial derivatives
∂tjh(t) =
〈
u∗j , J
X∗
p∗
(
JXp (x)−
N∑
k=1
tku
∗
k
)〉
+ αj , j = 1, ..., N.
If u∗1, ..., u
∗
N are linearly independent, h is strictly convex and t˜ is unique.
Proposition 2.18. The following statements are helpful for the analysis of our
methods.
(i) Consider two halfspaces H1 := H≤(u∗1, α1) and H2 := H≤(u
∗
2, α2) with lin-
early independent vectors u∗1, u
∗
2. Then we have
x˜ = ΠpH1∩H2(x)
if and only if x˜ fulfills the Karush-Kuhn-Tucker (KKT) conditions for the
minimization problem
min
z∈H1∩H2
Dp(x, z),
which read
JXp (x˜) = J
X
p (x)− t1u∗1 − t2u∗2, t1, t2 ≥ 0,
〈u∗1, x˜〉 ≤ α1, 〈u∗2, x˜〉 ≤ α2,
t1
(
α1 − 〈u∗1, x˜〉
) ≤ 0, t2(α2 − 〈u∗2, x˜〉) ≤ 0.
(2.17)
(ii) For x ∈ H>(u∗, α) the Bregman projection of x onto H≤(u∗, α) is given by
(2.18) ΠpH≤(u∗,α)(x) = Π
p
H(u∗,α)(x) = J
X∗
p∗
(
JXp (x)− t+u∗
)
,
where t+ > 0 is the unique, positive solution of
(2.19) min
t∈R
1
p∗
∥∥JXp (x)− tu∗∥∥p∗ + αt.
(iii) The Bregman projection of x ∈ X onto a stripe H(u∗, α, ξ) is given by
(2.20) ΠpH(u∗,α,ξ)(x) =

ΠpH≤(u∗,α+ξ)(x), x ∈ H>(u∗, α+ ξ),
x, x ∈ H(u∗, α, ξ),
ΠpH≥(u∗,α−ξ)(x), x ∈ H<(u∗, α− ξ).
3. Sequential subspace optimization in Banach spaces. We have assem-
bled all the tools that are necessary to formulate the SESOP and RESESOP algo-
rithm for nonlinear inverse problems in Banach spaces. The first algorithm represents
a general procedure for exact data, whereas Algorithm 3.5 is designed for noisy data.
Finally, we present a special case of Algorithm 3.5 by specifying the search directions.
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3.1. SESOP for exact data. We begin with some definitions, before we intro-
duce the general SESOP method for exact data.
Definition 3.1. For n ∈ N and a finite index set In ⊆ {0, 1, ..., n} we define the
stripes
Hn,i := H
(
u∗n,i, αn,i, ξn,i
)
for all i ∈ In, where
u∗n,i := F
′(xi)∗wn,i,
αn,i :=
〈
F ′(xi)∗wn,i, xi
〉
X∗×X −
〈
wn,i, Ri
〉
Y ∗×Y
ξn,i := ctc‖wn,i‖ · ‖Ri‖.
We denote the residual in xi by
Ri := F (xi)− y.
Algorithm 3.2. Choose an initial value x0 ∈ X. At iteration n ∈ N, choose a
finite index set In and search directions u
∗
n,i := F
′(xi)∗wn,i with wn,i ∈ Y ∗. For each
i ∈ In, we define the stripes
Hn,i := H
(
u∗n,i, αn,i, ξn,i
)
as in Definition 3.1 and compute the new iterate as
xn+1 = J
X∗
p∗
(
JXp (xn)−
∑
i∈In
tn,iF
′(xi)∗wn,i
)
,
where tn := (tn,i)i∈In is chosen such that
xn+1 = Π
p
Hn
(xn), Hn :=
⋂
i∈In
Hn,i
and
Dp(xn+1, z) ≤ Dp(xn, z)− C · ‖Rn‖p
for all z ∈MF (x)=y, where C = C(cF , ctc) > 0.
Remark 3.3. In Algorithm 3.2, the new iterate xn+1 is calculated as the Bregman
projection of the current iterate xn onto the intersection of the stripes Hn,i. At this
point, the optimality conditions from Proposition 2.18 can be used to determine the
parameters tn,i.
3.2. RESESOP for noisy data. We now adapt Algorithm 3.2 to the case of
noisy data yδ. To this end, we mainly have to increase the width of the stripes in
accordance with the noise level δ.
Definition 3.4. For n ∈ N and a finite index set Iδn ⊆ {0, 1, ..., n} we define the
stripes
Hδn,i := H
(
u∗n,i, α
δ
n,i, ξ
δ
n,i
)
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for all i ∈ Iδn, where
u∗n,i := F
′(xδi )
∗wδn,i,
αδn,i :=
〈
F ′(xδi )
∗wδn,i, x
δ
i
〉
X∗×X −
〈
wδn,i, R
δ
i
〉
Y ∗×Y
ξδn,i :=
(
δ + ctc
(∥∥Rδi∥∥+ δ)) ‖wδn,i‖.
As before, we denote the residual in xδi by
Rδi := F
(
xδi
)− yδ.
Algorithm 3.5. Choose an initial value xδ0 := x0 ∈ X. At iteration n ∈ N,
choose a finite index set Iδn and search directions u
∗
n,i := F
′(xδi )∗wδn,i with wδn,i ∈ Y ∗.
For each i ∈ Iδn, we define the stripes
Hδn,i := H
(
u∗n,i, α
δ
n,i, ξ
δ
n,i
)
as in Definition 3.1 and compute the new iterate as
xδn+1 = J
X∗
p∗
JXp (xδn)−∑
i∈Iδn
tδn,iF
′(xδi )∗wδn,i
 ,
where tδn :=
(
tδn,i
)
i∈Iδn are chosen such that
xδn+1 = Π
p
Hδn
(
xδn
) ∈ Hδn := ⋂
i∈Iδn
Hδn,i
and
Dp
(
xδn+1, z
) ≤ Dp(xδn, z)− C · ∥∥Rδn∥∥p
for all z ∈MF (x)=y, where C = C(cF , ctc) > 0.
Proposition 3.6. For all n ∈ N and i ∈ In, resp. i ∈ Iδn, the stripes Hn,i and
Hδn,i contain the solution set MF (x)=y.
Proof. We prove the statement for the case of noisy data, since it includes the
special case δ = 0. For z ∈MF (x)=y we have∣∣〈u∗n,i, z〉− αδn,i∣∣ = ∣∣〈F ′(xδi )∗wδn,i, z〉− (〈F ′(xδi )∗wδn,i, xδi 〉− 〈wδn,i, Rδi 〉)∣∣
=
∣∣〈F ′(xδi )∗wδn,i, z − xδi 〉+ 〈wδn,i, Rδi 〉∣∣
=
∣∣〈wδn,i, F ′(xδi )(z − xδi ) +Rδi 〉∣∣
≤ ∥∥wδn,i∥∥ · ∥∥F (xδi )− F (z)− F ′(xδi )(xδi − z) + y − yδ∥∥
≤ ∥∥wδn,i∥∥ · (ctc ∥∥F (xδi )− F (z)∥∥+ δ)
≤ ∥∥wδn,i∥∥ · (ctc( ∥∥F (xδi )− yδ∥∥+ δ)+ δ) = ξδn,i,
using the definitions of the parameters, the Cauchy-Schwarz inequality, and the tan-
gential cone condition. Hence, z ∈ Hδn,i.
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4. Convergence and regularization. This section is dedicated to an analysis
of the methods we proposed in Section 3. Previous results from [16, 17, 20] show that
the use of the current gradient
(4.1) gδn := ∂
(
1
2
∥∥F (·)− yδ∥∥2) (xδn) = F ′(xδn)∗JY2 (F (xδn)− yδ)
assures the validity of the descent properties. For this choice, we present convergence
results. By specifying the search directions even further, we are also able to prove that
the RESESOP method yields a regularization technique. Throughout this section we
assume that the Banach space X is uniformly smooth and p-convex. Consequently,
the dual X∗ of X is p∗-smooth and uniformly convex, and the duality mappings
JXp : X → X∗, JX
∗
p∗ : X
∗ → X are single-valued and continuous. The data space Y is
an arbitrary Banach space. Additional properties are only required in Section 4.2.
4.1. Convergence of the SESOP algorithm. We state some results for the
SESOP algorithm with the following specifications, which assure that the current
gradient is always contained in the search space.
Assumption 4.1.
(i) Let n ∈ In for all iterations n ∈ N.
(ii) Let jY2 ∈ JY2 . Set wn,n := jY2
(
F
(
xn
)− y) for all n ∈ N.
(iii) Choose In ⊆ {n − N + 1, ..., n} for some fixed N > 1 such that the set of
search directions
U∗n :=
{
u∗n,i := F
′(xi)∗wn,i : i ∈ In
}
is linearly independent.
(iv) The initial value x0 fulfills x0 ∈ Bp%(z) for some z ∈MF (x)=y and % > 0.
Proposition 4.2. Let {xn}n∈N denote the sequence of iterates that is generated
by Algorithm 3.2 with the specifications 4.1. We then have
(4.2) xn ∈ H>
(
u∗n,n, αn,n + ξn,n
)
.
By projecting xn first onto Hn,n := H
(
u∗n,n, αn,n, ξn,n
)
, we obtain the descent property
(4.3) Dp(xn+1, z) ≤ Dp
(
ΠpHn,n
(
xn
)
, z
) ≤ Dp(xn, z)− (1− ctc)p
p ·Gp−1p∗ · cpF
∥∥Rn∥∥p
for z ∈MF (x)=y, which implies xn ∈ Bp%(z).
Proof. To prove (4.2) we set wn,n := j
Y
2
(
F
(
xn
)− y) and use〈
jY2
(
F
(
xn
)− y), F (xn)− y〉 = ∥∥F (xn)− y∥∥2
according to the definition of jY2 , see (2.6). We estimate
αn,n + ξn,n =
〈
u∗n,n, xn
〉− (1− ctc) ‖F (xn)− y‖2 ≤ 〈u∗n,n, xn〉
due to 0 < ctc < 1, which yields (4.2).
In order to obtain the descent property (4.3) for the Bregman distance, we exploit
Proposition 2.18. First of all, we note that due to (4.2), we have
ΠpH(u∗n,n,αn,n,ξn,n)
(xn) = Π
p
H(u∗n,n,αn,n+ξn,n)
(xn).
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For z ∈MF (x)=y we thus obtain
Dp
(
xn+1, z
) ≤ Dp(ΠpHn,n(xn), z)
=
1
p∗
∥∥JXp (xn)− t+u∗n,n∥∥p∗ + t+ 〈u∗n,n, z〉− 〈JXp (xn), z〉+ 1p‖z‖p
≤ 1
p∗
∥∥JXp (xn)− t+u∗n,n∥∥p∗ + t+(αn,n + ξn,n)− 〈JXp (xn), z〉+ 1p‖z‖p
= h(t+)−
〈
JXp (xn), z
〉
+
1
p
‖z‖p
≤ h(t˜)− 〈JXp (xn), z〉+ 1p‖z‖p,
where t+ minimizes the function
h(t) =
1
p∗
∥∥JXp (xn)− t · u∗n,n∥∥p∗ + t · (αn,n + ξn,n),
and for
t˜ :=
(〈
u∗n,n, xn
〉− (αn,n + ξn,n)
Gp∗
∥∥u∗n,n∥∥p∗
)p−1
> 0
we thus have h(t+) ≤ h(t˜), which we have used in the last estimate. Note that the
choice of t˜ is inspired by the well-known explicit form of the optimization parameter
t+ in the Hilbert space case, see [20] and also [18].
We now estimate the value of h in t˜. Since X is p-convex, X∗ is p∗-smooth and (2.8)
applies. Together with (2.6) (and by plugging in t˜) we obtain
h(t˜) ≤ 1
p∗
∥∥JXp (xn)∥∥p∗ − 〈JX∗p∗ (JXp (xn)), t˜u∗n,n〉+ Gp∗p∗ ∥∥t˜u∗n,n∥∥p∗ + t˜ · (αn,n + ξn,n)
=
1
p∗
∥∥xn∥∥p − Gp∗
p
(〈
u∗n,n, xn
〉− (αn,n + ξn,n)
Gp∗
∥∥u∗n,n∥∥
)p
.
Inserting this in the previous estimate and using (2.11), we arrive at
Dp
(
xn+1, z
) ≤ Dp(xn, z)− 1
pGp−1p∗
(〈
u∗n,n, xn
〉− (αn,n + ξn,n)∥∥u∗n,n∥∥
)p
≤ Dp
(
xn, z
)− (1− ctc)p
pGp−1p∗ · cpF
· ‖Rn‖p.
In the last step we have used the definitions of u∗n,n, αn,n and ξn,n as well as the
properties of F we postulated in Section 2, together with
∥∥F ′(xn)∗∥∥ = ∥∥F ′(xn)∥∥ ≤ cF .
Proposition 4.3. The sequence of iterates {xn}n∈N that is generated by Algo-
rithm 3.2 under the assumptions 4.1 is bounded and has weak cluster points that solve
(2.2). The residual fulfills
lim
n→∞‖Rn‖ = 0.
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Proof. According to Proposition 4.2, the sequence {Dp(xn, z)}n∈N of Bregman
distances is monotonically decreasing and bounded. As a consequence, the sequence
of iterates {xn}n∈N is also bounded, see Theorem 2.12 from [15], and has weak cluster
points. From (4.3) we obtain
(1− ctc)p
pGp−1p∗ c
p
F
M∑
n=0
‖Rn‖p ≤
M∑
n=0
(
Dp(xn, z)−Dp(xn+1, z)
)
= Dp(x0, z)−Dp(xM+1, z)
≤ Dp(x0, z)
for all M ≥ 0 and thus
∞∑
n=0
‖Rn‖p ≤
pGp−1p∗
(1− ctc)p ·Dp(x0, z),
which implies ‖Rn‖ → 0 for n→∞.
Now let {xnk}k∈N denote a weakly convergent subsequence with xnk ⇀: xˆ for k →∞.
The sequence of residuals ‖Rnk‖k∈N is a null sequence. Due to the weak sequential
closedness of F and the continuity of the norm we have
0 = lim
k→∞
‖Rnk‖ = lim
k→∞
‖F (xnk)− y‖ = ‖F (xˆ)− y‖
and consequently xˆ ∈MF (x)=y.
Remark 4.4. In the situation of Proposition 4.3 we obtain a strongly converging
subsequence, if X is a finite dimensional space, since all weakly convergent sequences
in a finite dimensional space are already strongly convergent.
Theorem 4.5. Let wn,i := j
Y
2 (Ri) for all n ∈ N and i ∈ In in addition to the
specifications of Assumption 4.1. The sequence of iterates {xn}n∈N converges strongly
to a solution x+ of (2.2), if
|tn,i| < t for all n ∈ N and i ∈ In
for some t > 0.
Proof. By the boundedness of {xn}n∈N, Proposition 4.3 yields the existence of
a weakly convergent subsequence {xnk}k∈N with xnk ⇀ x+ for k → ∞, such that
{‖xnk‖} converges.
We now show that {xnk}k∈N is a Cauchy sequence. To this end, we use Theorem 2.11
(vi) and consider the Bregman distance
Dp(xnk , xnl) =
1
p∗
(‖xnl‖p − ‖xnk‖p) +
〈
JXp (xnk)− JXp (xnl), xnk
〉
of two iterates xnk and xnl , where k > l. We have chosen the subsequence {xnk}k∈N
such that the sequence {‖xnk‖}k∈N converges. We thus have
1
p∗
(‖xnl‖p − ‖xnk‖p)→ 0 for l→∞.
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The second term is reformulated such that〈
JXp (xnk)− JXp (xnl), xnk
〉
=
〈
JXp (xnk)− JXp (xnl), xnk − x+
〉
+
〈
JXp (xnk)− JXp (xnl), x+
〉
,
where the second term converges to 0 for l → ∞, since the sequence {xnk}k∈N is
weakly convergent due to Proposition 4.3. The absolute value of the first term is
estimated by using similar arguments as in the Hilbert space setting ([20], Theorem
4.4, and [5], Theorem 2.3). In particular, we make use of the recursion for the iterates
xnj , j = l + 1, ..., k, and obtain∣∣〈JXp (xnk)− JXp (xnl), xnk − x+〉∣∣
=
∣∣∣∣∣∣
〈
−
nk−1∑
j=nl
∑
i∈Ij
tj,iF
′(xj)∗jY2 (F (xj)− y), xnk − x+
〉∣∣∣∣∣∣
≤ t ·
nk−1∑
j=nl
∑
i∈Ij
∥∥jY2 (F (xj)− y)∥∥ · ∥∥F ′(xj)(xnk − x+)∥∥ .
Without loss of generality we assume that the sequence {‖F (xnk)− y‖}k∈N is mono-
tonically decreasing (otherwise, choose a monotonically decreasing subsequence), yield-
ing
‖F (xnk)− y‖ ≤ ‖F (xj)− y‖ =: ‖Rj‖.
Furthermore, we estimate∥∥F ′(xj)(xnk − x+)∥∥ = ∥∥F ′(xj)(xnk − xj + xj − x+)+ F (xi)− F (xi)
+F (xnk)− F (xnk) + y − y‖
≤ ∥∥F (xj)− F (xnk)− F ′(xj)(xj − xnk)∥∥
+
∥∥F (xj)− F (x+)− F ′(xj)(xj − x+)∥∥+ ‖F (xnk)− y‖
≤ ctc ‖F (xj)− F (xnk)‖+ ctc
∥∥F (xj)− F (x+)∥∥+ ‖F (xnk)− y‖
≤ 2ctc ‖F (xj)− y‖+ (1 + ctc) ‖F (xnk)− y‖
≤ (1 + 3ctc)‖Rj‖
Together with the definition of the duality mapping jY2 , we arrive at∣∣〈JXp (xnk)− JXp (xnl), xnk − x+〉∣∣ ≤ t · (1 + 3ctc) nk−1∑
j=nl
∑
i∈Ij
‖Rj‖2.
The right-hand side of the above estimate converges to zero for l→∞, since the inner
sum consists of at most N summands (see Assumption 4.1). In conclusion, we have
Dp(xnk , xnl)→ 0 for l→∞,
i.e., {xnk}k∈N is a Cauchy sequence and converges strongly. Its limit xˆ := liml→∞ xnk
fulfills ‖F (xˆ) − y‖ = 0 and thus F (xˆ) = y, which implies xˆ ∈ MF (x)=y. Since
xnk ⇀ x
+, we have xˆ = x+.
Now consider the sequence {Dp(x+, xn)}n∈N. The continuity of Dp(x+, ·) yields
Dp(x
+, xnk)→ Dp(x+, x+) = 0 for k →∞.
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Consequently, the sequence {Dp(x+, xn)}n∈N which is convergent according to Propo-
sition 4.2 has a subsequence converging to zero. Hence {Dp(x+, xn)}n∈N is also a null
sequence, yielding the strong convergence of {xn}n∈N by Theorem 2.11 (v).
4.2. The RESESOP algorithm as a regularization method. Let us now
consider noisy data yδ with noise level δ > 0. Again, we specify the search directions
that are used in the respective algorithm. We now additionally require the Banach
space Y to be uniformly smooth, such that the duality mapping JY2 is single-valued
and continuous on bounded sets.
Assumption 4.6.
(i) Let n ∈ Iδn for all iterations n ∈ N.
(ii) Choose In ⊆ {n − N + 1, ..., n} for some fixed N > 1 such that the set of
search directions
U∗n :=
{
u∗n,i := F
′(xi)∗wn,i : i ∈ In
}
is linearly independent.
(iii) Let Iδn ⊆ {n−N + 1, ..., n} for some fixed N > 1.
(iv) Set wδn,n := J
Y
2
(
F
(
xδn
)− yδ) for all n ∈ N.
Lemma 4.7. Algorithm 3.5 stops after a finite number n∗ = n∗(δ) of iterations,
if the stopping criterion is the discrepancy principle with tolerance parameter
(4.4) τ >
1 + ctc
1− ctc ,
i.e., if
‖Rδn∗‖ ≤ τδ < ‖Rδn‖
is fulfilled for all n < n∗.
Proof. As long as the discrepancy principle is not yet fulfilled at iteration n ∈ N,
condition (4.4) implies
‖Rδn‖ > τδ > δ ·
1 + ctc
1− ctc
and therefore
αδn,n + ξ
δ
n,n =
〈
u∗n,n, x
δ
n
〉− 〈wδn,n, Rδn〉+ (δ + ctc(‖Rδn‖+ δ))‖wδn,n‖
=
〈
u∗n,n, x
δ
n
〉− 〈JY2 (Rδn), Rδn〉+ (δ + ctc(‖Rδn‖+ δ))‖Rδn‖
=
〈
u∗n,n, x
δ
n
〉− (‖Rδn‖ − δ − ctc(‖Rδn‖+ δ)) ‖Rδn‖
<
〈
u∗n,n, x
δ
n
〉
.
By projecting first onto the stripe H
(
u∗n,n, α
δ
n,n, ξ
δ
n,n
)
, i.e., onto the upper bounding
hyperplane H
(
u∗n,n, α
δ
n,n + ξ
δ
n,n
)
, we obtain, analogously to the proof of Proposition
4.2, the descent property
(4.5) Dp(x
δ
n+1, z) ≤ Dp(xδn, z)−
(1− ctc − τ−1 · (1 + ctc))p
pGp−1p∗ · cpF
· ‖Rδn‖p
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for z ∈ MF (x)=y. Let us now assume that there is no finite stopping index n∗ ∈ N,
such that ‖Rδn‖ > τδ for all n ∈ N. From a calculation as in the proof of Proposition
4.3 we derive, however, that the sequence {‖Rδn‖}n∈N is a null sequence, which is a
contradiction to our assumption. As a consequence, there exists an n∗ ∈ N such that
‖Rδn∗‖ ≤ τδ
and the discrepancy principle is fulfilled.
Proposition 4.8. The iterates xδn, n ∈ N, depend continuously on the data yδ,
i.e.,
(4.6) xδn → xn for δ → 0,
where {xn}n∈N is the sequence of iterates generated by Algorithm 3.2 for the respective
exact data y.
Proof. Let n ∈ N be a fixed iteration index. We prove by induction that xδn
depends continuously on yδ. In the first step for k = 0 we have I0 = I
δ
0 = {0} and
xδ1 = J
X∗
p∗
(
JXp (x0)− tδ0,0F ′(x0)∗JY2 (F (x0)− yδ)
)
.
According to Theorem 2.8, the occurring duality mappings are continuous since X
and Y are uniformly smooth and X∗ is p∗-smooth. Consequently, due to the conti-
nuity of the operator F ′(x0)∗, the search direction u∗0,0 depends continuously on y
δ.
The optimization parameter tδ0,0 is now calculated by minimizing the strictly convex
smooth functional h (see also Proposition 2.18), yielding its continuous dependence
on yδ. Thus, the iterate xδ1 fulfills x
δ
1 → x1 for δ → 0.
We now assume that the iterates xδi , 0 ≤ i ≤ k depend continuously on yδ. By the
same arguments as before, in addition to the continuity of the mapping x 7→ F ′(x) and
the linear independence of the search directions, we obtain the continuous dependence
of
xδn+1 = J
X∗
p∗
(
JXp
(
xδn
)−∑
i∈Iδn
tδn,iF
′(xδi )∗wδn,i),
on the data yδ from the inductive hypothesis.
Theorem 4.9. For given noisy data yδ ∈ Y Algorithm 3.5 with the specifications
from Assumption 4.6 yields a regularized solution xδn∗(δ) of the nonlinear inverse prob-
lem (2.2), i.e., we have
(4.7) xδn∗(δ) → x+ for δ → 0,
if xδ0 ∈ Bp%(x+), where x+ ∈MF (x)=y.
Proof. Let yδ → y for δ → 0, where y are the exact data of the operator equation
F (x) = y. We choose a null sequence {δj}j∈N ⊆ R>0, fulfilling
‖yδj − y‖ ≤ δj
for all j ∈ N. For each noise level δj , we define the respective finite stopping index
nj := n∗(δj),
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which exists according to Lemma 4.7 and fulfills
‖Rδjnj‖ ≤ τδj .
The validity of the descent property yields {xδjnj}j∈N ⊆ Bp%(x+), which shows that the
sequence {xδjnj}j∈N is bounded and has weak cluster points. Since we have∥∥∥F (xδjnj)− yδj∥∥∥ = ∥∥∥Rδjnj∥∥∥ ≤ τδj → 0
for j → ∞, the weak sequential closedness of F yields that the weak cluster points
are contained in MF (x)=y.
We now assume, without loss of generality, that the sequence {nj}j∈N is increasing.
For every k ∈ N we find nk, jk ∈ N such that
(4.8) Dp(xnk , x
δj
nk
) ≤ 1
k
, Dp
(
xnk , x
+
) ≤ 1
k
for all j ≥ max{k, nk}, due to our stability result Proposition 4.8. Finally, we estimate
Dp
(
xδjnj , x
+
) ≤ Dp(xδjnk , x+)
≤ Dp
(
xnk , x
+
)−Dp(xnk , xδjnk)
≤ Dp
(
xnk , x
+
)
+
1
k
≤ 2
k
→ 0 for k →∞,
using the convergence of the unperturbed sequence of iterates, see Theorem 4.5, and
the descent property (2.14). Theorem 2.11 (v) finally yields the desired result (4.7).
Remark 4.10. The Algorithms 3.2 and 3.5 yield a regulation of the step width
for the Landweber method, if we choose In = I
δ
n = {n} for all n ∈ N. This method has
been explicitly addressed by Maass and Strehlow [12] for nonlinear inverse problems
in Banach spaces in combination with sparsity constraints.
5. A numerical example. We want to present a numerical evaluation of the
proposed method. To this end we consider a fast algorithm with two search directions,
which has been introduced before for linear operators in Banach spaces [16] as well
as for nonlinear problems in Hilbert spaces, see [20]. Applications of this algorithm
have shown a significant reduction of reconstruction time, in particular in terahertz
tomography [21]. We start by introducing this algorithm for nonlinear inverse prob-
lems in Banach spaces and apply it to a parameter identification problem, comparing
the results to the Landweber method.
5.1. RESESOP with two search directions. The following algorithm is a
special case of Algorithm 3.5 with the specifications
(5.1) Iδ0 = {0}, Iδn := {n− 1, n} for all n ≥ 1.
The first iteration thus represents a Landweber step with a regulation of the step
width, obtained by projecting the initial value onto its corresponding stripe. Note
that Algorithm 5.1 is presented as a regularization method for reconstructions from
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noisy data yδ. The corresponding method for exact data is obtained by setting δ = 0
and defining a suitable stopping rule.
According to Proposition 4 from [16], which is a general statement for Bregman pro-
jections in Banach spaces and is proved in a similar way as Theorem 4.2, the Bregman
projection of some x ∈ X onto the intersection of two halfspaces (or stripes) can be
computed by at most two Bregman projections onto (intersections of) the respective
bounding hyperplanes, if x is contained in one of the halfspaces (one of the stripes).
This can be easily illustrated in a Hilbert space setting, see [16].
Algorithm 5.1. Use the definition (5.1) in Algorithm 3.5 and set
wδi := w
δ
n,i := J
Y
2
(
F (xδi )− yδ
)
= JY2
(
Rδi
)
as well as u∗i := u
∗
n,i, α
δ
i := α
δ
n,i, ξ
δ
i := ξ
δ
n,i, and H
δ
i := H
δ
n,i for all n ∈ N and i ∈ Iδn.
Choose an initial value xδ0 := x0 ∈ X. As long as ‖Rδn‖ > τδ, we have
xδn ∈ H>
(
u∗n, α
δ
n + ξ
δ
n
) ∩Hδn−1.
Now compute the new iterate xδn+1 according to the following two steps.
(i) Compute
x˜δn+1 := Π
p
H(u∗n,αδn+ξδn)
(
xδn
)
,
i.e., compute Jp(x˜
δ
n+1) = Jp(x
δ
n)− tδnu∗n, where tδn minimizes
hn,1(t) :=
1
p∗
∥∥Jp(xδn)− tδnu∗n∥∥p∗ + t · (αδn + ξδn) .
The intermediate iterate x˜δn+1 then fulfills the descent property
(5.2) Dp
(
x˜δn+1, z
) ≤ Dp(xδn, z)− (‖Rδn‖ − δ − ctc(‖Rδn‖+ δ))p
pGp−1p∗ · cpF
If x˜δn+1 ∈ Hδn−1, we are done and set xδn+1 := x˜δn+1. Otherwise, we proceed
with step (ii).
(ii) First we decide whether x˜δn+1 ∈ H>
(
u∗n−1, α
δ
n−1 + ξ
δ
n−1
)
or x˜δn+1 ∈ H<
(
u∗n−1, α
δ
n−1 − ξδn−1
)
. Calculate accordingly
xδn+1 := Π
p
H(u∗n,αδn+ξδn)∩H(u∗n−1,αδn−1±ξδn−1)
(
x˜δn+1
)
,
i.e., determine
Jp(x
δ
n+1) = Jp(x˜
δ
n+1)− tδn,nu∗n − tδn,n−1u∗n−1,
where
(
tδn,n, t
δ
n,n−1
)
minimizes
hn,2(t) :=
1
p∗
∥∥Jp(xδn)− tδ1u∗n − tδ2u∗n−1∥∥p∗+t1 ·(αδn + ξδn)+t2 ·(αδn−1 ± ξδn−1) .
This yields
xδn+1 = Π
p
Hδn∩Hδn−1
(
xδn
)
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and the descent property
(5.3) Dp
(
xδn+1, z
) ≤ Dp(xδn, z)− 1
pGp−1p∗
Sδn,
where
Sδn :=
((‖Rδn‖ − δ − ctc(‖Rδn‖+ δ))
cF
)p
+
(∣∣〈u∗n−1, x˜δn+1〉− (αδn−1 ± ξδn−1)∣∣
γδn‖u∗n−1‖
)p(5.4)
and
γδn :=
(
1− 1
(p− 1)Gp−1p∗
( ∣∣〈u∗n, JX∗p∗ (u∗n−1)〉∣∣
‖u∗n‖ · ‖JX∗p∗ (u∗n−1)‖
)p) 1p∗
.
Remark 5.2.
(i) The statements in Algorithm 5.1, in particular the descent properties (5.2)
and (5.3), are a direct consequence of Proposition 4 from [16], which is a
general statement for the Bregman projection of x ∈ X onto the intersection
of two halfspaces. In the case of nonlinear forward operators, one proceeds as
in the proof of Proposition 4.2.
(ii) The estimate for the descent property (5.3) indicates the advantage of using
multiple search directions: the second term in (5.4) quantifies the acceleration
due to the second search direction.
(iii) Algorithm 5.1 has previously been formulated for linear operators in Banach
spaces [16] and for nonlinear operators in Hilbert spaces [20]. These algo-
rithms are based on the observation that the Bregman projection of x ∈ X
onto the intersection of two halfspaces can be uniquely determined by at most
two projections onto (intersections of) the bounding hyperplanes if x is already
contained in one of the halfspaces.
5.2. Parameter identification with SESOP/RESESOP. We evaluate the
proposed method by solving a well-known nonlinear parameter identification problem,
using Algorithm 5.1. The performance is compared to the Landweber-type method
that is obtained from Algorithms 3.2 and 3.5 with a single search direction (the
Landweber direction) per iteration.
Consider the boundary value problem
(5.5)
−∆u+ cu = f in Ω,
u = g on ∂Ω
for known functions f ∈ L2(Ω) and g ∈ H 32 (∂Ω). We want to reconstruct the param-
eter c ∈ L2(Ω) from the knowledge of the (possibly perturbed) solution u ∈ H2(Ω).
The nonlinear forward problem is formulated as
F : D(F ) ⊆ X := L2(Ω)→ Y := H2(Ω), F (c) = u,
where u solves (5.5) and
D(F ) = {c ∈ L2(Ω) : ‖c− cˆ‖L2(Ω) ≤ γ for a cˆ ∈ L∞(Ω) with cˆ ≥ 0 a.e.}
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This parameter identification problem is a standard problem commonly used to
evaluate reconstruction techniques for nonlinear inverse problems. In particular, the
Fre´chet derivative and its adjoint are known, see, e.g., [5, 10, 8, 18] for an analysis of
this boundary value problem, also in the context of Banach spaces.
The Fre´chet derivate is given by
(5.6) F ′(c) : L2(Ω)→ H2(Ω), F ′(c)h = −L(c)−1(h · F (c)),
where
L(c) : H2(Ω)→ L2(Ω), L(c)u = −∆u+ cu.
Its dual is expressed as
F ′(c)∗ : L2(Ω) ⊆ (H2(Ω))∗ → L2(Ω), F ′(c)∗w = −u · L(c)−1w
for w ∈ L2(Ω).
Instead of the Hilbert spaces L2(Ω) and H2(Ω), we now want to consider Banach
spaces as source and data space. We use u ∈ H2(Ω) ⊆W 2,s(Ω), 1 < s ≤ 2, as well as
c ∈ Lr(Ω) ⊆ L2(Ω), 2 ≤ r <∞ and consider the operator
F : D(F ) ⊆ X := Lr(Ω)→ Y := Ls(Ω)
as a mapping between Banach spaces X and Y , see also [10].
Note that according to Example 2.12, the spaces Lr(Ω), Ls(Ω), Lr
∗
(Ω), and
Ls
∗
(Ω) are uniformly smooth and uniformly convex, such that the duality mappings
are single-valued.
For the implementation, we choose Ω = (0, 1)× (0, 1) and use finite differences for
the discretization, see, e.g., [4]. The resulting grid Ωh has N + 1 grid points in x- as
well as in y-direction with step size h = (N + 1)−1. The discretization of a function
f on Ω is denoted by fh. In order to approximate the Lp-norm on Ωh, we use the
weighted p-norm
∥∥fh∥∥
p,h
= h
2
p ·
N+1∑
i,j=0
|f(ih, jh)|p
 1p .
In order to have a precise representation of the exact solution u and the parameter
c of (5.5), we provide u and c analytically, such that f and the boundary values g are
uniquely determined by
(5.7) f = −∆u+ cu, g = u|∂Ω.
Let
u : Ω→ R, u(x, y) = 16x(x− 1)y(1− y) + 1
and
c : Ω→ R, c(x, y) = 3
2
sin(2pix) sin(3piy) + 3
((
x− 1
2
)2
+
(
y − 1
2
)2)
+ 2.
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(a) (b)
Fig. 5.1: Surface plot of (a) exact function uh and (b) exact parameter ch.
In our iterations, we will use the function
c0 : Ω→ R, c0(x, y) = 3
(
(x− 0.5)2 + (y − 0.5)2)+ 2 + 8x(x− 1)y(1− y)
as an initial value.
For our reconstructions, we use synthetic exact data uh and synthetic noisy data
uh,δ, which is obtained by adding a noise matrix v to the exact data matrix uh. To
this end, we generate a matrix v with random, equally distributed entries in [−1, 1]
and set
(5.8) uδh = uh + δ ·
v
‖v‖p,h ,
which ensures that
∥∥uδh − uh∥∥p,h = δ.
The reconstructions are performed iteratively by
ch,δn+1 = c
h,δ
n − dh,δn ,
where n is the iteration index,
{
ch,δn
}
n∈N is the sequence of iterates and d
h,δ
n is calcu-
lated according to
(A) the Landweber-type iteration that is based on the successive projection onto
stripes, i.e., Algorithm 3.2 or 3.5 with In = {n} and a single search direction
(the current gradient gδn, see (4.1)) per iteration n, and
(B) the SESOP method 5.1 with two search directions (the current gradient and
the gradient from the previous step).
In the case of exact data, we omit the index δ in the above notation and stop the
iteration as soon as the norm of the residual falls below a tolerance TY > 0. For
the generation of synthetic data, we use N = 50, whereas for the reconstruction we
choose N = 40. In each iteration n, we calculate the relative error
erel,n :=
‖chn − ch‖p,h
‖ch‖p,h
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in the reconstruction chn.
For our numerical experiment, we choose
(5.9) r = 1.5, s = 5, ctc = 0.01, τ = 1.1 · 1 + ctc
1− ctc .
The duality mappings Jp(f) and Jq(f), 1 < p, q < ∞, in f ∈ RN are evaluated
according to
Jp(f)(x) = |f(x)|p−1sign(f(x)), Jq(f)(x) = ‖f(x)‖r−pJp(f)(x),
see also [17], Example 2.2.
Reconstructions from exact data. We compare the performance of the methods
(A) and (B) for exact data (δ = 0). The iteration is stopped at iteration n∗ if
(5.10) ‖Rn∗‖ ≤ TY := 5 · 10−4 < ‖Rn‖
for all n < n∗, i.e., as soon as the norm of the residual falls below the bound TY for
the first time.
(a) Reconstruction of ch, method (A) (b) Reconstruction of ch, method (B)
Fig. 5.2: Reconstruction with the Landweber type method (A) and the RESESOP
method (B): surface plots of the respective reconstructed parameter chn∗ .
Method Number of iterations n∗ Execution time Relative error erel,n∗
(A) 27 5.64s 8.43%
(B) 15 6.3s 7.90%
Table 5.1: Some key data to evaluate the performance of the methods (A), (B) in the
case of exact data uh.
Table 5.1 illustrates the performance of the two methods in this Banach space
scenario. The respective reconstructions are displayed in Figure 5.2.
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(a) Norm of residual versus iteration in-
dex, method (A)
(b) Norm of residual versus iteration in-
dex, method (B)
(c) Error versus iteration index, method
(A)
(d) Error versus iteration index, method
(B)
Fig. 5.3: Comparison of residual and reconstruction error.
Method Number of iterations n∗ Execution time Relative error erel,n∗
(A) 22 4.56s 9.70%
(B) 12 2.06s 10.19%
Table 5.2: Some key data to evaluate the performance of the methods (A), (B) in the
case of exact data uh.
Reconstructions from noisy data. We now compare the methods (A) and (B) for
noisy data with noise level δ = 5 · 10−4. The iteration is stopped by the discrepancy
principle at iteration n∗. The performance of the methods is shown in Table 5.2.
It is noteworthy that in step (ii) of Algorithm 5.1, the intermediate iterate x˜δn+1
is always contained in the halfspace above the stripe that belongs to the previous
iterate. In Figure 5.3 we see that the (relative) approximation error is monotonically
decreasing during the iteration, indicating the validity of the descent property, whereas
this is not the case for the norm of the residual. In addition, we observe the same
effect of the choice of the norms as it has been described in [16, 18]: If we set r < 2,
s > 2, we reduce the total number of iterations in comparison to the case where r > 2,
s < 2.
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(a) Reconstruction of ch, method (A) (b) Reconstruction of ch, method (B)
Fig. 5.4: Reconstruction with the Landweber type method (A) and the RESESOP
method (B): surface plots of the respective reconstructed parameter chn∗ .
6. Conclusion and outlook. This work is dedicated to the adaption of the
well-known sequential subspace optimization techniques to nonlinear inverse prob-
lems in Banach spaces. We have introduced a range of tools that are useful in the
context of inverse problems in Banach spaces, including duality mappings, Bregman
distances, and Bregman projections. The methods we discussed belong to the class of
iterative techniques, and the new iterate is sought in the direction of a finite number
of search directions. In each iteration, the set of search directions contains the cur-
rent Landweber direction as well as Landweber directions from previous iterations.
The iterates are chosen such that the current iterate is projected onto the (intersec-
tion of) locally defined stripes, whose width is determined by the noise level and the
nonlinearity (i.e., the constant ctc from the tangential cone condition) of the forward
operator. The proposed algorithm with two search directions has been successfully
applied in parameter identification.
Possible extensions of this work include a more thorough analysis of search direc-
tions. For example, it might be fruitful to include directions xδm − xδk, k < m ≤ n in
the search space as it has been done for linear inverse problems [18]. Generally, our
method is designed for the numerical solution of nonlinear inverse problems, where
the calculation of the Landweber direction is computationally expensive, such that a
reduction of iterations yields a significant decrease in the time that is needed for the
reconstruction. An example is the identification of the stored energy function from
measurements of the displacement field in the context of structural health monitoring,
which involves numerical evaluations of the elastic wave equations in each step of the
Landweber iteration, see [19].
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