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We describe a set of time evolution equations and its numerical implementation for the investiga-
tion of non-axisymmetric oscillations of rapidly rotating compact objects in full general relativity,
taking into account the contribution of a dynamic spacetime. We derive the perturbation equations
for the spacetime in the Hilbert gauge, while the hydrodynamical evolution is based on perturbations
of the energy-momentum tensor. In our numerical implementation, we use Kreiss-Oliger dissipation
in order to achieve a stable time evolution. Our code features high accuracy at comparably low
computational expense and we are able to extract the frequencies of non-axisymmetric modes of
compact objects with rotation rates up to the Kepler limit.
I. INTRODUCTION
The systematic study of non-axisymmetric neutron
star oscillations began in the 1960s with the pioneering
work of Thorne and collaborators [1, 2] (and subsequent
papers), in which they laid out the equations governing
the perturbations of a perfect fluid. The numerical solu-
tion of these equations has proven highly challenging and
it has taken nearly two decades before Lindblom & De-
tweiler found an advantageous formulation of the prob-
lem as an eigenvalue problem in 1983 that allowed them
to numerically integrate the perturbation equations and
determine the real and imaginary parts (the frequency
and the damping time) of the acoustic modes of suffi-
ciently realistic stellar models [3, 4]. These results did
not conclude the investigation of these modes; in particu-
lar Chandrasekhar & Ferrari turned to the perturbations
of perfect fluids and shed further light on the structure of
the equations and their solutions [5, 6] (and subsequent
papers).
At a similar time in the very early 1990s, after investi-
gating a toy model [7], Kokkotas & Schutz applied tech-
niques borrowed from studies of black hole quasi-normal
modes (in their case the WKB approximation which they
combined with numerical methods) to the solution in the
exterior of the star, and proved that the dynamic space-
time of a neutron star exhibits its very own class of modes
and christened them w-modes [8]. The large imaginary
parts of the eigenvalues of these modes pose numerical
challenges and this strategy of exploiting black hole sci-
ence was successfully followed further. In particular, the
application of the continued fraction method, the Wron-
skian method or integrating along anti-Stokes lines led to
a considerably more accurate determination of w-modes
(as well as fluid modes) of neutron stars and the discov-
ery of the wII-modes [9, 10]. These numerical solutions
finally allowed for the first time to establish universal
relations involving frequencies and damping times of os-
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cillation modes, enabling the solution of the inverse prob-
lem within the so-called asteroseismology, in which one
constrains mass and/or radius of the neutron star, and
eventually the nuclear equation of state, via the observa-
tion of oscillations [11–14].
With increasing computational power during the
1990s, the first attempts were made to increase the di-
mensionality of the hitherto (due to the restriction to
spherical symmetry) purely radial problem and include
time as a second dimension. The first successful time
evolutions of perturbations of relativistic neutron stars
were reported by Allen et al. in 1998 [15]. In contrast
to the integration of ordinary differential equations, the
evolution of hyperbolic equations in time is very sensi-
tive to potential irregularities in the coefficients (which
in realistically modeled neutron stars are, due to physical
phase transitions in the matter, very difficult to avoid)
and quickly develops numerical instabilities; Ruoff refor-
mulated those equations by means of the ADM-formalism
[16] and, crucially, introduced a non-uniform radial grid
to overcome such instabilities when using realistic equa-
tions of state [17, 18].
All the previously mentioned studies were concerned
with non-rotating stars. The inclusion of rotation proves
difficult since the extreme rotation rates that neutron
stars may (and do) reach do not allow to neglect the
star’s oblateness which removes the spherical symmetry
from the system; this in turn makes the mathematical for-
mulation much more involved. As a first approximation,
rotation was treated perturbatively, too, which allowed to
consider even rotating stars as spherically symmetric [19].
In this so-called slow-rotation approximation, the per-
turbation equations gain considerably in complexity and
have been written down in the Regge-Wheeler gauge [20]
first by Kojima in 1992 [21]. Even though the problem
remains one-dimensional, its solution is not straightfor-
ward as (among other technicalities) the outgoing-wave
boundary condition at infinity is elusive. Notwithstand-
ing, Andersson successfully applied this formalism and
discovered that r-modes are prone to the so-called CFS-
instability (named after their discoverers Chandrasekhar,
Friedman, and Schutz) [22–24] at any rotation rate [25].
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2There has been continuing effort using the slow-rotation
approximation concerning rotational modes [26, 27], and
also employing different gauges [28–30], but with the
pressing need for frequencies of rapidly rotating neutron
stars, the interest slowly faded.
Even though the slow-rotation approximation has
proven fruitful in the understanding of neutron star
physics, it is no longer applicable when considering neu-
tron stars at arbitrary rotation rates, which is essential
for nascent neutron stars or post-merger configurations
in the immediate aftermath of a binary merger. With-
out the spherical symmetry of the problem, one has to
account for at least two spatial dimensions which com-
plicates the equations further and amplifies the compu-
tational expense; furthermore, it remains elusive how to
formulate the outgoing-wave boundary condition at in-
finity for the spacetime perturbations in two spatial di-
mensions which essentially removes the possibility to for-
mulate a corresponding eigenvalue problem. This issue
can be circumvented by adopting the Cowling approxima-
tion [31], in which the spacetime is considered static, also
leading to a considerable simplification of the perturba-
tion equations. Ignoring the impact of a dynamic space-
time (which is most severe for the quadrupolar f -mode),
Yoshida & Eriguchi computed quadrupolar f -mode fre-
quencies of rapidly rotating neutron stars and studied the
associated CFS-instability in the late 90s [32, 33]. Bout-
loukos & Nollert revived this approach and investigated
the general properties of the spectrum of neutron stars re-
garding the acoustic and Coriolis-driven modes [34]. As
a further step toward a more general relativistic treat-
ment, Yoshida revisited the problem in the conformal
flatness approximation [35]. However, with the mathe-
matical difficulties of extending the eigenvalue formula-
tion to include a dynamic spacetime, the focus shifted to
solving this problem as a time evolution.
Despite their complexity, the perturbation equations
for rapidly rotating relativistic stars have been written
down by Priou already in 1992 [36], even though they
were not approached numerically at that time. The most
straightforward way of dodging the challenges arising
from general relativity is avoiding this theory entirely
and treating the task in Newtonian theory. While this
is obviously a crude approximation to the strong gravi-
tational field of a neutron star, the numerical solution is
less involved and may still result in qualitatively valuable
results. Jones et al. completed this task formulated as a
time evolution in 2002 and their code was later extended
[37, 38]. Returning to a general relativistic treatment,
Gaertig & Kokkotas worked in the Cowling approxima-
tion and successfully extracted f -mode frequencies of ar-
bitrarily fast rotating neutron stars by adding artificial
viscosity (also known as Kreiss-Oliger dissipation) [39] to
their evolution equations in order to stabilise their time
evolutions [40, 41].
During the first decade of the new millennium, sub-
stantial advances were made in the time evolution of
the unperturbed, non-linear Einstein equations, mostly
driven by the aim to simulate compact binary mergers
but obviously also applicable to isolated neutron stars.
These systems have hardly any symmetries that can be
exploited to reduce the complexity of the problem, re-
quiring to carry out the time evolutions on a three-
dimensional grid. The upside of which is that essentially
no constraints have to be placed on the rotational profile
when simulating the dynamics of a neutron star. Such
codes have been seen as a promising new approach to
the calculation of mode frequencies of rapidly (and dif-
ferentially) rotating neutron stars and already at the be-
ginning of the decade, the frequencies of axisymmetric
modes in the Cowling approximation [42, 43] and those
of (quasi-)radial modes in full general relativity [44] had
been reported. The non-linear codes kept evolving and
were used to generate mode frequencies of f -modes in
the conformal flatness approximation [45] or those of in-
ertial modes in the Cowling approximation [46]. Not
much later, the frequencies of non-axisymmetric modes
in full general relativity of rapidly rotating neutron stars
obtained from fully non-linear simulations have finally
been reported by Zink et al. in 2010 [47]. Even though
successful, this approach to computing the frequencies of
non-axisymmetric modes, however, has not been followed
closely, which is also due to the computational expense
associated with such numerical simulations and the ac-
companying limited accuracy.
In this paper, we will present a perturbative approach
to the computation of mode frequencies of rapidly ro-
tating neutron stars accounting, for the first time, for a
dynamic spacetime. We study perturbations on an ax-
isymmetric background which allows us to reduce the di-
mensionality of the problem and keep the computational
cost low. For this effort, we extend a code previously de-
veloped by us, which we used to investigate oscillations
of differentially neutron stars in the Cowling approxima-
tion [48]. Except for the inclusion of a few spacetime
terms, the hydrodynamical part of the problem remains
largely unchanged; for the formulation of the evolution
equations of the spacetime perturbations we choose the
Hilbert gauge as this gauge will immediately lead to a nu-
merically attractive, fully hyperbolic system. After per-
forming several intrinsic code tests such as convergence
tests concerning the grid resolution and the amount of ar-
tificial viscosity applied as well as examining the violation
of the Hilbert gauge, we compute mode frequencies and
compare them to published values from non-linear simu-
lations. As this paper focuses on the technical details of
the problem, we report the astrophysically relevant result
in an accompanying paper [49].
Unless otherwise noted, we employ units in which c =
G = M = 1 throughout this paper.
3II. MATHEMATICAL FORMULATION
We are going to work with the Einstein equations along
with the law for the conservation of energy-momentum,
Gµν = 8piTµν and ∇µTµν = 0, (1)
where Gµν is the Einstein tensor and Tµν is the energy-
momentum tensor.
We restrict ourselves to the study of the dynamics of
small perturbations around an equilibrium configuration
which allows us to linearise equations (1). We assume an
axisymmetric, stationary background configuration for
which the metric written in isotropic coordinates takes
the form
ds2 = g(0)µν dx
µdxν (2)
= −e2νdt2 + e2ψr2 sin2 θ(dϕ− ωdt)2 (3)
+ e2µ(dr2 + r2dθ2).
Here, ν, ψ, µ, and ω are the four unknown metric poten-
tials, depending only on r and θ.
We model the neutron star to be a perfect fluid without
viscosity for which the corresponding energy-momentum
tensor takes the form
Tµν = (+ p)uµuν + pgµν , (4)
where  is the energy density, p is the pressure, and uµ the
4-velocity of the fluid. The only two non-vanishing com-
ponents of the 4-velocity are linked via the star’s angular
rotation rate, uϕ = Ωut, and by means of the normalisa-
tion of the 4-velocity they are given by
ut =
1√
e2ν − e2ψr2 sin2 θ (Ω− ω)2
. (5)
After specifying an equation of state (henceforth EoS),
which may be a polytropic or a tabulated one, linking
energy density and pressure to each other, we generate
uniformly rotating equilibrium configurations using the
rns-code [50–52].
A. Introducing Perturbations
We will now introduce time-dependent perturbations1
for which we will derive evolution equations. First, we
decompose the metric as
gµν = g
(0)
µν + hµν , (6)
1 Note that we assume a harmonic azimuthal dependence for all
perturbations, i.e., Q˜(t, r, θ, ϕ) = Q(t, r, θ)eimϕ for any pertur-
bation variable Q. This results in the reduction of the dimension-
ality of the problem and a substantial decrease of computational
expense.
where g(0)µν is the background metric and hµν its pertur-
bation; we use the background metric to raise and lower
the indices of the latter. As we will work in the Hilbert
gauge, it will be advantageous to work instead with the
trace-reversed metric perturbation, defined by
φµν := hµν − 1
2
g(0)µν h, (7)
where h := hµµ is the trace of the metric perturbations.
The metric perturbations are not unique but possess
gauge freedom which can be utilised in different ways.
Often, the gauge freedom is used to eliminate some of the
spacetime perturbations, e.g. by using the well-known
Regge-Wheeler gauge [20], and hence to reduce the num-
ber of perturbation equations. In this study, however,
we take a different approach (which we will reason be-
low) and opt for the Hilbert gauge, which is the grav-
itational equivalent to the well-known Lorenz gauge in
electromagnetism, specified by
fµ := ∇νφµν = 0. (8)
In the Hilbert gauge, the perturbed Einstein tensor takes
the form
−2δGµν = φµν + 2Rαµβνφαβ +Rφµν
− (Rαµφνα +Rανφµα)− gµνRαβφαβ , (9)
where Rαµβν , Rαβ , and R are the background Riemann
tensor, Ricci tensor and scalar curvature, respectively.
The advantage of the Hilbert gauge is that the evolution
equations for the metric perturbations will take the form
of ten coupled wavelike equations (note that in the above
expression, the d’Alembert operator, defined with respect
to the background metric, is the only differential opera-
tor acting on the metric perturbations) while the mixing
of temporal and spatial derivatives is avoided. This is in
contrast to other common gauge choices [15, 18, 28, 53]
or the ones without any gauge choice [36] where the
field equations split into subsets of hyperbolic and el-
liptic equations which have to be solved simultaneously.
The fully hyperbolic character of the perturbation equa-
tions in the Hilbert gauge makes this gauge particularly
convenient for the numerical implementation in a time
evolution.
Having opted for the Hilbert gauge, we are dealing with
ten functions describing the spacetime perturbations. In
choosing our perturbed line element, we are inspired by
the one suggested by Priou [36], which has also been used
by Stergioulas & Friedman in the study of zero-frequency
f -modes in rapidly rotating stars [54]; we apply it to the
trace-reversed metric perturbations and introduce a few
small modifications (mostly factors of r and sin θ) which
turn out crucial in avoiding numerical instabilities. We
use calligraphic letters to denote the ten spacetime per-
turbations A, B, H, K, L, M, P, Q, W, and Y and
write the perturbed metric such that the individual com-
4ponents take the form
φtt = −2e2νH+ 2e2ψωr sin θ
(
e2νY + ωr sin θW) ,
(10)
φtr = L+ e2ψωr sin θA, (11)
φtθ = rM+ e2ψωr2 sin θB, (12)
φtϕ = −e2ψr sin θ
(
e2νY + 2ωr sin θW) , (13)
φrr = 2e
2µK, (14)
φrθ = e
2µrQ, (15)
φrϕ = −e2ψr sin θA, (16)
φθθ = 2e
2µr2P, (17)
φθϕ = −e2ψr2 sin θB, (18)
φϕϕ = 2e
2ψr2 sin2 θW. (19)
With this particular choice for the metric components, we
can spell out the four constraint equations emerging from
the Hilbert gauge, Eq. (8); we show them in Appendix B.
B. Fluid Perturbations
Our description for the fluid perturbations is inspired
by the very convenient formulation that has been de-
veloped and successfully used in [48, 55–57] for stud-
ies within the Cowling approximation. The system of
equations describing the hydrodynamics is essentially the
same as in the cited literature, except that the equations
gain numerous terms accounting for the spacetime per-
turbations. Nonetheless, we will give a brief overview of
their derivation here.
The fundamental idea of the approach is to use the per-
turbations of the energy-momentum tensor as evolution
variables, rather than the typical fluid primitives such
as pressure or fluid velocity; this results in a significant
shortening of the fluid perturbation equations. In order
to avoid confusion regarding the definitions of the per-
turbation variables in comparison to previous studies, we
retain the shortcuts defined in the Cowling approxima-
tion and write the perturbed energy-momentum tensor
as
δTµν = δTµνC − phµν , (20)
where δTµνC is the perturbation of the energy-momentum
tensor obtained in the Cowling approximation and the
minus sign in front of the last term is to account for
the fact that hµν = −gµαgνβhαβ . We will use the six
shortcuts
Q1 := δT
tt
C , (21)
Q2 := δT
tϕ
C r sin θ, (22)
Q3 := δT
tr
C , (23)
Q4 := δT
tθ
C r, (24)
Q5 := δT
ϕϕ
C r
2 sin2 θ, (25)
Q6 := δT
rr
C . (26)
Note that we have, in fact, slightly modified the defi-
nitions of Q2, Q4, and Q5 when compared to previous
studies using this formalism. By doing so, we remove the
degeneracy of the corresponding base vectors at the rota-
tion axis and considerably improve the numerical stabil-
ity of the time evolution; technically, these modifications
merely shift about a few factors of r and sin θ in the per-
turbation equations but do not substantially alter them,
which is why we decide to accept the minor deviation in
definition from the previous studies without introducing
differently named variables.
The fluid primitives, i.e. the perturbations of energy
density, pressure and the fluid velocities, can be recon-
structed by inverting the definitions of the variables Q1,
Q2, Q3, and Q4. Further, it can be shown that both Q5
and Q6 are not independent variables but are rather a
linear combination of the other perturbation variables,
Q5 = Q5 (Q1, Q2, Q6) , (27)
Q6 = Q6 (Q1, Q2,H,K,P,W,Y) . (28)
We show the full relations for those two variables in Ap-
pendix C.
C. Perturbation Equations
We specified 14 perturbation variables that we need to
evolve in time: 10 for the spacetime and 4 for the fluid.
The evolution equations follow in a very straightforward
manner from the perturbed Einstein equations
δGµν = 8piδTµν , (29)
and the perturbed law for the conservation of energy-
momentum
δ (∇µTµν) = 0. (30)
We show the former set of equations, governing the dy-
namics of the spacetime, in Appendix D and the latter
set, governing the dynamics of the fluid, in Appendix E.
One special case of the perturbation equations, which
we will consider for testing purposes later in more de-
tail, cf. Sec. IV, is the non-rotating limit. Setting the
star’s rotation rate to zero, Ω = 0, immediately implies
one of the metric potentials to disappear, ω = 0, and
that the polar derivative of the all background quantities
vanishes, ∂θ = 0. Furthermore, in non-rotating stars,
the oscillation modes of different azimuthal index m are
degenerate and we may set m = 0 without loss of gener-
ality. This results not only in a dramatic shortening of
the evolution equations, but the set of the 14 evolution
equations also decomposes into two fully decoupled sets
of equations: one set for polar perturbations described
by the variables H, K, L, M, P, Q, W, Q1, Q3, and
Q4, and one set for axial perturbations described by the
variables A, B, Y, and Q2. Beside being an obvious test
case for our code, the non-rotating limit has been stud-
ied to great detail using time evolution codes as well as
5eigenvalue codes (see, e.g., [8, 15, 18, 58–60]) and will not
offer any new scientific insight to us.
D. Boundary Conditions
The perturbation equations are complemented by
boundary conditions which describe the behaviour of the
perturbations on the boundaries of the numerical do-
main. As we will explain in Sec. III, our numerical do-
main is bounded by the star’s rotation axis and the equa-
torial plane in the polar direction; in the radial direction,
we have to apply boundary conditions at the star’s sur-
face for the fluid perturbations as well as at the outer
edge of the numerical grid for the spacetime perturba-
tions. As our description of the fluid is largely the same
as in [48], most of the boundary conditions for the fluid
can be found there but due to slight modifications in the
definitions and for the sake of completeness, we will re-
peat them here.
• Having the equatorial plane, characterised by θ = pi/2,
as a boundary of our numerical domain allows us to se-
lect one of two disjoint sets of oscillations modes that
behave differently under reflection about the equatorial
plane. Let R be the corresponding reflection operator,
which in spherical coordinates is given by the mapping
(r, θ, ϕ) 7→ (r, pi − θ, ϕ); it is easy to show that for any
spherical harmonic, Ylm, the relation RYlm = (−)l−mYlm
holds. In the non-rotating limit, all perturbation vari-
ables can be expanded into spherical, vector and ten-
sor harmonics [20] and, according to their behaviour un-
der the operator R, they can be categorised into the
two sets R1 := {A,H,K,L,P,W,Y, Q1, Q2, Q3} and
R2 := {B,M,Q, Q4}. Depending on whether l − m is
even or odd,2 the perturbation variables of one of those
two sets are either zero at the equatorial plane or their
θ-derivative vanishes there; we show a summary in Ta-
ble I.
• To derive the boundary conditions at the rotation axis,
which is given by θ = 0, we will again utilise the angu-
lar behaviour of the perturbation variables as specified
by the spherical harmonics and their tensorial equiva-
lents. In this instance, we have to evaluate the lim-
its of the perturbations as θ approaches 0 for each az-
imuthal index m; however, we will restrict our study to
the astrophysically relevant cases of m ≥ 2. We find
that for m ≥ 3, all perturbations vanish along the rota-
tion axis, while for m = 2 they separate into the set of
perturbations Θ1 := {B,P,W}, whose θ-derivative van-
ishes at the rotation axis, and the set of perturbations
Θ2 := {A,H,K,L,M,Q,Y, Q1, Q2, Q3, Q4}, which be-
come zero along the rotation axis. We show a summary
2 We note that we use the words even and odd only when referring
to the integer difference l−m; in some studies, polar modes are
also called “even modes” (and axial ones are called “odd”) but we
do not adopt this nomenclature to avoid confusion.
of the boundary conditions at the rotation axis in Ta-
ble II.
• The origin is mapped onto a boundary line of our nu-
merical grid. Physically, however, it remains part of the
rotation axis and the equatorial plane. When a pertur-
bation variable is shown to vanish on either of the neigh-
bouring boundary lines, we set it to zero at the origin
as well; otherwise, we use the same value as on the next
grid point.
• At the stellar surface, we need to apply boundary con-
ditions to the fluid perturbations. The variables Q3 and
Q4 vanish by virtue of their definition
Q3 = δT
tr
C = (+ p)u
tδur = 0, (31)
Q4 = δT
tθ
C r = (+ p)u
tδuθr = 0, (32)
because pressure and energy density vanish there. Q1
and Q2 merely need to exhibit “numerically smooth” be-
haviour there and we extrapolate them linearly in radial
direction from the interior of the star.
For the case of rotating and hence oblate stars, the stellar
surface traverses our grid. As an approximation to the
true stellar surface, we apply the boundary conditions for
the fluid variables at the very first grid point (counting
from the origin) that is located outside the star; see also
Fig. 1.
• Last, we consider the outer edge of the numerical grid
which is typically located about a hundred or so star radii
away from the origin and can be chosen arbitrarily; there
is no physical boundary or mathematical singularity at
this location. We employ a Sommerfeld boundary con-
dition at this edge in order to remove the energy carried
by gravitational waves from the grid. While it accounts
correctly only for spherical wave fronts but not for waves
traveling in arbitrary directions, this condition offers a
highly attractive ratio of simplicity of implementation
when compared to the amount of artificially reflected en-
ergy and has also been used in 3-dimensional simulations
[61, 62]; furthermore, at the distances mentioned above,
a spherical wave front will be a very good approximation
to the outgoing radiation for our relevant scenarios. This
is confirmed in our simulations, in which we observe only
marginal reflection that does not spoil the later stages of
our time evolutions.
Table I. Boundary condition of the perturbation variables at
the equatorial plane, θ = pi/2. The two sets R1 and R2 are
defined in the text and the stated boundary condition applies
to each member of those sets.
l −m R1 R2
even ∂θ = 0 0
odd 0 ∂θ = 0
We need to comment further on the boundary condi-
tions in polar direction, i.e., those applied at the equato-
rial plane and at the rotation axis; we have derived those
from the angular behaviour of the spherical harmonics
6Table II. Boundary conditions of the perturbation variables
along the rotation axis, θ = 0. The two sets Θ1 and Θ2 are
defined in the text and the stated boundary condition applies
to each member of those sets.
Θ1 Θ2
m = 2 ∂θ = 0 0
m ≥ 3 0 0
which requires the background configuration to be spher-
ically symmetric. While it has been shown that those
boundary conditions are valid also in the slow-rotation
approximation [21, 63], it is not immediately clear that
they also hold in rapidly rotating stars.
The equatorial plane remains a plane of symmetry also
when the star is oblate. As none of the two hemispheres
is distinguished, the oscillation modes remain eigenfunc-
tions of our previously defined reflection operator R. Fur-
ther, it has been argued within the slow-rotation for-
malism that all oscillation modes, even though gaining
contributions from other modes, keep their overall par-
ity [26, 64]; hence, their eigenvalue with respect to R re-
mains unchanged. Further, despite the simplification of
the slow-rotation approximation, the relevant couplings
between the different mode classes is already present and
it remains the same in rapidly rotating stars; thus, the
argument can be extended to the case of rapid rotation
without further ado, leaving the boundary conditions un-
altered.
In order to understand the boundary conditions at
the rotation axis without relying on the star’s spher-
ical symmetry, we study the behaviour of the pertur-
bation variables under rotation about the rotation axis,
(r, θ, ϕ) 7→ (r, θ, ϕ′). All of our evolution variables de-
scribe scalar, vectorial or tensorial (of rank 2) perturba-
tions; in order for them to be well-defined at the rotation
axis, they may have a non-zero value only if their az-
imuthal dependence resembles that which is specified by
the azimuthal parameter m. Hence, for m ≥ 3 all per-
turbations have to vanish along the rotation axis; when
m = 2, all scalar and vectorial perturbations have to van-
ish there, too, and only the tensorial components (that
have rank 2) of the perturbed metric, i.e. B, P, and
W, may be non-zero. Instead, it is their polar deriva-
tive which has to vanish there, i.e. ∂θ = 0, to ensure
smoothness of the solution across the poles.
III. NUMERICAL METHODS
After decomposing the perturbed quantities with re-
spect to ϕ, the resulting evolution equations form a two-
dimensional problem in the spherical coordinates r and
θ. We evolve the perturbations on a grid with radial co-
ordinate s ∈ [0, 1] and angular coordinate t ∈ [0, 1]; the
mapping to the spherical coordinates r and θ is given by
r =
bre
√
s
a−√s , (33)
θ = arccos t, (34)
where re is the equatorial coordinate radius of the star
and a and b are two parameters with which we can adjust
the radial grid.
This particular radial grid function, r(s), has a varying
grid spacing across the entire radial domain and allows
us to avoid the introduction of different grids for different
parts of the radial domain and grid interpolation between
those different grids. In particular, the grid spacing is
comparably coarse near the centre of the star, becomes
much finer in the region around the star’s surface, and
then becomes coarser again in the exterior of the star
where it approaches a near uniform grid spacing at the
outer edge; we show a sketch of our computational grid in
the vicinity of a fast rotating star in Fig. 1. Furthermore,
it comes with two parameters a and b with which we
can steer the behaviour of the grid; in particular, we
choose a and b such that the outer edge of the grid is
roughly a hundred star radii away from the star and that
the physical grid spacing in radial direction is limited by
half the star’s radius in that region. We find that this
grid offers a reasonable compromise between having a
grid extending sufficiently into the far field, while keeping
the number of grid points and hence the computational
expense low.
The grid coordinates are not fitted to the shape of the
star, which means that the surface of rotating and thus
oblate stars lies in between the grid points of our compu-
tational domain. We approximate the surface of the star
to be located at those grid points for which the energy
density first vanishes when moving outward from the cen-
tre along lines of constant polar angle; this is where we
apply the surface boundary condition for the fluid vari-
ables.
We use central differences of second order to discretise
the spatial derivatives. For the time evolution, we use
the method of lines and apply the third-order Runge-
Kutta method as time integrator. Similar to previous
studies within the same perturbative framework [41, 48],
this code is prone to numerical instabilities. As the hy-
drodynamical equations are essentially identical to those
in [48], we also encounter the same instability near the
origin of the star; we apply second-order Kreiss-Oliger
dissipation [39] to cure those instabilities. The spacetime
perturbations do not suffer from similar instabilities near
the origin as potential instabilities emerging from trun-
cation errors will be radiated away; however, we observe
some unstable behaviour in the spacetime perturbations
in the far field where the grid becomes coarser. These
instabilities stem from the fact that our grid has difficul-
ties resolving the gravitational waves in the wave zone.
We could increase the grid resolution to overcome this is-
sue; however, we find that applying a very small amount
(typically 10–100 times smaller than that for the fluid)
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Figure 1. The computational grid used for the fast rotating
model BU8, which we will discuss in Sec. IVA2. The red line
depicts the surface of the star as obtained from the rns-code;
the solid black lines depict the computational grid inside the
star, while the grey dashed lines depict the grid in the exterior
of the star. The boundary conditions for the stellar surface
are applied at the grid points just “outside” the red line.
of Kreiss-Oliger dissipation to the spacetime grid elimi-
nates those instabilities, too. Furthermore, even an in-
creased grid resolution cannot entirely prevent this issue
since gravitational waves of sufficiently high frequency
will confront us with the same difficulties.
The typical grid resolution that we employ for our
simulations is 3120 × 50 points, where the radial grid
extends to 100Re. The interior of the star is then cov-
ered by 181 × 50 grid points. For this resolution, we
vary the dissipation coefficients for the fluid between
≈ 1 × 10−7 − 5 × 10−6, even though we distinguish be-
tween dissipation coefficients for the radial and for the
angular direction (in some cases a larger dissipation in
angular direction is required); from our experience, the
amount of dissipation required to achieve a stable numer-
ical simulation depends on the background model and
varies with central energy density and rotation rate. The
spacetime perturbations behave in a more benign manner
and we leave the dissipation coefficient of 10−8 largely un-
touched. In general, finding those dissipation coefficients
that are “optimal” in the sense that the least amount of
artificial viscosity is closest to the physical reality (ig-
noring the fact that we are dealing with highly idealised
neutron star models) is within certain bounds a matter
of trial and error.
In order to extract the mode frequencies, we observe
the temporal evolution of one of our perturbations vari-
ables at one freely chosen point on our grid and then cal-
culate the discrete Fourier transform of this time series.
A considerable improvement of the obtained frequencies
can be achieved by locating the roots of the derivative of
the power spectral density, which we approximate with
second order central finite differences.
IV. CODE TESTS
We have described the mathematical formulation of the
problem as well as the numerical methods that we have
employed to solve the problem. It is crucial for a newly
developed code to be thoroughly tested. We will start by
showing results from several convergence tests for vari-
ous modes of non-rotating and rotating configurations;
along with those tests, we will list for future reference
the f -mode frequencies of the well-known BU sequence
which has served as a popular test case in various studies
[41, 45, 46, 65]. Next, we will turn to our treatment of
the Hilbert gauge and how its violation evolves through-
out our simulations. Last, we will reproduce some mode
frequencies and compare them to previously published
data.
A. Convergence Test
1. Non-Rotating Neutron Star Model
Our very first convergence test is for the f -mode of the
regularly employed BU0 model, which is a simple poly-
tropic model with no spin, characterised by the poly-
tropic constants N = 1, K = 100 and a central en-
ergy density of c = 0.891 · 1015 g/cm3; these parame-
ters result in a neutron star model with typical values
of M = 1.400M and Re = 14.16 km. Even though
this model has previously been studied extensively, we
performed a detailed convergence test in order to under-
stand the general behaviour of our code, not impacted by
potential numerical challenges stemming from the oblate-
ness of rapidly rotating models or tabulated EoSs.
We perform a series of simulations using several dif-
ferent grid resolutions; starting from our “standard” grid
resolution of 3120×50 points, we decrease or increase the
number of grid points in uniform steps. Since we have
chosen a highly non-uniform radial grid (cf. Sec. III), we
show some of its characteristics in Table III; it is appar-
ent that the grid spacing or the number of points inside
the star is not proportional to the number of grid points
in radial direction, but this does not pose a problem as
long as the map between them is strictly monotonic. We
emphasise that we show physical distances relating to
the evolution grid of the BU0 model in Table III for in-
tuition only; however, they are not universal and depend
on the particular neutron star model, in particular its
oblateness; they scale with the star’s equatorial radius,
Re, and hence vary only moderately.
When comparing obtained frequencies for different grid
resolutions, we have to take into account the necessity for
8Table III. We show some characteristic values of our radial
grid for different grid resolutions. It is in the nature of our
grid function that the part of the grid that covers the star
depends on the overall number of grid points (nstar is the
number of grid points inside the star along the equatorial
plane). In particular, the radial grid spacing at the origin,
∆r(0), is comparably large, while the radial spacing at the
surface, ∆r(Re), is very fine, which allows a good resolution
of the star’s surface. For all listed grids, the outer edge of the
grid is located at 100Re and the radial spacing at this edge
is 5950 m. The values shown here are indicative and depend
mildly on the oblateness of the star.
Grid points ∆r(0) ∆r(R) nstar
3900× 62 713 m 26 m 312
3120× 50 998 m 43 m 180
2496× 40 1395 m 73 m 102
1997× 32 1949 m 126 m 57
artificial viscosity which will impact the physical observ-
ables to a small extent. For the BU0 model, we find that
the lower bound for the dissipation coefficients is some-
where around 10−7; we run the simulations for different
grid resolutions as well as for three different fluid dissi-
pation coefficients and show the resulting frequencies of
the f -mode and the p1-mode for l = 2 in Tables IV and
V; further, we show the frequencies of both modes and
linear fits in Fig. 2. We want to make a note on the ac-
curacy of the listed frequencies: In addition to locating
the roots of the derivative of the power spectral density,
we also analyse smaller chunks of the time series. By
varying size and position of the time series window, we
obtain marginally different values (due to spectral leak-
age) over which we then average; this procedure results
in a precision of well below 1 Hz. For this method to
work, it is crucial that we ensure the surface of the star
to match up with an angular grid line (the location at
which we apply the surface boundary conditions); this
requires a meticulous fine-tuning of the grid parameters
and is in this way, unfortunately, not possible for rotat-
ing stars as their surface traverses the grid in between
the grid points. Without this fine-tuning of the grid, the
obtained frequencies would appear to randomly deviate
by several Hz from the listed ones and not result in a
meaningful convergence graph.
When performing the convergence test for both the
f -mode and the p1-mode, we observe that the frequen-
cies obtained using the 2790× 45 grid deviate somewhat
from an otherwise pretty linear convergence behaviour
displayed for all other grid resolutions. At this time, it
is not clear to us why this happens and we exclude the
results from those simulations from the convergence test
(but nonetheless show them in the graph, cf. Fig. 2). Fur-
ther, it is obvious that the impact of the artificial dissipa-
tion on the extracted oscillation frequencies is minuscule
and can safely be ignored. Overall, the convergence test
demonstrates convergence of our code and by extrapola-
tion, we yield the frequencies 1.586 kHz for the f -mode
Table IV. Frequencies of the 2f -mode of the non-rotating BU0
model for different grid resolutions (the grid resolution labeled
“∞” denotes extrapolation to the continuum limit) and dif-
ferent dissipation coefficients for the fluid. The dissipation
coefficient for the spacetime is fixed at 10−8. The simulation
duration is 15 ms. All frequencies are given in kHz.
Grid points Dissipation coefficient
5 · 10−7 7 · 10−7 10 · 10−7
∞ 1.5859 1.5858 1.5855
3900× 62 1.5807 1.5808 1.5809
3488× 56 1.5797 1.5797 1.5798
3120× 50 1.5780 1.5782 1.5784
2790× 45 1.5747 1.5749 1.5750
2496× 40 1.5749 1.5752 1.5755
2232× 36 1.5739 1.5742 1.5746
1997× 32 1.5711 1.5715 1.5721
1786× 29 1.5683 1.5689 1.5698
Table V. Same as Table V but for the 2p1-mode.
Grid points Dissipation coefficient
5 · 10−7 7 · 10−7 10 · 10−7
∞ 3.7220 3.7227 3.7236
3900× 62 3.7185 3.7186 3.7187
3488× 56 3.7169 3.7169 3.7168
3120× 50 3.7140 3.7142 3.7142
2790× 45 3.7061 3.7062 3.7059
2496× 40 3.7107 3.7102 3.7097
2232× 36 3.7110 3.7105 3.7095
1997× 32 3.7075 3.7071 3.7060
1786× 29 3.7076 3.7063 3.7049
and 3.723 kHz for the p1-mode. Those frequencies de-
viate only by 0.5% from the frequencies obtained by a
(naturally much more precise) eigenvalue code: they are
1.5780 kHz and 3.7068 kHz, respectively. As both conver-
gence tests are consistent by themselves, the remaining
deviation must be a systematic error, stemming from nu-
merical inaccuracies: the most prominent candidate for
error is the fact that we are using two two-dimensional
codes (the rns-code for the background configuration and
our time evolution code) to tackle a problem which, due
to its spherical symmetry, is inherently one-dimensional;
while this is mathematically not a problem, we are lim-
ited by the computational expense to somewhat lower ac-
curacy. Furthermore, we will inevitably introduce some
small interpolation error when transferring the back-
ground quantities from the grid of the rns-code to our
computational grid.
2. Rotating Neutron Star Model
We continue with convergence tests for rotating con-
figurations. Having begun with the non-rotating model
BU0 of the BU sequence in the previous section, we
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Figure 2. Graphical visualisation of the convergence tests for
the five selected oscillation modes discussed in the text. The
frequencies of the modes are normalised by their respective
limiting value; the straight lines are linear fits to the data.
The results clearly show linear convergence of the code and
even for fairly coarse grids, the frequencies are recovered with
only a few percent error. The two data points depicted by
triangles are removed from the linear fits as outliers. For
actual data refer to Tables IV, V, and VI.
now turn to its rotating members. Along this sequence,
the central energy density is kept fixed at c = 0.891 ·
1015 g/cm
3 while the axis ratio rp/re is lowered in uni-
form steps of 0.05 until the Kepler limit is reached [65];
this happens at an axis ratio of rp/re = 0.576 and we call
this model BUK.
We perform convergence tests for the f -mode fre-
quency of the model BU1, which is the slowest rotating
member of the BU sequence, and the model BU8, which
is very close to the mass-shedding limit. As explained be-
fore, it is not possible for models of rotating stars to have
their surface perfectly aligned with the grid lines (cf. also
Fig. 1 for the computational grid employed for the BU8
model); nonetheless, the impact of the non-alignment of
the surface with the grid on the mode frequencies seems
to even out over the angular direction and we observe
the frequencies converging with increasing grid resolu-
tion. We list the obtained frequencies in Table VI and
show them also in Fig. 2. We keep the dissipation coef-
ficient for the spacetime fixed at 10−8; for the fluid, the
dissipation coefficients is 10−6. As in the convergence
test for the BU0 model, we observe only marginal depen-
dence of the frequencies on the artificial dissipation and
hence do not show those results separately.
Our convergence tests prove that our code allows us to
determine the frequencies of oscillation modes to an ac-
curacy of around 1%− 2% or better when sticking to the
resolution of 3120× 50 grid points. We list the frequen-
cies of the l = |m| = 2 f -mode for all members of the
BU sequence in Table VII. Compared to the values in the
Cowling approximation (cf. Refs. [41, 48]), the frequen-
cies in full general relativity are, as expected, lower: for
Table VI. The convergence test for both l = |m| = 2 f -modes
of the BU1 model (with a simulation time of 15 ms) and for
the l = m = 2 f -mode of the BU8 model (simulation time of
30 ms). The dissipation coefficient for the fluid was 10−6. All
frequencies are given in kHz.
Grid points BU1 BU8
σ(2f2) σ(
2f−2) σ(2f2)
∞ 1.0926 1.9547 −0.1021
3900× 62 1.0812 1.9441 −0.1030
3488× 56 1.0805 1.9434 −0.1059
3120× 50 1.0790 1.9417 −0.1044
2790× 45 1.0764 1.9395 −0.1046
2496× 40 1.0744 1.9377 −0.1058
2232× 36 1.0690 1.9328 −0.1056
1997× 32 1.0652 1.9291 −0.1064
1786× 29 1.0594 1.9234 −0.1085
this particular sequence, the frequencies of both branches
experience a shift of roughly 200 − 300 Hz with the ex-
ception of the fastest rotating models BU8 and beyond;
for those, the shift in frequency for the counter-rotating
mode is closer to ≈ 100 Hz. This results in a slightly
enhanced parameter window for the CFS-instability.
Table VII. Frequencies of the counter- and co-rotating f -mode
of the BU sequence as obtained from simulations on a grid
with 3120× 50 points (we have extended the sequence by the
two models BU8a and BUK). We show the axis ratio, rp/re,
for completeness. The simulation time is usually between 15
and 30 ms; to achieve the displayed accuracy of the 2f2-mode
of the BU7 model, we evolved this particular model for 300 ms
(and obtained 11.3 Hz). All frequencies are given in kHz.
Model rp/re σ(2f2) σ(2f−2)
BU0 1.00 1.578 1.578
BU1 0.95 1.079 1.942
BU2 0.90 0.836 2.054
BU3 0.85 0.636 2.118
BU4 0.80 0.456 2.155
BU5 0.75 0.293 2.172
BU6 0.70 0.146 2.182
BU7 0.65 0.011 2.188
BU8 0.60 −0.104 2.199
BU8a 0.59 −0.124 2.200
BU9 0.58 −0.138 2.201
BUK 0.576 −0.140 2.201
B. Hilbert Gauge Violation
In the derivation of the evolution equations for the
spacetime perturbations, we have made use of the Hilbert
conditions, cf. Eq. (8), in order to simplify the lengthy
equations. Nonetheless, the four gauge conditions, fµ =
0, supplement the ten field equations and should be ful-
filled at all times, even though the latter are sufficient
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to evolve the system in time (we are ignoring the fluid
perturbations for the moment as they are not affected
by the gauge choice). The apparent overdetermination
of the system is remedied by the fact that the field equa-
tions preserve the satisfaction of the gauge conditions if
they are satisfied on the initial time slice. That this holds
true has been shown for vacuum spacetimes by Barack
& Lousto [66]. In the presence of neutron star matter,
the proof is a little more involved but yields a compa-
rable result. Since the divergence of the Einstein ten-
sor vanishes, the perturbation thereof must vanish, too,
δ (∇νGµν) = 0. By virtue of the contracted Bianchi iden-
tities, it then follows that this condition is equivalent to
the homogeneous wave equation
fµ +Rνµfν = 0 (35)
for the divergence of φµν . Hence, if we pick initial data
such that the Hilbert conditions are fulfilled on the initial
time slice and that their first time derivative vanishes,
(∂tfµ)|t=0 = 0, they will remain satisfied throughout the
evolution.
Clearly, the previous statement holds true only in the
continuum limit and the gauge conditions will inevitably
be violated in our simulations due to various truncation
and round-off errors in the numerical implementation.
There is the possibility that such gauge violations grow
out of control over the course of the time evolution and
render it void of physical meaning. However, we do not
observe such destructive behaviour in our simulations;
in contrast, the gauge violation remains bounded with-
out further ado. Furthermore, we observe that the viola-
tion decreases with increasing grid resolution. We show
the evolution of the Hilbert gauge violations in Fig. 3
during the simulation of a polar perturbation of a non-
rotating star. More precisely, the graph shows the maxi-
mum norm of the three non-zero gauge conditions across
the time slices; the three gauge violations clearly remain
bounded by 3 · 10−3 and 10−4, respectively.3 The appar-
ently severely amplified gauge violation during the first
half of a millisecond of the evolution (after it started at
machine precision in the initial data) can be justified by
noting that we show the absolute violation rather than
the one relative to the perturbation amplitude; as our
initial Gaussian pulse travels toward the origin of our
spherical coordinate system at the beginning of the sim-
ulation, the Gaussian pulse grows in amplitude and so
does the absolute violation of the Hilbert conditions. As
the graph clearly shows, this comparatively large viola-
tion is only temporary and once the energy is radiated
away, it reduces to numerically expected levels.
We now turn to the Hilbert conditions concerning ro-
tating configurations. The mathematical complexity of
3 As explained in Sec. II C, the problem decomposes into two dis-
joint sets of equations in the case of no rotation and for polar
perturbations only three of the four Hilbert conditions are non-
zero.
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Figure 3. The numerical violation of the Hilbert gauge. We
show the maximum norm of the three non-zero Hilbert con-
ditions, fµ = 0, during the time evolution of a polar per-
turbation of a non-rotating star. The gauge violation clearly
remains bounded. The apparently severely amplified gauge
violation during the first two milliseconds can be justified by
noting that we show the absolute violation rather than the
one relative to the perturbation amplitude (see text for fur-
ther explanation).
the problem escalates as rotation sets in, and then the
Hilbert conditions (and their first time derivatives) form
an involved and strongly coupled set of partial differen-
tial equations, for which we were not able to construct
a straightforward appropriate solution. However, as we
are currently concerned with the dynamics of fluid per-
turbations which are not affected by the gauge choice, a
potential violation of the Hilbert conditions is irrelevant
for the observables of interest. This is confirmed by the
fact that, first, we observe the identical spectrum for non-
rotating stars, irrespective of whether or not we choose
to satisfy the gauge conditions on the initial time slice,
and second, we find excellent agreement between our and
previously published results (cf. Sec. IVC).
A numerical solution satisfying the Hilbert gauge (to
numerically acceptable precision) is clearly more desir-
able and even indispensable when investigating w-modes
or the gravitational echo of rotating neutron stars; we
will, therefore, implement consistent initial data also for
rotating configurations in the future, as well as imple-
menting constraint damping mechanism [67] in order to
improve the long-term accuracy and reliability of our
code (even though we are already able to evolve for sev-
eral hundreds of milliseconds with no problem). How-
ever, at the current stage, we are not concerned by the
arbitrariness in the initial data with regards to the accu-
racy of the observables in our simulation as the system
continues to oscillate at its natural frequencies.
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C. Comparison to Published Values
While the present work is the first perturbative and
comprehensive study of fluid modes of fast rotating neu-
tron stars accounting for a dynamic spacetime, some spo-
radic values have been published during the past years.
The largest set of f -mode frequencies has been calculated
by Zink et al. [47] (henceforth ZKSS) who investigated
the CFS-instability of the f -mode in rapidly rotating
polytropic stars using non-linear simulations. They con-
structed two previously used sequences of neutron star
models with two different polytropic indices, Γ = 2 (se-
quence S) and Γ = 2.5 (sequence C), and computed the
frequencies of the l = |m| = 2 and l = |m| = 3 f -mode
for those models.
We constructed the same nine neutron star models as
shown in Tables II and III in ZKSS,4 and juxtaposed the
f -mode frequencies obtained by our perturbative code
and the published values in Tables VIII and IX. A graph-
ical representation of the comparison is shown in Fig. 4.
The frequencies show excellent agreement with a devia-
tion of less than 2 % in the majority of cases; the relative
difference between the two codes is naturally consider-
ably larger for the potentially unstable f -mode where
longer evolution times are necessary to achieve the same
accuracy for the f -mode frequency.
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Figure 4. Graphical comparison of the frequencies reported
by ZKSS (depicted by black squares) and those obtained by
the present code (depicted by coloured circles). The excellent
agreement of the two codes for various rotation rates (encoded
in the ratio T/|W |) is obvious.
For completeness, we also report the f -mode frequen-
cies of the non-rotating models as obtained by our eigen-
value code. The model S0 yields f -mode frequencies of
4 Note that ZKSS introduce a separate length scale, Lcgs, for their
sequence C with which they scale their obtained f -mode fre-
quencies; this length scale can be incorporated in the polytropic
constant by setting K = 2191 which leads to modified values of
the bulk properties of the equilibrium configurations.
Table VIII. Comparison of the frequencies of the l = |m| = 2
f -mode obtained with the present code to the frequencies pub-
lished by Zink et al. [47] for their sequences S and C. σ(2f2) is
the frequency of the counter-rotating f -mode, σ(2f−2) is the
frequency of the co-rotating mode. All frequencies are given
in kHz.
Model T/|W | σ(2f2) σ(2f−2)
ZKSS This work ZKSS This work
S0 0.00 2.162 2.199 2.162 2.199
S1 0.02 1.130 1.150 2.888 2.930
S2 0.04 0.630 0.635 3.056 3.135
S3 0.06 0.215 0.190 3.134 3.210
S4 0.08 −0.240 −0.260 3.154 3.244
C0 0.00 2.527 2.510 2.527 2.510
C1 0.04 0.698 0.712 3.668 3.687
C2 0.08 −0.170 −0.224 3.894 3.926
C3 0.12 −1.029 −1.037 3.995 3.980
Table IX. Same as Table VIII but for the l = |m| = 3 f -mode.
Model T/|W | σ(3f3) σ(3f−3)
ZKSS This work ZKSS This work
S0 0.00 2.758 2.818 2.758 2.818
S1 0.02 1.054 1.085 4.067 4.123
S2 0.04 0.229 0.312 4.405 4.485
S3 0.06 −0.457 −0.498 4.535 4.626
S4 0.08 −1.307 −1.269 4.572 4.641
C0 0.00 3.282 3.287 3.282 3.287
C1 0.04 0.332 0.292 5.374 5.400
C2 0.08 −1.104 −1.254 5.828 5.867
C3 0.12 − −2.362 5.864 5.921
σ(2f) = 2.197 kHz and σ(3f) = 2.811 kHz, respectively,
while for the model C0 we report σ(2f) = 2.520 kHz
and σ(3f) = 3.291 kHz. A comparison to the frequen-
cies listed in Tables VIII and IX shows that all three
codes produce values that are in strong agreement with
each other.
Beside the work by ZKSS, we are aware of only one
further data point at this time. Chaurasia et al. [68] re-
port the f -mode frequency extracted from full numerical
relativity simulations of highly eccentric spinning binary
neutron stars. Owing to the absence of results for f -
mode frequencies in full general relativity at their time
of publishing, they resorted to an intricate estimate for
the f -mode frequency based on perturbation theory by
starting from values and universal relations obtained in
the Cowling approximation and applying rough correc-
tions for effects of a dynamic spacetime. They ultimately
arrive at a perturbation theory estimate for the frequency
of the co-rotating f -mode of 2.20 kHz, which they claim
to be ∼ 5% larger than their observed frequency; thus,
the f -mode frequency observed in their simulation should
be ∼ 2.09 kHz. For comparison, our proposed fitting for-
mula, cf. Eq. (6) in [49], yields an estimate of 2.156 kHz.
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Following their analysis, we constructed a neutron
star model using the tabulated EoS SLy that has a
baryon mass of M0 = 1.504M and an angular rota-
tion rate of Ω = 2pi · 191 Hz; according to the rns-code,
we find that this model has a central energy density of
c = 0.962 · 1015 g/cm3 and is rotating at Ω/ΩK = 0.166
of its Kepler limit (where ΩK is the angular velocity
of a neutron star at the mass-shedding limit with the
same central energy density). For our test neutron star,
our evolution code yields the frequencies 1.655 kHz and
2.105 kHz for the counter- and co-rotating branch of the
f -mode, respectively. At a relative difference of less than
1%, the results by Chaurasia et al. [68] and our pertur-
bative time evolution code are in excellent agreement.
V. SUMMARY AND OUTLOOK
We present a set of time evolution equations governing
the perturbations of the fluid of a rapidly rotating neu-
tron star as well as its surrounding spacetime, derived in
a perturbative framework in full general relativity. We
have opted for the Hilbert gauge in order to arrive at a
set of fully hyperbolic equations for the spacetime per-
turbations whose implementation does not pose major
obstacles, while our treatment of the fluid is—with the
exception for the correctional terms due to the space-
time perturbations—borrowed from previous studies on
fast rotating neutrons stars.
For the numerical implementation, we have con-
structed a particular radial grid with a varying physical
resolution; it resolves the surface of oblate neutron stars
well, but becomes coarser with increasing radius, allow-
ing it to extend far into the wave zone with a considerably
less than proportional increase in computational expense.
Like in previous studies, our hydrodynamical evolution is
spoiled by numerical instabilities; we apply Kreiss-Oliger
dissipation to damp out those spurious oscillations. We
choose 3120×50 grid points as our “standard resolution”
and on such a grid, the dissipation coefficients required
for a stable evolution are of the order of 10−8 for the
spacetime perturbations and ≈ 10−7 − 10−6 for the fluid
perturbations. We sketch a proof that the Hilbert gauge
(mathematically) remains satisfied throughout the evo-
lution if it is satisfied in the initial data; in our simula-
tions, we observe only very small numerical violations of
the Hilbert gauge that remain bounded if we pick such
initial data (even though we are not required to do so
when concerned with fluid modes). We are planning to
implement constraint damping mechanism for improved
accuracy and also to construct initial data consistent with
the Hilbert gauge for rotating configurations.
We perform convergence tests to study the accuracy
of our code. With increasing grid resolution, we observe
a clear convergence of the obtained frequencies toward
a limit for both non-rotating and rotating background
models. The convergence tests show that in a typical
simulation, the obtained frequency usually deviates less
than 1% − 2% from the limiting value or has an accu-
racy of about 10 Hz. For non-rotating models, we can
compare our obtained frequencies also with results from
high-accuracy eigenvalue codes; the agreement between
the results from our time evolution code and the values
from the eigenvalue code is excellent. Furthermore, we
reproduced previously published results from non-linear
codes for several neutron star models at varying rotation
rate with our perturbative code; again, the agreement be-
tween our values and the published ones is excellent for
all considered models, irrespective of the rotation rate.
Our formulation of the problem allows to reduce the
problem to two spatial dimensions which drastically low-
ers the computational expense of our numerical time evo-
lutions in comparison to non-linear codes that perform
three-dimensional simulations. The evolution of the per-
turbations of a neutron star for 15 ms on a grid with
3120 × 50 points, which facilitates a decent frequency
resolution, requires only a few dozen of CPU hours; this
enables us to study broad ranges of parameters and var-
ious EoSs. In the future, we expect to reduce the com-
putational cost even further by deriving a simplified set
of perturbation equations.
This concludes the presentation of the perturbation
equations, their numerical implementation and accuracy
tests of our code. Equipped with this code, we are able
to produce a plethora of results concerning various os-
cillation modes of neutron stars; the most fundamental
results concerning the fundamental mode of neutron stars
are published in an accompanying paper [49].
Beside the investigation of mode frequencies, we will
also study the emission of gravitational waves associated
with the various modes, in which the quadrupole formula
seems the most suitable candidate as extraction method
to complement our code.
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Appendix A: Conventions and Abbreviations
We introduce a few notational conventions and abbreviations that we use throughout all further appendices for the
sake of brevity and clarity.
• We use calligraphic letters for the spacetime perturbations and
Ξ = {A,B,H,K,L,M,P,Q,W,Y} (A1)
denotes the set of all ten spacetime perturbations.
• We use the comma notation to abbreviate partial derivatives, for example,
K,t := ∂
∂t
K, ω,r := ∂
∂r
ω, or ψ,rθ :=
∂2
∂θ∂r
ψ. (A2)
• We define the following shortcuts for some expressions:
κ := 4pi (+ p) , (A3)
κ1 := 4pie
2ν
(
ut
)2
(+ p) , (A4)
κ2 :=
(
ut
)2
(+ p), (A5)
$ := Ω− ω. (A6)
Appendix B: Hilbert constraints
The definition of the Hilbert gauge, Eq. (8), can be expanded into four differential equations for the spacetime
perturbations. Using the expressions Eqs. (10) to (19), we find
e2µ
∂H
∂t
= −1
2
e2ψω,rr sin θA− 1
2
e2ψω,θ sin θB − ime2µωH− 1
2
(
ψ,r + ν,r +
2
r
)
L − 1
2
L,r (B1)
− 1
2r
(ψ,θ + ν,θ + cot θ)M− 1
2r
M,θ + ime
2ν+2µ
2r sin θ
Y,
e−2ν
∂L
∂t
= − im
r sin θ
A− 2ν,rH+ 2
(
ψ,r + ν,r + µ,r +
2
r
)
K + 2K,r − ime−2νωL − 2
(
µ,r +
1
r
)
P (B2)
+
1
r
(ψ,θ + ν,θ + 2µ,θ + cot θ)Q+ 1
r
Q,θ − 2
(
ψ,r +
1
r
)
W + e2ψω,rr sin θY,
e−2ν
∂M
∂t
= − im
r sin θ
B − 2ν,θ
r
H− 2µ,θ
r
K − ime−2νωM+ 2
r
(ψ,θ + ν,θ + µ,θ + cot θ)P + 2
r
P,θ (B3)
+
(
ψ,r + ν,r + 2µ,r +
3
r
)
Q+Q,r − 2
r
(ψ,θ + cot θ)W + e2ψω,θ sin θY,
e2µ
∂Y
∂t
=
(
3ψ,r + ν,r +
3
r
)
A+A,r + 1
r
(3ψ,θ + ν,θ + 2 cot θ)B + 1
r
B,θ − 2ime
2µ
e2ψr sin θ
W − ime2µωY. (B4)
Appendix C: Perturbations of the energy-momentum tensor
In this appendix, we discuss the relations between the variables Qi that we defined in Eqs. (21) to (26). It can
easily be shown that Q5 is, by definition, a linear combination of Q1, Q2, and Q6,
Q5 = −Ω2r2 sin2 θQ1 + 2Ωr sin θQ2 + g(0)rr
(
Ω2gtt(0) − 2Ωgtϕ(0) + gϕϕ(0)
)
r2 sin2 θQ6 (C1)
= −Ω2r2 sin2 θQ1 + 2Ωr sin θQ2 +
(
e2µ
e2ψ
− e2µ−2ν$2r2 sin2 θ
)
Q6. (C2)
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Furthermore, Q6 is not an independent variable, too, but can be written as a linear combination of Q1, Q2, and some
spacetime perturbations. To see this, we need to employ the definition of the speed of sound of the fluid,
δp = c2sδ, (C3)
and express the perturbations of pressure and energy density in terms of the Qi’s and the spacetime perturbations.
After some algebraic manipulations, we arrive at
Q6 =
e−2µ+2νc2s
e2ν − e2ψr2 sin2 θ$2c2s
× (C4)
×
[ (
e2ν + e2ψr2 sin2 θ
(
Ω2 − ω2))Q1 − 2e2ψr sin θ$Q2
+ 2e2νκ2
(H+ e2ψr sin θ$Y − e−2ν+2ψr2 sin2 θ$2W)− (+ p) (H+K + P +W)] .
Compared to the corresponding expression in the Cowling approximation (see, e.g., Eq. (11) in [48]), this expression
has gained some correctional terms from the spacetime perturbations (and accounts for the slightly modified definition
of Q2) but is otherwise unaltered.
Appendix D: Equations Governing the Spacetime Dynamics
In this appendix, we present the wave equations governing the dynamics of the ten spacetime perturbations. In
order to simplify the expressions, we make liberal use of the background equations, i.e. those equations that emerge
from the unperturbed Einstein equations, cf. Eq. (1), as well as the Hilbert conditions, cf. Eqs. (B1) to (B4). The ten
wave equations all take the same form and for any spacetime perturbation, say, X its corresponding wave equation
can be written as
e2µ−2ν
∂2X
∂t2
=
∑
®∈Σ1
[X|®]®, (D1)
where we denote with the symbol [X|®] the coefficient of the function® appearing in the wave equation for X ,
and Σ1 is the set containing all ten spacetime perturbations, their first time derivatives, their first and second radial
and polar derivatives, and the fluid perturbations, i.e.
Σ1 := {Q1, Q2, Q3, Q4, Q6} ∪
⋃
X∈Ξ
{X ,X,t,X,r,X,rr,X,θ,X,θθ} , (D2)
where Ξ is the set of all spacetime perturbation variables. In the following, we list all coefficients of the wave equations
that are non-zero (and use the definitions shown in Appendix A):
[A|A] = e2µ
(
2κ− 4κ1 −m2gϕϕ(0) + 32pip
)
− (3ψ2,r − 2ψ,rν,r + 6µ,rψ,r − ν2,r + 2µ,rν,r)− e2ψ−2νω2,θ sin2 θ (D3)
− 1
r2
[
12ψ,rr + 6µ,rr + 3ψ
2
,θ + 4ψ,θν,θ + (9ψ,θ + 5ν,θ − 2µ,θ + cot θ) cot θ + ν2,θ + ν,θθ + 3ψ,θθ + 5
]
[A|A,t] = −2ime2µ−2νω (D4)
[A|A,r] = 3ψ,r + 3ν,r − 2µ,r + 2
r
(D5)
[A|A,rr] = 1 (D6)
[A|A,θ] = 1
r2
(−2µ,θ + 3ψ,θ + ν,θ + cot θ) (D7)
[A|A,θθ] = 1
r2
(D8)
[A|B] = 1
r
(
ν,r − µ,r − 1
r
)
(6ψ,θ + 2ν,θ + 4 cot θ) +
1
r
(3ψ,rθ + ν,rθ) + e
2ψ−2νω,rω,θr sin2 θ (D9)
[A|B,r] = 2
r
µ,θ (D10)
[A|B,θ] = 2
r2
(ν,rr − µ,rr − 1) (D11)
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[A|K] = −2ime2µ
(
2 (ψ,rr + 1)
e2ψr2 sin θ
+ e−2νω,rωr sin θ
)
(D12)
[A|K,t] = −2e2µ−2νω,rr sin θ (D13)
[A|L] = e−2ν sin θ (ψ,rr + ν,rr + 2)ω,r + e−2ν 1
r
sin θ (3ψ,θ − ν,θ − 2µ,θ + 3 cot θ + ∂θ)ω,θ (D14)
[A|L,r] = e−2νω,rr sin θ (D15)
[A|L,θ] = 1
r
e−2νω,θ sin θ (D16)
[A|M] = −e−2ν sin θ (2ψ,θ − 2ν,θ − 2µ,θ + 2 cot θ + ∂θ)ω,r (D17)
[A|Q] = −ime2µ
(
2 (ψ,θ + cot θ)
e2ψr2 sin θ
+ e−2νω,θω sin θ
)
(D18)
[A|Q,t] = −e2µ−2νω,θ sin θ (D19)
[A|W] = 2ime2µ
(
2 (ψ,rr − ν,rr + 1)
e2ψr2 sin θ
+ e−2νω,rωr sin θ
)
(D20)
[A|W,t] = 2e2µ−2νω,rr sin θ (D21)
[A|Y] = −ime2µω,r (D22)
[A|Q3] = −16pie4µ$r sin θ (D23)
[B|A] = 1
r2
[2 (3ψ,rr + ν,rr + 3) (ν,θ − µ,θ)− 2 (µ,rr + 1) cot θ + 3ψ,rθr + ν,rθr] + e2ψ−2νω,rω,θr sin2 θ (D24)
[B|A,r] = 2
r
(ν,θ − µ,θ) (D25)
[B|A,θ] = 2
r2
(µ,rr + 1) (D26)
[B|B] = −e2µm2gϕϕ(0) + e2ψ−2νω2,θ sin2 θ (D27)
+
1
r2
[(2ν,θ − 2µ,θ − cot θ + ∂θ) (3ψ,θ + ν,θ) + 4 (ν,θ − µ,θ − cot θ) cot θ − 2]
[B|B,t] = −2ime2µ−2νω (D28)
[B|B,r] = 3ψ,r + ν,r − 2µ,r + 2
r
(D29)
[B|B,rr] = 1 (D30)
[B|B,θ] = 1
r2
(−2µ,θ + 3ν,θ + 3ψ,θ + cot θ) (D31)
[B|B,θθ] = 1
r2
(D32)
[B|L] = −e−2ν sin θ (2ψ,r − 2ν,r − 2µ,r + ∂r)ω,θ (D33)
[B|M] = −4κ1e2µ−2ν$r sin θ − e−2ν sin θ (2µ,rr + 1)ω,r − e
−2ν
r
sin θ (2ψ,θ − 2ν,θ + 2 cot θ + ∂θ)ω,θ (D34)
[B|M,r] = e−2νω,rr sin θ (D35)
[B|M,θ] = e−2νω,θr sin θ (D36)
[B|P] = −2ime2µ
(
2 (ψ,θ + cot θ)
e2ψr2 sin θ
+ e−2νω,θω sin θ
)
(D37)
[B|P,t] = −2e2µ−2νω,θ sin θ (D38)
[B|Q] = −ime2µ
(
2 (ψ,rr + 1)
e2ψr2 sin θ
+ e−2νω,rωr sin θ
)
(D39)
[B|Q,t] = −e2µ−2νω,rr sin θ (D40)
[B|W] = 2ime2µ
(
2 (ψ,θ − ν,θ + cot θ)
e2ψr2 sin θ
+ e−2νω,θω sin θ
)
(D41)
[B|W,t] = 2e2µ−2νω,θ sin θ (D42)
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[B|Y] = −e
2µ
r
imω,θ (D43)
[B|Q4] = −16pie4µ$r sin θ (D44)
[H|A] = 2imν,r
r sin θ
+ ime2ψ−2νωω,rr sin θ (D45)
[H|B] = 2imν,θ
r2 sin θ
+ ime2ψ−2νω,θω sin θ (D46)
[H|H] = e2µ
(
−2m2e−2νω2 − κ+ 2κ1 −m2gϕϕ(0)
)
+ 2
(
ν2,r +
1
r2
ν2,θ
)
+ e2ψ−2ν sin2 θ
(
r2ω2,r + ω
2
,θ
)
(D47)
[H|H,r] = ψ,r + ν,r + 2
r
(D48)
[H|H,rr] = 1 (D49)
[H|H,θ] = 1
r2
(ψ,θ + ν,θ + cot θ) (D50)
[H|H,θθ] = 1
r2
(D51)
[H|K] = e2µ (κ− 16pip)− e2ψ−2νω2,θ sin2 θ − 2
(
ψ,r + ν,r + µ,r +
2
r
)
ν,r (D52)
+
2
r2
(ψ,θ + ν,θ + µ,θ + cot θ + ∂θ) ν,θ
[H|K,r] = −4ν,r (D53)
[H|L] = ime−2ν
(
ψ,r + ν,r + ∂r +
2
r
)
ω (D54)
[H|L,r] = iωme−2ν (D55)
[H|M] = e
−2ν
r
im (ψ,θ + ν,θ + cot θ + ∂θ)ω (D56)
[H|M,θ] = 1
r
iωme−2ν (D57)
[H|P] = (4κ1 − κ) e2µ + 2
(
µ,r +
1
r
)
ν,r − 2
r2
(2ψ,θ + 2ν,θ + µ,θ + 2 cot θ + ∂θ) ν,θ + e
2ψ−2νω2,θ sin
2 θ (D58)
[H|P,θ] = − 4
r2
ν,θ (D59)
[H|Q] = −2
r
(
ψ,r + µ,r +
2
r
+ ∂r
)
ν,θ − 2
r
(ψ,θ + 2ν,θ + µ,θ + cot θ) ν,r + e
2ψ−2νω,rω,θr sin2 θ (D60)
[H|Q,r] = −2
r
ν,θ (D61)
[H|Q,θ] = −2
r
ν,r (D62)
[H|W] = e2µ (κ+ 2κ1) + 2
(
ψ,r +
1
r
)
ν,r +
2
r2
(ψ,θ + cot θ) ν,θ − e2ψ−2ν sin2 θ
(
r2ω2,r + ω
2
,θ
)
(D63)
[H|Y] = e2µ
(
m2ω
r sin θ
+ 2e2ψ$κ1r sin θ
)
− e2ψ sin θ (3ν,rr − 1)ω,r − e
2ψ
r
sin θ (3ν,θ − cot θ)ω,θ (D64)
[H|Y,r] = −e2ψω,rr sin θ (D65)
[H|Y,θ] = −e
2ψω,θ sin θ
r
(D66)
[H|Q1] = −8pie2µ+2ν (D67)
[K|A] = im
(
2 (ψ,rr − ν,rr + 1)
r2 sin θ
+ e2ψ−2νωω,rr sin θ
)
(D68)
[K|A,t] = e2ψ−2νω,rr sin θ (D69)
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[K|H] = e2µ (κ− 2κ1 − 16pip)− e2ψ−2νω2,θ sin2 θ + 2
(
ψ,r − ν,r + µ,r + 2
r
)
ν,r (D70)
+
2
r2
(ψ,θ + ν,θ − µ,θ + cot θ + ∂θ) ν,θ
[K|K] = −e2µ
(
κ+m2gϕϕ(0)
)
+ e2ψ−2νω2,rr
2 sin2 θ − 2 (ψ2,r − 2ψ,rν,r − ν2,r − 2µ,rν,r + µ2,r) (D71)
− 4
r
[ψ,r − 2ν,r + µ,r]− 2
r2
[
µ2,θ + 2
]
[K|K,t] = −2ime2µ−2νω (D72)
[K|K,r] = ψ,r + 5ν,r + 2
r
(D73)
[K|K,rr] = 1 (D74)
[K|K,θ] = 1
r2
(ψ,θ + ν,θ + cot θ) (D75)
[K|K,θθ] = 1
r2
(D76)
[K|L] = −ime−2νω,r (D77)
[K|P] = e2µκ− 1
2
e2ψ−2ν
(
r2ω2,r + ω
2
,θ
)
sin2 θ − 2 [ψ,rν,r + 2µ,rν,r − µ2,r]− 2r [3ν,r − 2µ,r] (D78)
− 2
r2
[
ψ,θν,θ + ν,θ cot θ − µ2,θ − 1
]
[K|Q] = 1
r2
(2ν,rr − 2µ,rr − 2) (ψ,θ + ν,θ + cot θ) + 1
r
(4µ,θν,r + ψ,rθ + ν,rθ) (D79)
[K|Q,r] = 2
r
µ,θ (D80)
[K|Q,θ] = 2
r2
(ν,rr − µ,rr − 1) (D81)
[K|W] = e2µ (2κ1 − κ) + 1
2
e2ψ−2ν
(
3ω2,θ − r2ω2,r
)
sin2 θ + 2
[
ψ2,r − 2ψ,rν,r − µ,rν,r
]
(D82)
+
2
r
[2ψ,r − 3ν,r]− 2
r2
[
ν2,θ − ν,θµ,θ + ν,θθ − 1
]
[K|Y] = −2κ1e2ψ+2µ$r sin θ − e2ψ
(
ψ,r − ν,r + µ,r + 2
r
)
ω,rr sin θ (D83)
− e
2ψ
r
sin θ (3ψ,θ − ν,θ − µ,θ + 3 cot θ + ∂θ)ω,θ
[K|Q6] = 8pie4µ (D84)
[L|A] = −e2µ
(
4κ1e
2ψ$r sin θ + 2m2
ω
r sin θ
)
+ 2e2ψr sin θ (ψ,r + ν,r − µ,r)ω,r (D85)
− e
2ψ sin θ
r
(3ψ,θ − ν,θ + 4 cot θ + ∂θ)ω,θ
[L|A,r] = 2e2ψω,rr sin θ (D86)
[L|A,θ] = e
2ψω,θ sin θ
r
(D87)
[L|B] = e2ψ sin θ (3ψ,θ + ν,θ + 2 cot θ + ∂θ)ω,r + 2e2ψ sin θ (ψ,r − µ,r)ω,θ (D88)
[L|B,θ] = e2ψω,r sin θ (D89)
[L|H] = 2ime2µ (2ων,r + ω,r) (D90)
[L|K] = −2ime2µ
(
2ψ,r + 2µ,r + ∂r +
4
r
)
ω (D91)
[L|K,t] = 4e2µν,r (D92)
[L|K,r] = −4ime2µω (D93)
[L|L] = −e2µ
(
2m2e−2νω2 + 16pip+m2gϕϕ(0)
)
− (ψ,r − ν,r)2 + 2µ,r (ψ,r + ν,r) + e2ψ−2νω2,rr2 sin2 θ (D94)
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+
1
r2
[
ψ,rr + 5ν,rr + 3ψ
2
,θ − 4µ,θ (ψ,θ + cot θ) + 6ψ,θ cot θ + ν2,θ + ν,θθ + 3ψ,θθ − 2
]
[L|L,r] = ψ,r + ν,r − 2µ,r + 2
r
(D95)
[L|L,rr] = 1 (D96)
[L|L,θ] = 1
r2
(ψ,θ − ν,θ − 2µ,θ + cot θ) (D97)
[L|L,θθ] = 1
r2
(D98)
[L|M] = −1
r
(2ψ,θ − 2µ,θ + 2 cot θ + ∂θ) (ψ,r − ν,r)− 1
r2
(2ψ,θ − 4µ,θ + 2 cot θ) (D99)
[L|M,r] = 2
r
µ,θ (D100)
[L|M,θ] = 2
r2
(ν,rr − µ,rr − 1) (D101)
[L|P] = 4e2µimω
(
µ,r +
1
r
)
(D102)
[L|Q] = − im
r
e2µ (2ψ,θ + 4µ,θ + 2 cot θ + ∂θ)ω (D103)
[L|Q,t] = 2
r
e2µν,θ (D104)
[L|Q,θ] = −2ime
2µω
r
(D105)
[L|W] = 2ime2µ
(
2ψ,rω − ω,r + 2
r
ω
)
(D106)
[L|Y] = 2ime2µ
(
e2ν (ψ,rr − ν,rr + 1)
r2 sin θ
− e2ψωω,rr sin θ
)
(D107)
[L|Q3] = −16pie2ν+4µ (D108)
[M|A] = e2ψ sin θ
(
3ψ,r + ν,r +
3
r
)
ω,θ + e
2ψ sin θ (2ψ,θ − 2µ,θ + 2 cot θ + ∂θ)ω,r (D109)
[M|A,r] = e2ψω,θ sin θ (D110)
[M|B] = −2m
2e2µω
r sin θ
+
e2ψ
r
sin θ (5ψ,θ + ν,θ − 2µ,θ + 3 cot θ + ∂θ)ω,θ (D111)
[M|B,r] = e2ψω,rr sin θ (D112)
[M|B,θ] = 2
r
e2ψω,θ sin θ (D113)
[M|H] = 2
r
ime2µ (2ων,θ + ω,θ) (D114)
[M|K] = 4
r
ime2µωµ,θ (D115)
[M|L] = −e2ψ−2νω,rω,θr sin2 θ + 2
r
(ν,θ − µ,θ) (ψ,r + ν,r) + 1
r
(ψ,rθ + 3ν,rθ − 4ν,θµ,r)− 4
r2
µ,θ (D116)
[M|L,r] = 2
r
(ν,θ − µ,θ) (D117)
[M|L,θ] = 2
r2
(µ,rr + 1) (D118)
[M|M] = e2µ
(
2κ− 4κ1 −m2gϕϕ(0) − 2m2e−2νω2
)
− 1
2
e2ψ−2ν
(
r2ω2,r + ω
2
,θ
)
sin2 θ − 1
r
(ψ,r + ν,r + 4µ,r) (D119)
+ 2 (µ,rν,r − ψ,rν,r − µ,rψ,r) + 1
r2
(−2ψ2,θ − 4ψ,θ cot θ − cot2 θ + ν,θθ − ψ,θθ − 1)
[M|M,r] = ψ,r − ν,r − 2µ,r + 2
r
(D120)
[M|M,rr] = 1 (D121)
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[M|M,θ] = 1
r2
(−2µ,θ + ν,θ + ψ,θ + cot θ) (D122)
[M|M,θθ] = 1
r2
(D123)
[M|P] = −2
r
ime2µ (2ψ,θ + 2µ,θ + 2 cot θ + ∂θ)ω (D124)
[M|P,t] = 4
r
e2µν,θ (D125)
[M|P,θ] = −4
r
ime2µω (D126)
[M|Q] = −ime2µ
(
2ψ,r + 4µ,r +
6
r
+ ∂r
)
ω (D127)
[M|Q,t] = 2e2µν,r (D128)
[M|Q,r] = −2ime2µω (D129)
[M|W] = 2
r
ime2µ (2ψ,θ + 2 cot θ − ∂θ)ω (D130)
[M|Y] = 2ime2µ
(
e2ν (ψ,θ − ν,θ + cot θ)
r2 sin θ
− e2ψωω,θ sin θ
)
(D131)
[M|Q4] = −16pie4µ+2ν (D132)
[P|B] = im
(
2 (ψ,θ − ν,θ + cot θ)
r2 sin θ
+ e2ψ−2νω,θω sin θ
)
(D133)
[P|B,t] = e2ψ−2νω,θ sin θ (D134)
[P|H] = e2µ (2κ1 − κ)− 2
(
µ,r +
1
r
)
ν,r − 2
r2
(2ν,θ − µ,θ + ∂θ) ν,θ + e2ψ−2νω2,θ sin2 θ (D135)
[P|K] = e2µκ− 1
2
e2ψ−2ν
(
r2ω2,r + ω
2
,θ
)
sin2 θ − 2
(
ψ,r +
1
r
)
ν,r + 2
(
µ,r +
2
r
)
µ,r (D136)
− 2
r2
[
ν,θ (ψ,θ + 2µ,θ + cot θ)− µ2,θ − 1
]
[P|M] = − im
r
e−2νω,θ (D137)
[P|P] = −e2µ
(
m2gϕϕ(0) + κ
)
+ e2ψ−2νω2,θ sin
2 θ − 2
(
µ,r +
2
r
)
µ,r − 2
r2
[(2ψ,θ − 2ν,θ + cot θ) cot θ + 1] (D138)
− 2
r2
(
ψ2,θ − 2ψ,θν,θ − ν2,θ − 2ν,θµ,θ + µ2,θ
)
[P|P,t] = −2ime2µ−2νω (D139)
[P|P,r] = ψ,r + ν,r + 2
r
(D140)
[P|P,rr] = 1 (D141)
[P|P,θ] = 1
r2
(ψ,θ + 5ν,θ + cot θ) (D142)
[P|P,θθ] = 1
r2
(D143)
[P|Q] = 1
r2
[(ν,θ − µ,θ) (2ψ,rr + 2ν,rr + 2) + 4ν,θ (µ,rr + 1) + ψ,rθr + ν,rθr] (D144)
[P|Q,r] = 2
r
(ν,θ − µ,θ) (D145)
[P|Q,θ] = 2
r2
(µ,rr + 1) (D146)
[P|W] = e2µ (κ− 2κ1)− e2ψ−2νω2,θ sin2 θ −
2
r2
[
(2ν,θ − µ,θ) (ψ,θ + cot θ)− cot2 θ + ψ,θθ
]
(D147)
− 2µ,rψ,r − 2
r
(ψ,r + µ,r)
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[P|Y] = 2κ1e2ψ+2µ$r sin θ + e2ψ sin θ (µ,rr + 1)ω,r + e
2ψ
r
sin θ (2ψ,θ − µ,θ + 2 cot θ + ∂θ)ω,θ (D148)
[P|Q6] = 8pie4µ (D149)
[Q|A] = im
(
2 (ψ,θ − ν,θ + cot θ)
r2 sin θ
+ e2ψ−2νω,θω sin θ
)
(D150)
[Q|A,t] = e2ψ−2νω,θ sin θ (D151)
[Q|B] = im
(
2 (ψ,rr − ν,rr + 1)
r2 sin θ
+ e2ψ−2νω,rωr sin θ
)
(D152)
[Q|B,t] = e2ψ−2νω,rr sin θ (D153)
[Q|H] = 2e2ψ−2νω,rω,θr sin2 θ − 4
r2
[2ν,rν,θr − µ,θν,rr − ν,θµ,rr + ν,rθr − ν,θ] (D154)
[Q|K] = 2
r2
[(2ν,θ − 2µ,θ) (ψ,rr + 1) + 2ν,θ (ν,rr + µ,rr + 1)− 4µ,θν,rr + ψ,rθr + ν,rθr] (D155)
[Q|K,r] = 4
r
(ν,θ − µ,θ) (D156)
[Q|K,θ] = 4
r2
(µ,rr + 1) (D157)
[Q|L] = − im
r
e−2νω,θ (D158)
[Q|M] = −ime−2νω,r (D159)
[Q|P] = 2
r2
[(2ν,rr − 2µ,rr − 2) (ψ,θ + 2ν,θ + cot θ) + 2ν,rr (µ,θ − ν,θ) + ψ,rθr + ν,rθr] (D160)
[Q|P,r] = 4
r
µ,θ (D161)
[Q|P,θ] = 4
r2
(ν,rr − µ,rr − 1) (D162)
[Q|Q] = −e2µ
(
2κ+m2gϕϕ(0)
)
+ e2ψ−2ν sin2 θ
(
r2ω2,r + ω
2
,θ
)− 2
r
(ψ,r − 4ν,r + 4µ,r) (D163)
− (ψ2,r − 4ψ,rν,r − ν2,r − 4µ,rν,r + 4µ2,r)− 1r2 (ψ2,θ − 4ψ,θν,θ − ν2,θ − 4ν,θµ,θ + 4µ2,θ)
− 1
r2
[(2ψ,θ − 4ν,θ + cot θ) cot θ + 5]
[Q|Q,t] = −2ime2µ−2νω (D164)
[Q|Q,r] = ψ,r + 3ν,r + 2
r
(D165)
[Q|Q,rr] = 1 (D166)
[Q|Q,θ] = 1
r2
(ψ,θ + 3ν,θ + cot θ) (D167)
[Q|Q,θθ] = 1
r2
(D168)
[Q|W] = − 4
r2
[(ψ,rr + 1) (ν,θ − µ,θ) + (ν,rr − µ,rr − 1) (ψ,θ + cot θ) + ψ,rθr]− 2e2ψ−2νω,rω,θr sin2 θ (D169)
[Q|Y] = 2e2ψ sin θ (ψ,θ − µ,θ + cot θ)ω,r + 2e2ψ sin θ (ψ,r − µ,r + ∂r)ω,θ (D170)
[W|A] = −im
(
2 (ψ,rr + 1)
r2 sin θ
+ e2ψ−2νωω,rr sin θ
)
(D171)
[W|A,t] = −e2ψ−2νω,rr sin θ (D172)
[W|B] = −im
(
2 (ψ,θ + cot θ)
r2 sin θ
+ e2ψ−2νωω,θ sin θ
)
(D173)
[W|B,t] = −e2ψ−2νω,θ sin θ (D174)
[W|H] = e2µ (3κ− 2κ1)− e2ψ−2ν
(
r2ω2,r + ω
2
,θ
)
sin2 θ − 2
(
ψ,r +
1
r
)
ν,r − 2
r2
(ψ,θ + cot θ) ν,θ (D175)
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[W|K] = e2µκ+ 1
2
e2ψ−2ν
(
3ω2,θ − r2ω2,r
)
sin2 θ − 2
(
µ,r +
1
r
)
ν,r + 2
(
ψ,r +
1
r
)2
(D176)
− 2
r2
(
ν2,θ − ν,θµ,θ + ν,θθ
)
[W|P] = e2µ (3κ− 4κ1)− e2ψ−2νω2,θ sin2 θ − 2µ,rψ,r −
2
r
(ψ,r + µ,r) (D177)
+
2
r2
[
(ψ,θ + cot θ)µ,θ + cot
2 θ − ψ,θθ
]
[W|Q] = −e2ψ−2νω,rω,θr sin2 θ + 2
r
[(
ψ,r +
1
r
)
µ,θ +
(
µ,r +
1
r
)
(ψ,θ + cot θ)− ψ,rθ
]
(D178)
[W|W] = e2µ
(
κ− 2κ1 −m2gϕϕ(0)
)
+ e2ψ−2ν
(
r2ω2,r + ω
2
,θ
)
sin2 θ − 2
(
ψ,r +
1
r
)2
− 2
r2
(ψ,θ + cot θ)
2 (D179)
[W|W,t] = −2ime2µ−2νω (D180)
[W|W,r] = ψ,r + ν,r + 2
r
(D181)
[W|W,rr] = 1 (D182)
[W|W,θ] = 1
r2
(ψ,θ + ν,θ + cot θ) (D183)
[W|W,θθ] = 1
r2
(D184)
[W|Y] = −2κ1e2ψ+2µ$r sin θ + e2ψ (ψ,r + 2ν,r)ω,rr sin θ + e
2ψ
r
(ψ,θ + 2ν,θ)ω,θ sin θ (D185)
[W|Y,r] = e2ψω,rr sin θ (D186)
[W|Y,θ] = e
2ψ
r
ω,θ sin θ (D187)
[W|Q1] = −8pi (2ω +$)$e2ψ+2µr2 sin2 θ (D188)
[W|Q2] = 16pie2ψ+2µ$r sin θ (D189)
[W|Q6] = 8pie4µ−2ν
(
ut
)−2 (D190)
[Y|A] = −6ime−2νω
(
ψ,r +
1
r
)
(D191)
[Y|A,t] = 2e−2νν,r (D192)
[Y|A,r] = −2ime−2νω (D193)
[Y|B] = −2
r
ime−2νω (3ψ,θ + 2 cot θ) (D194)
[Y|B,t] = 2
r
e−2νν,θ (D195)
[Y|B,θ] = −2
r
ime−2νω (D196)
[Y|H,r] = −2e−2νω,rr sin θ (D197)
[Y|H,θ] = −2
r
e−2νω,θ sin θ (D198)
[Y|K] = 2
r
e−2ν sin θ (3ψ,θ − ν,θ + 3 cot θ + ∂θ)ω,θ (D199)
[Y|K,r] = −2e−2νω,rr sin θ (D200)
[Y|L] = −2im (ψ,rr + 1)
e2ψ+2νr2 sin θ
(D201)
[Y|M] = −2im (ψ,θ + cot θ)
e2ψ+2νr2 sin θ
(D202)
[Y|P] = −8κ1e2µ−2ν$r sin θ − 2
r
e−2ν sin θ (3ψ,θ − ν,θ + 3 cot θ + ∂θ)ω,θ (D203)
22
[Y|P,θ] = −2
r
e−2νω,θ sin θ (D204)
[Y|Q] = −e−2ν sin θ
(
3ψ,r − ν,r + ∂r + 3
r
)
ω,θ − e−2ν sin θ (3ψ,θ − ν,θ + 3 cot θ + ∂θ)ω,r (D205)
[Y|Q,r] = −e−2νω,θ sin θ (D206)
[Y|Q,θ] = −e−2νω,r sin θ (D207)
[Y|W] = −4e2µ−2ν
(
2$κ1r sin θ +
m2ω
e2ψr sin θ
)
(D208)
[Y|W,r] = 2e−2νω,rr sin θ (D209)
[Y|W,θ] = 2
r
e−2νω,θ sin θ (D210)
[Y|Y] = e2µ
(
8pi(p− )− 2m2e−2νω2 −m2gϕϕ(0)
)
+ e2ψ−2ν
(
r2ω2,r + ω
2
,θ
)
sin2 θ + 4ψ,rν,r +
1
r
(ν,r − 3ψ,r) (D211)
+
1
r2
(
4ψ,θν,θ − 3ψ,θ cot θ + ν,θ cot θ − cot2 θ − 1
)
[Y|Y,r] = 3ψ,r + 3ν,r + 2
r
(D212)
[Y|Y,rr] = 1 (D213)
[Y|Y,θ] = 1
r2
(3ψ,θ + 3ν,θ + cot θ) (D214)
[Y|Y,θθ] = 1
r2
(D215)
[Y|Q1] = −16pie2µωr sin θ (D216)
[Y|Q2] = 16pie2µ (D217)
Appendix E: Equations Governing the Fluid Dynamics
We present the perturbation equations for the neutron star fluid very similar to how we laid out the equations for
the spacetime perturbation variables in Appendix D in that we list all non-zero coefficients of the evolution equations.
The crucial difference here is that the hydrodynamical equations, stemming from the perturbed law of conservation
of energy-momentum, δ (∇µTµν) = 0, contain only first derivatives of the fluid perturbations rather than taking the
form of wave equations. For any evolved fluid perturbation, say, Qi the corresponding evolution equation can be
written as
∂Qi
∂t
=
∑
®∈Σ2
[Qi|®]® for i = 1, . . . , 4, (E1)
where, again, the symbol [Qi|®] denotes the coefficient that appears in front of® in the evolution equation for Qi,
and Σ2 is the set of the potentially appearing perturbation functions and their derivatives, i.e.,
Σ2 :=
6⋃
i=1
{Qi, Qi,r, Qi,θ} ∪
⋃
X∈Ξ
{X ,X,t,X,r,X,θ} , (E2)
and Ξ is defined as above. The non-zero coefficients of the fluid perturbation equations are (with the use of the
definitions shown in Appendix A) as follows:
[Q1|H] = im
(
κ2ω − 1
2
e−2νω(+ p)
)
(E3)
[Q1|H,t] = κ2 − 1
2
e−2ν (+ p) (E4)
[Q1|K] = im
(
2κ2Ω− 1
2
e−2νω(+ p)
)
(E5)
[Q1|K,t] = 2κ2 − 1
2
e−2ν (+ p) (E6)
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[Q1|P] = im
(
2κ2Ω− 1
2
e−2νω(+ p)
)
(E7)
[Q1|P,t] = 2κ2 − 1
2
e−2ν (+ p) (E8)
[Q1|W] = im
(
κ2 (ω + 2$) +
1
2
e−2νω(+ p)
)
(E9)
[Q1|W,t] = κ2 + 1
2
e−2ν (+ p) (E10)
[Q1|Y] = −imκ2e2ψ$2r sin θ (E11)
[Q1|Q2] = − im
r sin θ
(E12)
[Q1|Q3] = −ψ,r − 3ν,r − 2µ,r − 2
r
− e2ψ−2ν$ω,rr2 sin2 θ (E13)
[Q1|Q3,r] = −1 (E14)
[Q1|Q4] = −1
r
(ψ,θ + 3ν,θ + 2µ,θ + cot θ)− e2ψ−2ν$ω,θr sin2 θ (E15)
[Q1|Q4,θ] = −1
r
(E16)
[Q2|H] = im
[
κ2Ω
2 − 1
2
(+ p)
(
1
e2ψr2 sin2 θ
+
ω2
e2ν
)]
r sin θ (E17)
[Q2|H,t] = −
[
1
2
(+ p)ωe−2ν − κ2 (2$ + ω)
]
r sin θ (E18)
[Q2|K] = im
[
2κ2Ω
2 +
1
2
(+ p)
(
1
e2ψr2 sin2 θ
− ω
2
e2ν
)]
r sin θ (E19)
[Q2|K,t] = −
[
1
2
(+ p)ωe−2ν − 2κ2Ω
]
r sin θ (E20)
[Q2|P] = im
[
2κ2Ω
2 +
1
2
(+ p)
(
1
e2ψr2 sin2 θ
− ω
2
e2ν
)]
r sin θ (E21)
[Q2|P,t] = −
[
1
2
(+ p)ωe−2ν − 2κ2Ω
]
r sin θ (E22)
[Q2|W] = im
[
κ2Ω
2 +
1
2
(+ p)
(
1
e2ψr2 sin2 θ
+
ω2
e2ν
)]
r sin θ (E23)
[Q2|W,t] =
[
1
2
(+ p)ωe−2ν + κ2ω
]
r sin θ (E24)
[Q2|Y] = imκ2ω
[
e2ν − e2ψ$2r2 sin2 θ] (E25)
[Q2|Y,t] = κ2e2ν (E26)
[Q2|Q3] = −e2ψ−2ν$ωω,rr3 sin3 θ
− [(3$ + ω)ψ,rr + ($ + 3ω) ν,rr + 2 ($ + ω)µ,rr − ω,rr + (2$ + ω) 2] sin θ (E27)
[Q2|Q3,r] = −Ωr sin θ (E28)
[Q2|Q4] = −e2ψ−2ν$ωω,θr2 sin3 θ
−
[
(3$ + ω)ψ,θ + ($ + 3ω) ν,θ + 2 ($ + ω)µ,θ − ω,θ + (3$ + ω) cot θ
]
sin θ (E29)
[Q2|Q4,θ] = −Ω sin θ (E30)
[Q2|Q5] = − im
r sin θ
(E31)
[Q3|A] = imκ2e2ψ−2µΩ$r sin θ (E32)
[Q3|A,t] = κ2e2ψ−2µ$r sin θ (E33)
[Q3|H] = −κ2e2ν−2µν,r − κ2$e2ψ−2µ [$ (ψ,rr + 1)− ω,rr] r sin2 θ (E34)
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[Q3|H,r] = e
−2µ
2
(+ p)− κ2e2ν−2µ (E35)
[Q3|K] = κ2e2ν−2µν,r − κ2$e2ψ−2µ [$ (ψ,rr + 1)− ω,rr] r sin2 θ (E36)
[Q3|K,r] = e
−2µ
2
(+ p) (E37)
[Q3|L] = −imκ2e−2µΩ (E38)
[Q3|L,t] = −κ2e−2µ (E39)
[Q3|P] = κ2e2ν−2µν,r − κ2$e2ψ−2µ [$ (ψ,rr + 1)− ω,rr] r sin2 θ (E40)
[Q3|P,r] = e
−2µ
2
(+ p) (E41)
[Q3|W] = κ2e2ν−2µν,r + κ2$e2ψ−2µ [$ (ψ,rr + 1)− ω,rr] r sin2 θ (E42)
[Q3|W,r] = −e
−2µ
2
(+ p) + κ2e
2ν−2µ (E43)
[Q3|Y] = κ2e2ψ+2ν−2µ [ω,rr −$ (2ψ,rr + 2ν,rr + 1)] sin θ (E44)
[Q3|Y,r] = −κ2e2ψ+2ν−2µ$r sin θ (E45)
[Q3|Q1] = −e2ν−2µν,r + e2ψ−2µr sin2 θ [ω,rωr − (ψ,rr + 1) (2ω +$)$] (E46)
[Q3|Q2] = e2ψ−2µ sin θ [2$ (ψ,rr + 1)− ω,rr] (E47)
[Q3|Q3] = −imΩ (E48)
[Q3|Q6] = −
[
ν,r + 2µ,r + e
2ψ−2ν$2r sin2 θ (ψ,rr + 1)
]
(E49)
[Q3|Q6,r] = −1 (E50)
[Q4|B] = imκ2e2ψ−2µ$Ωr sin θ (E51)
[Q4|B,t] = κ2e2ψ−2µ$r sin θ (E52)
[Q4|H] = −κ2e
2ν−2µν,θ
r
− κ2$e2ψ−2µr sin2 θ [$ (ψ,θ + cot θ)− ω,θ] (E53)
[Q4|H,θ] = e
−2µ
2r
(+ p)− κ2e
2ν−2µ
r
(E54)
[Q4|K] = κ2e
2ν−2µν,θ
r
− κ2$e2ψ−2µr sin2 θ [$ (ψ,θ + cot θ)− ω,θ] (E55)
[Q4|K,θ] = e
−2µ
2r
(+ p) (E56)
[Q4|M] = −imκ2e−2µΩ (E57)
[Q4|M,t] = −κ2e−2µ (E58)
[Q4|P] = κ2e
2ν−2µν,θ
r
− κ2$e2ψ−2µr sin2 θ [$ (ψ,θ + cot θ)− ω,θ] (E59)
[Q4|P,θ] = e
−2µ
2r
(+ p) (E60)
[Q4|W] = κ2e
2ν−2µν,θ
r
+ κ2$e
2ψ−2µr sin2 θ [$ (ψ,θ + cot θ)− ω,θ] (E61)
[Q4|W,θ] = −e
−2µ
2r
(+ p) +
κ2e
2ν−2µ
r
(E62)
[Q4|Y] = −κ2e2ψ+2ν−2µ sin θ [$ (2ψ,θ + 2ν,θ + cot θ)− ω,θ] (E63)
[Q4|Y,θ] = −κ2e2ψ+2ν−2µ$ sin θ (E64)
[Q4|Q1] = −e
2ν−2µν,θ
r
− e2ψ−2µr sin2 θ [(ψ,θ + cot θ) (2ω +$)$ − ω,θω] (E65)
[Q4|Q2] = e2ψ−2µ sin θ (2$ (ψ,θ + cot θ)− ω,θ) (E66)
[Q4|Q4] = −imΩ (E67)
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[Q4|Q6] = −1
r
(2µ,θ + ν,θ)− e2ψ−2ν$2r sin2 θ (ψ,θ + cot θ) (E68)
[Q4|Q6,θ] = −1
r
(E69)
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