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Abstract
The evolution of wireless networks towards 5G dictates the integration of a mul-
titude of heterogeneous radio access technologies to the traditional macro-cell
systems. Equipping the network with numerous small cell nodes, such as fem-
tocell and picocell base stations (BSs), implies a spectrum efficient and network
performance improving solution to support the rapidly increasing user demands.
However, this can be proven to be a cost-inefficient method that increases the
capital and operational expenditures of the network operators as well as the
power consumption, especially in low-traffic network conditions where a number
of BSs should be switched-off. To this end, device-centric solutions that leverage
the potentials stemming from the proximity, mobility and increased dynamics of
user devices should be considered. To this end, direct, proximity-based Device-
to-Device (D2D) communication, where two close-ranged user equipments (UEs)
are able to exchange data by bypassing the BS, is expected to play predominant
role in improving the overall network welfare and ease part of the traffic developed
on the BSs side.
This thesis focuses on the soft integration of inband D2D communications in
emerging cellular networks where D2D-enabled devices utilize the licensed spec-
trum. In the introductory part of the thesis we highlight the merits that this
communication paradigm can offer in terms of spectrum utilization, energy sav-
ing, delay reduction and data rate improvement. We also provide an overview
of the D2D use cases that enable opportunities for new services, its potential
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in improving the overall network performance as well as its oﬄoading capability
that can ease the traffic employed along the network.
In the sequel, we proceed with our proposed methodology that aims at easing
the coexistence of cellular and D2D users in emerging cellular networks. One
of the main contributions of the thesis is the optimization of cell association for
D2D UEs (DUEs). Cell association for D2D communications is an unexplored
area and a rather fertile ground for research. Following the conventional motif, a
user device would preferably couple with a high power macro cell BS that provides
the user with the highest signal power. However, with the advent of D2D com-
munications, this could be proven to be highly inefficient for users that want to
communicate directly and are associated with different BSs because BS intercom-
munication complexity and access delay is introduced. To this end, we propose
a number of optimization formulations for D2D-based cell association that takes
into consideration not only the nature of the inband D2D communications (un-
derlay or overlay), but also performance-hindering factors such as user density,
interference and so on. Other than the throughput enhancing and power saving
attributes of the proposed framework, notable resource efficiency improvement is
achieved. Indicatively, for both underlay and overlay D2D communications, more
than 12% and 45% radio resource utilization mitigation is ensured compared to
baseline methods.
On top of optimizing cell association for D2D communications, we further
investigate the problem of resource allocation in different D2D underlaying cellu-
lar network scenarios where DUEs are permitted to reuse the cellular resources
and, therefore, high levels of interference need to be prevented. By consider-
ing different deployment scenarios, we propose a set of low-complexity heuristic
algorithms with the aim to achieve high data rate performance for D2D com-
munications with respect to meeting the cellular users’ quality of service (QoS)
requirements. The proposed algorithms are evaluated in high-traffic networking
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scenarios where D2D communications underlay relay-enabled cellular networks.
In aggregate, more than 10% of sum throughput performance is achieved against
various resource allocation techniques.
In the sequel, we explore the dynamics of virtualizing the radio resources for
efficient sharing as, nowadays, we are witnessing higher network heterogeneity and
the emergence of multiple stakeholders with the overarching need to significantly
reduce deployment costs and achieve a sustainable network operation. Network
virtualization has emerged as a promising technique to overcome the complexity
of current network operation as well as facilitate inter-operators’ sharing. There-
fore, disruptive approaches to manage radio and network-virtualized resources are
expected to be a catalyst element of future mobile network architectures. Despite
the fact that a number of solutions for radio access network (RAN) virtualization
emerged over the last few years, it is worth pointing out that little attention has
been placed on issues related to D2D virtualization. Therefore, based on the
integration of an inter-tenant controller that enables the radio resource sharing
between multiple operators, we devise a set of efficient algorithms to optimize the
throughput performance of D2D communications in virtualized environments as
well as reduce the utilization levels of the allocated radio resources. More than
12% of sum-rate performance improvement compared to legacy, intra-tenant ap-
proaches where the radio resources are assigned based on which device initiates
the communication per case.
Finally, a summary of the research outcomes along with some future directions
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The unquestionable need to address the rapidly increasing and varying demands
for wireless access to the existing networking infrastructures is the main concern
for network operators. The resulting mobile data traffic, most of which stems
from video requests, is expected to further challenge the network capacity limits
and grow almost eightfold by the end of 2020 [1]. This growth highly correlates to
the ongoing user proliferation as well as the evolution of mobile devices. Devices
with increased set of capabilities, such as smartphones and tablets, create a fertile
ground for introducing new business models and propelling a multitude of novel
services, including content sharing, social networking services [2], advertising and
multiplayer gaming, where, among all, users are expected to interact more in a
local, proximity-based fashion.
On top of the increasing capacity that network operators have to cope with,
other significant performance requirements such as latency, throughput, reliability
and energy efficiency need to be ensured. This is the reason why cellular net-
works have been gradually experiencing radical architectural changes through the
years [3]. Moving from the traditional, macro-cell only networks to more flexible
architectures that network heterogeneity introduces, several radio access tech-
nologies are being ongoingly integrated in order to improve the overall network
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sustainability [4]. This shift stably prepares the ground for migrating towards
the next generation mobile networks, referred to as the fifth generation (5G). 5G
networks are envisaged to rely on multi-tier architectural designs where the user
devices will be playing a predominant role by operating on different modes and
connecting flexibly to different nodes [5][6].
However, the continuous embodiment of different access technologies such as
small cells and other low-power nodes as well as the installation of macro base
stations (BSs) to increase capacity and support a huge number of connections
can become cost-inefficient and eventually lead to the increase of capital and op-
erational expenditures (CAPEX/OPEX) for the network operators’ side. Hence,
device-centric solutions that exploit the merits of existing technologies have to
be further enhanced. To this end, Device-to-Device (D2D) communication has
arisen as a disruptive technological paradigm and an additive device tier to exist-
ing macro-cell based systems, especially in order to meet the locality-based service
demands as well as benefit the overall cellular network’s operability [7]. Briefly, in
this communication paradigm, two close-ranged user equipments (UEs) are able
to exchange data between each other by establishing a direct link and bypassing
the routing of data through the BS [8]. The principal driving force for adopting
such a technology is the inherent potential for mobile stakeholders to oﬄoad part
of the traffic developed to the core network as well as the improvement in terms
of network resource efficiency, power savings and the received quality of service
(QoS) of the subscribed users, especially for proximity-based connections.
In this chapter, the significance of enabling the D2D communication paradigm
in cellular networks is highlighted. Initially, in section 1.1 the focus is turned on
indicating the technical as well as commercial suitability of D2D in current Long
Term Evolution (LTE) based networks and beyond. Then, section 1.2 discusses
the necessity of achieving efficient D2D-aware cell association for the paired com-
municating devices and the overall impact on conventional cellular connections.
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Furthermore, resource allocation for D2D underlaying cellular networks is a crit-
ical aspect that needs to be addressed in order to ameliorate the achieved data
rates with respect to interference patterns within the network and is a matter of
interest in the same section. Finally, the main contributions and outline of the
thesis are described in 1.3.
1.1 Device-to-Device Communications
One of the principal commitments of the Third Generation Partnership Project
(3GPP) LTE networks was the unprecedented increase of achievable data rates
and system capacity [9]. Then, its descendant, LTE-Advanced (LTE-A), com-
mercially known as 4G, was further envisaged to support new technologies and
components for LTE in order to meet even more challenging communication de-
mands in a cost-efficient way. Higher bitrates, enhanced spectral efficiency as
well as capacity to accommodate an increased number of simultaneously active
subscribers were set by the international telecommunication union (ITU) as the
most significant requirements [10].
To this direction, an important aspect that is able to offer multiple benefits
and needs to be exploited is that of local area communications, specified for re-
alizing short-range connections between the transmitter and the receiver, which
are able to achieve disruptive data rates with low energy consumption. For this
reason, existing technologies including wireless local-area network (WLAN) sys-
tems based on the standards of IEEE 802.11 (e.g. Wi-Fi, Wi-Fi Direct) that are
able to provide local services and fast access to the Internet through the license
exempt bands (e.g. industrial, scientific and medical (ISM) bands) have been
broadly used and consequently attracted lot of research interest [11]. However,
the use of unlicensed spectrum renders the controllability of interference a hard
task for the local service providers and creates inconvenience whether they can
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guarantee a stable, controlled networking environment or not. Therefore, realiz-
ing wireless communications in the licensed bands of a cellular network can entail
a more controllable, interference-limited environment where all communication
types will be under the control of the BS or other central entities.
This is the reason why D2D has become a popular item of discussion and
industrial other than academic interest. Initially, D2D related communication
setup principles were defined within 3GPP Rel. 12. In specific, 3GPP Rel. 12
and Rel. 13 elaborated on the proximity services (ProSe) enablement, based
on the D2D operation, and also highlighted the potentials and evolution ca-
pabilities of the concept of D2D to Vehicle to Vehicle (V2V) communications.
3GPP Rel. 13 also referred to multi-hop relay networking capabilities of D2D
communications as well as presented the standardization efforts with regard to
exerting priority control for mission critical push-to-talk applications. Then, the
discussion under 3GPP Rel. 14 constituted a precursor of the 5G network devel-
opment endeavours and focused on a multitude of aspects that included among
all emergency services, LTE-and-beyond enabled services and functionalities for
vehicle-to-everything (V2X), location services and latency reduction techniques.
With the advent of 5G, which is expected to bring phenomenal changes to the
current state of cellular networks, D2D communication is envisaged to become the
key enabler of proximity-based, direct communications operating in the licensed
band and can be thought of as the cellular-based peer-to-peer (P2P) equivalent
of Wi-Fi Direct. Different concepts of enabling D2D into future networks exist,
and can be mainly classified into two categories [11]:
• Inband D2D : In this category, D2D users are eligible to utilize the same
licensed spectrum that is available for cellular UEs (CUEs). The main ad-
vantage of it is the high control over the cellular spectrum that network
operators can achieve. This translates to potential interference avoidance
which is not the case in the hard-to-manage unlicensed spectrum. The in-
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band category is further divided into two subcategories: first, the underlay,
where D2D and cellular users use the same spectrum. This increases the
spectral efficiency in the network. Second, it is the overlay case where D2D
communication is allocated with dedicated part of the cellular spectrum.
In the latter, even though interference between D2D and cellular users is
eliminated, the spectral efficiency of the cellular spectrum decreases. In
addition, the challenge of deciding which part of the spectrum needs to be
allocated for the direct communications is still an open and hard to solve
issue.
• Outband D2D : In this category, D2D communication exploits the unlicensed
spectrum. The incentive for introducing such a concept is the elimination
of interference developed between D2D and cellular links. However, as al-
ready mentioned, the unlicensed bands, such as ISM, create inconvenience
in terms of interference controllability. Thus, there is no network control
over D2D communications. In the unlicensed spectrum, usually other wire-
less technologies such as Zigbee, Wi-Fi Direct or bluetooth are adopted in
order to realize outband direct communications [11]. Outband D2D is also
further categorized into controlled and autonomous communication. In the
former, it is suggested that the control of the second interface is given to
the cellular network, whereas in the latter D2D is used autonomously by
the users as the second interface and is not under the control of the cellular
network.
The main difference between D2D integrated in cellular networks and other
direct technologies is that the former is subject to a set of QoS rules mandated
by the Telecom operator, unlike the rest that are based on “best effort” com-
munications. In this thesis, the focus is turned on the inband nature of D2D
communications where the users are supported by the cellular infrastructure and
are allocable with resources only from the licensed spectrum. In specific, we
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mainly consider the most popular D2D communication type, that of the under-
lay due to its high spectral efficiency attribute as a consequence to the reuse
gain it offers. Practically, this implies that the radio resources’ reuse factor is
tightened in a way that a radio resource block (RB) can be used more than once
within the same cell. Additionally, the proximity of two close-ranged UEs leads
to extremely high data rates, low latency as well as controllable transmit power
and, thus, low energy consumption. If we also consider that D2D communication
is an economical technology that uses the pre-existing cellular infrastructure and
is able to alleviate and ease part of the traffic developed in the network, network
operators are considering introducing it in order to enable opportunities for new
locality based applications and improve current services throughout the cellular
network [12][13].
1.2 Cell Association and Resource Management
This thesis aims at optimizing two critical networking issues, that of cell asso-
ciation and resource allocation in D2D-enabled cellular networks with regard to
a number of inhibitory constraints, such as interference and resource availability
limitations. The following subsections highlight the need for devising novel tech-
niques that take into consideration the D2D communication’s nature in order to
utterly exploit the offered benefits.
1.2.1 The Need for D2D-aware Cell Association
Conventional cellular networks are characterized by the deployment of multiple
homogeneous macro BSs with similar transmit power magnitudes and regular
traffic loads. User devices in such networks associate with the BS that serves
the geographical cell area that they belong to. This technically means that a UE
connects to the BS that provides the best signal-to-interference-plus-noise ratio
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(SINR) and establishes both downlink (DL) and uplink (UL) connections that
carry control and data traffic. If a uniform distribution of the users is observed
within a multi-cell network, this implies that each BS will be approximately
serving the same number of subscribers and, therefore, the cellular connections
are efficiently orchestrated without the need of load balancing.
However, in recent years, the evolution of mobile telephony as well as the
deluge of mobile devices with enhanced capabilities evoked the migration from the
homogeneous to heterogeneous networks (HetNets) that would play a significant
role on facing the immensely increasing capacity demands. The amalgamation of
multiple access technologies and the deployment of base stations with different
physical sizes as well as transmit powers represent the notion of HetNets that
was standardized within the 4G specifications. In specific, the LTE-A standards
designed a multi-tier HetNet roll-out, where macro cells would be overlaid by
small cells, such as picocells, femtocells, and relays. The aim of injecting the
small cell technology was to mainly oﬄoad the traffic developed on the macro
BSs’ side and to improve the coverage quality as well as the overall performance of
mainly the cell-edge users. Therefore, this cell densification, where different base
station types with varying transmit powers and capabilities co-exist, complicates
the issue of cell association and creates ambiguity considering where the user
devices should be connected to.
Although the aforementioned installation of small cell BSs, especially in high-
traffic, hotspot zones within the network has been proven to be an efficient method
that improves capacity as well as coverage, the irregularity of the spatial distribu-
tion of user devices is a repressive factor to the proper balancing of the network
traffic load. Based on the norm of associating a user with the maximum SINR-
providing BS in the downlink, this can potentially create huge imbalance cases
while most of the UEs are being coupled with the macro BS that serves the cell
area they are located in. This translates to increased underutilization effects for
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the small cells and a potential bottleneck for the macro cell infrastructure. It also
indicates that the 4G architecture was not effectively designed to support the in-
tegration of these new technologies because the network performance is burdened
with further enhancements, in that case in the form of cell association related
additions. To this direction, several methods have been proposed throughout the
literature and applied within the industry to allow for either avoiding a priori
such imbalance cases or coping with it a posteriori, and will be presented in the
sequel.
On top of that, even though D2D communication is expected to constitute
a significant part of future, wireless based connections, little attention has been
paid on how the association for two proximate and cooperating users should be
taking place. In such case, it is obvious that two communicating UEs will be
associated with either the same or different BS according to the rule of maximum
SINR. However, in the case of different associated BSs for a pair of two UEs,
the latency relating to BS intercommunication for exchanging information about
the D2D link establishment might be prohibitive. Hence, both UEs might be
preferably connected with the same BS in order to facilitate the synchronization
procedure.
Also, the ongoing user densification combined with the irregularity of the cells’
shape and the co-existence of multiple user types can lead to different levels of
load congestion in the cell areas (from lightly loaded to severely congested cases)
which need to be effectively managed in order to increase network capacity [14].
To this end, and by taking into consideration the nature of D2D communica-
tion, intelligent cell association and traffic balancing techniques must be applied
to address the resource and capacity limitations which might lead to network
bottleneck phenomena.
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Related work
As already discussed, cell association in cellular networks has been a critical
challenge for network operators due to the ongoing increase of user demands in
an underlying resource-limited infrastructure. The scope of further improving
existing cell association techniques is to enhance network capacity, accommodate
more users simultaneously with respect to their QoS requirements as well as allow
for the integration of other communication types, such as D2D communication.
Up to date, different approaches for cell association, mainly concerning the
traditional cellular connections in homogeneous and heterogeneous networks, ex-
ist within the literature. An exemplary work that considers both cases is [15]. It
proposes a base station - mobile station (BS-MS) association policy based on the
highest signal-to-interference ratio (SIR) where each MS should be located within
a predefined maximum distance from the BS to be served by it. The integration
of the maximum distance limitation accounts for avoiding frequent handovers.
They also study the same problem when distance is set to infinite, and thus high-
est SIR is the association criterion for single-tier (homogeneous) networks. Also,
they further apply the same approach for HetNets and prove its applicability for
user oﬄoading to lightly loaded cells. However, no attention has been paid on
how the association of communicating D2D users should be realized.
Regarding HetNets, cell association has been mainly based on the downlink
received signal strength (RSS) estimations of the cellular users. The integration
of different access technologies such as pico/femtocells that operate over the same
spectrum as that of the underlaid cellular network introduces another degree of
complexity compared to homogeneous settings, due to the developed inter-cell
interference. A number of solutions to encounter this problem have been ap-
plied, including, inter alia, cell splitting, range expansion, semi-static resource
negotiation on third-party backhaul connections, and fast dynamic interference
management. Those schemes and their respective benefits are well presented in
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[16]. However, because of the transmit power disparities of different tiers (macro-
cells and small-cells), imbalanced association cases will be appearing as most of
the users will be coupled with the macro BS [17]. In order to encounter this issue,
several works leveraged the concept of cell biasing, where the power signal that
a UE receives from a deployed small cell is increased by adding a biasing factor
[18]. With this method, cell association imbalances can be reduced. Its basic
benefit is that network capacity improvement is achieved via its macro-to-small
cell oﬄoading attribute [19]. However, this benefit is followed by an associated
drawback, especially in highly dense scenarios; this bias-centric user association
might lead to unexpected interference patterns as the biased users will receive
interference from the nearby macro-cell [20]. This happens due to overlapping
radio resource availability between the two adjacent cells where each of the cor-
responding base stations controls the resource allocation patterns for only the
users that are associated with it. Further, a comprehensive SINR analysis aiming
at estimating a user’s association probability, outage probability as well as the
spectral efficiency based on flexible cell association with different BS types (e.g.
macro or picocell BSs) is studied in [21]. Therein, a set of numerical results has
proven that there might be some cases where the random addition of pico and
femtocells to a cellular network will not necessarily increase the network capac-
ity and overall welfare. Extensively, an analytical taxonomy of cell association
techniques is detailed in [22].
Due to the aforementioned issues, [23] studied the effect of decoupling down-
link (DL) and uplink (UL) sessions in dense HetNets and illustrated the sub-
stantial performance gains in the UL for real world scenarios. This decoupling
notion differentiates the way UEs get connected with a BS. In downlink, cell
association is based on the downlink received signal power, whereas the uplink
cell association depends on the path-loss estimations. Not only UL throughput
could be significantly improved, but also outage rates are decreased while en-
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suring a minimum throughput requirement. UL/DL decoupling also provides a
cell association-based insight of how future 5G systems could be implemented to
ensure improved performance for both sessions [24]. Thus, the UL based CAS
should be carefully designed and updated as new technological components such
as D2D communications are expected to become a significant proportion of overall
connections in cellular networks.
Even though the integration of D2Ds in cellular networks brings up a num-
ber of challenges and merits, cell association for this communication paradigm
has been barely studied. In [25], the authors proposed an efficient four-step load
balancing mechanism when service-requesting users are associated with fully con-
gested cells. The aim there is to transfer part of the developed traffic to the less
congested cells in a multi-tier network by making use of relay-enabled direct
(D2D) communication. Traffic imbalance phenomena have to be taken into ac-
count as, in many cases, the need for direct communication emerges in a rather
irregular fashion in space.
Then, in [26], the authors developed a joint framework that considers the
user association and transmission mode switching between direct and D2D relay
modes in order to improve spectral as well as energy efficiency via closed-form
solutions.
1.2.2 Resource Management for D2D Communications
The most popular among all the 3GPP defined D2D communication modes is
that of inband. It introduces a network authorized direct communication where
both UEs are being served by LTE infrastructure and are able to utilize the
cellular resources in order to communicate between each other. This use of the
cellular spectrum for D2D other than the conventional cellular connections entails
a more interference-controllable and spectrum efficient environment for network
operators. However, depending on the spectrum sharing case of either underlay
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or overlay D2D communication type, network operators have to adopt different
approaches on how to orchestrate the scarce radio resources among cellular and
D2D links.
On the one hand, the integration of D2D as an underlay in cellular future-
based networks inserts another degree of complexity to the resource management
issue due to the potential simultaneous reuse of the available radio resources from
cellular and D2D links. In such case, high levels of mainly intra-cell interference
caused by the same resource reuse between a cellular and a D2D UE may arise.
Also, non-negligible inter-cell interference stemming from multiple connections
has to be taken into account. To this direction, novel and disruptive resource
allocation techniques have to be devised in order to not only optimize the per-
formance of D2D communications but also improve the overall network efficiency
by limiting the developed interference.
On the other hand, the notion of overlay D2D communication is based on
assigning part of the cellular, licensed spectrum only for D2D links. Thus, ded-
icated resources are allocated for satisfying the D2D connectivity needs. This
creates orthogonal available resource pools for cellular and D2D users which con-
sequently eliminates the interference exerted between each other. Taking into
account that cellular users are also being assigned with orthogonal resources, two
types of interference may emerge: 1) inter-cell interference only among cellular
connections or D2D links, and, 2) intra-cell interference stemming from same
resource use by multiple D2D links. It is obvious that the main advantage of
overlay D2D is the limited interference compared to the underlay. However, the
radio resource orthogonality that is introduced comes at the cost of spectrum
efficiency and the spectrum proportion to be allocated for D2D communication
is in principle network traffic-dependant and is hard to be decided.
D2D communication, even though able to exploit either DL or UL resources
of a cellular system, is more likely it will be operating over the less utilized UL;
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this admission is also followed in this thesis. This means that in underlay a
D2D transmitter may cause interference to the BS, which is more interference-
proof and has stronger processing abilities than the user devices [27]. Most of
the destructive interference derives from closely located cellular transmitters and
D2D receivers that utilize the same spectrum. On the contrary, in the overlay
scenario, different D2D pairs that are using the same radio resources can be
exerting interference among each other, while only inter-cell interference for the
cellular links exists.
Resource allocation for D2D communication is a well-investigated subject,
especially as an underlay in cellular networks. However, existing methods to
improve or even optimize the resource sharing aspect between D2D and cellular
users have to be further improved and extended in order to be applied to vary-
ing network settings. To this end, disruptive resource management techniques
that take into consideration not only traditional homogeneous networks, but also
high-traffic HetNets or even virtualized environments have to be devised. The
main scope is to optimize the performance of D2D communications while cellular
connections are being negligibly harmed and resource efficiency is not violated.
Related work
In order to harvest the potential gains that D2D communication can offer in
cellular networks, it is of critical importance to properly design peer discovery
mechanisms, physical layer procedures and actions as well as resource manage-
ment techniques to increase the networks’ spectrum efficiency [13][28]. Assuming
that the two former follow the 3GPP standardization efforts and can be specified
as in [11], in this paragraph we focus on reviewing existing resource management
mechanisms for D2D communications in cellular networks.
One of the kick-off works on the management of D2D communications is
cellular networks is that of [29]. The authors proposed a resource allocation
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scheme for reducing the intra-cell D2D-to-DL and UL-to-D2D interference to
an from cellular links, respectively. It is an indicative work on the merits of
introducing local P2P direct connections in comparison to the case of routing the
data traffic via the BS. More than 2.3 times median cell capacity increase was
yielded with the proposed resource sharing and interference-aware method. In a
similar fashion, [30] addresses the problem of spectrum sharing between cellular
and underlaying D2D communications and analyzes the interference caused by
D2D transmissions to the cellular connections in both UL and DL phases. Because
the resource allocation problem in a D2D underlaying cellular network scenario is
a mixed integer non linear problem (MINLP), a greedy heuristic algorithm which
restricts the exerted interference by utilizing channel gain information from the
cellular connections is alternatively devised.
Another interference-aware scheme for mitigating the problematic near-far in-
terference in D2D communications as an underlay in cellular networks is proposed
in [31]. The aim is to carry out a near-far interference-aware method of assigning
D2D resources based on time hopping as well as optimize the time-hopping pa-
rameter settings in order to improve the overall network performance in terms of
varying service requirements. In a similar scenario, in [32], the authors propose a
distance-constrained resource sharing criterion that facilitates the BS to choose
a cellular user’s resource for a D2D pair and prevents the interference from sur-
passing a certain level. The proposed criterion’s applicability is demonstrated
based on two different power control schemes and evaluated in terms of outage
probability for D2D communications.
The unconventional assumption of reusing more than one cellular user’s re-
sources to serve a D2D link’s service requirements is extensively followed within
the D2D related literature. The reason behind this assumption is to not only
increase the data rate performance of D2D communications but also improve the
spectrum efficiency of the network.
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Based on this assumption, different algorithmic and mathematical approaches
are followed. In [33] the idea is to prioritize the cellular user and then apply a
resource allocation optimization solution for D2D communications that underlay
a cellular network. The simulation results showed that the proposed method
performs better compared to the case that a D2D link can only reuse one cellular
user’s resources in both UL and DL. However, in a high-traffic scenario where
multiple cellular and D2D connections might exist, this method is not necessarily
applicable as resource availability decreases. The same assumption on reusing
multiple users’ cellular resources for meeting the D2D-related QoS demands (in
specific, FTP and VoIP services) is used in [34]. The authors propose a two-
step resource allocation scheme. Firstly, each D2D pair, being eligible to choose
among several candidate RB groups that consist of available radio resources (the
number of which depends on the target QoS and the link quality of the two users
on these RBs), is assigned with the RB group that utilizes the least number of
resources. At the same time, the QoS of the cellular users needs to be ensured.
However, in case of high D2D traffic, this would eventually lead to depletion of
the available RB pool or insufficient allocated resources to meet the D2D QoS
targets.
Game theory is a very popular mathematical model that is massively used
in communications-related problems and is mainly applicable to non-centralized,
distributed networking solutions. An exemplary work that introduces a sequential
second price auction as a novel DL resource sharing scheme for D2D and cellular
communications can be found in both [35] and [36]. The authors firstly formulate
the value of each radio resource unit for each D2D link and then introduce a N -ary
tree as the basis of their auction-based algorithm. In the aforementioned works,
different simulation results showed that this algorithm outperforms baseline re-
source allocation methods in terms of system sum rate, efficiency and fairness.
Further, in [37] a Stackelberg game framework where a cellular user and a D2D
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link form a leader-follower pair is developed. In such case, the role of the follower
is played by a D2D UE who “buys” channel resources from the leader (cellular
UE). This constitutes the basis of their proposed algorithm for realizing joint
time scheduling and radio resource allocation for D2D communications in cellu-
lar networks. Finally, [38] proposes a game-theoretic framework that achieves a
tradeoff between energy efficiency and interference in D2D underlaying cellular
networks’ scenarios. In specific, a distributed coalition formation algorithm is
developed based on merge-and-split rule and the Pareto order.
The selection of communication mode (cellular or direct mode) and resource
sharing scheme (non-orthogonal or orthogonal) is addressed in [39]. Therein,
the authors contemplate the optimization of the aggregate throughput over the
shared resources subject to spectrum and power restrictions. To this direction,
two different optimization approaches are considered. First, a greedy sum-rate
maximization scheme with respect to a maximum energy consumption thresh-
old is devised, where D2D and cellular users are viewed as competing services.
Then, a sum-rate maximization problem subject to rate constraints and based
on prioritizing the cellular users to guarantee their service demands is proposed.
However, the proposed prioritization might constrain the D2D communications’
performance by allocating them with the remaining, more interference-prone ra-
dio resources. The achievable sum-rate is limited by practical restriction deriving
from the considered modulation and coding schemes (MCS). Lastly, the authors
provide a thorough representation of the advantages and disadvantages of the
compared resource sharing methods in terms of throughput and power perfor-
mance.
However, most of the works have been focusing on using the UL resources for
satisfying the D2D communication needs since in UL less traffic is encountered
and the D2D transmitters’ power does not strongly affect the cellular connections.
In [40], the authors initially introduced an interference coordination strategy and
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followed up with a channel reuse selection optimization technique in a single cell
scenario which aims at maximizing the number of simultaneously served D2D
connections and minimizing interference caused by D2Ds. An optimal solution
is sought by relaxing the MINLP resource allocation problem and solving it via
a Hungarian algorithmic proposal; finally a low-complexity heuristic algorithm
is devised in order to achieve a near-optimal performance. In a more complex
network setting, the optimal D2D spectrum allocation over multiple bands in
heterogeneous networks is analyzed in [41]. The objective is to schedule D2D pairs
to different frequency bands and improve the capacity performance for D2Ds.
Again, the problem is translated to a solvable version via Lagrangian relaxations,
which however entails a computationally complex algorithm.
In a try to optimize the sum-rate performance for D2D communications by
guaranteeing the QoS demands of cellular users, the authors in [27] analytically
characterize the optimal resource sharing that maximizes the D2D throughput
while retaining the cellular performance in acceptable levels. Due to the non-
convexity of the problem, they reduce it and propose two alternative sub-optimal
solutions by relaxing basic power and radio resource related constraints with
regard to cellular users. Even though their solutions provide a near-optimal
performance, there are two drawbacks: first, the high complexity of the provided
solutions, and second, that it is restricted in a single-cell scenario. Resource
sharing optimality is of interest also in [42] where the authors introduce a bipartite
matching strategy based on graph theory in order to match a group of D2Ds with a
cellular UE (share the same resources) that minimizes interference. This method
outperforms the random allocation case and provides a reduction in terms of
computational complexity as compared to the optimal case.
Other than the direct single-hop communication between two users, a connec-
tion can be established by far-located peers through multiple hops. This premises
that the intermediate nodes are relay-eligible to enable routing the data traffic
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flows from one side to the other. The concept of relaying, previously applied in
ad hoc networks with separate frequencies [43], has attracted a lot of interest in
cellular networks where user devices can communicate between each other or with
the BS through multiple, direct D2D links [44]. The main hindering aspects of its
application is the spectrum utilization (how the resources will be allocated in time
and frequency) and the interference involving cellular and D2D communications.
In [45], a practical discovery protocol that allows for the establishment of a route
between intended-to-communicate users in a distributed fashion is proposed. The
authors’ aim is to minimize the outage probability and to reduce the number of
transmission required to discover a path to the destination node. However, in
such distributed networks, such D2D-only related improvement might come at
the cost of cellular connections and specifically in the form of massive cumulative
interference to the BS side. Other similar distributed solutions are proposed in
[46] and [47]. Based on the placement of multiple layer-3 (L3)1 relays in space,
the authors propose an optimization technique for allocating radio resources at
the relays in order to maximize the end-to-end throughput as well as guarantee
that cellular and D2D users will satisfy their QoS requirements. Even though of
high importance, the authors have not considered end-to-end delay and latency
as critical QoS parameters for achieving far, relay-assisted communications.
1.3 Contributions and Thesis Outline
This thesis mainly aims at optimizing two challenging networking issues, that
of cell association and resource allocation in D2D-aware cellular ecosystems. A
description of the main objectives and contributions is elnisted below.
• The integration of D2D communication paradigm in future wireless net-
works adds another degree of complexity considering cell association in cel-
1the L3 relay incorporates the same functions as a cellular base station and is able to
eliminate noise and inter-cell interference
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lular networks. In specific, ambiguity is inserted regarding whether the
two communicating D2D nodes should be associated with the same BS or
different ones. To this end, an extensive study considering the merits and
drawbacks offered by associating the communicating DUEs with the same
or different BS is provided in Chapters 2 and 3. In specific, integer linear
programming solutions for the cases of D2D overlay and underlay scenar-
ios are proposed and then validated by comparing its performance with
baseline existing methodologies. Part of the Chapter 2 has constituted the
basis for the publication “Interference-Aware Decoupled Cell Association
in Device-to-Device based 5G Networks” shown in the Appendix, whereas
“MOCA: Multi-Objective Cell Association for Device-to-Device Communi-
cations” contribution is the basis for Chapter 3.
• Furthermore, we investigate the problem of resource allocation in differ-
ent D2D underlaying cellular network scenarios where DUEs are allowed to
reuse the licensed resources, traditionally allocated for cellular UEs (CUEs).
The reason why we explore this subcategory of the D2D taxonomy is be-
cause, other than being the most spectrum-efficient D2D communication
type, it is also the most challenging as high levels of interference, exerted
to/from cellular users due to frequency reuse patterns, need to be controlled.
Taking into account that multiple user connections such as cellular, D2D
and even relaying might exist, in Chapter 4 we propose a set of optimiza-
tion formulations as well as alternate low-complexity heuristic algorithms
aiming at achieving high data rate performance for D2D users while at the
same time the cellular users’ performance and QoS is respected. Disrup-
tive performance gains compared to existing resource allocation techniques
prove the supremacy of our proposed framework in terms of throughput
and spectrum efficiency. The paper “Bio-Inspired Resource Allocation for
Relay-Aided Device-to-Device Communications” included in the Appendix
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section has been the basis of Chapter 4.
• In Chapter 5 we study the issue of resource allocation for D2D communi-
cations from a more futuristic point of view by exploring the dynamics of
virtualizing the scarce radio resources for efficient sharing among different
network operators and multiple stakeholders. The enabler of it is the no-
tion of network virtualization which recently emerged as a novel concept
to overcome the complexity of current network operation as well as facili-
tate inter-operators sharing. Following the vision of RAN virtualization to
manage radio and network virtualized cellular resources, we introduce the
concept of an inter-tenant (inter-operator) controller that enables resource
sharing between multiple operators with respect to the existence of D2D
communications in future-based cellular networks. The idea behind it is
that two or more network operators sharing the same infrastructure are
willing to offer part of their allocated radio resources for the satisfaction of
D2D communication needs under the control of the aforementioned inter-
operator entity. Again, the criterion for evaluating this proposal is the rate
performance achieved by D2D and cellular users and is compared with RAN
virtualization related works. Chapter 5 contributions have been published
under the titles “Optimal Virtualized Resource Slicing for Device-to-Device
Communications” and “Optimal Virtualized Inter-Tenant Resource Sharing
for Device-to-Device Communications in 5G Networks” as presented in the
Appendix section.
• Finally, a wrap-up of the research findings along with future directions
and insights considering the integration of D2D communications in future
networks is given in Chapter 6.
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Chapter 2
Overlay D2D Cell Association
Optimization
2.1 Introduction
The booming cellular network traffic growth over the years has initiated the mi-
gration from single-tier homogeneous networks to multi-tier HetNets era in order
to face the immense capacity demands in hotspots efficiently and scalably. The
HetNet solution not only leads to increased network capacity but also brings the
network closer to the users’ side. On top of that, D2D communication introduces
similar merits that mainly derive from the proximity of user devices and by en-
abling direct communication between each other without the need for routing the
data via the fixed infrastructure network [48].
As already discussed, until the fourth generation of cellular networks cell
association (CAS) has been based on the DL received signal power only. However,
in [23] the authors proved that a UE’s association with a BS in both UL and DL
sessions based on the DL received power in a HetNet can be highly suboptimal.
The idea of decoupling UL and DL resulted in phenomenal gains in the UL case.















D2D connection Coupled UL and DL connection UL or DL connection UL Interference
(a) (b) (c)
Figure 2.1: Considered cell association scenarios: (a) Joint-Coupled, (b) Joint-
Decoupled, (c) Disjoint-Decoupled.
modes in subsequent time instants or subframes. Hence, D2D cell association
needs to also consider the nature of cellular transmission. According to the 3GPP
specifications [8], D2D communication will be operating in the UL licensed band
which makes the idea of decoupled association closely linked to the D2D cell
association problem. Even though cell association has been a matter of interest
in macro-cellular systems, only recently has been thoroughly studied in HetNet
settings [49]. However, as D2D is expected to constitue a big portion of future
wireless connections, D2D-related cell association has been barely studied and
needs to be well established [50].
The aim herein is to investigate the issue of cell association for inband D2D
communications in a heterogeneous network and by conidering different CAS
strategies. D2D and decoupled UL and DL have been both envisaged to become
principal building blocks in future 5G networks [51]. In this chapter, the focus
is initially turned on the inband overlay communication where D2D and cellular
communications both take place in the licensed band but are assigned to operate
over different frequency subbands. The contribution in this chapter is the op-
timization of D2D-based cell association using the notion of decoupled UL and
DL association showcased in [23]. In specific, integer linear programming (ILP)
optimization formulations are introduced in order to achieve efficient D2D cell
association, aiming at minimizing the interference caused by D2D devices onto




The main aim of this section is to present a number of D2D-aware cell association
techniques and then dive into detailed analysis and comparison among each other.
Complying with the LTE Release 12 specifications and the imminent integration
of D2D in current and emerging networks, we follow a number of general design
admitions according to up-to-date 3GPP standardization working documents [8]:
• D2D communication will operate with UL resources.
• The inband case of D2D communication is considered; in such case, the
interference from a D2D user onto cellular connections (and vice versa) in
a neighbouring cell could be substantial.
• The transmit power of D2D devices is defined and controlled by the serving
cell (small or macro cell) based on fractional path-loss compensation power
control, similar to cellular users [52]. In mathematical terms, the transmit
power of a D2D user u that is associated with BS b is given by
P lut = min{PMax, 10 log10(M) + P0 + αPLblu}, (2.1)
where PMax is the maximum transmit power of the device, M is the number
of physical resource blocks (PRB) allocated to the device, P0 is a normalized
power value (in dBm), α is the path loss compensation factor and PLblu is
the path loss between the device u of link l and its serving cell b.
As already mentioned, D2D-aware CAS algorithms need to consider the fact
that user devices might have subsequent cellular and direct (D2D) transmissions
in subsequent subframes. Opposed to the current trend where a UE gets con-
nected to the BS that provides the highest DL received power to it, the concept of
UL/DL decoupling proposed in [23] has shown substantial gains by allowing users
to choose different cells in the UL and DL. This idea is the basis of this chapter
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where it will be proven that the same concept is also applicable to D2D-related
association. For the different cell association techniques to follow, interference
minimization is the objective as it is one of the most critical challenges due to
the ongoing cells’ densification [14].
Next, we provide an ILP optimization framework based on the different asso-
ciation policies by considering the notion of decoupled association and the ability
of the devices of a D2D pair to connect to different serving cells. Without loss
of generality, unicast D2D links are assumed. The compared CAS methods are
presented below.
• Joint-Coupled (JC): The baseline case where devices of the same D2D
pair are only allowed to connect to solely one cell (Joint). Furthermore,
the D2D devices have the same UL and DL serving cell based on the DL
received power (Coupled).
• Joint-Decoupled (JD): The devices of a D2D pair connect to the same
serving cell but the UL and DL associations are decoupled. In that method,
the UL serving cell is the one that minimizes the UL interference to cellular
communication (e.g. both devices can be associated with a macro BS in
the DL and with a small cell BS in the UL).
• Disjoint-Decoupled (DD): The communicating devices of a D2D pair
are permitted to associate with different serving BSs; also, the two devices
can have different UL and/or DL associations (i.e. separate serving BS per
UL and DL session).
• Hybrid-Decoupled (HD): In this case we combine both the Joint-Decoupled
and the Disjoint-Decoupled cases to strike a balance between minimizing
the interference and the resource usage.
In the last three cases D2D UEs are allowed to be associated with different
serving cells in the UL (decoupled access) based on the minimum UL interference
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criterion. Before detailing the applied optimization framework, we need to define
the following: the set of deployed BSs is denoted as B (including both macro and
small cell BSs), the set of randomly distributed D2D links is L, and lastly, U is
the set of UEs that constitute the D2D links.
2.3 Problem Formulation
2.3.1 Joint-Coupled CAS
In this scheme we assume that both UEs of a D2D link are associated with the
same BS according to DL received power calculations. This is the baseline method
as it is applied in LTE networks. However, in that case the interference exerted
by the D2D UEs can become harmful to the cellular transmissions, as exemplified
in Fig. 2.1a. In this figure, D2D 2 and D2D 3, both associated with the related
macro BS can severely interfere with the proximate small cell UEs.
2.3.2 Joint-Decoupled CAS
This scheme’s rationale is to associate both UEs of a D2D link with the BS
that minimizes the link’s UL interference. Fig. 2.1b represents this case. In
this scenario, D2D 3 is served in the UL by the small cell which results in the
reduction of the transmit power of D2D 3 as the pair is closer to the small cell.
However, due to the joint association constraint, D2D 2 is still associated to the
macro cell.
Same as in [50], we extend the cell association optimization logic for D2D
links, where the paired devices are both connected to the same serving BS [53].
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For this reason, we define the following binary decision variable
ybl =

1, if D2D link l is associated with BS b
0, otherwise.
(2.2)
Next, in order to view the problem of minimizing the interference coming from
D2D UEs’ transmissions, we need to define as Ibl = mean{Iblu1 , Iblu2} the mean
value of the maximum interference generated by the two paired devices (u1 and
u2 of link l) which are both coupled with BS b. The resulting interference formula
for a D2D UE u of link l is Iblu = max(P
lu
t GB′lu), where GB′lu is the matrix of
link gains between user u and all BSs that belong to the set B′ = B − b. P lut
accounts for the transmission power of the UE u of link l according to (3.18) and
depends on its associated BS.










ybl = 1, ∀l ∈ L (2.3a)
∑
l∈L
ybl ≤ Kb, ∀b ∈ B (2.3b)
ybl ∈ {0, 1}, ∀b ∈ B, l ∈ L (2.3c)
where constraint (2.3a) requires the sole association of a D2D link l to BS b, and
(2.3b) provides an upper bound of the number of user links that can be associated
with every BS b (Kb stands for the number of the available radio resources that
can simultaneously serve the distributed user links per cell). The difference of
this scheme compared to the Joint-Coupled baseline strategy is the decoupling
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of DL and UL for the D2D links located in the topology. Intuitively, but as also
proven in the sequel, this method is very efficient in terms of resource utilization
by blocking (utilizing) one RB only from its associated BS that controls the
D2D transmission. On the other hand, this method lacks intelligence in terms of
interference controllability as it associates both devices of a D2D link to one BS
without giving the flexibility for separate association of the nodes that could be
less harmful.
2.3.3 Disjoint-Decoupled CAS
In this scheme the paired devices can be also associated with different serving
BSs as shown in Fig. 2.1c. This is expected to be an interference-restrictive
strategy because every device connects to its closest serving BS. However, it is
not efficient in terms of resource usage, simply because if both devices of a D2D
pair are connected to two separate BSs, the resources used by these devices have
to be allocated (blocked) for the D2D connection in both cells, contrary to the
case where both devices are served by the same BS and the resources will be
allocated (blocked) only in one cell. Hence, this scheme is interference optimal
but it uses twice as much resources as the Joint schemes. In a similar fashion as
before, we provide an optimization setting that aims to minimize the introduced
interference caused by the D2D transmissions.
Firstly, we consider the following binary decision variable that indicates each
UE’s association with a BS
yblu =

1, if user u of link l associates with BS b
0, otherwise.
(2.4)
where b ∈ B, l ∈ L, and u ∈ U .
Thus, the interference minimization problem for the disjoint decoupled D2D
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yblu ≤ Kb, ∀b ∈ B (2.5b)
yblu ∈ {0, 1}, ∀b ∈ B, l ∈ L, u ∈ U (2.5c)
where Iblu is the maximum interference generated by a user device u of D2D link
l if associated with BS b.
2.3.4 Hybrid-Decoupled CAS
In this case, we propose an interference-aware optimization problem with an ob-
jective to achieve resource usage efficiency. An effective and controllable resource
utilization on top of an interference-aware method may well entail in balanced
interference mitigation and resource efficiency impact. The Disjoint-Decoupled
approach might be optimal in terms of interference but it is not efficient in terms
of resource usage. On the other hand, the Joint-Decoupled approach is optimal
in the sense of resource usage but lacks of satisfactory interference performance
compared to the two methods mentioned above. Hence, the Hybrid-Decoupled
problem tries to strike the balance between interference and resource utilization.
In order to realize this hybrid problem, an additional decision variable needs
to be defined that will act as an indication of joint association for two devices
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that construct a D2D pair. This can be written as follows
zbl =

1, if link l associates with BS b
0, otherwise.
(2.6)
Therefore, we propose a resource usage optimization problem that considers in-














yblu ≤ Kb, ∀b ∈ B (2.7b)
∑
u∈U




yblu, ∀b ∈ B, l ∈ L (2.7d)
∑
b∈B
zbl ≤ 1, ∀l ∈ L (2.7e)
yblu, zbl ∈ {0, 1}, ∀b ∈ B, l ∈ L, u ∈ U (2.7f)
As shown, the main objective is the maximization of the number of joint
connections for the distributed D2D paired devices with respect to interference.
Constraints (2.7a) and (2.7b) are defined as in problem (2.5). In (2.7c), a thresh-
old that constrains the levels of interference if the devices of a link are jointly
connected to a BS is added. This threshold can act as a weighting factor to decide
if the focus of the algorithm should be interference (low Ith) or resource efficiency
(high Ith). For this constraint, we limit the search to the n closest BSs to reduce
the search space and consequently the complexity and size of the inequality ma-
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trix. Furthermore, constraint (2.7d) indicates that only if both devices of a link
l will be associated with the same BS b, the value of zbl variable equals to one
(joint case). Lastly, (2.7e) stands for the restriction that each link’s users can be
associated with only one BS in the case of joint connection (zbl = 1). Differently,
they are disjointly connected to two separate BSs (zbl = 0).
2.4 Simulation Setup
As deployment setup, the Vodafone LTE small cell testbed network deployment
shown in Fig. 2.2 was used. The test network covers an area of approximately
one square kilometre and includes two macro sites and 21 small cells represented
by the black shapes and red dots, respectively. We use this existing testbed to
simulate a relatively dense HetNet scenario. The propagation model is based on
a high resolution 3D ray tracing path loss prediction model. This model takes
into account clutter, terrain and building data and it guarantees a realistic and
accurate propagation model. The user distribution is based on real traffic data
extracted from the live network. We assume an inband operation of D2D where
D2D UEs use the UL frequency band assigned for cellular (licensed) transmission.
However, D2D and cellular UEs are scheduled on different resources which is
termed as ’overlay’ operation. The results are based on Monte Carlo simulations
and are averaged over 100 simulation runs.
The operating frequency applied for the simulations is 2.6 GHz. The maxi-
mum transmit powers of macro-cells, small-cells and UEs are 46, 30 and 23 dBm
respectively. The fractional path loss compensation power control algorithm in
(3.18) is valued with P0 = −90 dBm and α = 0.8 (considered as an optimal
value in [54]. An average number of links of 336 is herein considered. Further,
without loss of generality, Ith is set to -130 dB as it is proven that this value cre-
ates multiple instances of association ambiguity and is worth investigating. The
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Figure 2.2: Vodafone Small cell enabled LTE test network.
reason why the interference comparisons have been made in dB is to scale the
estimated interference measurements (resulting from the multiplication of the in-
terfering transmitter’s power with the corresponding link gain) down to a smaller
and more conceivable number.
The next section features a set of results evaluating the proposed cell associ-
ation methodologies proposed in section 2.3. Finally, for ease of comprehension,
we assume that each D2D pair is allocated with one RB per BS.
2.5 Performance Evaluation
In this section, a set of results is presented to evaluate the proposed CAS opti-
mization techniques. To produce the results to follow, Vodafone’s radio planning
tool, namely ATOLL1, provided us with realistic system parameters (i.e. realistic
user locations, precise power, SINR and path-loss estimations) that were used as
input to our optimization simulator, run in MATLAB. For the produced results,
MATLAB’s intlinprog function has been leveraged to output the optimization
outcomes. First, Fig. 2.3 showcases the mean UL interference exerted by the
D2D UEs onto cellular transmissions in relation to varying D2D link length. The
interference values are normalized relative to the DD case in order to highlight the
different interference levels compared to this interference optimal scheme. The JC
1ATOLL is an open and flexible multi-technology RF platform supporting




and JD schemes show an increasing interference trend with the link length where
the interference levels are around 3 dB (twice) and almost 6 dB (4 times) more
than the DD scheme at 100 m and 150 m link length, respectively. This happens
because the more the link range increases the more suboptimal the joint associa-
tion schemes are as forcing distant devices to associate with the same BS entails a
higher transmit power of these devices and a higher interference to neighbouring
cells. The HD method provides a trade-off between the Joint and DD schemes as
it retains an almost constant interference level that is around 1 dB higher than
the DD scheme.
As mentioned before, if a D2D pair is served by one BS it is assumed to
use only one RB over the whole network as this radio resource is allocated for
this D2D pair in this BS only. However, if the devices of a pair are associated
to different BSs then it is assumed that this pair is blocking two RBs over the
network since one RB has to be reserved for that pair in both BSs. Fig. 2.4
shows the average D2D resource usage per BS in relation to the D2D link length.
In this figure, a constant resource usage for the JC and JD association schemes
is shown. This trend can be explained by the fact that the D2D pairs are jointly
associated to the same BS regardless of the link length. Hence, each D2D pair
uses one RB independent of the link length. However, the DD scheme shows an
increasing RB usage with the link length. This happens because the probability
of disjoint association increases proportionally with the link length and so does
the D2D resource usage in the whole network, since the disjoint D2D pair uses
twice as much RBs as the joint case. Similar as before, the HD scheme offers
a compromise between the joint and disjoint schemes as the main target of the
optimization problem is to ameliorate the resource usage efficiency with respect to
the exerted interference. The HD method achieves a reduction of resource usage
of about 45% at 150 m link length compared to the DD method. Therefore, it
can be noted that the HD scheme effectively strikes a balance between the UL
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Figure 2.3: Mean UL interference from D2D devices onto cellular transmissions.
Figure 2.4: Mean resource utilization for D2D per base station.
interference and resource efficiency. An important thing is that it is tunable and
it can also be controlled by setting the Ith according to the operator’s needs.
Finally, the cumulative distribution function (CDF) of the D2D UEs transmit
power is depicted in Fig. 2.5. It shows that the JC and DD schemes have the
highest and lowest transmit power distributions, respectively, with a difference of
more than 5 dB at 50% of the CDF. The gap in the CDF increases the higher the
transmit power is. The HD method’s distribution lies in between the JC and JD
distributions and gets closer to the DD the higher the transmit power gets. This
proves that the HD scheme can result in a reduction of transmit power that varies
between 3-5 dBs which is deemed crucial for the battery of the user devices.
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Figure 2.5: CDF of the devices’ transmit power.
55
Chapter 3
Cell Association Optimization for
D2D Underlaying Fractional
Frequency Reuse based Cellular
Networks
3.1 Introduction
In this section, the focus is turned on the inband underlay property of D2D
communications where the paired users can reuse the available cellular (licensed)
spectrum. As already mentioned, D2D links that underlay a cellular infrastruc-
ture will be mainly controlled by the network to ensure higher spectrum con-
trollability [55]. In terms of network operation, D2D communications provide
some new challenges due to their dynamic nature and the new intra/inter cell
interference patterns that will generate. The coexistence of conventional cellular
links and D2D pairs perplexes the problem of resource allocation due to the lim-
ited physical resources. Each BS can serve only a limited number of connections
simultaneously, and for this reason, the overall traffic load should be efficiently
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balanced among the serving BSs. Therefore, it is important to apply efficient
D2D-based cell association techniques in order to not only provide satisfactory
QoS for all UEs, but also enhance the spectral efficiency and system’s capacity
to accommodate more users to serve.
Due to the ongoing proliferation of social networking based applications, the
chance for two users in close proximity to share data between each other might
significantly increase in the future, leading to the irregular emergence of multiple
D2D pairs in future networks that need to be orchestrated. In the following
subsection, a statistical based characterization to examine the possible emergence
of D2D links where part of the cell-edge ones might cross different cell coverage
areas is provided. The reason for examining the latter is the ambiguity of a
crossing link to be associated only with one of the candidate serving BSs. Like
in conventional cellular communications, several aspects might influence the cell-
edge D2D links performance and its association with a specific BS. These are, for
example, the link range, path loss characterization and the distance from each
BS.
3.1.1 Statistical bound for macro-cell crossing D2D links
We consider a highly dense scenario where multiple D2D links are uniformly dis-
tributed in a seven-hexagonal cell scenario (the establishment procedure of D2Ds
is out of the scope of our contributions, however a summary of the proximity-
based session initiation ([56]) and link formation steps can be found in [11][13]).
Part of them will be consisting of links where the involved DUEs are expected to
fall within the geographical area of different BSs (red links shown in Figure 3.1).
As we are now witnessing further cell densification and overall decrease of the
cell size in order to increase spatial capacity of future networks, the case of two




We correlate the problem of having cell-crossing D2D links with the Buffon’s
Needle (BN) problem [57]. This problem examines the probability that a needle
lies in a position where it intersects one of the parallel lines when dropped on
a ruled two-dimensional space. In the D2D case, this probability could refer to
a D2D link where the two DUEs geographically belong to different cell. Below,
we provide an estimation of the lower bound regarding the number of D2D pairs
for which it is not straightforward which BS will undertake their control. In a
heterogeneous network setting, this number can be distinctly higher due to the
existence of small cells within the serving area of macro BSs, however this is out
of scope in this chapter and could be a future subject of research.
Let us assume hexagonal cells with dimension h = 2d (Figure 3.1) and define
with ln1,n2 the distance between two DUEs n1 and n2, it is proven that the
probability p0 that both UEs are located in the same cell is approximated as
follows [57]:


















Consequently, the crossing probability for D2D links is the complement of (3.1):



















In the case of a highly congested network, this probability could provide a
statistical approximation of the ratio of crossing D2D links in relation to the
total number of D2D links in the network. We denote this crossing ratio with
CR, thus CR = Ncross
Ntotal
. To visualize this, we randomly distributed a large desig-
nated number of D2D pairs in a hexagonal seven-cell scenario and compared the
previously defined probability with our implementation’s ratio (Figure 3.2). By
running extensive Monte Carlo simulations (1000 iterations) and for fixed number













F1 F2 F3 F4
Frequency sub-channel division
Figure 3.1: D2D communication links in a multi-cell environment (with h = 2d).
A number of links might cross the boundaries between neighbouring cells, hence link
nodes could be conventionally connected to different BSs.
the BN problem’s probability estimations. In this figure, the depicted probabil-
ities and ratios are calculated for varying cell dimensions and for different link
ranges. As shown, the link crossing probability increases in proportion with the
range of the D2D communication link and decreases for cells with larger radius.
In real world scenarios where the coverage areas of the deployed BSs are irregu-
lar, the percentage of crossing D2D links is expected to be significantly higher in
some cases. Also, it is worth pointing out that as we are now witnessing further
cell densification and overall decrease of the cell size in order to increase spatial
capacity of emerging and future networks, the case of two nodes being located
in different cells might become a notable proportion of the D2D communication
links.
However, the above analysis corresponds to an ideal scenario where cells form
hexagonal shapes of the same size and are served by center-located BSs. To
reflect a more realistic deployment scenario, BSs can be distributed according
to a Poisson Point Process (PPP) in space, and each one of them controls a
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h = 800 m − Monte Carlo
h = 1000 m − Monte Carlo
h = 1200 m − Monte Carlo
h = 1400 m − Monte Carlo
h = 1600 m − Monte Carlo
h = 800 m − BN survey
h = 1000 m − BN survey
h = 1200 m − BN survey
h = 1400 m − BN survey
h = 1600 m − BN survey
Figure 3.2: Buffon’s Needle survey and Monte Carlo simulations comparison. This
figure signifies the probability of having a D2D link crossing the boundaries of neigh-
bouring cells. Convergence is achieved for a high number of iterations.
Voronoi region (cell1) with a random area as also contemplated in [58]. Because
of the irregularity of the cell shapes as well as the PPP distribution of the BSs, the
terms inner (interior) and outer (cell-edge) user do not have the same geometrical
interpretation as in hexagonal layouts. Hence, in order for a BS to characterize
a user as an interior or a cell-edge one, a pre-specified SINR threshold is defined
and compared with a user’s average SINR; when it is below this threshold, it is
labeled as a cell-edge UE, otherwise as interior.
3.1.2 Closely related work
Cell association in cellular networks has been a critical challenge for network
operators due to the ongoing increase of user demands in an underlying resource-
limited infrastructure. The scope of optimizing cell association is to enhance
network capacity and accommodate more users simultaneously with respect to
their QoS requirements. Although it is a well-investigated area of research, cell
association considering the integration of D2D communications as an underlay in
1Geometrically, the cell, serving a set of supported users, is determined by a closest-BS




cellular networks is a rather unexplored and is the main difference of our work
hereafter compared to the existing ones.
As it was also discussed in the previous chapter, an important question that
arises is whether the users that form a D2D pair will be jointly associated with
a single BS or with two separate ones. In the former, the signaling burden
is alleviated because both nodes that constitute a D2D pair are associated to
the same BS, whereas in the latter extra BS signaling exchange is needed and
communication latency increases. In this chapter, we only consider the first case
where both users of a D2D link will be coupled with the same BS in the underlay
case [53], according to a set of criteria that will be mentioned in the sequel.
It has to noted that relevant literature which considers explicitly the exis-
tence of cell-crossing D2D links is quite limited. Significant works that take into
account inter-cell D2D links are [59] and [60], both elaborating on the issue of
radio resource allocation. The former focuses on optimizing the achievable aggre-
gate network throughput in a three-cell scenario where the D2D users are eligible
to reuse the downlink cellular resources. The latter proposes a game-theoretical
model where the BSs are competing resources for serving the D2D-related de-
mands, and proceeds by devising a resource allocation algorithm based on Nash
equilibrium derivations. In other significant works, cell-crossing links’ emergence
is also implied as inter-cell D2D UEs, eligible to connect, might be scattered via
PPP modeling in two different cells [61][62].
3.1.3 Contribution and Structure
The key aim here is to provide novel cell association optimization solutions for
varying network congestion episodes that will boost network capacity to accom-
modate increased number of users simultaneously. The different proposed so-
lutions belong to an overarching optimization framework which can be deemed
as a toolkit for a network operator to optimize network performance based on
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different selected criteria. The underlay concept of D2D communications (that
entails the most spectrum-efficient property among all), combined with an effec-
tive balancing of the D2D links along the network, can lead to valuable resource
savings. Also, resource allocation for D2D communications needs to be designed
in a way that network throughput is boosted. To this direction, and due to the
NP-hardness of the joint cell association and resource allocation, the problem is
tackled by decoupling it into two sub-problems: first, the cell association prob-
lem that can be solved via ILP tools and, second, the resource allocation which
can be efficiently addressed by an inherently randomized RA algorithm with low
computational complexity. In that case, the output solution of the selected cell
association optimization problem will become the input for the resource alloca-
tion (RA) technique that will be provided. Thus, a linear time resource allocation
algorithm on top of an optimized CAS configuration is introduced to offer sub-
stantial network throughput performance other than resource efficiency.
3.2 System Model
3.2.1 Signalling overhead
The investigated D2D communication links can be categorized into two groups:
inner and outer links. The first one includes those D2D links that their paired
nodes are both located in a single cell, far from its edges, and are being con-
trolled by the same BS. The second group corresponds to those links that are
located in the edge of a cell and their nodes might belong to two different serv-
ing geographical areas, as mentioned before. Considering the latter, we presume
that the two DUEs could be associated with different BSs. However, this will
eventually increase latency and signaling overhead due to the need of the two
involved BSs to coordinate the communication (Figure 3.3a). Thus, in order to





















Figure 3.3: Signalling exchange for the control of a cell-edge D2D pair: (a) Disjoint
DUE association, (b) Joint DUE association (no exchange).
this case study can be reduced by providing explicit association of each pair to a
single BS, aiming to avoid any BS intercommunication to exchange information
(Figure 3.3b) [53]. How to properly select a specific BS for associating with a
D2D pair will be explained in the sequel. This approach corresponds to a more
realistic and trustworthy networking system as it is easier to be implemented
compared to multi-BS association of the connected users. Let us now consider
that the number of cell-edge D2D pairs is at least Ncross. This signaling reduc-
tion implies pairwise association with a single BS for each formed D2D pair and,
therefore, a signaling exchange saving of Ncross
2
cooperative flows among BSs can
be achieved.
We assume that the cell association problem that jointly couples both DUEs of
each D2D pair with the same cell/BS can be solved by a central entity that firstly
accumulates all of the users’ location coordinates and then processes the input to
produce the requested joint cell association pattern for D2D users. Therefore, for
the part of the problem that is investigated, no BS intercommunication is required
because both DUEs will jointly associate with solely one BS. The decision of which
BSs are the candidate ones for a D2D pair to associate with depends on the mean
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path-loss estimations (distance based) and is analyzed in the sequel.
3.2.2 Fractional Frequency Reuse (FFR)
Our approach is based on the consideration of FFR as an interference-limiting
method. In [63], enhanced soft FFR is considered as a promising key technol-
ogy to achieve large-scale cooperative radio resource management (LS-CRRM)
in future 5G networks due to its interference controllability attribute. Motivated
by it, we further consider the integration of D2D communications and apply a
differentiated FFR scheme where D2D users will be assigned resources from a RB
pool that its content depends on the DUEs’ location and the respective BSs to
serve them [64]. A frequency reuse factor (FRF) of three is used for the cell-edge
(outer) areas, as depicted in Figure 3.1. With this modelling, CUEs that are
located in the inner cell areas can use part of the whole frequency band (i.e. F1 ),
whereas outer cell CUEs can use one third of the remainder (F2, F3 or F4 ). The
available RB pool for users located in inner region (NInner) is proportional to the
interior-area radius and is twice the size of the pool corresponding to the cell-edge
users (NOuter) [65]. However, the differentiation of this FFR scheme concerns the
D2D communication links. Compared to the conventional soft FFR that is ap-
plied for CUEs, if D2D UEs are located in cell inner region, they can utilize
resources from the frequency sub-bands that cellular users do not use within the
same cell (e.g. in Figure 3.1, a D2D link located in the inner region of cell 3 can
be assigned resources only from sub-bands F2 and F3 ). On the other hand, if
DUEs are located in a cell’s outer area, they can utilize resources from all avail-
able spectrum except for the sub-band that can be exploited by cellular users in
identical cell outer area (again, for a cell-edge D2D link in cell 3, the sub-bands
F1, F2 and F3 would compose its available RB pool).
With this interference-aware method, inner-region D2D and cellular trans-
missions are happening in orthogonal channels. However, intra-cell interference
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still exists but can only be exerted from outer-cell DUEs and inner-cell CUEs
(and vice versa) or multiple DUEs that might utilize the same resources. Re-
garding inter-cell interference, outer-cell D2D links can experience interference
by adjacent outer-cell CUEs.
3.2.3 Basic notations and definitions
As also discussed in the previous subchapter, the set of BSs is denoted with B =
{b1, b2, . . . , b|B|}, whereas the set of D2D links is L = {l1, l2, . . . , l|L|} (randomly
distributed in a hexagonal multi-cell topology). The |·| notation declares the
cardinality of a set. All BSs have the same number of resources Kb. However, the
available RB pool for each b ∈ B is different and depends on the discussed FFR
scheme, as shown in Table 3.1. In the context of this work, each association of a
D2D link with a BS implies the occupation of a single RB. As a consequence, the
total number of D2D associations with a specific BS will be equal to the number
of RBs allocated by the same BS.
Let us further define by clb the cost of a D2D link l connected to BS b; this
can be considered as the average path-loss (distance-based) of connecting both





where PLni,b = 128.1 + 37.6 log10 rni,b is the path loss (in dB) between BS b and
DUE ni, for i = 1, 2. In the previous formula, rni,b is the DUE-BS distance (in
kilometres). For the estimation of clb, PLni,b values are converted from dB values
to ratios. For current and emerging cellular networks, where connected DUEs
might have subsequent direct (D2D) and cellular UL/DL transmissions, this cost
metric represents the need to stay “as close as possible” to the serving BS to
support both communication types that can happen in short and sequential time
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Table 3.1: Resource availability per cell according to differentiated FFR
Cell id (b) Inner-region D2D Outer-region D2D
b = 1 {F3} ∪ {F4} {F1} ∪ {F3} ∪ {F4}
b = 2 · i* {F2} ∪ {F4} {F1} ∪ {F2} ∪ {F4}
b = 2 · i+ 1 {F2} ∪ {F3} {F1} ∪ {F2} ∪ {F3}
*i = 1, 2, 3, . . .
epochs (the lower the value of clb the bigger the probability to associate with the
closest BS). Furthermore, because in this work the focus is turned on the UL, a
user’s association with a BS should be preferably decided by its estimated path
loss to it and not by the traditional downlink received signal-based criterion in
cellular networks [24]. To this end, and based on the aforementioned analysis
for ensuring reduced signalling overhead, the D2D links that are characterized by
association ambiguity (i.e. two nodes should be normally associated with different
BSs) are coupled with the BS that achieves the minimum average path loss for
each pair of nodes.
In order to formulate the problem of the D2D cell association and formulate
it mathematically, the following binary variable needs to be defined:
ylb =

1, if link l is connected to BS b
0, otherwise.
(3.4)
The sequence of the ylb values will construct a vector that defines the solution of
the ILP optimization settings that will follow. This vector can be represented as:
y =
[
y11, y21, . . . , y|L|1, . . . , y1|B|, . . . , y|L||B|
]ᵀ
. (3.5)
It is clear that only |L| values of it can equal to one due to the sole association
of a D2D link with only one BS.
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3.2.4 Joint cell association and resource allocation
In this paragraph, the joint cell association and resource allocation problem is
introduced (problem (3.6)). As it will be further analyzed in the sequel, the first
objective corresponds to the need for balancing the number of connections in
order to achieve a resource efficient orchestration and constitutes the cell associ-
ation part of the problem. On the other hand, D2D sum rate maximization is
introduced as the second objective and aims at optimizing the resource allocation
for D2D communications.
In continuity of the definitions presented above, we further denote with Rlbk
the achievable throughput for link l that associates with BS b and utilizes the
RB k, and also define xlbk as a binary decision variable that indicates whether
the link l, associated with BS b, is assigned with RB k or not. Then, the joint




















ylb = 1, ∀l ∈ L (3.6a)
∑
l∈L
ylb ≤ Kb, ∀b ∈ B (3.6b)
∑
b∈Bl










xlbk = 1, ∀l ∈ L (3.6e)
∑
k∈Kb
xlbk = ylb, ∀l ∈ L, ∀b ∈ B (3.6f)
ylb, xlbk ∈ {0, 1}, ∀l ∈ L, ∀b ∈ B, ∀k ∈ K, (3.6g)
where Bl is the set of candidate BSs to be associated with the link l. Each
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D2D pair cannot be associated with whichever BS. Constraints (3.6a) require
that each link l will be associated with only one of the BSs that belongs to the Bl
set. Inequality constraints (3.6b) are introduced to avoid any resource availability
violation for each BS b. (3.6c) accounts for the cost values (eq. (3.3)) not to be
above a pre-defined cost threshold cth. Constraint (3.6d) accounts for satisfying
each D2D link’s rate threshold, whereas (3.6e) means that each D2D link l can
be associated with only one BS and be assigned with only one RB. Then, (3.6f)
signifies that a link l that is associated with a BS b can be only assigned with a
RB k that stems from the BS’s b available resource pool (i.e. Kb). Finally, (3.6g)
ensures the binary assignment of the y and x vector’s values.
Due to the reusability of a RB by potentially more than one D2D pair as
well as the existence of multiple D2D links, this problem falls into the nature of
MINLP2 optimization problems that are hard to be solved in polynomial time
and optimal solution cannot be acquired unless a number of constraints’ relax-
ation applies. It is also worth pointing out that cell association and RB allocation
take place in time scales that can differ multiple orders of magnitude and there-
fore, looking at this problem at the time domain, it can be concluded that in
real-world applications it is a natural approach to decompose the problem as pre-
sented in later stage. To this end, and in order to reduce the complexity and
hardness, the decoupling of the joint problem into two sub-problems is proposed;
first, we solve the ILP cell association problem, and then, following the produced
D2D association pattern, we apply a low-complexity resource allocation heuristic
algorithm.
2MINLP refers to optimization problems with continuous and discrete variables and non-
linear functions in the objective function and/or the constraints. In problem (3.6), the first
objective falls into the case of non-linearity.
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3.3 D2D Cell Association Problem Description
A set of cell association-based optimization problems for DUEs will be herein
presented. The basic idea is to introduce an optimal framework for D2D links
that considers spectrum efficiency as well as interference restriction in a multi-
cell network. To this end, in the following paragraphs we proceed with proposing
a multi-objective cell association optimization framework, namely MOCA, that
consists of a number of different D2D cell association formulations with different
objective functions. It is anticipated that, according to varying network traffic
scenarios, this set of optimization problems can be considered as an add-on feature
for the network operator to be able to choose among the different association
policies.
3.3.1 Resource-aware Cell Association Optimization: MOCA-
I
1. Motivation: Cell association is highly correlated with the ability of the
network infrastructure to accommodate a significant number of connections
simultaneously. However, the integration of D2D paradigm in emerging
wireless systems urges network operators to contemplate how the DUEs’
association problem should be addressed in order to efficiently exploit its
resource reuse ability and, thus, avoid any resource blocking by dedicating
part of the spectrum for it (overlaid D2D communications). On top of
this, interference exerted to (from) the cellular communications from (to)
D2D links and among multiple D2D transmissions needs to be taken into
consideration. This means that, if the limited available resources provided
by a macro BS are potentially over-utilized by multiple D2D links in a
cell, this can bring in undesired interference patterns. For this reason, D2D
user association should attain a balanced D2D-based link orchestration with
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respect to resource efficiency.












ylb = 1, ∀l ∈ L (3.7a)
∑
l∈L
ylb ≤ Kb, ∀b ∈ B (3.7b)
∑
b∈Bl
clbylb ≤ cth, ∀l ∈ L (3.7c)
ylb ∈ {0, 1}, ∀l ∈ L, ∀b ∈ B. (3.7d)
It is a common practice to assume that each link can only be associated with
a small number of BSs considering its location. Constraint (3.7a) requires
that each link l will be associated with only one of these BSs that belong to
the Bl set. Inequality constraint (3.7b) is introduced to avoid any resource
availability violation for each BS b. (3.7c) accounts for the cost values to
be below a pre-defined cost threshold cth. Finally, (3.7d) ensures the binary
assignment of the y vector’s values.
The above constraints were detailed in 3.2.4. We note that the above is in
essence a non-linear integer optimization problem which is not suitable to
be solved via powerful available toolboxes on integer linear mathematical
programming. This problem can be then re-formulated as an integer linear
program if viewed as a max-min optimization problem in the following way:
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ylb, ∀b ∈ B (3.8a)
∑
b∈Bl
ylb = 1, ∀l ∈ L (3.8b)
∑
l∈L
ylb ≤ Kb, ∀b ∈ B (3.8c)
∑
b∈Bl
clbylb ≤ cth, ∀l ∈ L (3.8d)
ylb ∈ {0, 1}, ∀l ∈ L, ∀b ∈ B. (3.8e)
z is a positive number and the maximization of it accounts for achieving as
much as possible a balance in terms of number of links associated with the
deployed BSs. Constraint (3.8a) is also added to achieve the desired bal-
ance of D2D links’ association within the multi-cell topology by keeping the
sums of the second part of the inequality close to the value of z. This opti-
mization problem is an ILP problem that due to the unimodular property of
its aggregate inequality matrix (i.e. determinant of every square inequality
sub-matrix equals to 1) can be solved efficiently and easily, since it resem-
bles the computational complexity of the corresponding linear (fractional)
program. Additionally, let us denote by s the final solution vector for this
optimization problem. It consists of the decision variable y as well as the
z-constrained integer variable and can be mathematically represented as s
= [y; z].
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3.3.2 Joint connectivity cost & RB reuse optimization:
MOCA-II
1. Motivation: As already mentioned, with the advent of the data-driven era
and the ongoing user densification, the probability of two users to com-
municate directly increases. Especially in mass events, such as concerts or
football games, where the incoming data requests are highly correlated to
the event, the need to support multiple local communications arises. How-
ever, due to the limited channel resources, and in order to support these
multiple connections, some of the available resources might be reused by
multiple links within a cell. This can be translated to interference effects
among the users that use the same RBs. To this end, an optimization
problem is proposed as pertain to the issue of resource optimization usage
and, more specifically, to efficiently minimize the overall RB reuse levels for
highly congested scenarios. We herein provide D2D-BS association, in par-
allel with RB utilization awareness, so that the reuse rate of RBs (which are
assigned based on the differentiated FFR method) is potentially minimized.
2. Problem formulation: We formulate the aforementioned problem as a bi-




1, if RB r of BS b is used
0, otherwise.
(3.9)
Additionally, we denote with ρrb an index that captures how many times a
RB r is assigned by the BS b. Based on the above definitions, we formulate
the following optimization problem which provides optimal D2D cell asso-
ciation with the prospect of minimizing the reuse of RBs in the network:
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ylb = 1, ∀l ∈ L (3.10a)
∑
l∈L
ylb ≤ Kb, ∀b ∈ B (3.10b)
∑
r∈R






ylb, ∀b ∈ B (3.10d)
∑
b∈Bl
clbylb ≤ cth, ∀l ∈ L (3.10e)
ylb, τrb ∈ {0, 1}, ∀l ∈ L, ∀b ∈ B, ∀r ∈ R. (3.10f)
Following the notations used above, R accounts for the set of total avail-
able resources (e.g. for a 10 MHz LTE-based system bandwidth, set R
contains 50 physical RBs in total, according to 3GPP specifications). How-
ever, according to the principles of the differentiated FFR scheme, each BS
b provides a subset of the total available resources (Table 3.1). According
to it, each inner-region D2D pair can be assigned a channel resource out of
20 RBs, whereas for the outer-region ones the number is doubled. Hence,
the resources’ upper bound per cell is 40. Constraints (3.10a), (3.10b) were
described in the previous subsection. Further, we note that constraints
(3.10c) are logically redundant since they are implied by the constraints
in (3.10d), but we include them in the formulation in order to reduce the
search effort and runtime (i.e., reducing further the search space).
Additionally, it has to be highlighted that the proposed formulation can be
used in other frequency reuse techniques (or even different frequency reuse
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factors) that mainly aim to address the inter-cell interference coordination
problem in multi-cell networks.
3.3.3 Joint interference-aware & resource-aware cell asso-
ciation optimization: MOCA-III
1. Motivation: A very important issue that needs to be addressed is the po-
tential interference developed due to the co-existence of multiple D2D pairs
and CUEs. According to the applied FFR technique, a cell-edge or cross-
ing D2D pair that associates with a BS can mainly cause interference to
cellular transmission of adjacent outer-cell regions that might utilize the
same resource. Similarly, during the UL session that D2D communication
is expected to happen, the D2D receiver suffers interference from the CUE
that transmits to its coupled BS. Because of the limited resources for outer
cellular UEs, the probability that a CUE will utilize the same resource with
a neighbouring DUE becomes high. Considering that a CUE has a specified
interference range, the possibility that a D2D link will be harmed needs to
be avoided. An example is given in Figure 3.4.
Especially in highly dense scenarios, the need to avoid immense interference
is of paramount importance. By applying a joint optimization framework
that regards not only the resource availability but also the existence of po-
tential cellular interferers, this can entail better achievable system through-
put and overall performance improvement in the long run.
2. Problem formulation: In order to mathematically formulate this problem,
we introduce a penalty factor ϑlb (natural number) to represent the number
of cellular users that are candidate interferers to a D2D link l if it is asso-
ciated with BS b. Each ϑlb value accounts for the number of neighbouring
cells’ potential cellular interferers in an arithmetic/statistical fashion (e.g.
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Figure 3.4: CUEs to DUEs interference depiction. Possible association of the D2D
link with BS1 will give higher probability of interfering with a cellular user that is
located in the serving area of BS2.
in Figure 3.4, if the intersecting link associates with BS1, then ϑlb = 2, for
b = 1). For ease of comprehension, we first formulate the problem as a









ylb = 1, ∀l ∈ L (3.11a)
∑
l∈L
ylb ≤ Kb, ∀b ∈ B (3.11b)
∑
b∈Bl
clbylb ≤ cth, ∀l ∈ L (3.11c)
ylb ∈ {0, 1}, ∀l ∈ L, ∀b ∈ B. (3.11d)
Then, by encapsulating the problem of orchestrating the D2D links in a
way that overall resource savings can be achieved to the above setting, we
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ylb = 1, ∀l ∈ L (3.12a)
∑
l∈L
ylb ≤ Kb, ∀b ∈ B (3.12b)
∑
b∈Bl
clbylb ≤ cth, ∀l ∈ L (3.12c)
ylb ∈ {0, 1}, ∀l ∈ L, ∀b ∈ B. (3.12d)
Without loss of generality, the two objectives are assumed to be equally
important and an efficient balance between them is requested. Note that
the first objective should be transformed in accordance with problem (3.8)
to linearize the optimization problem.
The aim is to apply the weighted-sum (or scalarization [66]) method that
combines two objectives into a normalized single-objective function (general
form is ftot = f1+f2). For the formulation provided above (problem (3.12)),
we denote by f1(s) the function that corresponds to the resource-aware
balancing objective (first part) and by f2(s) the interference-aware part
(second part) of the bi-objective problem. In order to make the unified








∈ (0, 1], (3.14)
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where max(Kb) in equation (3.13) is the maximum number of available RBs
for all deployed BSs. Also, in (3.14), I is the matrix of size |L|×|B|, where
each element Ilb contains information about the number of the potential
cellular interferers for the receiver of D2D link l in case it connects to a BS




ϑ11 ϑ12 · · · ϑ1|B|










max (ϑ11, ϑ12, ..., ϑ1|B|)
max (ϑ21, ϑ22, ..., ϑ2|B|)
...




It equals to the summation of the maximum interferers for each D2D link
when it associates with one of the candidate BSs.
Considering the above properties and by linearizing the first objective as
shown previously, the problem is re-formulated to adapt to the weighted
sum optimization technique. By applying the linearization methodology
of (3.7) as shown before, the general form of the combinational objective
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ylb, ∀b ∈ B (3.17a)
∑
b∈Bl
ylb = 1, ∀l ∈ L (3.17b)
∑
l∈L
ylb ≤ Kb, ∀b ∈ B (3.17c)
∑
b∈Bl
clbylb ≤ cth, ∀l ∈ L (3.17d)
ylb ∈ {0, 1}, ∀l ∈ L, ∀b ∈ B (3.17e)
N∑
i=1
wi = 1. (3.17f)
Constraint (3.17f) concerns the weights of the two (N = 2) objectives and
enforces their summation to be equal to one, which is common practice in
weighted-sum methodology [67].
3.4 D2D Resource Allocation
In this section, the second step of our two-stage approach is presented. Herein,
an iterative randomized resource allocation (i-RRA) scheme for D2D communi-
cations based on the differentiated FFR is devised. Before introducing the RA
algorithm, the following assumptions need to be considered. We make use of the
fractional power control algorithm that sets the transmit power of a user device
u associated with BS b according to [54]:
Pu = min{Pmax, 10 log10(M) + P0 + αPLub}, (3.18)
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where Pmax is the maximum transmit power of the device (24 dBm), M is the
number of PRBs assigned to the device, P0 is a normalized power value (in dB),
α is the path loss compensation factor and PLub is the path loss between the
transmitting UE u and its serving (associated) cell b. User index u corresponds
to either a cellular UE or a D2D transmitter transmitting during the UL.
We recall from paragraph 3.2.2 that in a multi-cell scenario, due to the con-
current cellular and D2D transmissions, severe interference might deteriorate the
rate performance of both user types. Cellular links can be harmed by multiple
D2D active transmissions that utilize the same resource as well as by adjacent
cells’ cellular transmissions. On the other hand, D2D receivers suffer interference
not only from other DUEs that transmit on the same channel but also from cel-
lular transmissions of all cells. In order to calculate the achievable rate for both
communication types, the received SINR at a D2D receiver (direct communica-







In the case of cellular UL transmission, i corresponds to a transmitting CUE and j
translates to the associated with user i BS. For a D2D pair, i is the transmitter and
j the receiver. In the nominator, Gij stands for the link gain in i→ j transmission
and Pi is the transmission power estimated according to eq. (3.18). In the
denominator, the first factor represents the sum of the interference power from the
other interfering signals. In detail, Qj is the set of interfering nodes that utilize the
same channel allocated for the i→ j transmission , Gqj is the channel gain from
interferer q to receiver j, and Pq is the transmission power of interferer q ∈ Qj.
Finally, σ2 denotes the background/thermal noise power. Note also that, the
mentioned link gains encapsulate slow channel fading (shadowing) impairments,
with a shadowing standard deviation of 8 dB for both communication types.
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According to the previous definitions, the received SINR for each transmission
can be then mapped to achievable rate by using the Shannon capacity formula:
Rij = BRB log2 (1 + γij), (3.20)
with BRB being the RB bandwidth (180 KHz). Hence, the network’s aggregate
throughput is the summation of the achievable rates of all D2D and cellular
communications.
3.4.1 Iterative Randomized RA algorithm (i-RRA)
Here, a low-complexity, iterative randomized algorithm is proposed which runs
in a semi-centralized manner as follows: first, the cellular users of each cell are
initially assigned with orthogonal RBs, depending on the area they are located
in (inner or outer). Secondly, assuming that N RBs are available in an either
an inner or an outer area, each BS will randomly allocate one RB per associated
D2D pair according to the aforementioned FFR allocation logic and the area that
the pair is located in. This RB will be then subtracted from the corresponding to
each cell available RB pool. In case that all RBs are occupied (highly dense D2D
scenarios), a cellular resource can be reused by more than one D2D link. This
implementation will run for up to a designated number of iterations M . Then,
the BSs cooperatively opt the best allocation pattern among all. The criterion
for finally choosing the best resource allocation pattern to be applied is the total
network throughput, estimated as the cumulative cellular and D2D transmissions’
rates for all cells. The algorithmic steps are given in Algorithm 1.
The proposed algorithm’s nature falls within the category of “embarrassing”
parallel problems because iterations of the algorithm to explore the search space
can be executed without requiring any communication between them [68]. Its
computational complexity is O(M), which means that it only increases linearly
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Algorithm 1: i-RRA algorithm
Data: CUEs and DUEs’ location coordinates,
Cb: set of CUEs in cell b,
Lb: set of D2D links associated with cell b (input from MOCA framework),
{N bInner}: inner-region available RBs in each cell b,
{N bOuter}: outer-region available RBs in each cell b,
M : number of iterations.
for b := 1 to |B| do
• Allocate one unused (orthogonal) RB ∀ c ∈ Cb from N bInner or N bOuter
depending on its location.
end
for m := 1 to M do
for b := 1 to |B| do
• Sb ← {N bInner} ∪ {N bOuter}.
foreach l ∈ Lb do
• Randomly allocate one RB r to l ∈ Lb from the corresponding
Sb available RB pool.
• Subtract assigned RB from the available pool: Sb ← Sb \ {r}.
end
end














T = max{Rtotal} → Maximum estimated Aggregate Throughput
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Table 3.2: Simulation Parameters
Parameter Value
User distribution Uniform
Cell radius (d) 400 m
Number of macro cells 7
Number of CUEs per hexagonal cell 30
Total number of D2D links in hexagonal grid 150
Cellular path-loss model (PLCUE) 128.1 + 37.6 log10 d
D2D path-loss model (PLD2D) 148 + 40 log10 d
Max D2D link range (ln1,n2) 100 m
Maximum UE transmission power (Pmax) 20 dBm
Shadowing standard deviation 8 dB
Noise power spectral density −174 dBm/Hz
System bandwidth (BW ) 10 MHz
with the number of iterations M . To even reduce more the runtime, parallel
processors can be used to distribute the computational complexity of running the
algorithm for a big number of iterations.
3.5 Numerical Analysis
In this section, a set of numerical investigations is detailed in order to shed
light on the performance of the MOCA framework to provide reliable D2D cell
association. To realize this, D2D links and CUEs are uniformly distributed in
a seven-hexagonal cell scenario to provide an indication of the performance in
multi-cell network ecosystems. A key premise is that one RB will be allocated to
each D2D and cellular link. The basic simulation parameters, similar to EU FP7
METIS project [69], are listed in Table 3.2. All results derive from Monte Carlo
simulations in MATLAB.
For the performance evaluation of the proposed optimization framework a
cost-based heuristic (CbH) cell association method for D2D UEs is devised. This
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technique greedily associates each D2D pair to the BS that averagely provides
the best channel conditions to the two linked DUEs (Algorithm 2). Even though
this method optimizes the coupling of the distributed D2D links according to
path-loss based equation (3.3), it does not consider the BSs’ limited resource
availability which might lead to imbalanced cell association issues (thus, cases of
over-loaded cells) in the long run. Basically, this algorithm runs in a centralized,
sorted manner by sequentially associating each D2D link with the ideal BS to
serve it. To avoid any over-utilization of the BSs, if all the available resources of
a BS get occupied, the transmission of the respective DUEs is regulated from a
competing BS that is less utilized.
Algorithm 2: Cost-based Heuristic (CbH )
Data: DUEs’ location coordinates, cost matrix C ∈ R|L|x|B|+∗ , capacity
vector K ∈ Z1x|B|+ .
l = 1;
while l ≤ |L| do
• Find D2D link with minimum cost (min{C} = ci,j, where i is the row
(D2D link id) and j is the column (BS id)).
if (ci,j ≤ cth & Kj ! = 0) then
• Associate link i with BS j.
• Kj = Kj − 1;
• ci,(1:|B|) = Inf; → all i-th row values cannot be picked...
else
if (ci,j ≤ cth & Kj == 0) then
• c(1:|L|),j = Inf; → all j-column elements cannot be
picked...
• Find minimum cost for i-th link and for {K \Kj}.
• Update cost matrix (C) and capacity vector (K) accordingly.
else









The overall picture though is very different and the gains are significant when a
form of D2D control and resource utilization balancing is considered. For this
simulation setting, we retain the same Kb values for each b ∈ B to be equal to
the number of available D2D resources (i.e. 40) and assume that the optimiza-
tion problem in (3.8) is solved for each instant and for the different number of
D2D links. Starting from 70 D2D links in the hexagonal grid, for each different
case another 20 is added and each BS associates with a number of D2D links,
as restricted in (3.8). As mentioned before, each D2D link is then assumed to
be allocated with one RB to satisfy its transmission needs. 1000 Monte Carlo
simulations are executed to produce a statistical comparison of this problem’s
performance with the CbH method. Figure 3.5 presents the normalized mini-
mum RB availability that is achieved by using these two methods in the cases
of hexagonal and PPP-Voronoi based cell layouts. By normalized minimum RB
availability we mean the percentage of unallocated RBs among the deployed BSs
that basically translates to the most utilized BS. On average, and for the case
of hexagonal multi-cell environments, 12% more resources are available when us-
ing MOCA-I. In the same figure, a statistical maximum 19% of minimum RB
availability is shown for the case of 90 D2D links. Compared to it, in random de-
ployment scenarios where the BSs’ locations follow PPP modeling, the estimated
RB availability is distinctly higher. This can be explained by the randomness of
the cell shapes that, in some cases, allows for having multiple cell-edge links in
the borders of more than two cells, and consequently, more BSs are candidates for
association with them. According to the Monte Carlo based statistics, MOCA-I
achieves an almost 10% increase in terms of resource availability, compared to
CbH method, and a peak performance gain of 15% in the case of 130 links.
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Figure 3.5: Normalized minimum RB availability for MOCA-I and CbH techniques
in relation to the number of D2D links.
Evaluation on MOCA-II
For this case study, we focus on high-congestion network episodes, where some
resources have to be inevitably reused for more than one D2D pair within the
network. When congestion level is mentioned we refer to the number of D2D
transmission requests in proportion to the BSs’ available resources. Without
loss of generality, we assume that each available RB per BS is assigned with an
integer value that is randomly picked (from [0, 2]) and indicates the number of
times this RB is already used. Regarding the bi-objective optimization setting
(problem (3.10)) described in subsection 3.3.2, the first objective function is the
minimization of the path-loss based cost that we proved is only slightly better
compared to the CbH method. Hence, we solve this problem for the case of RB
reuse avoidance optimization (second objective function) and for highly dense
scenarios. To this end, Figure 3.6 proves that for different traffic cases, this solver
achieves better performance compared to an average utilization agnostic method
that assigns resources randomly picked from the available pool of RBs. To be
more specific considering the latter, it does not take into account the existing
RB reuse cases; in contrast, it randomly gets allocated with a random resource
depending on the BS it is associated with. On the other hand, we also consider
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 MOCA−II (optimal case)
Avg. utilization agnostic case
Worst case
Figure 3.6: Normalized RB over-utilization avoidance optimization compared to av-
erage utilization agnostic and worst case scenarios.
the worst case where the under study D2D links would be assigned with the
over-utilized RBs. As depicted, for example in the case of hexagonal deployment,
the proposed method succeeds in utilizing less used RBs and outperforms the
worst case as well as the average utilization agnostic case in a percentage of 45%
and almost 28% over-utilization avoidance gain, respectively. Specifically, this
performance gain can be depicted in the same figure for the case of more than 60%
of overall network congestion. We note that similar behaviour is observed for more
congested instances (i.e. > 70% and > 80%) where the achieved gain remains
significant. It has to be also noted that, because the number of distributed D2D
links as well as the input values ρ (already assigned RBs) are the same for both
hexagonal and PPP-Voronoi tessellation layouts, the differences in terms of RB
over-utilization are negligible between each other.
Evaluation on MOCA-III
Problem (3.17) aims at efficiently performing resource-aware balancing while tak-
ing into account the existence of potential cellular interferers to the D2D commu-
nications. In that sense, the interference-aware part adds a useful decision-making
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dimension to the optimization setting and mainly relates to the statistical chance
of a link to interfere with a CUE. In essence, it chooses the association of a D2D
link with the BS that will result in the lowest probability of interfering with
a closely located CUE. Figure3.4 represents the interference region of a CUE
(orange-dashed circular area in the figure) as the area under which cellular users
might interfere with a DUE receiver. In specific, this area can be specified by
the transmitting CUE’s location (centre of the circle) and a radius that is de-
fined as the range of the interference. For approximation, the interference range
for each CUE might vary and can be approximated by the multiplication of the
respective cellular link range with a random variable β ≥ 1 [70]. Without loss of
generality, we consider an upper limit for this variable and assume that β ∈ [1, 2].
By considering uniform distribution for both CUEs and DUEs, it might be pos-
sible to have an equal number of potential cellular interferers when a D2D link
associates with two different BSs. A representative toy example is shown in Fig-
ure 3.7: we consider a cell-edge D2D link that its transmitter is located on the
edge of a cell’s inner-region and the receiver being in a designated range from
it (we considered 100 m). Then, we shift the link on a straight line with a step
of 50 meters towards the neighbouring competing BS to look on the number of
possibly interfering nodes if the link is associated to each one of the two BSs.
As expected, when the link crosses the two-cell limit and is positioned almost in
the middle of the distance between the two BSs, the number of the interferers is
equal (in our case, this happened in a 150-meter shift from the initial position).
In such scenarios, it is the balancing objective that would guide the solution.
Finally, we solve the problem (3.17) in order to obtain an efficient trade-off of
the two objective functions. It has to be observed that these two objectives are
non-conflicting and therefore we are not considering optimal trade-off operating
points on a Pareto front3. The two objective functions are normalized according
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D2D pair association with BS-x
D2D pair association with BS-y
Decision made by
       LB criterion
Figure 3.7: Example of potential CUE interferers for a D2D link. The depicted
intersection point means equal interference probability for each possible association.
The stated LB (load balancing) criterion means that, because the probability is equal
in this case, the association balancing function (f1) will decide for the association of this
pair to a BS by contributing on providing as much as possible a balanced orchestration
of the distributed links.
to the analysis detailed in subsection 3.3.3. The obtained result, as shown in
Figure 3.8, indicates that there is linear non-conflicting relation of the two ob-
jectives. Therefore, as we can clearly observe, a decrease to the second objective
function can be interpreted as an increase to the max-min output of the balancing
factor (and vice versa) in order to retain the solution of the optimization problem
in its optimal value. In detail, it is the nominal practice to chose weights that
their summation equals to one. Therefore, by applying a stepwise increase of
the w1 weighting factor and a corresponding decrease to w2, we show how the
two objectives behave. Since the objectives are non-conflicting and their relative
importance can be deemed as equal in general, the decision maker (i.e. network
operator) can tune the aforementioned weights considering the relative magnitude
of the objectives in order to achieve different network operating points.
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f1 objective with WF w1 = 0:0.1:1
f2 objective with WF w2 = 1 − w1
Figure 3.8: Weighted sum method for MOCA-III bi-objective problem (sum con-
straint w1 + w2 = 1 is being applied).
Throughput performance
In our proposal, the solution of a CAS optimization problem will work as feed
for the resource allocation technique described in 3.4.1. Among the proposed
optimization formulations, we opt to use MOCA-I throughout the rest of the
simulations as it provides the lowest running time complexity out of the three
MOCA proposals. Indicatively, solving the three problems with the same CPU
(INTEL(R) CORE(TM) i7-6500 @ 2.50 GHZ / 8 GB RAM), MOCA-I runs in
0.8 seconds, whereas MOCA-II and MOCA-III run in 1.4 and 2.3 seconds, re-
spectively. By running this resource balancing-oriented setting, each D2D pair in
the topology will be thereafter associated with a BS, aiming at contributing to
the maximization of the minimum RB availability of the network.
Initially, we will compare the performance of the joint optimization problem
presented in 3.2.4 with a set of different allocation techniques that use MOCA-I
to decide over the cell association pattern for D2Ds. First, our i-RRA proposal
that is detailed in 3.4.1. Second, a differentiated FFR algorithm (for simplicity
we abbreviate it as dFFR) [64], which uses the same FFR-based allocation ratio-
nale for D2D links but requires the cell outer-region DUEs to use the resources
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that cannot be used by the inner-region DUEs in order to guarantee the latter’s
welfare, providing thus a form of prioritization. Third is the soft FFR-based al-
gorithm (sFFR) [65]. In that case, D2D and cellular UEs, being located in the
same region (inner or outer), are able to utilize resources from the same avail-
able RB pool (e.g. in the center cell’s inner region, F1 is the available RB pool,
whereas for outer region is F2 ). This however can be potentially harmful for
dense scenarios, because the existence of multiple D2D links will potentially lead
to over-reuse of some of the limited resources (especially for cell-edge users) and,
thus, performance might get degraded. Lastly, we apply a baseline random allo-
cation algorithm, where D2D UEs can be assigned with a random RB from the
whole frequency band that implies a rather unexpected performance. Fig. 3.9
shows the D2D sum-rate performance of all pre-mentioned resource allocation
schemes which is upper bounded by the joint optimization problem’s solution.
As already discussed, the latter is solvable in the case of a small total number of
D2D links that are randomly distributed in space because resource overlaps can
be then avoided (no RB reuse by multiple DUEs). We use again the weighted
sum method presented in III.C to run the optimization problem by assigning the
weight factors (WF) w1 and w2 with 0.5. It is shown that the joint optimization
solution outweighs the above algorithms by almost 17%, 63%, 132% and 104%
on average in terms of sum-rate, respectively, for the case of hexagonal grid sce-
nario. As expected, with the increase of the number of D2D links, the sum-rate
improves proportionally in most of the depicted cases. However, in the last one
(40 D2D links), only the joint optimization retains this increasing tendency by
maximizing the total achievable throughput for DUEs, whereas in the rest of
the algorithms, the developed interference due to the increasing number of users
leads to a slight performance degradation. Also, even though the achieved D2D
sum-rate performance drops almost in half in PPP-Voronoi based deployments,
the proposed method lays in between the joint optimal (but high complexity)
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Figure 3.9: D2D sum-rate comparison. In the joint optimal case a weight factor of
0.5 (w1 = w2 = 0.5) is used for both objective functions in (3.6).



























Figure 3.10: Throughput performance for cellular and D2D connections in hexagonal
based cellular networks.
method and the compared baseline techniques.
For the rest of the performance evaluation, we investigate the resource alloca-
tion problem from a high D2D-related density point of view (150 D2D pairs, uni-
formly distributed). Figure 5.5 highlights the maximum sum-rate performance
of the four resource allocation techniques for both cellular and direct transmis-
sions. For this case study, we also compare the presented CAS methods (MOCA
vs CbH) in order to visualize any effect on the throughput performance other
than resource-aware utilization for the network. The difference per case is low,
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Figure 3.11: Throughput performance for cellular and D2D connections in PPP-
Voronoi deployments.
however if we consider the resource utilization savings already presented in this
section, on top of 12% minimum RB availability, the i-RRA algorithm based on
MOCA-I CAS gives a slight improvement of almost 2.5% compared to the same
algorithm with CbH. The aggregate throughput gain is more visible for D2D
communications where 6.5% improvement is achieved through the MOCA-I / i-
RRA two-stage implementation. By leveraging the MOCA-I CAS technique as
the first step of the solution, the i-RRA for D2D communications outperforms the
dFFR, sFFR and random RA techniques in a percentage of 35%, 105% and 98%
respectively. In addition, the cellular performance follows the same trend, as the
i-RRA algorithm is better than the rest of the methods for a percentage of 13%,
28% and 29%, respectively. Complementary to it, Fig. 3.11 showcases the adapt-
ability of the proposed methodology to more realistic deployments, represented
by Voronoi cell tessellation. Again, a clear sum-rate performance improvement
can be observed for both cellular and D2D users when leveraging the MOCA-I
association method over the CbH one. Also, another representative fact is the
further increased D2D sum-rate gain when using the i-RRA algorithm, while it
outperforms the rest of the methods in almost 36%, 204% and 65%, respectively.
Finally, Figure 3.12 shows the CDF of the achievable rates for all users. Like
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Figure 3.12: UE rate CDF in hexagonal layouts based on MOCA-I.
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Figure 3.13: UE rate CDF in PPP-Voronoi deployments based on MOCA-I.
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(b) D2D UEs rate CDF
Figure 3.14: Drilled-down view of cellular and D2D UEs rate CDF in PPP-Voronoi
deployments based on MOCA-I.
before, MOCA-I is considered to be the decision mechanism used for the D2D-
BS association. The i-RRA algorithm proves its supremacy and entails better
throughput performance. In the 50th percentile, the i-RRA algorithm achieves a
17%, 110% and 48% better performance compared to dFFR, sFFR and Random
methods, respectively. Considering the 90th percentiles, over 27% better rate
performance of the i-RRA over the other RA techniques is shown. Again, same
behavior is observed when investigating the UEs’ throughput performance from
the Voronoi tessellation point of view (Fig. 3.13), even though the average user
throughput drops as compared to the hexagonal case. The latter can be further
drilled-down as in Fig. 3.14 to separately indicate the performance of cellular
and D2D UEs rate in terms of CDF depiction, where it is shown that, yet again,
i-RRA outperforms the rest of the techniques in a clear fashion.
3.6 Summary
In this section, a two-stage approach for achieving spectrum efficiency and en-
hanced throughput for D2D enabled networks is proposed. First, a set of ILP
optimization problems (namely MOCA) is devised, aiming to optimize the cell
association (CAS) aspect for D2D communications with respect to resource lim-
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itations, interference and network congestion episodes. The proposed set of opti-
mization problems is amenable for a centralized implementation, something that
could potentially be in-line with emerging cloudified RAN-based mobile networks.
Then, based on the output of the cell association solution, a low-complexity it-
erative randomized algorithm for D2D communications that considers different
RB pools for CUEs and DUEs is applied. The proposed framework is compared
with baseline methods as well as related works in the literature. In terms of
resource efficiency, the CAS optimization entails a balanced association of the
distributed D2D UEs to the deployed BSs that can be interpreted as valuable
resource savings and network capacity ease; over 12% of resource savings can be
admitted by this method compared to a path-loss based heuristic one. Then, the
proposed iterative randomized algorithm, called i-RRA, provides a fast and effec-
tive solution in terms of sum-rate performance when compared to other existing
algorithms. Over 34% of D2D sum-rate improvement can be realized via i-RRA,







D2D communication emerges as an attractive way to tackle the dramatic increase
in traffic and shortage of spectrum in cellular networks by capitalising on the prox-
imity of UEs to each other. D2D as an underlay in cellular networks enables the
reuse of the spectrum assigned for cellular communications. It also allows the
oﬄoading of cellular traffic and enables more reliable and high throughput links
between users in close proximity. For this reason, and following the prediction for
further densification in future 5G networks, D2D is expected to play a principal
role in spectrum and resource management since in several cases the number of
D2D connections can be very high and the resources would need to be carefully
controlled. However, in a D2D-enabled network some challenges need to be ad-
dressed in order to get the full benefit of this technology. Firstly, the potential
D2D UEs may not be in close proximity which may render the establishment of
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a reliable connection between the D2D UEs challenging. In addition, the high
spectral efficiency of underlay operation comes at the price of high levels of in-
terference to and from CUEs which could jeopardize the QoS of D2D as well as
cellular UEs.
In this chapter, we study the joint resource allocation for cellular and relay-
aided underlay D2D communications. We consider that cellular/D2D UEs could
act as relay nodes in order to enhance the link quality between D2D UEs that are
far from each other or the channel quality between them is poor. Additionally, we
consider that all UEs are eligible to either communicate directly with their peer
or via relaying. Our proposal considers the use of bio-inspired genetic algorithms
(GAs) [71] in order to find a near-optimal allocation of resources for cellular and
D2D UEs that can potentially achieve the maximum sum-rate within the network.
GA has proven to be an efficient approach for limiting the solution search space via
its probabilistic methodology (as analyzed in the next paragraphs) and achieving
near-optimal solutions to optimization problems.
4.1.1 Closely related work
Bio-inspired genetic algorithms (GAs) [71] have become a popular approach in
solving resource allocation problems in wireless networks [72, 73, 74] mainly be-
cause of their versatility, scalability and computational simplicity which make GA
a very attractive method to solve the resource allocation problem as it will be de-
tailed below. Resource allocation for D2D communications has been extensively
studied within the literature. In [75], a proportionally fair utility maximization
approach is used to allocate resources to both DUEs and CUEs. In [76] the mode
selection and resource allocation problems for underlay D2D communication are
investigated and solved using particle swarm optimization. Further, an efficient
graph-theoretical approach is proposed in [77] to perform channel allocation for
DUEs. Resource allocation in relay-aided D2D scenario has been studied in [47].
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Figure 4.1: Uplink scenario of relay-aided D2D communications as an underlay to
the cellular network.
However, [47] considered that all traffic flows are routed through L3 standard
relays whereas in our study the choice of direct or relayed D2D communication
based on the achievable rate is part of the optimization problem.
4.2 Problem Definition
The resource allocation problem in cellular networks is a widely studied area
that falls within the nature of NP-hard problems which cannot be solved in
real-time. Popular integer relaxation methods have been applied to reduce its
time complexity but do not render it a real-time solution for network operators.
In this section, we define important preliminary notations and parameters that
will help us further formulate the relay-aided D2D/cellular resource allocation
optimization setting and pave the way for our proposal.
4.2.1 Preliminaries
First, we consider the UL case scenario of D2D underlaying a cellular network
where interference patterns from a CUE to a receiving DUE and from the trans-
mitting DUEs to the CUE UL transmission, as depicted in Fig. 4.1. In this
figure, interference exerted from the cellular user CUE1 towards the D2D2 pair
and vice versa might be destructive not only for the reliability of the link, but
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also for the aggregate network throughput. Therefore, these two transmissions
should occupy different RBs to avoid mutual interference. Additionally, we as-
sume that cellular users are directly transmitting to the serving BS, whereas the
communication mode between two DUEs can be either direct or with the help of
a closely located relay that lays within the geographical serving area of a macro
cell. An important assumption is that only one proximate UE to a D2D pair can
be used as its relay to help the transmission. Now, before we detail the problem
formulation, we need to define the following sets:
• K = {1, 2, . . . , K}: set of available RBs.
• L = {1, 2, . . . , L}: set of D2D links.
• C = {1, 2, . . . , C}: set of cellular links.
• M = {1, 2, . . . ,M}: set of relays.
Also, in order to formulate this problem, we need to further define the de-
cision variables of the optimization setting that will be valued according to the
assignment (or not) of a RB to a specific user, either for a cellular, a direct or
relayed D2D communication. The binary variables that correspond to CUEs,
relayed D2D or direct D2D RB allocation are defined by (5.3)-(4.3) respectively.
xkc =
















We consider a deterministic model where the SINR between nodes i and j





where Ij,k is the interference received by user j over resource block k, Pi is the
transmitted power of node i, Gij is the link gain between node i and j, and lastly,
σ2 is the power of background/thermal noise. The D2D interference to the UL















We note that, for the rest of the paper, the i, j indexes in Gij (or yij) correspond
to the transmitter and the receiver respectively. Also, from now on, we use ylm to
refer to the link between a DUE of pair l to relay m and vice versa. Depending
on the position, if the notation l is the first sub-index, it implies the transmitter
of this D2D pair, whereas in the other case it refers to the receiver of it. Also, it
is clear that yklm = y
k
ml for a D2D pair l and a relay m.
The uplink channel rate of the cellular user c over resource block k, denoted
by Rkc , is given by










where BRB is the RB bandwidth (180 kHz), Pc is the transmit power of CUE c.





Similarly, the interference affecting the D2D receiver of a pair l can be from the
cellular user c or the other DUEs/relays that are transmitting over the same
resource. If the resource block k is assigned to l, the received interference power
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where Gl is the channel gain for the D2D pair l transmission.
If the relay-based communication is used for D2D pair l via a relay m, the

























where Im,k is defined as the interference power from CUE and the other D2D
users exerted to relay node m, and is given by exchanging the subscript l with m
in (4.8).
Lastly, if we consider that relays are operating in full-duplex (FD) mode (relay
nodes are able to receive and transmit data in same frequency bands and time
slots) in amplify-and-forward communication [78], Rkm, which is given below, de-
notes the total achieved rate for a relay-aided D2D communication over RB k
where m refers to the relay that assists the considered D2D pair l.




We define the sum-rate maximization problem in an LTE scenario where D2D







































≥ Rth, ∀l ∈ L (4.13b)
∑
c∈C
xkc = 1, ∀k ∈ K (4.13c)∑
k∈K














l ∈ {0, 1}, ∀k ∈ K, l ∈ L, m ∈M, c ∈ C. (4.13f)
Constraints (4.13a), (4.13b) restrict the rate to be above a predefined threshold for
all communications, i.e. direct, relayed D2D and cellular connections. Following
the milestones of LTE, (4.13c) imposes the orthogonal assignment of the cellular
users. Also, constraint (4.13d) signifies the allocation of each cellular user c
with a single RB, whereas (4.13e) applies the same RB limitation for the D2D
communication and also implies that only one relay can be potentially assisting
each D2D link. Thus, the role of the binding variables z, y in the latter constraint
is to restrict each D2D to communicate only in direct or relay mode and can
be considered as a logical OR set of constraints. Set aside the NP-hardness of
the above optimization problem, and assuming that, in the best case scenario,
cellular users are allocated in a static way with specified RBs, solely the objective
function’s complexity is lower bounded by O(L! ) in the case that L links are able
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to satisfy their transmission needs with one RB, where L ≤ K. This insinuates
that a potentially huge growth in various networking topologies, where either
the number of users or the number of available radio resources (higher system
bandwidth) is enhanced, translates to increased complexity. To this end, the need
for introducing lower complexity solutions is immense.
4.3 Genetic Algorithm
GA is one of the most popular bio-inspired algorithms and is used to tackle
real world NP-hard optimization problems. In general, bio-inspired algorithms
imitate the natural evolution of biological organisms to provide a robust, near
optimal solution for various problems. GA is inherently an evolutionary process
that involves chromosome encoding, population initialization, fitness function
depiction, crossover and selection mechanisms. These operations will be briefly
explained in Section 4.3.1. A detailed analysis of GAs can be found in [71].
Initially, we introduce the following two important definitions.
Problem mapping: The first step in solving the resource allocation prob-
lem using GA is to establish a mapping between them. Since our problem space
corresponds to CUE or DUE channel allocation, an integer based chromosome
coding mechanism will be used. Based on this, each individual can directly map
to a potential channel allocation for CUEs and DUEs where a channel alloca-
tion for a UE is represented by a chromosome; a set of chromosomes forms an
individual. The initial population consists of a certain number of individuals,
denoted by V . A common method to initialize the population is to randomly
generate the chromosomes of each individual. In addition, the feasibility of each
individual should be ensured to accelerate the convergence process. Thus, we
first randomly generate two feasible vectors for each node, according to the rep-
resentation scheme. Once all vectors are available, they will be combined to form
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a feasible individual with length equal to (C + L + M). This is repeated until
V individuals are generated. The formed population then acts as the very first





















































Fitness function: To this end, we firstly need to interpret the objective of
the optimization problem in (4.13) to a fitness function that evaluates the quality
of a given individual. In this case, to formulate this we apply a penalty function
to ensure that constraints (4.13a) - (4.13b) are satisfied. In addition, the D2D
mode selection (i.e. direct or relayed) is also optimized during fitness evaluation.
The fitness function is defined in (4.14).
4.3.1 GA operation
1) Selection: An operation used for choosing individuals to participate in re-
production. In this study, the roulette wheel selection model is used where the
chosen probability is proportional to the individual fitness evaluation function.





2) Crossover and mutation: Crossover mixes the current solution so as
to find better ones whereas mutation helps the GA avoid local optima. In the
context of this chapter and for the simulation results, one and two points (OP
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Figure 4.2: (a) Two-point crossover example. (b) Mutation example.
and TP) crossover cases are considered. An example of a two-point crossover is
illustrated in Fig. 4.2(a). The mutation operation works by randomly making
minor changes in the chromosomes after the crossover operation is performed. In
our algorithm, we view each chromosome as a single gene. We define a trivial
probability pv as the likelihood of a gene to mutate. If a gene is determined to
mutate, one digit of the vector will be randomly selected and replaced with a
different value as shown in Fig. 4.2(b).
3) Replacement: After generating a new population, an elitist-based re-
placement model is employed to modify the old population with a certain number
of new individuals. The worst individuals in the parental population are replaced
by their children in the next generation.
The algorithm works as follows: an initial population is initialized. Then,
the reproduction process starts, including mutation and crossover. The worst
individuals are replaced with fitter ones based on the fitness function and this
process is repeated until the maximum number of generations is reached. Con-
sidering the run-time performance of the GA, it is dependant on the three men-
tioned procedures. It is proven that GA scales well in terms of time complex-
ity compared to ILP problems that are unable to run for highly dense topolo-
gies [79]. Briefly, the complexity of GA algorithms estimated as O(V ∗ G ∗
O(Fitness Function) ∗ ((Pcr ∗ O(Crossover)) + (Pmut ∗ O(Mutation)))), where V
(population size), G (number of generations), Pcr (crossover probability) and Pmut
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(mutation probability) are constants which further simplifies the complexity to
O(O(Fitness Function) ∗ (O(Crossover)) +O(Mutation))).
4.4 Heuristic Algorithm
Herein, an algorithm that focuses on providing an enhanced rate performance for
D2D users with respect to cellular throughput is devised. A basic assumption
is that cellular users are initially allocated with orthogonal resources to satisfy
their UL transmissions. Further, we iterate over all D2D links and pre-calculate
for each one of them their potential rate performance (according to Shannon
capacity formula) on each RB, based on the interference from cellular UEs. Then,
we identify the best combination of D2D UE and RB that gives the maximum
among all rate as a starting point. Recall that the maximum rate of a UE on
a specific RB can result from either direct or relayed communication. Then, we
update the rate matrices (lv for direct and mv for relayed transmission) with
the former step’s allocation and iterate over all UEs by taking into account the
interference deriving from this RB assignment. Last, after all UEs are served,
we estimate the rate that each UE achieves through the final allocation pattern
and consequently the overall throughput. The algorithmic steps are analytically
shown in Algorithm 3.
4.5 Performance Evaluation
In this section, a set of numerical investigations is presented to evaluate the
performance of the GA-based resource allocation method. The results derive
from Monte Carlo simulations of 100 iterations, implemented in Matlab. It has
to be noted that the path-loss considered for a relay-enabled communication is
the same as in the rest of the communication modes as each relay node is a D2D-
enabled UE. Also, one RB is assumed to be assigned for each transmission. The
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Algorithm 3: Sum-rate maximization algorithm
Input : C, L, M, K (with their corresponding cardinalities C, L, M , K)
/ users’ location.
Output: Aggregate throughput: Rtot
for c := 1 to C do
- allocate random orthogonal RB k to user c; Kcellular = Kcellular − {k};
end
for i := 1 to L do
for k := 1 to K do
- calculate lv(i, k);
- calculate mv(i, k);
end
lmaxv (i) = max(lv(i, :));
mmaxv (i) = max(mv(i, :));
end
S = zeros(L, 2);
j = 1;
while j ≤ L do
find < l, k > combination that gives the maximum rate among all
elements in lmaxv and m
max
v matrices;
S(l, :) = [l, k];
repeat
- update the rates on the assigned RB k ∀u ∈ L − {l} for both lv,
mv;
- update lmaxv (u) & m
max
v (u);
lv(l, :) = 0; mv(l, :) = 0;
until all matrices’ rows are updated
j = j + 1;
end
for l := 1 to L do
- calculate achieved rate for direct or relayed D2D comm. for user
l (Rl);
end
for c := 1 to C do









Table 4.1: Simulation Parameters
Parameter Value
User distribution Uniform
Macro cell radius 250 m
D2D link length [20, 150] m
Number of CUEs in cell 30
Number of relays/D2D links 50
Path-Loss model 128.1 + 37.6 log10 d
UE/relay Tx power (fixed) 20 dBm
Noise power spectral density −174 dBm/Hz
System bandwidth (BW ) 10 MHz
rest of the system parameters are shown in Table 5.1.
We compare the proposed GA techniques (one-point (OP) and two-points
(TP) crossover) with the heuristic RA algorithm that was described in Section
4.4 and a random RA method. The random method works as follows: after the
allocation of orthogonal RBs to cellular UEs takes place, DUEs are also randomly
assigned resources from the available RB pool and satisfy their transmission needs
by selecting either relay or direct mode, depending on which of the two modes
provides better rate performance.
First, a significant factor that needs to be taken into account is the convergence
point of the applied GA methods. This point can be interpreted as the number
of generations that results in the optimal achievable aggregate rate, i.e. how fast
the algorithm converges to the maximum reached rate with respect to an upper
bound of generations and for a defined number of Monte Carlo runs. The box
plot in Fig. 4.3 shows that the TP-GA technique converges almost 1.5 times
faster compared to the OP-GA (the medians of convergence points in relation to
the number of generations are 290 and 412, respectively). Also, the horizontal
edges of each box (25 and 75 percentiles) show a bigger gap in the second case
where the TP-GA can achieve a really fast convergence on average. This can be
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Figure 4.3: Average convergence points for the case of (i) one-point (OP) crossover
GA, and (ii) two-points (TP) crossover GA.



















Figure 4.4: An example of the GA’s convergence to the maximum rate values.
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justified by the TP crossover’s ability to ensure a more diverse initial population
and encoding that can entail faster convergence to the optimal rate.
Further, Fig. 4.4 shows a sample of the sum-rate performance tendency for a
designated number of generations. In this case, the TP-GA not only converges
faster to its optimal solution (i.e. 210 generations less needed) but also the
achievable rate is notably high compared to the heuristic (almost 10%) and clearly
better than the OP-GA method. It has to be noted that, in this case study, the
TP-GA method provides a higher capacity performance even from the second
generation and beyond, while OP-GA converges in its optimal point in the 468th
generation but with rather sub-optimal throughput. Last, for this simulation run,
TP-GA outperforms the random method with almost 21% gain in terms of sum
rate performance.
Fig. 4.5 illustrates the sum-rate performance of the proposed methods when
the D2D transmitter and receiver are separated by fixed distances for each eval-
uation point. The TP crossover GA method achieves an average sum-rate gain
of 4%, 24% and 43% compared to the OP-GA, heuristic and random allocation
techniques, respectively. The plot shows that even though the rate drops propor-
tionally with the increase of the D2D link range, the performance gap of the GA
proposed algorithms in comparison to the two RA schemes becomes larger. For
the case that the D2D link length is fixed at 250 meters for all DUEs, the TP-GA
method provides a rate improvement of 37% and 72% compared to the heuristic
and the random methods, respectively, signifying a more efficient resource and
mode (direct, relayed) selection for D2D communications.
Finally, we investigate the received interference by D2D UEs for all the consid-
ered cases. Note that, this interference can result from both a cellular and other
D2D/relay transmissions that reuse the same spectrum. As shown in Fig. 4.6,
the GA methods achieve a lower interference level where at the 50th percentile,
the interference level in GA is 4.7 and 10 dB lower than the heuristic and random
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Figure 4.5: Aggregate throughput in relation to varying D2D link lengths.
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Figure 4.6: CDF of DUEs’ received interference.
methods respectively, and at the 90th percentile the GA interference reduction is
9.4 and 15.7 dB compared to the baseline methods.
4.6 Summary
In this chapter, we presented a resource allocation methodology for relay-aided
D2D communications that underlay a cellular network. By exploiting the ro-
bustness and versatility of bio-inspired meta-heuristic techniques, we proposed
a low-complexity genetic algorithmic framework that aimed at maximizing the
network throughput performance with respect to interference. Numerical evalu-
111
4.6. Summary
ation results highlight the merits of the investigated GA methods. The proposed
one-point and two-points crossover GA techniques provide significant rate im-
provement amounting to more than 20% and 40% compared with heuristic and
random RA methods respectively. The proposed GA methods also ensure the
least exerted interference towards D2D transmissions with an average gain of





Communications in 5G Networks
5.1 Introduction
Network and radio resource management is undergoing a significant change which
relates to a number of different underpinning forces. Firstly, to the provision of
new and emerging Internet services with increased aggregate volumes of traffic,
higher user demands and fast changing requirements. Indicatively, latest Cisco’s
forecasts envisage an explosive mobile data traffic growth that will reach an al-
most 10-fold increase by 2020 [1]. Secondly, we are witnessing higher network
heterogeneity and the emergence of multiple stakeholders with the overarching
need to significantly reduce deployment costs and achieve a sustainable network
operation. To this end, network virtualization has recently emerged as a promis-
ing technique to overcome the complexity of current network operation as well as
facilitate inter-operators sharing [80]. Therefore, efficient approaches to manage
radio and network virtualized resources, are expected to be a catalyst element of
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future mobile network architectures.
Stepping back for a while and taking a more holistic view, it can be stated
that, depending on the reused components, network sharing approaches can be
classified into active and passive sharing [81]. Active sharing accounts for efficient
reuse of key infrastructure components, such as backhaul connections, base sta-
tions and, ultimately, the radio access network. On the contrary, passive sharing,
which takes place widely today, relates to the cell-site based reusing of its func-
tional components, such as the physical infrastructure, pylons, electrical supply
and so forth. The combination of both concepts can not only offer flexibility and
potential capital and operational expenses reduction for the network operators,
but also a flexible and programmable mobile network.
The above vision is starting to take shape via the move towards network func-
tion virtualization (NFV) and software-defined networking (SDN) that provide a
formal architectural view on softwarization and cloudification for emerging wire-
less networks [82][83][84]. On the one hand, NFV enables the implementation of
innovative applications without taking into consideration the substrate networks
as well as it allows the actual virtualization of some network control function-
alities [85] [86]. It further gives the ease to mobile virtual network operators
(MVNOs) to turn the attention on resource utilization improvements. On the
other hand, SDN is the concept that decouples the control and user planes of mo-
bile network devices and provides the means for simplifying network operability
as well as leading to enhanced performance.
114
5.1. Introduction
5.1.1 Brief Description of Software-Defined Networking
and Network Function Virtualization
Capitalizing on emerging technologies such as SDN1 and NFV2 provides the net-
work operators with the opportunity to speed up their services’ innovation, reduce
the overall costs coming from the need to conserve the network equipment and
the consumed power for its operation.
Software-Defined Networking (SDN)
SDN is an emerging technology that creates a fertile ground for network opera-
tors to easily manage today’s rate and bandwidth-demanding applications in a
cost-efficient, dynamic and adaptable fashion. The idea is to physically separate
(decouple) the two networking planes, that of control and forwarding ones. As
a consequence, it enables the network control to become directly programmable
and the underlying infrastructure shareable and abstracted for several network
services and applications [82]. The control plane functions are running on a
centralized network controller that is responsible for routing and forwarding the
traffic to network elements which constitute the entities of the separated data
plane [5]. This SDN controller has a holistic view of the network nodes and is
able to dynamically produce and reconfigure the best flow/routing policies in a
heterogeneous network of single or multiple vendors. Furthermore, through the
northbound3 interface of the SDN architecture, application programming inter-
faces (APIs) enable the communication between network applications and the
control layer, leading to an automated management of the network and an easy
way for applications to be created, tested and deployed in low time-scales.
1www.opennetworking.org
2www.etsi.org/technologies-clusters/technologies/nfv
3The northbound interface describes the area of protocol-supported communication between
the controller and applications or higher layer control programs. Functions of northbound APIs




The Open Networking Foundation (ONF) [82] has also defined Open Flow
as the prevailing southbound4 interface to realize the communication between
the centralized network controller and the network devices (both physical and
virtual switches and routers) located in the transport network (infrastructure
layer). Particularly, it provides the means to access and configure the forwarding
plane of a group of physical and/or virtual network nodes, such as switches and
routers.
Network Function Virtualization (NFV)
In envisioned future virtualized and programmable 5G wireless network architec-
tures, different tenants (virtual network providers) will be sharing the physical
(substrate) network resources using a combination of SDN and NFV architectures.
Now, the core idea behind NFV that comes as a complement to SDN technology
is to capitalize on virtualization technologies to decouple physical network equip-
ment from the services or functions that run on top of them [85]. Under the NFV
framework, a network service can be decomposed into a set of virtual network
functions (vNFs) which are implemented in software and are able to run in gen-
eral purposed hardware where they can be dispatched on demand. An overview
of the NFV architecture is shown in figure 5.1 which conforms to the ETSI NFV
framework. As depicted in this figure, a service request will be handled by the
Orchestrator which will then inform the Virtual Function Manager (VFM) about
which vNFs are required to be activated for this specific service, whereas the
actual physical resources for the vNFs will be handled by the Virtualization In-
frastructure Manager (VIM). The above defined policies for the service creation
4The southbound interface is the OpenFlow (or scarcely alternative) protocol specification.
Its main function is to enable communication between the SDN controller and the network nodes
so that the router can discover network topology, define network flows and implement requests
relayed to it via northbound APIs. Functions of southbound APIs include communication with




will be distributed using the SDN controller (based for example on OpenFlow5).
Since each tenant will be allocated a slice of the available network resources
(including also spectrum), mobile users that will require D2D communication
from different tenants will be allocated resources (RBs) from the device which
is originating the communication. This operation might lead to inefficient us-
age of the tenant’s available resources in the long run. We therefore propose
the use of an inter-slice coordinator that will allow for optimal usage of multiple
tenants’ resources in the case where the communication is taking place between
users subscribed to different tenants. An illustrative example of an inter-slice
controller is shown in figure 5.8, for the case of two tenants. Such cross-tenant
orchestration would allow a more efficient use of the available physical resources
per tenant. The concept of inter-slice coordination is being developed within the
EU 5G-PPP 5G-NORMA project where the key motivation is to replace single
RAN’s networked entities by a network slice with a graph of programmable net-
work functions6. A cross-tenant controller should be a trusted entity since in
order to optimize the overall performance tenants will have to provide intra-slice
topological information to the controller which might include, inter alia, the num-
ber and location of users in each slice. Depending on the actual implementation,
the cross-tenant controller can be considered as a broker that runs by the sub-
strate network provider, which can be deemed as a trusted element. Note, there
is an incentive for all tenants to cooperate since overall network performance is
increased; however, trusted entities in virtualized architectures is a topic well be-
yond the scope area of this thesis. Based on that fundamental assumption, the
aim of this work is to quantify the potential achievable gains enabled by such a
cross-slice controller.
5Open Networking Foundation, OpenFlow Switch Specification Version 1.3.2 April 25, 2013
6Mark Doll, 5G NORMA “A Novel Radio Multi-service adaptive network Architecture for
the 5G era”, 1st Sino-Europe 5G Workshop, November 2015, Beijing, China
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Figure 5.1: Network Function Virtualization architecture following the ETSI frame-
work.
5.2 Optimal Virtualized Resource Sharing for
D2D Communications
5.2.1 Contribution
Despite the fact that a number of solutions for RAN virtualization emerged over
the last few years, it is worth pointing out that little attention has been placed
on issues related to D2D virtualization. In essence, this section shortens the
gap between these two important areas by proposing a set of optimization prob-
lem formulations to extend previous works on RAN virtualization and explicitly
provide resource slicing for D2D communications. To this end, we aim to yield
upper bounds on network performance by devising optimal D2D resource slic-
ing via mathematical programming formulations. In addition, sub-optimal low
complexity algorithms, amenable to practical (real-time) implementation, are de-
tailed. Via a wide set of numerical investigations, we show that the proposed
solution achieves significant gains in terms of system throughput compared to
previous related resource slicing techniques which are D2D oblivious.
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5.2.2 Closely Related Work
As already mentioned, resource allocation in the context of D2D communications
for emerging and future wireless networks is one of the active areas of research
[87]. The literature, regarding the integration of D2D communications in cellular
networks as well as the orchestration of the scarce network’s radio resources, is
rather rich and includes a number of different approaches and novel techniques.
Optimal utilization of RBs in LTE-A networks is well known to be an NP-hard
optimization problem, with or without the presence of D2D links. To this end, a
common route has been to propose sub-optimal algorithms for resource utilization
using graph-theoretic approaches [88] or by relaxing some of the constraints (e.g.
power constraints or the integrality of the resource block allocation) and propose
near-optimal heuristic methods for D2D resource allocation [89].
Considering the virtualization of RAN resources, one of the most important
functional entities is that of the hypervisor, which is essentially a virtual resource
controller that slices the entities of a physical network into different virtual net-
works. The communication modes are then defined by a central software con-
troller that runs on top of the virtualized infrastructure providers (InPs) and,
consequently, the integration of different communication types can be eased.
Further detailed information on the adaptation of D2D communications’ peer
discovery and resource management can be found in [90].
A number of previous closely related works considered the exploitation of
NFV and SDN concepts on radio access networks. Notably, Soft-Cell [91] focuses
on redesigning the core mobile network under an SDN framework, where the
emphasis is placed on the realization of adaptive traffic policies for user data traffic
across the core and wireless access network. On a parallel effort, SoftRAN [92]
focuses on the radio access network by considering a logically centralized control
plane for allocating radio resources. The idea is that by providing a multi-cell view
on the network, radio resources can be managed in a more coordinated manner;
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hence, SoftRAN, focuses on multi-cell resource allocation whereas in this section
we are focusing on D2D resource allocation within a single cell that gives an
intuition of the overall network point of view. For a more meticulous overview and
of tutorial-style analysis of current efforts on wireless network programmability
via NFV/SDN approaches, we refer the interested reader in [93].
As already alluded above, the integration and proper orchestration of D2D
in virtualized SDN-based cellular networks is expected to become an important
topic for providing low-cost network operation via the virtualization of the un-
derlying functional blocks as pertain to the issue of D2D resource allocation.
One of the first efforts towards this direction is the work in [90], where the au-
thors address the problem of network state information (NSI) imperfectness in
virtual wireless networks and resource allocation for the software defined D2Ds.
They devise a discrete stochastic optimization formulation to the problem of
resource sharing given imperfect NSI and, then, proceed with the introduction
of stochastic approximation algorithms for both static and varying channels re-
source manageability. In contrast, in this section we consider the exploitation of
an aggregated radio resource pool among multiple MVNOs and D2D communi-
cations in a virtual wireless network to maximize the network-wide welfare. The
key contribution is the proposal of a D2D-explicit virtualized resource sharing
methodology that, compared to other works, makes full use of the available re-
sources from different slices to optimize the performance of D2D users in terms
of sum-rate and at the same time retain the interference in acceptable levels.
We provide low complexity heuristic algorithms as well as upper bounds on the
performance by formulating integer mathematical programming models that also
allow the allocation of contiguous RBs to D2D users in order to enhance their
aggregate performance.
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5.2.3 System Model
We consider a D2D underlay-based cellular network where D2D links and cellular
users are randomly distributed in a hexagonal cell layout [12]. The cell’s centre-
located base stations are considered to be equipped with omni-directional anten-
nas and are being shared by N InPs. We focus on the most popular UL based
resource sharing case, where D2D communications reuse the cellular spectrum
of an LTE-A system. The uplink resource use, which implies a set of available
RBs (K), is studied due to the widely accepted assumption that uplink will be
less congested than downlink. During the UL phase, interference from the D2D
transmitter to the BS is taking place, hence monitoring of the interference at the
base stations should be considered. On the other hand, D2D receivers are also
exposed to interference from the cellular transmissions whose resource blocks are
being shared. The difference of the proposed technique compared with the net-
work virtualization substrate (NVS) technique, as presented in [80], is explained
in Figure 5.2. This figure shows an NVS-based allocation, where the available
resources are sliced for different InPs (slices) to serve their corresponding users’
transmissions. However, it does not consider explicitly the D2D communication
links. In that case, a RB can be re-used between a CU and a D2D link. As
shown in this figure in slice 2, the D2D2 pair reuses the RB allocated to CU2,
resulting in high interference that leads to sub-optimal performance. On the con-
trary, while the proposed technique implements resource allocation that regards
the D2D links of multiple slices, the D2D2 pair would be preferably assigned with
a RB from slice 1.
Furthermore, we proceed with the system definition in order to formally dis-
cuss the proposed scheme. Without loss of generality, we consider two MVNOs
or service providers that acquire and utilize radio resources from different InPs
(N ). This consideration deviates from the conventional resource allocation case
where the cellular spectrum is available for all users (Figure 5.3(a)). As further
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NVS optimal / D2D sub-optimal
Figure 5.2: An example that shows an NVS-compatible sub-optimal resource assign-
ment case. Dashed lines represent the existed interference.
illustrated in Figure 5.3, the proposed technique can be deemed as an extension of
the NVS (case (b)) where a layer of D2D-specific resource assignment procedure
is embedded. Our contribution can be represented by the sub-figure 5.3(c) where
a functional D2D virtualization block is integrated to fuse the D2D available re-
source pools of the two slices. In essence, D2D links are enabled to be allocated
radio resources from the slice that they do not belong to in contrast to NVS
rationale that imposes the allocation of resources from the slice manager that the
users are subscribed to. Thus, efficient sharing of multiple slices’ resources can be
applied in order to facilitate the transmission of D2D UEs and effectively avoid
any potential performance degradation due to the spectrum reuse.
In our system model, the path-loss is calculated as follows,
PLD2D = 148 + 40 log10 d (5.1)
PLCU = 128.1 + 37.6 log10 d (5.2)
for D2D pairs and cellular users, respectively [94][95]. Parameter d stands for the
distance and is expressed in km. In order to present a mathematical programming
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Radio Resources (Resource Blocks)




Radio Resources (Resource Blocks)
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Figure 5.3: Proposed RB availability pool for D2D links for a number of InPs and
slices (in this case |N |= 1 and 2 slices are implied). Ci and Li stand for the correspond-
ing resource pools for cellular and D2D links served by slice i.
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framework, we define the following binary decision variable:
ylnk =

1, if D2D link l of InP n utilizes RB k
0, otherwise.
(5.3)
Also, we denote with L the set of D2D links, N is the set of InPs and K is the
aggregate set of the available resources.
In order for a RB k = kl to be allocated to a D2D link l of InP n, the
required SINR threshold (γt) needs to be satisfied to the receiver (for an LTE
based network, we consider that this value should be above 7 dB when translated
from corresponding SINR ratio values in order to ensure a fair signal and QoS








where Pl is the transmission power of the D2D transmitter of link l, glnk is the
link gain of the lth D2D link from InP n when using the RB k. gclnk expresses
the link gain between CU c and the receiver of D2D link l of InP n when using
RB k (CU-D2D interference will be developed when k = kl and ylnk = 1 in the
denominator). Lastly, σ2 denotes the lump sum power of background/thermal
noise and Q the co-channel interference from other cells (if existent).
Also, the SINR threshold (γ˜t) needs to be satisfied also for the cellular trans-
missions that utilize the same RB (e.g. k = kc) with a D2D link l when transmit-
ting in the uplink period (as before, acceptable value is 7 dB and above). This
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where Pc is the transmission power of a cellular user, g
cb
nk is the link gain between
the CU c and its associated BS b when using RB k, whereas glbnk accounts for the
link gain between the D2D transmitter of link l and the BS b that transmit/receive
in the same kth channel.
Considering the above, the achieved rate for D2D link l’s receiver of InP n
that utilizes the resource block k can be estimated through the Shannon capacity
formula accordingly,
Rink = BRB log2 (1 + γlnk) (5.6)
where BRB is the LTE-based resource block bandwidth (180 kHz) and γlnk is
expressed in power ratio. Note also that, in the aforementioned formulas, link
gains incorporate also channel fading and shadowing impairments. A shadowing
standard deviation of 8 dB for both CU and D2D users is taken into consideration.
In the following two subsections, a set of optimization problems is proposed for
maximizing sum-rate performance of D2D pairs under a given number of available
resources. Then, a heuristic resource slicing algorithm is devised to provide a low
complexity albeit sub-optimal performance.
5.2.4 Single Resource Block Sharing in Virtualized Envi-
ronments
In this subsection, we turn the focus on the allocation of a single LTE RB as
the minimum assignable resource unit for each deployed D2D link. We assume
that all cellular users (we denote this set with C) are being allocated with or-
thogonal resources and reserve a single RB to satisfy their transmission needs
(each c is assigned different RB kc). We subsequently devise an optimization
problem to maximize the sum-rate of the involved D2D users in a manner that
the overall CUs’ performance is not critically affected by the potential reuse of
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ylnk ≤ Un, ∀n ∈ N (5.7c)
ylnk ∈ {0, 1}, ∀l ∈ L, ∀n ∈ N , ∀k ∈ K (5.7d)
where Un is the maximum number of users that can be served by InP n and
γ˜t stands for the SINR threshold that needs to be satisfied for a successful UL
cellular transmission. Constraint (5.7a) stands for the satisfaction of the SINR
requirement for the cellular transmissions and is derived from equation (5.5),
whereas (5.7b) represents the assignment of only one RB per D2D link l. Finally,
constraint (5.7c) represents the limitation in terms of usable resources per InP.
5.2.5 Multiple Resource Block Sharing in Virtualized En-
vironments
We augment the previously defined formulation to allow for multiple resource
block allocation per D2D link. In the uplink RB allocation, a constraint that
needs to be satisfied is that, if more than one RBs are allocated to a user, these
should be contiguous according to the SC-FDMA requirements [96]. In order
to apply a multiple-RB allocation optimization framework for D2D users, an
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additive decision variable needs to be defined:
swlnk =

1, if {k, · · · , k + w − 1} RBs allocated to l
0, otherwise.
(5.8)
This variable indicates the link l’s allocation with contiguous RBs, where the
allocation’s starting point within a block of resources is k and expands to w in
total consecutive positions. For example, if link l of n utilizes 2 RBs starting from
resource block identifier with k = 3, this can be represented as s2ln3 = 1. Assuming
an upper limit of Γ consecutive RBs allocable per D2D pair, we empower the
optimization program mentioned before as follows:
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ylnk ≤ Un, ∀n ∈ N (5.9d)
yln(k−1) − ylnk + ylnm ≤ 1, ∀m ∈ {k + 1, . . . , |K|} (5.9e)
ylnk + yln(k+m) ≤ 1, ∀m ∈ {Γ, . . . , |K|} (5.9f)∑
m∈M






swlnk = 1, ∀l ∈ L (5.9h)
ylnk ∈ {0, 1}, ∀l ∈ L, ∀n ∈ N , ∀k ∈ K (5.9i)
swlnk ∈ {0, 1}, ∀l ∈ L, ∀n ∈ N , ∀k ∈ K, ∀w ∈ W (5.9j)
whereW is the set {1, . . . ,Γ} and depends on the initialization of Γ when the ag-
gregate resource pool can be further utilized. Considering the added constraints,
(5.9c) presents the maximum assignable number of consecutive RBs for a D2D
link l. Constraint (5.9e) accounts for excluding the case of an unallocated RB
(ylnk = 0) between two (or more) assigned (e.g. yln(k−1) = 1 and yln(k+1) = 1) to
the same user, whereas (5.9f) can be interpreted as the restriction of not having
assigned resource blocks after k+Γ positions when a link is assigned with kth RB.
While with the two latter constraints we ensure the compliance of not having a
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zero between two ones, on the other hand, constraint (5.9g) is the one to decide
for the consecutiveness of the RB assignment to a D2D link l; w signifies the
number of successive resources to be assigned to the link if the assignment starts
from RB k. Furthermore, sub-equation (5.9h) declares that only one of the swlnk
components for each user should be satisfied (i.e. valued with 1).
The s decision variable can be then visualized in a vector form,
s =
[
s1, s2, · · · s|L|−1, s|L|
]ᵀ
, (5.10)
where sl corresponds to each D2D link l ∈ L. If we denote with Rtot the total
number of available resources, the s variable vector’s length is |L|·∑Γm=1 (Rtot −
m + 1), the Euclidean norm for each link l is ‖sl‖ = 1 (according to (5.9h))
and fluctuates as it is Γ-dependant. Finally, (5.9i) and (5.9j) are the integer
boundaries for both decision variables of the problem. The final form of the
decision variable for the problem of multiple-RB sum-rate maximization problem
is x = [y; s]. However, only the integer components of y participate in the
objective function maximization.
5.2.6 Heuristic Algorithm
Algorithm 4 provides in detail an alternative, less complex solution to allocate
up to Γ resources per D2D link l ∈ L. Its allocation rationale is based on initially
assigning RBs that provide the best channel conditions to each respective user.
The algorithm runs sequentially for the number of involved slices in order to
retain a fair assignment of the maximum SINR-based sorted resources for all
D2D users. Then, and due to the investigation of UL transmission instance that
is characterized by the consecutive resource allocation for all users, the algorithm
searches for an adjacent RB that provides further performance improvement (i.e.
better SINR) for each involved link. It is highly important to notice that in
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Algorithm 4: HRS
Input : CU-D2D UEs’ location coordinates, Γ.
∗ Initial state :
- Each c ∈ C has already been allocated with a RB.
- Each c ∈ C is served by a specific InP n ∈ N .
∗ D2D resource allocation steps :
{Step 1 : D2D resource assignment initialization}
l = 1; . D2D link id.
while l ≤ |L| do
if (l mod 2 ≡ 1) then
• slice = 1; . slice id.
• l = l1; . D2D pair of slice 1.
• ∀ available RBs, find the D2D-RB combination (l1 user and kl
RB) that results in the maximum estimated SINR among all;
• Allocate kl RB to user l1 ∈ L;
• p(l1) = {kl}; . set that keeps l’s used RBs.
• l = l + 1;
else
• slice = 2;
• l = l2;
• Repeat the same procedure for l = l2;
• p(l2) = {kl};
• l = l + 1;
end
end
* (l mod 2) ensures the sequential RB allocation of D2D users for the example of two
MVNOs/slices.
{Step 2 : Max-SINR based contiguous RB allocation}
for l := 1 to |L| do
• p(l) = {kl}; . recall associated RB for user l.
• ρ−l = kl − 1 , ρ+l = kl + 1;
while n(p(l)) ≤ Γ do
if ( ρ−l gives better channel conditions to link l & is not occupied &
SINRc,ρ−l
≥ γ˜t ) then
• Allocate RB ρ−l to user l ∈ L;
• p(l) = {p(l), ρ−l };
• ρ−l = ρ−l − 1; . continue left-wise.
else if ( ρ+l satisfies all constraints ) then
• Allocate RB ρ+l to user l ∈ L;
• p(l) = {p(l), ρ+l };
• ρ+l = ρ+l + 1; . continue right-wise.
else if ( conditions not satisfied ) then
• Break and check next user l;
end
end
• Calculate Rl; . rate of link l (Shannon-based, eq. (5.16)).
end
** n(p(l)) stands for the cardinality of set p(l) for D2D link l.
{Step 3 : HRS aggregate throughput estimation}
• SR = ∑l∈LRl; . sum-rate for all l ∈ L.
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order for this RB to be allocated to a specific D2D link, it must be firstly an
unallocated one and, secondly, do not degrade the performance of the cellular
user that utilizes this resource. The RB assignment continues until one of the
following conditions is met: (i) whether the user reaches its RB use upper limit
(i.e. maximum Γ RBs can be allocated to it) or, (ii) all resources are utilized
and hence the pool of resources is depleted. The algorithm executes this iterative
search bi-directionally, thus the finally assigned RBs can be either on the left or
the right or in both sides of the initially allocated to D2D pair RB.
5.2.7 Performance Evaluation
Herein, a set of numerical results is being detailed to highlight the expected
efficiency of the proposed optimization framework that considers virtualized D2D
resource sharing. We consider a single hexagonal cell where D2Ds and CUs
are randomly distributed in space. Also, for ease of understanding, a single
InP is taken into account but the proposed technique can be readily applied for
multiple InPs. A summary of the related system parameters is shown in Table 5.1.
Evaluation results derive from Matlab-based Monte Carlo simulations.
We compare our optimal resource slicing (ORS ) method with a number of sub-
optimal schemes. First, as detailed before, with the proposed heuristic resource
slicing (HRS ) scheme that provides a sub-optimal performance for the problem
of sum-rate maximization in D2D-based cellular network, under the scope of
resource virtualization. Second, we resemble the work in [80] and implement
it with respect to the D2D communication concept by slicing radio resources
according to the NVS resource-based provisioning scheme (for the rest of the text
we call this NVS-A scheme); specifically, it dedicates a fraction of the total BS
resources for each slice to serve its corresponding D2D users. Compared to our
scheme, we take into consideration a full-sharing RB pool by fusing the D2D-
available resources for all involved D2D links. In order to apply fair comparison
131
5.2. Optimal Virtualized Resource Sharing for D2D Communications
Table 5.1: Simulation Parameters
Parameter Value
Cell layout Hexagonal grid
CU-D2Ds distribution Uniform
Macro cell radius 400 m
Maximum D2D link range 50 m
Number of CUs in cell (|C|) 30
D2D Path-Loss model 148 + 40 log10 d
CU-BS Path-Loss model 128.1 + 37.6 log10 d
Maximum D2D Tx power (Pl) 15 dBm
Maximum CU Tx power (Pc) 20 dBm
Shadowing standard deviation 8 dB
Noise power spectral density −174 dBm/Hz
System bandwidth (BW ) 10 MHz
between this technique and the HRS proposal, NVS-A bases its rationale on
the allocation of the best RB to the best D2D link per slice in a sequential
manner, until all users are served. Third, noted as NVS-B, is a pre-emptive
method that runs sequentially for each slice and randomly for an associated D2D
link. It allocates the best SINR-providing RB and extracts this resource from
the RB available pool. Last, and as a baseline, we have implemented the NVS-C
scheme which randomly allocates a RB from the corresponding resource pool to
a randomly picked D2D user to serve its transmission needs. It is important to
note that all aforementioned methods take into account CU performance, i.e., not
to violate the corresponding SINR threshold. In addition, for the multiple-RB
allocation problem and after the initial assignment of one RB, the bi-directional
consecutive RB assignment is triggered to make efficient use of the resources.
Regarding the problem of single-RB allocation formulated in (5.7), we com-
pare the performance of the schemes mentioned before in terms of D2D mean
sum-rate (Figure 5.4). As expected, the HRS algorithm gives a near-optimal so-
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lution as it is on average only 0.35% less efficient compared to the ORS formula
(5.7) and their graphics are nearly tangent. The ORS gain becomes more explicit
in higher D2D traffic scenarios (20 D2D links in total). Additionally, the opti-
mal solution outperforms the NVS-A technique in a mean percentage of almost
6.3%, whereas the gap increases for the case of NVS-B, where a D2D sum-rate
differentiation of over 8.5% is observed. The increasing tendency of the perfor-
mance of the ORS and HRS solutions becomes more clear in the case of more
congested from D2D users scenarios. Finally, the random allocation NVS-based
scheme (i.e. NVS-C ) results in the worst among all performance with an average
sum-rate deterioration of almost 116% compared to the optimization solver.
The performance improvement becomes more observable when the ORS is
applied for multiple-RB assignment scenarios, as presented in Figure 5.5. Based
on the same varying cases of D2D traffic and for a maximum allocable number
of four RBs (i.e. Γ = 4), the heuristic algorithm behaves better compared to the
NVS-based methods. According to the depicted results, the optimal ORS solution
overrides the HRS algorithm in a mean percentage of almost 15%, while the latter
seems to converge to the optimal solution in more bottlenecked scenarios; for a
number of 20 D2D links, the HRS -based sum-rate is approximately 4% worse
than the optimal proposal. Considering the rest of the techniques, the mean
sum-rate performance improvement of the optimization proposal is nearly 27%,
33% and 89% compared to NVS-A, NVS-B and NVS-C, respectively.
Figure 5.6 indicates the normalized RB utilization percentage of the compared
schemes. It can be easily understandable that the optimization problem will
utilize the maximum number of available resources to maximize its objective
throughput performance. However, there might be the case where the limited
resources need to not be overly utilized to avoid any resource deficiency and
inability to serve future transmissions. The main deduction point of this figure is
that HRS can achieve competitive sum-rate performance by making at the same
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Figure 5.4: Mean sum-rate estimation for varying number of D2D links. A single RB
is allocated for each D2D link for this realization. Maximum link range of 50 meters is
assumed in this study.



































Figure 5.5: Sum-rate estimation for varying number of D2D links. Maximum bound
of Γ = 4 is set for this realization.
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time use of the least resources compared to the rest of the approaches. More
specific, in light D2D traffic scenarios, the HRS exploits the resource allocation
rationale of assigning first the best available resources of the fused D2D RB pool
and achieves the least RB utilization. As the traffic increases, it is obvious that
more RBs are being used and the utilization levels’ gap becomes shortened for
all of the investigated techniques.
Lastly, we performed an analysis on the effect of the resource allocation
schemes to the transmission of cellular users in the UL. The results derive from a
number of simulations where the ratio of D2D links with the cellular users is over
50% to indicate a high traffic scenario. The metric used for the realization of this
comparison is the received signal to the BS, which, due to the interference from
D2D transmitters to the cellular transmissions, degrades accordingly. Figure 5.7
depicts the average BS received signal that for both traffic scenarios highlights
the supremacy of the ORS solution in terms of least interference. ORS and HRS
methods outperform the NVS techniques by achieving minimum interference to
the BS when the number of D2D is increased and as shown in the previous para-
graph when the resources used are arithmetically similar. The differences in terms
of received signal are notable but also slight due to the low transmission power
of the interfering D2Ds. Compared to the baseline (i.e. NVS-C ), ORS prevails
in a mean percentage of almost 23% for both studied instances.
5.3 Optimal Inter-Tenant Resource Sharing for
D2D Communications
5.3.1 Contribution and Structure
As discussed, the virtualization of wireless radio resources has arisen as a promis-
ing solution to encounter the ongoing increasing data demand in today’s and
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Figure 5.6: Normalized resource block utilization levels for multiple-RB sharing.
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Figure 5.7: BS SINR in UL in relation to high traffic congestion levels and multiple
D2D pairs.
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emerging future networks. Wireless resource virtualization (WRV) is currently
emerging as a disruptive technology that offers significant benefits to different net-
works and service providers (N&SPs) [97] as well as enabling vertical industries
to create their own wireless network. Briefly, other than the fact that co-existing
networks, which will be called tenants in the sequel, are able to share the substrate
physical infrastructure that entails reduced capital and operational expenditures,
WRV ameliorates the utilization of radio resources via sharing them among the
different N&SPs [98]. Hence, the exploitation of the wireless virtualization and
network programmability merits on top of the integration of D2D paradigm can
lead to improved network performance in terms of spectrum efficiency as well as
overall network performance in future wireless ecosystems.
However, the advent of the data-driven era brings in a number of challenges
and complexity mainly due to the resulting cell and user densification. Among
all, a prevalent problem that is expected to attract not only academic but also
industrial interest is that of direct communication between users that are sub-
scribed to different mobile network operators (MNOs). A solution to this problem
could create a fertile ground for introducing new business models that will fully
leverage the D2D potentials. Technically, the weight should be primarily put on
defining how the involved MNOs will coordinate their spectrum to satisfy their
subscribers’ QoS requirements. In the case of single MNO, underlaying D2D links
are allowed to utilize the licensed cellular spectrum that is provided by the op-
erator. On the other hand, in the case where two devices belong to two different
operators, it needs to be decided which resources from which MNO will be uti-
lized to realize the D2D connection. Therefore, the principal aim is to support a
significant number of direct connections along different network operators while
at the same time respect the performance of cellular users as well as the overall
welfare of the system.
In this section, we assume that separate network slices allow for multi-tenant
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Figure 5.8: A cross tenant communication entity that would allow efficient use of
resources for users belonging to different tenants.
D2D discovery and session initiation procedures with similar techniques as the
ones defined in [99], where a protocol is designed to permit the inter-operator D2D
communication. Without loss of generality, we consider two tenants and for each
tenant we assume a number of subscribed CUEs and DUEs, randomly distributed
in a typical hexagonal cell layout. Each DUE is considered to be communicating in
a maximum allowed distance with a peer that belongs to different tenant. Based
on this topological modeling, we propose an ILP optimization framework that
aims at maximizing the sum rate performance of the involved inter-tenant D2D
links while retaining the cellular UEs’ QoS requirements of the involved tenants
above a predefined performance threshold. To the best of our knowledge, this is
the first work that deals with the inter-tenant D2D communication optimization
in virtualization-enabled networks.
5.3.2 Closely Related Work
So far, the problem of inter-operator D2D communication is inadequately ex-
plored, thus it needs to be carefully encountered in order to harvest the business
dynamics of this specific communication type. The only existing work on this
particular topic is [100]. Therein, the authors propose the allocation of inter-
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operator D2D communications over dedicated licensed radio resources (overlay
D2D) which the different operators have to negotiate between each other about
the amount of spectrum that they will finally dedicate. They formulate this
problem as a game between two distinct mobile network operators and decide
about the offered dedicate spectrum with a best response method that runs in
a sequential manner. Compared to it, our approach differs in that we consider
a virtualized RAN infrastructure where inter-operator D2D links can utilize the
whole available spectrum (underlay as opposed to overlay) to achieve efficient
resource sharing other than sum-rate maximization.
However, even the dynamics of intra-operator D2D communications in RAN
virtualized ecosystems are barely explored in up-to-date literature. Recalling
form the latest section, one of the first efforts towards this direction is the work
in [90], where the authors address the problem of NSI imperfectness in virtual
wireless networks and resource allocation for the software-defined D2D connec-
tions. They devise a discrete stochastic optimization formulation to the problem
of resource sharing given imperfect NSI and, then, proceed with the introduc-
tion of stochastic approximation algorithms for both static and varying channels
resource manageability. Further, our work in [101] considered the virtualization
of the resources offered by different MVNOs in order to support and improve
the performance of intra-MVNO D2D connections in the uplink scenario. The
problem was formulated as an ILP sum-rate maximization problem, based on the
constraint that the allocated resources per D2D must be contiguous. Heuristic
proposed methods were also included as low-complexity solutions.
Virtualization of the core as well as the radio access network is envisioned
as the de-facto way forward for 5G networks since it can provide higher degree
of flexibility to the mobile network operator, whilst with a careful design it can
reduce overall network cost [80],[102]. A preliminary study as with respect to
use cases and requirements has also been defined within the 3GPP [103]. Also,
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important architectural aspects have also been discussed in order to support
such advanced mechanisms [104]. Under the assumption of a virtualized mobile
network, the work in [105] considers the issue of resource allocation for D2D
nodes via a non-linear optimization framework but does not consider the issue of
inter-tenant D2D resource optimization.
5.3.3 Problem Definition
Preliminaries
The studied hexagonal cell area consists of a center-located RAN virtualized
BS equipped with omni-directional antennas and a number of cellular users and
D2D links uniformly distributed. Part of the distributed cellular and D2D users
are assumed to belong to a specific tenant and are served by its designated slice,
whereas the rest of them are subscribed to a second tenant, hence, a separate slice
is dedicated to serve them. Note that, without loss of generality, we hereafter
assume the existence of two tenants. Figure 5.9 depicts the described scenario
where intra and inter-slice/tenant D2D communications can take place. The
setup of D2D communication is out of the scope of this thesis. Briefly, intra-
operator D2D session setup is carried out by the session initiation protocol (SIP)
discussed in [12], whereas the establishment and realization of the inter-operator
D2D connection is detailed in [99].
As already mentioned in the Introduction, each tenant is assigned with a slice
that will provide, inter alia, spectrum allocation in order to fulfill the expected
demand from the serving users. Quantitative, this translates to a number of RBs
which constitute the available resource pool of the users that are subscribed to
specific tenant. Considering the legacy procedure, in order to support a D2D link
between two users (intra or inter-operator), the resources used for it are allocated
only from the RB pool that corresponds to the user that inaugurates the direct
communication. However, in this work, we leverage the ability of an inter-slice
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Figure 5.9: Illustration of network slicing and inter-tenant D2D communication.
manager to fuse the available RB pools of multiple tenants in order to enlarge
the spectrum availability for inter-operator D2D links (figure 5.8).
Following the principles of D2D cellular spectrum reusability in the underlay
notion, D2D users are able to utilize the resources of multiple cellular users simul-
taneously [106]. However, it is important to ensure that the cellular transmissions
whose resources are being reused by a D2D pair satisfy their QoS minimum re-
quirements. For ease of comprehension, we presume that cellular users primarily
occupy one but orthogonal radio resource based on the LTE specifications.
Problem Formulation
The reason why we consider this multi-tenant unified RB pool is to increase
the resource efficiency for cross-tenant D2D links which are expected to be a
significant part of future network connections. This will not only lead to effective
usage of the available spectrum, but also improve the overall network performance
by potentially increasing throughput and reducing interference. To this direction,
an ILP optimization solution is proposed to maximize the sum-rate for inter-slice
D2D links by respecting at the same time the cellular transmissions’ performance
not to degrade below a predefined threshold.
Before we formulate the D2D sum-rate optimization problem, the following
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sets need to be defined:
• L is the set of distributed cross-tenant D2D links; L = {1, 2, ...., L}.
• C is the set of cellular UEs; C = {1, 2, ...., C}.
• N is the set of tenants; N = {1, 2, ...., N}.
• K is the set of available resources; K = {1, 2, ...., K}.
C contains all the cellular users that belong to different tenants and are conse-
quently served by separate slices. It can be represented as follows: C = C1 ∪
C2 . . . CN , where |Cj|< C, ∀j ∈ C. Similarly, regarding the fused set of RBs K, it
consists of all tenants’ radio resources, so it can be written as K = K1∪K2 . . .KN ,
where |Kn|< K, ∀n ∈ N .
Further, we need to introduce the binary decision variable that indicates if
a D2D link l ∈ L utilizes a specific RB k that belongs to one of the tenants’
available resource pool. This can be mathematically represented as:
xlnk =

1, if D2D link l uses RB k of tenant n
0, otherwise.
(5.11)
We further proceed with some important system model admissions to pave
the way for the problem formulation. First, the path-loss is modeled as follows:
PLD2D = 148 + 40 log10 d (5.12)
PLCUE = 128.1 + 37.6 log10 d (5.13)
for D2D pairs and cellular users, respectively [94],[95]. Parameter d stands for
the Euclidean distance and is expressed in kilometers. Additionally, the SINR
at the D2D receiver of link l that uses RB k = kl of tenant n needs to be
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satisfied. If we denote by γlnkl this value which translates for the receiver’s need to








cl Pc +Q+ σ
2
≥ γth (5.14)
where hnklll is the link gain (path-loss and slow fading dependent) of the l
th D2D
pair, and Pl is the transmission power of the D2D transmitter over this RB. In the
denominator, hnkcl expresses the link gain between the transmitting CUE c and the
receiver of D2D link l when using RB k of tenant n (CUE-D2D interference will
be developed when k = kl and xlnk = 1). As it will be mentioned in the sequel,
we consider that D2D links will be using orthogonal RBs among each other, i.e.
the received interference of the D2D links will be only deriving from CUEs (and
vice versa). Lastly, σ2 denotes the lump sum power of background/thermal noise
and Q the co-channel interference from other cells (if existent). In that case,
we assume that inter-cell interference can be controlled via the application of
powerful ICIC techniques, thus, we are focusing on a single-cell scenario (Q = 0)
where the main part of interference (i.e. intra-cell) is effectively captured.
The SINR threshold (γ˜th) needs to be also satisfied for the cellular transmis-
sions that utilize the same RB (e.g. k = kc) with a D2D link l during the uplink








lb Pl +Q+ σ
2
≥ γ˜th (5.15)
where Pc is the transmission power of a cellular user, h
nk
cb is the link gain between
the CUE c that belongs to tenant n and its associated BS b when using RB k,
whereas hnklb accounts for the link gain between the D2D transmitter of link l and
the BS b that transmit/receive over the same channel k.
Considering the above definitions, the achievable rate for D2D link l that
utilizes RB k of n tenant can be calculated according to the well-known Shannon
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capacity formula:
Rlnk = BRB log2 (1 + γlnk) (5.16)
where BRB is the LTE-based resource block bandwidth (180 kHz) and γlnk is
expressed in power ratio.
Lastly, even though we focus on the uplink scenario where communications
happen according to the SC-FDMA principles, we herein consider that the RBs
allocated per user can be non-adjacent ([107]) as the evolution of LTE towards 5G
systems will eventually enable fully non-contiguous allocation. Considering this,
we will practically provide an upper bound of the D2D-based rate performance.
Following the previous admissions, the sum-rate maximization problem for cross-





































xlnk ≤ Γ, ∀l ∈ L (5.17d)
∑
l∈L
xlnk ≤ 1, ∀n ∈ N ,∀k ∈ K (5.17e)
xlnk ∈ {0, 1}, ∀l ∈ L, ∀n ∈ N , ∀k ∈ K. (5.17f)
Constraint (5.17a) ensures that each cellular transmission’s SINR doesn’t fall
below a predefined value γ˜th, whereas (5.17b) guarantees the minimum rate re-
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quirement for each D2D link l ∈ L. Constraints (5.17c) and (5.17d) account
for the radio resource allocation of each D2D link; the former ensures that each
D2D pair will be assigned with at least one RB to satisfy its transmission needs,
whereas the latter upper bounds the resources used by each link to Γ to avoid
any resource deficiency for some DUEs. Then, the restriction that each RB can
be used by only one D2D link is realized by (5.17e). Finally, (5.17f) denotes the
binary nature of the decision variable.
Finally, it is obvious that the overall rate achieved by a D2D link i is rtoti =∑
n∈N
∑
k∈KRlnkxlnk and depends on the value assignment of the decision vector
x that solves this optimization problem.
5.3.4 Heuristic Algorithm
Complementary to the previous technique, a heuristic algorithm is proposed to
seek for a low-complexity, near optimal solution for D2D users that belong to
different tenants. One of its chief characteristics is that it tries to achieve a
fairly balanced, inter-slice resource allocation by sequentially running for D2D
receivers that belong to different tenants. Its resource assignment rationale is
based on allocating the resource blocks that provide the best channel conditions
to each D2D link (in a sorted way) following the aforementioned sequential mode.
Herein, it has to be noted that in order for some RB to be assigned to a D2D link,
first, it must be an unallocated one (among D2Ds) and second, not to degrade
the performance of the cellular uplink transmission that utilizes the same RB.
Then, the algorithm iterates over and over, until one of the following conditions
is violated: (i) all D2D users reach their upper RB usage limit (i.e. Γ used
RBs), (ii) the fused RB pool is fully utilized by the active D2D transmissions,
or (iii) DUEs’ SINR requirements over the remaining RBs are not satisfied. The
explained method is outlined in Algorithm 5.
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Algorithm 5: Inter-tenant heuristic algorithm
Data: CUEs’-DUEs’ location coordinates, Γ.
∗ Assumptions :
• Each c ∈ C is assumed to be served by a specific tenant n ∈ N .
• Orthogonal, round-robin based resource allocation for each c ∈ C1 ∪ C2 is
applied.
∗ Inter-tenant D2D resource allocation steps :
Step 1 : D2D RB assignment
repeat
l = 1; . D2D link identifier.
while l ≤ |L| do
if (l mod 2 ≡ 1) then
• slice id = A; . slice/tenant identifier.
• lA = l; . D2D pair where the receiver is subscribed to tenant A.
• Find the D2D-CUE combination that results in the maximum
possible SINR for the D2D link;
• Allocate CUE’s assigned RBs to link lA ∈ L;
• Remove allocated RBs from available resource pool K;
• l = l + 1;
else
• slice id = B;
• lB = l; . D2D pair where the receiver is subscribed to tenant B.
• Repeat the same procedure and update RB pool K;
• l = l + 1;
end
end
until 〈RB pool is fully used OR Γ RBs are assigned for all D2Ds OR no
more RBs can be assigned due to SINR requirements’ violation〉
* Note: (l mod 2) ensures the sequential RB allocation of D2D users for the example of
two slices.
Step 2 : Sum-rate estimation
• Rtot =
∑
l∈LRl; . Rl is the achieved rate ∀l ∈ L.
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5.3.5 Performance Evaluation
In this section, a set of evaluation results is provided to shed light on the per-
formance of the proposed inter-tenant D2D sum-rate optimization problem com-
pared to legacy approaches and heuristic solutions.
Compared methodology
In this subsection, a number of different D2D-based resource allocation tech-
niques for inter-tenant communications are briefly described. These techniques
constitute the compared methodology through which the results to follow are
produced.
1. Inter-tenant optimal: The proposed method was detailed in subsection
5.3.3. As previously explained, it yields optimal sum-rate performance for
inter-tenant D2D users via a powerful ILP solution that virtually fuses
the provided to the tenants RB pools and orchestrates the links’ resource
assignment.
2. Inter-tenant heuristic: Complementary to the previous technique, a
heuristic algorithm is proposed to seek for a low-complexity, near opti-
mal solution for D2D users that belong to different tenants. One of its
chief characteristics is that it tries to achieve a fairly balanced, inter-slice
resource allocation by sequentially running for D2D receivers that belong
to different tenants. Its resource assignment rationale is based on allocat-
ing the resource blocks that provide the best channel conditions to each
D2D link (in a sorted way) following the aforementioned sequential mode.
Herein, it has to be noted that in order for some RB to be assigned to a
D2D link, first, it must be an unallocated one (among D2Ds) and second,
not to degrade the performance of the cellular uplink transmission that uti-
lizes the same RB. Then, the algorithm iterates over and over, until one
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of the following conditions is violated: (i) all D2D users reach their upper
RB usage limit (i.e. Γ used RBs), (ii) the fused RB pool is fully utilized
by the active D2D transmissions, or (iii) DUEs’ SINR requirements over
the remaining RBs are not satisfied. The explained method is outlined in
Algorithm 5.
3. Intra-tenant optimal: With this technique, problem (5.17) is decoupled
into two separate resource allocation problems for the two different tenants.
This means that each tenant solves separately the sum-rate optimization
problem for its subscribed D2D users that initiate direct peer communi-
cations, based on its corresponding dedicated slice resources. Due to the
restricted RB availability for the different tenants, this method, even though
it is able to provide optimal sum-rate performance from each tenant’s side,
it is expected to provide a sub-optimal solution in overall.
4. Intra-tenant heuristic: Depending on the number of DUEs that are sub-
scribed to a specific tenant and initiate a number of inter-slice connections,
this tenant is the one to provide the corresponding direct communications
with the suitable RB pool to satisfy their transmission needs. To this end,
each one of the tenants allocates resources to the corresponding D2Ds in a
greedy and sorted manner according to best-given channel conditions. This
method is similar to the inter-tenant heuristic approach but again is de-
coupled as it needs to be solved by each different tenant for the subscribed
users.
Simulation setup
The considered system was modeled in MATLAB, following the LTE-A mile-
stones and corresponding network parameters and standards. All the produced
results derived after averaging over 1000 Monte Carlo simulations which have
148
5.3. Optimal Inter-Tenant Resource Sharing for D2D
Communications
Table 5.2: Simulation Parameters
Parameter Value
Cell layout Hexagonal grid
Number of tenants (N ) 2
CUEs-D2Ds distribution Uniform
Macro cell radius 400 m
Maximum D2D link range 100 m
Number of CUEs (C) 50
Number of D2D links (L) [10,40]
D2D Path-Loss model 148 + 40 log10 d
CUE-BS Path-Loss model 128.1 + 37.6 log10 d
Maximum CUEs’ power 20 dBm
Maximum DUEs’ power 15 dBm
Maximum number of RBs (Γ) 4
Shadowing standard deviation 8 dB
Noise power spectral density −174 dBm/Hz
System bandwidth (BW ) 10 MHz
been executed on a Intel(R) Core(TM) i7-6500 at 2.50 GHZ and 8 GB RAM
machine.
Regarding the topology, it consists of a hexagonal single cell with randomly
distributed cellular users and D2D links. Each D2D link consists of two users
that are assumed to belong to different tenants. Also, the number of cellular
users being subscribed to different tenants is varying and considers the tenants’
disparities in terms of number of subscriptions. Without loss of generality, two
tenants, A and B, with separate slices are considered. All simulation parameters
are listed in Table 5.2.
Results
Due to the load discrepancies and divergent number of subscriptions that might
characterize the two or more tenants (either MVNOs or MNOs), the slice that
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each one is assigned is expected to be different (i.e., having heterogeneous slices).
Popular tenants can be normally assigned with more resources to serve the high
number of subscribed users compared to less popular ones. To this end, we
consider the case where a popular tenant (denoted as tenant A hereafter) is
allocated with double-sized RB pool to serve its users. Initially, we assume that
for both tenants all the radio resources are occupied by a number of cellular
UEs according to a Round Robin scheduling. Figure 5.10 depicts the sum-rate
performance for inter-tenant (inter-slice) D2D links in relation to varying number
of them. On average, almost 11.3% sum-rate gain is achieved by making use of
the fused RB pools of the two tenants (inter-tenant optimal) compared to the
case that a D2D link can be assigned resources only from the resource pool that
belongs to the slice to which the user that initiates the direct communication is
subscribed (intra-tenant optimal). The maximum performance gap among the
illustrated scenarios is met in the case of 16 D2D links, where 12.5% higher sum-
rate is achieved with the inter-tenant optimization solution. Further, compared to
the heuristic inter-tenant approach, the optimal solution is averagely 8.45% better
and gradually behaves better with the increase of inter-tenant D2D links. Also,
the intra-tenant heuristic algorithm falls short compared to the above-mentioned
approaches and it exhibits a maximum of more than 18% sum-rate degradation
in comparison to the optimal solution. Last, for all the considered approaches,
the sum-rate performance drop that is observed in the two last cases is explained
by the increase of interference to/from cellular users as the resource availability
gets more restricted.
Considering the same case study, the cumulative distribution function (CDF)
of the achieved SINR values for the inter-tenant D2D links is represented in
figure 5.11. Indicatively, in the 50th percentile, the inter-tenant optimal solution’s
SINR for D2Ds is 29.1 dBs, whereas the corresponding values for the inter-tenant
heuristic, the intra-tenant optimization and the intra-tenant heuristic are 26, 25.7
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Figure 5.10: Sum-rate comparison for inter-slice communications in relation to vary-
ing number of D2D links.





















Figure 5.11: SINR-based CDF for cross-tenant D2D links.
and 23.8 dBs, respectively. This can be interpreted as more than 2 times higher
SINR power ratio compared to the inter-tenant heuristic, 2.18 better compared
to the intra-tenant optimal. Last, the intra-tenant heuristic estimated SINR is
almost 3.39 times worse compared to the optimal value.
Additionally, we consider the scenario where the two tenants are characterized
by the same RB availability but with different utilization levels (active cellular
transmissions per case). To this direction, tenant’s A radio resources are sup-
posed to be fully occupied by its subscribed CUEs, whereas tenant’s B resource
block availability ranges from 20% to 100%. Figure 5.12 depicts the sum-rate
performance of all compared methods in relation to the normalized resource uti-
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Figure 5.12: Sum-rate performance in relation to RB utilization levels. The total
number of D2D inter-tenant links is fixed to 20.
lization of tenant B. As expected, while the resource occupancy increases, the
sum-rate decreases for all methods as new interference patterns between cellular
and D2D users arise. However, the performance gap between the inter-tenant
optimal and heuristic techniques lessens with the increase of the RB occupa-
tion levels for tenant B, as opposed to the rest of the methods where the gap
slightly increases. Quantifying the above observations, the inter-tenant proposed
optimization formulation outperforms the heuristic, the intra-tenant optimal and
heuristic algorithms in an average of almost 6.5%, 12% and 17.5%, respectively.
When both tenants’ RB pools are fully utilized (reaching 100% of resource utiliza-
tion), all D2D links are reusing part of the cellular spectrum that CUEs occupy.
In that case, the inter-tenant optimal solution achieves its peak sum-rate gain
compared to the intra-tenant methodology; a 14.3% improvement is observed
over the intra-tenant optimal and 18.7% over the related heuristic, respectively.
This result can be deemed as highly interesting because the maximum gains take
place when needed, i.e. during network congestion episodes.
The sum-rate performance of D2D users in relation to maximum link length
is further evaluated. By increasing the allowable limit of maximum D2D link
length, the sum-rate performance of all compared methods follows a decreasing
trend. This is expected, as the increase of D2D link length implies higher SINR
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Table 5.3: Algorithm running times
Algorithm
Number of links
I = 10 I = 20 I = 30 I = 40
Inter-tenant optimal 0.4516 s 0.0465 s 0.0392 s 0.0342 s
Inter-tenant heuristic 0.0342 s 0.0182 s 0.0086 s 0.0048 s
Intra-tenant optimal 0.0786 s 0.0412 s 0.0351 s 0.0332 s
Intra-tenant heuristic 0.0282 s 0.0204 s 0.0169 s 0.0055 s
























Figure 5.13: Sum-rate performance in relation to the maximum allowable D2D link
range.
degradation not only due to path-loss and shadowing effects but also due to
different emerging interference patterns. The performance gains become more
clear for the largest values of link lengths. Notably, the inter-tenant optimization
problem is almost 8.15%, 18.9% and 27.4% better in terms of sum-rate when
compared to inter-tenant heuristic, intra-tenant optimal and heuristic solutions,
respectively. Also, on aggregate, the inter-tenant heuristic method is the one
that provides again the closest among all performance as it falls short almost
6% in terms of throughput compared to the optimal one. Considering the rest,
the optimal solution provides an average gain of almost 16% and more than 22%
compared to the intra-tenant optimal and heuristic techniques.
Finally, in order to give a glimpse of their computational complexity, the
running times of the aforementioned algorithms are listed in Table 2. It is shown
153
5.4. Summary
that with the increase of the number of D2D inter-tenant links, the running times
of all compared algorithms decrease. This can be explained by the fact that when
less D2D links exist in the topology, the probability that all or many of them will
utilize the maximum assignable number of resources (Γ) to increase as much as
possible their rate performance raises. Thus, the number of combinations for the
orthogonal assignment of D2D links increases. Although the inter-tenant optimal
solution is proven to be the most complex, its running time remains in acceptable
levels.
5.4 Summary
First, in this chapter, a resource slicing framework for radio access networks that
take explicitly into account D2D communication pairs is proposed. In specific, a
linear integer mathematical solution that provides upper bounds on the achiev-
able performance as well as low-complexity but sub-optimal algorithms that are
amenable to real-time implementations are proposed. Via an extensive set of nu-
merical investigations we showed that the applied framework has the potential of
significantly improving the throughput performance of D2D links whilst causing
the least interference to the receiving BS compared to previously proposed RAN
resource slicing techniques.
In the second part of the chapter, the problem where the two UEs of a D2D
communication belong to different service and/or network providers is investi-
gated. Under the assumption of full virtualized core/access networks, an op-
timization framework for efficiently use of virtualized resources across different
tenants enabled by a cross-tenant controller is provided. Via a wide set of nu-
merical investigations it has been shown that significant throughput gains of over
10% compared to legacy solutions can be achieved for inter-tenant D2D com-
munications. These results also reinforce the need for implementing a cross-slice
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coordinator, which can be considered as an extension to SDN/NFV frameworks,




Conclusions and Future Work
6.1 Concluding Remarks
The evolution towards 5G is accompanied with the ongoing integration of disrup-
tive technologies that are not only able to improve current networks’ performance
but also introduce new business opportunities across several industries. Moti-
vated by the high achievable data rates coming from local area services, such as
file distribution, D2D communication has emerged as the prevalent enabler of
proximity-based peer-to-peer connections in future wireless networks. By allo-
cating the cellular spectrum for both cellular and D2D communications, spectral
efficiency and network capacity can be immensely enhanced as well as the traf-
fic developed on the base station side can be significantly eased. However, the
scarce resource availability as well as the developed interference between D2D
and cellular links might be a hindering factor towards fully exploiting the merits
offered by D2D. To this end, efficient cell association and radio resource allocation
techniques have to be devised in order to optimize the coexistence of D2D and
cellular users as well as disruptively improve their performance.
Compared to the existing norm, cell association has to be redefined in order
to further consider the nature of D2D communications. There might be a case
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where two users that constitute a D2D pair associate with two different base
stations. In such a scenario, the two base stations need to exchange informa-
tion in order to coordinate the D2D link establishment, operation and resource
allocation. However, this base stations’ intercommunication leads to increased
signalling overhead, delay and latency that could be eliminated if the two commu-
nicating users were associated with only one base station. Based on this principal
assumption, Chapter 2 splits the problem of cell association for D2D communica-
tions in two parts: first, in the overlay case (dedicated licensed spectrum for D2D
communication), and second, in the underlay one (cellular and D2D users share
the whole licensed spectrum). In the former, the D2D cell association problem
based on the concept of uplink and downlink decoupling is investigated to high-
light the supremacy of the decoupled association compared to other D2D-aware
cell association techniques in terms of interference and power consumption. In
the latter, a cell association optimization framework for D2D communications,
namely MOCA, is applied to account for increased network capacity with re-
spect to radio resource constraints, interference as well as network traffic. This
framework constitutes the basis of an alternative, near optimal solution to the
NP-hard problem of joint cell association and radio resource allocation in a D2D
underlaying cellular networks’ scenario. Then, an iterative randomized heuris-
tic algorithm, namely i-RRA, is proposed to not only highlight the contributing
points and effectiveness of the cell association scheme but also provide a fast and
efficient solution in terms of sum-rate performance compared to baseline tech-
niques, as proven via extensive numerical investigations.
In chapter 3, we proceed with investigating resource allocation potentials in
another special D2D-based networking scenario. In specific, the integration of
relay-aided D2D communications as an underlay in cellular networks is examined.
Assuming that all user devices are relay-enabled and can operate as intermediate
nodes to assist in providing reliable transmissions, we proposed a resource alloca-
157
6.1. Concluding Remarks
tion method based on the notion of genetic algorithms to maximize the network
throughput performance with respect to interference. Genetic algorithms, as part
of bio-inspired meta-heuristics are proven to provide low-complexity, competitive
solutions in the telecommunications’ industry among all. The simulation results
showed that via genetic algorithmic solutions the aggregate network throughput
can be improved and the interference coming from cellular connections can be
controlled when compared to other baseline resource allocation techniques.
Chapter 4 elaborates on a futuristic aspect that is expected to constitute sig-
nificant part of the emerging 5G networks, that of inter-operator communications.
To be more specific, we focused on a scenario where the two users of a D2D pair
belong to two different operators and it is not clear how it will be allocated with
radio resources to satisfy its communication needs. Under the assumption of
fully virtualized core/access networks due to the gains offered by the virtualiza-
tion of wireless radio resources, where multiple tenants are envisaged to share the
substrate physical infrastructure, we proposed a sum-rate optimization solution
for D2D communications that effectively utilizes the virtualized resources across
different tenants based on a cross-tenant, centralized controller. This proposal
does not only outperform legacy approaches in terms of throughput performance
(over 10% sum-rate gain can be achieved) but also introduces the novel concept
of cross-tenant coordinator which can be considered as an additive component in
SDN/NFV frameworks to disruptively utilize the scarce radio resources.
Finally, Chapter 5 studies the problem of content caching and file dissemi-
nation via direct D2D links in cellular networks based on the notion of network
coding. By considering cache-enabled user terminals, we proposed a network
coded, cooperative cache management method that considers the compression of
the existing files in a user’s cache to store more contents of interest. This tech-
nique is then compared with a number of popular cache orchestration methods
where its performance in terms of traffic oﬄoading from the base station is il-
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lustrated. Numerical results showed that not only most of the content requests
are being satisfied by local D2D communications in the long run but also the
compression-based technique can effectively alleviate the BS traffic in a shorter
time window.
6.2 Future Work
6.2.1 Mobility-enabled D2D communications
Vehicle-to-Vehicle (V2V) communication is one of the most attracting D2D-
related applications as a form of mobility enabled direct communications. It
is expected to play a significant role in 5G networks as a major vertical that will
eventually pave the way for creating new revenue streams for network operators
and vendors as well as introduce novel business opportunities. While this com-
munication type was so far used for exchanging mainly safety-related messages
with the infrastructure (V2X), future vehicular communications are envisaged to
enable a multitude of advanced features, such as automated driving, augmented
reality functions and advanced infotainment where car drivers/passengers would
be allowed to stream high definition and bulky videos in the car. The aforemen-
tioned features imply varying traffic requirements; on the one side, reliability and
low latency demanding traffic (e.g. traffic signal alerts, beacons etc.), and, on
the other side, high data rate demanding traffic (e.g. multimedia). In order to
allow for such demanding services and applications, enhancements to the existing
network architecture and further design considerations need to be considered. To
this end, innovative radio resource management techniques that take into account
the different traffic demands as well as the resource availability constraints need
to be devised. Also, the aspect of interoperability, and specifically how multiple
terminals that are subscribed to different operators will communicate between
each other and radio resources will be orchestrated is of critical importance. Fi-
159
6.2. Future Work
nally, caching will be another focal point in mobility-oriented scenarios towards
optimizing the placement of popular content as closer as possible to the user end,
aiming at reducing the critical information exchange times.
6.2.2 Virtualized Resource Sharing in Cloud-RAN based
5G Networks
Cloud radio access network (C-RAN) is a prominent technology that aims at
improving spectrum efficiency by managing a large number of cell sites in a cen-
tralized and cooperative fashion as it aggregates all deployed base stations’ com-
putational resources into a central pool. Briefly, this real-time virtualization
architecture collects the radio frequency signals from a number of distributed an-
tennas via the deployed remote radio heads (RRHs) and transmits them to the
baseband unit (BBU) pool through optical transport network (OTN) in order to
achieve cooperative multi-point processing. The integration of D2D communica-
tions in C-RAN based networks is quite challenging since, other than spectrum
utilization, it can ease the congestion on the fronthaul in times of high traffic
episodes. To this direction, the focus has to be turned on exploring the potential
gains of sharing virtualized resources between multiple tenants compared to the
traditional virtualization view where resource isolation, i.e. assignment of orthog-
onal sets of radio resources for a certain period to each tenant and with respect
to specific services’ requirements, should be also conserved.
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