To what extent does attention modulate neural activity in early visual areas? fMRI measurements of attentional modulation in primary visual cortex (V1) show large effects, while single unit recordings show much smaller ones. This discrepancy suggests that fMRI measures of attention may be inflated, perhaps by activity related to other processes. To test whether effects measured with fMRI actually reflect attentional enhancement, we used a rapid acquisition protocol to determine their timing. Subjects were presented with two stimuli on either side of fixation and were cued to attend one and ignore the other. Attended stimuli showed a greater magnitude of response in V1, but this increase was delayed, by roughly one second in time, relative to both unattended responses and response increases due to boosting stimulus contrast. These results suggest that fMRI measurements of attention may primarily depend upon other processes that take a relatively long time to feed back to V1. Our results demonstrate the importance of using the fine timing information available in the fMRI response.
Introduction
In visual cortex, attended stimuli produce larger responses than unattended ones. There is evidence that these changes in visual cortex activity are driven by top-down signals from frontal and parietal regions (e.g. Bressler et al., 2008; Lauritzen et al., 2009) . Debate remains, however, about the magnitude of effects of attention in early visual cortex. Studies using single unit recording have generally reported small effects of attention in V1 (Haenny and Schiller, 1988; Luck et al., 1997; McAdams and Reid, 2005; Moran and Desimone, 1985; Motter, 1993) , while studies using fMRI have reported larger ones (e.g. Beauchamp et al., 1997; Gandhi et al., 1999; Somers et al., 1999) . Part of this discrepancy may be explainable by an increased sensitivity of fMRI to changes in baseline neural activity that is independent of stimulus presentation (Kastner et al., 1999; Murray, 2008) . It has also been suggested that attention alters the gain of the fMRI signal to a greater degree than it alters the underlying neural response (Yoshor et al., 2007) .
The relative timing of neural signals can give important clues to their functional significance. If spatial attention is already focused on a location where a visual target appears, response enhancement can begin very soon after stimulus presentation. While comparison between studies is complicated by different experimental parameters, most single unit studies in V1 have found effects of attention by around 200 ms post-stimulus (Motter, 1993; Luck et al., 1997; Roelfsema et al., 2003; McAdams and Reid, 2005; Roberts et al., 2007) . This timing is in line with behavioral estimates of attentional latency (Muller and Findlay, 1988; Muller and Rabbitt, 1989) . Thus, for the neural enhancement measured with fMRI to be attributable to visual attention, it should begin in the approximate range of 0 to 200 ms following a stimulus.
We measured the fine timing of attentional response enhancement with fMRI. Prior work has demonstrated that fMRI has relatively good temporal precision (e.g. Menon et al., 1998; Miezin et al., 2000; Saad et al., 2001) , though no prior study has used it to characterize neural feedback. Our results indicate that enhancement of V1 response occurs late, likely too late for it to be involved in spatial attention. Enhancement of later visual area V4 responses occurred earlier in time, demonstrating that the method had adequate sensitivity to detect shorter latencies.
Results
Participants viewed two drifting gratings, one on either side of a central fixation (Fig. 1 ), and were cued to attend one and ignore the other. Their task was to discriminate accelerating gratings from decelerating gratings, at the cued location. The cued location remained constant for the duration of each scan, but changed between scans. Stimuli were presented at two contrast levels: 50% and 100%. We performed a rapid acquisition fMRI protocol (TR = 250 ms), gathering data from visual areas V1 and V4. The rapid TR allowed data collection from only three slices, so to optimize slice placement, we used online analysis of a functional localizer scan (see Methods). The slices were positioned to overlap with regions active during the functional localizer, NeuroImage 57 (2011 NeuroImage 57 ( ) 1177 NeuroImage 57 ( -1183 both in the calcarine sulcus to target V1, and along ventral visual cortex to target V4.
Attention increased the overall size of the neural response in both areas (V1, pb.05; V4, pb.01). Averaged event-related responses for V1 and V4 are shown in Fig. 2 . In addition to an overall increase in response strength, the attended responses appeared to be delayed relative to the unattended responses. Examination of the time courses reveals that the attended and unattended responses only began to separate during the rising slope of the response (Fig. 2, arrowheads) . The timing of enhancement due to increased stimulus contrast, on the other hand, began immediately.
To compare the timing of stimulus-related, attention-related, and contrast increase-related effects, we created new time courses by averaging and subtracting combinations of the original event-related responses. To characterize stimulus-driven activity, we averaged responses to the high and low contrast unattended stimuli. To characterize activity due to attention, we averaged responses to unattended stimuli (high and low contrast) and subtracted them from the average response to attended stimuli. To characterize activity due to an increase in contrast, we averaged the responses to low contrast stimuli (attended and unattended) and subtracted them from the average response to high contrast stimuli. The stimulus-related, attention-related, and contrast increase-related time courses are plotted in Fig. 3 for areas V1 and V4. The contrast increase-related response begins at the same time as the stimulus-related response, while the attention effect begins later in time.
We next quantified the timing differences between conditions. Because the shapes of the contrast-related time course and the attention-related time course were different, simple cross-correlation techniques would have yielded biased results. To overcome this, we fit a model of the hemodynamic response to each time course and used the fit to estimate the latency of the response. First, we fit a gamma function to each subject's stimulus, contrast, and attention-related time courses (Fig. 3, broken traces) . Then, we estimated the time point at which each of these fits crossed threshold levels of activity. We next computed a delay for the attention and contrast-related conditions by subtracting the threshold crossing time point for the stimulus-related component. Finally, we plotted these delays as a function of the threshold, which spanned from 15% to 85% of the peak level of activity.
Attention-related activity in V1 was very delayed relative to stimulus-related activity. Fig. 4 shows the delay as a function of threshold, and notes the many individual time points at which the relative delay is reliably above zero (p b .05). The average delay across all threshold levels was 1322 ± 445 (s.e.m) milliseconds in V1. The contrast-related activity actually preceded the stimulus-related activity, and hence plots in Fig. 4 as negative numbers. This was due to the higher contrast responses starting earlier in time than the lower contrast responses. The average delay of the contrast-related activity was −249 ± 132 milliseconds in V1.
Attention-related activity was less delayed in area V4, averaging 598 ± 100 milliseconds. This delay differed significantly from zero at most threshold levels. The contrast increase-related delay was small (−71 ± 340 ms) and unreliable in V4.
This first experiment revealed very delayed response enhancement in V1 when subjects attended one location for the duration of the scan. However, it is possible that subjects returned attention to the central fixation between trials, and shifted it to the target location only once they detected a target, instead of maintaining it there throughout the scan. In this alternative account, the delays we observed simply might be due to the time needed to shift attention across space to the peripheral location, rather than reflecting the operation of already spatially focused attention.
Experiment 2 tested this possibility by requiring subjects to shift attention to the peripheral target on every trial. A central arrow cue at the start of each trial directed the observer's attention to one side or the other (Fig. 1b) , with direction randomized across trials. This forced subjects to shift their attention from the central cue to the peripheral target location. The target, which was the same as in the first experiment, appeared either at the same time as the cue (Simultaneous cue condition), or 250 ms after the cue (Advance cue condition). Given that behavioral performance is improved between 50 and 200 ms after an attention cue (Eriksen and Collins, 1969) , we predicted that the Advance cue would provide sufficient time for spatial attention to have reached the target location by the time the stimulus appeared. Differences in delays between the two conditions are thus likely to be due to the time spent shifting spatial attention to the target location. Fig. 3 (c,d) shows the results of Experiment 2. Attention increased the amplitude of response by a small but reliable amount in V1, and by a larger amount in V4 (both p b .01). As in Experiment 1, attended and unattended responses began at the same time and only separated during the rising slope of the response.
We characterized stimulus-related activity and attention-related activity as before, though this was now done separately for both cueing conditions. Stimulus-related activity was computed by averaging fMRI responses across both unattended conditions. Attention-related activity in the two cueing conditions (Simultaneous and Advance) was computed by subtracting unattended from attended responses separately for each condition. These three response components are plotted in Subjects viewed two sets of drifting gratings on either side of fixation with a duration of 400 ms. The task was to identify the motion of one grating as accelerating or decelerating. A cue at fixation indicated which of the gratings the subject should attend. In Experiment 1 (a), the cued location was constant for the entire scan. One half of trials contained gratings with 50% contrast and the other half contained trials with 100% contrast. In Experiment 2 (b), the cued location varied from trial to trial. The cue appeared either simultaneous (top) with, or 250 ms in advance of (bottom), the appearance of the gratings.
Long delays were maintained in V1 even when the attentional cue was given in advance. We quantified the size of the relative delays in activity using the same gamma-fitting procedure used in the previous experiment ( Fig and 957 ± 66 ms in V1 for the Simultaneous cue. This difference likely reflects the amount of time required for attention to shift locations, and its relatively small size suggests that it cannot account for the long delays we observe for attentional effects generally. V4 also showed delayed attention-related activity in both conditions. Delays were significantly positive at many threshold levels, and the average delay was 476 ± 195 ms for the Advance cue and 743 ± 323 ms for the Simultaneous cue.
We next compared the attention-related delays in V1 and V4 (Fig. 4e) . To increase our power, we combined the attention-related activity in both experiments. First, we averaged each subject's latency estimates in the Advance and Simultaneous cue conditions (Experiment 2). Then, because all four subjects in Experiment 2 participated in Experiment 1, we averaged each subject's combined Experiment 2 delays with their attention delay from Experiment 1. The averaged delays for the combined experiments were 1059 ± 190 ms in V1 and 617 ± 117 ms in V4. Delays in V1 were reliably greater than delays in V4 (p b .01). Thus, while attention-related activity was significantly delayed in both V1 and V4, the delays were longer in V1 than they were in V4. Our ability to measure shorter delays in V4 also implies that the long delays we observed in V1 were not simply artifacts of our delay estimation methods.
The delays we observed in V1 are likely greater than the amount of time required by subjects to allocate attention, which is generally in the range of a few hundred milliseconds (Muller and Findlay, 1988; Muller and Rabbitt, 1989) . To confirm this timing for our paradigm, we carried out a psychophysical experiment ( Figure S1 ). Subjects performed the task of Experiment 2, but with 5 cue-stimulus intervals of 0, 250, 500, 750, and 1000 msec. Performance was worst when the cue-stimulus interval was 0, and improved reliably when subjects were given 250 ms to allocate attention. For both subjects, increasing delays beyond 500 ms did not reliably increase performance further, indicating that attentional allocation was generally complete by that time.
Discussion
The aim of this work was to measure the timing of the attentional enhancement of activity in human visual cortex with fMRI. We found that enhancement due to attention was delayed in both V1 and V4 The relative delay between the stimulus-driven activity, and the attention-related or contrast-related activity is measured between various percentages of each response. In Experiment 1 (V1, a; V4, b), the black trace shows the delay of attention-related activity and the gray trace shows the delay of contrast-related activity. In Experiment 2 (V1 c; V4d), the black trace shows the delay of attention-related activity with the Advance cue, and the gray shows the delay with the Simultaneous cue. Error bars indicate one standard error; asterisks denote points significantly different than zero. We combined Experiments 1 and 2 to compare the timing of attention in V1 and V4 (e); points where V1 delays were significantly longer are marked with an asterisk.
beginning approximately 700-1300 ms after the stimulus-driven response in V1, and 475-750 ms after the stimulus-driven activity in V4. Advance cuing of the target location in Experiment 2 reduced, but did not eliminate, the delay in attentional enhancement. Critically, not all increases in response are delayed to relative to baseline conditions, as shown by the slightly negative delays observed for contrast increase-related responses. Similarly, the shorter delays found for V4 indicate that our method had reasonable temporal sensitivity. Classical behavioral estimates place the beginning of attentional enhancement between 100 and 300 ms after cue onset (Muller and Findlay, 1988; Muller and Rabbitt, 1989) . Measures of the timing of enhancement using single unit recording place it between 0 and 200 ms post-stimulus (Motter, 1993; Luck et al., 1997; Roelfsema et al., 2003; McAdams and Reid, 2005; Roberts et al., 2007 , though see Buffalo et al., 2010) , while EEG and MEG measurements place it within a range of 0 to 250 ms (Noesselt et al., 2002; Boehler et al., 2008; Kelly et al., 2008; Poghosyan and Ioannides, 2008) . With fMRI, attention-related activity in parietal regions known to influence V1 (IPS; Bressler et al., 2008) has been shown to lead activity in V1 by approximately 500 ms (Lauritzen et al., 2009) .
Our estimate of the latency of attention effects in V1 is well outside the range of previous data. In our task, performance peaked with a cue 500 ms before the stimulus. Thus, it is unlikely that the long delays we observed in V1 reflected unusually slow attentional deployment in the task we used. Thus, the long delayed increase in V1 activity may be unrelated to attentional processing.
Response components that begin close to one second after stimulusdriven activity could be due to non-sensory processes that correlate with the presence of spatial attention. For example, signals in V1 have been reported due to reward (Shuler and Bear, 2006) , awareness (Ress and Heeger, 2003) , and task structure (Jack et al., 2006) . Additionally, late effects could be due to a sub-type of attentional processing, for example scrutiny for high resolution detail, that arises late in processing (Buffalo et al., 2010) . The delayed enhancement of V1 activity we observed could be due any or all of these processes. How these results relate to attention-related decreases in activity driven by feedback (Murray et al., 2002 ) is an open question.
Our results do not, of course, rule out attention having early effects in V1. Attention likely influences both initial stimulus-related activity and later neural response. Our results suggest only that the later effects dominate fMRI measurements. It remains possible that other paradigms (e.g. using different tasks, pulse sequences, attentional conditions) could isolate early effects of attention with fMRI, but it is worth noting that our paradigm is similar to many used in the literature. Furthermore, our data do not address possible effects of endogenous attention caused by the appearance of the stimuli, since the simultaneous appearance, and equal contrast, of the attended and unattended gratings would lead to equal endogenous attention.
Not all prior studies have found attentional effects in V1. Single unit recordings have yielded varying amounts of attentional modulation: from strong (Motter, 1993; McAdams and Reid, 2005) , to weak (Haenny and Schiller, 1988; Yoshor et al., 2007) , to none at all (Moran and Desimone, 1985 , although the lack of modulation in this study may have been due to methodological limitations). Similarly, scalp-recorded electrical potential (ERP) and magnetic field (ERMF) studies are divided between those that show effects in V1 (Kelly et al., 2008; Poghosyan and Ioannides, 2008; Oakley and Eason, 1990) , and those that do not (Heinze et al., 1994; Mangun and Hillyard, 1988; Wijers et al., 1997) . In contrast, fMRI experiments have consistently shown effects of spatial attention in V1 (e.g. Beauchamp et al., 1997; Kastner et al., 1999; Gandhi et al., 1999; Somers et al., 1999) . Our results suggest that some of these fMRI effects may be due to processes other than attention, that are engaged relatively long after stimulus presentation.
An alternative explanation for prior fMRI results is that attentional effects are mainly due to stimulus-independent changes in baseline activity (Kastner et al., 1999) . This hypothesis received support from a study that found little effects of attention using an event-related paradigm in which sustained baseline effects are automatically subtracted out (Murray, 2008) . Our first experiment used a similar method, and nevertheless found effects of attention in V1. It is possible that differences in the task (two attended locations; spatial frequency discrimination) produced the discrepant results.
Our method for estimating the timing of neural activity relies on assumptions of linearity in the BOLD response, such that delays in the timing of neural activity are reliably preserved in the BOLD response (Boynton et al., 1996; Dale and Buckner, 1997) . While previous work has demonstrated that fMRI can be used to measure temporal shifts in neural activity with reasonable precision (Menon et al., 1998; Miezin et al., 2000; Saad et al., 2001) , further characterization of the linearity of the BOLD response may refine interpretation of these data. Given its excellent spatial resolution, the ability to use fMRI to resolve discrete neural events separated by hundreds of milliseconds in time should prove to be a useful tool to test for feedback effects in the cortex.
Methods

Subjects
In Experiment 1, one left-handed and four right-handed individuals (two male, and three female) participated. The subjects were between 27 and 41 years of age (mean = 31.4) and had normal or corrected to normal vision. In Experiment 2, one left-handed individual and three right-handed individuals (two male, and two female) participated. The subjects were between 27 and 31 years of age (mean = 29) and had normal or corrected to normal vision. The studies were performed under a protocol approved by the UCLA Office for Protection of Research Subjects.
Stimuli and task
Subjects were instructed to fixate on a square in the center of a screen while they performed a demanding two alternative, forced choice motion discrimination task (Fig. 1) . On each trial, drifting gratings simultaneously appeared on either side of fixation for 400 milliseconds. The subjects were cued to a location and were required to identify the motion of the cued grating as accelerating or decelerating. Whether the target grating is accelerating or decelerating was randomly assigned on each trial. Non-target gratings were independently assigned, so no task-related information was available at the uncued location.
In both experiments, subjects viewed drifting gratings that were contained within two 5.5°apertures, located 7.5°on either side of fixation. The spatial frequency of the gratings was 1.5 cycles/degree and they were oriented at one of four possible orientations {0; π/4; π/2; and 3 π/4}, randomly chosen on each trial. The gratings drifted at one of three base rates (0.53, 0.56, or 0.59 degrees/s), randomly chosen on each trial and would accelerate or decelerate at one of 40 levels between 5.3 × 10 − 7 and 8.2× 10 − 1 degrees/s 2 . The acceleration or deceleration level used on each trial was chosen using a 1-up, 3-down staircasing method.
While the task was the same in the two experiments, the stimuli and the cueing method varied. In Experiment 1, a short line extended from a central fixation square to the left or the right, directing the subject to attend to the grating that would appear on that side (Fig. 3) . For the duration of the scan, the fixation cue was static. Subjects were therefore not required to shift their attention as part of the task. However, the fixation cue changed between scans so subjects attended to both locations equally during the course of the experiment. On half of the trials, the gratings were 100% contrast and on the other half of the trials the gratings were 50% contrast, but during each trial, the contrast of the two gratings was the same. The trials were 1.25 seconds long.
In Experiment 2, at the beginning of each trial, the fixation square was replaced by an arrow that faced either to the left or right side of the screen (Fig. 3) . The arrow cue directed the subject to attend to the drifting grating that appeared on the cued side of the screen. Additionally, there were two possible timings for the cue. During the Simultaneous condition, the cue appeared at the same time that the drifting gratings appeared. During the Advance condition, the cue appeared 250 ms before the drifting gratings appeared. In both cases, the arrow cue was present for the entire duration of the grating. During other periods of the scan, the arrow was replaced by a fixation square. All gratings were 50% contrast, and the trials were 1.5 seconds long.
Experimental design
Stimuli were generated in Matlab, and presented with the Psychophysics toolbox extensions (Brainard, 1997) . Using a Sharp XG P-25 projector, the stimuli were back-projected onto a screen positioned in the magnet bore. The projector was calibrated using a Photoresearch PR-650 spectral radiometer. Subjects viewed the stimuli via a mirror mounted on the head coil. Responses were collected using a magnetcompatible button box (Resonance Technologies, Inc.) .
In addition to the trial types described above, the scans also contained trials without any stimuli. These null trials were used to model the baseline response. Experiment 1 had three conditions: the null condition, the low contrast condition, and the high contrast condition. Experiment 2 had five conditions: the null condition, Simultaneous cue to the left, Advance cue to the left, Simultaneous cue to the right, and Advance cue to the right. The trials, including null trials, were ordered using m-sequences (Buracas and Boynton, 2002) . The m-sequence length was 95 trials in Experiment 1, and 124 trials in Experiment 2. Because the BOLD response is sluggish and lasts many seconds, the responses to the last several stimuli in the m-sequence would not be recorded without extending the scan. For this reason, the first fifteen trials were appended to the end of the scan.
The first scans of each session presented contrast-reversing patterns designed to localize brain regions sensitive to the stimulus locations. The stimuli during these functional localizers consisted of flickering checkerboard patterns in the location of the experimental stimuli. Localizer scans contained five cycles of 16 s of checkerboard then 16 s of gray screen, for a total length of 160 s.
MR data acquisition
All imaging was performed using the 3-Tesla Siemens Allegra MR scanner located at the Brain Mapping Center of the University of California, Los Angeles. Subjects participated in multiple scanning sessions. In the first scanning session, subjects viewed standard phaseencoded retinotopic stimuli to identify visual areas (Engel et al., 1997; DeYoe et al., 1996; Sereno et al., 1995) . Twelve slices of fMRI data, oriented perpendicular to the Calcarine fissure, were acquired using an EPI sequence (TR = 1000 ms; TE= 45 ms; voxel size = 3.1 × 3.1 × 4 mm; gap= 5 mm). In addition, two high resolution T1-weighted anatomical scans were acquired for use in cortical unfolding of the retinotopic data.
In subsequent scanning sessions, a single twelve slice functional scan was acquired (with parameters as above) while subjects viewed a functional localizer. Immediately after the end of this scan, regions of responsive visual cortex were identified using the Siemens' built-in analysis software. The responses during this functional scan were used to guide slice selection in a rapid MR protocol (three slices, TR = 250 ms). Slices were chosen to overlap with responsive areas near the calcarine sulcus, as well as responsive areas on or near the ventral surface of the brain. Because, brain coverage was limited, analysis was necessarily restricted to V1 and V4.
MR data analysis
We used an intensity-based linear method (Jenkinson et al., 2002) to correct for head motion during each scan, and to register the functional scans to an in-session anatomical scan. The fMRI time series from each active voxel was converted to a percent change scores, and voxels within each restricted visual area ROI were averaged. We used linear deconvolution to estimate the responses in each visual area from each scan's averaged time series. The design matrix for each condition contained one column per TR. The estimated time courses were the set of parameter weights that, when convolved with the design matrix, best fit the data using ordinary least squares. Responses were estimated for each ROI in all scans, and then averaged together according to condition.
To determine if there was any effect of attention on the overall magnitude of the response, the areas of the time courses were compared. The advantage of this method is that attention effects need not coincide with the peak of the unattended response. The area under each subject's averaged attended and unattended time courses was tested, using a one-tailed, paired t-test (because of our prior hypothesis of attentional enhancement).
To estimate response timing, we fit gamma functions (Glover, 1999) to each subject's responses. Parameters were selected that minimized the difference between the gamma function and the observed time course (RMS error). In addition to the shape and timing gamma function parameters, we included an overall scaling parameter and allowed for the fits to begin at 0 ± 0.25% change. We fit only the first 6 s of the response in V1, and 9 s in V4, to improve the fits during the important, early portion of the response. We resampled the resulting fits to 48 samples per second, to allow our timing estimates a finer time scale.
We then used these fit gamma functions to estimate the response latencies for each condition. First, we calculated the time for each fit function to reach a target threshold, relative to its peak (accounting for any differences in starting point). Then to calculate delay, we subtracted this time to reach threshold for the stimulus-related activity from the time to reach threshold for the attention and contrast-related activity. This analysis was repeated at each of 25 thresholds evenly spaced between 15% and 85% of peak. At each threshold level, we tested whether the delays for each condition were significantly different than zero. We also averaged the delays at all the threshold levels used and tested each condition versus zero and versus the other condition. In Experiment 1, we used two-tailed ttests; because Experiment 1 gave us strong prior hypotheses we used one-tailed t-tests in Experiment 2.
To identify visual areas, flattened cortical maps were generated from the high-resolution anatomical scan (MPRAGE) scans using SurfRelax (Larsson, 2001) . Data from the retinotopy scans were projected onto the flat maps using mrVista (http://white.stanford. edu/software). Visual areas V1, V2, V3, and V4 were identified using reversals in phase-encoded polar angle retinotopy data (Engel et al., 1997; DeYoe et al., 1996; Sereno et al., 1995) . Visual area ROIs were restricted to include only voxels with activity during the functional localizer scans that correlated well (N0.3) with a sinusoid at the stimulus frequency. Because of poor slice coverage for one subject, the threshold correlation was set at 0.2. Changing the threshold for this subject did not affect the overall pattern of results, but did improve the overall signal to noise ratio.
Behavioral experiment
To measure attentional delays behaviorally, we also ran a psychophysical version of Experiment 2. The task was as in that experiment, but the temporal interval between cue and stimulus varied between five levels: 0, 250, 500, 750, and 1000 ms. Three subjects performed seven blocks of 350 trials each. Independent, interleaved staircasing procedures were used for each of the five cuestimulus intervals. For each interval, we interpolated a psychometric function relating stimulus acceleration to percent correct, and defined threshold as the acceleration that yielded 82% correct.
Supplementary materials related to this article can be found online at doi:10.1016/j.neuroimage.2011.04.012.
