Abstract. We study some geometrical properties of the critical set of the solutions to an exterior boundary problem in R n \Ω, where Ω is a bounded domain with C 2 connected boundary. We prove that this set can be nonempty (in fact, of codimension 3) even when Ω is contractible, thereby settling a question posed by Kawohl. We also obtain new sufficient geometric criteria for the absence of critical points in this problem and analyze the properties of the critical set for generic domains. The proofs rely on a combination of classical potential theory, transversality techniques and the geometry of real analytic sets.
Introduction
Let Ω be a bounded open subset of R n (n 3) with a C 2 connected boundary. One should notice that R n \Ω is then also connected. In this paper we will be interested in the solution to the following boundary problem: ∆u = 0 in R n \Ω , (1.1a)
This is a classical topic in mathematical physics and potential theory, where ∂Ω is interpreted [26] as a grounded conducting surface and u represents the electric potential.
There is abundant information concerning the existence and regularity properties of solutions to Eq. (1.1). It is well known [16] that there exists a unique weak solution to the above equation satisfying the above boundary conditions, and that this solution is in fact of class C ω (R n \Ω) ∩ C 2 (R n \Ω) by standard results in elliptic regularity theory.
The study of the qualitative properties of the solutions to Eq. (1.1) was actually pioneered by Faraday and Maxwell in the 19th century. In physics, the level sets of the function u are equipotential surfaces, whereas its critical points correspond to the equilibrium positions for the motion of a charged particle in presence of the conducting surface ∂Ω. The relevance of Faraday's lines of force, which are simply the integral curves of the gradient vector field −∇u, was unveiled in Maxwell's celebrated treatise [31] , where they led to the first hints of what is nowadays known as Morse theory [13] . Among the qualitative features of solutions to boundary problems there are two aspects that have received considerable attention: symmetry in overdetermined problems and convexity and starshapedness of the level sets of the solutions. The first symmetry theorem was obtained by Serrin via the method of the moving planes in his seminal paper [37] . The paradigmatic symmetry result for an overdetermined exterior problem asserts that if the normal derivative of a solution to Eq. (1.1) is constant on ∂Ω, then ∂Ω must be a round sphere. Further results and developments can be consulted in [15, 35, 21, 38] and references therein.
There is abundant literature on convexity and starshapedness for elliptic equations and their relation to the existence of critical points of the solutions. The main result is that if ∂Ω is convex [12, 29] or starshaped [14, 39, 34 ], then so is any level set of the solution to the problem (1.1) and its gradient does not vanish in R n \Ω. In fact, these results were originally proven for interior boundary problems; the extension to the exterior case can be consulted in [24, Section III.11] . For nontrivial generalizations of this result, cf. e.g. [23, 24, 3, 5, 36, 10] .
It is a classical result [25] that the solutions to the analogous problem in R do not have any critical points when Ω is a C 2 bounded domain with connected boundary. Notice that the latter condition implies that Ω is simply connected. Establishing similar results in R n (under the additional hypothesis that Ω is contractible, which is automatically satisfied in R 2 if ∂Ω is connected) has proven to be much more difficult. In fact, the question of whether there exists a contractible domain for which the gradient of the solution to Eq. (1.1) vanishes at some point was explicitly posed by B. Kawohl in Ref. [25] .
In this article we obtain some new results on the level sets and critical points of the solution u to the problem (1.1) using a combination of classical potential theory, transversality techniques and the geometry of real analytic sets. The organization of the paper is as follows. In Section 2 we prove some general properties of u which are needed for later sections. In particular, we show that the critical set of u is compact and contained in the convex hull of Ω, has a finite number of connected components and its codimension is at least 2 (Proposition 2.2). In Section 3 we give some examples of contractible domains in R n for which the critical set of u is nonempty (Theorem 3.1) and has, in fact, codimension at most 3 (Proposition 3.3). In Section 4 we provide new criteria for the absence of critical points of u depending on the geometry of the domain (Theorems 4.2 and 4.3). In Section 5 we prove that for generic domains u has a finite number of critical points, all of which are nondegenerate, and obtain some topological lower bounds thereof (Corollary 5.2 and Proposition 5.3). These results are also used to prove the existence of contractible domains such that the corresponding solution of Eq. (1.1) is Morse and possesses as many critical points as one wishes (Corollary 5.6). Lastly, in Section 6 we include some final remarks and a brief discussion of the overdetermined problem.
Some general properties of the solutions
In this section we shall prove some simple but important properties of the level sets of the solutions to the problem (1.1). Some of these properties are standard and are collected here for future reference. First of all, let us recall that a point x ∈ R n is called a critical point of the function u if ∇u(x) = 0, and that a critical point x is nondegenerate if the Hessian of u at x is a nondegenerate matrix. The critical set of u is defined as
Interestingly, the critical set of solutions to elliptic problems with smooth coefficients has recently attracted considerable attention and has been thoroughly studied from the point of view of geometric measure theory (cf. e.g. [18] and references therein). In this paper, however, we shall follow a rather different approach. As we shall see below, dramatic simplifications occur due to the fact that the solutions to (1.1) are real analytic, allowing us to perform a much finer analysis of their critical set. Let us recall that the level sets u −1 (c) do not need to be submanifolds when c is a critical value of u; in particular, u −1 (c) can have self-intersections.
In this section, Ω is always a bounded domain in R n of class C 2 and u denotes the solution to the problem (1.1). The outward normal of ∂Ω will be denoted by ν. We recall that the dimension of a closed analytic set S is
where the local dimension of S at x is dim x (S) = sup dim(P ) : P open topological submanifold of S, x ∈ P . This is simply the dimension of the top-dimensional strata of the Lojasiewicz stratification of S at x [7] . We say that S has pure dimension k if dim x (S) = k for all x ∈ S. For any open set S ⊂ R n we shall henceforth denote by conv(S) its open convex hull, i.e., the minimal open convex set containing S.
Proposition 2.1. The level sets of u are compact, connected and of pure codimension 1. Moreover, for all 0 < c < 1 the level set u −1 (c) separates R n into two connected components, a bounded one containing Ω and an unbounded one.
Proof. By the maximum principle, u > 0 in R n \Ω. As u tends to 0 at infinity, all its level sets must be compact. The analyticity of u implies that u −1 (c) admits a Lojasiewicz stratification and has codimension at least 1. To prove that u −1 (c) has pure codimension 1, let us suppose that this were not the case. Then there must exist a point x and a neighborhood U x such that the connected set V := u −1 (c) ∩ U has pure codimension k 2 [7, 27] . By the implicit function theorem, V is contained in the critical set of u. Lojasiewicz's vanishing theorem [27, Theorem 6.3.4] shows that the neighboring level sets of u in U are tubes around V . Hence V is a local maximum or minimum of u, contradicting its harmonicity.
Let us suppose that u −1 (c) has more than one connected component. From the fact that the analytic set u −1 (c) is compact and of pure codimension 1 it follows that each component C k of u −1 (c) is the boundary of a bounded open set U k . Necessarily U k ⊃ Ω because otherwise u would be nonconstant, harmonic in U k and constant on its boundary, in contradiction with the maximum principle. As the sets C k do not intersect one another, these connected components can be labeled so that U 1 ⊃ U 2 . Hence the function u is harmonic in the open set U := U 1 \U 2 and constant on its boundary, implying that u| U is also constant, which is absurd.
Finally, let us assume that the connected set u −1 (c) separates R n into k 3 disjoint components. The level sets of u being compact, k − 1 of these components must be bounded. As Ω can be contained in only one of these regions, it follows that there exists a bounded open set U such that u| U is harmonic and u| ∂U = c. Hence u = c in U , arriving at a contradiction. Proposition 2.2. The gradient of u does not vanish on ∂Ω. In particular, all the level sets u −1 (c) are diffeomorphic to ∂Ω for 1 c > sup{u(x) : x ∈ Cr(u)}. Moreover, the critical set of u is compact and contained in the convex hull of Ω, has a finite number of connected components and its codimension is at least 2.
Proof. The boundary being C 2 , the fact that ∇u does not vanish on ∂Ω is an immediate consequence of Hopf's boundary point lemma [16, Lemma 3.4] . By continuity, s := sup{u(x) : x ∈ Cr(u)} < 1, so that the gradient of u does not vanish in U := u −1 ((s, 1]). Let us consider the C 1 vector field defined in U as
It can be readily verified that ∇u, X = 1. Denoting by φ t the flow of X, this implies that φ t u −1 (c) = u −1 (c + t) whenever c, c + t ∈ (s, 1]. Here we are using that u −1 (c) is compact and connected. In particular, it follows that φ 1−c maps u −1 (c) diffeomorphically onto ∂Ω for s < c 1. This proves the first part of the claim.
Clearly Cr(u) is a closed subset of R n . As is well known [26] , Green's formula can be used to express the function u and its derivatives in terms of the value of its normal derivative on the boundary of Ω as
where dσ denotes the area measure on ∂Ω.
We shall now prove that ∇u(x) is nonzero for an arbitrary point x ∈ R n \conv(Ω). Since the convex hull of Ω can be expressed as the intersection of convex polytopes [17] , one can find a convex polytope P containing conv(Ω) and such that x lies on one of its faces F . If we denote by N the outward normal of F at x, it is a straightforward observation that x − y, N 0 for all y ∈ ∂Ω. Let Π be the hyperplane containing the face F and define its closed neighborhood
There is no loss of generality in choosing δ > 0 small enough so that Ω\Π δ = ∅. It is obvious that
Since u ν does not vanish on ∂Ω, it follows that there exists C > 0 such that −u ν > C on ∂Ω. From Eq. (2.3) one obtains that
Hence ∇u does not vanish in R n \conv(Ω), proving the statement. The fact that Cr(u) has a finite number of connected components now stems from the fact that it is an analytic set contained in the bounded domain conv(Ω) [27, Theorem 6.5.12] . It is also well known [19] that its codimension is at least 2.
Proof. It is a standard result [26, Chapter V.8 ] that u has the asymptotic behavior
Therefore, all the level sets u −1 (c) are diffeomorphic to S n−1 for c sufficiently close to 0. Now one can use the forward flow of the vector field (2.1) to prove that all the level sets of u are diffeomorphic for inf{u(x) : x ∈ Cr(u)} < c < 0. We omit the details since the proof goes along the lines of the first part of Proposition 2.2.
Contractible domains and a question by B. Kawohl
From Propositions 2.1-2.3 it stems that the study of the level sets of u is equivalent to that of its critical points. Indeed, Proposition 2.3 can be understood as a characterization of the level sets of u at infinity, so that it suffices to control the bifurcations of the topology of the level sets of u at its (finite) critical points to understand its global portrait. However, extracting information on the critical points of u is usually rather complicated, as most estimates for elliptic PDEs are of little use when trying to ascertain whether ∇u vanishes in some region of R n . As a matter of fact, some authors explicitly make the assumption that u does not possess any critical points in a certain region to study qualitative properties of PDEs (cf. [10] and references therein).
There are some general properties of the critical set of solutions to exterior problems that are worth mentioning. When c is close to 1 or 0, Propositions 2.2 and 2.3 show that u −1 (c) is respectively diffeomorphic to ∂Ω or S n−1 , implying that Cr(u) = ∅ whenever ∂Ω is not diffeomorphic to S n−1 . Moreover, a sufficient condition ensuring that u does not have any critical points is that ∂Ω be starshaped (see e.g. [24] ). There is a somewhat related result in R 2 [25] ensuring that the critical set of any function v satisfying (1.2) is actually empty for any bounded domain Ω with C
2 connected boundary. It should be noticed that ∂Ω is in this case diffeomorphic to S 1 and that the condition v → −∞ simply means that v decays at infinity as the (nonpositive) Green function of R 2 .
We are not aware of any other general results on the absence of critical points in boundary problems. In fact, there is an open question by Kawohl [25] asking whether there exist bounded domains in R n diffeomorphic to a ball and such that Cr(u) = ∅ and, if so, how to characterize them. We shall next answer this question in the affirmative by explicitly constructing a domain diffeomorphic to the open n-ball B n such that u has at least 2N critical points. We shall also show that a modification of this technique enables us to obtain a critical set of any codimension greater than or equal to 3.
Theorem 3.1. For any N > 0 there exists a bounded domain Ω ⊂ R n with smooth boundary which is diffeomorphic to B n and such that u has at least 2N critical points.
Proof. We start by defining T to be a bounded domain in R n which is invariant under reflections across the coordinate planes {x j = 0} for j = 2, . . . , n and whose boundary is diffeomorphic to the connected sum of N copies of S 1 × S n−2 . More explicitly, one can define the function
n < a for sufficiently small a > 0. For n = 3, T is simply the domain bounded by a torus of genus N .
Let us consider the auxiliary set
where is a small positive number to be specified later. Notice that R is a thin slab enclosing the half-plane {x 1 > 1, x 2 = 0}. Let us introduce the domain Ω 0 := T \R, which is obviously homeomorphic to a ball. We now define a smooth domain Ω ⊂ Ω 0 by rounding off the corners of Ω 0 . More precisely, Ω is a bounded, connected domain with smooth boundary such that the area of the difference of ∂Ω and ∂Ω 0 is small, i.e., (3.2) ∂Ω 0 \∂Ω < δ for some arbitrarily small but fixed δ > 0. We can also choose Ω diffeomorphic to B n and invariant under the reflections x j → −x j , j = 2, . . . , n.
Let u and v be the solutions to the exterior problem (1.1) corresponding to the domains Ω and T , respectively. Ω being a proper subset of T , a simple application of the maximum principle shows that the function w := v − u is strictly positive in R n \T . Moreover, w is harmonic in R n \T and vanishes in ∂Ω ∩ ∂T .
A first observation is that the area of ∂T \∂Ω is negligible. Indeed, by construction (3.1) we have that the area of ∂T \∂Ω 0 is smaller than C 1 for some constant C 1 independent of , whereas the condition (3.2) implies that
Now let us consider the symmetric Green function g of T , which satisfies the equation
δ being the Dirac measure. One can use the Green function to compute the function w in terms of its values on the boundary of T , and since w vanishes on ∂T ∩ ∂Ω this reads as
Clearly sup y∈∂T |g ν (·, y)| is bounded on compact sets of R n \T . Since 0 w 1 for all x ∈ R n \T it immediately follows that for any compact set K ⊂ R n \T
which becomes arbitrarily small as and δ tend to zero.
The reflection symmetries ensure that the line
is invariant under the flow of the gradient fields ∇u and ∇v. We endow L with the total order induced by the diffeomorphism Φ : R → L given by Φ(t) := (t, 0, . . . , 0).
L being invariant, the critical points of U (resp. V ) are mapped into critical points of u (resp. v) by Ψ 1 (resp. Ψ 2 ).
By construction, (R n \T ) ∩ L has N compact connected components R j , which we label so that R j ⊂ Φ([2j, 2j + 2]). Since V | Rj attains its maximum value 1 on ∂R j and V | Rj is not constant, it follows that there exist three points Φ(2j) < a j < b j < c j < Φ(2j + 2) in the interior of R j such that
In particular, V has a local minimum in each R j . As w is uniformly bounded by Eq. (3.4), Eq. (3.6) holds for U as well, so that U also has N local minima y 1 < · · · < y N . In turn, this trivially implies the existence of another N − 1 local maxima of U , each one located between a pair of consecutive minima. Since U is also decreasing at infinity, it also has another maximum at some point z ∈ L with z > y N .
Remark 3.2. One should observe that, by harmonicity, the local extrema of U and V correspond to saddles of u and v, respectively.
This theorem shows that there does not exist a topological upper bound for the number of critical points that a solution to Eq. (1.1) can possess. The construction that we have used can be modified to obtain also examples of domains with nonisolated critical points, as we show in the following Proposition 3.3. There exists a bounded domain Ω ⊂ R n with smooth boundary which is diffeomorphic to B n and such that the critical set of u has codimension lower than or equal to 3.
Proof. By Theorem 3.1 we can assume that n 4. Let us consider the subsets of R 3 given by
, where > 0 is sufficiently small. Thus B is a cube of unit side centered at the point ( 1 2 , 0, 0), C is a cylinder of radius 1/3 whose axis is the straight line {x 1 = 1 2 , x 2 = 0}, and P is a thin slab which encloses the half-plane 0) , and call G the group of rotations of R n generated by the vector fields
, with j = 4, . . . , n. We respectively denote byΩ 0 andΩ the interior of the closed sets in R n obtained by applying the transformations of G to the sets i(B\C) and i(B\(C ∪ P )), i.e.,
Ω is obviously homeomorphic to B n because B\(C ∪ P ) B 3 , whereasΩ 0 is not contractible. We define Ω 0 ⊂Ω 0 and Ω ⊂Ω by rounding off the corners of their boundaries as in the proof of Theorem 3.1. Therefore ∂Ω is diffeomorphic to S n−1 and |∂Ω 0 \∂Ω| is as small as we wish. Furthermore, Ω and Ω 0 can be chosen invariant under G and under the involutions
We respectively call u and v the solutions to the boundary problem (1.1) in R n \Ω and in R n \Ω 0 . The line L defined in (3.5) is again invariant under the flow of ∇u and ∇v, and one can easily prove that u has at least two critical points Φ(0) < p 1 < p 2 on L using the technique of Theorem 3.1 above (here the diffeomorphism Φ and the order < are defined as in the proof of the latter theorem). Ω being G-invariant, it follows that G is also a symmetry of u. Therefore the (n − 3)-dimensional G-orbits passing through p 1 and p 2 must also belong to the critical set of u, completing the proof of the proposition.
Geometric criteria for the absence of critical points
As we have seen in the previous section, the relationship between the geometry of ∂Ω and the number of critical points of u is complicated. In this section we shall provide two new conditions on the geometry of Ω ensuring that u does not have any critical points. Since Cr(u) = ∅ whenever ∂Ω is not diffeomorphic to a sphere, we shall restrict our attention to contractible domains. By Proposition 2.2, for an arbitrary domain Ω we know that the critical set of u must have codimension at least 2. In Proposition 3.3 we have proven that a codimension 3 critical set actually exists for certain contractible domains. It is therefore natural to wonder if our procedure can be extended to cover the codimension 2 case, perhaps by adding another generator to the set {X j } n j=4 defined in Proposition 3.3, which in R 3 amounts to considering axisymmetric domains. Next we show that as a matter of fact critical points cannot appear in the picture. Let us recall that the α-limit set of a maximal integral curve γ : (a, b) → R n (or of a point x ∈ γ(a, b)) is
The definition of the ω-limit set ω(x) is obtained by exchanging a by b in the above formula.
Lemma
Proof. Let us assume that p = 0 and v(p) = 0 without loss of generality. As the critical point is isolated and v is harmonic, by the proof of Proposition 2.1 the level set v −1 (0) necessarily has pure codimension 1, and thus there exists a small neighborhood V of 0 such that V \v −1 (0) has N 2 connected components R j . For each j, the gradient field ∇v points either inwards or outwards on ∂R j \{0}, i.e., if ν j denotes the outward normal field of R j then ∇v, ν j is either everywhere positive on ∂R j \{0} or everywhere negative. It is therefore an immediate consequence of Wazewski's theorem [20, Theorem 3.1] that if N 3 there exists another integral curve of ∇v which enters or leaves 0.
We shall next assume that N = 2 and arrive at a contradiction. The tangent cone of v −1 (0) at the point 0 is given by P −1 (0), where P is the first nonzero homogeneous polynomial in the Taylor expansion of v at 0. The harmonicity of v implies that of P [6] , so that P −1 (0) has pure codimension 1. By hypothesis, 0 is an isolated critical point of P , which implies that
where d is the degree of P and
Hence a theorem of Kuiper [28] proves that v is C 1 -equivalent to P in V , and therefore V \v −1 (0) has as many components as R n \P −1 (0) if V is small enough. It then follows that P −1 (0) is homeomorphic to a plane when N = 2.
We aim to prove now that P −1 (0) is in fact diffeomorphic to a plane, and thus v −1 (0) has a tangent plane at 0. In order to see this, observe that the intersection S of P −1 (0) with the unit sphere {x : |x| 2 = 1} is homeomorphic to S n−2 because P −1 (0) is homeomorphic to a plane. The homogeneity of P implies that
This disconnects V into more than two regions unless
that is, unless P −1 (0) is an affine plane which contains the origin. Therefore v −1 (0) has a tangent plane at 0, and a straightforward application of a result of Brelot and Choquet [9, Theorem 4] to the homogeneous harmonic polynomial P implies that this contradicts the assumption that v has a critical point at 0.
Theorem 4.2. If the domain Ω ⊂ R
n is diffeomorphic to B n and is invariant under a subgroup G of the isometry group of R n isomorphic to SO(n − 1), u does not have any critical points.
Proof. There is no loss of generality in assuming that the 1 2 (n−1)(n−2)-dimensional group G is generated by the vector fields X j := x 1 ∂ ∂xj −x j ∂ ∂x1 , with j = 2, . . . , n−1. The action of G is proper and free in the complement of the straight line L := {x 1 = · · · = x n−1 = 0}. G being an isometry subgroup of R n , L is invariant under the flow of ∇u.
As G is compact and acts freely in R n \L, the orbit space
is a two-dimensional differentiable manifold diffeomorphic to a 2-plane and there is an analytic projector π 0 : R n \L → O 0 . We define another surjective projector π :
G being a group of isometries of R n , u is also G-invariant and thus both u and its gradient descend to the orbit space O. We call X := π * (∇u) the reduction of the G-equivariant vector field ∇u to the latter orbit space. The divergence of X with respect to the "reduced" (or Liouville) volume form [1, Section 3.4] Γ in O is zero because ∇u is divergence-free in R n \Ω. If x is a critical point of ∇u in R n \(Ω ∪ L), X certainly vanishes at the base point π(x).
Under the assumption that u does not have any critical points in L we shall next show that X does not vanish in O either. As O and O 0 , endowed with the inherited flat metric, can be isometrically embedded in the Euclidean plane R 2 , we shall henceforth identify O ⊂ O 0 with their embedded images therein with a slight abuse of notation. As a subset of R 2 , O is not closed; its closure will be denoted by O, with boundary ∂O := O\O. We can similarly define the closure and boundary of O 0 . It should be noticed that π 0 (∂Ω\L) is a C 2 open curve in O 0 and coincides with ∂O\∂O 0 .
Let us use the notation ∆ R 2 for the Laplacian in O. G acts by isometries on R n , so one can write X = ∇ R 2 v, where ∇ R 2 is the Euclidean gradient in R 2 and v := π * (u) denotes the reduction of u to the orbit space O. Notice that this reduction is well defined because u is G-invariant. If we denote by div Γ the divergence with respect to the Liouville volume form, then
It follows from [11, Proposition 5] that for each critical point a of v there are at least two integral curves of ∇ R 2 v whose α-limit along the flow of ∇ R 2 v is {a} and other two whose ω-limit is {a}. One should observe that the latter proposition is purely local, and thus only uses that v is harmonic in a neighborhood of the critical point. ∇ R 2 v points inwards both at π 0 (∂Ω\L) and at the infinity of O, i.e., ∇ R 2 v, ν is negative when ν is the outward normal of π 0 (∂Ω\L) or of B ∩ O, with B a sufficiently large circle in R 2 centered at a point of π 0 (Ω).
Suppose that ∇ R 2 v vanishes at a point a ∈ O and let γ 1 be any integral curve of ∇ R 2 v whose ω-limit is {a}. Note that v is analytic, Cr(u) ∩ L = ∅ by hypothesis and ∇ R 2 v points inward at π 0 (∂Ω\L). Therefore if the α-limit of an integral curve of ∇ R 2 v exists, it must be a critical point of v [32, Section 1.1], so that γ 1 connects a with another critical point a 1 . We can now take another integral curve of ∇ R 2 v whose ω-limit is {a 1 } and apply the same argument, inductively obtaining a sequence of integral curves γ j and critical points a j . The number of critical points of v is finite because they are locally finite [19] and contained in a bounded region of the plane by Proposition 2.2. Since moreover for each a j there are at least two integral curves whose ω-limit is {a j }, eventually we must obtain an invariant curve γ composed of nontrivial integral curves of ∇ R 2 v and critical points of v such that O\γ is disconnected. Necessarily the closure of one of its connected components R does not contain any point of π 0 (∂Ω\L). By the asymptotic behavior of u at infinity, cf. (2.5), it is clear that the restriction of v to R must attain its maximum at some point x. The invariance of R under the flow of ∇ R 2 v implies that x is a local attractor in R, contradicting the fact that div
Finally, let us assume that u has a critical point p ∈ L, which is necessarily isolated. We denote by P the first nonzero homogenous polynomial of the series expansion of u at p. For the sake of simplicity let us set p = 0 and P (p) = 0. Notice that P is harmonic and G-invariant as u also is. We claim that 0 is an isolated critical point of P . In order to see this, we start by noticing that P cannot have any critical points in R n \L: otherwise Cr(P ) would have codimension 1 because P is homogeneous and the G-orbits in R n \L have codimension 2, and this would contradict the harmonicity of P by Proposition 2.2. Furthermore, if P has other critical points on L, it is not difficult to prove that Cr(P ) = L ⊂ P −1 (0) and that
where k is a positive integer and Q is a G-invariant homogeneous polynomial such that Q −1 (0) ∩ L = {0}. It then follows that P −1 (0) consists of the line L and possibly a finite union of cones passing through the origin. But this contradicts the fact that P −1 (0) must have pure codimension 1 because P is harmonic, cf. Proposition 2.1. Hence Cr(P ) = {p}.
The fact that p is an isolated critical point of P allows us to invoke Lemma 4.1, showing that there exists an integral curve γ of ∇u which is contained in R n \(Ω∪L) and whose α-or ω-limit is {p}. Hence by symmetry γ 1 := π • γ is an integral curve of ∇ R 2 v and either its α-or its ω-limit (along the flow of ∇ R 2 v) lies on ∂O 0 . In each case, the ω-or α-limit of γ 1 either does not belong to O (because it does not exist and γ 1 escapes to infinity, or because it belongs to ∂O) or is a critical point {a 1 } of v. In the first situation O\γ 1 has two connected components, which are invariant under the flow of ∇ R 2 v. If γ 1 is unbounded, the argument we used at the end of the previous paragraph can be applied to the component whose closure does not contain π 0 (∂Ω\L). If γ 1 is bounded, this argument can be applied to the connected component which is relatively compact. In both cases we reach a contradiction with Eq. (4.1). In the second situation, namely when α(γ 1 ) = {a 1 } or ω(γ 1 ) = {a 1 }, by [11, Proposition 5] we can take an integral curve γ 2 = γ 1 of ∇ R 2 v whose ω-limit is {a 1 }. Hence we can resort again to the reasoning of the previous paragraph and reach a contradiction with (4.1).
To the best of our knowledge, there is only one general criterion for proving that Cr(u) = ∅ in the absence of symmetry. Namely, when Ω is starshaped with respect to a point 0 ∈ Ω one can prove (cf. [24] and references therein) that u does not have any critical points using the auxiliary function v(x) := x, ∇u(x) . In the following theorem we give another geometric criterion which ensures that u does not possess any critical points. Theorem 4.3. Let R be a connected component of conv(Ω)\Ω. Assume that ∂R\∂Ω is a connected subset of a hyperplane Π such that the outward normal halfline r + x := x + t ν(x) : 0 t < ∞ either intersects Π or is parallel to it for all x ∈ ∂Ω ∩ ∂R. Then u does not have any critical points in R.
Proof. Let N denote the outward normal of the hyperplane Π and let us consider the function v(x) := ∇u(x), N , which is clearly harmonic in R. We claim that v is negative on the (nonempty) set ∂R\∂Ω and nonpositive on ∂Ω ∩ ∂R. Indeed, Eq. (2.4) in the proof of Proposition 2.2 shows that v is strictly negative in ∂R\∂Ω. The condition v 0 on ∂Ω ∩ ∂R also holds, as the geometric hypothesis on Ω implies that
for all x ∈ ∂Ω ∩ ∂R and ∇u = −|∇u| ν on the boundary of Ω. The maximum principle for harmonic functions now yields that v is strictly negative in R. As ∇u is also nonzero on the boundary of Ω and conv(Ω), the statement follows. Remark 4.6. Theorem 4.3 does not assume that Ω is homeomorphic to a ball. Its corollaries, however, imply that Ω is diffeomorphic to B n .
It is easy to construct starshaped domains (where necessarily Cr(u) = ∅) for which Corollary 4.4 does not apply, and also contractible domains of the form covered by the above criterion which are not starshaped. These two criteria are by no means complete. For the sake of completeness, we conclude this section with an explicit example of a contractible domain with Cr(u) = ∅ which is not of any of the aforementioned types. 1, x 3 = · · · = x n = 0}. If we now use the symmetry of v as in Theorem 4.2, it can be easily shown that the unique critical point of v is the origin. This implies that ∇v(x), x > 0 for all x ∈ C\{0}.
We also define the functions
We claim that Cr(v + ) is empty. In order to see this, let us suppose that there exists a point x such that ∇v + (x) = 0. By Proposition 2.2 it follows that x must lie in {x ∈ C : x 2 > 0}. Therefore we have that
However, ∇v − (x), x < 0 because ∇v − points inwards outside the convex hull of γ([π, 2π]) and the straight line passing through x and 0 is invariant under ∇v by the axial symmetry. This contradicts the fact that ∇v(x), x > 0, proving that Cr(v + ) = ∅. It is clear that the solution to the boundary problem (1.1) in R n \Ω is u := v + /c. Obviously Ω + is neither starshaped nor of the type described in Corollary 4.4 and its corresponding solution does not possess any critical points.
Generic properties of the solutions
In this section we prove that the critical points of the solution to Eq. (1.1) are nondegenerate for a generic domain Ω. As we shall see, this property can be applied to sharpen some of the results that we presented in the previous sections. Before stating this result, it is convenient to define that two C 2 bounded domains Ω and Ω in R n are -close if there is a C 2 diffeotopy mapping (Ω, ∂Ω) onto (Ω , ∂Ω ) whose distance to the identity in the C 2 strong topology is less than . Let us recall that a function f : R n → R is Morse when all its critical points are nondegenerate (and therefore isolated), and that a subset of a topological space is generic if it is open and dense.
Theorem 5.1. Let Ω be a bounded domain in R n and u be the solution of Eq. (1.1) in R n \Ω. Then for every > 0 there exists another domain Ω such that the solution
and Ω is -close to Ω.
Proof. There is no loss of generality in assuming that 0 ∈ Ω. Let us define the function
which is harmonic in R n \Ω for sufficiently small a ∈ R n and satisfies v(x; 0, 0) = u(x), and consider the matrix
A short computation shows that det M (x; a, q) = (n − 1)q n (n − 2) n |x − a| By virtue of the asymptotic formula (2.5), u and v(·; a, q) do not have any critical points outside some compact set K for sufficiently small (a, q). The function u being regular in K\U , it follows that the gradient of v(·; a, q) does not vanish but possibly in U .
Consider the regular level set S := {x : v(x; a, q) = 1}, which is clearly contained in R n \Ω as v(x; a, q) > u(x) for q > 0. When q is small enough, a theorem of Thom [2, Section 20.2] implies that S is diffeotopic to ∂Ω = u −1 (1), this diffeotopy being close to the identity in the C 2 strong topology. As v(·; a, q) is harmonic in R n \Ω , Ω being the bounded set enclosed by S, and tends to 0 at infinity, the theorem follows by noticing that the corresponding solution is u := v(·; a, q), with arbitrarily small (a, q) ∈ j Λ(x j ) ⊂ R n × R + .
Corollary 5.2. The function u is Morse for a generic bounded domain of class C 2 .
Proof. We have shown that u is Morse for a dense set (in the sense specified above) of domains. Thus it only remains to establish the openness of the set of C 2 bounded domains whose corresponding solution is Morse. Let Ω be a domain with a Morse associated solution u and consider a domain Ω which is -close to Ω. Call u the solution of (1.1) in R n \Ω . As ∇u does not vanish on ∂Ω , one can assume that u does not have any critical points in Ω\Ω . The facts that Ω and Ω are -close and u| ∂Ω = u | ∂Ω = 1 imply that |u − u | < δ on ∂(Ω ∪ Ω ). By Harnack's inequality [16] for each compact subset K of R n \(Ω ∪ Ω ) this implies the existence of a constant
We can now use that Cr(u ) is compact by Proposition 2.2 and the C 2 -stability of Morse functions to deduce that u is also Morse and conjugate to u for sufficiently small δ, as we wanted to show.
It should be explicitly mentioned that the degenerate critical points can disappear, i.e., u does not need to have as many critical points as u even if card Cr(u) < ∞. Morse theory can be used to obtain topological lower bounds for the number of critical points of a generic solution to Eq. Proof. In order to prove this statement, let us compactify R n to S n by adding the point at infinity and consider the corresponding embedding i : Ω → S n . We find it convenient to use the notation Ω * := i(Ω).
Note that ∇u, ν < 0 when ν is the outer normal of either ∂Ω or a sufficiently large sphere centered at some point of Ω. Hence one can resort to Morse theory for the compact manifold with boundary [33] S n \Ω * to show that the number of critical points of u with Morse index k is at least b k (S n \Ω * ), for any k. By Alexander duality [30] , for 1 k n − 2 the cohomology group
Remark 5.4. For completeness, it is worth analyzing the remaining cohomology groups of S n \Ω * as well [30] . The fact that b 0 (S n \Ω * ) = 1 and b n (S n \Ω * ) = 0 reflects that, by harmonicity, the only extremum of the extension of u to S n \Ω * is the repeller at infinity. We also have b n−1 (S n \Ω * ) = 0, implying that the topology of Ω does not lead to a lower bound for the number of critical points of index n − 1.
Example 5.5. Let Ω be the connected sum of N copies of S 1 × B n−1 , for which b 1 (S n \Ω * ) = N . By Proposition 5.3, in this case the solution u to the boundary problem (1.1) has at least N critical points of Morse index 1 whenever u is Morse.
The following interesting corollary can be easily derived by combining Theorems 3.1 and 5.1 and the latter proposition.
Corollary 5.6. For any N > 0 there exists a bounded domain Ω ⊂ R n with smooth boundary which is diffeomorphic to B n and such that its corresponding solution u is Morse and has at least 2N critical points.
Proof. One can use the same scenario as in Theorem 3.1. We define the domain T as before, and call v its corresponding solution. If we choose a constant c sufficiently close to 1, v −1 (c) is diffeomorphic to the boundary ∂T by Proposition 2.2 and ∇v = 0 on v −1 (c).
We also consider the domain Ω ∼ = B n defined in Theorem 3.1 and its corresponding solution u. Eq. (3.4) shows that u − v tends to zero uniformly in compact sets in R n \T as the width goes to zero. Harnack's inequality [16] now implies that u − v converges to zero in the C 2 weak topology as ↓ 0. Since ∇v = 0 on v −1 (c), one can choose some positive with u −1 (c) ∼ = ∂T .
By Corollary 5.2 there exists a domain Ω ∼ = B n close to Ω for which the associated solution u is Morse and arbitrarily C 2 -weakly close to u. Therefore u −1 (c) is also diffeomorphic to ∂T . Let U be the bounded open set enclosed by the latter level set of u . If we now apply Proposition 5.3 to u in R n \U we find that u has al least N critical points of index 1 in this set, cf. Example 5.5. An analogous argument shows that u has at least another N critical points of index n − 1 in U \Ω . Remark 5.7. As a consequence of this corollary, the number of critical points of the solution to the problem (1.1) does not even generically admit a topological upper bound. The presence of critical points in contractible domains is not nongeneric, as Corollary 5.6 provides an example of a contractible domain whose associated solution is structurally stable and has Cr(u) = ∅. However, it stems from Theorem 5.1 that Cr(u) is finite for a generic domain Ω.
Overdetermined boundary conditions and discussion
In this paper we have studied some qualitative properties of the critical points and level sets of the solutions to the boundary problem (1.1), focusing on the case where the domain Ω is diffeomorphic to a ball. We have constructed examples of contractible domains which lead to nonempty critical sets (possibly of low codimension), given new geometric criteria ensuring the absence of critical points, and explored some generic properties of the solutions.
Nonetheless, our understanding of the relationship between the geometry of the domain and the critical set of its associated solution is still limited. In general, the existence and number of critical points of u depend on the global structure of Ω and not only on the principal curvatures k i (i = 1, . . . , n − 1) of ∂Ω. In fact, if k i 0, then Ω is convex and Cr(u) = ∅, but when negative curvatures are allowed the associated solutions have totally different qualitative properties. E.g., the proof of Theorem 3.1 can be easily modified to construct a (possibly contractible) bounded domain Ω with at least 2N critical points and k i − (i = 1, . . . , n − 1) for any fixed > 0.
We find that it would be a valuable contribution to the existing literature to ascertain whether Corollary 4.5 remains valid if we drop the condition on the connected components of ∂ conv(Ω)\∂Ω, i.e., if cut(Ω) ∩ conv(Ω) = ∅ implies that Cr(u) = ∅. That this condition implies Ω ∼ = B n can be shown without much trouble. Trivial examples of domains satisfying this condition are those with empty cut locus, which are in fact convex by Motzkin's theorem [17] so that their corresponding solutions do not have any critical points.
Another related problem would be to determine whether a contractible domain can give rise to a solution whose critical set has the lowest possible codimension, i.e., 2. Let us recall that in Proposition 3.3 we proved that it is actually possible to construct domains diffeomorphic to a ball such that the codimension of Cr(u) is at most 3.
Finding a successful approach to this sort of problems is not easy. A paradigm example of the difficulty of extracting qualitative information from a PDE is Serrin's symmetry theorem [37] and its generalizations. These techniques show that if the normal derivative of the solution to our boundary problem (1.1) is constant on ∂Ω, then Ω is a round ball and u has spherical symmetry. It goes without saying that it is not at all obvious how to derive this simple geometric property from the formula (2.2) expressing u in terms of the value of u ν on the boundary.
As a matter of fact, the difficulty inherent to the proof of these results is perhaps most easily laid bare by the following 'pinched' counterexample to Serrin's theorem, which shows why it is so difficult (and still open) to prove it using local estimates. While this result is surely well known to the experts, to our best knowledge it has not appeared in printed form and we include it here for completeness. |∇v| for large enough values of c. Hence the domain in the statement of the proposition can be chosen to be the solid torus bounded by v −1 (c), for which the solution to the problem (1.1) is simply given by u = v/c. Obviously the quotient of the circumradius and the inradius can be made as large as we wish. The shape of the chosen curve S is irrelevant, and we could have replaced the circle S by other possibly self-intersecting curves with nontrivial topology.
Remark 6.2. Approximate radial symmetry for interior problems has actually been proven under suitable hypotheses [4, 8, 22] . In contrast to Proposition 6.1, it has been recently shown [8] that the problem ∆u = 1 in Ω does not admit any solutions satisfying a pinching condition roughly similar to (6.1) unless the quotient of the circumradius and the inradius of Ω be close enough to 1.
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