Abstract: This paper investigates the stochastic linear quadratic (LQ, for short) optimal control problem of Markov regime switching system. The representation of the cost functional for the stochastic LQ optimal control problem of Markov regime switching system is derived using the technique of Itô's formula. For the stochastic LQ optimal control problem of Markov regime switching system, we establish the equivalence between the open-loop (closed-loop) solvability and the existence of an adapted solution to the corresponding forward-backward stochastic differential equation with constraint (the existence of a regular solution to the Riccati equation). Also, we analyze the interrelationship between the strongly regular solvability of the Riccati equation and the uniform convexity of the cost functional.
Introduction
Linear-quadratic (LQ) optimal control problem plays important role in control theory. It is a classical and fundamental problem in the fields of control theory. In the past few decades, both the deterministic and stochastic linear quadratic (LQ) control problems are widely studied. Stochastic LQ optimal control problem was first carried out by Kushner [11] with dynamic programming method. Later, Wonham [23] studied the generalized version of the matrix Riccati equation arose in the problems of stochastic control and filtering. Using functional analysis techniques, Bismut [1] proved the existence of the Riccati equation and derived the existence of the optimal control in a random feedback form for stochastic LQ optimal control with random coefficients. Tang [21] studied the existence and uniqueness of the associated stochastic Riccati equation for a general stochastic LQ optimal control problems with random coefficients and state control dependent noise via the method of stochastic flow, which solves Bismut and Peng's long-standing open problems. Moreover, Tang provided a rigorous derivation of the interrelationship between the Riccati equation and the stochastic Hamilton system as two different but equivalent tools for the stochastic LQ problem. For more details on the progress of stochastic Riccati equation, interest readers may refer to [9, 10, 8, 7, 22] .
Under some mild conditions on the weighting coefficients in the cost functional, such as positive definite of the quadratic weighting control martix, and so on, the stochastic LQ optimal control problems can be solved elegantly via the Riccati equation approach, see [26, Chapter 6] . Chen et al. [3] was the first to start the pioneer work of stochastic LQ optimal control problems with indefinite of the quadratic weighting In section 4 and 5, we will prove the equivalence between the open-loop (closed-loop) solvability and the existence of an adapted solution to the corresponding FBSDE with constraint (the existence of a regular solution to the Riccati equation) for the stochastic LQ optimal control problem of Markov regime switching system. The equivalence between the strongly regular solvability of the Riccati equation and the uniform convexity of the cost functional is established in section 6.
Preliminaries and Model Formulation
Let (Ω, F , F, P) be a complete filtered probability space on which a standard one-dimensional Brownian motion W = {W (t); 0 t < ∞} and a continuous time, finite-state, Markov chain α = {α(t); 0 t < ∞} are defined, where F = {F t } t 0 is the natural filtration of W and α augmented by all the P-null sets in F . In the rest of our paper, we will use the following notation. S n : the set of all n × n symmetric matrices; S n + :
the set of all n × n positive semi-definite matrices; S n + :
the set of all n × n positive-definite matrices.
Next, let T > 0 be a fixed time horizon. For any t ∈ [0, T ) and Euclidean space H, let
We denote For an S n -valued function F (·) on [t, T ], we use the notation F (·) ≫ 0 to indicate that F (·) is uniformly positive definite on [t, T ], i.e., there exists a constant δ > 0 such that
a.e. s ∈ [t, T ].
Now we start to formulate our system. We identify the state space of the chain α with a finite set S := {1, 2 . . . , D}, where D ∈ N and suppose that the chain is homogeneous and irreducible. To specify statistical or probabilistic properties of the chain α, we define the generator λ(t) := [λ ij (t)] i,j=1,2,...,D of the chain under P. This is also called the rate matrix, or the Q-matrix. Here, for each i, j = 1, 2, . . . , D, λ ij (t) is the constant transition intensity of the chain from state i to state j at time t. Note that λ ij (t) ≥ 0, for i = j and D j=1 λ ij (t) = 0, so λ ii (t) ≤ 0. In what follows for each i, j = 1, 2, . . . , D with i = j, we suppose that λ ij (t) > 0, so λ ii (t) < 0. For each fixed j = 1, 2, · · · , D, let N j (t) be the number of jumps into state j up to time t and set
Following Elliott et al.
[?], we have that for each j = 1, 2, · · · , D,
is an (F, P)-martingale.
Consider the following controlled Markov regime switching linear stochastic differential equation (SDE, for short) on a finite horizon [t, T ]:
where A(·, ·), B(·, ·), C(·, ·), D(·, ·) are given deterministic matrix-valued functions of proper dimensions, and b(·, ·), σ(·, ·) are vector-valued F-progressively measurable processes. In the above, X u (· ; t, x, i), valued in R n , is the state process, and u(·), valued in R m , is the control process. Any u(·) is called an admissible control on [t, T ], if it belongs to the following Hilbert space:
For any admissible control u(·), we consider the following general quadratic cost functional:
where G(T, i) is a symmetric matrix, Q(·, i), S(·, i), R(·, i), i = 1, · · · , D are deterministic matrix-valued functions of proper dimensions with Q(·, i)
is allowed to be an F Tmeasurable random variable and q(·, ·), ρ(·, ·) are allowed to be vector-valued F-progressively measurable processes.
The following standard assumptions will be in force throughout this paper.
(H1) The coefficients of the state equation satisfy the following:
(H2) The weighting coefficients in the cost functional satisfy the following:
Now we sate the stochastic LQ optimal control problem for the Markov regime switching system as follows.
is called an optimal control of Problem (M-SLQ) for the initial pair (t, x, i), and the corresponding path X * (·) ≡ X u * (· ; t, x, i) is called an optimal state process; the pair (X
The corresponding cost functional and value function are denoted by J 0 (t, x, i; u(·)) and V 0 (t, x, i), respectively. Similar to Sun et al. [20] , we introduce the following definitions of open-loop (closed-loop) optimal control.
the initial pair (t, X * (t), α(t)). Hence, the existence of closed-loop optimal strategies implies the existence of open-loop optimal controls. But, the existence of open-loop optimal controls does not necessarily imply the existence of a closed-loop optimal strategy.
To simply notation of our further analysis, we introduce the following forward-backward stochastic differential equation (FBSDE for short) on a finite horizon [t, T ]:
The solution of the above FBSDE system is denoted by (
denoting by the solution of the above FBSDE.
Representation of the Cost Functional
In this section, we will present a representation of the cost functional for Problem (M-SLQ), which plays a crucial role in the study of open-loop/closed-loop solvability of Problem (M-SLQ). Unlike the method used in Yong and Zhou [26] , we derive the representation of the cost functional using the technique of Itô's formula.
3)
Proof. Let
and we have
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Next we shall show that the above characterizes of operators M 0 (t, i) and M 2 (t, i) is equivalent to the results obtained by using the technique of function analysis. Proposition 3.2. M 0 (·, i) defined in 3.1 admits the following Feynman-Kac representation:
where Φ(· ; t, i) is the solution to the following SDE for R n×n -valued process:
Furthermore, M 0 (t, i) also solves the following ordinary differential equations
Proof. Let Φ(·; t, i) be the solution to (3.7). Then it is easy to verify that
Applying Itô's formula to Y 0 0 (s; t, x, i), X 0 0 (s; t, x, i) , we can easily obtain
Therefore,
Thus applying the Itô's formula to Φ(s; t, i)
Thus we complete our proof.
Proposition 3.3. The operator M 2 (·, i) defined in 3.1 admits the following representation:
where the operators
are defined as follows:
and L * t and L * t are the adjoint operators of L t and L t , respectively.
Proof. Noting that the solution X u 0 (·; t, 0, i) of (2.8) can be written as follows:
Thus we complete the proof.
From the representation of the cost functional, we have the following simple corollary.
Corollary 3.4. Let (H1)-(H2) hold and t ∈ [0, T ) be given. For any x ∈ R n , ǫ ∈ R and u(·), v(·) ∈ U[t, T ], the following holds:
Consequently, the map u(·) → J(t, x, i; u(·)) is Fréchet differentiable with the Fréchet derivative given by
and (3.14) can also be written as
Proof. From Proposition 3.1, we have
From the representation of M 1 (t, i), M 2 (t, i) and ν t in Proposition 3.1 and the fact
we see that
Open-loop Solvabilities
We first present the equivalence between the open-loop solvability and the corresponding forward-backward differential equation system.
is an open-loop optimal control of Problem (M-SLQ) if and only if J 0 (t, 0, i; v(·)) ≥ 0, ∀v(·) ∈ U[t, T ] and the following stationary condition hold:
is the adapted solution to the FBSDE (2.8).
Proof. By definition, u(·) is an open-loop optimal control if and only if the following hold:
While from Corollary 3.4, we have
Therefore, (4.2) holds if and only if
. Note the definition ofM in (3.15) and so the proof is completed. Next we shall investigate the relationships between open-loop solvability and uniform convexity of the cost functional. We first introduce the definition of uniform convexity, which is from Zalinescu [29, page 203] or [28] . Definition 4.3. For a general normed space (H, · ), the function f : (H, · ) → R is said to be uniformly convex if there exists h : R + → R + with h(t) > 0 for t > 0 and h(0) = 0 such that
Proposition 4.4. The cost functional J(t, x, i; u(·)) is uniformly convex if and only if M 2 (t, i) ǫI for some ǫ > 0, which is also equivalent to
for some ǫ > 0.
Proof. From Proposition 3.1, we can see that for any u(·), v(·) ∈ U[t, T ] and ǫ ∈ [0, 1],
Thus from the definition of uniformly convex, the cost functional J(t, x, i; u(·)) is uniformly convex if and only if there exists h : R + → R + with h(t) > 0 for t > 0 and h(0) = 0 such that
which equivalent to M 2 (t, i) ǫI for some ǫ > 0. From Proposition 3.1, we have
Therefore, M 2 (t, i) > ǫI for some ǫ > 0 if and only if
Thus the proof is completed. It is obvious that if the following standard conditions
hold for some δ > 0, then
which means that the functional u(·) → J 0 (t, 0, i; u(·)) is convex. In fact, one actually has the uniform convexity of the cost functional J 0 (t, 0, i; u(·)) under standard conditions (4.4). We first present a lemma for proving the uniform convexity of J 0 (t, x, i; u(·)).
Lemma 4.6. For any u(·) ∈ U[t, T ], let X u 0 (· ; t, 0, i) be the solution of (2.8)
there exists a constant γ > 0 such that
Proof. The proof is similar to Lemma 2.3 of Sun et al. [20] and so we omit it here. Proof. By Lemma 4.6 (taking Θ(·) = −R(·, ·) −1 S(·, ·)), we have
for some γ > 0. This completes the proof. 
Note that in the above, the constant γ does not have to be nonnegative.
Proof. First of all, by the uniform convexity of u(·) → J 0 (t, 0, i; u(·)), we may assume that
for some λ > 0. Thus, u(·) → J 0 (t, x, i; u(·)) is uniformly convex for any given (t, x) ∈ [0, T ) × R n . By Corollary 3.4, we have (4.7)
Consequently, by a standard argument involving minimizing sequence and locally weak compactness of Hilbert spaces, we see that for any given initial pair (t,
Note that the functions on the right-hand side of (4.8) are quadratic in x and continuous in t. (4.6) follows immediately.
Closed-loop Solvabilities
In this section, we shall establish the equivalence between the closed-loop solvability and the existence of a regular solution to the Riccati equation. In the following, we first introduce some notation and the Riccati equation. Let
The Riccati equation associated with Problem (M-SLQ) is
2) is said to be regular if
A solution P (·, ·) of (5.2) is said to be strongly regular if
for some λ > 0. The Riccati equation (5.2) is said to be (strongly) regularly solvable, if it admits a (strongly) regular solution.
Clearly, condition (5.4) implies (5.3). Thus, a strongly regular solution P (·) must be regular. Moreover, if a regular solution of (5.2) exists, it must be unique. of the following BSDE:
a.e. a.s.
In this case, Problem (M-SLQ) is closed-loop solvable on any [t, T ], and the closed-loop optimal strategy (Θ * (·), v * (·)) admits the following representation:
, and the value function is given by
Proof. Necessity. Let (Θ * (·), v * (·)) be a closed-loop optimal strategy of Problem (M-SLQ) over [t, T ] and set
Then the following stationary condition hold:
Since the above admits a solution for each x ∈ R n , and (Θ * (·, ·), v * (·)) is independent of x, by subtracting soulutions corresponding to x and 0, the later from the former, we see that for any x ∈ R n , as long as
one must have the following stationary condition:
where (X(· ; t, x, i), Y (· ; t, x, i), Z(· ; t, x, i), Γ(· ; t, x, i))
Let e i denote the unit vector of R n whose i-th component is one. Define, for t ≤ s ≤ T ,
X(s; t, i) :=(X(s; t, e 1 , i), · · · , X(s; t, e n , i)) Y (s; t, i) :=(Y (s; t, e 1 , i), · · · , Y (s; t, e n , i)) Z(s; t, i) :=(Z(s; t, e 1 , i), · · · , Z(s; t, e n , i))
It is easy to verify that (5.12) X(s; t, x, i) = X(s; t, i)x, Y (s; t, x, i) = Y (s; t, i)x, Z(s; t, x, i) = Z(s; t, i)x, Γ k (s; t, x, i) = Γ k (s; t, i)x.
In particular, if we set P (t, i) := Y (t; t, i), then
for any x ∈ R n , which leads to (5.13) Y (s; t, i) = P (s, α(s))X(s; t, i).
Applying the Itô's formula to P (s, α(s))X(s; t, i) yields (5.14)
Observing that Y (s; t, i) satisfied the following SDE
Comparing the coefficients of (5.14) and (5.15), we must have
and (5.17)
where the last equation leads to 
This implies
Using (5.19), we can rewrite (5.18) as
Since P (T, i) = G(T, i) ∈ S n and Q(·, ·), R(·, ·) are symmetric, we must have P (·, ·) ∈ C([t, T ] × S; S n ) due to the uniqueness of the solution of (5.
20). LetR(·, ·)
† be the pseudo inverse ofR(·, ·), then the solution of (5.19) admits the following representation
Observing D k=1 λ ik (s) = 0 and substituting the above equation into (5.18), we obtain
which is equivalent to the Riccati equation (5.2).
In the next, we try to determine v * (·). Let
where the last equality follows from the equation (5.22) .
According to (5.10), we have
where ρ(s, i) is defined by (5.7). Thus we havê ρ(s, i) ∈ R(R(s, i)),
Thus observing the definition ofρ(s, α(s)) and substituting the above equation into (5.24) yield the desired result of equation (5.5).
Sufficiency. Applying Itô's formula to s → P (s, α(s))X(s) + 2η(s), X(s) yields (5.25) J(t, x, i; u(·))
Let Θ * (·) and v * (·) be defined by (5.8). It is easy to verify that
Substituting these equation into (5.25) yields
For any v(·) ∈ U[t, T ], let u(·) := Θ * (·)X(·) + v(·) with X(·) being the solution to the state equation under the closed-loop strategy (Θ * (·), v(·)). Then the above implies that
) is a closed-loop optimal strategy if and only if
Finally, the representation of the value function follows from the identity
6 Uniform convexity of the cost functional and the strongly regular solution of the Riccati equation
We first present some properties for the solution to Lyapunov equation, which play a crucial role on establishing the equivalence between uniform convexity of the cost functional and the strongly regular solution of the Riccati equation.
, i ∈ S be the solution to the following Lyapunov equation:
where X Θ,u 0 (· ; t, x, i) is the solution of (2.8) and
be the solution of (2.8) and set
Applying Itô's formula to s → P (s, α(s))X(s), X(s) , we have
This completes the proof. 
where γ ∈ R is the constant appears in (4.6).
Proof. Let Θ(·) ∈ L 2 (0, T ; R m×n ) and let P (·, ·) be the solution to (6.1). By (4.3) and Lemma 6.1, we have
Hence, for any u(·) ∈ U[t, T ], the following holds:
0 (· ; t, e n , i)).
Then it is easy to verify that Φ Θ (· ; t, i) is the solution to the following SDE for R n×n -valued process:
Thus, X Θ,u 0 (· ; t, 0, i) can be written as
Dividing both sides of the above by h and letting h → 0, we obtain
The first inequality in (6.2) follows. To prove the second, for any (t, x) ∈ [0, T ) × R n and u(·) ∈ U[t, T ] and by Proposition 4.8 and Lemma 6.1, we have
In particular, by taking u(·) = 0 in the above, we obtain
and the second inequality therefore follows. (ii) The Riccati equation (5.2) admits a strongly regular solution P (·, ·) ∈ C([0, T ] × S; S n ).
Proof. (i) ⇒ (ii). Let P 0 (·, ·) be the solution of
Applying Proposition 6.2 with Θ(·) = 0, we obtain that
Next, inductively, for n = 0, 1, 2, · · · , we set 5) and let P n+1 be the solution of
By Proposition 6.2, we see that
Then for n 1, we have
By (6.5), we have the following:
Note that
Thus, plugging (6.8) into (6.7) yields
Noting that ∆ n (T, i) = 0 and using Proposition 3.2, also noting (6.6), we obtain
Therefore, the sequence {P n (s, i)} ∞ n=1 is uniformly bounded. Consequently, there exists a constant K > 0 such that (noting (6.6))
Thus, noting (6.10), one has
(6.12) Equation (6.9), together with ∆ n (T, i) = 0, implies that
Making use of (6.12) and still noting (6.10), we get
where ϕ(·) is a nonnegative integrable function independent of ∆ n (·, ·). Let
Thus from (6.13), we have
By induction, we deduce that
which implies the uniform convergence of {P n (·, ·)} ∞ n=1 . We denote P (·, ·) the limit of {P n (·, ·)} ∞ n=1 , then (noting (6.6))
and as n → ∞,
Therefore, P (·, ·) satisfies the following equation: Proof. By Theorem 6.3, the Riccati equation (5.2) admits a unique strongly regular solution P (·, ·) ∈ C([0, T ] × S; S n ). Hence, the adapted solution (η(·), ζ(·)) of (5.5) satisfies (5.6) automatically. Now applying Theorem 5.2 and noting the remark right after Definition 2.1, we get the desired result. Moreover, by (5.9), the value function of Problem (M − SLQ) 0 is given by (6.20) V 0 (t, x, i) = P (t, i)x, x , (t, x, i) ∈ [0, T ] × R n × S.
