Abstract We classify all integrable complex structures on 6-dimensional Lie algebras of the form g × g.
only one complex structure on ξ ⊕ T R, but there may be many distinct structures on g × g, possibly sufficiently different between different groups to prevent a definition of the structure on the product M × G independent from the particularities of the group in question. Surprisingly, it turns out that each 3-dimensional group admits a complex structure of a very special type on its square G × G (Theorem 1 and Proposition 2 in [3] , cf. Remark 12) which allowed us to define in [4] mixed normal structures for smooth manifolds with a locally free actions of any 3-dimensional Lie group. We feel that the present classification of all possible integrable complex structures for squares of 3-dimensional Lie groups provides an important starting point for tackling the same problem for actions of groups of higher dimension and associated structures occurring naturally.
Apart from these geometric motivations, the problem of classification and understanding of all 6-dimensional real Lie algebras admitting integrable complex structures is an outstanding and difficult one.
Notations and preliminaries
Inside the direct product g × g we keep the distinction between two copies of g by adding asterisks to the second one: any vector decorated with an asterisk is understood to lie in g * = 0 × g, while those without it lie in g = g × 0. The product inherits the bracket operation on each factor from g:
. We also distinguish the two components of a complex structure J writing often J v = Jv + J * v to indicate its g-and g * -parts separately. Since every complex structure will be integrable, we use the convention that every Nijenhuis bracket is equal to zero without further notice.
We recall for reference the well-known classification of 3-dimensional Lie algebras and the main result from [3] . We refer to such bases of these algebras (and by extension to bases {e 1 , e 2 , e 3 , e * 1 , e * 2 , e * 3 } of g × g) as standard bases. Note that Aut(g × g) does not preserve standard bases, only Aut(g) × Aut(g) does. We refrain from describing the moduli space of integrable complex structures under the action of full Aut(g×g) since the geometric applications mentioned above justify keeping the two factors of g × g distinct. We also note that these moduli spaces in general do not carry as rich and interesting structure as in the case of su(2) × su(2) and sl(2, R) × sl(2, R) described in detail in [5, 6] . Magnin proves that the two are complex manifolds, while e.g. the moduli space for the abelian algebra is odd-dimensional.
We write g n or "algebra of type (n)" for the n-th entry in this list, using g θ n where the parameter is needed.
Proposition 2 [3]
A real 6-dimensional Lie algebra of the form g × g (for some real 3-dimensional Lie algebra g) carries an integrable complex structure if g is of type (1) , (2) , (3) , (6) , (7) , (8) , or (4) with parameter θ = 1 in Proposition 1 above. There is however no such structure for the type (5) , and for all other parameters in (4).
We will now proceed to describe all integrable complex structures in each case. Each time the result will be given as: if J is an integrable complex structure on algebra (n), then in some standard base it is of the form prescribed. The method of proof will also be the same (and very simple) each time:
1. Supposing J is an integrable complex structure on g × g we derive the restrictions it must obey from the Nijenhuis brackets N J (e 1 , e 3 ), N J (e 2 , e 3 ), and N J (e 1 , e 2 ). 2. We describe different orbits of algebra automorphisms acting on g, and decide which can and can not contain quasi-invariant vectors, i.e. such v ∈ g that J v = λv + J * v. We note that these orbits are particularly simple due to the low dimension, and their description will be given without proof. 3. We then check whether J * g is 1-or 3-dimensional.
These three simple steps are sufficient to describe integrable complex structures in each case because of the following observations. Remark 1 A quasi-invariant vector must always exist (the characteristic polynomial of J has a real root). Observe that J * v must then be non-zero, and that J J
Remark 2 The space J * g is either 1-or 3-dimensional, in order to J -invariant space J g∩g to be of even dimension. In particular, the former case is equivalent (aside from the abelian case of algebra (1) Remark 3 If J * g is 3-dimensional, then {e 1 , e 2 , e 3 , J e 1 , J e 2 , J e 3 } is a base of g × g and N J (e 1 , e 3 ) = N J (e 2 , e 3 ) = N J (e 1 , e 2 ) = 0 is equivalent to
* g is 1-dimensional, then most of the time so will be Jg * and N J (v, w * ) will be more or less automatically zero.
We will elaborate and see in each case that these observations together with restrictions on quasi-invariant vectors are sufficient to give a concise description of J . but not necessarily in a standard basis. For the sake of completeness we note that in some standard basis J takes either the form 
(for any choice of X, Y , Z, A, B, C, and λ), as can be easily checked.
Case (2)
The algebra is given by a multiplication Then the Nijenhuis brackets are
and together give
The possible candidates for a quasi-invariant vector are of four types. (2) We will show that
Proposition 3 Each automorphism of algebra

Proposition 4 The vector e 3 is quasi-invariant.
Suppose it is not, and so at least one of P and Q is non-zero, and hence e 1 is quasi-invariant. Thus Y = Z = 0 and X = λ and from the last equation we have
which gives λ 2 = −1, a contradiction. So e 3 must be quasi-invariant and also X + B = 0 (lest e 1 be quasi-invariant again) and also −1 − X 2 − AY = 0 (to satisfy the last equation). This implies that both A and Y cannot vanish so e 2 can not be quasi-invariant as well. It is also a matter of simple computation to see that neither can a non-trivial combination of e 1 and e 3 , but we don't need that now.
We see that J * g 2 must be one-dimensional, spanned by J * e 3 . Thus we have so far
Without loss of generality we can assume τ to be zero (because there is an algebra isomorphism fixing e 1 and e 3 and taking e 2 to e 2 − τ e 3 ). In this point we exchange a complicated description of J in a fixed base for a more elegant description in some base, albeit also a standard one. We proceed to compute 
And we summarise it in the following way. Again, it is easy to see that the first two equation imply directly that e 3 is quasi invariant (since e 3 being quasiinvariant means that P = Q = 0). Thus we have J e 3 = λe 3 + J * e 3 and the equations now read
We have now two options.
1. Either X + B = 0 and J * e 1 , 1 X+B J * e 2 and J * e 3 is a standard basis for g * 3 . Then we also have (X + B)λ = −1 + XB − AY and we compute from −e 1 = J (Xe 1 + Y e 2 + Ze 3 + J * e 1 ) and −e 2 = J (Ae 1 + Be 2 + Ce 3 + J * e 2 ) that
2. Or X + B = 0 and imJ * is one dimensional, generated by J * e 3 . Then we compute from −e 1 = J (Xe 1 + Y e 2 + Ze 3 + κJ * e 3 ) and −e 2 = J (Ae 1 + −Xe 2 + Ce 3 + τ J * e 3 ) that give
As before, we can take a new basis, {e 1 − κe 3 , e 2 − τ e 3 , e 3 } to kill off τ and κ (this does not compromise the condition X + B = 0, where these are now coefficients in the new basis, either by straightforward computation or by noting that the change of base cannot interfere with imJ * ). The resulting equations 0 = AZ − XC + Cλ 0 = XZ + CY + Zλ quickly give Z = C = 0.
We summarise this in the following
Proposition 7 Each integrable complex structure J is (in some standard basis) of one of the two following forms. Either it is
for some X, Y , Z, A, B, and C (under assumption that X + B = 0) but with dependent λ = −1+XB−AY X+B
. Any such choice of numbers provides an integrable complex structure.
Remark 4 Observe that the first complex structure has invariant subspaces in both g 3 and g * 3 and the second has none in either. There can be no "mixed" situation, where g 3 has an invariant subspace and g * 3 does not (or vice versa), since it follows from the discussion that the dimension of J * g 3 is equal to the dimension of Jg 6 Algebra (4) with θ = 1
The algebra is given by a multiplication and together, after expanding all J leave us with
The possible candidates for a quasi-invariant vector are of two types. (4) It is again easy to see that some vector equivalent to e 3 must be quasi invariant, since the first equation prohibits any vector equivalent e 1 from being one. We note that unlike in the previous cases e 3 is not fixed by the automorphisms of g 1 4 , so we pick an appropriate vector and extend it to a standard basis, thus assuming without loss of generality that P = Q = 0, and R = λ. The equations now read and because neither A nor Y can be zero and thus X = −B, we have
Proposition 8 Each automorphism of algebra
The two equations on C and Z give together
Y A which, by the top equation, amounts to C(λ 2 + 1) = 0 and thus C = Z = 0. Suppose for a moment that J * g 
and we must have κ = 0, for the sake of (−1 − λ 2 )κe 3 being 0. The same is true for τ . This is summarised in the following Proposition 9 Each integrable complex structure J is (in some standard basis) of the form
for some numbers λ, X, X * , and non-zero Y and Y * . Any such choice of numbers provides an integrable complex structure.
Remark 8 Note that this time we did not change the base after choosing the quasi-invariant vector e 3 .
Remark 9
Observe that every integrable complex structure must have the same invariant subspaces in g Note that the e 3 -part of the last equation is −Z 2 − C 2 , and so implies that both Z and C are zero. We rewrite all the equations using this information.
The possible candidates for a quasi-invariant vector are of two types.
Proposition 10 Each automorphism of algebra (6) Proof Assume to the contrary. Then Y = Z = 0 and X = λ and the equations become
We can rewrite the first two and the fifth equation as
where we divided by R − B because θ = 0 tells us that none of A, λ + R, or B − R can be zero. We thus get
or R − B = B − R, which is impossible.
Therefore we can assume that e 3 is invariant (again, extending the quasi-invariant vector to a standard basis), or P = Q = 0 and R = λ. The equations become
As in the case of g 1 4 , we can see that Z = C = 0 implies that if J * g θ 6 is 1-dimensional, then J * e 1 = J * e 2 = 0. We will now show that this is almost always the case.
Suppose that J * g θ 6 is 3-dimensional. Then the equations above allow for a computation of the characteristic polynomial for [·,
and we know the roots of the quadratic function: θ ± i (easily computed in the standard basis). This gives us two additional (Vieta's) equations
which we rewrite along all the others
Equations (3)- (6) and (4)+ (5) give, after substituting (1) We note that Magnin's work contains a deep study of the moduli space of all integrable complex structures on the relevant square algebras under the action of the whole Aut(g × g) (which does happen in these cases to be not very different from Aut(g) × Aut(g), namely Aut(g × g) = Aut(g) × Aut(g) ∪ τ (Aut(g) × Aut(g)) where τ is the switch between factors of g × g).
Concluding observations
Remark 10 We point out that g 1 6 is the only algebra for which a complex structure can exhibit different behaviours on both parts of g × g.
Remark 11
We see that the only algebra that allows a complex structure that switches its summands (J g = g * and J g * = g) is the abelian algebra.
Remark 12 As we mentioned before, Theorem 1 and Proposition 2 in [3] state that each of the algebras admitting an integrable complex structure admits one of a very special type: J u = u * , J v = w, J v * = w * , where [u, ·] and [u * , ·] have a complex eigenvalue A + Bi (with B = 0) or at least double real eigenvalue, for which v and w, and v * and w * are eigenvectors. All six vectors constitute a standard basis.
Remark 13 While the present paper and [3] depend on the low dimension of the algebras in question, and especially on the existence of a classification that allows for a case-by-case study, the previous Remark indicates that one can expect progress in higher dimensions dependent only on possible Jordan forms of the adjoints [v, ·], without full classification or description of multiplication tables.
