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Abstract
Granular materials, such as biomass feedstocks, agricultural grains, pharmaceutical pills,
and geomaterials, are widespread in nature, industrial systems, and everyday life. Fundamentally,
the bulk mechanical behavior of granular materials is governed by particle-level attributes such as
particle morphology, surface roughness, and contact behavior. Among various numerical methods
developed for modeling granular materials, the particle-based discrete element method (DEM) is
particularly suited and effective in modeling the mechanical, flow, and failure behavior of granular
materials.
Focusing on one specific type of granular material (i.e., biomass feedstocks), the main objective of this dissertation is to develop and validate novel DEM models that can effectively capture
complex particle shapes and the history-dependent contact behavior of biomass particles. Revolving
around the main objective, four studies have been conducted:
In the first study, the computed tomography-informed DEM models are proposed for modeling complex-shaped biomass particles, in which particle surface geometries are approximated by
a polyhedral model and a sphero-polyhedral model. These models are applied to simulate compressibility tests of biomass particles, where the polyhedral model demonstrates convincingly better
suitability than the sphero-polyhedron model. The polyhedral model is then applied in the simulation of the friction test. Remarkably, the polyhedral model is capable of predicting both the
compressive and frictional behavior of the pine particles when evaluated against experimental data.
In the second study, a set of hysteretic nonlinear DEM contact models are developed and
calibrated to capture the history-dependent and the strain-hardening behavior of granular biomass
feedstocks. The developed models are applied to simulate axial compression tests of biomass pine
particles. Results show that the proposed models can reproduce the bulk stress-strain profiles of
the physical samples and that the predicted bulk compressibility and constrained modulus under
ii

repeated compression agree reasonably with the experimental data.
In the third study, the exponential form of the proposed hysteretic models is applied to
granular hopper flow simulations. Numerical studies are conducted to predict the potential processing upsets and their relationships to hopper design parameters. A detailed analysis of the granular
hopper flow has been provided in cross-validation of the experimental flow tests over wide ranges of
the processing parameters of the hopper and material attributes of pine particles.
In the fourth study, the exponential form of the proposed hysteretic models is applied to
simulate the quasi-static and dense flow along an inclined plane. The effect of irregular shapes is
approximated by a motion (rolling) resistance model, and the impact of particle shapes on bulk
flowability is then investigated. DEM studies have verified the strong influence of inter-particle
motion resistance (equivalent to particle interlocking) as critical material attributes on determining
the flowability in the dense flow regime.
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Chapter 1

Introduction
1.1

General background
A granular material consists of a collection of distinct and interacting particles and is

widespread in nature, industrial systems, and everyday life. Typical examples of granular materials include biomass feedstocks (e.g., wood chips, corn stover), agricultural grains, pharmaceutical
pills, and geomaterials (e.g., sands, gravels), some of which are shown in Figure 1.1. Granular materials are commercially important in applications as diverse as civil engineering, energy production,
agriculture, and the pharmaceutical industry. Granular materials exhibit a tremendous amount of
complex behavior, much of which has not yet been satisfactorily explained [3]. In early research,
such as the work of Rhodes [4], the law of friction was stated for granular materials. The kinematics
and evolution of the granular materials follow Newton’s laws of motion, where contact forces develop between individual contacting particles and drive particle motions. The mechanics of granular
materials was found to present a spectrum of unique scientific challenges due to the self-organizing,
fragile, and non-homogeneous behavior of granular materials [5], and it is important and challenging
to understand and accurately predict the bulk mechanical behavior of granular materials.
The bulk mechanical behavior of granular materials arises from physical principles that
are inherently multi-scale. Particle attributes such as particle density, elastic modulus, particle
morphology (i.e., size and shape), surface roughness, and contact behavior give rise to emergent
bulk material properties (e.g., compressibility, internal angle of friction, cohesion, and unconfined
yield stress) [6]. Collectively, these particle attributes and particle-scale interactions dictate the bulk
1

(a) Wood chip

(e) Rock

(b) Cornstover

(c) Agriculture grains

(f) Gravel

(d) Pharmaceutical pills

(g) Sand

Figure 1.1: Examples of granular materials.
mechanical behavior of a granular material. Due to the discrete and complex nature of granular
materials, a general theoretical description of their bulk mechanical behavior remains unavailable.
Various numerical models (both particle- and continuum-scale models) that reflect the multi-scale
nature of granular materials are being developed to elucidate the relevant physics and to predict the
mechanical behavior of granular materials in nature and industrial systems [7]. Among them, the
discrete element method (DEM) [8] is a particle-based numerical method that is particularly suited
and effective in modeling the mechanical, flow, and failure behavior of granular materials.
When modeling granular material using DEM, it is important to numerically capture particle
attributes such as morphological features (size and shape), physical properties (density, stiffness,
surface friction, etc.), and the interaction physics that describe the contact behavior of constituent
particles. Since a DEM simulation explicitly tracks the motion of and the collision between individual
particles, it is important to accurately incorporate particle attributes into a DEM model to approach
accurate modeling of the bulk behavior of granular materials. For the particle features, some of
the most significant factors are the particle shapes ([9–11]) as has been observed from laboratory
experiments, and the contact laws that describe how particles interact with each other ([2, 12–14]).
To accurately model and predict the bulk mechanical behavior of granular materials using DEM,
it is, therefore, necessary to take into account the effects of particle shapes as well as the contact
laws that can capture the hysteretic, plastic, and hardening effects of granular materials. This
dissertation will thus focus on the shape representation and contact laws in the context of discrete
2

element modeling of granular materials.

1.2

Research scope & objectives
Given the diversity and complexity of granular materials, in this dissertation, we will focus

on a specific type of granular materials, that is biomass feedstocks. Biomass feedstocks, such
as pine wood chips and corn stover, are a low-cost source of biomass materials for conversion into
biofuels. Achieving efficient and robust material processing and handling operations (size reduction,
transport, storage, etc.) of biomass materials has been a challenge in the design and operation of
a biorefinery [15]. The efficiency and robustness of material processing and handling are strongly
influenced by the flowability of biomass particles [16]. Biomass feedstocks with poor flowability are
more likely to cause process upsets such as clogging and jamming shown in Figure 1.2, resulting in
increased downtime and higher operational cost, and consequently, lower economic value of biofuels.

(b) Material clogging in a conveyor

(a) Processing equipment for material handling

(c) Material jamming in a grinder

Figure 1.2: Material handling process for biomass feedstocks and processing upsets.
The existing study [17] indicates that the flowability of biomass materials is usually represented by a collection of the particle attributes such as the particle shapes and the particle interactions. However, current particle shape models are not sufficient to simulate the bulk behavior of
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biomass particles dominated by the possible interlocking and entanglement between the particles due
to their complex shapes [18]. Meanwhile, limited progress toward the development of DEM contact
models that describe the plasticity and the history effect of biomass materials has been reported
[14]. Most of the DEM models treat biomass particles as elastic materials (e.g.,[12]) and do not consider the history-dependent effect (i.e., hysteretic effect) of stiffness under cyclic loading-unloading
[13, 14]. Given our review of the state-of-the-art research in DEM modeling of biomass materials,
the following questions then arise: (1) how do we accurately characterize particle shapes of biomass
materials and effectively incorporate them into a DEM model? (2) how do particle shapes, along
with other physical properties such as particle stiffness, affect the bulk mechanical behavior of the
granular material? (3) how do we enhance the contact model at particle scales to effectively capture
the plastic and history-dependent behavior (i.e., hysteretic behavior) of biomass particles? and (4)
what are the implications of complex particle shapes and contact laws when simulating material
handling processes in an industrial system?
With these questions in mind, the main objective of this dissertation is to develop
and validate novel DEM models that can effectively capture complex particle shapes
and the history-dependent contact behavior of biomass particles. The DEM contact models
proposed in this dissertation are among the first models developed specifically for deformable biomass
particles, and the proposed DEM models are capable of simulating and predicting the bulk flowability
of biomass. We demonstrate that these models can be applied to assist the design and operation of
transportation units like hoppers in a biorefinery. Revolving around the main objective, four studies
have been conducted:
(1) In the first study, the computed tomography-informed DEM models are proposed to
model complex-shaped biomass particles, in which particle surface geometries are approximated by
a polyhedral model and a sphero-polyhedral model.
(2) In the second study, a set of hysteretic nonlinear contact models are developed and
calibrated to capture the history-dependent and the strain-hardening behavior of granular biomass
feedstocks.
(3) In the third study, the exponential form of the proposed hysteretic models is applied
to granular hopper flow simulations. Numerical studies are conducted to predict the potential
processing upsets and their relationships to hopper design parameters.
(4) In the fourth study, the exponential form of the proposed hysteretic models is applied to
4

simulate the quasi-static and dense flow regimes on an inclined plane. The effect of irregular shapes
is approximated by a motion (rolling) resistance model, and the impact of particle shapes on bulk
flowability is then investigated.

1.3

Chapter organization
This dissertation is organized into seven chapters. Chapter 1 presents an introduction

regarding the background, motivation, and objectives of this research. Chapter 2 presents the DEM
basics and the literature review. The main chapters (Chapter 3, Chapter 4, Chapter 5, Chapter 6)
are self-contained studies with literature reviews of related research topics and have been or will
be published in peer-reviewed technical journals. The summary of these main chapters is listed as
follows:
Chapter 3 presents a tomography-informed DEM approach for simulating the biomass particles. Nano-computed tomography (nano-CT) scan has been performed to obtain three-dimensional
(3D) particle surface geometries, and the surface geometries are then approximated by a polyhedral
model and a sphero-polyhedral model. These shape models are applied to perform a comprehensive
study of the models’ capability and predictability for the bulk behavior of the biomass particles.
Chapter 4 introduces a DEM approach that can be used to elucidate the bulk mechanical
behavior of granular biomass. To compensate for the simplification of particle shapes, we propose a
set of hysteretic nonlinear contact force-displacement models for capturing the bulk strain-hardening
phenomena of granular biomass in handling and storage conditions. The proposed DEM models
are capable to reproduce the bulk stress-strain profile patterns of the physical samples under the
compressive stress. Parametric studies are presented to show the performance of proposed contact
models in simulating the bulk compressibility and constrained modulus under repeated loadingunloading.
Chapter 5 provides a general study of the application of the exponential form of hysteretic
nonlinear contact model on the granular hopper flow problem. The DEM-based simulations of the
wedge-shaped hopper using milled granular pine particles are performed based on the experimentvalidated parameters of the proposed contact model. A detailed analysis of the granular hopper
flow has been provided in cross-validation of the experimental flow tests over wide ranges of the
processing parameters of the hopper and material attributes of pine particles. The flow behavior,
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including the discharging profile, mass flow rate, and critical arching distance are investigated. The
parametric study of different processing parameters of the hopper and the material attributes of
the biomass particles are presented to assist the design and optimization of biomass granular flow
systems.
Chapter 6 applies the exponential form of hysteretic contact model to simulate the flow
behavior of granular biomass in a dense flow regime. To mimic the shape effect induced by the
irregular shapes of biomass particles, the rolling resistance model is introduced in an attempt to
approximate the shape effect and motion resistance of individual particles. The DEM studies have
verified the strong influence of inter-particle motion resistance as critical material attributes on
determining the flowability in the dense flow regime. This study has provided insights when choosing
suitable and experiment-informed/validated numerical models to assist the design and optimization
of shearing flow systems.
As a conclusion of this dissertation, Chapter 7 summarizes the main findings of this dissertation, discusses the limitations of the current work, and outlines the possible directions of future
research.
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Chapter 2

Discrete element method basics
and review
This chapter presents a brief introduction and review of the discrete element method (DEM).
The intention is to introduce the basics of DEM, the current state-of-the-art of particle shape
representation and contact models in DEM, which provides the necessary background information
for the research presented in this dissertation. Each of the following chapters, from Chapter 3 to
Chapter 6, contains a detailed literature review on related research of their own.

2.1

Overview
Discrete element method (DEM) is a particle-based numerical method that is particularly

suitable for describing the mechanical behavior of granular material. DEM was first proposed by
Cundall and Strack [8] to model granular geomaterials such as sands. After that, DEM has been
applied to model various kinds of granular materials such as geomaterials, biomass particles, pharmaceutical pills, and to solve problems ranging from solid handling to powder flowing in different
engineering branches [19–22]. In DEM, individual particles in the bulk granular materials are usually
explicitly modeled and the force-displacement models are used to capture the interactions between
particles and to track the motions of each individual particle. The bulk behavior of granular materials are then presented as the assembly of the interactions and motions of all constituent particles.
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As a particle-based numerical method, DEM exhibits several advantages compared to the
classical continuum theory-based numerical methods such as the finite element method. First, DEM
bypasses the phenomenological constitutive models for describing the bulk behavior of granular
material [23–25]. Second, it is straightforward for DEM to simulate problems involving large deformation and material failure such as granular flow, penetration, and strain localization [26]. The
major drawback of DEM is also obvious. As DEM tracks the interactions and motions of all particles,
DEM simulations are quite computationally expensive, which makes it difficult to scale up [27, 28].
Nevertheless, with the advent of computer hardware and parallel computing capabilities, DEM has
become an increasingly powerful numerical tool that can provide valuable information of and shed
light upon the microscopic behavior of granular materials, which is often difficult or impossible to
obtain from classical continuum-based numerical models or from physical experiments.

2.2
2.2.1

DEM basics
Basic elements
Typically, there are two types of basic elements in DEM, namely, particles and boundaries.

The basic elements are usually assumed as rigid bodies that can slightly overlap with each other.
Particles are described as a body with mass and a closed surface, which may be represented by a
simple geometry (e.g., discs in 2D and spheres in 3D) or a composition of several simple geometries
that make up the body surface (see further discussions on particle shape models in Section 2.3).
Boundaries, also referred as boundary walls in the DEM, are usually represented by simple geometries
(e.g., straight lines in 2D and triangles in 3D) or their combinations. Unlike particles, boundaries
do not have mass properties, and the position and velocity are usually prescribed to provide the
desired constraints to the particles in the model.

2.2.2

Contacts between elements
In DEM, contacts refer to the interactions between basic elements. Contact occurs when the

surfaces of two basic particles overlap with each other (to model collisions), or when the surfaces are
within a specified distance (to model long-range bond or cohesion). Contact detection between basic
particles involves predominantly geometrical calculations and is one of the most time-consuming
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parts of a DEM simulation. The amount of time used for this task is proportional to the number of
particles in the system, and therefore, an efficient method of contact detection is highly desirable in a
DEM model. Instead of simply looping through every individual particle and checking the separation
distance between two particles at every time step, the Verlet neighbour lists or the link/grid cells
schemes are usually used to improve the efficiency of contact detection [29]. Another important task
associated with contact calculation is contact resolution, which calculates the contact geometric and
kinematic features that are needed by a contact model to calculate contact forces and moments. The
contact features may include the overlapping (or indentation) distance, relative shear displacement,
contact point, contact branch vectors, and so on.
Once the contact between two elements is detected and resolved, contact models are used
to calculate contact forces and moments. Commonly used contact models include the linear elastic
model [8], the rolling resistance model [30], the Hertz-Mindlin model [31–33], and the linear parallel
bond model [34]. A detailed review of contact models in DEM will be presented in Section 2.4.

2.2.3

Equations of motion
In DEM, the motion and deformation of all particles in a bulk are tracked by calculating

the force and moment of individual particles. The bulk behavior of the material is presented as
an assembly of the interactions of all constituent particles. For the ith particle, there are at least
two types of motions, i.e., translational and rotational motions, which can be described by the
Newton-Euler equations:
d2
x i = Fi
dt2

(2.1)

d
ωi = Mi
dt

(2.2)

mi

Ii

where mi is the ith particle’s mass, Ii is the moment of inertia, xi is the particle’s position, ωi is the
particle’s angular velocity, and Fi and Mi are the overall external force and moment applied to the
particle, respectively. To resolve the motion of the particle, all the forces and moments experienced
by the particle will be need to be accounted for in the calculation of Fi and Mi . A particle may
be subjected to the following types of forces and moments: gravitational force, contact forces,
external applied forces, and damping forces. Once the particle forces and moments are obtained, we
can calculate the motion of the particle by solving the Newton-Euler equations, and then, we can
9

integrate particle accelerations in time to obtain particle velocity and position. Time integration
methods will be reviewed in the next section.

2.2.4

Time integration methods
Time integration methods are used in DEM to update particle positions given their first and

second derivatives with respect to time (i.e., to get position from translational accelerations, or to
get the angle of orientation from angular accelerations). The integration method should be selected
based on the trade off between performance and accuracy. Proposed by Verlet [35], the second-order
Velocity Verlet algorithm is one of the most common used time integration methods in DEM. The
accuracy of this algorithm is dependent on the square of the time increment (∆t), and thus, it would
be accurate and stable enough when a small time increment is utilised. Suppose that the current
state of a particle is indexed by time t and the time increment to the next state is ∆t, the Velocity
Verlet algorithm first calculates the particle velocities at time t + ∆t/2 by

vt+∆t/2 = vt + at ∆t/2

(2.3)

ω t+∆t/2 = ω t + αt ∆t/2

(2.4)

where v and ω are translational and angular velocities, the a and α are the linear and angular
accelerations respectively. Then, the position and orientation of the particle at time t + ∆t can be
calculated as:
xt+∆t = xt + vt+∆t/2 ∆t

(2.5)

θt+∆t = θt + ω t+∆t/2 ∆t

(2.6)

where x is the vector of the particle’s position and θ is the vector of the particle’s orientation. The
translational motion and the angular motion of the particle at time t + ∆t can be then updated by:

vt+∆t = vt+∆t/2 + at+∆t/2 ∆t/2
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(2.7)

ω t+∆t = ω t+∆t/2 + αt+∆t/2 ∆t/2

(2.8)

Although the second-order Velocity Verlet time integration method is the most commonly
used in DEM codes, other methods such as the predictor-corrector method are also developed for
different situations. The predictor-corrector method is a multi-step method, in which information
from previous time steps may be used to predict the particle positions at time t + ∆t. Another
time step is then used to “correct” or refine the prediction. As noted by Cundall and Strack [8], a
key DEM principle is that the time step chosen is sufficiently small such that in a single time step,
disturbances from an individual particle do not propagate further than their neighbours. Otherwise,
numerical instabilities may occur.

2.2.5

Critical time step
The time integration based on the second-order Velocity Verlet algorithm is numerically

stable only when the time increment being used is smaller than a threshold value, i.e., the critical
time step (∆tcrit ). If a time increment ∆t is larger than ∆tcrit , particles may move too much in
one time increment, which will result in spuriously large overlapping that leads to abnormally large
contact forces.
A summary of different approaches to estimate the critical time step for DEM simulations
can be found in Otsubo et al. [36]. Basically, there are two categories of approaches to estimate
the critical time step: the oscillation period of a single degree of freedom (SDOF) system based
approaches [8, 37], and the Rayleigh wave speed based approaches [38, 39]. The SDOF-based
approach considers the DEM system to be consisted of rigid bodies connected by springs, while the
Rayleigh-wave-based approach considers the particles themselves as springs.
Cundall and Strack [8] proposed the methodology for estimating the critical timestep ∆tcrit
of the SDOF-based approach:

q
p
∆tcrit = min( m/k tran , Ii /kirot )

(2.9)

where m is the mass of the particle, Ii is the moment of inertia of the particle, k tran and k rot are
the translational and rotational stiffness, respectively, and the subscript i here indicates the index
of the principal components.
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For Rayleigh-wave-based approach, Li et al. [39] carried out the calculation for estimating
the critical time step ∆tcrit :

∆tcrit =

p
πR ρ/G
0.1631v + 0.8766

(2.10)

where R is the average particle radius, ρ is the density of the particle, G is the shear modulus of the
particle, and v is the Poisson’s ratio of the particle.

2.2.6

Energy dissipation
DEM dissipates energy through two main methods, i.e., friction and damping [40]. While

friction is a real phenomenon experienced by particles, damping is an artificial numerical method
applied to dissipate the collision energy in a system in a reasonable number of calculation timesteps
in a simulation.
Viscous damping force is a type of damping forces applied in the contact model through the
implementation of dashpots in both the normal and tangential directions [41, 42]. Characterized
by the damping coefficient, viscous damping force is modeled as a force coexisting with the velocity
of the particle and in opposite direction to it. It directly involves physical contacts and dissipates
the kinetic energy due to particle to particle or particle to wall contact. In the absence of viscous
damping force, particles will be subjected to oscillations due to inter-particle forces.
Besides the viscous damping force, the non-viscous damping model appropriate for the
quasi-static simulation can also be adopted to dissipate the kinetic energy [43, 44]. The non-viscous
damping model is implemented through the addition term of a damping force to the total unbalanced
force (i.e., proportional to the particle acceleration) rather than the particle velocities. The key
advantage of non-viscous damping is that only accelerating particles will be damped, meaning no
erroneous damping in a steady state. Non-viscous damping is sometimes (artificially) introduced in
a DEM model to facilitate energy dissipation and enhance a quasi-static simulation.

2.3

Particle shape representation
For the DEM modeling of granular materials, it is necessary to explicitly represent the

materials’ characteristics as realistically as possible, including the sizes, shapes, and other physical

12

properties. Recent researches show that the bulk behavior of a granular material strongly depends
on the shapes and size distribution of those individual particles. Xia et al. [7] showed that particle
morphology is one of the material attributes that have a primary impact on the bulk mechanical
characteristics of granular biomass materials. Athanassiadis et al. [18] demonstrated a strong influence of the particle shapes on the stress-strain relation of the bulk of particles with a wide range of
convex and concave shapes (e.g., spheres and polyhedrons). Furthermore, concave particle shapes,
which are common in granular materials, can introduce different ways of interactions such as interlocking and entanglement. The observations indicate a great challenge for DEM modeling in terms
of conceptualization of granular particle shapes.
While spherical particles are advantageous when it comes to contact detection and resolution, the spherical nature means that the particles are susceptible to large rotations, and as such,
they are not capable of reproducing the behavior seen in non-spherical and irregular-shaped particles. Non-spherical shapes could restrict the rotation of the particles, resulting in higher shear
strength [45]. It has been shown that spherical particles cannot effectively model highly frictional
material, and the bulk friction generated by spherical particles saturated at a low friction angles of
approximately 30 degrees [46–49]. The static and dynamic angles of friction have also been found
to increase significantly in rotating drum simulations when non-spherical particles are used instead
of spherical particles [50, 51]. The effect of particle shape on silo discharge is significant. Cleary
and Sawley [19] found that spherical particles always lead to a situation of mass flow, whereas by
including some shape representations, a resistance to flow was generated and lower discharge rates
were achieved. To compensate for the loss of accuracy when spherical particles are used, Wensrich
and Katterfeld [52] proposed and added rolling friction in DEM contact calculation to partially
mimic the particle shape effects.
With those limitations of spherical-shaped particles, it is necessary to explicitly represent the
surface geometries of complex-shaped particles. In the following sections, we will briefly introduce
two groups of methods to represent the irregular shaped particle in DEM, respectively are the
single-particle methods and composite-particle methods.

2.3.1

Single-particle methods
The complex-shaped particle method utilizes closed geometries to represent particle shapes.

Many single-particle DEM models with the complex-shaped particles have been proposed and de13

veloped with the adoption of some specific closed geometries, such as cylinder [53], polyhedron (or
polygon in 2D) [54, 55], ellipsoid (or ellipse in 2D) [56, 57], superquadrics [58, 59], Non-Uniform
Rational Basis Spline (NURBS) [23], as well as their combinations (e.g., poly-ellipsoid [60, 61]).
The different particle shape representation methods manifest their own advantages and
limitations. For example, the application of the cylinder-based or ellipsoid-based DEM models is
much limited, because of the specific particle shapes that the cylinder or the ellipsoid can represent.
The superquadric can be considered as an extension of the ellipsoid that can be used for modeling
spheres, ellipsoids, cylinder-like and box(dice)-like particles by changing the controlling parameters
of the particle shape. For the superquadric-shaped particle, it is more flexible to model greater
variations of particle shapes, but also more computationally expensive than the ellipsoid-based
DEM models. The polyhedron- (or polygon in 2D) based DEM model is able to replicate arbitrary
particle shapes. The accuracy of the shape represented by polyhedrons depends on the number of
faces in a polyhedron, whereas a large number of faces would hinder the computational efficiency.
Moreover, polyhedrons can rarely replicate a smooth particle shape. The NURBS-based granular
element method, developed by [24], is advantageous to replicate general and smooth particle shapes,
whereas it is computationally expensive compared to the polyhedron-based DEM.
Recently, Kawamoto et al. [62] developed another novel type of single-particle-based DEM,
which utilizes the level set (LS) method to represent particles. The LS-DEM seamlessly utilizes
the level set data of realistic particle shapes characterized from X-ray computer-tomograpy (CT)
and is computationally efficient. One issue with the LS-DEM is high memory consumption, which
somewhat limits its application on large particulate systems. Moreover, the use of X-ray CT to scan
bulk granular solids for obtaining particle shapes for DEM simulations has been widely adopted
for soil mechanics and rock mechanics [63]. In those areas, grain boundary isolation in 2D/3D
image processing to reconstruct individual granular particles as polygons/polyhedrons or simpler
geometries from a bulk of particles has been developed. More recently, the emergent shape models
such as the Fourier-series-based analytical shape model [64] and level-set-based descriptive shape
model [62] have also shown impressive accuracy in DEM simulations for certain granular materials.

2.3.2

Composite-particle methods
In the composite-particle method, a particle is represented by compositions of simple ge-

ometries (usually spheres in 3D or circles in 2D [64–66]). This group of methods is advantageous to
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implementation for that the contact detection and resolution algorithms for the simple geometries
can be effortlessly exploited. It should be noted that the accuracy of particle shape represented
by compositions of simple geometries depends on the amount of the simple geometries, and a large
number of simple geometries would lead to great computational expense though. Nonetheless, the
composite-particle method (especially with spheres as the base elements) is currently the most prevalent method to model irregular particles and is supported in most commercial or open-source DEM
packages such as LIGGGHTS [67].
Multi-sphere particles are the commonly implemented method in different DEM codes.
Generally speaking, if an ellipsoid or a polyhedron is modeled using the multi-sphere approach, the
results tend to converge as the number of spheres in the cluster increase and high fidelity is achieved
[68]. Creating high fidelity representation of actual particles adds considerable computational cost
from the increased number of spheres required to define the particle shape. It has been suggested
that capturing the general particle with as few spheres as possible provides sufficiently accurate
results without the need for computationally intensive high fidelity shapes [69, 70].

2.4

Contact models
As mentioned in Section 2.2, the contact models are required to evaluate the contact forces

and moments in DEM. A DEM contact model is normally comprised of springs, dash-pots, and
sliders to describe the force-displacement behavior at the contact, where the springs account for
normal and tangential forces, the dash-pots account for local damping, and the sliders account for
shear failure. An overview of the contact models in DEM simulations is presented in this section.

2.4.1

Normal contact models
Normal contact models are the dominant type of contact models that have traditionally

been used in DEM simulations. There are several contact force-displacement models that are used
in DEM and these are mostly derived from contact mechanics.

2.4.1.1

Linear spring model
The linear spring model [8] is one of the simplest contact models that can be used for a

DEM simulation. This is an elastic contact model based on Hooke’s law and includes a slider and a
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dash-pot to account for energy dissipation in the contact. Due to the simplicity of the linear spring
contact model, it is possibly the most widely used DEM contact model.
A linear elastic model usually consists of two elastic springs, two dash-pots, and a slider.
The contact forces F can be calculated in two separate parts: the normal force Fn and the tangential
force Fs :

F = Fn + Fs = Fn nn + Fs ns

(2.11)

where nn and ns are the normal unit vectors that indicate the direction of the normal and tangential
forces respectively, Fn and Fs are the magnitudes of the corresponding contact forces in normal and
tangential directions. Given a relative displacement increment ∆σn and ∆σs during the timestep
∆t in both two directions, the force-displacement contact law for the simple linear model with local
damping forces can be expressed by [8, 71].

Fn = Fn0 + kn ∆σn − ηn

Fs = min(Fs0 + ks ∆σs − η

p

p

m̂kn δ˙n

m̂ks δ˙s , µc Fn )

(2.12)

(2.13)

where Fn0 and Fs0 are the normal and the shear forces at the beginning of the current timestep,
respectively; kn and ks are the corresponding stiffness; ηn and ηs are the corresponding damping
coefficients; δ˙n and δ˙s are the relative normal and shear velocity; µc is the contact friction coefficient;
and m̂ = mi mj /(mi + mj ) is the effective mass of particles i and j associated with the contact,
while m = mi for the case of particle-boundary contact.
2.4.1.2

Hertz-Mindlin contact model
The Hertz-Mindlin model is a frictional contact model that was first proposed based on

the Hertz theory [31] for the normal contact forces. Meanwhile, the tangential forces are calculated
based on the Mindlin theory [32]. The combination of these force-displacement relationships leads
to the Hertz-Mindlin contact model. The Hertz-Mindlin (no-slip) model [72] is one of the most
commonly used contact models in DEM.
Similar to the linear elastic model, the Hertz-Mindlin model also consists of two springs,
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two dash-pots, and a slider within a contact. However, the normal and shear stiffness in the HertzMindlin model is the functions of the contact overlapping distance. Moreover, the normal contact
force in the Hertz-Mindlin model is calculated based on the cumulative overlapping distance, while
the linear elastic model uses either the cumulative or incremental overlapping distance. To update
the contact forces, the Hertz-Mindlin model follows the relations:

Fn = kn δn − ηn

p
m̂kn δ˙n

Fs = min(Fs0 + ks ∆σs − ηs

p

m̂ks δ˙s , µc Fn )

(2.14)

(2.15)

where δn is the contact overlapping distance, kn and ks are the normal and tangential stiffness
calculated based on (Di Renzo 2005):

kn =

4
Ê
3

q
R̂δn

(2.16)

q
ks = 8Ĝ R̂δn

(2.17)

in which the equivalent Young’s modulus Ê and the shear modulus Ĝ of the particles can be calculated by:
(1 − vi2 ) (1 − vj2 )
+
Ei
Ej

(2.18)

2(2 − vi )(1 + vi ) 2(2 − vi )(1 + vi )
+
Ei
Ej

(2.19)

1
Ê

1
Ĝ

=

=

where Ei and Ej are the Young’s modulus of the ith and j th particles in a contact, and vi and vj
are the Poisson’s ratio of the particles.

2.4.1.3

Hysteretic spring model
In an elastic contact model, the kinetic energy accumulated during the loading process will

be released during the unloading. The magnitude of the kinetic energy is equal to the strain energy
accumulated during the loading process. That is, the loading and unloading patterns will follow the
17

same path in a stress-strain behavior. But for the deformable and flexible materials that manifest
permanent deformation after the loading process, the elastic contact models are not able to capture
the mechanical behavior of such particles.
However, Walton and Braun [73] proposed a bi-linear hysteretic spring model that energy
dissipates during the unloading process and noted that the kinetic energy should be dissipated and
released during the collision of the particles. After that, Vu-Quoc and Zhang [74] made further
improvements to Walton’s model by revising the tangential force-displacement model based on the
finite element analysis. Later in 1997, Thornton [75] proposed a normal force-displacement model
that can accounts for both elastic and plastic deformations for the contacted particles. Thornton also
attempted to capture the decreasing coefficient of restitution with an increase of the collision velocity.
Meanwhile, the research of Vu-Quoc and Zhang [76] showed that the normal force-displacement
behavior of Thornton’s model is too soft compared to FEA results of normal contact of a sphere.
Thus, a new set of the force-displacement models was developed to provide a closer match to the
FEA results of the normal contact of the sphere. Vu-Quoc et al. [77] proposed a new contact model
that included a tangential force-displacement relationship that included plastic deformation, again
based on the detailed finite element analysis of a sphere in contact. However, while both the model
of Thornton [75] and the model of Vu-Quoc and Zhang [76] provide a more realistic response in
capturing the plastic deformation of contact, it is difficult to establish the model parameters for
various materials from laboratory experiments.

2.4.1.4

Thornton & Ning model
A contact model for elastic-perfectly plastic spheres with adhesion was proposed by Thorn-

ton and Ning [78].

This model proposes that above a certain velocity (the yield point) that

contact becomes plastic and the force-displacement relationship becomes linear (the plastic forcedisplacement loading cove is tangential to the Hertz curve at the yield point). As a result of plastic
deformation, energy dissipation leads to a different unloading path. The unloading curves are calculated from Hertz’s theory, but the contact radius has been modified to account for the flattening
of the contact patch (plastic deformation). The adhesive force in the model is calculated based on
the popular JKR theory [79] with the inclusion of contact flattening.
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2.4.1.5

Walton & Johnson model
The adhesive contact models proposed by Thornton & Ning, Tomas & Luding [78, 80],

can capture the plasticity that is relatively important for historic stress-strain dependent behavior
of adhesive granular solids, but both of the contact models fail to account for the torsion or bending
strength that may exist between adhesive particles. Thus, Walton, 2004 suggested that the failure of
these models to capture the very loose initial packing structures formed by fines granular particles is
due to the lack of a twisting or bending moment in the force-displacement contact laws. While the
particle is experiencing plastic deformation, there would be a flattening of the contact area as well
as an increase in the force that is required to separate the particles. And while Thornton & Ning’s
model captures such behavior, the additional resistance in rotational direction can not be captured,
which means the particle would continue rolling until more than one contact has been formed to
restrain the particle. To overcome the limitations, Walton has proposed a contact model consisting
of 4 interrelated modes of motion, including normal, tangential, twisting, and bending directions.
More recently Walton and Johnson [81] have proposed a linearised version similar to that proposed
by Luding [2, 82]. The key difference in this model is that the rate of increase of the pull-off force
is separated from the slope of the adhesive strength branch. This requires the model to have an
extra model parameter for stiffness compared to the Luding model. The contact model uses two
history-dependent parameters in the calculation of the normal forces at various points - the point
when the normal force becomes zero (overlap distance equal to the plastic deformation δ0 ) and the
reference/reloading cohesion Cr .
2.4.1.6

Luding model
A piecewise linear generalization of the hysteretic model first proposed by Walton & Braun

which includes plastic deformation and history-dependent adhesion has been further developed by
Luding [2, 82, 83, 84]. The Luding’s contact model contains the following parameters: the loading
stiffness k1 , the reloading stiffness/plastic deformation parameter k2 , the adhesive stiffness kc , the
plastic overlap range of the model f and the viscous dissipation parameter K2 which is a variable
in the model and interpolates linearly between k1 and the maximum stiffness k2 . The model can
revert to a simple linear spring model if k2 = k1.
Among various models, Luding’s contact model is a commonly used hysteretic linear contact
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model and has been implemented in many DEM packages. Luding’s model is easy to parameterize
and can be numerically stabilized with a simple artificial viscous damping. While linear models
such as Luding’s model have been proven to be suitable for modeling granular materials with hard
particles (e.g., rocks, sands, pharmaceutical pellets, etc.), they cannot capture the nonlinear strainhardening stiffness and permanent contact deformation commonly observed in granular materials
with soft constituent particles.

2.4.1.7

Tomas model
Tomas [80, 85, 86, 87, 88] proposed an elaborate and detailed contact model that includes

the features of nonlinear-elastic and linear-plastic loading, plasticity with energy dissipation and
adhesion . This model contains six independent material properties. And the force-displacement
relation includes both linear and non-linear behavior. The proposed contact is initialized with
the non-linear elastic pattern and up to the yield limit. After reaching the yield limit, the forcedisplacement relationship will become linear. For the unloading and reloading process, both patterns
follow the non-linear and parabolic behavior that manifests an increasing unloading stiffness that
increases with contact flattening. However, this model is too complex and computationally intensive
in numerical applications, a simpler model was proposed by Tykhoniuk et al. [89] and can achieve
very similar results but reduce the computational cost.

2.4.2

Tangential contact models

2.4.2.1

Mindlin-Deresiewicz model
The Mindlin-Deresiewicz [32] model is one of the most widely used tangential contact models

in DEM. It takes into account the stiffness variation due to the change of contact areas during the
collision of two elastic spheres. The tangential force in this model is given by the expressions:
sτ
Fτ = −µFn (1 − χ3/2 )
+ ηt
|sτ |

χ=1−

s

6µm∗ Fn 1/4
χ s˙τ
sτ,max

min(|sτ |, sτ,max )
sτ,max
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(2.20)

(2.21)

where µ is the friction coefficient, Fn is the normal contact force, sτ is the tangential relative
displacement at the contact, s˙τ is the tangential component of the relative velocity at the contact,
sτ,max is the maximum relative tangential displacement at which particles begin to slide, m∗ is the
effective mass, and ητ is the tangential damping ratio estimated by the coefficient of restitution.
2.4.2.2

Linear spring model
For the linear spring tangential model, it usually works with both the hysteretic linear

spring model and the linear spring-dashpot model for normal forces [90, 91]. The tangential force is
calculated as an elastic-frictional force. The tangential force at timestep t would be given by:

t
Fτ,e
= Fτt−∆t − Kτ ∆sτ

(2.22)

where the Fτt−∆t is the value of the tangential force at the previous timestep, ∆sτ is the tangential
relative displacement of the particle, kτ is the tangential stiffness defined as rK Knl , Knl is the
normal loading stiffness and rK is a user-defined parameter.
In this model, however, the tangential force cannot exceed Coulomb’s limit. Therefore, the
complete expression for the tangential force is:

t
Fτt = min(|Fτ,e
|, µFnt )

t
Fτ,e
t |
|Fτ,e

(2.23)

where Fnt is the contact normal force at timestep t, and µ is the friction coefficient.
2.4.2.3

Coulomb limit model
The coulomb limit model is the simplest tangential force model that implemented in most

DEM packages [92]. The tangential force in this model is given by:

Fτ = −µFn

vτ
|vτ |

(2.24)

where µ is the friction coefficient, Fn is the normal contact force, and vτ is the tangential velocity
of particle.
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2.4.3

Adhesive models

2.4.3.1

Linear bond model
The linear parallel bond model describes the contact behavior of two bonded particles, the

sketch of the bonded particles is shown schematically in the following figure.
In the linear parallel bond model, the bond between two spheres is assumed to be a cylinder
of finite radius and thickness. Each point in the bond is imposed by two linear elastic springs
providing normal and shear resistances, respectively. The overall bonding force and moment are the
integral of the normal and shear stress at a cross-section of the bond, which can be calculated as
[34]:

∆Fnb = knb A∆δn

(2.25)

∆Fsb = ksb A∆δs

(2.26)

∆Mnb = ksb J∆θn

(2.27)

∆Msb = knb I∆δs

(2.28)

where Fnb , Fsb , Mnb and Msb are the bond normal force, shear force, twisting moment, and swinging
moment, respectively; δn , δs , θn , and θs are the relative normal displacement, shear displacement,
twisting rotation, and swinging rotation between the two bonded spheres, respectively; A, I, and J
are the area, moment of inertia, and polar moment of inertia of the bond (i.e., the circular crosssection with radius Rb ), respectively; and δ indicates the increment of each variable in each time
step. It should be pointed out that, while the damping is not included in the current formulation,
damping terms similar to those in the linear elastic model can be incorporated in a straightforward
manner.
The bonded-sphere model is also capable of modeling the particle breakage behavior. As an
example of a common bond breakage criterion, it can be assumed that a bond would break if the
maximum normal or shear stress at the bond exceeds the corresponding normal or shear strength.
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In the linear parallel bond model, both the normal force and swinging moment contribute to the
normal stress, while both the shear force and twisting moment contribute to the shear stress. In
this regard, the bond breakage criterion can be written as

b
σmax
=

Fnb
M b Rb
b
+ s
< σY,n
A
I

(2.29)

b
τmax
=

M b Rb
Fsb
b
+ n
< σY,s
A
J

(2.30)

b
b
where σY,n
and σY,s
are the normal and shear strength respectively.

2.4.3.2

Nonlinear bonded model
Guo et al. [93] proposed an experiment-informed, semi-empirical, elastoplastic bond model

for the discrete element modeling of woody biomass particles. The model renders nonlinear plastic
deformation of materials when subjected to compression/tension, bending, and twisting, essential
for accurately simulating the behavior of biomass in communion. Compared with the existing elastic
bonded-sphere model [34], the new model is able to capture the irrecoverable plastic deformation
and nonlinear behavior of woody materials at the same time. The linear, quadratic, and square-root
forms of the bond force-displacement relationships have been proposed and tested.
In the bonded-sphere approach, multiple base spheres are connected by bonds to form a
particle. The mechanical behavior of the particle is modeled through bond interactions, which
include four degrees of freedom, i.e., the normal and tangential resistant forces, and the normal and
tangential resistant torques. The simplest bond model assumes that the bond interactions are linear
elastic, which cannot be used to describe the irreversible plastic deformation of granular biomass
when subjected to strong external loading. In this section, we propose a linear elastoplastic bondedsphere model, which shares similar mathematical forms as a common linear elastoplastic contact
model.
The relationships of bond normal force versus normal stretched distance in the proposed
bond model are plotted in the figure (in compression and tension freedom). The normal bond
force increases linearly with the distance in the loading stage. Then it decreases in the unloading
stage with a higher unloading stiffness. Before retracting, the normal bond force turns negative
indicating an attraction, which prohibits the restoration of plastic deformation. The tangential
23

Figure 2.1: (a) Geometrical representation of a liquid bridge between two particles of unequal sizes;
and (b) details of the liquid bridge [1].
force is usually calculated in an incremental form, in which the increment of tangential force is
linearly proportional to the tangential relative velocity times the simulation time step. Considering
the transient definition of tangential force increment, this linear elastic constitutive relationship has
been kept for tangential freedom. The proposed linear elastoplastic bond model is conceptually
similar to the linear elastoplastic contact model proposed by Morrissey [29], Luding [83] in the
normal and tangential force-distance calculations. However, the linear elastoplastic contact model
describes the particle-particle contact interactions, and the plasticity is accounted for only in the
normal contact force degree of freedom. The proposed linear elastoplastic bond model describes
the plastic deformation of a particle itself under compression and tension, as well as twisting and
bending.

2.4.3.3

Liquid bridge model
The liquid bridge between two particles of unequal sizes takes a complex shape of axial

symmetry as shown in Figure 2.1. R1 and R2 are the particle radii, δ1 and δ2 are the half-filling
angles, θ is the contact angle, and D is the inter-particle distance. The x axis coincides with the
axis of symmetry, and the y coordinate describes the profile of the meridian curve as a function of
x: y0 is the neck radius corresponding to the profile apex. The x coordinates of the three-phase
contact lines, i.e. the lines defining the solid–liquid-gas interface, are denoted by xc1 and xc2 for the
spheres 1 and 2, respectively.
The following assumptions are made for modeling the capillary grain pair:
• The particles are spherical.
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• The surface of the particles is smooth. The surface roughness will not be accounted for.
• The liquid bridge volumes in the pendular state are quite small, so that gravity effects can be
neglected. The weight of the liquid bridge is small with regard to the capillary force, and the
deformation of the liquid bridge due to gravity is not considered.
• The capillary force is studied in a quasi-static configuration, the viscosity of the liquid being
neglected.
In the liquid bridge model, the cohesive forces introduced by the liquid bridge can be generally divided into two categories, respectively are the capillary force and the viscous force. The
capillary force due to the surface tension of the fluid may be expressed as

Fs = 2πRγ sin2 β

(2.31)

where R is the radius of the particle, β is the half-filling angle, γ is the fluid’s surface tension, and
the contact angle is assumed as zero (a simplifying restriction that is easily removed). The force due
to the pressure difference is given by:

Fh = πR2 ∆P sin2 β

(2.32)

where ∆P is the pressure deficiency across the air-liquid interface. The total capillary force from
the liquid bridge neglecting buoyancy is then the sum of the two forces.
In addition to the capillary force, ”wet” particles encounter a viscous force resisting motion
which can be derived from lubrication theory; a derivation specific to the case of particles is given
in Refs. In the limit of rigid spheres, Adams and Perchard derive the viscous force in the normal
direction to be:

Fvn = 6πµR∗ vn

R∗
S

(2.33)

where µ is the interstitial fluid’s viscosity, vn is the relative normal velocity of the spheres, and S
is the separation between particles. In the tangential direction, Lian et al. [94] suggest the use of
Goldman et al. [95] solution for the viscous force between a sphere and a planar surface:
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Fvt = (

8
R∗
ln
+ 0.9588)6πµR∗ vt
15
S

(2.34)

where vt is the relative tangential velocity of the spheres.
2.4.3.4

Johnson-Kendall-Roberts (JKR) model
The JKR model was proposed in 1971 by Johnson et al. [79] to include the effect of cohesion

between the sphere and a flat surface. It had been noted that the contact area between the two
spheres in intimate contact was much larger than that predicted by Hertz Theory while subjecting
to a small load. They found that strong cohesive forces were observed if the spheres were clean and
dry. These observations suggested that cohesive forces were dominated during the contact for this
scenario. And the cohesive force was getting insignificant with the increase of the normal contact
force.
The JKR model has been mainly used to study breakage and agglomeration at relatively
small scales (e.g., micro and nano-scale) Antony et al. [96], Baran et al. [97], Carrillo et al. [98],
Hassanpour et al. [99], Mishra and Thornton [100], Modenese et al. [101], Moreno et al. [102], MorenoAtanasio et al. [103], Moreno-Atanasio [104]. Although the JKR theory was originally developed
for the application on smooth surfaces of spheres, it was expanded to the application on a rough
surface which can lead to a reduction in adhesion [105–109]. The adhesion force acting between two
spherical surfaces, Fc , is not dependent on the elastic modulus of the materials of the particles in the
contact [79]. And In order to separate the two particles subjected to the cohesive forces, mechanical
work is required to overcome the cohesion. This work creates new surfaces and the energy required
to create the surfaces (separate the particles) is defined as the free surface energy of the solid. The
overlap caused by the additional surface force can be described by:

δJKR

a2
= ∗−
R

r

2π∆γa
E∗

(2.35)

where a is the radius of contact area, R∗ is the equivalent radius and E ∗ is the equivalent Young’s
modulus, ∆γ is the surface energy of the contact. Thus, the normal contact force modified to include
the surface energy can be express as:

FJKR =

p
4E ∗ a3
− 4 π∆γE ∗ a3
∗
3R
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(2.36)

While the radius of contact area can be calculated by the pull-off force P :
r
aJKR =
2.4.3.5

3

p
3R8
(P + 3π∆γR∗ + 6π∆γR∗ P + (3π∆γR∗ )2 )
∗
4E

(2.37)

Derjagin-Muller-Toropov (DMT) model
Unlike the JKR model which only considers the surface forces within the contact area, the

DMT model is able to account for forces acting outside the contact area [110]. It will be simplified to
the Bradley theory [111] once the particles are separated. The normal overlap, contact radius, and
critical pull-off force in the DMT model are defined similarly to the JKR model. And the overlap
caused by the additional surface forces can be expressed as:

δDM T =

a2
R∗

(2.38)

while the radius of contact area is defined by:
r
aDM T =

3

3R∗
(P + 2π∆γR∗ )
4E ∗

(2.39)

While the DMT model and JKR model were conflicting cohesive models, it has been proved
that they are both limiting solutions to opposite ends of a general solution [112–114]. The two
models can be united by the Tabor parameter µ which has been usually used to define the adhesion
maps of where certain contact models are appropriate. When µ ¡¡ 1 the DMT theory is the more
applicable one, and the JKR theory is suitable while µ ¿¿ 1.

2.4.4

Rolling resistance models
In a DEM model, a granular medium is usually treated as an assembly of 2D disks or 3D

spheres, or else as clumps of these shapes made by rigidly connecting and overlapping multiple
disks or spheres. Based on a conventional discrete element formulation, the interactions between
two particles and between a particle and a boundary consist of contact spring forces and damping
forces in both the normal and tangential directions. And the significance of the rotational inertia
and energy loss in rotation of particles has been highlighted in both numerical studies and physical
experiments [115, 116]. Consequently, many researchers have attempted to incorporate a rotational
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frictional torque into their DEM formulations to account for the rolling resistance using different
models [117].
Bardet and Huang [118] introduced rotational constraints into a DEM model, with the aim of
simulating the micropolar effects in an idealized granular material. They found that the micropolar
constants which relate the rotation gradient to the couple stress had to be selected outside of the
range of values that could be found from theoretical considerations in order to match their numerical
predictions based on a conventional DEM formulation. Sakaguchi et al. [119] introduced the rolling
friction concept into a DEM model, in their comparisons of experimental and numerical modeling of
plugging of granular flow during silo discharge. Iwashita and Oda [116] noted that huge voids and
high rotational gradients are observed in shear band experiments, and they recognized that rolling
resistance causes an arching action at the contacts, permitting the easy formation of large voids in
physical tests. Oda and Iwashita [120] further indicated that the rotational resistance of particles
can be one of the dominant components that determine the strength of granular media. They also
noted that rotational resistance does not only arise from contact behavior, but also from particle
shape.
Inspired by Iwashita and Oda [116] work, a series of rolling resistance models were proposed
by different researchers. Tordesillas and Walsh [121] included both rolling resistance and contact
anisotropy in their micromechanical model for granular media, with the rolling resistant moment
related to the relative particle rotation and rotational stiffness as in MDEM. Tordesillas and Walsh
[121]’s model was later adopted in the investigation of a semi-infinite particulate solid indented
by a rigid flat punch [122]. This proved that rolling resistance has a significant influence on the
constitutive response of the material at both microscopic and macroscopic levels. Jiang et al. [30]
proposed new definitions of pure sliding and pure rolling and developed a new rolling resistance
model in which the contact displacements are described using the rolling and sliding components in
a general formulation with a sound theoretical basis. More recently, Jiang et al. [30] extended their
discrete element model to represent bond rolling resistance for bonded granulates including various
bond models.
Rolling friction models have also been found to play a significant role in modeling the formation of granular piles. In early studies using conventional DEM, special treatments or assumptions
are required in a simulation to form a stable heap of particles with a finite angle of repose [117].
Examples of these assumptions include neglecting the rotation of particles or tangential forces or
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re-setting the velocities of all particles to zero after a chosen number of interactions [123, 124]. Such
arbitrary treatments can only have a weak basis, and may significantly distort the outcome, resulting
in predictions of uncertain accuracy [117]. In order to overcome these limitations, Zhou et al. [117]
proposed two different rolling friction models based on the experimental and theoretical analyses of
Brilliantov and Pöschel [125]. Another angular velocity-dependent rolling friction model was proposed by Feng et al. [126]. They proposed a dynamic friction model to overcome this shortcoming.
A similar dynamic rolling friction model was proposed, in which the rolling friction coefficient is
dependent on the relative angular velocity. Li et al. [127] reported a study on DEM modeling of
the failure modes of granular materials including rolling resistance. Their rolling resistance model
is mainly based on the models of Iwashita and Oda [116] and Feng et al. [126] The tangential friction force in this model is also separated into a sliding component and a rolling component. The
two tangential force components are related to their corresponding relative movements and different
stiffnesses. Consequently, the model contains more parameters than other models, and choosing
appropriate values for these parameters remains a challenge.
It is clear from the above that the importance of rolling resistance, particularly in DEM
simulation of circular or spherical particles, has been gradually realized by researchers. Many different rolling resistance models have been proposed but there are significant differences between
them. Some of these differences may be attributed to the fact that these models were proposed
by researchers investigating specific problems in which the rolling resistance may have arisen from
different physical sources. Given this diversity, it is naturally quite possible that a rolling resistance
model may work well for some problems but not for others. For example, angular velocity dependant rolling friction models are found to be unsatisfactory for reproducing a stable sandpile with a
realistic angle of repose [117, 128]. To add to this confusion, the selection of parameters in some
models is often empirical and consequently very problem dependent.
Several key parameters have been used by different researchers in modeling rolling resistance.
When a spherical particle is rolling, the normal contact pressure exerted on the contact surface
redistributes continuously and the resulting normal force has an eccentricity e towards the rolling
direction with regard to its stationary contact point, which generates a resistant moment Mr (Fig.
2a). The eccentricity e is conventionally taken as the coefficient of rolling friction, which has a unit
of length. Other researchers decompose e into two parts: a typical length parameter such as the
radius of the particle and a non-dimensional parameter which is taken as the coefficient of rolling
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friction (e.g., Feng et al. [126], Li et al. [127], Iwashita and Oda [129]).
In this study, the term coefficient of rolling resistance µr is defined as a dimensionless
parameter:

µr = tan(β)

(2.40)

where β has termed the angle of rolling resistance which is the maximum angle of a slope on which
the rolling resistance torque counterbalances the torque produced by gravity acting on the body. The
advantages of this definition are that it has a clear physical meaning and conforms to the definition
of the coefficient of sliding friction.
The rolling resistance models may be classified into four categories: a) directional constant torque models; b) viscous models; c) elastic-plastic spring-dashpot models; and d) contactindependent models. The key characteristics of each category are presented here in a generalized
form, based on previous models. These generalized models are then assessed against a series of rolling
tests in the next section to investigate their effectiveness in producing realistic rolling behavior.

2.4.4.1

Directional constant torque models
Models in this category (e.g., Zhou et al. [117, 130, 131]) apply a constant torque on a

particle to represent the rolling friction. The direction of the torque is always against the relative
rotation between the two contact entities. The torque is applied in pairs on each of the particles that
are in contact. In the 2D case, the torque between two in-contact disks i and j can be expressed as:

Tr = −

ωrel
µr Rr Fn
|ωrel |

ωrel = ωi − ωj

(2.41)

(2.42)

where µr is the rolling friction coefficient, Rr is the effective radius of the particle, Fn is the normal
contact force applied to the particle, ωi and ωj are the angular velocities of particles i and j respectively and ωrel is the relative angular velocity between the particles, |ωrel | is the absolute value of
the relative angular velocity.
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2.4.4.2

Viscous models
For the viscous rolling resistance mode, the magnitude of the additional torque is related to

the angular velocity. The model was proposed in Zhou et al. [117]. and can be represented as:

Tr = −µr Rr Fn (ωi ri − ωj rj )

(2.43)

where µr is the rolling friction coefficient, Rr is the effective radius of the particle, Fn is the normal
contact force applied to the particle, ωi and ωj are the angular velocities of particles i and j respectively and ωrel is the relative angular velocity between the particles. Note that the term in the
brackets actually represents the relative translational velocity at the contact between two particles
due to relative rotation.

2.4.4.3

Elastic-plastic spring-dashpot models
For the elastic-plastic spring-dashpot rolling resistant model, the additional torque consists

of two components: a mechanical spring torque and a viscous damping torque. And the mechanical
spring torque is dependent on the relative rotation between the two contacting entities [30, 116].
The total rolling resistance torque Tr in this model can be calculated by the summation of the spring
torque Trk and the viscous damping torque Trd :

Tr = Trk + Trd

(2.44)

The spring torque Mrk is usually calculated in an incremental manner in numerical DEM
k
packages. If the spring torque at time t is Tr,t
and the incremental ∆Trk is then calculated from the

relative rotation between two particles and the rolling stiffness kr :

∆Trk = −kr ∆θr

(2.45)

and the spring torque at time t + ∆t can be expressed as:

k
k
Tr,t+∆t
= Tr,t
+ ∆Trk

(2.46)

The viscous damping torque Trd is dependent on the relative rolling angular velocity between

31

the two particles in contact and the damping constant Cr:

d
Tr,t+∆t
= −f Cr θ˙r

(2.47)

where f is a parameter that controls the magnitude of the viscous rolling resistance damping.
2.4.4.4

Contact-independent models
The torque in a number of other rolling resistance models is dependent on the total rotation

or rotational velocity of a particle instead of the relative rotation or rotational velocity of a pair of
particles in contact [118, 119]. As a result, these models can lead to different torques being applied
to each of the two particles in contact, thus violating equilibrium.

2.5

Summary
A brief review of DEM has been presented in this chapter. A general DEM model involves

the following components: basic elements, contacts and contact models, Newton-Euler equations of
motion, time integration (i.e., the Velocity Verlet algorithm). The timestep is a critical parameter
affecting the numerical stability of DEM simulations and the approaches to estimating the critical
timestep have been discussed. The general computational workflow of DEM simulations has also
been described.
The single-particle methods, composite-particle methods, and hyper complex-shaped particle methods are the groups of methods to represent the basic particle in DEM. Their corresponding
advantages and limitations have been discussed. Later in this dissertation, both the single-particle
method and the complex shaped particle method will be employed following the domain overlapping
and domain non-overlapping filling schemes. The former scheme considers flexible particles with an
advanced contact model (see Chapter 5 and Chapter 6), while the latter one provides representations
that explicitly simulate the details of the particle shape (see Chapter 4).
This chapter also presented the formulations of the most commonly used contact models,
including the normal contact models, tangential contact models, adhesive models, and rolling resistance models. Despite the recent advances made in DEM to model complex shapes of biomass
particles, limited progress toward the development of DEM contact models that describes the hysteretic, nonlinear, and plastic deformation of biomass materials has been reported. Most of the
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DEM models treat biomass particles as elastic materials (e.g.,[12]) while the recent development of
elastoplastic contact models did not consider the hardening effect of stiffness under cyclic loadingunloading [13, 14]. The development of a nonlinear contact model considering the hysteretic, plastic,
and stiffness hardening characteristics of biomass particles will be discussed, a monosphere discrete
element method (DEM) model will be introduced which can be used to elucidate the bulk mechanical
behavior of granular biomass.
As most of the contact parameters are difficult if not impossible to be measured directly
from physical tests, a calibration process is often needed to obtain the contact parameters. The
general approach for model calibration, as well as the challenges and problems associated with the
calibration, has been also discussed in this chapter.
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Chapter 3

Assessment of a
tomography-informed polyhedral
discrete element modeling
approach for complex-shaped
granular biomass feedstocks in
stress consolidation
The design of handling equipment for granular biomass leverages experiments primarily.
Discrete element models (DEM) can provide detailed insight into the behavior of granular materials
for design. However, granular biomass comprising complex-shaped particles is challenging to model
with DEM. We present a tomography-informed DEM approach and an exhaustive assessment of the
approach’s predictability for bulk behavior of milled pines with the support of experimental data.
This chapter is published in: Xia, Y., Chen, F., Klinger, J. L., Kane, J. J., Bhattacharjee, T., Seifert, R., ... &
Chen, Q. (2021). Assessment of a tomography-informed polyhedral discrete element modelling approach for complexshaped granular woody biomass in stress consolidation. Biosystems Engineering, 205, 187-211.
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Nano-CT scan is conducted to obtain 3D particle surface geometries as the basis for particle shape
approximation by a polyhedral model and a sphero-polyhedral model. We applied those models in
the simulation of a compressibility test. Our parametric study shows that particle Young’s modulus
and restitution coefficient are the two main properties influencing the simulated bulk behavior of the
DEM particles and that the level of DEM particle shape approximation for real particles is critical
for accurately replicating the bulk behavior of milled pines. The polyhedral model demonstrates
convincingly better suitability than its sphero-polyhedral counterpart for modeling pine particles.
The polyhedral model calibrated in the compressibility test is then applied in the simulations of a
friction test without additional parameter tuning. Interlocking is found dominant in the shear of
bulk pine particles. Remarkably, the polyhedral model has predicted the frictional behavior of the
pine particles comparable to the experimental test. The limitations of the model, as well as possible
ways for enhancement, are also discussed. Above all, this work has provided novel insights into the
suitability of complex-shaped DEM models for granular woody biomass.

3.1

Introduction
Forestry residues such as milled wood chips are a low-cost source of lignocellulosic biomass

feedstocks for conversion to fuels. However, production-scale conversion of lignocellulosic biomass in
biorefineries has remained limited. A primary challenge in the design of a biorefinery is how to achieve
efficient material handling operations (transport, feeding, etc.) of the milled biomass feedstocks [15].
The efficiency of material handling is strongly influenced by the flowability of the feedstocks: the
propensity of a material to flow in proportion to applied stress. For Newtonian fluids, the flowability
is in proportion to the inverse of the fluid viscosity. For granular materials like biomass feedstocks,
however, the flowability cannot be represented by a single material property like viscosity but a
collection of the inter- and intra-particle attributes such as the particle density, moisture content,
surface friction, contact stiffness, and particle morphology (size, shape, etc.). Those attributes
give rise to the bulk properties such as internal and wall friction, cohesion, and unconfined yield
stress, which collectively determine the flowability of biomass feedstocks [6]. The adverse flowability
of biomass feedstocks has made the material handling operations prone to process upsets such as
clogging and jamming, resulting in increased downtime and higher costs, and consequently the lower
economical value of biofuels.
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To advance the understanding of the flowability of biomass feedstocks, Stasiak et al. [132]
and Hernandez et al. [133] conducted experimental characterization of the bulk mechanical and
rheological properties of wood chips, from which Westover and Hartley [134] observed a number of
limitations. In particular, the suitability of the current quantitative methods used for biomass was
questioned, as they were originally devised to handle granular materials relatively incompressible
and uniform in particle shape and size. In comparison, the milled wood chips exhibit immense
complexity in particle shapes as well as a wide range of particle sizes from a few millimeters to
approximately a centimeter. The particle shape and size distributions are salient factors that can
significantly affect the bulk behavior of particulate materials [135]. Therefore, the processes that
handle lignocellulosic biomass feedstocks did not meet the criteria for the suitability of the conventional processing equipment in many occasions [133, 136]. Besides, current empirical methods used
for the design of material handling equipment were developed based on laboratory tests that only
mimic a limited range of conditions in industrial operations. The applicability of those empirical
methods to a wider range of conditions is, however, not verified due to a large number of design and
operational variables, especially when many of the variables are non-linearly related. The limitations in the current experimental and empirical methods indicate that those methods alone are not
sufficient to satisfy the requirements for the characterization of biomass.
Numerical modeling has been extensively used to perform proof-of-concept studies and optimization in the design of material handling equipment such as hoppers and conveyors. Discrete
element method (DEM) [8] based process simulations may offer scientific insight and reasonable prediction for the flow of milled biomass in those material handling operations. DEM simulations track
the motion and orientation of individual particles and resolves their collisions. DEM has been widely
used to study the flow of granular materials, especially for mining, pharmaceutical and agricultural
products in the handling processes [13, 137, 138], where the particles manifest relatively uniform
morphological, material, chemical and mechanical properties. If used properly, DEM simulations
can help largely reduce the cost of design by testing various combinations of equipment design and
processing parameters in the handling operations. However, the development of accurate DEM
models for milled biomass is faced with several grand challenges, including, 1) how to formulate
the appropriate particle contact models to capture the complex particle-particle and particle-wall
behaviors, 2) how to properly account for the large natural variability of the particle properties
in the models, and 3) how to rationally link the physical properties of the particles to the model
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parameters. To enable DEM modeling for milled biomass particles, it is essential to describe the
numerical particles with a distribution of the morphologies (shape and size) and material properties
(density, stiffness, surface friction, etc.) of the real particles. Using 3D-printed synthetic particles
made of the same material, Athanassiadis et al. [18] demonstrated that even with uniform intrinsic
material properties such as density, stiffness and surface friction for the particles, the bulk stressstrain relation depends strongly on the particle morphologies (e.g. spheres vs. polyhedra). Since
DEM must perform calculations for every particle, the space and time scales that a simulation can
reach are limited by factors including, the system size (which is roughly indicated by the numbers of
particles and surface meshes), complexity of particle contact detection (especially with non-spherical
particles) and interaction physics, critical timestep size (which is determined collectively by particle
morphology and material properties), and scalability in parallel computing. Most DEM simulations
have assumed spherical particles because the contact detection and force calculations are simplest
and require relatively the least computing time. Rackl et al. [139] modeled wood chips as spheres
in DEM to decrease model complexity and reduce simulation time. To compensate for the loss
of accuracy of particle morphology for using spheres, Wensrich and Katterfeld [52] calibrated the
rolling friction parameters of the spherical DEM in an attempt to mimic the equivalent effect from
the particle morphologies, however, without investigating the impact of particle morphology on
the bulk flowability. Karkala et al. [140] used experimental characterization for the calibration of
spherical DEM model parameters for simulating cohesive granular materials, which provides useful
guidance for the study of milled biomass. The challenge of developing generalized contact models
that are sophisticated enough for spherical DEM to model the milled biomass has driven the need
for exploration with non-spherical shapes.
The use of polyhedrons [54, 141] and superquadrics [59] for modeling non-spherical particles
is not uncommon in literature. Simple polyhedrons (ideal or round-edged) and superquadrical
particles were used to simulate the flow of wood chips [19, 142–144]. Langston et al. [145] performed
simple shear test simulations using rounded-polyhedral particles and compared the simulated bulk
mechanical properties with a simplified 2D continuum model. More recent examples of polyhedral
particle flow simulations and experimental validation have been reported in Govender et al. [146, 147].
However, the suitability of those shape models for the handling of milled biomass requires assessment,
as no model calibration of bulk stress-strain behavior has been reported for the working conditions
of interest. The class of composite-sphere models, which include the multi-sphere model [148, 149]
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and bonded-sphere model [34, 150, 151], had also been calibrated for modeling wood chips in certain
operational conditions [17, 152]. Though it is in theory possible to represent arbitrary particle shapes
with composite-spheres, a main disadvantage is that an excessive number of spheres and computing
cost may be required to simulate a bulk of complex-shaped particles. For applications that require
the modeling of smoothed-surface simple particles such as tablets, the superquadrical model presents
an advantage over the composite-sphere models in terms of computing cost and accuracy of contact
force calculations [153]. An emerging class of DEM models, namely the sphero-cylindrical models
[12, 154–158], are found cost-effective and accurate for modeling flexible string-shaped materials and
are used to model certain agricultural products [159–162]. Though the sphero-cylindrical models do
not appear suitable for wood chips, they are likely a candidate for modeling the anatomical fractions
of milled corn stovers.
Our literature survey, however, has unveiled a considerable gap between the state-of-theart DEM models and the requirement for the design of biomass feedstock handling process. In
particular, most of the studies did not consider the impact of high stress consolidation (e.g., 5 10 kPa) on the bulk flowability of biomass in the industrial scale. As of yet, it is unclear what
improvements could be suggested from the DEM simulations of the hoppers, feeders and grinders
if the working conditions are properly prescribed. The accurate modeling of the bulk mechanical
properties of milled woody biomass in the high stress consolidation has been much less considered
than the gravity-driven flow. Our previous study [17] indicates that the composite-sphere particle
model may not suffice to simulate the bulk shear behavior of pine chips dominated by the possible
interlocking and entanglement between the pine chips due to their complex shapes, and that a better
approximation of the particle shapes is required.
This work is aimed to narrow the aforementioned gap by developing and qualifying DEM
approaches suitable for granular woody biomass in stress consolidation. To achieve the goal, we
present a tomography-informed DEM approach for granular woody biomass and use milled pine
particles to evaluate the applicability of the approach. A novel contribution of this work is that a
nano-computed tomography (nano-CT) scan and postprocessing scheme for woody biomass particles
is designed and performed to obtain 3D particle surface geometries as the basis for the polyhedral
DEM particle approximations. We have also created a set of (“rounded”) sphero-polyhedral particle
shapes [163–165] based on the resulted polyhedral particles for the comparative study purpose. A
comprehensive assessment of the predictability of the two models for the bulk behavior of the milled
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pines in stress consolidation is conducted with the support of the experimental tests conducted for
this work. All the DEM simulations were performed in Rocky DEM (version 4.3). Our parametric
study on a compressibility test has showed that particle Young’s modulus and particle-particle restitution coefficient are the two main properties influencing the simulated bulk behavior of the DEM
particles and that the level of DEM particle shape approximation for the real particles is critical for
accurately predicting the bulk behavior of the milled pines. We conclude that the polyhedral model
demonstrates remarkably better suitability than its sphero-polyhedral counterpart for modeling the
milled pines in high stress consolidation. The polyhedral model calibrated in the simulations of the
compressibility test is then applied in the simulations of a friction test without additional parameter
tuning. In the friction test, interlocking is found dominant in the shear of the bulk pine particles.
The polyhedral DEM simulations delivered an adequate prediction of the bulk pine particle frictional
behavior comparable to the experimental test. Since there are few similar simulations and experiments in literature, this work has provided novel insights into the suitability of the non-spherical
DEM models for milled pines in high stress consolidation. The tomography-informed DEM approach
demonstrated in this work can be easily extended to other types of woody biomass as well as other
materials with similar physical features.

3.2

Particle shape characterization
This section presents a nano-CT-informed shape characterization workflow and application

for the milled pine particles. The particle geometries obtained via nano-CT serve as baseline data
for the conceptualization of numerical particle shapes for the DEM simulations.

3.2.1

Particle sampling
In this work, the woody biomass feedstock being studied is milled loblolly pine. The mate-

rial was collected with industrially relevant techniques from southern Georgia. The raw feedstock
must be comminuted and filtered. Smaller particles typically enhance the process efficiency and rate
for production of bioenergy, biopower, and bioproducts. For biological processing, a common preprocessing method is to size reduce biomass through a nominally 25 mm retention screen to produce
a particle size distribution nominally around 8 - 12 mm. For thermochemical processing, smaller
sizes from 2 - 4 mm are more appropriate. These conversion efficiencies need to be balanced with
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increasing size reduction energy required. As a result, preprocessing of woody feedstock through a
6 or 12 mm retention screen in a mill is common. Additional milling techniques such as fractional
milling and recirculation/screening of feedstock are being investigated to generate a more uniform
particle size distribution with no generation of fines which can be lost to the process. Common
reactor types such as fluidized beds, entrained flow reactors, or riser-style reactors can be optimized
around a tight particle size distribution to ensure complete conversion, uniform particle residence
time, etc. As a result of these motivations, relevant preprocessing methods were used in this work
to generate a pine feedstock from loblolly pine in the range of 4 - 6 mesh (3.35 - 4.75 mm). From the
measured size distribution, these particles showed a 50% passing radius of approximately 1.9 mm.

Figure 3.1: Passing size distributions for isolated size ranges of pine fraction samples studied empirically.
The sample size reduction as performed on air-dried ( 5% M.C.) debarked loblolly pine
chips. Chips were hand fed into a Schutte Buffalo 18-7-300 hammer mill operating at 3600 RPM
and fit with a 0.5-inch discharge screen. A pneumatic discharge assist was used to remove particles
from the grinding chamber and collect the final sample with a cyclone collection system. Further
sample treatments, such as particle size classification, were performed to isolate samples of partic40

ular size/geometry. A RoTap (RX-30) was used for the classification of size distributions for the
respective samples. A set of sieves were used to separate the biomass samples over the 15 minute
separation time. Particle size exclusion classification was performed with a continuous sieve system
1

. Respective sized square sieves were used to separate particles at 3.35 mm and 4.75 mm intervals

for the respective samples. Prepared samples representing portions of the material distribution were
prepared in proportion to the processed material from the discharge of the hammer mill described
above. Figure 3.1 shows the particle size distribution for our samples and distributions for isolated
size classes. Shape classification was performed with an automated image analysis software and
through manual separation on a subset of particles for select particle ranges. The particle shapes
were detailed with distributions to facilitate the creation of numerical particles. The general shape
classes assigned to the particles include: a) large flat square flakes, b) flat square flakes, c) rectangular parallelepipeds, d) short needle-like rods, e) medium needle-like rods, and f) long needle-like rods,
as displayed in Figure 3.1. The respective distribution by particle count among the shape classes for
the 3 - 4 mm sample was 6.2%, 25.1%, 19.0%, 28.1%, 17.6%, and 3.9%. The relative distribution
of particle dimensions within these classes are shown in Figure 3.2. To readers’ potential interest,
an engineering protocol for classifying the particle shape of comminuted biomass is introduced in
Dooley et al. [166].

3.2.2

DEM particle shape conceptualization
Particle morphology is one of the material attributes that have primary impact on the bulk

mechanical characteristics of granular biomass materials [7]. In DEM simulations it would be ideal
to use numerical particles with high level of resemblance to the real particles. The use of X-ray CT to
scan bulk granular solids for obtaining particle shapes and packing orientations as initial conditions
for DEM simulations has been widely adopted for soil mechanics and rock mechanics [63]. In
those areas, grain boundary isolation in 2D/3D image processing to reconstruct individual granular
particles as polygons/polyhedrons or simpler geometries from a bulk of particles has been developed.
More recently, the emergent shape models such as the Fourier-series-based analytical shape model
[64] and level-set-based descriptive shape model [62] have also shown impressive accuracy in DEM
simulations for certain granular materials. In this work, we performed numerical particle shape
reconstruction of the isolated pine particle samples shown in Figure 3.1 using a nano-CT. The 3D
1 SWEECO
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Figure 3.2: Proximate dimension distributions within the pine fraction samples from Figure 3.1.
tomographic structures of the individual particles were obtained with a voxel resolution of 14.4 µm
in all the three directions. We used the ISO2MESH package [167] to generate the triangulated surface
geometries of individual particles based on their isolated 3D stack images. The average edge length
of the triangulation process in ISO2MESH was set close to 14.4 µm, resulting in a surface mesh that
consists of tens of millions of triangular elements for each loblolly pine particle. Notice that this
workflow is applicable to the numerical particle shape conceptualization of other types of woody
biomass materials as well.
The resulted surface meshes of the particles are essentially polyhedrons. Understandably,
those polyhedrons with the original mesh resolutions are way too expensive to consider for DEM
simulations. Nevertheless, we call those polyhedrons “extreme-resolution polyhedron” (EX-POLY)
and used them as the baseline data for generating coarse-grained surface meshes of the particles
affordable for DEM simulations, as shown in Table 3.1. We used MATLAB and its reducepatch
function with a user-specified target number of faces to perform a mesh coarse-graining process (or
in other words, mesh decimation) over the EX-POLY particles and obtained a set of coarse-grained
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polyhedral particles, each comprising thousands of surface triangles. The reducepatch function
attempts to preserve the overall shape of the original object. The number of output triangles may not
be exactly the number specified with the target number. If the surface triangles contain non-shared
vertices, the function will compute shared vertices before reducing the number of faces. We call
these coarse-grained polyhedrons “high-resolution polyhedron” (HIGH-POLY). The average, minimum,
and maximum edge sizes of the HIGH-POLY polyhedrons are 0.42 mm, 0.27 mm, and 0.63 mm,
respectively. The HIGH-POLY particles are however still computationally prohibitive for simulating
a bulk of thousands or tens of thousands particles. To reach a balance between adequate particle
geometrical resolution and affordable computational cost, we carried out a coarse-graining process
over the HIGH-POLY polyhedrons using MATLAB and its reducepatch function and obtained a new set
of coarse-grained particles, namely LOW-POLY, each comprising less than a hundred surface triangles.
The average, minimum, and maximum edge sizes of the LOW-POLY polyhedrons are 1.96 mm, 1.06
mm, and 4.06 mm, respectively. The LOW-POLY polyhedrons are possible for DEM simulations of
a laboratory-scale bulk test and therefore will facilitate the comparison between the experimental
measurement and DEM simulation results directly. Though the HIGH-POLY and LOW-POLY particles
(but especially LOW-POLY) neglect much of the microscale surface details of real pine particles (surface
roughness, tiny irregular edges and corners, etc.), they still roughly retain the representative surface
shape features of real pine particles such as the major irregular edges and corners, aspect ratios, and
sphericity.
To facilitate a comparative study, we also created a set of the smoothed sphero-polyhedron
(SPHERO-POLY) particles based on the LOW-POLY particles. A sphero-polyhedron is a polyhedron
that is eroded and dilated by a sphere element [163, 164]. The result is a polyhedron of similar
dimensions but with rounded corners. In Rocky DEM, a sphero-polyhedron is defined by four parameters: size (i.e., the sieve size defined in Section A.2), vertical aspect ratio, horizontal aspect
ratio, and number of corners. The size and vertical and horizontal aspect ratios of the SPHERO-POLY
particles were adopted from their corresponding LOW-POLY particle shapes. The numbers of corners
set for the SPHERO-POLY particles (i.e., 3 - 7) were much smaller than that of their corresponding
LOW-POLY particles, so each SPHERO-POLY particle attained a distinctive shape with reference to
their corresponding LOW-POLY particles. How the corners are placed is not strictly controlled by the
modelers. Using the same numbers of corners from the LOW-POLY particles for their corresponding
SPHERO-POLY particles would make all the SPHERO-POLY particles look like smoothed cuboids. As
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Table 3.1: CT image stack-informed pine particle shape approximations.
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Figure 3.3: Comparison of DEM particle sieve size distributions with physical samples.
a smoothed version of LOW-POLY particles, the SPHERO-POLY particles are much less intensive in
computing while being able to represent a rough geometrical outline of the pine particles. On the
sphero-polyhedral particle surfaces, geometric features such as irregular sharp edges and corners are
smoothed by spherical bounds. The advantage of sphero-polyhedron is that it allows for an easy
and efficient definition of contact laws between the particles, due to the smoothing of the edges
featured by spheres [165]. However, we suspect that the rounded surfaces may not be able to model
the non-smooth contacts between the real particles such as interlocking, which can be a critical
phenomenon that characterizes the bulk mechanical behavior of the particles. A comparative study
between the polyhedral and sphero-polyhedral shape models will help reveal the impact of surface
approximation treatment of these two models on the DEM simulation results.
To check whether the size distributions of the LOW-POLY and SPHERO-POLY particle specimens are representative of their physical counterpart shown in Figure 3.1, we performed simulations
of packing three times for each shape model in an equivalent container by prescribing ten reference
cumulative sieve percentages to the numerical particle sieve size distributions. The numerical sieve
mechanism in particle insertion does not guarantee that all the specified cumulative passing percentages can be met, especially near the lower and higher limits in the size distributions. Nevertheless,
the results with both shape models reached good agreement with the physical specimens in the size
distribution profiles, as shown in Figure 3.3.
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3.3
3.3.1

Discrete Element Method
Governing equations
A brief description of DEM is presented in this section. We refer to the works of Cundall

and Strack [8] and Chung [69] for the theoretical foundation of DEM. The motion of particles in
DEM is tracked through the calculation of the particles’ force and moment. The bulk behavior of
particles to be simulated is presented as an assembly of the actions (i.e., interaction and motion)
of all constituent particles. Each particle can have at least two types of motion – translation and
rotation, which can be described by the Newton-Euler equations [168]:
n

mi

i
X
d2 xi
Fij + mi g
=
2
dt
j=1

(3.1)

n

i
X
dωi
Ii
Mij
+ ωi × (Ii ωi ) =
dt
j=1

(3.2)

where mi , Ii , xi , and ωi are the mass, tensor moment of inertia, position vector, and angular velocity
of particle, i, respectively; n is the number of neighbors in contact with particle, i. The forces acting
on particle, i, include the gravitational force, mi g, and contact forces, Fij , and moments, Mij .
To resolve the motion of each particle, all the forces and moments experienced by each particle
are first evaluated and summed. A particle can be subjected to the following typical types of
forces/moments: gravity, contact forces, external forces, and damping forces. The damping can be
global as a means of facilitating energy dissipation and stabilizing a quasi-static simulation [69, 169].
The damping can also be local in the contact forces for accounting for the energy dissipation due
to collisions. The contact detection between the particles depends on the particle shape models and
can be complicated for non-spherical particles. Once the particle forces/moments are obtained, the
motion of the particle is numerically integrated in time, e.g. using the second-order Velocity Verlet
algorithm [35], to update the translational and rotational positions and velocity of each particle.
The evaluation of the forces/moments and the time integration of particle motion are resolved at
each timestep through the duration of the DEM simulation.
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3.3.2

Particle contact calculations
A polyhedron of arbitrary complexity can be convex or concave. In DEM simulations, the

particle shapes can be imported from the STL files. The polyhedral particles can deform but are
assumed inflexible for the representation of milled pine particles, as they do not exhibit deformation unless under excessively large compression or shear force. The polyhedral shape model can be
expensive for inter-particle and particle-wall contact detection, where the computing cost is directly
associated to the number of surface triangles for each particle. The contact detection should comprehend all geometrical calculations related to the interaction among particles and between particles
and boundaries. The geometrical data needed for the calculation of contact forces is computed during the contact detection phase. Interested readers may refer to Section A.1 for more details of the
contact detection algorithm for polyhedral particles. The contact force-displacement law for biomass
materials is conceivably not trivial. The development of a semi-empirical formulation of contact laws
for biomass particles may rely on experimental characterization of individual particles [170]. The
accurate formulation of contact force potentials may need to further take into account the local
details of particle shapes [158]. Using those sophisticated force-contact models with complex-shaped
models, however, can make the resulting DEM simulations rather costly for even a modest number
of particles (e.g. tens of thousands of polyhedrons).
To avoid overhead of long simulation times, the present work used a hysteretic linear spring
model for normal contact [73] in Rocky DEM to approximately account for the elastic-plastic contact
of pine particles. The hysteretic linear spring model is described by the following set of equations:

Fnt =





min(Knl stn , Fnt−∆t + Knu ∆sn )

if ∆sn ≥ 0




max(Fnt−∆t + Knu ∆sn , λKnl stn )

if ∆sn < 0

∆sn = stn − st−∆t
n

(3.3)

(3.4)

where Fnt and Fnt−∆t are the normal elastic-plastic contact forces at the current time t and at the
previous time t − ∆t, respectively, where ∆t is the time step. ∆sn is the change in the contact
normal overlap during the current time. It is assumed to be positive as particles approach each
other and negative when they separate. stn and st−∆t
are the normal overlap values at the current
n
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Figure 3.4: Schematic of a normal force-overlap response for the hysteretic linear spring model.
and at the previous time, respectively. Knl and Knu are the values of loading and unloading contact
stiffnesses, respectively. λ is a dimensionless small constant. Its default value is 0.001 in this work.
The part of the term in which this constant is active ensures that, during the unloading, the normal
force will return to zero when the overlap decreases to zero. A typical loading-unloading cycle is
depicted in Figure 3.4. Between points A and B, we have the loading process, in which the normal
force overlap increases linearly with slope Knl . After reaching the maximum overlap, the unloading
follows a steeper line between points B and C, in which the slope is Knu . The plastic deformation
for the contact only exists during the contact, so any residual deformation is forgotten after the
contact ceases. The energy dissipated in the collision is numerically equal to the shaded area in
the force-overlap diagram of Figure 3.4. The loading and unloading stiffnesses are defined by the
particle size, the Young’s modulus, and by the restitution coefficient of contacting materials. The
restitution coefficient ε is a measure of energy dissipation for the contacting pair of materials. For
the contact of two particles, or of a particle with a boundary, the loading and unloading equivalent
stiffnesses are defined, respectively, as:






1
1
1
Knl,p1 + Knl,p2
=

Knl

1
1

 Knl,p + Knl,b

for particle-particle contact
(3.5)
for particle-wall contact

Knu =

Knl
ε2

(3.6)

where subscripts p1 and p2 refer to particle 1 and 2 of two contacting particles. The individual
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stiffnesses associated to a particle and to a boundary are computed, respectively, as:

Knl,p = Ep L

(3.7)

Knl,b = Eb L

(3.8)

where Ep is the particle material’s Young’s modulus or elastic modulus, Eb is the boundary material’s
Young’s modulus, and L is the particle sieve size (see the definition in Section A.2).
In long-time contacts, for instance, among particles in a stockpile, the hysteretic linear
spring model can give rise to oscillations of very small amplitudes on the normal force and on
the overlap. Although those oscillations are barely noticeable, they can prevent the particles from
reaching a state of absolute repose. Because of this, an additional mechanism of energy dissipation is
introduced in order to dissipate spurious oscillations in long-time contacts. This mechanism consists
in the addition of a viscous force which is only activated during secondary loading cycles on long-time
contacts. That additional force is defined as:

Fn,v = Cn ṡn

(3.9)

where ṡn is the time derivative of the normal overlap and Cn is the damping coefficient. Cn is
defined as follows:
Cn = 2η

p

m∗ Knl

(3.10)

where η is the damping ratio, a dimensionless parameter related to the restitution coefficient. Allowed values for ε are between 0 and 1. The higher the value of η, the faster will be the dissipation
of oscillations. m∗ is the effective mass for the contact, defined as:






1
1
m1 +
=

m∗

1

m

1
m2

for particle-particle contact
(3.11)
for particle-wall contact

where m1 and m2 are the masses of the contacting particles, and m is the mass of the particle in
contact with a boundary.
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Figure 3.5: Relationship between the damping ratio η and the restitution coefficient ε, given by
Equation (3.12).
In general, there is one value of the damping ratio η for which the energy dissipation on a
collision event will replicate the energy dissipation predicted by the restitution coefficient ε. The
functional relationship between η and ε, derived from that condition, is:

"

√ 2 #
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η
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√
if 0 ≤ η < 1/ 2
√
if 1/ 2 ≤ η ≤ 1

(3.12)

if η > 1

Equation (3.12) defines the restitution coefficient ε as a monotonic function of the damping coefficient
η, as shown in Figure 3.5. Since the inverse of this function cannot be determined analytically,
Equation (3.12) is solved numerically in order to find the value of η that corresponds to the value of
ε prescribed in simulations. Equation (3.12) was originally derived by Schwager and Pöschel [171],
considering that the end of a collision happens when the contact normal force decreases to zero.
To calculate the tangential components of the contact forces, this work used a linear spring
Coulomb limit model. The tangential force in this model is elastic-frictional. If the tangential force
were considered purely elastic, its value at time t would be given:

Ftτ,e = Ft−∆t
− Kτ ∆sτ
τ
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(3.13)

where the minus sign arises from the fact that the tangential force always opposes to the tangential
displacement. Fτt−∆t is the value of the tangential force at the previous time. ∆sτ is the tangential
relative displacement of the particles during the timestep. Kτ is the tangential stiffness defined as:

Kτ = rK Knl

(3.14)

where Knl is the loading normal stiffness defined in Equation (3.5) and rK is a user-input scaling
coefficient. In this model, the tangential force cannot exceed the Coulomb’s limit. Therefore, the
complete expression for the tangential force is:

 Ft
τ,e
Ftτ = min |Ftτ,e |, µFnt
|Ftτ,e |

(3.15)

where Fnt is the contact normal force at time t and µ is the friction coefficient, defined as:

µ=





µs



µd

if no sliding takes place at the contact
(3.16)
if sliding takes place at the contact

in which µs and µd are the static and the dynamic friction coefficients, respectively. These are
properties that can be prescribed in simulations. The sliding is considered to be taking place on the
contact the first time the tangential force Ftτ,e exceeds the limit of µs Fnt . Once that force falls below
the value of µs Fnt , the contact is considered non-sliding again.
A minimal list of user-input parameters needed for configuring a generic DEM simulation
is shown in Table 3.2.

3.3.3

Timestep calculations
Timestep is one of the main factors that determine the amount of time required for the com-

pletion of a DEM simulation. The timestep should be large enough to ensure reasonable completion
time, but small enough to guarantee the accuracy and stability of the simulation. It is a customary
practice in DEM to set the timestep as a fraction of the oscillation period of an equivalent massp
spring system, 2π m/K, where m and K are the critical values of mass and stiffness, respectively
[172, 173]. That duration of time will approximate the duration of the shortest possible collision
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Table 3.2: List of required input material and contact properties in DEM.
User-input parameter

Unit

Particle material’s Young’s modulus, Ep
Boundary material’s Young’s modulus, Eb
Particle material’s density, ρp
Boundary material’s density, ρb
Particle material’s Poisson’s ratio, νp
Boundary material’s Poisson’s ratio, νb
Particle-particle contact restitution coefficient, εpp
Particle-boundary contact restitution coefficient, εpb
Particle-particle contact static friction coefficient, µs,pp
Particle-boundary contact static friction coefficient, µs,pb
Particle-particle contact dynamic friction coefficient, µd,pp
Particle-boundary contact dynamic friction coefficient, µd,pb

Pa
Pa
kg/m3
kg/m3
—
—
—
—
—
—
—
—

among all possible combinations of particles and boundaries. The timestep value is chosen in a way
that even the shortest collision may be solved numerically with a reasonable resolution.
In the hysteretic linear spring model, the loading and the unloading stages of the contact
occur with two different values of stiffnesses, Knl and Knu , respectively. Therefore, the calculation
of the timestep takes into account those two stages independently and can be summarized as below:

∆t = min

π
l
2N∆t

r

m∗ π
,
Knl 8

r

m∗
Knu

!
(3.17)

l
is a user-input parameter defined
where m∗ is the effective mass defined in Equation (3.11), and N∆t

as the minimum number of timesteps per loading cycle, with the default value to be 15. When
using Equation (3.17), all possible combinations of particle-particle and particle-wall contacts are
p
p
examined to determine the critical values of m∗ /Knl and m∗ /Knu . Equation (3.17) guarantees
l
that, during any collision, the loading portion will be discretized with at least N∆t
timesteps, while

the unloading will comprehend at least 4 timesteps.

3.4
3.4.1

Characterization of compressibility
Problem description
Plastic deformation of bulk granular materials generally refers to the deformation of a bulk

particulate element by moving particles against each other rather than the deformation of individual
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particles, since the deformation at the contacts of individual particles does not contribute much to
the total deformation of the bulk particulates. To describe this effect, the word “flowing” is often
used instead of “deformation”. To characterize granular woody biomass such as milled pine particles,
we consider the above definition valid, as pine particles do not manifest deformation at the contacts
in the handling and storage conditions. In this section, we present a compressibility test through
axial cyclic loading-unloading for milled pine particles and the corresponding DEM simulations. The
test is a benchmark often used for characterizing the compressibility of granular materials. A bulk
granular material sample is compacted under increasing vertical stress, σv . From the increase in bulk
density, ρb , as a function of the vertical stress the flow behavior is evaluated (poorer flow behavior
with increasing compressibility).
A method often used is the determination of compressibility from only two quantities: the
bulk density of the specimen poured loosely into the test container (loose bulk density, ρb0 ) and
tapped density, ρt . The tapped density is determined with a tap volumeter. The specimen is poured
into a test container which is then tapped against a hard surface a specified number of times. The
tapped density, ρt , is determined from the mass and final volume of the specimen. From the loose
bulk and tapped densities different parameters can be determined, e.g. compressibility index, KI
(also known as Carr compressibility index), and Hausner ratio, H:

KI =

ρt − ρb0
· 100%
ρt

(3.18)

ρt
ρb0

(3.19)

H=

A compressibility index KI = 0 or a Hausner ratio H = 1, respectively, indicate an incompressible
bulk granular material (ρt = ρb0 ). This is interpreted as the best possible flowability. The larger
the values of KI or H, the poorer is the flowability.
For assessing the flowability of granular biomass, it is important to know a characteristic
value for the degree of compressibility and the dependence of bulk density on consolidation stress
(e.g. the assessment of the mass capacity of handling or storage equipment). Since we are interested
in the bulk density as a function of the consolidation stress, several pairs of values of bulk density and
consolidation stress will be measured in the relevant stress range. The results should be indicated
in the form of an equation adapted to the measuring points, which indicates the bulk density as a
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function of the consolidation stress. A function, which can be adapted simply and usually describes
the bulk density of the traditional bulk solids in a limited stress range sufficiently well, is [174]

ρb = ρ0 + α · ln

σ
σ0

(3.20)

Here ρ0 and α are the parameters that need to be adapted. They both have the same units as the
bulk density. Similarly, Johanson and Jenike [175] and Thomson [176] proposed a similar exponential
relationship in a normalized form:

ρb = ρ0

σ
σ0

β
(3.21)

We carried out the experiment for the axial cyclic loading-unloading compressibility test
using an Instron® 5982 Dual Column Floor Frames system. The testing apparatus is illustrated in
Figure 3.6. The inner volumetric size of the cylindrical container is 60 mm in radius and 120 mm
in height. The physical test was conducted three times to account for the feedstock variability, each
time with a new bulk specimen of the 3 - 4 mm pine particles. This container is sufficiently large for
the bulk characterization in this test, as the radius is over 15 times larger than the average particle
size. To prepare the test, a bulk specimen was loosely filled in the container with bulk height up to
100 - 110 mm. The specimen was weighed before mounting onto the tester. To reduce the variability
from loose packing, preloaded stress of 100 Pa was exerted on the specimen. The preloaded height
of the specimen was 90 - 100 mm. Five loading-unloading cycles, with peak loading stress to be 1,
2.5, 5, 7.5, and 10 kPa, respectively, were conducted successively on the specimen. Each unloading
was set to stop when the loaded stress decreased to 100 Pa. During the test, a computer connected
to the testing system recorded the vertical displacement of the loading frame as well as the vertical
force exerted on the horizontal lid. In our trial testing, we found that the loading-unloading speed
could modestly impact the appearance of the stress-strain profiles of the bulk pine particles, though
the bulk density would not change much at end of those cycles. Since the present test was for
assessing the compressibility of bulk pine particles in the quasi-static storage conditions, a relatively
slow speed of 0.2 mm/s was specified for loading-unloading in the experiment. The corresponding
DEM simulations adopted the same speed.
In addition to the tapped densities, it is also of our interest to characterize the bulk stiffness
in stress consolidation. In the example bulk stress-strain profile shown in Figure 3.6, the instantaneous bulk stiffness (as indicated by the instantaneous slope) grows as the compressive stress
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Figure 3.6: Illustration of the setup for cyclic loading-unloading axial compression test.
increases upon each tap. The bulk specimen appears to be much stiffer at the beginning of each
unloading than before the end of its preceding loading. One method often used to describe the bulk
stiffness is the constrained modulus, Mt , which is calculated in the so-called approximate linear
elastic recovery period (variance of slope < 2%) of the bulk stress-strain profile when each unloading
starts. Similar to the tapped density, the constrained modulus also grows when higher compressive
stress is exerted.
To set up the corresponding DEM simulations for the compressibility test, we modeled a
quarter of the cylindrical container by prescribing a cylindrical periodic boundary condition to the
pair of the x-y and y-z planes, as shown in Figure 3.7. The gravitational force points to the negative
y-direction. Surface meshes were used to model the bottom and vertical walls of the cylinder, as
well as the lid for exerting the axial compressive force. The cylindrical surface meshes were treated
as frictional walls. All the surface meshes are rigid (i.e., deformation ignored) and consist of uniform
triangles with an average edge size of 3 mm. The edge size was chosen to be close to the average
particle length for sufficient accuracy in particle-wall contact force calculations. The DEM simulation
procedures are similar to the physical test. A “rainfall” continuous fill method was used for the loose
packing. The insertion was stopped when the height of the bulk particles reached 100 - 110 mm, the
same as the physical test. The loose packing filled the quarter cylindrical container with about 1, 600
sphero-polyhedral particles or 1, 400 polyhedral particles. During the cyclic loading-unloading, the
compressive stress was calculated as the integration of particle-lid contact forces divided by the area
of the quarter circular lid mesh. The vertical displacement of the lid was recorded to calculate the
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(a) Polyhedron

(b) Sphero-polyhedron

Cylindrical periodic boundary

Cylindrical periodic boundary

Figure 3.7: Illustration of DEM simulation setup for the axial cyclic loading-unloading test.
change of the bulk volume of the numerical specimen and hence the bulk strain.
In the DEM simulations of the compressibility test, parametric studies were designed for
Ep , εpp , and µpb , respectively. Other parameters from Table 3.2, including ρp = 390 kg/m3 [17,
177], ρb = 7850 kg/m3 , Eb = 100 GPa, νp = νb = 0.3, εpb = 0.3, and µpp = 0.9, remained
constant. The dynamic properties were set equal to their static counterpart, i.e., µpp = µd,pp = µs,pp
and µpb = µd,pb = µs,pb . We would like to note that friction between real pine particles is not
trivial to characterize, because of their irregular surface shapes and roughness. Interlocking between
the particles rather than frictional force may have a much larger influence on their bulk frictional
behavior. Therefore, it is not surprising to see that pine particles could exhibit a repose angle in
the (45◦ , 60◦ ) range [178]. Using the correlation between the repose angle and particle size in Rezaei
et al. [178], a friction angle of about 42◦ (i.e., µpp = 0.9) was assigned in this study. Since the
relative motion between these non-flexible polyhedral particles is minimum in the present quasistatic condition, the bulk compressibility and mechanical response would not be sensitive to the
choice of µpp (e.g., in a range of at most 5◦ in friction angle). Nevertheless, we would like to note
that µpp can have considerable influence on the bulk behavior of flexible particles (e.g., flexible
string-shaped particles) in a uniaxial or tri-axial loading tester, as those particles that can bend
and twist, and exhibit large relative displacement in stress consolidation [179]. In the parametric
study of εpp , the simulation was repeated three times, each time with a different loose packing to
account for the influence of initial packing. The PSD of all the DEM initial packings matched
well with the physical specimen. We used the this compressibility test to calibrate our nano-CT-
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informed polyhedral DEM and sphero-polyhedral DEM approaches. The parametric studies on
the DEM parameters of interest were performed to determine suitable ranges of those parameters
for modeling bulk pine particles in stress consolidation. The critical timestep size ranged between
0.2 and 1.2 ms, which were determined primarily by Ep and εpp , collectively. We assessed the
suitability of the two approaches based on the degree of agreement between the experimental data
and simulation results on the tapped density and constrained modulus as discrete functions of the
compressive stress, respectively. A DEM approach considered more suitable than the other in this
compressibility test was then applied in the simulations of a bulk friction test to assess the approach’s
predictability.

3.4.2

Results and discussion
In this section, we report the experimental data and DEM simulation results for the axial

cyclic loading-unloading compressibility test. The simulations were conducted using the Rocky®
DEM package on a computer (Intel Core i9-9900X CPU at 3.50 GHz × 10, Nvidia GeForce RTX 2080
Ti GPU, CentOS 7 Linux operating system). Our profiling showed that our simulations running on
the GPU were 3-4 times faster than on 8 CPU cores. Therefore, we deployed the GPU for all the
simulations in this work.

3.4.2.1

Experimental measurement
The experimental results are summarized in Figure 3.8, including (a) bulk stress-strain

profiles of three specimens, (b) Hausner ratio as a discrete function of compressive stress, H(σv ),
and (c) constrained modulus as a discrete function of compressive stress, Mt (σv ). The variability of
the specimens is quantitatively represented in H(σv ) and Mt (σv ) with the lower and upper bounds
relative to the mean values. Increasing σv leads to growing variability in H and Mt . For example, a
deviation of ±17% is observed in Mt (3000±500 kPa) when σv reaches 10 kPa. We used the nonlinear
least-squares Marquardt-Levenberg algorithm in an attempt to fit the profile of the mean of H(σv )
with the empirical functions Equation (3.20) and Equation (3.21), respectively. Equation (3.20) was
found not able to fit the profile at all, whereas Equation (3.21) made a marginal fit, as shown in
Figure 3.8b. The findings indicate that those empirical functions derived from hard bulk solids are
not quite applicable for predicting the behavior of the relatively softer, complex-shaped granular
woody biomass such as the milled pine particles. In the higher range of the tested consolidation
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stress (i.e., 5 - 10 kPa), the Hausner ratio, H, showed a trend to increase linearly rather than yield as
Equation (3.21) would predict. The constrained modulus, Mt , also showed a similar trend to grow
linearly in high consolidation stress. DEM simulations are expected to capture these key patterns
of the bulk pine particles. In the following discussions, we report the calibration and assessment of
the nano-CT-informed polyhedral and sphero-polyhedral DEM model approaches.
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Figure 3.8: Experimental data of the compressibility test: (a) bulk stress-strain profiles of three
specimens; (b) Hausner ratio as a discrete function of compressive stress, H(σv ); (c) constrained
modulus as a discrete function of compressive stress, Mt (σv ).

3.4.2.2

Parametric study of DEM particle stiffness
Particle stiffness is one of the major intrinsic material properties that decide compressibility

and stiffness of a bulk of particles. The stiffness of individual particles varies depending on particle
attributes such as morphologies (i.e., size and shape) and structures (i.e., mass distribution and
porosity distribution). For a DEM simulation, it is not practically possible to determine a unique
Young’s modulus for each particle. Instead, it is common practice to specify an effective Young’s
modulus, Ep , for all the particles in a bulk. To determine a proper value or range of Ep for the
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DEM simulation of milled pine particles, a parametric study of Ep with the value ranging from
high to low (i.e., 50, 10, and 2 MPa) was performed for the polyhedral and sphero-polyhedral DEM
models, respectively. The other variable parameters, including εpp and µpb , remained constant,
i.e., εpp = 0.3 and µpb = 0.5. The simulation results are shown in Figure 3.9, including (a) σv -ϵv ,
profiles of the sphero-polyhedral DEM, (b) σv -ϵv profiles of the polyhedral DEM, (c) H(σv ) profiles
of the sphero-polyhedral DEM, (d) H(σv ) profiles of the polyhedral DEM, (e) Mt (σv ) profiles of the
sphero-polyhedral DEM, and (f) Mt (σv ) profiles of the polyhedral DEM.
In the tested range of Ep , all of the sphero-polyhedral DEM simulations largely overpredicted
H(σv ), as shown in Figure 3.9c. In contrast, the polyhedral DEM simulations rendered a prediction
of H(σv ) much closer to the experimental data, as shown in Figure 3.9d. The better predictability
of the polyhedral DEM model for H(σv ) is attributed to the geometric features of the polyhedral
particles (sharp edges, sharp corners, irregular surfaces, concavity, etc.) that resulted in a higher level
of resemblance of the real pine particles. Those features helped better sustain void space between
the particles and consequently led to less decrease of void space when a bulk of particles in stress
consolidation. In contrast, the sphero-polyhedral particles became much denser through repeated
loading, because the smooth surface contacts between the sphero-polyhedral particles allowed for a
greater decrease in void space. We also noticed that the H(σv ) profiles corresponding to the different
values of Ep did not differ significantly in both models. The results illuminate the fact that 1) the
level of resemblance of DEM particles to the real complex-shaped particles plays a critical role in
predicting H(σv ), and 2) Ep has a relatively lower impact on H(σv ).
Particle shape models are also observed to have a strong influence on Mt (σv ). The Mt (σv )
profiles predicted by the sphero-polyhedral model are either flattened or slightly decreasing in the
higher range of σv (i.e., 5 - 10 kPa). None of the profiles exhibited a trend to increase with increasing
σv , as shown in Figure 3.9e. In contrast, the polyhedral DEM simulation corresponding to Ep =
2 MPa resulted in a Mt (σv ) profile that matched the best with the experimental data regarding
both the range of value and the trend to increase with increasing σv , as shown in Figure 3.9f. The
calibrated value of Ep (i.e., 2MPa or close) is in the same order of magnitude as Mt , though the latter
can grow about 2 times larger than the former in increasing σv . To conclude from the parametric
study of Ep alone, the nano-CT-informed polyhedral DEM model demonstrated predictability of
compressibility and stiffness of bulk pine particles that are comparable to the physical test results,
whereas the sphero-polyhedral DEM model is observed not capable of accurately predicting those
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Figure 3.9: A comparative parametric study of Ep (i.e., Ep = 50, 10, and 2 MPa, respectively)
between the sphero-polyhedral (SPHERO-POLY) and polyhedral (LOW-POLY) DEM simulations of the
compressibility test: (a) SPHERO-POLY bulk σv -ϵv profiles; (b) LOW-POLY bulk σv -ϵv profiles; (c)
SPHERO-POLY H(σv ) profiles; (d) LOW-POLY H(σv ) profiles; (e) SPHERO-POLY Mt (σv ) profiles; (f)
LOW-POLY Mt (σv ) profiles.
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bulk properties.

3.4.2.3

Parametric study of DEM particle-particle restitution coefficient
A parametric study of εpp was conducted with the value ranging from low to high (i.e.,

0.1, 0.3, 0.5, 0.7, and 0.9). We selected Ep = 2 MPa for the two shape models and kept the
other parameters the same as in the preceding study. The simulation results are collectively shown
in Figure 3.10, including (a) σv -ϵv profiles of the sphero-polyhedral DEM, (b) σv -ϵv profiles of
the polyhedral DEM, (c) H(σv ) profiles of the sphero-polyhedral DEM, (d) H(σv ) profiles of the
polyhedral DEM, (e) Mt (σv ) profiles of the sphero-polyhedral DEM, and (f) Mt (σv ) profiles of the
polyhedral DEM.
As shown in Figure 3.10, εpp had a profound influence on the simulation results for both
models. For the sphero-polyhedral DEM, numerical instability is observed in the simulation corresponding to εpp = 0.7, as shown in the σv -ϵv profiles in Figure 3.10a. Moreover, the simulation
corresponding to εpp = 0.9 crashed during the 10 kPa loading and thus its incomplete profile is
not shown. The numerical instability is due to the larger-than-allowed critical timestep size, ∆t,
automatically calculated and can be avoided if a sufficiently small value is given. In contrast, all
the polyhedral DEM simulations were completed successfully using the automatically calculated
timestep size without experiencing numerical instability, as shown in Figure 3.10b. The simulation
results corresponding to the high values of εpp (i.e., 0.7 and 0.9) are not important in this study
because the pine particle-particle contact is relatively soft and far from being elastic. Nevertheless,
the cases of εpp = 0.7 and 0.9 were included for the completeness of the parametric study. Reducing
εpp (that is, increasing the unloading stiffness of particle-particle contact) led to the overall lowered
H(σv ) profiles for both models. For the sphero-polyhedral DEM, the simulated H(σv ) profile corresponding to εpp = 0.1 is still much higher than the experimental data, as shown in Figure 3.10c.
For the polyhedral DEM, the H(σv ) profile corresponding to εpp = 0.1 matched the best with the
experimental data, as shown in Figure 3.10d.
An interesting observation is in the Mt (σv ) profiles by the sphero-polyhedral DEM simulations, as shown in Figure 3.10e. Despite the wide tested range of εpp (i.e., 0.1 - 0.7), the Mt (σv )
profiles are almost flat for σv = 5 − 10 kPa and they stayed in a relatively low, narrow range of
Mt = 500 − 900 kPa. In other words, a bulk of sphero-polyhedral DEM particles will not become
stiffer with whatever values of εpp in increasing consolidation stress. This finding has helped fur61
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Figure 3.10: A comparative parametric study of εpp (i.e, εpp = 0.1, 0.3, 0.5, 0.7 and 0.9 if possible)
between the sphero-polyhedral (SPHERO-POLY) and polyhedral (LOW-POLY) DEM simulations of the
compressibility test: (a) SPHERO-POLY bulk σv -ϵv profiles; (b) LOW-POLY bulk σv -ϵv profiles; (c)
SPHERO-POLY H(σv ) profiles; (d) LOW-POLY H(σv ) profiles; (e) SPHERO-POLY Mt (σv ) profiles; (f)
LOW-POLY Mt (σv ) profiles.
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ther verify that the sphero-polyhedral DEM is not well suited for predicting the compressibility and
stiffness of bulk pine particles. In contrast, the polyhedral DEM simulations with εpp = 0.1 − 0.9
all rendered a consistent increase of Mt in increasing σv , shown in Figure 3.10f. In particular,the
Mt (σv ) profile corresponding to εpp = 0.1 fits the best with the experimentally measured values of
Mt (σv ).
Through the parametric studies on Ep and εpp collectively, the nano-CT-informed polyhedral
DEM approach has demonstrated ample suitability for modeling the mechanical properties of the
milled pine particles in stress consolidation. By using the bulk compressibility (i.e., the Hausner
ratio, H) and constrained modulus, Mt , as two quantitative metrics for assessing the model fidelity,
we have found that the combination of Ep = 2 MPa and εpp = 0.1 are appropriate enough to use for
the polyhedral DEM in this work, as shown in Figure 3.10d Figure 3.10f together. These two metrics
are critical criteria for validating numerical models for simulating the quasi-static storage conditions
of chipped pine biomass, as they have been also used in other recent modeling studies [177]. We would
like to note that unlike non-flexible particles such as pine chips, high aspect-ratio flexible particles
(e.g., string-shaped) may experience considerable self-deformation and displacement in compression
[179]; in that case, the stress-strain curve may also be of interest as a qualitative metric. In the
present study, the recommended polyhedral DEM approach is, however, not without limitation. For
example, it overpredicted the experimental value of Mt in the lower range of σv (e.g., 1 − 2.5 kPa).
The overprediction is due to the limitation in the affordable level of polyhedral shape approximation
to the real pine particles for bulk simulations. The use of particles with finer resolutions (e.g., the
HIGH-POLY in Table 1) may soften contact between the particles and more accurate predictions of
the Mt (σv ) profiles but will result in excessive computing costs for bulk DEM simulations. We
conducted a limited timing test using the HIGH-POLY particles; the estimate completion time for a
five-cycle compressibility test is over a month even with a current top-tier GPU. In contrast, it takes
5-7 days (depending on the values of Ep and εpp ) to complete the same simulation with the LOW-POLY
particles. The LOW-POLY particles correspond to the possible resolutions that we can currently afford
for simulating a few thousands of such particles in a reasonable amount of time.
In addition to the above parametric studies, we also plotted H and Mt against εpp for the
two models, respectively, in Figure 3.11. Five profiles are displayed in each plot in Figure 3.11.
Each profile corresponds to a consolidation stress, σv , i.e., 1, 2.5, 5, 7.5, and 10 kPa, respectively.
Collectively, those plots provide an insight into how εpp influences the simulated bulk behavior in
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different levels of consolidation stress. For the sphero-polyhedral DEM, each H profile grows with
εpp increasing from 0.1 to 0.5 but then drops when εpp = 0.7, as shown in Figure 3.11a. The model’s
Mt profiles follow a similar growing trend with εpp increasing from 0.1 to 0.5 but manifest a drastic
drop when εpp reaches 0.7, as shown in Figure 3.11c. For the polyhedral DEM, each H profile
grows or drops slightly or stays relatively level with εpp increasing from 0.1 to 0.9, as shown in
Figure 3.11b. The model’s Mt profiles grow steadily with εpp increasing from 0.1 to 0.5 or 0.7 and
then drop significantly when εpp reaches 0.9, as shown in Figure 3.11d. In summary, all of the H
and Mt profiles are non-monotonic regarding εpp , indicating the sophisticated correlation between
εpp and the bulk behavior of both models. The sphero-polyhedral DEM is not considered in further
studies, as an adequate amount of assessment has shown its lacking predictability for modeling the
milled pine particles.
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Figure 3.11: Influence of εpp on the bulk properties in the sphero-polyhedral (SPHERO-POLY) and
polyhedral (LOW-POLY) DEM simulations of the compressibility test in different peak loading stresses,
σv : (a) SPHERO-POLY H(εpp ) profiles; (b) LOW-POLY H(εpp ) profiles; (c) SPHERO-POLY Mt (εpp ) profiles; (d) LOW-POLY Mt (εpp ) profiles.
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3.4.2.4

DEM particle initial packing
This section studies the influence of initial packing on the polyhedral DEM simulation re-

sults. We prepared three packings for each of the five values of εpp ranging from 0.1 to 0.9. The
different packings were prepared by adjusting the vertical coordinate of the source point in the
simulation domain. The total number of particles and particle size distribution remained approximately the same between the packings. Particle Young’s modulus, Ep , was set equal to 2 MPa and
other parameters remained the same as in the preceding studies. The simulation results are shown
in Figure 3.12. For each value of εpp , we used a solid line, a dotted line, and a dash-dot line to
represent the three H and Mt profiles corresponding to the three packings, as shown in Figure 3.12a
and Figure 3.12c, respectively. The means and standard deviations of H and Mt are plotted against
εpp in Figure 3.12b and Figure 3.12d, respectively. The results suggest that the variabilities arising
from initial packing are relatively small in the H profiles. The larger variabilities, however, are
observed in the Mt profiles. It is though similar to how the real pine particles behave, seen from the
experimental data. To conclude, the computed bulk properties of polyhedral DEM particles are not
very sensitive to the variabilities of initial packing.

3.4.2.5

DEM particle-wall friction coefficient
In the compression test, another source of error is the friction at the sidewalls of the mold.

This friction reduces the normal stress from top to bottom so that the bulk particles are consolidated
less towards the bottom of the mold. A cylindrical mold with smooth walls should be used. To reduce
the wall friction, the walls of the mold can be lubricated. Nevertheless, determining an accurate
value or range of particle-wall friction coefficient is not a priority in our study, because the wall
material in the handling equipment is usually different from the compression tester mold. In DEM
simulations, it is trivial to specify zero wall friction with µpb = 0. Therefore, we performed a brief
parametric study of µpb for the polyhedral DEM to investigate the impact of µpb (i.e., 0.5 versus 0)
on the simulations corresponding to Ep = 50, 10, and 2 MPa, respectively. The results are shown
in Figure 3.13. We specified εpp = 0.3, so some simulation results in the preceding studies can
be reused here. Figure 13 (a) shows that the bulk stress-strain profiles simulated with the stiffer
particles (in purple and green colors) display a large variance between µpb = 0.5 and 0. In contrast,
µpb has a lower impact on the softer particles (i.e., Ep = 2 MPa): the two H profiles (in blue color)
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Figure 3.12: Influence of the initial packing on the bulk properties of the polyhedral (LOW-POLY)
DEM simulations of the compressibility test with a range of εpp : (a) H(σv ) profiles with 3 packings
for each εpp ; (b) H(εv ) mean profiles with the standard deviations; (c) Mt (σv ) profiles with 3
packings for each εpp ; (d) Mt (εv ) mean profiles with the standard deviations.
do not vary much between µpb = 0.5 and 0, as shown in Figure 13 (b). However, for all the tested
Ep , the Mt profiles with µpb = 0 are flattened for σv = 5 - 10 kPa, whereas those with µpb = 0.5
manifest consistent growth, as shown in Figure 13 (c). This finding indicates a profound influence
of µpb on the bulk stiffness of polyhedral DEM particles in stress consolidation.

3.5
3.5.1

Characterization of friction
Problem description
This section reports the experimental characterization of the frictional behavior of the milled

pine particles and the corresponding DEM simulations using the nano-CT-informed polyhedral DEM
model. The frictional behavior of granular woody biomass such as the milled pines has not been
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Figure 3.13: A sensitivity study of µpb on the polyhedral (LOW-POLY) DEM simulations of the
compressibility test using a range of Ep (i.e., 50, 10, and 2 MPa): (a) bulk σv -ϵv profiles; (b) H(σv )
profiles; (c) Mt (εv ) profiles.
extensively modeled by DEM. To assess the predictability of the nano-CT-informed polyhedral DEM
model, the values of the DEM parameters used in the simulations of the friction test were all adopted
from those calibrated based on the compressibility test. No calibration for the DEM parameters was
performed specifically for the friction test.
Friction (between particles and particles against the walls of equipment, i.e., the material of
construction) is one of the critical input attributes of material handling and storage equipment design
as well as the various particle flow models. Understanding the frictional behavior of granular biomass
can provide viable pathways for friction control and identification of critical attributes and properties
pertinent to their frictional behavior. Friction is a complex phenomenon involving a variety of
mechanisms. Depending on the measurement conditions, contributions to the instantaneous friction
include particle-particle interactions in the form of interlocking and cohesion, as well as particle-wall
interactions. The nature of the interactions also involves physical and chemical processes. Indeed,
the instantaneous friction is a collective outcome of micromechanical and chemical interactions
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Figure 3.14: Left: Illustration of a bulk friction testing setup for milled pine particles. Right: A
snapshot of the corresponding polyhedral DEM simulation.
between the surfaces of the particle ensemble and the solid wall materials. In this study, we neglect
any frictional force arising from cohesion or chemical reactions. Because the milled pine particle
specimens used for this work were rather dry (the moisture content is about 5%), any possible
influence of moisture-induced cohesion or reaction is minimum on the testing result.
To capture to the mechanical characteristics of granular biomass in stress consolidation, this
study employed a new experimental friction measurement method recently developed to directly
measure the frictional properties of granular biomass using a high-precision reciprocating sliding
tribometer. Figure 3.14 shows the schematic of the physical test and the setup of the corresponding
DEM simulation. In the physical test configuration, the top plate is stationary, while the lower plate
reciprocates under the applied normal load and controlled sliding velocity. This tester can measure
either particle-particle friction or particle-wall friction, depending on the configuration. This study
concerns the particle-particle friction but not the wall friction, as the latter is influenced primarily
by the wall surface of interest. To configure the tester for particle-particle friction measurement,
excess pine particles were glued to the lower flat forming a glued specimen of 50 mm × 38 mm × 6.5
mm, as illustrated in Figure 3.14. The middle layer consists of pine particles loosely placed on top
of the glued bottom layer. The top plate of 25.4 mm × 19 mm × 6.5 mm is made of the material of
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interest. We glued excess pine particles to the lower surface of the top plate, as shown in Figure 3.14.
In the shear test, both the normal force, Fv and tangential force, Fsh , were measured during a single
reciprocating sliding at a data acquisition rate of 1000 Hz. The particles in the middle layer are
sheared against the particles glued to the moving plate. The instantaneous friction coefficient of the
bulk particles, µ, is calculated as the ratio of the instantaneous tangential force to the normal force:

µ=

Fsh
.
Fv

(3.22)

The tests were conducted with a stroke length of 20 mm in the ambient room air condition. The
testing parameters included the normal stress, σsh = Fv /Ash , at four levels (1, 2, 3, and 5 kPa),
respectively and sliding speed, vsh , at four levels (3.75, 7.5, 11.25, and 15 mm/s), respectively, where
Ash is the area of the lower surface of the top plate. Shear stress, τsh , is defined as τsh = Fsh /Ash .
Thus, Equation (3.22) can also be expressed as:

µ=

τsh
.
σsh

(3.23)

Five replicate measurements were made for each testing condition to quantify the range of variability
in the frictional behavior of the milled pine particles. The corresponding DEM simulations adopted
most of the configurations of the physical test, except for a few changes made to reduce the computing
costs. For example, the physical tester used a relatively long bulk specimen of loose particles to
minimize the blocking of the displaced loose particles against the sliding bottom specimen. In
the DEM simulations, however, we used a shorter specimen and prescribed the periodic boundary
condition to the ends of the sliding direction, allowing the displaced loose particles to move freely
and not to block the top plate. The top plate was programmed to slide instead of the bottom one.
The computing costs were reduced as a result of a reduced total number of particles in the simulation
setup. Three replicate measurements were made in the DEM simulations for each testing condition.

3.5.2

Results and discussion
At the beginning of the shear process, the shear stress, τsh , increases. With time, the rate

of increase of the shear stress becomes less until finally a dynamic equilibrium status of shear stress
is attained. Unlike in a shear test for fine powders, a steady-state shear stress is not attainable in
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Figure 3.15: Comparison between the experiments and polyhedral DEM simulations on the calculated temporal mean friction coefficients under the four normal stresses, respectively. The instantaneous friction coefficients calculated by the three DEM simulations with different initial packings
are also plotted, respectively. The shear speed is 3.75 mm/s.
the case of complex-shaped particles such as milled pine. The temporal mean of the instantaneous
shear stress calculated over a sufficient long sliding in dynamic equilibrium is characteristic for the
applied normal stress, σsh . The pair of values of the normal stress and the mean shear stress (σsh ,
τsh ) describes the effective kinematic inter-particle friction of the milled pine at the normal stress,
σsh , and is used for the evaluation of the friction test. Since friction is dependent on the applied
normal stress, different levels of normal stress were applied in the test, respectively. In this way
values of the temporal mean friction at several normal stresses are measured.
The processed data of the experimental measurement and DEM simulation results are displayed collectively in Figures 3.15 to 3.18. Each of the figures summarizes the frictional behavior of
the milled pine particles subjected to a shear speed, vsh and four levels of normal stress, σsh , respectively. The effective friction coefficient obtained in the experiment was calculated in the following
procedure. First, the temporal mean corresponding to each of the five measured profiles of the instantaneous friction coefficient was calculated based on the data recorded over the sliding in dynamic
equilibrium. The arithmetic mean and standard deviation for the five temporal means of friction
coefficient were then calculated and denoted by a horizontal line (in dark blue color) superimposed
on a shaded block (in light yellow color) in each plot in Figures 3.15 to 3.18. The DEM simulation

70

σsh = 1 kPa, vsh = 7.5 mm/s
1.2

Exp. Std Dev = 0.14
Exp. Mean = 0.49
DEM (1)
DEM (2)
DEM (3)

0.8
0.6
0.4
0.2
0
2.5s

Exp. Std Dev = 0.13
Exp. Mean = 0.41
DEM (1)
DEM (2)
DEM (3)

1
Fsh / Fv

1
Fsh / Fv

σsh = 2 kPa, vsh = 7.5 mm/s
1.2
0.8
0.6
0.4
0.2

3s

3.5s

4s

4.5s

5s

0
2.5s

5.5s

3s

σsh = 3 kPa, vsh = 7.5 mm/s
1.2

0.6

5s

5.5s

Exp. Std Dev = 0.10
Exp. Mean = 0.42
DEM (1)
DEM (2)
DEM (3)

1

0.4
0.2
0
2.5s

4.5s

σsh = 5 kPa, vsh = 7.5 mm/s

Fsh / Fv

Fsh / Fv

0.8

4s

1.2

Exp. Std Dev = 0.16
Exp. Mean = 0.57
DEM (1)
DEM (2)
DEM (3)

1

3.5s

0.8
0.6
0.4
0.2

3s

3.5s

4s

4.5s

5s

0
2.5s

5.5s

3s

3.5s

4s

4.5s

5s

5.5s

Figure 3.16: Comparison between the experiments and polyhedral DEM simulations on the calculated temporal mean friction coefficients under the four normal stresses, respectively. The instantaneous friction coefficients calculated by the three DEM simulations with different initial packings
are also plotted, respectively. The shear speed is 7.5 mm/s.
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Figure 3.17: Comparison between the experiments and polyhedral DEM simulations on the calculated temporal mean friction coefficients under the four normal stresses, respectively. The instantaneous friction coefficients calculated by the three DEM simulations with different initial packings
are also plotted, respectively. The shear speed is 11.25 mm/s.
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Figure 3.18: Comparison between the experiments and polyhedral DEM simulations on the calculated temporal mean friction coefficients under the four normal stresses, respectively. The instantaneous friction coefficients calculated by the three DEM simulations with different initial packings
are also plotted, respectively. The shear speed is 15 mm/s.
results were processed in the same way to calculate the temporal means, which are shown as the
three horizontal lines (in violet, green, and light blue colors) in those plots. The DEM temporal
mean friction coefficients are compared directly with the experimentally measured effective friction
coefficient ± the standard deviations (i.e., the shaded blocks). In addition, we have included the
DEM profiles of the instantaneous friction coefficient in those plots. The oscillations of those profiles
imply the intense interactions between the complex-shaped polyhedral particles such as interlocking
during shear. Similar behavior was also observed in the experimental profiles (though not shown
for the overall legibility of those plots). In general, the instantaneous friction was observed to be
relatively noisy at low loads and low speeds (e.g., the case of σsh = 1 kPa and vsh = 3.75 mm/s in
Figure 3.15). In contrast, the instantaneous friction was observed to be less noisy at higher loads and
higher speeds (e.g., the case of σsh = 5 kPa and vsh = 15 mm/s in Figure 3.18) but did not show an
evident decrease, which is though normally observed in the friction test of smooth-shaped particles
such as the pharmaceutical pellets. Other remarkable observations include the significant variability
of friction coefficient in certain cases in both the experiment and DEM simulations, e.g., the case of
σsh = 3 kPa and vsh = 7.5 mm/s, as shown in Figure 3.15, and the case of σsh = 1 kPa and vsh = 15
mm/s, as shown in Figure 3.18. In the DEM simulations, the variability of the friction coefficient
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arises primarily from the variability in initial packing and the non-smooth dynamic contact between
the polyhedral particles, as all of the material properties and contact model parameters remained
unchanged. In contrast, the sophisticated surface textures and micromechanical properties of the
real pine particles contribute additional complexities to the cause of variability of friction coefficient.
vsh = 3.75 mm/s
4

Exp. mean φ = 22.9°
DEM (1) mean φ = 19.0°
DEM (2) mean φ = 15.2°
DEM (3) mean φ = 19.7°

2
1
0

Exp. mean φ = 23.4°
DEM (1) mean φ = 18.9°
DEM (2) mean φ = 14.5°
DEM (3) mean φ = 22.4°

3
τsh (kPa)

3
τsh (kPa)

vsh = 7.5 mm/s
4

2
1

0

1

2

3
σsh (kPa)

4

5

0

6

0

1

2

vsh = 11.25 mm/s
4

τsh (kPa)

τsh (kPa)

5

6

4

5

6

Exp. mean φ = 22.9°
DEM (1) mean φ = 21.2°
DEM (2) mean φ = 15.1°
DEM (3) mean φ = 21.9°

3

2
1
0

4

vsh = 15 mm/s
4

Exp. mean φ = 24.7°
DEM (1) mean φ = 16.0°
DEM (2) mean φ = 21.4°
DEM (3) mean φ = 27.1°

3

3
σsh (kPa)

2
1

0

1

2

3
σsh (kPa)

4

5

0

6

0

1

2

3
σsh (kPa)

Figure 3.19: Comparison between the experiments and three polyhedral DEM simulations on the
calculated mean friction angles in the four shear speeds, respectively.
Lastly, we plotted the pairs of values of normal stress, σsh , and mean shear stress, τsh (both
the experimental and DEM simulated) in four σsh , τsh diagrams corresponding to the four tested
sliding speeds, vsh , as shown in Figure 3.19. A fitted curve (or line) running through a series of
four points corresponding to the four tested levels of normal stress, σsh , is a yield locus. A friction
coefficient corresponds to a point on the yield locus. The friction angle, φx , is the slope of a line
running from the origin of the σsh , τsh diagram to a point on the yield locus:

φx = arctan

τsh
σsh


.

(3.24)

If a yield locus is a straight line running through the origin, the ratio of shear stress, τsh , to normal
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stress, σsh has the same value for each point on the yield locus. Thus one obtains the identical
friction coefficient, µ, and the identical friction angle, φx , for each point on the yield locus. In
this case friction is independent of normal stress. The yield locus can also be curved and does not
run through the origin. In this case one finds a different friction coefficient and friction angle for
each point on the yield locus according to Equation (3.23) and Equation (3.24). Thus the friction
coefficient and the friction angle are dependent on the normal stress, σsh . In this case the friction
angle is not equal to the slope of the yield locus. When the friction angle is used for a certain
application, e.g., for hopper and screw conveyor design for material handling, it is important to
take into account the stress dependence. The relevant normal stress must be assessed and then the
friction angle for this stress can be determined from the yield locus. The shear stress at the point
where the yield locus intersects with the τ -axis is cohesion, τco . This value is equal to the shear
stress which can be transferred if the normal stress, σsh , is equal to zero. Large values of τco are
common for granular biomass containing a high moisture content, where the cohesive forces due
to liquid bridges are dominant. In this study, the milled pine particles were rather dry and thus
each yield locus in Figure 3.19 was supposed to run through the origin or cut though the axes near
the origin (as small numerical errors due to data postprocessing are acceptable). Since accurate
formulations of yield locus for pine particles are non-trivial, we performed linear fitting using the
least-squares Marquardt-Levenberg algorithm to obtain straight-line loci for both the experimental
and DEM data points in the σsh , τsh diagrams. The linear fittings of yield loci are adequate to
reveal the general trend of frictional behavior of bulk pine particles in different levels of shear speed
and loading stress. In Figure 3.19, the fitted straight-line yield loci for the real pine particles are
observed to cut through the axes quite close to the origin. This finding supports our assumption
that the cohesion forces between the dry pine particles are negligible. The experimental friction
angle is observed to exhibit only a small variation (less than 2◦ ) across the four tested shear speeds.
We surmise that interlocking between the particles is dominant in the dynamic friction of the bulk
of particles and the dominance of interlocking is however not much influenced by the level of shear
speed or normal stress. For the friction angles predicted by DEM, relatively large variations are
observed to exhibit between the fitted yield loci of different packings in each σsh , τsh diagram in
Figure 3.19, though most of the fitted DEM yield loci cut through the axes near the origin. The
apparent large cohesion shown in the few fitted DEM yield loci that do not cut through near the
origin are likely due to the numerical error by using linear fitting. In each diagram in Figure 3.19,
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at least one DEM yield loci is observed to agree very well with the experimental counterpart. The
average friction angles predicted by DEM are consistently smaller than the experimental values
in the tested levels of shear speed. The under-prediction of DEM is though reasonable, as the
polyhedral DEM particles are a limited surface shape approximation of the real pine particles and
therefore cannot fully resolve interlocking due to the real pine particle-particle surface contact in
all the relevant scales, e.g., interlocking attributed from the rough surface microstructures in the
microscale level. Empirical force contact models may be developed to mimic the relevant particle
micromechanical behavior, which is though beyond the scope of this work.
To conclude, the nano-CT-informed polyhedral DEM simulations have predicted bulk frictional behavior of the polyhedral particles comparable to the physical test of the real pine particles.
We would like to mention again that the DEM simulations of the friction test used the model parameters from the preceding compressibility test and no additional calibration of the model parameters
was performed for the friction test. Above all, the friction test has presented an informative assessment of the predictability of the nano-CT-informed polyhedral DEM model and provided insights
into the sophisticated dynamic characteristic of granular woody biomass, which is distinct from the
pharmaceutical and agricultural product solids well studied by DEM.

3.6

Conclusions
Granular woody biomass that comprises complex-shaped particles is challenging to model

with the discrete element methods (DEM). This paper has presented a tomography-informed DEM
approach for simulating the milled pine particles. Nano-CT scan has been performed to obtain 3D
particle surface geometries, which were used as the basis for pine particle shape approximation by
a polyhedral model and a sphero-polyhedral model. A comprehensive assessment of the models’
predictability for the bulk behavior of the milled pine particles has been conducted with the support of the experimental data. Our parametric study on a compressibility test has showed that
particle Young’s modulus and particle-particle restitution coefficient are the two main properties
influencing the simulated bulk behavior of the DEM particles and that the level of DEM particle
shape approximation for the physical particles is critical for accurately replicating the bulk behavior of milled pines. The polyhedral model has demonstrated remarkably better suitability than its
sphero-polyhedral counterpart for modeling the pine particles. The polyhedral model calibrated in
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the simulations of the compressibility test was applied in the simulations of a friction test without
additional parameter tuning. In the friction test, interlocking has been found dominant in the shear
interactions of the bulk pine particles. The polyhedral DEM simulations delivered an adequate
prediction of the bulk pine particle frictional behavior comparable to the experimental test. Above
all, this work has provided novel evaluation and insights into the suitability of complex-shaped
DEM models for granular woody biomass. The DEM approach demonstrated in this work can be
easily extended to other types of woody biomass as well as other materials with similar physical
features. Future research may require attention to the development of more sophisticated contact
models for particle-particle and particle-wall interactions for granular woody biomass, in addition to
the need for adaptation of the emerging particle shape models that account for both accuracy and
cost-effectiveness (e.g., [62] and [64]).
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Chapter 4

A set of hysteretic nonlinear
contact models for DEM: theory,
formulation, and application for
granular biomass feedstocks
A monosphere discrete element method (DEM) model is introduced for elucidating the bulk
mechanical behavior of granular biomass. This model considers each sphere as a representative
elementary volume in bulk particles and is highly scalable in computation. To compensate for
the simplification of particle shapes, we propose a set of hysteretic nonlinear contact models for
approximating the bulk strain-hardening phenomena of granular biomass in handling and storage
conditions. These contact models comprise of simple polynomial and/or exponential functions to
allow for easy calibration. To ensure numerical stability, we have derived unconditionally stabilized
viscous damping force models. The resultant DEM model is implemented in LIGGGHTS-INL and
applied to simulate an axial compressibility test for milled pine chips. Results show that the DEM
model can reproduce the bulk stress-strain profiles of the physical samples and that the predicted
bulk compressibility and constrained modulus under repeated compression agree reasonably with
This chapter is published in: Chen, F., Xia, Y., Klinger, J. L., & Chen, Q. (2022). A set of hysteretic nonlinear
contact models for DEM: Theory, formulation, and application for lignocellulosic biomass. Powder Technology, 117100.
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the experimental data.

4.1

Introduction
Forestry residues such as pine chips (shown in Figure 4.1) are a low-cost source of lignocel-

lulosic biomass feedstocks for conversion into biofuels. How to achieve efficient material handling
operations (transport, feeding, etc.) of biomass feedstocks has been a challenge in the design of a
biorefinery [15]. The efficiency of material handling is strongly influenced by the flowability of feedstocks: the propensity of a material to flow in proportion to applied stress. For Newtonian fluids, the
flowability is in proportion to the inverse of the fluid viscosity. For biomass feedstocks, however, the
flowability cannot be represented by a single material property like viscosity, but rather, a collection
of particle-scale attributes such as particle size distributions, shapes, density, moisture content, friction coefficient, and particle stiffness. Those attributes give rise to the bulk properties such as bulk
stiffness and compressibility, internal angle of friction, cohesion, and unconfined yield stress, which
collectively determine the flowability of biomass feedstocks [6]. Feedstocks with poor flowability are
more likely to cause process upsets such as clogging and jamming in material handling operations,
resulting in increased downtime and higher operational cost, and consequently, lower economic value
of biofuels.

Figure 4.1: Example of milled pine particles as biomass feedstocks sourced from forestry residues.

To advance the understanding of the flowability of biomass feedstocks, Stasiak et al. [132]
and Hernandez et al. [133] conducted laboratory characterization of the bulk mechanical properties
of wood chips. Barletta and Poletto [136] carried out a design procedure for discharge experiment
to characterize the flow properties of granular biomass. Westover and Hartley [134] observed many
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limitations in the flow models of wood chips. In particular, the suitability of the current quantitative
methods used for biomass was questioned, as they were originally devised to handle particulate materials that are relatively incompressible and uniform in shape and size. The milled wood chips, as
shown in Figure 4.1, exhibit immense complexity with regard to particle sizes (from a few millimeters to approximately a centimeter) and shapes, which are salient factors that significantly affect
their bulk behavior [135]. Existing empirical methods used for the design of material handling
equipment were developed based on laboratory tests that mimic a limited range of conditions in
industrial operations. However, the extension of empirical methods to a wider range of conditions
is less likely practical due to a large number of design and operational variables, especially when
many of the variables are non-linearly correlated. The limitations in the current experimental and
empirical methods indicate the insufficiency of those methods alone to satisfy the requirements for
the characterization of biomass.
With the rapid advancement in computing software and hardware, numerical modeling has
been increasingly used to perform proof-of-concept studies and optimization in the design of material
handling equipment such as hoppers and conveyors. Among various numerical methods, the discrete
element method (DEM) [8] is particularly suitable for modeling the dynamics of particles in material
handling operations. DEM simulations track the motion and orientation of individual particles and
resolve their collisions. DEM has been widely used to study the flow of particulate materials,
especially in the handling processes of mining, pharmaceutical, and agricultural products [13, 137,
138, 180, 181], where particles manifest relatively uniform material attributes in morphological,
chemical, and mechanical properties. If used properly, DEM can help reduce the cost of design
by simulating tests of various combinations of material attributes and process parameters in the
handling operations.
The development and application of DEM models for biomass particles is an emerging area
of research. A recent article by Xia et al. [7] presented a comprehensive review of the state-ofthe-art DEM models for the flow of milled biomass, focusing on the various particle shape models.
In another article [182], the authors discussed challenges in multiscale modeling of lignocellulosic
biomass that feature flexible, complex-shaped particles. Guo et al. [183] applied the bonded-sphere
DEM model to capture the nonlinear and irreversible deformation of switchgrass particles when
subjected to compressive and shear stresses in the comminution process. Guo et al. [93] proposed
a nonlinear elastoplastic bond model in DEM for woody biomass particles, and they applied the
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model to simulate the fracturing of notched pine woodblocks. In related areas such as agricultural
science, Horabik and Molenda [13] summarized a collection of material properties and common DEM
model parameters for agricultural granular materials, which are useful as general guidelines for DEM
modeling of biomass particles.
In DEM, contact models describe how particles interact with each other and with boundaries, and are a key element to capture the bulk behavior of a granular system. The fidelity of DEM
modeling of biomass particles depends on the proper selection of contact models and the calibration
of contact parameters. In DEM simulations, one or a combination of the following types of contact
models can be applied: elastic contact model [31, 79, 170, 184], elastoplastic contact model [2, 78, 82–
84, 185], plastic contact model [72, 76, 186, 187], cohesive contact model [78, 80, 86], tangent model
[32], and rolling friction model [188]. The existing models, however, are not suitable for biomass
materials. Recent experimental studies have shown that biomass particles such as wood chips manifest high plasticity and strain-hardening effect when subjected to compressive stresses [170, 189].
Despite the recent advances made in DEM to model complex shapes of biomass particles, limited
progress toward the development of DEM contact models that describe the hysteretic, nonlinear,
and plastic deformation of biomass materials has been reported. Most of the DEM models treat
biomass particles as elastic materials (e.g.,[12]) while the recent development of elastoplastic contact
models did not consider the hardening effect of stiffness under cyclic loading-unloading [13, 14]. The
development of a nonlinear contact model considering the hysteretic, plastic, and stiffness hardening
characteristics of biomass particles is an area that is less studied in DEM.
The objective of this work is to develop experiment-informed hysteretic nonlinear DEM
contact models and apply them to simulate the bulk behavior of woody biomass particles. This work
is inspired by the work of Luding [2, 82, 83, 84], where a simple hysteretic bilinear force-displacement
law is proposed (shown in Figure 4.2). Luding’s model is usually sufficient to capture the collision
between hard particles such as rocks, sands, and pharmaceutical pellets. However, Luding’s model
is not suitable for biomass particles as it cannot capture the strain-hardening stiffness and nonlinear
force-displacement behavior, both of which will be addressed by the proposed models.
In the proposed models, the strain-hardening effect is accounted for by assuming a historydependent contact stiffness that grows with the stress asserted on the particle. Unlike the simple
hysteretic model implementation that resets the contact stiffness to the user-input value after particles separate, the proposed models are designed to save the complete history of the stiffness in
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Figure 4.2: Schematic of a linear, hysteretic, adhesive normal force-displacement model [2] with two
particles in contact with an overlap distance δn in the normal direction.
computer memory to account for the possible scenarios of particle separation and re-contact. The
conceptualization and formulation of the hysteretic force-displacement relationship in the proposed
contact models are motivated by the experimental data of the axial bulk compressibility test of
milled loblolly pine chips conducted at Idaho National Laboratory (INL). Two types of contact
models are proposed. Details of the model formulation will be presented in the next sections, followed by the application of the models to simulate the bulk behavior of loblolly pine chips in cyclic
loading-unloading compression tests.

4.2
4.2.1

A class of hysteretic nonlinear contact models: Type I
DEM basics
In DEM, given the sum of forces Fi acting on a particle i, either from other particles or

from boundaries, the motion of individual particle i is governed by Newton’s second law of motion,
and the conservations of linear and angular momentum for the base sphere are expressed as:

mi

d2
x i = Fi
dt2
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(4.1)

Ii

d
ωi = qi
dt

where mi is the particle’s mass, xi is the particle’s position, Fi =

(4.2)
P

c

Fci is the total force due

to contact, Ii is the particle’s moment of inertia, ωi is the particle’s angular velocity, and qi =
qfriction
+ qrolling
+ qtorsion
is the total torque exerted on the particle.
i
i
i
When particles are in contact, the overlap distance δ between two particles can be calculated
by
δ = (ri + rj ) − (xi − xj ) · n

(4.3)

where ri and rj are the radii of particle i and j, respectively, n = (xi − xj )/|xi − xj | is the unit
vector pointing from the center of particle j to the center of particle i. δ is positive when the two
particles are in contact, e.g., Figure 4.2. The contact force Fc can be decomposed into a normal
component F n n and a tangential component F t t, i.e., Fc = F n n + F t t, where n · t = 0. Values
of the contact force depend on the overlap distance δ and the specific contact model, which is the
focus of this work and will be presented next.

4.2.2

Conceptualization
From this section, we describe a general-purpose nonlinear particle contact model in an

attempt to capture the bulk strain-hardening behavior between soft particles under compression. A
few simplistic forms of the hysteretic nonlinear contact force-displacement model will be discussed.
Unlike the linear hysteretic contact model (shown in Figure 4.2) that allows for only two stiffness
in the contact, our model is designed to save the complete contact history of particle stiffness
to more realistically account for the possible continuous strain-hardening, especially in repeated
unloading and reloading. Our hysteretic contact model is designed to account for the following
realistic scenarios in stress-strain profiles for soft particulates:
• Reloading will follow a separate path instead of the previous unloading path.
• Reloading from a partial unloading will follow a different path than that from a complete
unloading.
• Repeated loading will continuously increase the particle stiffness based on history information.
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𝐹𝑛

Analytical
• A → B: loading
• B → C: full unloading
• C ⇄ F: cohesion
• C → D: reloading
• D → E: full unloading
• E ⇄ G: cohesion
• B → H: partial unloading
• H → I: pre-stressed reloading
• I → J: full unloading
• J ⇄ K: cohesion
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Figure 4.3: Schematic of a hysteretic nonlinear normal contact force-displacement model (type I).
For clarity, we use a schematic shown in Figure 4.3 to conceptualize a hysteretic nonlinear
normal contact model with two representative cyclic loading-unloading force-displacement paths
subjected to successively increased contact force. The first path starts with a cycle of initial loading
(path A → B) and full unloading to unstressed deformation (path B → C), and then is followed by
a cycle of reloading started from unstressed deformation (path C → D) and full unloading (path D
→ E) with a peak contact force (point D) higher than in the first cycle (point B). The second path
starts with the same initial loading (path A → B) but is followed by partial unloading (path B →
H) and then followed by a pre-stressed reloading (path H → I) and full unloading (path I → J). The
loading and reloading paths exhibit a strain-hardening phenomenon — the instantaneous loading
stiffness (or local slope of the loading force-displacement curve) increases with the overlap distance.
Notice that when reaching the same loading force, the instantaneous stiffness in the second loading
is higher than that in the initial loading, as a result of the increased maximum overlap distance in
the contact history. The unloading paths follow a piecewise constant slope, but the slope of the
second unloading (path D → E and I → J) is stiffer than that of the first unloading (path B → C
or B → H), also as a result of increased maximum overlap in its contact history. Unloading below
zero contact force leads to a cohesive force between particles, which will be briefly discussed later.
The coefficient Knc is relatively a tiny value compared with the loading and unloading stiffness, but
is exaggerated in the plot for clarity. Above all, the conceptualized force contact model exhibits
hysteresis with regard to the instantaneous overlap during loading and the evolution of maximum
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overlap. Based on the above conceptualization, the formulations of the hysteretic nonlinear normal
contact force-displacement model are described in the following sections.

4.2.3

Formulation
Based on the conceptualization in Section 4.2.2, we present one formulation for the concep-

tualized hysteretic nonlinear normal contact force-displacement model as follows:

Fhys



χ


(m)
(m)
(m−1)


F
=
αk
δ
−
δ

1
0
nl





(m)
(m)
(m) (m)
= Fnu
=
β
k
δ
−
δ
2
0





(m)


Fnc = −Knc δ

loading/reloading
(4.4)

unloading
cohesion

with
(m)

(m)
δ0

1−

=

(m)

(m)
δmax

(4.5)

(m−1)
= A1 δmax
+ A2

(4.6)

(m)

(4.7)

k2

β (m) =

!

k2

(m)

k1

k1

(m)

= A3 k 1

(m−1)



(m)



αk1

k2

(m)

(m−1)

(m)

(m)

δmax − δ0

δmax − δ0

χ
(4.8)



The parameters and variables in Equations (4.4) to (4.8) are described below.
• The superscript (m) denotes the state of the current loading-unloading cycle and (m − 1)
the preceding cycle (m ≥ 1). When m = 1, the superscript (1) refers to the initial loadingunloading, while (0) indicates no prior contact (a variable with superscript (0) is set to zero).
• The normal contact model in Equation (4.4) introduces seven user-input parameters: loading
force scaling coefficient α, loading displacement power function index χ, loading stiffness co(1)

efficient A1 , initial loading stiffness coefficient A2 (in Equation (4.6) k1
(0)

= A2 when m = 1,

because δ0 = 0), unloading stiffness coefficient A3 , cohesive force slope Knc , and upper limit
of stiffness K̂n .
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(m)

• The history variables include the maximum normal overlap distance δmax and plastic deforma(m)

tion δ0

(m)

. The intermediate variables k1

(m)

, k2

and β (m) are calculated as functions of those

user-input parameters and history variables.
• Once force interaction between two particles is detected, the contact history of the two particles
will be stored in computer memory for the rest of the simulation. It indicates a requirement
of much more computer memory but allows for true history-dependent contact modeling.
(m)

(m)

In contrast, many DEM solvers reset the values of history variables δmax and δ0

of two

contacting particles to zero, if their contact is temporarily lost in a simulation.
• In Figure 4.3, the different loading paths, including A → B, C → D, and H → I, are described
(m)

by the same function Fnl

(m)

in Equation (4.4), where the loading stiffness Knl

is

(m)

(m)

Knl =
(m)

In Equation (4.9), Knl

dFnl
dδ

(m)

= χαk1

(m−1) χ−1

(δ − δ0

)

.

(4.9)

increases with δ (except for the case of χ = 1), which is a simplistic

representation of strain hardening for soft particles in contact. To represent specific materials,
more sophisticated formulations may need to be conceptualized based on experimental data.
• In Figure 4.3, the different plastic unloading paths, including B → C, D → E, and I → J, are
(m)

(m)

described by the same function Fnu in Equation (4.4), where the unloading stiffness Knu is
(m)

(m)
Knu
=

dFnu
(m)
= β (m) k2 .
dδ

(4.10)

(m)

In Equation (4.10), the value of Knu is constant in the m-th unloading; it can increase in
(m)

the following cycles via Equations (4.5) to (4.8) to account for strain hardening, when δmax
(m)

increases. More sophisticated forms of Fnu are possible, but accordingly will require more
(m)

sophisticated formulations of force damping coefficient. An exponential form of Fnu will be
discussed later (i.e., type-II model).
• The unloading below plastic deformation δ0 , e.g., C → F, E → G, and J → K, leads to cohesive
(m)

(m)

forces until the largest attractive force −Knc δmin is reached at the overlap δmin :
(m)

(m)

δmin =

(m)

k2

− k1

(m)
k2

+ Knc
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(m)
δmax

(4.11)

Further unloading leads to the attractive force Fnc = −Knc δ on the cohesive branch with
slope −Knc . In the present model, Knc is a relatively tiny value in contrast to the loading and
unloading stiffnesses; Fnc serves as a weak cohesion that prevents particles from moving freely
when contact force Fhys diminishes.
(m)

(m)

• A relation between the loading stiffness Knl , the unloading stiffness Knu and cohesive force
(m)

slope Knc reads: Knc ≪ Knl

(m)

< Knu ≤ K̂n , where K̂n is a user-specified upper limit of

stiffness to prevent the critical timestep size ∆t from reducing below reasonable values. In a
(m)

simulation, when Knu reaches K̂n between two contacting particles, the upper limit of k2 is
calculated as k̂2 = K̂n /β (m) via Equation (4.10) and the upper limit of k1 is then calculated as
k̂1 = k̂2 /A3 via Equation (4.7). For the particular pair of particles, k̂1 and k̂2 are used in the
contact force calculation for the rest of the simulation without resorting to the calculations in
Equations (4.6) and (4.7).
• When the value of parameter χ is greater than 2, it can lead to rapid growth of the stiffness in
simulations and result in overly small critical timestep size that is not affordable for practical
simulations. For model testing in the rest of this paper, we will use χ = 2.
In summary, we list all the user-input parameters and history variables in Table 4.1 for
clarity.
Table 4.1: Parameters of the hysteretic nonlinear force contact model.
Parameter
Loading force scaling coefficient
Loading power function index
Loading stiffness coefficient
Initial loading stiffness coefficient
Unloading stiffness coefficient
Cohesion force coefficient
Limit of stiffness
Maximum normal overlap distance
Plastic deformation

4.2.4

Symbol

Attribute

α
χ
A1
A2
A3
Knc
K̂n
(m)
δmax
(m)
δ0

User input
User input
User input
User input
User input
User input
User input
History variable
History variable

Numerical correction
During the implementation of the contact model described in Equations (4.4) to (4.8) and

then a two-sphere contact verification test with a constant external overlap loading-unloading rate, an
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abrupt drop in the calculated contact force value was observed between the end of partial unloading
at timestep tC (at point C in Figure 4.4a) and the first timestep time tE = tC + ∆t in pre-stressed
reloading (at point E in Figure 4.4a). The abrupt drop in contact force, by a negative amount of
(m−1)

∆Fn |δtC , is due to a non-continuous shift from the (m − 1)-th unloading force Fnu
(m)

reloading force Fnl

to (m)-th

at timestep tC :

(m)

(m)

(m−1)
∆Fn |δtC = Fnl |δtC − Fnu
|δtC = αk1



(m−1)

δ tC − δ 0

χ

(m−1)

− β (m−1) k2



(m−1)

δtC − δ0



(4.12)

(1)

which is zero only when δtC = δ0 , meaning reaching full unloading. If ∆Fn |δtC ̸= 0, the followon force-displacement path will deviate from the analytical path, i.e. E → F versus C → D in
Figure 4.4a. This issue is expected to arise not only in the present contact model but also any other
contact models that describe a reloading path different from the preceding unloading path. We fixed
(2)

the issue by devising a correction term f1
(2)
Fnl ,

= −∆Fn |δtC to offset the drop in the reloading force

as shown in Figure 4.4b. A general form of the corrected reloading force is written below:
(m)

F̃nl

(m)

(m)

= Fnl + f1

(m)

= αk1



(m−1)

δ − δ0

χ

(m)

+ f1

(4.13)

with
(m)

f1

(m−1)

where δnu



(m)
(m−1)
= − Fnl |δ(m−1) − Fnu
|δ(m−1)
nu
nu


χ


(m)
(m−1)
(m−1)
(m−1)
(m−1) (m−1)
(m−1)
= − αk1
δnu
− δ0
−β
k2
δnu
− δ0
(m)

denotes the overlap distance at the end of (m − 1)-th unloading, and f1

(4.14)

is a constant

value during the m-th reloading and is updated at the end of each unloading.
In the two-sphere contact verification test, however, another discontinuity in the contact
force emerged in the shift from the corrected reloading to the unloading. We use Figure 4.5a as an
update of Figure 4.4a to depict the issue. In Figure 4.5a, path C → D depicts the corrected reloading
force-overlap calculated by Equation (4.13) and point D is the peak of reloading at timestep tδD . A
drop in the value of contact force was observed in the next timestep tG = tD + ∆t, corresponding to
point G as the first timestep of unloading. The drop in the contact force by a negative amount of
(m)

∆Fn |δtD is due to a non-continuous shift from the corrected reloading force F̃nl
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to the unloading

!"

3

Numerical
• A → B: loading
• B → C: partial unloading
• C ⇢ E: a sudden drop in force from unloading to reloading
• E → F: reloading
• C → D: pre-stressed reloading with a force correction term, ;(
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Figure 4.4: (a) schematic of a force correction term f1 in the DEM implementation of the hysteretic
nonlinear contact model to fix the issue of discontinuity in the contact force during the transition
from partial unloading to pre-stressed reloading; (b) results of numerical verification for the corrected
reloading force.
(m)

force Fnu at timestep tD :
(m)

(m)

(m)

(m)
(m)
∆Fn |δtD = Fnu
|δtD − F̃nl |δtD = Fnu
|δtD − Fnl |δtD − f1

(4.15)

(m)

where δtD = δmax . Equation (4.4) requires that the unloading force to start from the peak point of
(m)

(m)

(m)

the preceding reloading force, i.e., Fnu |δtD = Fnl |δtD . Therefore, ∆Fn |δtD = −f1
!"

.

3

Numerical
• A → B: loading
• B → C: partial unloading
• C → D: pre-stressed reloading with a force correction term, ;(
• D → G: a sudden drop from reloading to unloading
• G ⇢ E: unloading
• D → E: unloading with a force correction term, ;.
• E ⇄ F: cohesion
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Figure 4.5: (a) schematic of the force correction term f2 in the DEM implementation of the hysteretic
nonlinear contact model to fix the issue of discontinuity in the contact force from peak reloading to
unloading; (b) results of numerical verification for the corrected unloading force.
(m)

The correction term f2

(m)

for the corrected unloading force F̃nu must satisfy two conditions:

1) eliminating the discontinuity at timestep tδD to offset the drop of force by an amount of −∆Fn |δtD ,
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(m)

and 2) making the full unloading still arrive at point E (i.e. δE = δ0
since

(m)
δ0

), as shown in Figure 4.5a,

is determined by Equation (4.5) at the beginning of each unloading. These two conditions

can be expressed in a generalized form as below:

(m)
F̃nu

(m)

which indicates that f2

=

(m)
Fnu

+

(m)
f2

=




(m)
(m)
(m)

F̃nl
= Fnl + f1

δ = δmax


(m)


Fnu = 0

δ = δ0

(m)

(4.16)
(m)

should satisfy:

(m)

f2

=





f1(m)

(m)

δ = δmax
(4.17)




0

δ=

(m)
δ0

A simple linear interpolation results in:
(m)

(m)
f2

(m)

(m)

for δ to decrease from δmax to δ0

=

δ − δ0
(m)
δmax

−

(m)
δ0

!
(m)

f1

(4.18)

.

A corrected version for the contact model in Equation (4.4) is given below:
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Fnc = −Knc δ

loading/reloading
unloading

(4.19)

cohesion

The model described by Equation (4.19) is implemented in LIGGGHTS-INL [190]. Figure 4.5b
displays the DEM result of two-sphere contact using the corrected contact model.
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4.3
4.3.1

A class of hysteretic nonlinear contact models: Type II
Conceptualization
In Section 4.2, we have described a generalized hysteretic nonlinear normal contact model

with a pair of a polynomial function for loading and a linear function for unloading (Equation (4.19)),
which we denote as type-I model. For realistic soft materials, however, the unloading force-overlap
path can be more complex than a linear profile with a constant unloading stiffness. Though it is not
hard to formulate a hysteretic nonlinear function to describe unloading, deriving the corresponding
viscous damping force term to guarantee stable simulations is a non-trivial task.
In this section, we propose exponential functions as a representative and yet simplistic
example to describe the possible nonlinear unloading behavior of soft particles, which we denote
as type-II model. The schematic of the model is shown in Figure 4.6. Compared to the type-I
model (shown in Figure 4.3), the key difference lies in the unloading paths. In the type-II model,
the different unloading paths, e.g., B → C, D → E, and I → J, are formulated using exponential
functions. These functions can provide a higher unloading stiffness at the beginning of the unloading,
as well as a smaller plastic deformation at the end of unloading. Meanwhile, the formulations of
loading and reloading paths remain the same as in the type-I model. Details of the type-II model
formulations will be presented in the next section.
𝐹𝑛

Analytical
• A → B: loading
• B → C: full unloading
• C ⇄ F: cohesion
• C → D: reloading
• D → E: full unloading
• E ⇄ G: cohesion
• B → H: partial unloading
• H → I: pre-stressed reloading
• I → J: full unloading
• J ⇄ K: cohesion
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Figure 4.6: Schematic of a hysteretic nonlinear normal contact force-displacement model (type II).
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4.3.2

Formulation
Based on the conceptualization above, a hysteretic nonlinear normal contact force-displacement

model with a polynomial loading function and an exponential unloading force function is given below:
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cohesion

with
(m)

(m)
δ0

1−
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= A1 δmax
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(m)
δmax

The bulk of the terms and variables in Equations (4.20) to (4.23) are identical to those in Equations (4.4) to (4.7) and are already described in Section 4.2.3. The new terms and variables unique
to the type-II model are described as follows.
• The present normal contact model introduces a total of nine user-input parameters — two
more than the type-II model in Section 4.2.3: the empirical parameter C for adjusting the
shape of the unloading pattern with exponential unloading force function, and the scaling
coefficient cδ of plastic deformation.
• In Figure 4.6, the possible unloading paths, including B → C, D → E, and I → J, all follow a
(m)

(m)

(m)
Knu
=

(m)
(m)
(m) β
dFnu
(m) β
= Ck2 e r∗ (δ−δ0 ) ∗
dδ
r

force-displacement function Fnu , with an unloading stiffness Knu defined as
(m)
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(4.25)

where r∗ is the equivalent radius of the particle.

4.3.3

Numerical correction
The direct implementation of the type-II contact model suffers from the similar numerical

issues described in Section 4.2.4 for the type-I model. Figures 4.7a and 4.8a show the schematic of
the issues associated with the present model.
𝐹𝑛

Numerical
• A → B: loading
• B → C: partial unloading
• C ⇢ E: a sudden drop in force from unloading to reloading
• E → F: reloading
• C → D: pre-stressed reloading with a force correction term, 𝑓1
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Figure 4.7: (a) schematic of a force correction term f1 in the DEM implementation of the hysteretic
nonlinear contact model to fix the issue of discontinuity in the contact force during the transition
from partial unloading to pre-stressed reloading; (b) results of numerical verification for the corrected
reloading force.

𝐹𝑛

Numerical
• A → B: loading
• B → C: partial unloading
• C → D: pre-stressed reloading with a force correction term, 𝑓1
• D → G: a sudden drop from reloading to unloading
• G ⇢ E: unloading
• D → E: unloading with a force correction term, 𝑓2
• E ⇄ F: cohesion
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Figure 4.8: (a) schematic of a force correction term f2 in the DEM implementation of the hysteretic
nonlinear contact model to fix the issue of discontinuity in the contact force from peak reloading to
unloading; (b) results of numerical verification for the corrected unloading force.
(m)

Similar to the solutions presented in Section 4.2.4, two correction terms f1
92

(m)

and f2

must

be derived and added to the loading/reloading normal force term and unloading normal force term,
respectively:
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(4.26)

cohesion

The abrupt drop observed in the contact force observed at timestep tC and the first timestep
tE = tC + ∆t can be calculated following the same procedure as in Equation (4.12). The negative
amount of the drop in contact force ∆Fn |δtC is

∆Fn |δtC =

(m)
Fnl |δtC

−

(m−1)
Fnu
|δtC

=

(m)
αk1



δtC −

(m−1)
δ0

χ

−

(m−1)
Ck2

e

β (m−1)
r∗



(m−1)
δtC −δ0

!
−1
(4.27)

(m−1)

which is zero only when δ = δ0

, meaning reaching full unloading. If it is not fully unloaded,

the force-displacement path for reloading will be corrected (from E → F to C → D) by devising the
(m)

correction term f1

(m)

= −∆Fn |δtC to offset the contact force of the reloading pattern Fnl

with the

correction term:

(m)
f1

(m−1)

where δnu

=

(m−1)
Ck2

e

β (m−1)
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(m−1)
(m−1)
δnu
−δ0

!
−1

(m)

− αk1



(m−1)

(m−1)
δnu
− δ0

χ

(4.28)

is the overlap distance at the end of the (m − 1)-th unloading. And as mentioned in
(m)

Section 4.2.4, f1

is a constant value and will only be updated after the unloading completes.

Similarly, another discontinuity in the contact force was found in the shift from the corrected
reloading pattern to the unloading. As shown in Figure 4.8a, a drop of contact force was observed
in the timestep tδG = tδD + ∆t at point D while timestep tδD is the peak of the reloading. The
drop in the contact force by a negative value of ∆Fn |δtD is due to the non-continuous shift from the
(m)

corrected reloading force F̂nl

to the unloading force at the overlap of δtD :

(m)

(m)

(m)

(m)
(m)
∆Fn |δtD = Fnu
|δtD − F̂nl |δtD = Fnu
|δtD − Fnl |δtD − f1
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(4.29)

where δ(tD) = δmax . Recall that the reloading force should be equal to the unloading force at the
(m)

(m)

(m)

peak point of the reloading path, that is Fnl (δmax ) = Fnu (δmax ). Therefore, ∆Fn = −f1

.

As described in Equation (4.16), the continuity criteria of the unloading force must satisfy
the following two conditions:

(m)
F̂nu

=

(m)
Fnu

+

(m)
f2

=




(m)
(m)
(m)

F̂nl
= Fnl + f1

(m)


Fnu = 0

(m)

which indicates that f2

(m)

δ = δmax
(4.30)
δ=

(m)
δ0

should satisfy:
(m)

(m)
f2

(m)

(m)

for δ to decrease from δmax to δ0

=

δ − δ0
(m)
δmax

−

(m)
δ0

!
(m)

f1

(4.31)

.

The type-II model described by Equation (4.26) was also implemented in LIGGGHTS-INL
[190]. Figure 4.7b and Figure 4.8b show the DEM results of two-sphere contact using the corrected
contact model.

4.3.4

Verification of model implementation
To verify the proposed contact models have been implemented correctly, we set up an axial

cyclic compression test of two spheres and compare DEM simulation results with analytical solutions.
In the test, one particle was fixed while the other one was compressed onto the fixed particle following
a pre-specified cyclic loading-unloading velocity in the normal direction. The input parameters are
summarized in Table 4.2. The viscous damping force term was neglected in the simulation. The
contact force of the moving particle with respect to the overlap distance was recorded and compared
with analytical solutions.
As illustrated in Figure 4.9, the loading path starts with a cycle of initial loading (point
A → B) and fully unloading (point B → C), then followed by a cycle of reloading from a plastic
deformation (point C → D) and partial unloading (point D → E), and finally a full reloadingunloading cycle (point E → G). The comparison shows that the DEM results (for both the types-I
and II models) compare very well with the analytical solutions. Moreover, as discussed previously,
the stiffness in proposed contact models is history-dependent, which is reflected in the changing
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Table 4.2: Parameters of a hysteretic nonlinear force contact model.
Parameter

Symbol

Value

Unit

α
χ
A1
A2
A3
Knc
K̂n
C
cδ
r
ρ
E
ν
e

20
2
6 × 108
5 × 104
5
1 × 10−4
1 × 1010
1 × 10−7
1
1.5
320
1 × 106
0.3
0.3

mm
kg/m3
Pa
-

Loading force scaling coefficient
Loading power function index
Loading stiffness coefficient
Initial loading stiffness coefficient
Unloading stiffness coefficient
Cohesion force coefficient
Limit of stiffness
Unloading force scaling coefficient
Scaling coefficient of plastic deformation
Particle radius
Density
Young’s modulus
Poisson’s ratio
Restitution coefficient

slopes of each loading-unloading path.

F
F

D
B
A

C

E

D
B
A

G

E

C

(a)

G

(b)

Figure 4.9: Verification test of two spheres under an axial cyclic compressive loading: (a) type-I
model and analytical solution; (b) type-II model and analytical solution.

4.4

Energy dissipation coefficient - damping force
In DEM simulations, a force damping term is often needed in the inter-particle force-

displacement calculations to dissipate energy for a system to reach equilibrium. By including a
damping force, the instantaneous total normal force is expressed as

Fn = Fhys + Fdamp = Fhys − γn vn
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(4.32)

where γn is the damping coefficient, and vn = (vi − vj ) · n is the relative velocity of collision in
the normal direction, where vi and vj are the velocity of particle i and j in contact, respectively.
For the linear hysteretic contact model by Luding [2], γn is a function of the instantaneous normal
stiffness Kn , and the following form of Fdamp has been implemented in LIGGGHTS [67]:
s
Fdamp = −γn vn = −cn

4meff Kn
vn
1 + ( lnπe )2

(4.33)

where cn is a user-input coefficient (with the default value of 1) for adjusting the magnitude of the
damping force, meff = mi mj /(mi + mj ) is the effective mass in contact, and mi and mj are the
masses of particle i and particle j, respectively.
For the proposed nonlinear hysteretic contact models in Equation (4.19) and Equation (4.26),
however, the contact force is a nonlinear function of the overlap distance, and Equation (4.33) is
found not effective to provide proper dissipation to avoid oscillation or any other unexpected behavior. Therefore, we introduce a procedure similar to Tsuji et al. [72] for formulating a damping
coefficient γn that is suitable for the proposed hysteretic nonlinear contact models.

4.4.1

Damping coefficient in type-I model
According to Tsuji et al. [72], a general form of the viscous damping coefficient is given by:

1

γn = η(meff Kn ) 2 δ n

(4.34)

where η is an empirical constant related to the coefficient of restitution e, and n is the variable that
will be determined while calculating the damping coefficient γn . For a given material, e is normally
a property that is independent of m, Kn , and γn . To begin with, the equation of motion of a particle
in normal contact with a mass of m can be expressed using

m

d2 δ X
=
F
dt2

(4.35)

where δ is the overlap distance in normal direction and F is the external force. With the proposed
P
type-I model,
F can be calculated by the summation of normal force components, that is
X

F = −αk1 (δ − δ0 )2 − γn
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dδ
dt

(4.36)

where the first term on the right-hand side is the normal contact force, the second term is the viscous
damping force, δ0 is the plastic deformation, γn is the viscous damping coefficient, and

dδ
dt

is the

velocity of the object.
Substituting Equation (4.36) into Equation (4.35), the equation of motion in the normal
direction can be written as:
m

d2 δ
dδ
+ γn
+ K1 (δ − δ0 )2 = 0
dt2
dt

(4.37)

where K1 = αk1 . After substituting γn with Equation (4.34), Equation (4.37) can be rewritten as:

m

1
dδ
d2 δ
+ η(meff K1 ) 2 δ n
+ K1 (δ − δ0 )2 = 0
2
dt
dt

(4.38)

By converting the equation F = K1 (δ − δ0 )2 to its dimension, we have

[M LT −2 ] = K1 × [L2 ]

(4.39)

Therefore, the dimension of the loading stiffness coefficient K1 is [M L−1 T −2 ]. And the
dimension of Equation (4.38) can be expressed as

[M ][LT −2 ] + [1]([M ][M L−1 T −2 ])1/2 [L]n [LT −1 ] + [M L−1 T −2 ][L2 ] = [1]

(4.40)

Thus, the value of coefficient n is determined from Equation (4.40) according to the dimensionless analysis, and γn is proportional to δ n when n = 21 :
1

1

γn = η(meff K1 ) 2 δ 2

(4.41)

According to the study of viscous damping coefficients in Sadd et al. [191], the value of η in
Equation (4.34) can be determined as a function of restitution coefficient e:
r s
5
4
η = cn
4 1 + ( lnπe )2

(4.42)

where cn is a user-input coefficient introduced in this work that allows the user to adjust the amount
of dissipation. A sensitivity study on parameter cn will be presented in the following section. Finally,
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the damping coefficient γn for the loading stage of type-I model is expressed as:
r s
5 4meff αk1 1
δ2
γn = η(meff K1 ) δ = cn
4 1 + ( lnπe )2
1
2

1
2

(4.43)

Moreover, the suitable damping force coefficient should be proposed corresponding to the
unloading force function in the type-I model. For unloading, the external force in the normal
direction can be calculated by

X

F = −βk2 (δ − δ0 ) − γn

dδ
dt

(4.44)

where −βk2 (δ − δ0 ) is the normal contact during unloading and γn dδ
dt is the viscous damping
force. Thus, the damping coefficient γn for the unloading stage of the type-I model can be derived
following a similar procedure. The equation of motion of unloading pattern is written as:

m

1
d2 δ
dδ
+ η(meff K2 ) 2 δ n
+ K2 (δ − δ0 ) = 0
2
dt
dt

(4.45)

where K2 = βk2 . It can be found that the dimension of the parameter K2 in K2 (δ − δ0 ) is [M T −2 ].
And Equation (4.45) can be written as:

[M ][LT −2 ] + [1]([M ][M T −2 ])1/2 [L]n [LT −1 ] + [M L−1 T −2 ][L2 ] = [1]

(4.46)

The power function index n of overlap distance in Equation (4.46) should be equal to 0
according to the dimensional analysis. The damping coefficient γn corresponding to the unloading
force in the type-I model is written as:
r s
5 4meff βk2
γn = cn η(meff K2 ) δ = cn
4 1 + ( lnπe )2
1
2

4.4.2

0

(4.47)

Damping coefficient in type-II model
Similar to Section 4.4.1, a suitable damping force coefficient γn for the type-II model should

be formulated as well. Since the loading force functions in the type-I and II models are the same, the
damping coefficient γn of the loading force in the type-II model is the same as in Equation (4.43).
Only the damping coefficient for the exponential unloading force function in Equation (4.26) will be
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formulated.
In the type-II model, the external force of unloading pattern in normal direction can be
calculated by:
X

 β

dδ
F = −Ck2 e r∗ (δ−δ0 ) − 1 − γn
dt

(4.48)

where the first term on the right hand side is the unloading force, and the second term is the viscous
damping force. The equation of motion can be then written as:

m



(m−1)
β
dδ
d2 δ
(δ−δ0
)
r∗
+
γ
+
K
e
−
1
=0
n
3
dt2
dt

(4.49)

where K3 = Ck2 . By performing a dimension analysis for the above equation, we have determined
the dimension of the unloading stiffness coefficient K3 as [M LT −2 ].
Finally, the damping coefficient γn for the exponential unloading force function is derived
using the dimensional analysis and given as follows:

1/2 − 21

γn = cn η(meff K3 )

4.4.3

δ

r s
5 4mef f Ck2 − 1
= cn
δ 2
4 1 + ( lnπe )2

(4.50)

Sensitivity study of damping coefficient
The effect of the proposed damping coefficient for the type-I model was investigated using a

two-sphere collision problem, where sphere-1 was fixed while sphere-2 was compressed on to sphere-1
following a prescribed loading-unloading force at a constant rate. The loading-unloading consists
of four stages: 1) tloading = 0 − 0.1 s: compress sphere-2 toward sphere-1; 2) tsitting = 0.1 − 0.2 s:
sustain the compressive force for a moment; 3) tunloading = 0.2 − 0.3 s: reduce the applied force to
allow the unloading; 4) tsitting = 0.3 − 0.4 s: sustain the unloaded force for a moment. Input model
parameters are listed in Table 4.2.
To assess the efficacy of the derived damping coefficients, a comparative study was conducted
with the one from Luding [2]. The scaling parameter cn in our damping coefficient γn was set to
the default value 1, while cn in Luding’s model was adjusted from 0.1, 1, to 10, respectively, in the
case studies. The resultant stress-strain profiles of sphere-2 and its time histories of overlap, contact
force, damping force, damping coefficient, and relative velocity, are shown in Figure 4.10, suggesting
that our coefficient γn formulation rendered no oscillations at all in both the loading and unloading
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phases. In contrast, oscillations occurred in all of the cases that used the γn from Luding’s model,
no matter what scaling coefficient cn value was applied. The results demonstrate that the proposed
damping coefficient γn is essential to guarantee proper dissipation for numerical stabilization.

(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.10: Sensitivity study for the user-input parameter cn in the hysteretic linear damping
coefficient γn .
Moreover, a parametric study on the scaling coefficient cn in the damping coefficient γn for
the type-I contact model was performed. The value of cn was set to 0.01, 1, 100, to 1000, respectively,
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in the two-sphere collision problem. The resultant stress-strain and time profiles of sphere-2 state
properties are shown in Figure 4.11. The stress-strain profile in the case of cn = 0.01 is similar to
that in the case of cn = 1. However, in the case of cn = 100, a discernible discrepancy started to
appear in the unloading phase in all of the monitored properties. Further increase of cn up to 1000
led to strong instabilities. In summary, the choice of cn should also be reasonable; cn = 1 is a good
default value, and it was used in all of the rest of the simulations in this paper without any issue.

(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.11: Sensitivity analysis on scaling factor of damping coefficient cn in Equation (4.50).
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4.5

Numerical examples
In this section, we apply the proposed hysteretic nonlinear contact models to simulate the

bulk mechanical response of loblolly pine chips in cyclic loading-unloading compression tests. When
setting up the DEM models, we adopt the concept of representative element volume (REV) and focus
on bulk material behavior. An extensive parametric study is conducted to quantify and understand
the effect of newly introduced loading-unloading stiffness parameters on bulk material behavior.

4.5.1

Setup of physical experiments
The experimental setup of the cyclic loading-unloading compression test and the dimension

of the specimen are shown in Figure 4.12a. The materials tested are the so-called LALM loblolly
pine chips, where LALM stands for “low-ash & low-moisture”. The LALM pine chips are a common
type of fine-milled conversion-ready biomass feedstocks for biorefineries with the sieve size ranging
from 1 to 6 mm. To reduce the variability from initial loose packing, a preloading stress of 100 Pa
was applied to the specimen. Five loading-unloading cycles, with the maximum loading stress of 1
kPa, 2.5 kPa, 5 kPa, 7.5 kPa, and 10 kPa, were then applied successively to the specimen. For each
cycle, unloading was stopped when the compressive stress decreased to 100 Pa. During the test, the
force applied to the top lid and the vertical displacement of the loading cell were recorded, from
which compressive stress and strain were calculated. Three sets of experiments were conducted, each
time with a new bulk specimen, to account for material variability. Figure 4.12b shows the bulk
compressive stress-strain curves from all three sets of experiments.
When assessing the flowability of biomass particles, it is important to measure and quantify
material compressibility and stiffness. In this work, two important parameters are defined and
obtained from the bulk stress-strain curves. The first parameter is the maximum bulk strain at
the end of each loading stage, denoted by ϵmax , which indicates the degree of compressibility of the
bulk specimen at the stress level corresponding to that loading stage. The second parameter is the
constrained modulus, denoted by M , which is defined as the bulk modulus of the specimen in the
so-called approximate linear elastic recovery period when each unloading starts [16]. In this work,
M is calculated as the average of the instantaneous slopes of the stress-strain profile within the first
10% (in terms of stress level) of unloading.

102

Bulk stress (kPa)

Height h0 = 90 ~ 100 mm

LALM pine

10
9
8
7
6
5
4
3
2
1
0

Exp. 1
Exp. 2
Exp. 3

0

2.5

Diameter D = 120 mm

5

7.5

10

12.5

15

Bulk strain (%)

(a)

(b)

Figure 4.12: Cyclic loading-unloading compression test on low-ash low-moisture (LALM) pine chips:
(a) experimental setup and bulk specimen, (b) stress-strain curves of all three experiments.

4.5.2

Representative elementary volume
A bulk specimen of the LALM pine chips consists of tens of thousands of complex-shaped

particles and is inherently a multi-scale system (individual particle vs. specimen scale). To simulate
the mechanical behavior of this kind of system, the discrete element model (DEM) allows us to
characterize the system at the different scales of the particles, e.g., the particle scale and the bulk
scale. As the mechanical properties within the contact of two individual particles are defined based
on the particle interactions (such as Young’s modulus, Poisson’s ratio, friction coefficient, etc.), it is
hard to covert the properties directly from the particle scale to bulk scale for a complex system. The
bulk system of pine chips in this research includes different types of complex-shaped particles. Thus,
a more relevant method is suggested to investigate the bulk behavior induced by the contacts and
interactions within the fundamental particles to simplify the problem that can reduce the impact of
the changes of inter-particle porosity.
In this work, the concept of representative elementary volume (REV) is adopted when setting
up DEM models, which significantly simplifies the simulation model and allows us to focus on bulk
material behavior. As illustrated in Figure 4.13, within the bulk specimen, a relatively small volume,
i.e., REV, is chosen, over which the measurement can be made to yield a value representative of
the whole. For the volumes smaller than the REV, the spherical particle representation is selected
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to present the target particle shape. And the REV is modeled in DEM with the normal contact
behavior described using the proposed hysteretic nonlinear models.
Representative volume
elements (REVs)

Particle shape
representation

120 mm

Bulk specimen

REV

DEM

Figure 4.13: The illustration of representative elementary volume (REV).

4.5.3

Setup of DEM simulations
Following the previously described REV concept, a cuboid of densely packed equal-sized

spheres was modeled in DEM. As shown in Figure 4.14, particles were arranged following the hexagonal close packing (HCP) method. The HCP method could reduce the bulk porosity changes induced
by particle re-arrangement [192], and it yields the highest density packing of spheres. In this packing, the mechanical behavior of the bulk is dictated by particle-particle interactions, which will be
modeled by the proposed contact models.
In the proposed DEM model, a virtual wall at the bottom of the bulk was specified as
a frictional boundary, and the virtual walls in the vertical direction were specified as friction-less
boundaries. A rigid clump composed of 10 × 10 spheres was treated as the top lid to apply the downward compressive force. The bulk particles were subject to successive cycles of loading-unloading
forces with sequentially increased peak loading stresses. A transient force-control mechanism was
applied to the sphere-wall lid with specified target stresses. The compressive stress being monitored
was calculated as the integration of contact forces between the lid and bulk particles divided by the
area of the lid. When the specified external force reached the target value, the compressive force
would be held for a short period, allowing bulk particles to reach the balanced state. The transient
external force and the bulk height (i.e., the displacement of the lid) were recorded and converted to
the stress-strain relationship for calculating the elastic modulus of the bulk.
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~ 26 mm

Sphere-wall lid

Bulk particles

Figure 4.14: The illustration of a DEM simulation setup for cyclic loading-unloading compression
test using the HCP packing.
Particle stiffness is one of the key properties that affect the compressibility and stiffness of
bulk particles. In this work, parametric studies were designed for model stiffness coefficients A1 ,
A2 , and A3 . The studies on those coefficients were performed to determine the suitable ranges of
those parameters for modeling bulk pine particles in stress consolidation. The value ranges and the
incremental sizes of model parameters in the parametric studies are listed in Table 4.3. All other
model parameters remain the same as those listed in Table 4.2.
Table 4.3: The range and increment of the model parameters in the parametric study.
Parameter
Loading stiffness coefficient 1
Loading stiffness coefficient 2
Unloading stiffness coefficient

4.5.4

Symbol

Value ranges
8

Incremental size
8

6 × 10 – 17 × 10
1 × 104 – 10 × 104
2 – 16

A1
A2
A3

0.25 × 108
0.25 × 104
0.25

Results and discussion
In this section, we present the results of DEM simulations and the comparison with experi-

mental data. Our focus is on the parametric study of the parameters introduced in the new model
(Table 4.3) and their effects on the mechanical behavior in bulks, quantified through the maximum
bulk strain (ϵmax ) and the constrained modulus (M ). All the simulations were conducted using
LIGGGHTS-INL [190] on INL’s Sawtooth high-performance computing cluster. A compute node
with 2 Intel Xeon 8268 CPUs (24 cores per CPU, 2.90 GHz, 192 GB of RAM, Mellanox Infiniband
EDR) was assigned for each individual DEM simulation case.
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4.5.4.1

Bulk stress-strain profiles
Figure 4.15 shows the full stress-strain profiles of three physical tests conducted at INL’s

Biomass Feedstock National User Facility (BFNUF) and the representative DEM simulations (with
parameters A1 = 16 × 108 , A2 = 4 × 104 , and A3 = 11). The DEM results were selected based on
the minimum residual of constrained modulus (M ), which will be discussed in the latter sections. A

(a)

(b)

Figure 4.15: Comparison of the stress-strain curves from physical experiments and DEM simulations
(with parameters A1 = 16 × 108 , A2 = 4 × 104 , and A3 = 11): (a) Experiments and DEM type-I
model; (b) Experiments and DEM type-II model.
few important observations are discussed as follows. Regarding the experimental results:
• All three experimental profiles exhibit similar shapes and hysteretic behavior, indicating the
consistent bulk material behavior and relatively low feedstock variability.
• There is a certain level of discrepancy in the maximum bulk strain (ϵmax ) corresponding to
the same compressive peak stress, especially for experiment 3, indicating the inherent material
variability among different bulk samples.
• When peak stress is maintained for extra time, the bulk strain continues to increase slightly (by
about 1%). This creep behavior may be caused by the continuous rearrangement of particles
and plastic deformations.
Regarding the DEM simulation results:
• The shapes of both the loading and unloading profiles of DEM are similar to the experimental
ones, indicating the proposed model can capture the hysteretic nonlinear behavior of the bulk
specimen.
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• The maximum bulk strain (ϵmax ) in DEM agrees well with the experimental data for the first
four cycles. However, at the fifth cycle (with a 10 kPa peak stress), ϵmax in DEM is about
10% larger than that of the experiment. However, the increasing trend of ϵmax in DEM still
matches with the experiment, and the variance under 10 kPa can be eliminated by optimizing
the value ranges of input parameters in future studies.
• The time-dependent creep behavior was not observed in DEM simulations, as the underlying
mechanism is not yet numerically considered in the proposed model.

4.5.4.2

Parametric study - type-I model
The range and increment of the model parameters in the parametric study are listed in

Table 4.3. Accordingly, the total case number of DEM simulations for the type-I model is 146705
(65 × 37 × 61). The agreement of the DEM results with experimental data is quantified by the
residual, ri ,
ri (β) = fiexp − fidem (β)

(4.51)

which is the difference between a quantity obtained from the experimental data, fiexp , and a quantity
predicted by the DEM model, fidem (β); β is the vector of model parameters (A1 , A2 , and A3 ); the
subscript i takes a value of 1, 2, 3, 4, and 5, corresponding to a peak stress of 1 kPa, 2.5 kPa, 5 kPa,
7.5 kPa, and 10 kPa, respectively. The maximum bulk strain (ϵmax ) and the constrained modulus
(M ) obtained from the bulk stress-strain profiles are used to calculate the residual in Equation (4.51),
i.e., f = ϵmax and f = M , respectively. The weighted sum of the squared residuals, S(β), is defined
as
X

Wi ri2

(4.52)

ϵexp i
Wi = Pn maxexp
i=1 ϵmaxi

(4.53)

S(β) =
where the weighting function Wi is calculated as

th
where ϵexp
peak
maxi is the experimentally measured maximum bulk strain corresponding to the i

stress. Optimal values for the model parameters (A1 , A2 , and A3 ) can be found by minimizing
S(β).
After all the 146705 DEM simulations were completed, the subsets with the smallest weighted
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residuals S(β) were selected to compare with experimental results. For each of the two bulk properties, i.e., the maximum bulk strain (ϵmax ) and the constrained modulus (M ), a subset consisting of
200 simulation cases (with the smallest S(β) values) was selected. Figure 4.16 shows the comparison
of the experimental data and DEM results from the subsets, quantified in terms of ϵmax and M
under five peak stresses. DEM results are shown as box plots, including the minimum, maximum,
25th percentile, 75th percentile, median, and outliers. Important observations are discussed below.
• In Figure 4.16a, the DEM predicted values of the maximum bulk strain (ϵmax ) agree well with
the experimental data for the first four cycles. However, a major over-prediction occurs in the
last cycle, where the peak stress is 10 kPa. As a result, the DEM bulk specimens exhibit overall
higher compressibility than the physical ones upon completion of the five loading cycles. This
also corresponds to larger plastic deformation in DEM specimens after the final unloading, as
can be seen from the stress-strain profiles in Figure 4.15a. In addition, the rate of increase of
ϵmax in DEM simulations is higher than that in experiments, especially at higher bulk stresses,
e.g., from 7.5 kPa to 10 kPa.
• In Figure 4.16b, the values of the constrained modulus (M ) increase after every cycle in both
the experimental and simulation results, indicating the strain-hardening effect in the contact
history. Figure 4.16b also shows that the experimental data are bounded by the DEM results
for all five bulk stresses.
The above observations suggest that the proposed model is capable of capturing the bulk stressstrain behavior, especially the strain-hardening modulus, of the LALM pine chips subjected to a
wide range of compressive stresses.
To understand the influence of individual model parameters on the material bulk behavior,
we investigated the variations of ϵmax and M with parameters A1 , A2 , and A3 , respectively. The
case with the minimum weighted residual for M was selected as the baseline, and the corresponding
parameter values are A1 = 16 × 108 , A2 = 4 × 104 , and A3 = 11. When adjusting one parameter,
the other two were fixed as the values in the baseline. The results are plotted in Figure 4.17 to
Figure 4.19 and discussed below.
• Figure 4.17a shows that ϵmax decreases with the increase of stiffness coefficient A1 , meaning
that bulk compressibility decreases (or equivalently, bulk stiffness increases) with increasing
A1 . Figure 4.17b plots the variation of M with regard to A1 , showing that increasing A1 can
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(a)

(b)

Figure 4.16: Comparison between the experimental data and DEM type-I model results: (a) maximum bulk strain ϵmax vs. bulk stress; (b) constrained modulus M vs. bulk stress. The boxplot
shows the minimum and maximum values (black dashed line), 25th percentile and 75th percentiles
(blue box), median values (red line), and outliers (red cross) of the DEM results.
result in the increase of M under each peak stress. However, some abnormal data points are
seen in the profile of the 7.5 kPa peak stress, which is likely due to the variability of packing
in DEM simulations.
• Figure 4.18a shows that ϵmax decreases with the increase of stiffness coefficient A2 under each
peak stress. Figure 4.18b shows that increasing A2 will lead to the overall increase of M , except
for a few abnormal data points likely due to the variability of packing in DEM simulations.
• Figure 4.19a shows that the increase of A3 leads to a steady increase of ϵmax , which is opposite
to the trends observed in A1 and A2 . Figure 4.19b shows that increasing A3 still results in
the increase of M , except for a few abnormal data points. The increase of M is remarkably
significant in the higher peak stress range (i.e., 7.5 kPa and 10 kPa).
To conclude, adjusting any of the model parameters A1 , A2 , and A3 will affect the bulk stiffness.
Understanding the effect of individual model parameters on the compressibility and strain-hardening
characteristics of bulk particles may help elucidate the capability as well as the limitation of the
proposed model for the potential applications to milled biomass in storage and transport operations.

4.5.4.3

Parametric study - type-II model
In this section, we report the parametric study results of the proposed type-II model that was

implemented with the exponential unloading force-displacement function. The range and increment
109

(a)

(b)

Figure 4.17: Parametric study of stiffness coefficient A1 considering the linear unloading force
function (type-I model): (a) calculated maximum bulk strain ϵmax under different peak stresses;
(b) calculated constrained modulus M under different peak stresses.

(a)

(b)

Figure 4.18: Parametric study of stiffness coefficient A2 considering the linear unloading force
function (type-I model): (a) calculated maximum bulk strain ϵmax under different peak stresses;
(b) calculated constrained modulus M under different peak stresses.
of the model parameters are the same as in Table 4.3. The agreement of the DEM results with
the experimental data was also quantified by the weighted residual as in Equation (4.52). The
comparisons of the bulk stress-strain profiles between the experimental and DEM results are shown
in Figure 4.20. Important observations are as follows.
• In Figure 4.20a, the medians of ϵmax from DEM agree well with the experimental data for
the first four peak stresses but are still larger than the latter for the fifth peak stress. In
contrast to the results of the type-I model in Figure 4.16a, however, the type-II model is a
more accurate model, as its predicted interquartile range (25 - 75%) is narrower and closer to
the experimental data. This improvement is particularly visible at higher bulk stresses (e.g.,
7.5 kPa and 10 kPa), for which the type-I model did poorly.
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(a)

(b)

Figure 4.19: Parametric study of stiffness coefficient A3 considering the linear unloading force
function (type-I model): (a) calculated maximum bulk strain ϵmax under different peak stresses;
(b) calculated constrained modulus M under different peak stresses.
• Figure 4.20b shows that the most remarkable improvement of the type-II model, when it
comes to predicting M , is the significant reduction in the range (min to max) of predicted
M values, especially at higher bulk stresses (e.g., 7.5 kPa and 10 kPa). The exponential
unloading force-displacement function in the type-II model is an evident enhancement over its
linear counterpart in type I for reducing the numerical variability of the resultant predictions
of strain-hardening in bulk milled pine chips.

(a)

(b)

Figure 4.20: Comparison between the experimental data and the DEM type-II model results: (a)
maximum bulk strain ϵmax vs. peak bulk stress; (b) constrained modulus M vs. peak bulk stress.
The boxplot shows the minimum and maximum values (black dashed line), 25th percentile and 75th
percentiles (blue box), median values (red line), and outliers (red cross) of the DEM results.
The variations of ϵmax and M with regard to the individual parameters A1 , A2 , and A3 in
the type-II model are plotted in Figure 4.21, Figure 4.22, and Figure 4.23, respectively. Values of
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the model parameters in the baseline case are the same as those in type-I model, i.e., A1 = 16 × 108 ,
A2 = 4 × 104 , and A3 = 11. When adjusting one parameter, the other two were fixed as the values
in the baseline. Major observations are below.
• As shown in Figures 4.21a, 4.22a and 4.23a, for type-II model, the influences of A1 , A2 , and
A3 on ϵmax are similar to those observed in type-I model, i.e., ϵmax decreases with increasing
A1 and A2 , respectively, while ϵmax increases with increasing A3 .
• As for the constrained modulus M , the magnitudes of M predicted by type-II model (shown in
Figures 4.21b, 4.22b and 4.23b) are considerably smaller than those predicted by type-I model
(shown in Figures 4.17b, 4.18b and 4.19b). For example, at bulk stress of 10 kPa, for the same
range of A1 , M increases from 5.0 MPa to 7.8 MPa in Figure 4.17b for type-I model, while
the magnitudes of M obtained using type-II model are from 4.3 MPa to 6.8 MPa as shown in
Figure 4.21b. The same observation can be made when varying A2 and A3 .

(a)

(b)

Figure 4.21: Parametric study of stiffness coefficient A1 considering the exponential unloading
force function (type-II model): (a) calculated bulk strain ϵmax under different peak stresses; (b)
calculated constrained modulus M under different peak stresses.
Finally, we investigated the effect of the scaling coefficient cδ introduced in Equation (4.21),
which can be used to control the plastic deformation of individual particles, and subsequently,
influences the plastic deformation of the bulk specimen. Figure 4.24 shows the bulk stress-strain
profiles when different cδ values are used. While the overall shapes of the stress-strain profiles are
similar among cases with different cδ values, the curves shift to the left as cδ decreases, which means
that the bulk plastic deformation decreases with the decrease of cδ . Such a decrease is particularly
visible for the last two loading cycles.
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(a)

(b)

Figure 4.22: Parametric study of stiffness coefficient A2 considering the exponential unloading
force function (type-II model): (a) calculated bulk strain ϵmax under different peak stresses; (b)
calculated constrained modulus M under different stresses.

(a)

(b)

Figure 4.23: Parametric study of stiffness coefficient A3 considering the exponential unloading
force function (type-II model): (a) calculated bulk strain ϵmax under different peak stresses; (b)
calculated constrained modulus M under different peak stresses.
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Figure 4.24: A comparison of bulk stress-strain profiles between experimental data and DEM type-II
model results, considering different plastic deformation scaling factor cδ from 1 to 0.5, with input
model parameters: A1 = 16 × 108 , A2 = 4 × 104 , A3 = 11.
In summary, both the proposed type-I and type-II models have demonstrated reasonable
predictability of the nonlinear hysteretic stress-strain profiles of bulk milled pine chips in repeated
axial compression. Between the two contact models, the type-II model is more accurate thanks to
its more sophisticated hysteretic exponential unloading force-displacement function, which results
in lowered variabilities in the calculated maximum bulk strain and constrained modulus in the parametric studies of the input model parameters. It is also very much worth noting that the proposed
custom viscous damping forcing terms for these two contact models have functioned properly in all
the simulations without spurious oscillations.

4.6

Conclusions
This work has introduced a monosphere discrete element method (DEM) model that can

be used to elucidate the bulk mechanical behavior of granular biomass. In contrast to the various
complex shape models that focus on approximating the shapes of individual particles in DEM, the
present model considers each sphere as a representative elementary volume in bulk particles and is
highly scalable in computation. The original contributions from this work are listed below.
• To compensate for the loss of effect of particle shapes on bulk mechanical properties, we have
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proposed a set of hysteretic nonlinear contact force-displacement models for simulating the
bulk strain-hardening phenomena of granular biomass often seen in material handling and
storage. These contact models comprise of simple polynomial and/or exponential functions to
allow for easy calibration. Though more sophisticated formulations are possible, the proposed
contact models have shown reasonable accuracy for the tested biomass.
• A particular challenge associated with the implementation of these contact models is the lack
of suitable viscous damping force models to ensure numerical stability in DEM simulations.
This work has overcome this challenge by introducing an unconditionally stabilized viscous
damping force model for each proposed contact model. The efficacy of these viscous damping
models is rigorously validated in benchmark tests. This is a remarkable advancement over the
simple damping model based on a constant coefficient in most existing DEM packages.
• To the best knowledge of the authors, how to derive custom viscous damping force functions
based on arbitrary contact force-displacement functions is seldom documented in the literature.
Therefore, the detailed procedures for deriving the required viscous damping force functions
in this work are valuable as a general reference.
• The resultant DEM model is implemented and released in LIGGGHTS-INL [190], a capability
extended adaptation of the open-source DEM package LIGGGHTS, and applied in parametric
simulation studies of an axial compressibility test for the conversion-ready pine chips. Results
show that the DEM model can capture the major characteristics in the stress-strain profiles of
the physical samples and reasonably predict their bulk compressibility, constrained modulus,
and irrecoverable accumulation of plastic deformation under repeated compression.
It is worth commenting that the monosphere DEM with hysteretic nonlinear contact models has
known limitations. For example, any custom contact model may not completely replace the effect
of irregular particle shapes, especially in simulations of the process upsets such as jamming and
clogging in material handling equipment (hopper, screw conveyor, etc.). Future work will focus on
the implementation of the present contact models for the multi-sphere [183] and/or bonded-sphere
[17] based irregular-shaped particle models and verification of their efficacy in the material handling
simulations.
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Chapter 5

Discrete element modeling of the
granular hopper flow of biomass
feedstocks
Granular biomass materials such as pine chips feature irregular particle shapes and relatively
low stiffness. These features result in unique bulk flow characteristics and could pose great challenges
for the operation of handling equipment. In this work, we adopted a class of generalized strainhardening hysteretic contact model for the discrete element method (DEM), which can capture the
bulk behavior of flexible biomass particles. DEM-based studies of a wedge-shaped hopper discharge
of loblolly pine chips are conducted over wide ranges of the processing parameters (PPs) of the hopper
and material attributes (MAs) of milled pine. The flow behavior, including the discharging profile,
mass flow rate, and critical arching distance are investigated. The characterizations of the flow
behavior affected by the two MAs (moisture content and rolling friction) and the three PPs (hopper
outlet width, hopper inclination, pre-consolidation stress, and initial material height) are conducted.
The results show that the mass flow rate increases linearly with the increase of the hopper outlet
width while it decreases with the increase of all other material attributes and processing parameters.
The materials’ inter-particle motion resistance demonstrates the significant impacts on the critical
A similar form of this chapter has been submitted at the time of writing: Chen, F., Chen, Q., and Xia, Y.,
Discrete element modeling of the granular hopper flow of biomass feedstocks.
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arching distance of the hopper discharging. These findings provide guidelines for hopper operation
in the material handling industry and the construction of design methods for material handling
equipment in biorefineries.

5.1

Introduction
Forestry residues such as pine chips are a low-cost source of biomass feedstocks for conver-

sions into biofuels and biorefinery. How to achieve efficient material handling of biomass feedstocks
has been a challenge in the design and operation of biorefinery [15]. Dale [15] noted that how achieving efficient material handling operations (e.g., feeding and transporting) of biomass feedstocks has
been a challenge in bio-refineries. Stasiak et al. [132] experimentally characterized the bulk properties of wood chips to investigate the flowability of biomass feedstocks. Typically, material handling
processes are significantly influenced by the flowability of materials [16], i.e., the propensity of a
material to flow in proportion to the applied force. Flowability is determined by a combination of
different material characteristics such as particle size distributions, shapes, density, moisture content,
friction coefficient, particle stiffness, and particle inter-locking effect. Those particle-level characteristics determine the bulk properties such as stiffness and compressibility, angle of friction, cohesion,
and unconfined yield stress, which could impact the flowability of biomass feedstocks [6]. Feedstocks
with poor flowability are more likely to suffer from processing upsets in material handling operations,
resulting in increased downtime and higher operational cost, and consequently, lower economic value
of biofuels.
Hoppers are a common type of material handling equipment used in bio-refineries for discharging biomass feedstocks. Although most hopper designs are simple in configuration, the behavior of granular hopper flow can be complicated due to the influence of various factors related to
both hopper designs and material properties. The granular hopper flow of biomass feedstocks can
be widely seen in the material handling process [193–195]. The unique characteristics of biomass
feedstocks (e.g., low particle density, high aspect ratio, high compressibility) make the flowability
challenging to be characterized and lead to a relatively poor flowability [196–198]. For biomass
feedstocks with poor flowability, the underestimation of the effect of flowability could often result in
processing upsets during material handling operations, for example, hopper arching. Hopper arching
is one of the classical challenges in material handling, and a significant amount of experimental and
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numerical studies have been conducted in the literature, and the hopper critical arching distances
are determined for various materials (e.g., rocks, coals, ores, pharmaceutical particles, and ideal
spherical beads) [199–202]. To directly assess the flowability and to investigate the potential arching
effect of biomass feedstocks, it is necessary to better understand the granular hopper flow regarding
different hopper designs or flow mediums from both experimental and numerical perspectives.
For biomass feedstocks, the particle size and shape are well-known to be the two most
salient factors affecting their flowability [19, 203]. However, biomass feedstocks such as pine chips
also present great deformability (e.g., compression, deflection, or distortion) even with a low external
load and affect the bulk flowability [132, 204, 205]. To understand how material characteristics could
impact the flowability of biomass feedstocks, Hernandez et al. [133] investigated the flowability of
milled pine particles regarding their grinding size and moisture content. Barletta and Poletto [136]
carried out the design methodology for discharging experiments, i.e. the hopper, and characterized
the flow behavior of granular solid biomass. Westover and Hartley [134] pointed out the limitations
in the current flow models of wood chips in biorefinery operations. Höhner et al. [135] noted that the
biomass materials exhibit significant complexity and variability with regard to both particle sizes
and shapes, which are among the major factors that significantly affect the bulk behavior of biomass
material. Currently, the empirical methods used for the assessment of flowability and the design of
material handling equipment are usually developed based on laboratory physical tests that manifest
a limited range of conditions in industrial operations. The limitations in the physical experimental
and empirical methods indicate the insufficiency of those methods alone to satisfy the requirements
for the characterization of biomass.
Numerical methods have been extensively used to perform studies and optimization in the
design of material handling equipment. Due to the discrete nature of granular materials such as
biomass feedstocks, the particle-based discrete element method (DEM) [8] has been adopted as the
most relevant numerical tool for modeling the granular flow problem and has been widely used to
study the flow behavior of granular materials. DEM can help to capture the bulk flow behavior
from the particle-level mechanics of granular materials, especially in the material handling processes
of biomass feedstocks [13, 137, 138, 180, 181], where particles manifest relatively uniform material
properties in morphological, chemical, and mechanical properties. Stasiak et al. [206] noted that
flexible granular materials, such as wood chips, present great deformability (e.g., compression, deflection, or distortion) even with a low external load. The particle deformability of biomass feedstocks
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has a significant impact on their bulk flow behavior [17]. It is necessary to incorporate particle deformability into the DEM model to approach reliable modeling and prediction of the flow behavior
of biomass feedstocks consisting of flexible particles,
The primary goals of this work are to develop the DEM models to appropriately simulate
the granular hopper flow of pine chip particles, The flowability of pine chips, as well as the potential
processing upsets (e.g., arching) in a wedge-shaped hopper, will be investigated. The hysteretic
nonlinear contact model proposed by Chen et al. [207] is employed to capture the nonlinear contact
behavior between particles in DEM simulations and to capture the flexibility and hysteretic effect
of biomass materials. The loblolly pine chips are taken as reference material for calibrating the
contact parameters used in the DEM model. As a major contribution, the flow characteristics and
the arching effect in a wedge-shaped hopper are studied considering different parameters of hopper
design and material properties. Notably, the flow pattern, particle stress distribution, discharge
profiles, and critical arching distance are analyzed. To further explore the impact of different processing parameters (PP) and material attributes (MA), parametric studies on the PPs and MAs are
performed and analyzed as well. The present study achieves to model and capture the flowability of
pine chip particles in a simplified hopper system. The methodology and workflow presented in this
study can be conveniently extended to model more complex-shaped hoppers with particles of wider
variations in size, shape, and deformability.

5.2

DEM and hysteretic contact model
In this section, the governing equations of DEM and the recently proposed nonlinear hys-

teretic contact for biomass particles are presented.

5.2.1

Governing equations
DEM simulations track the motion and orientation of individual particles in the granular

material and resolve their collisions. The bulk behavior of the material results from the interactions
of all constituent particles. For each individual particle, there are at least two types of motions,
i.e., the translational motion and rotational motion, which can be described by the Newton-Euler
equations:
mi

d2
x i = Fi
dt2
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(5.1)

Ii

d
ωi = Mi
dt

(5.2)

where the subscript “i” indicates the ith particle, m is the particle mass, I is the moment of inertia,
x is the particle position vector, ω is the particle’s angular velocity, t is time, and F and Mi are
the overall external force and moment acting on the particle. To resolve the motion of each particle,
all the forces and moments experienced by the sphere need to be evaluated and accounted for.
A particle may be subjected to the following types of forces and moments: gravity, inter-particle
contact forces and moments, applied forces and moments, and damping forces, in which the contact
forces and moments are calculated based on contact models. Once particle forces and moments are
calculated, particle accelerations can be obtained by solving equations of motions Equation (5.1)
and Equation (5.2). Particle accelerations are then numerically integrated in time to update the
translational and rotational velocities and positions of each particle. As for the contact model, in this
work, a nonlinear hysteretic contact model recently proposed by the authors [207] will be adopted
and applied to account for the nonlinear, history-dependent behavior of biomass particles. Details
of this contact model will be presented in the following section.

5.2.2

Nonlinear hysteretic contact model
Recent experimental studies have shown that biomass particles such as pine chips have

complex shapes, high plasticity, and hysteresis and strain-hardening behavior [7, 16]. Although the
complex shapes of biomass particles can be modeled by the recent advanced DEM models [16, 62, 64],
it is necessary to consider the impact of the flexibility and hysteresis of materials in the assessment
of biomass materials.
In this research, a nonlinear hysteretic model proposed in our previous research [207] is
adopted to calculate the contact forces between two contacting particles. The proposed contact
model has proven to be capable of capturing the nonlinear, hysteresis, and strain-hardening behavior
of pine chips under stress consolidation. In this model, the normal contact force is calculated based
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the following force-displacement formulations
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cohesion

where Fnl and Fnu denote the normal force component in loading/reloading and unloading, respectively; Fnc is the cohesion; the superscript “m” and “m − 1” indicate the state of the current and
previous loading cycles, respectively; δ is the overlap distance; δ0 is the plastic deformation; parameters A1 , A2 , A3 , and Knc are the user-input parameters to calculate the particle’s loading &
unloading stiffness; f1 and f2 are two numerical correction terms to avoid the discontinuity in force
formulation. Once contact between two particles is detected, the contact history of the two particles
will be stored in computer memory for the rest of the simulation. The storage of contact history
means a higher demand on computer memory but it allows for history-dependent contact modeling.
The schematic of this nonlinear contact model is presented in Figure 5.1.
𝐹𝑛

Analytical
• A → B: loading
• B → C: full unloading
• C ⇄ F: cohesion
• C → D: reloading
• D → E: full unloading
• E ⇄ G: cohesion
• B → H: partial unloading
• H → I: pre-stressed reloading
• I → J: full unloading
• J ⇄ K: cohesion
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Figure 5.1: Schematic of hysteretic nonlinear contact model.
This model is designed to save the complete contact history of particle stiffness to more
realistically account for the possible strain-hardening behavior, especially during repeated loading
and unloading cycles. The model is able to account for the following scenarios in stress-strain
profiles for deformable biomass particles: a separate path of unloading instead of following the
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previous one, and the repeated loading will continuously increase the particle stiffness based on the
history information. In the proposed model, the strain-hardening effect is accounted for by assuming
a history-dependent contact stiffness that grows with the stress asserted on the particle. Unlike the
linear hysteretic model that resets the contact stiffness to the initial value after particles separate,
this model is designed to save the complete history of the stiffness in computer memory to account for
the possible scenarios of particle separation and re-contact. While the proposed hysteretic contact
model is applied to calculate the normal contact forces, the calculation of tangential forces follows
the Mindlin theory [32, 208].

5.2.3

Motion resistance models
For spherical particles, the interlocking effect of pine particles cannot be directly simulated

due to the simplification on particle shapes. To compensate the shape effect of pine particle and to
account for the moisture-induced cohesive forces, the motion resistance models, including the rolling
resistance model and liquid bridge model, will be adopted while using spherical particles in DEM.

5.2.3.1

Rolling resistance model
The concept of rolling resistance was introduced into the DEM by [119] in their comparisons

of experimental and numerical modeling of granular flow during silo discharging. Rolling resistance
is used to represent the effects on rolling of particle shape (non-sphericity in 3D or non-circularity
in 2D) and inter-particle resistances. To better model the complex-shaped pine chips using monosphere-shaped particles, the rolling resistance model is adopted in this research to mimic the shape
and interlocking effect.
When a spherical particle is rolling, the model generates a resistance torque Tr on the sphere
to represent the rolling friction, as illustrated in Figure 5.2. The direction of the torque is always
against the relative rotation between the two contact entities. The torque is applied in pairs on each
pair of particles in contact. The resistance torque Tr in a contact can be calculated as:

Tr = −

ωrel
µr Rr Fn
|ωrel |

ωrel = ωi − ωj
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(5.4)

(5.5)

where ωi and ωj are the angular velocities of spheres i and j, respectively, and ωrel is the relative
angular velocity between them.

w1
w1

v

Tr
Fn

Tr
Fn

v

v

Tr

Fn

w2
(a) Particle-to-wall contact

(b) Particle-to-particle contact

Figure 5.2: Rolling resistance in particle-level contact: (a) particle-to-wall contact, (b) particle-toparticle contact.

5.2.3.2

Liquid bridge model
Inter-particle cohesive force that is induced by liquid content can also involve the motion

resistance to the granular particles. To account for the cohesive forces, the liquid bridge model has
been proposed and applied in DEM simulations [1]. The schematic of the liquid bridge is shown in
Figure 5.3, in which R1 and R2 are the particle radii, η1 and η2 are the half-filling angles, ϕ is the
contact angle, D is the inter-particle distance, and xc1 and xc2 denote the solid-liquid-gas interface.
The liquid bridge forces are composed of capillary and viscous forces, in which the capillary force is
introduced due to surface tension, and the viscous force arises from the viscosity of the liquid and
relative motion of particles.

Liquid bridge
y0

R1

h1

h2

R2
xc1

j

xc2

D
Geometry representation of a liquid bridge

Details of the liquid bridge

Figure 5.3: Schematic of the liquid bridge model.
As spherical particles cannot directly simulate the interlocking effect of complex-shaped par123

ticles such as chipped pine particles, the liquid bridge model is introduced into the DEM simulations
to simulate the interactions between particles by adding the additional cohesive force at particle
contacts. To understand the influence of moisture content (M.C.) on the bulk flow behavior, the
parametric study of M.C. will be performed and discussed in Section 5.4.

5.3
5.3.1

Wedge-shaped hopper model setup
Experiment setup of wedge-shaped hopper
This work studies a wedge-shaped hopper that is used to characterize the flow behavior of

the loblolly pine chips. The design of the hopper is based on the physical experiments conducted at
Idaho National Laboratory (INL) and is illustrated in Figure 5.4. The experimental setup includes
two parts: a hopper section and a cuboid bin on top of the hopper. The hopper walls on both sides
are capable of sliding and rotating through handwheels, which allow us to adjust hopper inclination
angle and outlet size. As Figure 5.4(b) shows, we denote the half of the angle between two side
walls as the hopper’s semi-inclination angle θ, and W is the hopper opening width (or outlet width).
The width of the bin is fixed at 0.6 m, and the length of the sidewalls of the hopper is adjustable
according to different inclination angles and outlet widths. For example, the length of sidewall is
0.6 m when θ = 30o and W = 0 mm.
For each scenario of the laboratory experiments, the hopper is adjusted to the specific θ
and is closed at the beginning (W = 0 mm). After loading the granular biomass feedstocks into
the hopper and the bin, the hopper walls are raised up along the tangential direction until reaching
the target opening width. In addition to quantifying the flow rate during the discharging process,
the critical outlet width is approximated as the maximum orifice size at which particles cannot
continuously flow out of the hopper. To facilitate a valid comparison of the discharge rate at a
steady-state between different simulation scenarios, the walls are fixed when the outlet reaches the
specific width. Thus, the outlet will be maintained, and the discharging will arrive at a steady state
with constant discharge rates afterward.
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(b)

(a)

Figure 5.4: Wedge-shaped hopper: (a) Experimental setup; (b) Hopper geometry.

5.3.2

DEM hopper model setup
In this work, we propose a coarse-grained approach to effectively establish a linkage between

the particle-scale and the bulk-scale properties to investigate the flow behavior of pine chip particles.
In this approach, the coarse-grained particles will be used to represent the original pine particles,
which simplify the shape representation, and it has to be ensured that both systems behave similarly
[209]. The contact parameters of the coarse-grained spheres have been calibrated for loblolly pine
particles using the cyclic axial compression test data [207]. Table 5.1 summarizes those calibrated
parameters including the contact model parameters and the materials properties of pine chip particles
used in the DEM simulations.
Since the spherical particles are used in DEM simulations, the interlocking effect cannot be
directly simulated for the complex-shaped particles such as pine chips. Therefore, the additional
motion resistance model is required to mimic the shape effect on the interlocking-induced flowability
reduction. In this study, the liquid bridge model [210] and the rolling resistance model [188] are
adopted and the effect of model parameters, including moisture content (M.C.) and rolling resistance
(µr ), will be analyzed. The value ranges for both M.C. and µr are listed in Table 5.1.
To assess the performance of the hysteretic contact model in capturing the flow behavior
of pine chips in realistic flow regimes, numerical simulations of granular flow in the wedge-shaped
hopper were performed. The geometry and the setup of the DEM model follow those shown in
Figure 5.4b, and the rainfall packing and the application of pre-consolidation stress in DEM models
are illustrated in Figure 5.5. In the DEM simulations, surface meshes comprised of triangular
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elements are used to model the hopper walls. To minimize the computational cost, the plane-strain
slice of the hopper is considered with a depth of ty = 3 mm in thickness (the direction perpendicular
to the cross-section of hopper geometry). The initial particle packing is created following the rainfall
method that the particles are allowed to fall down into the hopper under gravity. Once the hopper is
filled up to the target height H (e.g., 0.68 m in the example problem), the insertion will be stopped,
and the particles in the hopper are allowed to sit for a period until reaching the equilibrium. Once
the initial packing reaches the equilibrium, pre-consolidation stress σpre will be applied to the lid
and compresses the bulk particles to achieve a relatively dense packing of bulk particles.

3

2

1

Velocity (m/s)

spre

0

(a)

(c)

(b)

Figure 5.5: Illustration of DEM hopper model setup: (a) Rainfall packing; (b) Packing finished. (c)
Applying the pre-consolidation stress.

5.4

Simulation results and analyses
In this section, we present the parametric studies on different parameters, including the

investigation of four processing parameters (PPs), i.e., σpre , W , θ, and Hini , and two material
attributes (MAs), i.e., M.C., and µr . A flow chart describing the organization and process of
parametric studies is shown in Figure 5.6. The values of PPs and MAs are summarized in Table 5.2.
The design chart regarding the processing upsets will be discussed in Section 5.5.
The flow characteristics are firstly demonstrated to show the capability of the proposed
hysteretic nonlinear contact model in capturing the bulk flow behavior of the pine chips. The flow
pattern and the internal stress distribution are used to demonstrate the capability of this nonlinear
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Table 5.1: Parameters of the hysteretic nonlinear force contact model for loblolly pine chips.
Parameter
Loading force scaling coefficient
Loading power function index
Loading stiffness coefficient
Initial loading stiffness coefficient
Unloading stiffness coefficient
Cohesion force coefficient
Unloading force scaling coefficient
Particle radius
Density
Young’s modulus
Poisson’s ratio
Restitution coefficient
Friction coefficient
Rolling friction coefficient
Moisture content

DEM model setup of wedge-shaped
hopper

Symbol

Value

Unit

α
χ
A1
A2
A3
Knc
C
r
ρ
E
ν
e
µf
µr
M.C.

20
2
6 × 108
5 × 104
5
1 × 10−4
1 × 10−7
1.5
390
1 × 106
0.3
0.3
0.6
0-1
0 - 20

mm
kg/m3
Pa
%

Determination of contact model parameters for pine
chip particles. Characterization of flow behavior.

Pre-consolidation stress

Semi-inclination angle

Opening width
W

Initial material height
Hini

Rolling resistance

Moisture content
M.C.

spre

q

Investigate the effect of processing
parameters (PPs)

Investigate the effect of material
attributes (MAs)

Prediction of arching effect and the
critical arching distance

mr

Design chart of critical arching distance (Wcr)

Figure 5.6: Flowchart of numerical investigation process of different processing parameters and
material attributes and the target critical arching distance.
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Table 5.2: Parameters of the hysteretic nonlinear force contact model for loblolly pine chips.
Parameter
Pre-consolidation stress
Opening width
Semi-inclination angle
Initial packing height
Moisture content
Rolling friction

Symbol

Values

Incremental size

Unit

σpre
W
θ
Hini
M.C.
µr

[1, 10]
10 - 60
24 - 36
[0.68, 5.5]
[0, 0.01, 0.1, 1, 5, 10, 20]
0-1

5
2
0.2

kPa
mm
o

m
%
-

model and to help understand the process of hopper flow models. Following is a more quantitative
analysis regarding PPs and MAs on the discharging process.

5.4.1

Flow characteristics
The results of flow characteristics presented in this subsection are obtained from the hopper

with opening width W = 40 mm, semi-inclination angle θ = 30o , moisture content M.C. = 0%,
and rolling friction µr = 0. The resultant discharging profiles in this scenario are first presented in
Figure 5.7. The particles in the hopper are colored in layers with a thickness of 0.1 m to visualize
the flow pattern of bulk particles. The snapshots of the hopper flow system during the discharging
process are taken at 0 s, 2 s, 4 s, and 6 s. And the virial stress distributions of individual particles
in the hopper system are also plotted for each timestep.
The flow patterns for this specific case are consistent without any clogging issues during the
entire process. During the discharging process, the particles near the outlet are firstly discharged,
then followed by the particles inside the hopper section. The top surface of particle packing is
concave in the middle part of the hopper. Meanwhile, the internal stress distributions at different
timesteps are also plotted. As mono-sphere particles were adopted in this simulation, they exhibit
fewer interlocking fabrics, leading to a lower stress state. The arch-shaped force chain was formed
within the hopper. However, the stresses were not large enough to clog the outlet or disrupt the
discharging process. Overall, the results predicted by the DEM nonlinear hysteretic contact model
have demonstrated the capability and suitability for hopper flow simulations. It also indicates that
this DEM model with calibrated parameters can quantitatively characterize hopper discharge flow
behavior for pine chips.
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Figure 5.7: Illustration of the follow pattern with proposed contact model.

5.4.2

Effect of processing parameters
To quantify the flow rate of the hopper for different scenarios, the average discharging rate

q̂ is calculated during the discharging period and has eliminated the two ends of the inception and
decay. The formulation is presented as follows:

q̂ =

100% − M̃t
tend − tini

(5.6)

where M̃t indicates the mass percentage discharged from the hopper, Mini is the total mass filled
into the hopper, Mf inal is the remaining mass in the hopper once discharging is stopped, tend is the
stopping time of discharging, and tini is the starting time of discharging process. To eliminate the
effect of the differences of initial mass in different cases, the mass percentage discharged is normalized
as M̃t = Mt /(Mini − Mf inal ), where Mt is the material mass discharged from hopper at time t.
5.4.2.1

Pre-consolidation stress
The pre-consolidation stress (σpre ) is one of the processing parameters (PPs) that can in-

fluence the initial packing density of materials that are filled into the hopper and directly controls
the hopper flow rate. To examine whether the pre-consolidation stress σpre would affect the flow be129

havior and discharging velocity of the hopper, a suite of simulations with different pre-consolidation
stresses have been performed. The average discharging rates calculated using Equation (5.6) are
plotted in Figure 5.8. Both low cohesion cases and high cohesion cases are presented. The colored
solid lines are the discharging curves obtained from the DEM simulations with low cohesion, and the
dashed lines are the corresponding DEM results with high cohesion. The average discharging curves
corresponding to different σpre values almost overlap with each other for both the low cohesion and
high cohesion cases. Since the position of the lid is fixed during the discharging process, σpre will
be released once the discharging begins. Thus, σpre did not cause a significant difference during
the hopper discharging process. In the following sections, we will focus on the DEM results with
σpre = 1 kPa, and the results of σpre = 10 kPa will be presented in the Appendix Section C.

Figure 5.8: Comparison of average discharging rate under different pre-consolidation stress σpre .

5.4.2.2

Opening width
The outlet width of the hopper is one of the critical parameters that directly control the

hopper flow rate and can significantly influence the occurrence of clogging. To examine whether the
hysteretic contact model can capture the effects of outlet width on the discharging flow response,
a suite of simulations with different outlet widths are performed. While varying the opening width
W , all other PPs and MAs are fixed (i.e., θ = 30o , M.C. = 10%, and µr = 0.4). The discharging
profile is calculated in terms of the percentage of accumulative mass and is plotted in Figure 5.9.
For the cases with W = 10 and 20 mm in both Figure 5.9(a) & (b) (as red and orange lines shown),
the discharging processes stop after around 4 second that indicates the clogging issues during the
flow. For cases with W ≥ 30 mm, the consistent flow are observed.
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(a)

(b)

Figure 5.9: Accumulative mass discharged percentage with different opening width W : (a) M.C. =
10%, µr = 0; (b) M.C. = 0%, µr = 0.4.
Figure 5.10 shows the average discharging rate q̂ calcuated from Equation (5.6). Two scenarios are presented here, one is the case with µr = 0.4, M.C. = 0% and the other is the case with
µr = 0, M.C. = 10%. For both scenarios, q̂ increases with the opening width while the increasing
rate is a little larger for the case with M.C. = 10%. The possible critical arching distance can
be estimated by calculating the intersection point of the trend lines and horizontal axis. For the
presented DEM simulations in Figure 5.10, the potential critical arching distance is around 10 mm
for the case with µr = 0.4 and M.C. = 0%, and for another case (the green line) it is about 20 mm.
More detailed research on this critical arching distance will be presented in the following section.

Figure 5.10: Average discharging rate with different opening width W .
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5.4.2.3

Semi-inclination angle
Another critical processing parameter for the hopper design is the semi-inclination angle θ,

which can also influence the material discharging behavior. To investigate the effect of θ, a suite of
numerical simulations is performed with θ ranging from 24o to 36o with an increment of 2o , while
the other parameters are fixed, i.e., W = 20 and 40 mm, M.C. = 10%, and µr = 0, indicating a
moderate level of motion resistance. The accumulative percentages of mass discharged with different
θ are presented in Figure 5.11. The observations are discussed below:
• Figure 5.11(a) shows the hopper discharge when W = 20 mm. The noncontinuous flow occurs
when θ ≥ 30o , and clogging issues are observed in the cases with θ ≥ 34o . This observation
suggests that a hopper with a larger inclination angle is more likely to experience clogging
when the other parameters remain the same.
• Figure 5.11(b) shows the hopper discharge while the opening width W is increased to 40 mm,
and the hopper is fully discharged for all cases. The elapsed time for the fully discharge
increases with the semi-inclination angle θ.

(a)

(b)

Figure 5.11: Accumulative mass discharged percentage with different semi-inclination angle θ: (a)
W = 20 mm and M.C. = 10%, (b) W = 40 mm and M.C. = 10%.
For the reported cases with different θ, we have calculated the average discharging rates q̂
in terms of semi-inclination angle θ and plotted it in Figure 5.12. When W = 40 mm, q̂ decreases
with the increase of θ, from 0.14 to 0.075. The same trend is also observed when W = 20 mm.
This observation suggests that a hopper with a larger inclination angle is more likely to experience
clogging when the other factors remain the same.
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Figure 5.12: Average discharging rate with different semi-inclination angle θ: (a) W = 20 mm, (b)
W = 40 mm.
5.4.2.4

Initial packing height
Different initial packing heights (Hini ) of the bulk particles in the hopper can lead to different

packing fabrics and also influence the hopper flow behavior. To investigate the impact of Hini ,
another set of hopper simulations is designed and shown in Figure 5.13. In this specific hopper, the
geometry of the hopper section (the bottom section) is the same as in Figure 5.4 while the height
of the storage bin is significantly increased to allow a larger Hini that can allow for a gradually
changed compressive stress at the top surface of the hopper. To compare with the DEM results with
σpre = 10 kPa, the initial packing height is set equal to about 5.5 m so that the compressive stress
at the top surface of hopper can reach 10 kPa. The test ranges of the opening width W and the
moisture content M.C. are the same as in Table 5.2. The snapshots of DEM simulations are shown
in Figure 5.14, where the particles are colored by layers and the stress state respectively.
In the case with Hini = 5.5 m, the total particle number for a DEM simulation is about
600,000, and it takes about 240 hours to complete a single numerical simulation. Due to the limitation
of the computational resources, the semi-inclination angle is fixed at θ = 30o . The DEM simulations
were then performed with different opening width W , and the moisture content M.C. varies from
0% to 20%. The results of mass discharging percentage over time with W = 20 mm are plotted in
Figure 5.15, where the colored solid lines correspond to the results of the hopper discharging cases
with Hini = 5.5 m, and the dashed lines correspond to the results of Hini = 0.68 m. Through
the comparison, the cases with higher Hini of 5.5 m demonstrate better flowability than the cases
with Hini = 0.68 m. As the solid lines shown in Figure 5.15a, the mass discharged in hopper with
Hini = 5.5 m is larger than the cases with Hini = 0.68 m at same time step. After increasing the
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Figure 5.13: Illustration of hopper geometry with larger initial packing height.
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Figure 5.14: Illustration of hopper geometry with larger initial packing height.
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opening width to 20 mm (Figure 5.15b), the consistent discharging behavior can be observed from
all cases with Hini = 5.5 m while some of the cases are clogged with Hini = 0.68 m.
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Figure 5.15: Comparison of the accumulative discharged mass for hopper with different initial packing heights

5.4.3

Effect of material attributes

5.4.3.1

Rolling resistance
To understand how rolling resistance could affect the flow behavior of pine chips, the rolling

resistance model was applied to DEM for simulating the hopper flow. The different levels of rolling
friction µr are tested as listed in Table 5.1. When adjusting µr , the hopper inclination was fixed
at θ = 30o and the opening width W was varying from 10 mm to 60 mm. Figure 5.16 plots the
accumulative percentage of materials discharged from the hopper in terms of time, where the colored
lines are the results obtained with different µr .
Figure 5.16 (a) and (b) show that the discontinuous discharging process can be observed
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when W is smaller than 20 mm. When W = 10 mm, less than 1% of filled materials were discharged
from the hopper for different µr . After increasing W to 20 mm as shown in Figure 5.16(b), the consistent flow can be observed only when µr = 0 and 0.2. Otherwise, the hopper will be clogged when
µr ≥ 0.4. Figure 5.16 (c), (d), (e), and (f) show the percentages of accumulative mass discharged
when W were increased to 30, 40, 50, and 60 mm, respectively. All the cases result in a consistent
discharging process. However, the increase of µr will impact the discharging velocity, i.e., the total
time required to let all materials be discharged. The results indicate that the rolling resistance can
have a significant impact on the flowability of particles and should be properly calibrated especially
with smaller W .
The average discharging rates with different µr levels are calculated based on Equation (5.6)
and plotted in Figure 5.17. The solid lines indicate the different hopper opening widths W ranging
from 10 to 60 mm while the different colors indicate the different opening widths W . When W =
10 mm, the discharging rate q̂ is almost 0 with different levels of µr , as well as the cases when W
= 20 mm and µr ranges from 0.4 to 1.0. For all other cases, it can be clearly observed that the
discharging rate q̂ decreases with the increase of µr .
5.4.3.2

Moisture content
To assess the effect of the cohesive forces, the liquid bridge model is adopted that incorpo-

rates liquid bridge forces into DEM for a pendular state. The inter-particle cohesive force is used
to mimic the interlocking-induced flowability reduction by calibrating the moisture content (M.C.)
in this study. The test range for M.C. is from 0% to 20% (modest) regarding mass ratio. The
different levels of moisture content (M.C.) are tested as listed in Table 5.1. When adjusting M.C.,
the inclination is fixed with θ = 30o , the opening width W also varies from 10 to 60 mm, and the
rolling resistance model is deactivated to avoid additional impact. The mass discharge percentage
results are plotted in Figure 5.18 and discussed in the following.
Figure 5.18 (a) presents the accumulative mass discharge in hopper with W = 10 mm, where
it can be observed that clogging happened for all cases. Once W is increased to 20 mm as shown
in Figure 5.18 (b), the consistent flow can be observed in cases with a lower moisture content (i.e.,
M.C. = 0% and 0.01%). But other cases are still clogged, which indicates that W = 20 mm is
not sufficient for consistent flow of hopper. Once W is increased to 30 mm or larger (as shown in
Figure 5.18 (c) to (f)), all cases can be consistently discharged even with different levels of M.C..
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 5.16: Accumulative mass discharged percentage with different rolling resistance level: (a)
W = 10 mm, (b) W = 20 mm, (c) W = 30 mm, (d) W = 40 mm, (e) W = 50 mm, (f) W = 60 mm.
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Figure 5.17: Average discharging rate with different rolling resistance levels.
The increase of M.C. only impacts the time for full discharge, that is, a larger M.C. requires longer
time to fully discharge the hopper.
The average discharging rates q̂ with different M.C. levels are calculated and plotted in
Figure 5.19. Overall, q̂ gradually decreases while M.C. increases. For the cases with W = 10 and
20 mm, the discharging rate decreases from 0.03 to 0.02 for the cases with consistent flow (i.e.,
M.C. = 0 and 0.01%). For the clogged cases with smaller W or larger M.C., q̂ are almost zero.
M.C. demonstrates the significant influence on the flowability of pine particles, and can also cause
the clogging issues in the hopper discharge.

5.5

Prediction of processing upsets
The design of hopper is a non-trivial task, as inappropriate designs could result in poor

operation performance and even equipment or functional failures (e.g., clogging) [211]. Inconsistent
hopper flow or the clogging issue induced by the hopper arching poses a significant challenge in
biorefineries. In this section, we use the calibrated DEM models to simulate a hopper flow of the
milled loblolly pine to predict the potential arching effect, and compare the predictions against
experimental measurements to show the capabilities of the models, and to provide the guidance for
the hopper design.
To understand how the PPs and MAs could influence the occurrence of the clogging in the
hopper, the critical arching distances are summarized and presented in this section. The material
critical aching distance is approximated as the maximum orifice size at which particles cannot
continuously follow out the hopper. For example, as shown in Figure 5.20, the hopper was clogged
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 5.18: Accumulative mass discharged percentage with different moisture contents: (a) W = 10
mm, (b) W = 20 mm, (c) W = 30 mm, (d) W = 40 mm, (e) W = 50 mm, (f) W = 60 mm.
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Figure 5.19: Average discharging rate with different moisture content.
when opening width W = 20 mm. Thus, the critical arching distance for this specific case is defined
as 20 mm.
Figure 5.20 also shows the DEM simulation snapshots of hopper discharge tests where the
clogging issue was observed. Notice that there are significant differences between the formation
mechanism of the clogging issue, Figure 5.20a shows the clogging due to the inter-particle rolling
resistance between the particles. While the rolling resistance model was activated and the rolling
friction µr = 0.8, the resultant rolling friction will prevent the spherical particles to rotate. The
particles exhibit a greater potential to reach equilibrium and form a stable arch near the outlet of
the hopper. This phenomenon can be also observed from the arch-shaped force chains as shown in
Figure 5.20a. Because of the arching effect near the outlet, no more particles could flow out from
the hopper.
Figure 5.20b demonstrates the clogging case with the cohesive force activated (i.e., the
moisture content), while the rolling resistance model is deactivated. Compared with Figure 5.20a,
the cohesive force induced by moisture content will “glue” the particles together and thus form a
“bulk” of particles and clog the orifice areas of the hopper outlet. It can be also observed that some
particles are hanging below the glued bulk due to the cohesive forces between the particles.
To compare the impacts of different parameters on the flowability of pine chips and provide
guidance for the hopper design, the critical arching distance was calculated for each of the two
different types of motion resistances. Figure 5.21 shows the comparison of the DEM results with experimental data, quantified in terms of the projected critical arching distance, Wcr . In Figure 5.21a,
the colored areas are the DEM results with different µr (from 0 to 1), while in Figure 5.21b, the
colored areas are the results with different M.C. levels (from 0% to 20%). The blue dashed lines
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Moisture content (M.C.) = 0% & rolling friction (mr) = 0.8
(zoomed-in view near hopper outlet)

Moisture content (M.C.) = 10% & rolling friction (mr) = 0
(zoomed-in view near hopper outlet)

W = 20 mm

W = 20 mm

Clogged

Clogged

(a)

(b)

Figure 5.20: Observed arching effect near the hopper outlet: (a) arching effect due to rolling resistance, (b) arching effect due to moisture content.
with error bars correspond to the experimental results. The important observations are discussed
in the following.
In Figure 5.21a, the predicted critical arching distance Wcr is sensitive to both semiinclination angle and rolling resistance. The DEM-predicted critical arching distance (Wcr ) increases
with both θ and µr . The results indicate that the hopper is more likely to be clogged in a discharging
process with a larger semi-inclination angle θ and a higher µr . In Figure 5.21b, the predicted critical
arching distance Wcr is also sensitive to θ and M.C. that DEM-predicted Wcr increase with the θ
and M.C. The results indicate that the hopper is more likely to be clogged in a discharging process
with a larger semi-inclination angle θ and a higher M.C..
A cross-comparison between Figure 5.21a and Figure 5.21b shows that the larger θ values
or higher levels of µr and M.C. are more likely to cause the clogging issues during the hopper
discharging, and µr shows a more linearity effect regrading to Wcr . The slight difference between
the model predictions and the experimental data for 32o < θ < 34o is primarily due to the local
effect of pine samples near the outlet area with a non-representative particle size distribution [198].
This localization effect is often observed in biorefineries as a variation of critical outlet size (error
bar) is observed for the same feeding material.
Figure 5.22 compares the calculated critical arching distance between the DEM simulations
with different initial packing heights (Hini ) and the experimental results. The red points are the
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Figure 5.21: Accumulative mass discharged percentage with different opening width W : (a) critical
arching distance Wcr with different level of rolling resistance µr , (b) critical arching distance Wcr
with different level of moisture content M.C..
potential Wcr with an initial packing height of 5.5 m. The orange and green colored data are the
results with Hini = 0.68 m. The orange dotted line is the experiment results. Remarkably, the
projected critical arching distance with a higher Hini is much smaller than the cases with a smaller
Hini . In contrast to the initial compressive stress in the case with Hini = 0.68 m, the higher packing
height can sustain large compressive stress at the bottom of the hopper during the flow discharge.
In summary, it is reasonable to predict that the projected critical arching distance will decrease with
the increase of packing height and the occurrence of clogging is much less possible with increasing
the packing height of the bulk particles.
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Figure 5.22: Observed critical arching distance (Wcr ) with different initial packing height (Hini ).
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5.6

Conclusions
This study presents the investigation of the discrete element model (DEM) on the predic-

tion for simulating biomass granular flow. To capture the nonlinear strain-hardening effect of the
flexible pine chips during the granular flow process, this work has incorporated a nonlinear hysteretic
contact model that can be used to elucidate the bulk mechanical behavior of granular biomass. The
flow behavior of deformable pine particles in a wedge-shaped hopper has been studied. Different
processing parameters of hopper design and material attributes of pine chips have been conducted,
including the pre-consolidation stress σpre , hopper opening width W , semi-inclination angle θ, initial
packing height Hini , rolling resistance coefficient µr , and the moisture content M.C..
The DEM-based studies have provided a detailed analysis of the hopper flow and clogging
from the perspectives of fundamental particle physics and thus have been used in numerical crossvalidation over wide ranges of the critical processing parameters of the hopper and critical material
attributes of pine particles. From DEM-based parametric studies, hopper opening width and semiinclination angle are verified as two major processing parameters influencing the flowability and
discharging process of the hopper (i.e., discharge rate and continuity). The DEM-predicted critical
arching distance as a function of semi-inclination angle is comparable to the experimental data.
The DEM studies have also verified the strong influence of inter-particle motion resistance as the
critical material attribute and packing height as the critical processing parameter in determining the
critical arching distance. This study has provided insights when choosing suitable and experimentinformed/validated numerical models to assist the design and optimization of biomass granular flow
systems.
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Chapter 6

Discrete element modeling of dense
flow regime of granular biomass
feedstocks
Granular biomass material such as pine chips is a kind of particle with irregular shape
and highly deformability. These features result in unique bulk flow characteristics and could pose
significant challenges for the operation of handling equipment. In this work, we adopted a class
of generalized strain-hardening hysteretic contact models for the discrete element method (DEM),
which can capture the bulk behavior of flexible biomass particles. DEM-based studies of granular
flow on an inclined plane are adopted as benchmark tests to decipher flow physics in a well-controlled
granular flow system. The DEM-based study has provided a detailed analysis of the inclined plane
tests from both operation parameters and materials properties. From DEM-based parametric studies, the predicted stopping thickness can be confirmed as a function of rolling friction coefficient
µr and is comparable to the experimental data. This study has provided insights when choosing
suitable and experiment-informed/validated numerical models to assist the design and optimization
of shearing flow systems.
A similar form of this chapter has been submitted at the time of writing: Chen, F., Xia, Y., and Chen, Q. Discrete
element modeling of dense flow regime of granular biomass feedstocks.
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6.1

Introduction
Bio-refineries can convert sustainable biomass into bio-energy and bio-chemicals. Over the

past decades, bio-energy has achieved a steady increase in the renewable energy portfolio and is
a vital contributor for supporting the accomplishment of the carbon-neutral goal [212]. However,
bio-refineries suffer from unpredictable operations and process upsets in transportation, storage, and
handling of granular biomass feedstocks which can cause significant downtime of operations resulting
in non-competitive market values of bio-products [15, 195, 213–215]. These issues mainly result
from the poor flowability of the granular biomass feedstocks. Both experimental characterization
[133, 216, 217] and numerical modeling have been used to evaluate the flowability with the objectives
of optimizing equipment geometry as well as the characteristics of the granular feedstocks [17, 92]. To
directly assess the flowability of biomass feedstocks, numerical modeling validated by experimental
data is expected to address the practical limitations and achieve the above objectives.
Granular flow on an inclined plane is a widely adopted test to describe the flow physics for a
well-controlled granular flow system. It can be also physically modeled for engineering applications,
such as landslides in geohazard mitigation or the feedstocks transportation in bioenergy. One of the
most important features is the inclusion of flows in both quasi-static and dense flow regimes, which
are distinguished by their shear rate and realized simply with a variation of the inclination angle
[218–222]. To investigate the flowability of biomass feedstocks on an inclined plane, we will focus
on investigating the in-flow and the after-flow characteristics, including the surface velocity and the
material stopping thickness, by performing numerical simulations as well as physical inclined plane
experiments.
To evaluate the flowability of the biomass feedstocks, the discrete element method (DEM)
[8] has been adopted as one of the most suitable numerical tools in particle-based studies. The
DEM simulations track individual particles and predict particle physics from the collisions with
neighboring particles. The variation of particle size, morphology, and mechanical properties resulting from biomass species and pre-processing are explicitly described and simulated in DEM. For
biomass feedstocks, their discrete particles present great deformability (e.g., compression, deflection,
or distortion) and lead to a reduction of the bulk flowability [132, 204, 205]. For example, [17] and
[183] used flexible clumped spheres to approximate different particle shapes for milled loblolly pine
and switchgrass. [223] explicitly modeled the complex-shaped pine chips using the polyhedral shape
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models. [93] developed an experiment-informed, semi-empirical, elastoplastic bond model for DEM
simulations of woody biomass particles. A recent effort by [207] proposed a set of complex particle
contact laws to describe particle interactions using mono-spheres and investigated the bulk behavior
under consolidation stress.
However, it requires the relatively higher computational cost to explicitly present the irregularshaped particles of biomass feedstocks [16]. To reach a balance between adequate particle shape effect
and affordable computational cost, we carried out a coarse-graining process based on the concept of
representative element volume (REV) and focus on bulk material behavior. Similar to our previous
work [207], the particle shape representation is reduced to mono-sphere shaped particles, and the
hysteretic nonlinear contact model is adopted to capture the contact behavior within the collision
of particles. Since the bulk system of biomass feedstocks in this research includes different types of
complex-shaped particles. Thus, a more relevant method (i.e., the rolling resistance model) is suggested to mimic the shape effects induced by the contacts and interactions within the fundamental
particles to simplify the problem.
In this study, We provide new insights into the understanding of the dense flow of biomass
feedstocks, and the loblolly pine chips are taken as reference material for calibrating the contact
parameters used in the DEM model. Flow characteristics are investigated through the DEM simulations which enable us to control the contact behavior through a particle level. The hysteretic
nonlinear contact model is adopted to capture the flexibility and deformability, and the rolling resistance model is adopted to mimic the shape effect and interlocking of biomass particles. The effects
of processing parameters and the material properties on the biomass particles are calibrated from
a sliding test at the particle level. A comprehensive assessment of the predictability of the DEM
simulations for the bulk behavior of the milled pines on the inclined plane simulations is conducted
with the support of the experimental tests and finite element results conducted for this work. To
further explore the impact of different model parameters, parametric studies are performed and
analyzed as well.
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6.2

Methods & Materials

6.2.1

Discrete element method

6.2.1.1

Equation of motion
A brief description of the discrete element method (DEM) basics is presented in this section.

With the theory initially established by Cundall and Strack [8] and improved by Chung [69], DEM
simulates the bulk behavior of granular materials by explicitly tracking the motion of every single
particle of an assembly. The particle motions, expressed in terms of translation and rotation, is
governed by the Newton-Euler equations:
d2 x
=F
dt2

(6.1)

d2 ω
=M
dt2

(6.2)

m

I

where m and I are the particle’s mass and moment of inertia, x and ω are the particle’s translational
and rotational vectors, F and M are the overall external force and moment applied to the particle.
The force and moment are evaluated and summed through the contact forces from the interaction
with its neighbors, the gravity and prescribed body forces, and the global damping forces due to
particle movement. The governing equations automatically satisfy the mass conservation, and they
are explicitly solved in each time increment for all particles. A contact model that relates motion and
force between two particles is required to complete the above governing equations in Equations (6.1)
and (6.2). We adopt the contact model proposed by [207] in this paper, and we briefly introduce it
in the following section.

6.2.1.2

Normal contact model
For granular material with complex particle shapes and sizes, it is possible to explicitly model

the complex shapes and sizes in DEM. However, such an approach is computationally expensive
because of the mathematical complexity involved in describing particle shapes and in detecting
and resolving particle contacts. Alternatively, the influence of particle-scale characteristics (e.g.,
shapes, sizes, deformability) on bulk behavior can be indirectly modeled with advanced contact
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laws with spherical particles. This latter approach is appealing for simulating larger-scale problems
due to its computational efficiency and is therefore adopted in this study. Specifically, we adopt a
recently proposed nonlinear hysteretic model to calculate the interaction forces [207]. This model is
capable of capturing the sophisticated bulk behavior of granular biomass that yields strain hardening,
interlocking, and cohesion when subjected to variable compressive and repeated loading conditions.
It is mathematically expressed as:

Fhys



χ


(m)
(m)
(m−1)
(m)


F̃
=
αk
δ
−
δ
+ f1

1
0
nl


!




(m)
β (m)
δ−δ
(m)
(m)
(m)
∗
0
= F̃nu = Ck2
− 1 + f2
e r






(m)


Fnc = −Knc δ

loading/reloading
unloading

(6.3)

cohesion

where F̃nl and F̃nu denote the normal force component in compressive loading and unloading, respectively. Fnc is the cohesive force. The superscripts (m) and (m − 1) indicate the current and
previous loading cycles, respectively. δ and δ0 are the overlap distance and plastic deformation.
k1 , k2 , Knc , α, and C are the model parameters to represent the particle stiffness. The exponent
χ is the loading displacement power function index, f1 and f2 are two numerical correction terms
to avoid the discontinuity in force calculation. Note that this model tracks the contact history of
two contacting particles since the detection of their contact. The storage of history (e.g., plastic
deformation δ0 , loading cycle m) requires large computing memory and enables to model historydependent flow behavior. Since the hysteretic contact model only accounts for normal interaction
forces, the tangential model will be introduced in the following section.

6.2.1.3

Tangential contact model
In addition to the normal contact models, tangential contact models are available to describe

the force-displacement behavior. An analytical approach based on the constant normal force solution
of Mindlin and Deresiewicz was proposed by Tsuji et al. [72]. In this model, the tangential force F t
is calculated as:
F t = kt δt = 8Gef f
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p
Ref f δn δt

(6.4)

2(2 − vi )(1 + vi ) 2(2 − vj )(1 + vj )
1
=
+
Gef f
Ei
Ej

(6.5)

where kt is the tangential stiffness, δt is the tangential displacement, Gef f is the effective shear
modulus, Ref f is the effective radius, δn is the normal overlap distance, v1 and v2 are the Poisson’s
ratio of particle i&j that in contact, Ei &Ej are the Young’s modulus.
Since the presented tangential force in Equation (6.4) is calculated based on δn and δt at
same time, it is will lead to some issues while working with hysteretic normal model in Equation (6.3).
In our proposed normal model, the contacted particles (or the particle and wall) will separate from
each other once the normal overlap distance δn is smaller than the permanent plastic deformation δ0 .
Figure 6.1 presents the two-dimensional illustration using the particle-to-wall contact as an example,
where the normal contact model introduces the permanent plastic deformation δ0 into the contact.
• As Figure 6.1(a) shows, the overlap distance δn is equal to zero which means there is no
contact between the particle and wall. In this case, the tangential displacement δt and the
normal contact force Fn are zero. Only cohesive force term Kn is activated in this scenario.
• As Figure 6.1(b) shows, the overlap between the particle and wall increases but it is still smaller
than the plastic deformation δ0 . Although the δn is larger than zero, the Fn is still equal to
zero since the particle and wall are not ”actually” in contact. Thus, both the tangential
displacement δt and force should be zero. At the same time, the cohesive force term Kn is
activated in this scenario.
• When δn increases and is greater than δ0 as in Figure 6.1(c), the particle and the wall are in
contact and thus δn > 0. Once the particle is sliding on the wall, the tangential displacement
will be calculated and thus leading to a nonzero tangential contact force.
To address this issue, We modified the criteria for calculating the tangential forces based on
Equation (6.4). A general form of the modified tangential force, considering the impact of plastic
deformation δ0 , is written below:

F̂t =





0

δn < δ0

p



kt δt = 8Gef f Ref f (δn − δ0 )δt

δn ≥ δ0
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(6.6)
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Figure 6.1: Two-dimensional view of the particle-level tangential contact: (a) δn = 0, (b) δn ≤ δ0 ,
and (c) δn ≥ δ0 .

6.2.2

Granular biomass material
The granular material used in this study is milled loblolly pine chips. A more detailed

description of sample preparation has been reported in an earlier work [177]. For the DEM simulations, we calibrated both the contact model parameters and the DEM spherical particle parameters
(i.e., particle radius, particle density, Young’s modulus, Poisson’s ratio) for the targeted loblolly
pine chips. Table 6.1 summarizes the calibrated DEM model parameters against the cyclic axial
compression tests on loblolly pine chips. The calibration procedure is detailed in [207] for the hysteretic contact model parameters (for normal contact force component) and in [17] for other material
properties (e.g., Young’s modulus, Poisson’s ratio, and restitution coefficient). Note the parameters
(A1 , A2 , A3 ) listed in the table are correlated with stiffness coefficients of k1 and k2 in Equation (6.3).
In addition to the hysteretic nonlinear contact model, we also use the rolling resistance model to
account for the interlocking effect of the complex-shaped pine particles [188]. The range of the
parameter associated with this model (i.e., rolling resistance µr ) is listed, and its effect will be
analyzed in benchmark cases.

6.3

Characterization of particle shape effect
Since granular pine chip is a kind of particle that manifests rough surfaces and irregular

shapes, it is important to incorporate the shape-induced motion resistance and inter-locking effects in
DEM simulations. To mimic the shape effect of the pine particles using the mono-sphere particles,
the selection of the rolling resistance coefficient µr should be properly calibrated to provide the
equivalent motion resistance to avoid the additional rotational motion for the sphere, as shown in
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Table 6.1: Calibrated DEM model parameters for loblolly pine chips.
Parameter

Symbol

Value

Unit

α
χ
A1
A2
A3
Knc
C
r
ρ
E
ν
e
µf
µr

20
2
6 × 108
5 × 104
5
1 × 10−4
1 × 10−7
1.5
390
1 × 106
0.3
0.3
0.6
0.6-1.0

mm
kg/m3
Pa
-

Loading force scaling coefficient
Loading power function index
Loading stiffness coefficient
Initial loading stiffness coefficient
Unloading stiffness coefficient
Cohesion force coefficient
Unloading force scaling coefficient
Particle radius
Density
Young’s modulus
Poisson’s ratio
Restitution coefficient
Friction coefficient
Rolling friction coefficient

Figure 6.2.
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Figure 6.2: Simplification of particle shape and the equivalent effect of rolling resistance in preventing
rotational motion.
To calibrate the sliding friction coefficient µs and the rolling friction coefficient µr , the
single-particle sliding test was carried out, and the parametric study of the µs and µr should be
performed. Taken the wall friction of 30o as discussed in Lu et al. [197], the inclined angle for the
single sphere sliding test is set to η = 30o . The parametric study of the different combinations of
parameters µs (from 0 to 1) and µr (from 0 to 1) were performed. The results are presented in
Figure 6.3 and Figure 6.4.
Figure 6.3 demonstrates the motion trends with the specific combination of the sliding
friction coefficient µs and the rolling friction coefficient µr . The x-axis and the y-axis are the value
of µs and µr , the the markers with different color indicate the different trends of the motion of the
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sphere. For this specific case in Figure 6.3, the inclined angle η = 30o . As shown in Figure 6.3, the
motion trends can be divided into 4 different zones. The cases in zone-1, in which 0 ≤ µs < 0.6
and 0.6 ≤ µr ≤ 1.0, are observed with rotational motion only. The cases in zone-2, in which
0.6 ≤ µs ≤ 1.0 and 0.6 ≤ µr ≤ 1.0, are keeping steady on the ramp, neither the rotational motion
nor the translational motion were observed. For the cases in zone-3, in which 0 ≤ µs < 0.6 and
0 ≤ µr < 0.6, both the rotational motion and the translational motion can be observed at same
time. For the last zone-4, in which 0.6 ≤ µs ≤ 1.0 and 0 ≤ µr < 0.6, the spheres were rotating down
the ramp.
Figure 6.4 presents the translational velocities and the rotational velocities of four typical
cases in each of the areas mentioned in Figure 6.3. In Figure 6.4 (a), the rotational velocity is zero,
which confirms the particle is sliding down the ramp without any rotational motion. In Figure 6.4
(b), the magnitude of both rotational and translation velocity are almost zero, although the velocities
of the particle have a sudden increase which is due to the sudden release of the particle at t = 0.01
s. In Figure 6.4 (c), both translational and rotational are increasing with time. And In Figure 6.4
(d), it can be confirmed that the translational velocity was due to the rotation of the sphere, and
sliding was not detected within the contact between sphere and wall.
The above observation confirms the relations between the shape irregularity-induced motion resistance and the combination of sliding friction coefficient µs and rolling friction coefficient
µf . Thus, to mimic the shape effect of biomass particles from particle level parameters, both two
frictional parameters should be considered properly.

6.4

Numerical examples - Inclined plane flow
Granular flow on an inclined plane is a widely adopted benchmark test to decipher flow

physics given it is a well-controlled granular flow system. It can also physically model engineering
applications, such as landslides in geohazard mitigation. One of the most intriguing features is its
inclusion of flows in both quasi-static and dense flow regimes, which are distinguished by their shear
rate and realized simply with a variation of the inclination angle [218–222]. In this work, we focus
on investigating the in-flow velocity and the after-flow material stopping thickness on the plane.
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Zone-1

Zone-2

Zone-4
Zone-3

Figure 6.3: Illustration of motion trends with different combinations of sliding friction coefficient µs
and rolling friction coefficient µr .

(a) Zone-1: translational motion only

(b) Zone-2: steady state

(c) Zone-3: translational and rotational motion

(d) Zone-4: rotational motion only

Figure 6.4: Illustration of velocity profile with different combinations of sliding friction coefficient
µs and rolling friction coefficient µr .
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6.4.1

Experimental and model setup
Figure 6.5(a) presents the customized experimental setup of pine chips flowing on an inclined

plane with adjustable inclined angle η, along with its front view sketched in Figure 6.5(b). An inclined
ramp with a width of 760 mm is fixed on an aluminum frame. A cuboid-shaped material storage
bin is installed at the upper end of the ramp with a length of 570 mm, a height of 915 mm, and the
same width of 760 mm as the ramp. The sidewall facing the ramp can slide upwards in its surface to

Inclined
initiateplane
material flowfigure
at a targeted gate opening. The plane’s inclination angle η can be adjusted by
changing the height of the two supporting legs near the storage bin. A layer of pine chips is glued
on the ramp to form a no-slip boundary condition.

(a)

(b)

915 mm

760 mm

h

Figure 6.5: Experimental setup and geometry of the inclined plane tests. (a) A plane with a material
storage bin at the top is hold by an aluminum frame. The height of the frame below the bin can be
adjusted to vary the inclined angle of the plane. (b) The front view of the experimental setup.
The physical tests started with filling the storage bin with the milled loblolly pine, followed
by flow initiation through sliding the gate to a preset height. After the flow stopped, we measured
the thickness hstop of the material remaining on the ramp using laser displacement sensors. hstop
was only characterized at the middle of the ramp along the length of the plane.
Constrained by the computational cost, the DEM model for the inclined plane assumed the
flow follows plane strain condition. A thin cross-section with a thickness of 15 mm (5 times of the
mono-sphere size) in the out-of-plane direction was modeled with a periodic boundary condition for
the two surfaces, as shown in Figure 6.6. The rest of the DEM model geometry was kept the same as
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the experiments. The plane and storage bin walls were explicitly modeled as rigid walls composited
by triangular elements. The initial particle packing inside the storage box was created following the
same rainfall procedure as described before. Once the storage box was filled up to the target height
(e.g., 0.5 m in this study), we stopped the insertion and consolidated the particles until they reached
equilibrium. The flow was initiated by raising the right wall of the storage box to a certain height.
After the flow stopped, the thickness of the material that remained on the ramp was measured by
capturing the maximum heights of particles along the ramp.
Bulk materials

Monitoring points
A

(A – F)
B

C

D

E

F

h

Figure 6.6: DEM setup and geometry for the inclined plane test.

6.4.2

Results and discussion

6.4.2.1

Characteristics of flow behavior
Figure 6.7 demonstrates the flow behavior of the inclined plane simulation with an inclined

angle η = 29.5o , initial fill-in material height Hin = 0.5 m, the opening gate Hgate = 0.5 m (i.e.,
the free flow), and the rolling resistance coefficient µr = 0.6. The color denotes the magnitudes of
flow velocities of individual particles during a flow state. The steady-flow state is defined as the
state at which the material height on the ramp stays the same with negligible variance in velocity
distribution. For this specific case illustrated in Figure 6.7, it reaches the steady-state after 2 s
of the physical time after the simulation starts. The material remaining on the plane is gradually
flowing down from the locations near the storage box to the ramp discharge. The DEM simulation
with hysteretic normal model and modified tangential model can simulate the quasi-static and dense
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flow regimes, and the quantitative analysis will be presented in the following sections to advance the
understanding of the impact of model parameters.
Vel.(m/s)
1.0

Time = 0.5 s

Time = 1 s

q = 29.5°

q = 29.5°

Time = 2 s

q = 29.5°

0.0

Figure 6.7: Illustration of the inclined plane flow at different timesteps.

6.4.2.2

Effect of initial filling height
To investigate the impact of the initial fill-in height of the materials in the storage box, Fig-

ure 6.8 presents the material thickness changes through the entire discharging process. The dot lines
are the original data obtained from DEM simulations, and the solid lines are the moving-averaged
curve. The different colors indicate the thickness at different monitoring points (as described in
Figure 6.6). Comparing Figure 6.8(a), (c), and (e), the thickness at point A (the starting point near
the storage box where discharge begins) are almost the same (about 0.1 m). Similar observations
can be also obtained from Figure 6.8(b), (d), and (f). Once the rolling friction µr increased to 1.0,
the stopping thickness at each monitoring point is still at the same level even with different Hin .
Figure 6.9 presents the maximum velocity profiles of the top surface of material flow. The
dot lines are the original data obtained from DEM simulations, and the solid lines are the movingaveraged curve. The different colors indicate the thickness at different monitoring points (as described in Figure 6.6). Unlike the stopping thickness, the velocities at each monitoring point increase
with the initial height in the storage box.

6.4.2.3

Effect of inclined angle
The inclined angle η is also one of the critical parameters that control the flow behavior of

the inclined plane tests. To investigate the impact of the inclined angle η, Figure 6.10 and Figure 6.11
present the material thickness’ and velocity profiles’ changes through the entire discharging process.
While varying the inclined angle η, the initial material fill-in height keeps unchanged, and the
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 6.8: Material height changes at different monitoring points of the incline plane with different
rolling friction coefficient: (a) Hin = 0.3 m, µr = 0.6, (b) Hin = 0.3 m, µr = 1.0, (c) Hin = 0.5 m,
µr = 0.6, (d) Hin = 0.5 m, µr = 1.0, (e) Hin = 0.7 m, µr = 0.6, (f) Hin = 0.7 m, µr = 1.0.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 6.9: Surface velocity changes at different monitoring points of the incline plane with different
rolling friction coefficient: (a) Hin = 0.3 m, µr = 0.6, (b) Hin = 0.3 m, µr = 1.0, (c) Hin = 0.5 m,
µr = 0.6, (d) Hin = 0.5 m, µr = 1.0, (e) Hin = 0.7 m, µr = 0.6, (f) Hin = 0.7 m, µr = 1.0.
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rolling friction increases from 0.6 to 1.0. The dot lines are the original data obtained from DEM
simulations, and the solid lines are the moving-averaged curve. The different colors indicate the
thickness at different monitoring points (as described in Figure 6.6). It can be clearly observed
that with the increase of the inclined angle η, the stopping thickness on the plane will decrease.
Especially when µr = 0.6, only a thin layer of particles remained on the discharging plane. For
the velocity profile, the maximum velocity will be much larger when η = 37o , and the discharging
process will take a longer time to reach the equilibrium as more particles would flow out through
along the discharging ramp.

6.4.2.4

Effect of rolling resistance
As discussed in the previous section, the inter-motion resistance (i.e., the rolling resistance

coefficient µr ) Figure 6.12 and Figure 6.13 present the effect of the rolling resistance coefficient (i.e.,
the rolling friction µr ) on the material height and velocity profile on the plane through the entire
flowing process, while Figure 6.14 presents a detailed comparison of the stopping thickness along
the ramp with different scenarios, where the solid lines are the DEM results and the dashed lines
are the experimental results. The important observations are discussed below:
• When inclined angle η = 29.5o , the material thickness increases with the rolling friction coefficient. But it is still smaller than the experimental results.
• For the cases with η = 37o , the stopping thickness is almost the same when µr = 0.6. After
increasing the rolling friction µr , a similar increasing trend can be then observed. The DEM
results can match the experimental results for the cases of µr ≤ 0.9.
• For the cases with η = 29.5o , the stopping thickness on the ramp increases with the rolling
friction µr . Moreover, the difference between the different µr would be amplified with the
increase of the Hin .
• If increasing the initial material fill-in height in the storage box, the material stopping thickness
after discharging in the experiment can be predicted using DEM, by adjusting the rolling
resistance coefficient. When Hin = 0.5 m, µr = 0.8, the DEM results matches best with
experimental results with η = 29.5o .
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 6.10: Material height changes at different monitoring points of the incline plane with different
inclined angle η: (a) η = 29.5o , Hin = 0.3 m, µr = 0.6, (b) η = 37o , Hin = 0.3 m, µr = 0.6, (c)
η = 29.5o , Hin = 0.3 m, µr = 0.8, (d) η = 37o , Hin = 0.3 m, µr = 0.8, (e) η = 29.5o , Hin = 0.3 m,
µr = 1.0, (f) η = 37o , Hin = 0.3 m, µr = 1.0.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 6.11: Surface velocity changes at different monitoring points of the incline plane with different
inclined angle η: (a) η = 29.5o , Hin = 0.3 m, µr = 0.6, (b) η = 37o , Hin = 0.3 m, µr = 0.6, (c)
η = 29.5o , Hin = 0.3 m, µr = 0.8, (d) η = 37o , Hin = 0.3 m, µr = 0.8, (e) η = 29.5o , Hin = 0.3 m,
µr = 1.0, (f) η = 37o , Hin = 0.3 m, µr = 1.0.
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• µr = 0.8 is acceptable for both two different initial fill-in heights that the DEM results match
best with experimental results with η = 37o .
• Since the stopping thickness is not sensitive to the initial fill-in height Hin of the storage box,
the Hin = 0.3 m is a more acceptable value considering the computational cost.

6.5

Conclusions
This research has applied the nonlinear hysteretic DEM model to elucidate the bulk flow

behavior of granular biomass in a dense flow regime. And the rolling resistance model is adopted
to mimic the motion resistance induced by the shape irregularity of biomass particles. The flow
cases presented in this work have demonstrated that the discrete-particle model with a group of
comparatively sophisticated contact laws can be applied to mimic the particle shape effect and can
quantitatively simulate the granular dense flow for biomass feedstocks. Based on this approach, the
flow behavior of deformable pine particles on the inclined plane have been studied. Multiple controlling parameters regarding the stopping thickness and surface velocity of inclined plane simulations
have been conducted, including the initial filling height Hin , the inclined angle of the ramp η, and the
materials’ rolling resistance coefficient µr . From DEM-based parametric studies, the stopping thickness of the DEM particles on the ramp is less sensitive to the initial filling height Hin . Meanwhile,
the stopping thickness will decrease with the ramp inclined angle η. The DEM-predicted stopping
thickness as a function of rolling resistance coefficient µr is comparable to the experimental data.
The DEM studies have verified the strong influence of inter-particle motion resistance (equivalent
to particle interlocking) as critical material attributes on determining the stopping thickness. This
study has provided insights when choosing suitable and experiment-informed/validated numerical
models to assist the design and optimization of shearing flow systems.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 6.12: Material height changes at different monitoring points of the incline plane with different
rolling friction coefficient: (a) µr = 0.6, (b) µr = 0.7, (c) µr = 0.75, (d) µr = 0.8, (e) µr = 0.85, (f)
µr = 0.9, (g) µr = 0.95, (h) µr = 1.0.
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(a)
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Figure 6.13: Surface velocity changes at different monitoring points of the incline plane with different
rolling friction coefficient: (a) µr = 0.6, (b) µr = 0.7, (c) µr = 0.75, (d) µr = 0.8, (e) µr = 0.85, (f)
µr = 0.9, (g) µr = 0.95, (h) µr = 1.0.
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q = 37°, Hin = 0.3 m

q = 29.5°, Hin = 0.3 m

(a)

(b)

q = 37°, Hin = 0.5 m

q = 29.5°, Hin = 0.5 m

(c)

(d)

q = 37°, Hin = 0.7 m

q = 29.5°, Hin = 0.7 m

(e)

(f)

Figure 6.14: Comparison of the stopping thickness in different scenarios: (a) Hin = 0.3 m, η = 29.5o ,
(b) Hin = 0.3 m, η = 37o , (c) Hin = 0.5 m, η = 29.5o , (d) Hin = 0.5 m, η = 37o , (e) Hin = 0.7 m,
η = 29.5o , (f) Hin = 0.7 m, η = 37o .
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Chapter 7

Conclusions and Discussion
7.1

Summary of conclusions
In this dissertation, novel DEM models have been developed to capture complex particle

shapes and the history-dependent contact behavior of deformable biomass particles. Computed
tomography-informed DEM models are first proposed to model complex-shaped biomass particles,
where particle surface geometries are approximated by a polyhedral model and a sphero-polyhedral
model. These models are then applied to perform a comprehensive assessment of the DEM models’
predictability for simulating the bulk behavior of the biomass particles (Chapter 3). Then, a set of
hysteretic nonlinear DEM contact models have been proposed to capture the bulk history-dependent,
strain-hardening behavior of biomass particles in stress-consolidation conditions. The proposed
contact models can reproduce the bulk stress-strain patterns and predict the bulk compressibility
and constrained modulus under cyclic loading conditions. The predictions agree reasonably well
with the experimental data of pine wood chips (Chapter 4). Using the proposed contact models, a
comprehensive study of granular hopper flow has been conducted. Detailed analyses of the hopper
flow and clogging have been provided in cross-validation of the experimental flow tests over wide
ranges of hopper processing parameters and material attributes (Chapter 5). The proposed hysteretic
contact models have also been applied to the granular dense flow problems, in which the rolling
resistance model is adopted to mimic the motion resistance that represents the shape irregularity
of individual particles. The shearing flow behavior of pine wood chips on an inclined plane has
been analyzed in detail (Chapter 6). The key findings and conclusions of the main chapters are
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summarized as follows:

Chapter 3 Assessment of a tomography-informed polyhedral discrete element modeling
approach for complex-shaped granular biomass feedstocks in stress consolidation:
This chapter has presented a tomography-informed DEM approach for simulating the milled pine
particles. Nano computer-tomography (nano-CT) scan has been performed to obtain 3D particle surface geometries, which were used as the basis for pine particle shape approximation by a polyhedral
model and a sphero-polyhedral model. A comprehensive assessment of the models’ predictability
for the bulk behavior of the milled pine particles has been conducted with the support of experimental data. The parametric study on the axial compression test has shown that particle Young’s
modulus and particle-to-particle restitution coefficient are the two main properties influencing the
simulated bulk behavior of the DEM particles. And the level of DEM particle shape approximation
for the physical particles is critical for accurately replicating the bulk behavior of milled pines. The
polyhedral model has demonstrated remarkably better suitability than the sphero-polyhedral shape
model for simulating the pine particles. The polyhedral model was calibrated by the axial compression test and then applied in the simulations of a friction test. In the friction test, interlocking
has been found dominant in the shear interactions of the bulk pine particles. The polyhedral DEM
simulations delivered an adequate prediction of the bulk pine particle frictional behavior comparable
to the experimental test. Above all, this work has provided novel evaluation and insights into the
suitability of complex-shaped DEM models for granular woody biomass.

Chapter 4 A set of hysteretic nonlinear contact models for DEM: theory, formulation,
and application for granular biomass feedstocks:
This chapter has introduced the DEM approach that can be used to elucidate the bulk mechanical
behavior of granular biomass. In contrast to the various complex shape models that focus on approximating the shapes of individual particles in DEM, the present approach considers each sphere
as a representative elementary volume in bulk particles and is highly scalable in computation. To
compensate for the simplification of particle shapes, a set of hysteretic nonlinear contact models for
approximating the history-dependent effect and the bulk strain-hardening phenomena of granular
biomass particles have been proposed. These contact models comprise simple polynomial and/or exponential functions to allow for easy calibration. To ensure numerical stability, the unconditionally
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stabilized viscous damping models have also been developed. The resultant DEM model is implemented and released in LIGGGHTS-INL [190], a capability extended adaptation of the open-source
DEM package LIGGGHTS, and applied in parametric simulation studies of an axial compressibility test for the pine chip particles. Results show that the DEM models can capture the major
characteristics in the stress-strain profiles of the physical samples and reasonably predict their bulk
compressibility, constrained modulus, and irrecoverable accumulation of plastic deformation under
repeated compression.

Chapter 5 Discrete element modeling of the granular hopper flow of granular biomass
feedstocks:
This chapter presents the investigation of the discrete element model (DEM) on the predictive fidelity for simulating biomass granular flow. To capture the nonlinear strain-hardening effect of the
flexible pine chips during the granular flow process, the nonlinear hysteretic DEM model proposed
in Chapter 4 was applied to simulate the biomass particles. The flow behavior of deformable pine
particles in a wedge-shaped hopper have been studied. Different critical processing parameters and
material attributes regarding the model development of DEM simulation have been conducted, including the pre-consolidation stress σpre , hopper opening width W , semi-inclination angle θ, initial
packing height Hini , rolling resistance coefficient µr , and the moisture content M.C.. From DEMbased parametric studies, hopper opening width and semi-inclination angle are verified as two major
parameters influencing the flowability and discharging process of the hopper. The DEM-predicted
critical arching distance as a function of semi-inclination angle is comparable to the experimental
data. The DEM studies have also verified the strong influence of inter-particle motion resistance
(equivalent to particle interlocking) as a critical parameter in determining the critical arching distance. This study has provided insights when choosing suitable and experiment-informed/validated
numerical models to assist the design and optimization of biomass granular flow systems.

Chapter 6 Discrete element modeling of dense flow regime of granular biomass feedstocks:
This chapter has applied the nonlinear hysteretic DEM model to elucidate the bulk flow behavior of
granular biomass in a dense flow regime. And the rolling resistance model is adopted to mimic the
motion resistance induced by the shape irregularity of biomass particles. Based on this approach, the
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shearing flow behavior of deformable pine particles on the inclined plane have been studied. Multiple
controlling parameters regarding the model development of DEM simulation have been conducted,
including the initial filling height Hin , the inclined angle of the ramp η, and the materials’ rolling resistance coefficient µr . DEM simulations have provided a detailed analysis of the inclined plane tests
from both operation parameters and materials properties and thus has been used in cross-validation
with experimental results. From DEM-based parametric studies, the stopping thickness of the DEM
particles on the ramp is less sensitive to the initial filling height Hin . Meanwhile, the stopping
thickness will decrease with the ramp inclined angle η. The DEM-predicted stopping thickness as
a function of rolling resistance coefficient µr is comparable to the experimental data. The DEM
studies have verified the strong influence of inter-particle motion resistance (equivalent to particle
interlocking) as critical material attributes on determining the stopping thickness. This study has
provided insights when choosing suitable and experiment-informed/validated numerical models to
assist the design and optimization of shearing flow systems.

7.2

Recommendations for future research
There are several possible improvements to the studies presented in this dissertation. As dis-

cussed in Chapter 3, polyhedron and sphero-polyhedral models were proposed to simulate complexshaped pine particles. The models demonstrated in this work can be easily extended to other
types of woody biomass as well as other materials with similar morphological features. Since the
work presented in this chapter only used the hysteretic linear contact model to simulate the interparticle behavior, future research may adopt more sophisticated contact models for particle-particle
and particle-wall interactions with complex-shaped particle models. Also, both accuracy and costeffectiveness should be considered for the adaptation of the complex particle shape models and
complicated contact models.
As an initial study, Chapter 4 introduced a set of nonlinear hysteretic contact models that
can be used to elucidate the bulk mechanical behavior of granular biomass particles. The proposed models comprise simple polynomial and/or exponential functions to allow for easy calibration. Although the proposed contact models have shown reasonable accuracy for pine particles, more
sophisticated forms may be proposed to better model the observed bulk behavior of pine particles.
In contrast to the complex shape models presented in the previous study (Chapter 3), the
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DEM models in Chapter 4 uses spherical particles and considers each sphere as a representative
elementary volume in bulk particles and is highly scalable in computation. It is worth noting that
the monosphere DEM with hysteretic nonlinear contact models has known limitations. For example,
the proposed contact models cannot completely capture the effect of irregular particle shapes, which
is especially significant in simulations of the process upsets such as jamming, clogging, or particle
interlocking in material handling equipment. Therefore, future work will need to focus on the
implementation of the present contact models for the multi-sphere and/or bonded-sphere-based
irregular-shaped particle models, as well as the verification of their efficacy in simulating process
upsets of material handling equipment.
Lastly, DEM simulations are very computationally intensive, especially when complex particle shape and contact models are involved. This limits the application of DEM models to large
scale engineering equipment or systems. To overcome this, one option is to simplify DEM models
by accounting for the most prominent particle features. This requires the in-depth understanding of
the effects of the various particle physical and morphological features on the bulk material behavior.
The other option is to couple DEM with computationally efficient continuum-based methods such as
the finite element method, which requires the development and validation of multiscale framework.
Outcomes of research addressing the computational challenges would help promote the applications
of DEM to engineering and industrial systems.
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Appendix A
A.1

Supplemental details of DEM

Contact detection in the polyhedral DEM method
In DEM simulations, the computing cost of contact detection between particles can be com-

parable to or even higher than that of the contact force calculations, depending on the choice of the
particle shape models. For DEM simulations of rapid particle flow, contact detection can take up
to 40-60% of the total computing time for the sphere-based particle shape models. This percentage
would be much higher for polyhedral particles. Broadly speaking, contact detection should comprehend all geometrical calculations related to the interaction among particles and between particles
and boundaries. The geometrical features needed for the calculation of contact forces are computed
during the contact detection phase. For polyhedral shapes of arbitrary complexity, the contact detection can easily take up a significant percentage of the total computing time, as aforementioned. To
optimize computing time, contact detection operations are performed in two independent stages, as
indicated in the flowchart shown in Figure 1. The first stage is a rough search that aims to determine
the list of closest particles (i.e., neighbors) for every particle in the system. Since this is a costly
operation, it is not performed at every time step. Instead, the list of neighbors is only updated when
needed, as indicated in the referred flowchart. In the second stage, which is performed in every time
step, the exact distances between neighbor particles are computed. All relevant geometrical features
regarding every pair of neighbor particle-particle and/or neighbor particle-wall are calculated in this
stage, taking into account the most recent positions of the particles in the simulation.
The neighbors of a particle are all particles located at a distance less than a predetermined
value ε, herein called the cutoff neighboring distance, as illustrated schematically in Figure 2. The
actual geometry of the particles is not taken into account in the first stage of neighbor detection.
Since this operation must involve every pair of particles in the simulation, considering their actual
geometry would be infeasible. Instead, to determine if a particle is in the neighborhood region of
another, the concept of bounding spheres is considered around every particle. Therefore, a particle
will be included in the list of neighbors of another if the distance between their bounding spheres
is less than ε. In the second stage of contact detection, each neighbor pair of particle-particle or
particle-wall is examined in detail for determining the relevant geometric parameters needed in the
physical contact models. Since the actual geometries of the particles are considered, the complexity
of the calculations will depend on the type of particles employed in the simulation. By far, the
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Figure 1: The two contact detection stages in the general algorithm in DEM simulation.
simplest case is the contact between spherical particles. On the other hand, contact calculations
between polyhedral particles, as those depicted in Figure 3, are more complicated and costly, since
multiple scenarios must be examined. For instance, the contact between polyhedra might be vertexto-vertex, vertex-to-edge, vertex-to-face, edge-to-edge, edge-to-face, or even face-to-face. For details,
interested readers are referred to Potapov and Campbell [224] for the calculation of the overlap
distance associated with a contact plane. More recent advances in this area can be found in Smeets
et al. [168]. An extra level of complexity is added when the particles are concave, since in this
case, multiple contacts can arise between the same pair of particles. Regardless of the complexity
of the algorithms, the end result is the set of all relevant geometrical parameters associated with
a contact, including the distance between particles, the application point of the contact forces, the
orientation of the normal to the contact, etc. Physical contact will arise whenever the calculated
distance between two particles or between a particle and a boundary is negative. The distance in
this case is the normal overlap, which is needed for the calculation of the normal contact force.
After some number of timesteps, the list of neighbors for all particles in the simulation
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Neighbourhood region

Figure 2: Illustration of the neighborhood region of a polyhedral particle, where the base particle is
colored in yellow, neighbor particles in green, and non-neighbor particles in grey.

Figure 3: Illustration of the calculation for the exact distance between neighbor particles.
must be updated. Otherwise, some collisions between non-neighbor particles could arise, and the
simulation would not be able to detect them. Therefore, in order to prevent missing collisions, the
maximum distance that any pair of non-neighbor particles can move relative to each other is the
neighboring distance ε, as illustrated in Figure 4. Whenever that distance is reached, the lists of
neighbors of all particles in the simulation must be updated. Since the computation of the exact
distance can be expensive, a simplified approximate upper bound is computed, which guarantees
that no collision will be missed in the simulations. The neighboring distance ε plays an important
role on the performance of the contact detection algorithms. Figure 5 illustrates two opposite cases
regarding the magnitude of ε. In the first case, when the neighboring distance is low, the size of
the neighbor list will be small and, therefore, the processing time in the second stage of detection
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Non-neighbour particles

Figure 4: Illustration of the maximum distance ε that any pair of non-neighbor particles is allowed
to move relative to each other before updating neighbor lists.

Figure 5: Illustration of two cases with different magnitude of the neighboring distance ε.
will also be low. This is because only a few pairs of particles will need to be processed. However,
this situation will demand more frequent updates of the neighbor lists, and, consequently, the total
processing time of the first stage of contact detection may be high. On the other hand, in the
situation depicted in Figure 5(b), when the value of ε is relatively large, the opposite behavior is
usually observed. In this case, the elevation in the number of neighbors per particle will produce a
significant increase in the processing time of the second stage. But meanwhile, since less frequent
updates of the neighbor lists will be needed, the amount of processing time of the first stage will
decrease. As ε can have a huge impact on the total processing time of a simulation, we must be very
careful when specifying its value.
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A.2

Sieve size calculation
The sieve size of a particle is defined as the dimension of the smallest square aperture

through which the particle can pass, as depicted in Figure 6(a). For polyhedral and custom solid
particle shapes, Rocky 4.3 uses an approximate method to estimate the sieve size.
As a first step, the major axis of the particle is determined. In order to do this, all possible
pairs of vertices on the particle’s geometry are considered, looking for the two most distant vertices.
The major axis of the particle is considered to pass through those two vertices. In the second stage
of the algorithm, the largest particle dimension perpendicular to the major axis is sought. This will
be the sieve size of the particle. In order to determine that, a sequence of slices of the particle’s
geometry is considered. As depicted in Figure 6(b), each one of those slices is limited by two planes
orthogonal to the major axis passing through the end points of an edge. Then, all vertices contained
between the two limiting planes are projected orthogonally onto any of those planes. The next step
will be to determine the sieve size candidate associated with the slice. In order to do that, the
distance between the projections of both vertices at the ends of the edge i and the projections of all
other vertices are calculated. The sieve size candidate associated with the slide i will be the largest
of those distances, dmax,i , as depicted in Figure 6(c). In the end, the estimated sieve size will be the

(a)

(c)

(b)

Figure 6: a) sieve size of a polyhedral particle; b) example of a slice considered for determining sieve
size candidates; c) projection of the vertices onto an orthogonal plane to the major axis.
maximum value among the sieve size candidates determined considering the slices associated with
all edges on the particle’s geometry, that is:

Ls = max(dmax,i )
i

The algorithm described above works well for irregular polyhedral particles.
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Appendix B

Stress-strain profiles of hysteretic nonlinear contact models

B.1

Proposed type-I contact model
The effect of model parameters A1 , A2 , and A3 on stress-strain relations are plotted from

Figure 7, Figure 8, Figure 9. It can be observed that the maximum bulk strain under each bulk
stress decreases with the increase of model parameter A1 , as well as model parameter A2 . However,
the maximum bulk strain increases with model parameter A3 as shown in Figure 9.

Figure 7: Illustration of the parametric study of input stiffness coefficient A1 on stress-strain profile

Figure 8: Illustration of the parametric study of input stiffness coefficient A2 on stress-strain profile
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Figure 9: Illustration of the parametric study of input stiffness coefficient A3 on stress-strain profile

B.2

Proposed type-II contact model
Similar to the type-I model, the effect of model parameters A1 , A2 , and A3 on stress-strain

relations are plotted from Figure 10, Figure 11, Figure 12. Similar to the observations of the type-I
model, the maximum bulk strain increases with A1 and A2 but decreases with A3 .

Figure 10: Illustration of the parametric study of input stiffness coefficient A1 on stress-strain profile
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Figure 11: Illustration of the parametric study of input stiffness coefficient A2 on stress-strain profile

Figure 12: Illustration of the parametric study of input stiffness coefficient A3 on stress-strain profile
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Appendix C

Granular hopper flow under high preconsolidation
stress

C.1
C.1.1

Effect of processing parameters
Opening width
The discharge under a larger pre-consolidation stress σpre = 10 kPa is calculated in terms

of the percentage of accumulative mass and is plotted in Figure 13. The colored solid lines are the
discharging curve obtained from the DEM simulations and the dash-dotted lines are the experimental
results. The results from DEM simulations and experimental tests are comparable in the cases of
continuous discharge (consistent flow). With the same hopper opening width W , the DEM and
FEM results agree well, while the experimental results show slight differences, mainly due to the
differences in the prescribed opening width in the experiment.

(a)

(b)

Figure 13: Accumulative mass discharged percentage regarding to discharging time with different
opening widht W while σpre = 10 kPa: (a) M.C. = 10%, µr = 0, (b) M.C. = 0%, µr = 0.4.
Figure 14 shows the calculated average discharging rates from the DEM simulations with
regard to the hopper opening width under initial compressive stress of σpre = 10 kPa). Overall, the
average discharging rate increases with the opening width.

C.1.2

Semi-inclination angle
The average discharging rates versus semi-inclination angle with σpre = 10 kPa are plotted

in Figure 16. With the opening width W = 40 mm, the average discharging rate decreases with the
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Figure 14: Average discharging rate regarding to opening width W while σpre = 10 kPa.
increase of semi-inclination angle θ. For the test cases with W = 20 mm, the cases with θ ≥ 28o
are suffering from clogging, the calculated discharging rate decreases compared with the cases with
smaller θ.

(a)

(b)

Figure 15: Accumulative mass discharged percentage regarding to discharging time with different
semi-inclination angle θ while σpre = 10 kPa: (a) W = 20 mm, M.C. = 1%, (b) W = 40 mm,
M.C. = 1%.

C.2
C.2.1

Effect of material attributes
Rolling resistance
In this section, Figure 17 plots the accumulative percentage materials discharged from hop-

per in terms of time with σpre = 10 kPa. The colored lines are the results obtained with different
µr . Meanwhile, the average discharging rates with different µr levels are calculated based on Equation (5.6) and plotted in Figure 18. The solid lines indicate the different hopper opening widths W
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Figure 16: Accumulative mass discharged percentage regarding to discharging time with different
semi-inclination angle θ while σpre = 10 kPa: (a) W = 20 mm, M.C. = 1%, (b) W = 40 mm,
M.C. = 1%.
ranging from 10 to 60 mm while the different colors indicate the different opening widths W .

C.2.2

Moisture content
In this section, the impact of the moisture content on the mass discharge percentage with

σpre = 10 kPa are plotted in Figure 5.18. The average discharging rates with different M.C. levels
are calculated and plotted in Figure 5.19.

C.3

Prediction of processing upsets
In Figure 21a, the colored area are the DEM results with different µr (from 0 to 1), while

the colored area are the results with different M.C. level (from 0% to 20%) in Figure 21b. The blue
dashed lines with error bars correspond to the experimental results.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 17: Accumulative mass discharged percentage regarding to discharging time with different
rolling resistance level while σpre = 10 kPa: (a) W = 10 mm, (b) W = 20 mm, (c) W = 30 mm, (d)
W = 40 mm, (e) W = 50 mm, (f) W = 60 mm.

183

Figure 18: Average discharging rate with different rolling resistance levels while σpre = 10 kPa.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 19: Accumulative mass discharged percentage regarding to discharging time with different
moisture contents while σpre = 10 kPa: (a) W = 10 mm, (b) W = 20 mm, (c) W = 30 mm, (d)
W = 40 mm, (e) W = 50 mm, (f) W = 60 mm.
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Figure 20: Average discharging rate with different moisture content while σpre = 10 kPa.

0.0

(b)

Figure 21: Accumulative mass discharged percentage regarding to discharging time with different
opening width W : (a) critical arching distance Wcr regarding to rolling resistance, (b) critical arching
distance Wcr regarding to moisture content.
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[125] Nikolai V Brilliantov and Thorsten Pöschel. Rolling friction of a viscous sphere on a hard
plane. EPL (Europhysics Letters), 42(5):511, 1998.
[126] YT Feng, K Han, and DRJ Owen. Some computational issues on numerical simulation of
particulate systems. In Fifth World Congress on Computational Mechanics, 2002.
[127] Xikui Li, Xihua Chu, and YT Feng. A discrete particle model and numerical modeling of the
failure modes of granular materials. Engineering Computations, 2005.
[128] HP Zhu, AB Yu, and YH Wu. Numerical investigation of steady and unsteady state hopper
flows. Powder Technology, 170(3):125–134, 2006. DOI: 10.1016/j.powtec.2006.09.001.
[129] Kazuyoshi Iwashita and Masanobu Oda. Micro-deformation mechanism of shear banding
process based on modified distinct element method. Powder technology, 109(1-3):192–205,
2000.
[130] YC Zhou, BH Xu, AB Yu, and Paul Zulli. Numerical investigation of the angle of repose of
monosized spheres. Physical Review E, 64(2):021301, 2001.
[131] YC Zhou, Bao Hua Xu, Ai-Bing Yu, and P Zulli. An experimental and numerical study of the
angle of repose of coarse spheres. Powder technology, 125(1):45–54, 2002.
194
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