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1. Introduction
The purpose of this paper is to deﬁne the space of tempered distributions using a simple algebraic construction similar
to the approach used by K. Yosida in [8]. The framework used here is that of pseudoquotients (also called generalized
quotients), see [3] or [4]. The construction uses the fact that every tempered distribution is a ﬁnite order derivative of the
product of a polynomial and a square integrable function. The space has a simple structure which allows a natural deﬁnition
of the Fourier transform.
After describing the general construction of pseudoquotients and proving some properties of operations on pseudoquo-
tients, we discuss the speciﬁc example of a space of pseudoquotients that is shown to be isomorphic to the space tempered
distributions. Then we deﬁne the Fourier transform as a map from the space of pseudoquotients to the space of tempered
distributions and study its properties. Finally, we show that the Fourier transform can be deﬁned as an operator on the
space of pseudoquotients.
In [5] an extension of the Fourier transform is introduced that gives a bijection between a space of Boehmians, called
tempered Boehmians, and the space of Schwartz distributions D′ [7]. While there are some similarities between that con-
struction and the construction presented in this paper, the method and the obtained results are essentially different. The
method used in this paper is more closely related to that of [2] and [6].
1.1. Pseudoquotients
Let X be a nonempty set and let G be a commutative semigroup acting on X injectively. This means that every ϕ ∈ G is
an injective map ϕ : X → X and (ϕψ)x = ϕ(ψx) for all ϕ,ψ ∈ G and x ∈ X . For (x,ϕ), (y,ψ) ∈ X × G we write
(x,ϕ) ∼ (y,ψ) if ψx = ϕ y.
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B(X,G) = (X × G)/∼,
the set of pseudoquotients.
The equivalence class of (x,ϕ) will be denoted by xϕ . This is a slight abuse of notation, but we follow here the tradition
of denoting rational numbers by pq even though the same formal problem is present there.
Elements of X can be identiﬁed with elements of B(X,G) via the embedding ι : X → B(X,G) deﬁned by
ι(x) = ϕx
ϕ
,
where ϕ is an arbitrary element of G . Clearly, ι is well deﬁned, that is, it is independent of ϕ . Action of G can be extended
to B(X,G) via
ϕ
x
ψ
= ϕx
ψ
.
If ϕ x
ψ
= ι(y), for some y ∈ X , we will write ϕ x
ψ
∈ X and ϕ x
ψ
= y, which is formally incorrect, but convenient and harmless.
For instance, we have ϕ xϕ = x.
Elements of G , when extended to maps on B(X,G), become bijections. The action of ψ−1 on B(X,G) can be deﬁned as
ψ−1 x
ϕ
= x
ϕψ
.
Consequently, G can be extended to a commutative group of bijections acting on B(X,G).
If (X,) is a commutative group and G is a commutative semigroup of injective homomorphisms on X , then B(X,G) is
a commutative group with the operation deﬁned as
x
ϕ
 y
ψ
= ψx ϕ y
ϕψ
.
Similarly, if X is a vector space and G is a commutative semigroup of injective linear mappings from X into X , then B(X,G)
is a vector space with the operations deﬁned as
x
ϕ
+ y
ψ
= ψx+ ϕ y
ϕψ
and λ
x
ϕ
= λx
ϕ
.
1.2. Operations on pseudoquotients
If T : X → X , it is often important to know if T extends to a map T˜ :B(X,G) → B(X,G) and what properties of T are
inherited by T˜ . In this section we consider some special situations when an extension is possible, which are important
for the particular case studied in this paper. While it is possible to formulate and prove the following theorems for the
particular maps considered in this paper, we believe that providing this abstract formulation reveals better the true reasons
for why things work the way they do. Moreover, these abstract proofs are simpler and more transparent.
If Tϕx = ϕT x for all x ∈ X and all ϕ ∈ G , then we say that T commutes with G .
Proposition 1.1. Let T : X → X. Then
T˜
x
ϕ
= T x
ϕ
(1.1)
is a well-deﬁned extension of T to T˜ :B(X,G) → B(X,G) if and only if T commutes with G.
Proof. First assume that (1.1) is a well-deﬁned extension of T to T˜ :B(X,G) → B(X,G). Then
T x = T˜ ϕx
ϕ
= Tϕx
ϕ
for all x ∈ X and all ϕ ∈ G , which means that ϕT x = Tϕx for all x ∈ X and all ϕ ∈ G .
Now assume that T commutes with G . Let xϕ = yψ . Then ψx = ϕ y, and hence Tψx = Tϕ y. Since T commutes with G ,
we have ψT x = ϕT y, which means that T xϕ = T yψ . Thus
T˜
x = T x = T y = T˜ y .
ϕ ϕ ψ ψ
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T˜
ϕx
ϕ
= Tϕx
ϕ
= ϕT x
ϕ
= T x,
for all x ∈ X and all ϕ ∈ G . 
Theorem 1.2. Let (X,+) be a commutative group and let G be a commutative semigroup of injective homomorphisms on X. If
T : X → X is a homomorphism such that Tϕ − ϕT commutes with G for every ϕ ∈ G, then
T˜
x
ϕ
= 2T x
ϕ
− Tϕx
ϕ2
(1.2)
is an extension of T to T˜ :B(X,G) → B(X,G).
Proof. If we denote ϕ˜ = Tϕ − ϕT , then we have
T˜
x
ϕ
= 2T x
ϕ
− Tϕx
ϕ2
= T x
ϕ
− ϕ˜x
ϕ2
.
Let xϕ = yψ . Then
ϕ˜ y − ψ˜x = Tϕ y − ϕT y − Tψx+ ψT x
= ψT x− ϕT y + T (ϕ y − ψx)
= ψT x− ϕT y,
since ϕ y = ψx. Hence
ψT x− ϕ˜ y = ϕT y − ψ˜x
and
ϕψ2T x− ψ2ϕ˜x = ϕψ2T x− ψϕ˜ψx = ϕψ2T x− ψϕ˜ϕ y
= ϕψ(ψT x− ϕ˜ y) = ϕψ(ϕT y − ψ˜x)
= ϕ2ψT y − ϕψ˜ψx = ϕ2ψT y − ϕ2ψ˜ y.
This gives us
2T x
ϕ
− Tϕx
ϕ2
= 2T y
ψ
− Tψ y
ψ2
.
Thus T˜ is well deﬁned on B(X,G). Moreover, for any x ∈ X , we have
T˜
ϕx
ϕ
= 2Tϕx
ϕ
− Tϕ
2x
ϕ2
= ϕTϕx+ ϕTϕx− Tϕ
2x
ϕ2
= ϕTϕx+ ϕ
2T x− ϕTϕx
ϕ2
= ϕ
2T x
ϕ2
= T x.
Hence (1.2) deﬁnes an extension of T to T˜ :B(X,G) → B(X,G). 
Lemma 1.3. Let (X,+) be a commutative group and let G be a commutative semigroup of injective homomorphisms on X. If T : X → X
is a map such that both Tϕ − ϕT and Tψ − ψT commute with γ ∈ G, then Tϕψ − ϕψT commutes with γ ∈ G.
Proof. If Tϕ − ϕT and Tψ − ψT commute with γ ∈ G , then
γ Tϕ − γ ϕT = Tϕγ − ϕTγ and γ Tψ − γψT = Tψγ − ψTγ .
Hence
γ Tϕψ − γ ϕTψ = Tϕγψ − ϕTγψ and ϕγ Tψ − ϕγψT = ϕTψγ − ϕψTγ .
By adding the above equalities, we obtain
γ Tϕψ − γ ϕψT = Tϕψγ − ϕψTγ . 
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such that Tϕ − ϕT commutes with ϕ , then
T˜
x
ϕn
= 2T x
ϕn
− Tϕ
nx
ϕ2n
(1.3)
is an extension of T to T˜ :B(X,G) → B(X,G), where G = {ϕn: n = 1,2, . . .}.
Proposition 1.5. Let X be a vector space and let G be a commutative semigroup of injective linear mappings from X into X. If
T : X → X is a linear operator such that Tϕ − ϕT commutes with G for every ϕ ∈ G, then the extension
T˜
x
ϕ
= 2T x
ϕ
− Tϕx
ϕ2
(1.4)
is a linear operator from B(X,G) into B(X,G).
1.3. Function spaces
All functions considered in this paper are complex-valued, unless otherwise stated. An inﬁnitely differentiable function
f :RN → C is called rapidly decreasing if
sup
|α|m
sup
x∈RN
(
1+ x21 + · · · + x2N
)m∣∣Dα f (x)∣∣< ∞
for every nonnegative integer m, where x = (x1, . . . , xN ), α = (α1, . . . ,αN), αn ’s are nonnegative integers, |α| = α1+· · ·+αN ,
and
Dα = ∂
|α|
∂xα
= ∂
|α|
∂xα11 · · · ∂xαNN
.
The space of all rapidly decreasing functions is denoted by S . The space of all smooth functions with compact support is
denoted by D.
The Fourier transform will play a major role in our considerations. The Fourier transform of f will be denoted by either
F f or f̂ . The Fourier transform of an integrable function f is deﬁned by
F f (x) = f̂ (x) =
∫
RN
f (y)e−ix·y dy
where x · y denotes the dot product in RN .
Throughout the paper we are using properties of distributions that can be found in any rigorous textbook on the subject,
for example [9].
If f , g :RN → C, then by the convolution of f and g we mean the function f ∗ g deﬁned by the integral
( f ∗ g)(x) =
∫
RN
f (y)g(x− y)dy,
whenever the integral exists almost everywhere in RN . By L1 and L2 we denote the spaces of complex-valued Lebesgue
integrable and square integrable functions on Rn . ‖ · ‖1 and ‖ · ‖2 we denote the standard norms in those spaces.
Lemma 1.6. Let p be a polynomial, f ∈ L2 , and g ∈ L1 such that Q g ∈ L1 , for every polynomial Q . Then there exist m ∈ N and
polynomials qk, rk (k = 0,1, . . . ,m) such that
g ∗ (pf ) =
m∑
k=0
qk
(
(rk g) ∗ f
)
, (1.5)
where m, qk, and rk are independent of f and g.
2. The space B(M,G)
A function f :RN → C will be called a moderate function if f = pg , where p is a polynomial and g ∈ L2. The space
of all moderate functions will be denoted by M. Note that M is a vector space that is closed under multiplication by
polynomials. M contains all slowly increasing functions as a proper subspace. (A locally integrable function f :RN → C is
called slowly increasing if | f | p for some polynomial p.)
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E(x) = e−(|x1|+|x2|+···+|xN |),
that is
G = {En: n = 1,2,3, . . .},
where En denotes the n-fold convolution E ∗ · · · ∗ E . Elements of G act on M by convolution. In the remainder of this paper
the space B(M,G) will be denoted by B.
Lemma 2.1. G is a commutative semigroup acting on M injectively.
Proof. First observe that, by Lemma 1.6, for any n ∈ N, polynomial p, and g ∈ L2, we have
En ∗ (pg) =
m∑
j=0
q j
((
r j E
n) ∗ g), (2.1)
for some polynomials q j and r j and some m ∈ N. Since (r j En) ∗ g ∈ L2, we have En ∗ (pg) ∈ M. It remains to show that the
map f 
→ E ∗ f is an injection in M. This can be done by using the distributional Fourier transform or by direct elementary
calculations. 
A typical element of B is of the form fEn , where f ∈ M (or pgEn , where p is a polynomial and g ∈ L2) and n ∈ N. It
follows from general properties of pseudoquotients that B is a vector space, M can be identiﬁed with a subspace of B via
an injective map ι :M → B deﬁned by
ι f = E ∗ f
E
,
and the action of G can be extended to B via
Em ∗ f
En
= E
m ∗ f
En
.
It is of fundamental importance for our construction that multiplication by polynomials and differentiation can be de-
ﬁned on B.
Let M j :M → M be deﬁned by (M j f )(x) = x j f (x), j = 1,2, . . . ,N , where x = (x1, x2, . . . , xN ).
Proposition 2.2. The formula
M˜ j
f
Ek
= 2M j f
Ek
− M j(E
k ∗ f )
E2k
deﬁnes a linear map M˜ j :B → B, j = 1,2, . . . ,N. Moreover, M˜ jι = ιM j.
Proof. This is a direct consequence of Corollary 1.4 and Proposition 1.5. 
Since M˜ jι = ιM j , we will not distinguish between M j and M˜ j and use M j in both cases.
Corollary 2.3.Multiplication by polynomials is well deﬁned in B.
Now we turn our attention to the differential operator D j = ∂∂x j . Note that D j is not deﬁned on all of M. However,
D j can be deﬁned on B. The following lemma and proposition are formulated in greater generality than necessary for the
deﬁnition of the extension of D j to B because of other applications later in the paper.
Lemma 2.4. Let f ∈ M and O ⊆ {1,2, . . . ,N}. Then,( ∏
ν∈O
Dν
)
E2 ∗ f ∈ M.
Proof. We need to show that for any polynomial p and any g ∈ L2 there exist a polynomial q and a function h ∈ L2 such
that ( ∏
Dν
)
E2 ∗ pg = qh.ν∈O
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ν∈O
Dν
)
E2(x) =
∫
RN
i|O|
( ∏
ν∈O
yν
)
Ê2(y)ei(x·y) dy,
where Ê2 denotes the Fourier transform of E2 and |O| denotes the cardinality of the set O. Since
Ê(x) = 2
N
(1+ x21) · · · (1+ x2N)
,
we have
Ê2(x) = 2
2N
(1+ x21)2 · · · (1+ x2N)2
.
Let m = (m1,m2, . . . ,mN) ∈ NN . Using integration by parts, we obtain∣∣∣∣xm( ∏
ν∈O
Dν
)
E2(x)
∣∣∣∣ c( ∏
ν∈O
∫
R
∣∣∣∣ dmνdymνν yν(1+ y2ν)2
∣∣∣∣dyν)( ∏
ν∈O˜
∫
R
∣∣∣∣ dmνdymνν 1(1+ y2ν)2
∣∣∣∣dyν),
for some constant c > 0, where O˜ = {1,2, . . . ,N} \ O. This shows that (∏Nl=1 Mmll )(∏ν∈O Dν)E2 ∈ L1. Since there exist an
n ∈ N and polynomials qk and rk , for k = 0,1, . . . ,n, such that( ∏
ν∈O
Dν
)
E2 ∗ pg =
n∑
k=0
qk
((
rk
( ∏
ν∈O
Dν
)
E2
)
∗ g
)
,
and ∥∥∥∥rk( ∏
ν∈O
Dν
)
E2 ∗ g
∥∥∥∥
2

∥∥∥∥rk( ∏
ν∈O
Dν
)
E2
∥∥∥∥
1
‖g‖2,
there exist a polynomial q and an h ∈ L2 such that (∏ν∈O Dν)E2 ∗ pg = qh. 
Proposition 2.5. Let O ⊆ {1,2, . . . ,N}. The formula( ∏
ν∈O
D˜ν
)
f
Ek
= f ∗ (
∏
ν∈O Dν)E2
Ek+2
deﬁnes a linear map
∏
ν∈O D˜ν :B → B. Moreover, (
∏
ν∈O D˜ν)ι = ι(
∏
ν∈O Dν) on M ∩ C1 .
Proof. The proof follows from Lemma 2.4 and general properties of pseudoquotients. 
We will not distinguish between
∏
ν∈O Dν and
∏
ν∈O D˜ν and will use
∏
ν∈O Dν in both cases. In particular, we have
D j
f
Ek
= f ∗ D j E
2
Ek+2
.
While the function e−|t| is not differentiable, its distributional derivative is a function, namely
C(t) =
{
−e−t if t  0,
et if t < 0.
For j = 1, . . . ,N , let C j :RN → R be the function deﬁned by
C j(x) = e|x j |C(x j)E(x).
Note that D j E = C j and hence
D j
f
Ek
= f ∗ D j E
2
Ek+2
= f ∗ C j ∗ E
Ek+2
= f ∗ C j
Ek+1
= C j
E
∗ f
Ek
.
Since C j ∈ L2, we have C jE ∈ B.
Lemma 2.6. Let F ∈ B. Then, for j = 1,2, . . . ,N, we have
D j(M j F ) = F + M jD j F .
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 = 1,2, . . . ,N. Then, for j = 1,2, . . . ,N, we have
D j
(
Mk11 · · ·MkNN F
)= Mk11 · · ·Mk j−1j−1 D j(Mk jj · · ·MkNN F ).
Lemma 2.8. Let F ∈ B. Then, for j = 1,2, . . . ,N, we have
D j
(
Mk11 · · ·M
k j
j · · ·MkNN F
)= Mk11 · · ·Mk jj · · ·MkNN D j F + k jMk11 · · ·Mk j−1j · · ·MkNN F .
Proof. For a ﬁxed j, show that the statement is true for k j = 0,1. Then use induction on k j . 
Corollary 2.9. For any polynomial p, F ∈ B, and j = 1,2, . . . ,N, we have
D j(pF ) = pD j F + (D j p)F .
As mentioned in the introduction, G can be extended to a commutative group of bijections acting on B(X,G). In the
case of B, the inverse of E turns out to be a differential operator, namely
= 1
2N
N∏
j=1
(
I − D2j
)
,
where I is the identity operator.
Lemma 2.10.
E2 = E.
Proof. The equality can be veriﬁed by direct calculations. 
Corollary 2.11. = E−1 .
Proof.
 f
En
= f ∗E4
En+4
= f ∗ E
3
En+4
= f
En+1
= E−1 f
En
. 
Now we introduce a natural convergence in B and show that multiplication by polynomials and differentiation are
continuous operations in B.
Deﬁnition 2.12. Let (Fn) be a sequence in B. Then Fn → 0 in B provided there exist a k ∈ N, polynomials p, pn , and fn ∈ L2,
n ∈ N, such that:
(i) Fn = pn fnEk for all n ∈ N,
(ii) pn fnp ∈ L2 for all n ∈ N,
(iii) pn fnp → 0 in L2.
If, for some F ∈ B, we have Fn − F → 0 in B, then we write Fn → F in B.
Lemma 2.13. Let (Fn) be a sequence in B. Then Fn → 0 in B if and only if there exist a k ∈ N, a polynomial p, and gn ∈ L2 , n ∈ N,
such that
Fn = pgn
Ek
for all n ∈ N and gn → 0 in L2.
Proof. Suppose Fn → 0 in B. Then there exist a k ∈ N, polynomials p, pn , and fn ∈ L2, n ∈ N, such that
Fn = pn fn
Ek
and
pn fn
p
∈ L2 for all n ∈ N
and
pn fn → 0 in L2.
p
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Theorem 2.14. The mapping M j :B → B is continuous for any j = 1,2, . . . ,N.
Proof. If Fn → 0 in B, then Fn = pfnEk , n ∈ N, where p is a polynomial and fn → 0 in L2. Clearly,
2M j(pfn)
Ek
→ 0 in B. (2.2)
By Lemma 1.6, there exist polynomials Ql and Q˜ l (l = 0,1, . . . ,m, for some m ∈ N) such that
M j(Ek ∗ pfn)
E2k
=
m∑
l=0
Ql( fn ∗ Q˜ l Ek)
E2k
. (2.3)
Now,
fn ∗ Q˜ l Ek ∈ L2
and ∥∥ fn ∗ Q˜ l Ek∥∥2  ‖ fn‖2∥∥Q˜ l Ek∥∥1,
for all n ∈ N and l = 0,1, . . . ,m. Thus,
M j(Ek ∗ pfn)
E2k
→ 0 in B.
By (2.2) and (2.3),
M j
pfn
Ek
= 2M j(pfn)
Ek
− M j(E
k ∗ pfn)
E2k
→ 0 in B.
Thus, M j is continuous. 
Theorem 2.15. Let O ⊆ {1,2, . . . ,N}. Then,∏l∈O Dl is a continuous linear operator on B.
Proof.
∏
l∈O Dl is clearly linear. If Fn → 0 in B, then there exist k ∈ N, a polynomial p, and fn ∈ L2, n ∈ N, such that
Fn = pfn
Ek
and fn → 0 in L2.
Thus, for all n ∈ N,(∏
l∈O
Dl
)
Fn = pfn ∗ (
∏
l∈O Dl)E2
Ek+2
. (2.4)
By Lemma 1.6, there exist an m ∈ N and polynomials rk , qk (k = 0,1,2, . . . ,m) such that, for all n ∈ N,(∏
l∈O
Dl
)
E2 ∗ pfn =
m∑
j=0
q j
((
r j
(∏
l∈O
Dl
)
E2
)
∗ fn
)
. (2.5)
Now, for each j,n ∈ N,∥∥∥∥(r j(∏
l∈O
Dl
)
E2
)
∗ fn
∥∥∥∥
2

∥∥∥∥r j(∏
l∈O
Dl
)
E2
∥∥∥∥
1
‖ fn‖2.
Thus (
r j
(∏
l∈O
Dl
)
E2
)
∗ fn ∈ L2
and (
r j
(∏
l∈O
Dl
)
E2
)
∗ fn → 0 in L2, (2.6)
for all j,n ∈ N. By (2.4), (2.5), and (2.6), it follows that(∏
l∈O
Dl
)
Fn → 0 in B. 
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In this section we show that B is isomorphic with the space of tempered distributions S ′ . Our goal is to show that the
map
Φ
(
f
En
)
=n f ,
where the derivatives on the right-hand side are interpreted in distributional sense, is an isomorphism of B and S ′ .
We will use the following notation
∂ =
N∏
l=1
Dl.
Lemma 3.1. If F ∈ S ′ , then En ∗ F ∈ M for some n ∈ N.
Proof. If F ∈ S ′ , then F = ∂k f for some f ∈ M and for some k ∈ N (see [1]). Then
E2k ∗ F = E2k ∗ ∂k f = (∂E2)k ∗ f ∈ M,
by Lemma 2.4. 
Lemma 3.2. Let F ∈ S ′ and let F = ∂k f for some f ∈ M and k ∈ N. Then
Ψ (F ) = E
2k ∗ F
E2k
is a well-deﬁned function from S ′ to B.
Proof. By Lemma 3.1, Ψ (F ) ∈ M for every F ∈ S ′ . It suﬃces to show that Ψ is well deﬁned. Let F = ∂k f = ∂mg for some
f , g ∈ M and k,m ∈ N. Then
E2(k+m) ∗ ∂k f = E2(k+m) ∗ ∂mg
and hence
E2m ∗ (∂E2)k ∗ f = E2k ∗ (∂E2)m ∗ g,
which is equivalent to
(∂E2)k ∗ f
E2k
= (∂E
2)m ∗ g
E2m
. 
Lemma 3.3. Ψ ◦ Φ is the identity on B and Φ ◦ Ψ is the identity on S ′ .
Proof. Using Lemma 2.10, we obtain
Ψ
(
Φ
(
f
En
))
= Ψ (n f )= E4n ∗n f
E4n
= (E2)n ∗ E2n ∗ f
E4n
= E
n ∗ E2n ∗ f
E4n
= f
En
.
On the other hand, if F ∈ S ′ and F = ∂k f for some f ∈ M and k ∈ N, then
Φ
(
Ψ (F )
)= Φ( E2k ∗ F
E2k
)
= Φ
(
E2k ∗ ∂k f
E2k
)
= Φ
(
(∂E2)k ∗ f
E2k
)
=2k((∂E2)k ∗ f )
= ∂k((E)2k ∗ f )= ∂k f = F ,
by Corollary 2.11. 
Now we consider continuity of Φ and Ψ . We are going to use tempered convergence in S ′ (see [1]).
A sequence of tempered distributions (Fn) is tempered to a tempered distribution F , denoted Fn
t−→ F in S ′ , provided
that there exist m, r ∈ NN and continuous functions fn , f such that:
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(ii) The sequence (̂Er fn) is bounded;
(iii) Êr fn → Êr f uniformly in RN as n → ∞.
Whenever we refer to convergence in S ′ we mean tempered convergence. We will also use the fact that differentiation
and multiplication by polynomials are continuous operations in S ′ .
Lemma 3.4. Fn
t−→ 0 in S ′ if and only if there exist functions fn ∈ L2 , a polynomial p, and a k ∈ N such that fn → 0 in L2 and
Fn = ∂k(pfn).
Lemma 3.5. The map Φ :B → S ′ is continuous.
Proof. Let Fn → 0 in B. Then, by Lemma 2.13, there exist a k ∈ N, a polynomial p and gn ∈ L2, n ∈ N, such that Fn = pgnEk
for all n ∈ N and gn → 0 in L2. Consequently,
Φ(Fn) = Φ
(
pgn
Ek
)
=k pgn t−→ 0 in S ′,
since convergence in L2 implies convergence in S ′ , and multiplication by polynomials and differentiation are continuous
in S ′ . 
Lemma 3.6. The map Ψ :S ′ → B is continuous.
Proof. If Fn
t−→ 0 in S ′ , then there exist functions fn ∈ L2, a polynomial p, and a k ∈ N such that fn → 0 in L2 and
Fn = ∂k(pfn). Hence,
Ψ (Fn) = Ψ
(
∂k(pfn)
)= E2k ∗ ∂k(pfn)
E2k
= (∂E
2)k ∗ (pfn)
E2k
→ 0 in B. 
From the above lemmas we obtain the following theorem.
Theorem 3.7. The map
Φ
(
f
En
)
=n f ,
is an isomorphism of B and S ′ .
4. Fourier transform from B into S ′
The goal of this section is to show that a natural generalization of the Fourier transform gives us an isomorphism
between B and S ′ .
Deﬁnition 4.1. Let F = pf
Ek
∈ B, where p is a polynomial and f ∈ L2. The Fourier transform of F , denoted F̂ , is deﬁned as
F̂ = 1
2kN
N∏
j=1
(
1+ M2j
)k
p(iD) f̂ , (4.1)
where f̂ is the standard Fourier transform of the L2-function f .
Clearly, the deﬁned Fourier transform is a well-deﬁned linear map from B into S ′ . Note that the above formula can be
written in the following form:(
pf
Ek
)∧
= p(iD) f̂
Êk
.
Theorem 4.2. The map F 
→ F̂ is injective.
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Ek
∈ B and F̂ = 0, then
p(iD) f̂
Êk
= 0,
where f̂ ∈ L2. For any ψ ∈ S we have〈
p(iD) f̂ ,ψ
〉= 〈Êk p(iD) f̂
Êk
,ψ
〉
=
〈
p(iD) f̂
Êk
, Êkψ
〉
= 0.
Thus p(iD) f̂ = p̂ f = 0. Hence pf = 0 and, consequently, F = 0. 
Theorem 4.3. If F ∈ B, then M̂ j F = iD j F̂ for j = 1,2, . . . ,N.
Proof. Let F = pf
Ek
. Then
M̂ j F =
(
2M j(pf )
Ek
− M j(E
k ∗ pf )
E2k
)∧
= 2iD j p(iD) f̂
Êk
− iD j (̂E
kp(iD) f̂ )
Ê 2k
= iD j p(iD) f̂
Êk
− ikD j Ê p(iD) f̂
Êk+1
= iD j
(
p(iD) f̂
Êk
)
= iD j F̂ . 
By routine calculations we can also obtain the following equality((∏
l∈O
Dl
)
F
)∧
=
(∏
l∈O
iMl
)
F̂ ,
which holds for any F ∈ B and O ⊆ {1,2, . . . ,N}.
Theorem 4.4. The mapping F 
→ F̂ is a continuous mapping from B onto S ′ .
Proof. To show that the mapping is surjective, it suﬃces to show that given g ∈ L2 and k,m ∈ NN , there exists an F ∈ B
such that F̂ = xmDkg . Let f ∈ L2 such that f̂ = g and
F = (−i)|m|+|k|
(
N∏
j=1
D
mj
j
N∏
j=1
M
k j
j
)
f ∗ E
E
.
Then F ∈ B and it is easy to check that F̂ = xmDkg . Thus, the mapping is surjective.
Now to prove that the mapping is continuous, suppose that Fn → 0 in B. Thus, Fn = pgnEk , for some k ∈ N, polynomial p,
and gn ∈ L2 (n ∈ N), where gn → 0 in L2. Thus, ĝn → 0 in L2 and, consequently, ĝn t−→ 0 in S ′ . Then
F̂n = p(iD)ĝn
Êk
t−→ 0 in S ′.
The mapping is continuous. 
Theorem 4.5. The inverse Fourier transform is a continuous mapping from S ′ onto B.
Proof. Let Fn, F ∈ S ′ such that Fn t−→ F . Thus, there exist m ∈ NN , r ∈ N, and continuous functions gn , g , such that
Dmgn = Fn , Dmg = F , and the sequence (̂Er gn) is uniformly bounded and converges uniformly on RN to Êr g . Since
Êr+1gn, Êr+1g ∈ L2, there exist hn , h ∈ L2 such that ĥn = Êr+1gn and ĥ = Êr+1g . Let
Gn = hn
Er+1
and G = h
Er+1
.
Then Gn,G ∈ B and
Ĝn = ĥnr+1 = gn and Ĝ =
ĥ
r+1 = g.Ê Ê
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(−i)|m|
(
N∏
j=1
M
mj
j
)
Gn
)∧
= (−i)|m|i|m|
(
N∏
j=1
D
mj
j
)
Ĝn =
(
N∏
j=1
D
mj
j
)
gn = Fn,
and (
(−i)|m|
(
N∏
j=1
M
mj
j
)
G
)∧
= F .
To complete the proof, we must show that
(−i)|m|
(
N∏
j=1
M
mj
j
)
Gn → (−i)|m|
(
N∏
j=1
M
mj
j
)
G in B.
We have∫
RN
|̂hn − ĥ|2 =
∫
RN
∣∣̂E r+1(gn − g)∣∣2 = ∫
RN
∣∣̂E r(gn − g)∣∣2 Ê 2.
Since the sequence (̂Er gn) converges uniformly to Êr g , we have ĥn → ĥ in L2. Hence, hn → h in L2, which gives Gn → G
in B. Thus,
(−i)|m|
(
N∏
j=1
M
mj
j
)
Gn → (−i)|m|
(
N∏
j=1
M
mj
j
)
G in B. 
5. Concluding remarks
The goal of this paper is to show that the space of tempered distributions S ′ is isomorphic to the space of pseudoquo-
tients B. Some natural questions and possibilities arise from this result.
Properties of tempered distributions are used throughout this paper. However, since B is isomorphic to S ′ , all properties
of tempered distributions, including properties of the Fourier transform for tempered distributions, can be expressed and
proved in terms of pseudoquotients without any reference to the theory of distributions. One expects that some proofs will
become more complicated, while others will become simpler. As an example of new possibilities offered by this approach
we deﬁne the Fourier transform as an operation on B.
Let
s = 1
2N
N∏
j=1
(
1+ M2j
)
.
Note that s can be interpreted as an operator on M or on B. For example, if N = 1, we can think of s as the polynomial
1
2 (1+ x2).
Lemma 5.1. If F ∈ B, then there exist k,n ∈ N and f ∈ L2 such that F = sk fEn .
If (4.1) is applied to the above representation of elements of B, we obtain
F
{
sk f
En
}
= 1
2nN
N∏
j=1
(
1+ M2j
)n 1
2kN
N∏
j=1
(
1− D2j
)k
f̂ = snk f̂ .
If interpreted in S ′ , the above is not much more than just a different notation. But in B we have
k f̂ = f̂
Ek
.
This gives us a very simple and elegant formula for the Fourier transform in B:
F
{
sk f
n
}
= sn f̂
k
.E E
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operator  and the function E . It is worthwhile to study other pairs like this one and the different spaces of pseudoquotients
constructed from them. While the presented space works well with the Fourier transform, one could construct spaces that
would allow natural extensions of other transforms.
Since the differential operator  has an inverse in B, differential equations that can be expressed in terms of  can be
solved algebraically in B. If one uses a different differential operator to deﬁne a space of pseudoquotients, then a different
class of differential equations could be solved algebraically in that space. Moreover, since such spaces of pseudoquotients
can be combined, as long as the differential operators commute, one could develop spaces that could handle large classes
of equations.
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