Social influence
: Schematic of the experimental design.
were about to participate in a study about musical tastes and that in exchange for participating they would be offered the chance to download some free songs by up-and-coming artists. Subjects next gave their informed consent, filled out a brief survey, and were shown a page of instructions. Finally, subjects were presented with a menu of 48 songs.
In experiment 1, the songs were presented in a three column jukebox-type design (see Fig. S2 ) and displayed in a random order to each subject. By randomizing the order for each subject we avoided favoring any songs by placing them in advantageous screen-locations. However, the specific order for each subject was fixed for the entire experiment. Subjects in the social influence condition were also presented with the song download counts in their world while subjects in the independent condition were not.
In experiment 2, the songs were presented in a one column design (see Fig. S3 ). Subjects in the social influence worlds were presented the songs sorted by number of downloads, along with the download counts in their world. If several songs shared the same number of downloads, the ordering of the songs was determined randomly for each user. Subjects in the independent condition in experiment 2 were presented with the songs in the same one column design, but in random order and without the download counts.
Once at the menu of songs, if a subject clicked on a specific song, they were taken to a new screen where the song automatically began playing in a Macromedia Flash Player, streamed in the mp3 format encoded at 96kbps (Fig. S4) . While a subject listened to the song they were asked to rate it on a scale from 1 star ("I hate it") to 5 stars ("I love it") which could be done at any time while the song was playing; subjects did not need to wait for the song to complete. After the rating was recorded, subjects were asked if they would like to download the song (Fig. S5) . After making the download decision, subjects were returned to the menu of 48 songs and were able to choose again.
Once a subject had listened to as many songs as they wished, they could click "log off" and were taken to a screen thanking them for participating and providing them links to the webpages of all 48 bands. Subjects who returned to the website while the experiment they participated in was still underway were automatically Figure S2 : Screenshot of the song menu in the social influence world in experiments 1. Screenshot from the independent condition (not shown) was identical except that the download counts to the right of each song are removed. Figure S3 : Screenshot of the song menu in the social influence world in experiments 2. Screenshot from the independent condition (not shown) was identical except that the download counts to the right of each song are removed. Figure S4 : Screenshot of the listening screen. While a song was playing subjects where required to rate it on a scale of 1 to 5 stars. This rating could be submitted before the song was finished playing. Figure S5 : Screenshot of the download decision screen. After rating the song, subjects had to decide to download the song or not. Table S1 : Descriptive statistics about the subjects.
Experiment 1 Experiment 2
Influence Independent Total Influence Independent Total (n = 5, 708) (n = 1, 441) (n = 7, 149) (n = 5, 746) (n = 1, 446) (n = 7, 192) Table S2 : Descriptive statistics on subject behavior in the two conditions and overall.
returned to their world and taken to the appropriate song menu without the need to re-register. Subjects from experiment 1 who returned to the website during experiment 2 were prevented from participating. com, a website popular with teens and young adults from the United States. Demographics about these subjects are presented in Table S1 and summary statistics about their behavior is presented in Table S2 .
Subject recruitment
We note that there was a change in percentage of females from experiment 1 to experiment 2. Subjects in both experiments were drawn from http://www.bolt.com, but they were drawn from different parts of the website. A majority of the subjects in experiment 1 were likely drawn from the "music" and "free- Figure S6 : Banner used to recruit subjects from http://www.bolt.com for experiment 2.
stuff" sections while a majority of the subjects in experiment 2 were likely drawn from a special email sent to a set of Bolt users and from banner ads in all sections of the site (for example, Fig. S6 ). Another potential reason for the difference is that while experiment 1 was underway, the project was mentioned on the popular blog http://www.kottke.org which probably has an older, more male readership. Ideally these differences in recruitment between experiments would not have occurred, but we do not believe that they had a substantial effect on our findings.
Music selection
The music for the experiment comes from http://www.purevolume.com, a website where bands can create homepages and post their music for download. In July 2003 there were approximately 42,000 bands with homepages. Preliminary research revealed that the quality of the music of these bands was extremely variable with a large number having very poor audio quality. However, http://www.purevolume.com also hosted of a set of premium member bands who paid approximately $10 per month for additional features on their homepages. There were approximately 1,000 premium bands, and we took a random sample from these bands.
Initially, about 200 bands were selected. The experiments required bands that are unknown to the subjects so we screened out any band that had played in more than 10 states, or had played more than 15 concerts in the past 30 days, or had appeared on the Warped Tour, or had 30,000 or more hits on their purevolume page. These screening criteria are ultimately arbitrary, but they are reasonable. We have no reason to believe that the results would be any different if other reasonable criteria were used. In all, these criteria removed 51 bands. In addition, 17 bands could not be contacted because they did not have a publicly available email address. The remaining 133 bands were contacted via email (results summarized in Fig. S7A ).
In order to minimize non-response bias, all non-responding bands received two follow-up emails spaced at one week intervals. In the end, 51 of these bands agreed to be in the study and provided us with a song of their choice, the other bands becoming ineligible for a variety of reasons (results summarized in Fig. S7B ).
Preliminary pilot testing revealed that, for the song menu used in experiment 1 (Fig. S2 ), the maximum number of songs that could be legibly presented on a typical computer screen was 48. Thus, we took a In order to check that our initial screening criteria filtered out music that might be known to the subjects, we presented the list of bands and songs to two different experts in popular music: a DJ at the Barnard College student radio station and the music editor for http://www.bolt.com. Neither expert recognized any of the bands or songs. As an additional test, we surveyed subjects about their familiarity with the 3 bands who agreed to participate, but were ultimately not included because we were limited to 48 bands. We chose to ask only about the bands that were ultimately not included because having the same bands in the survey and experiment might have biased subjects' music preferences.
In table S4 we compare the subjects' familiarity with three bands from our pool of potential bands to one fake band. The data suggest that there was a large amount of social desirability bias in responses -14% of subjects reported hearing of the fake band Peter on Fire and 2% reported being familar with their music. The responses for the fake band are very similar to the responses for the real bands. The high recognition rate for the band Remnant Soldier is probably a question ordering effect; this question was asked immediately after a question about familiarity with the very popular band U2. In future studies we recommend randomization to avoid this problem. Taken together, these results, along with our screening, lead us to believe that the music used in the experiment was essentially unknown. Also, while the experiments were in progress, we monitored the success of the bands and found nothing which would lead us to believe that there were any significant changes. Table S3 : List of the 48 bands used in the experiment. These bands were randomly selected from the website http://www.purevolume.com. Several tests were conducted which allow us to conclude that these bands were essentially unknown.
How familiar are you with the following bands? Don't know it at all Heard of it Know it pretty well (% of subjects) (% of subjects) (% of subjects)
Real Bands
Peter on Fire 84.5 13.7 1.8 Table S4 : Comparing the popularity of the potential bands from our sample to a fake band. Subjects reported being about as familiar with an fake band (Peter on Fire) as three potential bands from our sample. The high recognition rate for Remnant Soldier is likely a question ordering effect -it was asked immediately after the well known band U2.
Data analysis
We measured success based on the market share of downloads that belonged to a specific song. The market share, m i of song i is defined as,
where d i is the number of downloads for song i and S is the number of songs. This definition of success is based on the subjects' behavior, rather than their self-reported liking of the songs, as measured by their ratings from 1 to 5 stars. As a check, we compared these two measures and found them to be consistent. In Fig. S8A we see that songs which received higher average ratings (measured in stars) had higher probabilities that a listen would result in a download (r = 0.87). In Fig. S8B we see that the higher rating a subject gave a song, the more likely that the subject downloaded the song. Results from experiment 2 are essentially identical (results not shown). Overall, the similarity between these two measures gives us confidence that our behavioral measure is meaningful.
Given that we use the market share of songs as a measure of success, we measure inequality of success with one of the most common metrics, the Gini coefficient, G, which is defined as follows,
The Gini coefficient can be interpreted as the expected difference in market share between two randomly chosen songs scaled so that it falls between 0 and 1 with 0 representing complete equality and 1 representing complete inequality. As stated previously, the independent condition has twice the number of subjects (n ≈ 1, 400) as each social influence world (n ≈ 700), for reasons that will be clear when we present our measure of unpredictability. In order to ensure that our comparison between the two conditions was based Figure S8 : Plots comparing the download decisions to the rating decisions. These results suggest that the two measures are consistent. Results from experiment 2 (not shown) were essentially the same.
on a similar number of subjects, we randomly split the independent condition into two groups and then calculated the Gini coefficient for one of these groups. We repeated this splitting procedure 1,000 times and produced a distribution of replicate values of G. The value of G reported in Fig. 1 for the independent condition is the mean of these 1,000 replicate values. Also, we used the distribution of replicate values to conduct a test of statistical significance. The difference between a randomly chosen Gini coefficient from one of the eight influence worlds and a randomly chosen replicate Gini coefficient from the independent world was less than 0 with p < 0.01 in experiment 1 and p < 0.001 in experiment 2. Thus, the difference in observed Gini coefficients between the two conditions is statistical significant in both experiments. Finally, we can examine the dynamics of the Gini coefficient as the experiment progresses (Fig. S9) . The final values of each trajectory are the values reported in Fig. 1 . The Gini coefficients were relatively stable indicating that we probably would not have observed substantially different results with more subjects.
In addition to the Gini coefficient, we measured inequality using two other common measures, the coefficient of variation and the Herfindahl index. The results were qualitatively unchanged. We could not consider any of the logarithm-based measures, standard deviation of the logarithms and Theil entropy, because these measures are not defined in cases where a song has 0 downloads which occurred in one of the social influence worlds in experiment 1. For more on all of these measures of inequality see Coulter (1989) .
To measure unpredictability we examined the variation in success of a song across worlds. If a song had the same outcome in all worlds then its unpredictability was 0. However, if the outcomes varied across worlds, then there was an inherent unpredictability in the success of the song. We defined u i as a measure of the unpredictability of song i to be the average difference in market share across all possible pairs of worlds. That is,
where m i,j is song i's market share in world j, and W 2 is the number of pairs of worlds. The unpredictability, U , for an experimental condition is then the average of the unpredictability of the songs in that condition,
In the independent condition we have only one world, but, as noted previously, it has twice as many subjects as each social influence world. Thus, for the independent condition, we randomly split the subjects into two independent realizations and calculated u i and U with these two realizations. We repeated this splitting procedure 1,000 times and produced a distribution of replicate values of U . The value of U reported in Fig. 2 is the mean of this distribution. To calculate a measure of statistical significance we compared the distribution of replicate values from the independent condition to the distribution of calculated U values for the 28 ( 8×7 2 ) possible pairs of influence worlds. The difference between the measured unpredictability based on a randomly chosen pair of social influence worlds and the measured unpredictability based on a random split of the independent world was less than 0 with a probability of p < 0.01 in experiment 1 and p < 0.001 in experiment 2. Thus, the difference in unpredictability across conditions is statistically significant. Finally, we can examine the dynamics of the unpredictability U as the experiment progresses (Fig. S10) . The final values of each trajectory are the values reported in Fig. 2 . As with our measure of inequality, the unpredictability was relatively stable indicating that we probably would not have observed substantially different results with more subjects. 
Measures to ensure data quality
In all experiments researchers must take steps to ensure that data are generated by the appropriate set of subjects in situations that match the experimental design and that the subjects have no malicious intent.
These problems can be more difficult to deal with in web-based experiments where researchers have less control over subject recruitment and behavior than they would have in a standard laboratory-based experiment. Because of this limited control, some of the data from our experiments are possibly unsound. Instead of preventing this unsound data generation, and hence giving subjects incentive to provide us with false information, we allowed all subjects to participate in all situations, but flagged data that could have been unsound and excluded them from our analysis.
For example, our experimental design required that a subject's information about the behavior of others be limited to what we provided them (or did not provided them). Information contamination leading to unsound data could have occurred a number of ways: 1) between two subjects from different two influence worlds 2) between two subjects from the independent condition and 3) between a subject in the independent condition and a subject in an influence world. Unlike in a traditional laboratory-based experiment, we were not able to physically isolate the subjects to prevent this information contamination. As such, we flagged for exclusion data generated in several cases where the subject behavior could have possibly been influenced by information that was outside of the experimental design.
The first step in this data-flagging process was based on a survey that all subjects completed. On this survey subjects were asked to select, from a list of choices, all of the ways that they heard about the experiment. If a subject reported "friend told me about a specific song" or "friend told me about a specific band" all data generated by that subject were flagged. However, data generated by subjects who reported "friend told me about the experiment in general" were not flagged. We also flagged all data generated after either the subject clicked "log-off" or 2 hours had passed since the subject registered. These data were flagged in order to exclude data where the subject could have participated, discussed the music with friends, and then returned with outside information.
In addition, to prevent information contamination within and between experiments, we placed several cookies -small pieces of information -into the subject's web browser. These cookies ensured that if a subject returned to the experiment, the subject would be placed in the same condition and same world without having to re-complete the registration process. The cookies also limited the possibility of subjects from experiment 1 participating in experiment 2.
Our flagging criteria were quite strict and so we probably flagged data which was not contaminated.
However, we cannot rule out the possibility that some contaminated data was not flagged. Any information contamination across influence worlds would have likely had the effect of decreasing the differences across worlds and thus decreasing our unpredictability measure. Information contamination within the independent condition would have likely increased the inequality in the independent condition. Finally, information contamination between a social influence world and the independent condition would likely increase the correlation between quality and success. Thus, our findings on inequality, unpredictability, and the relationship between quality and success represent a lower-bound on the possible values that could have occurred in a perfectly clean experiment.
In addition to problems with the isolation of subjects, when doing a web-based experiment, or any other experiment, one has to take a number of steps to guard against the possibility of malicious subjects who intend to disrupt the experiment. This problem, while not limited to web-based experiments, is perhaps a larger issue in this set of experiments than in most. For example, members of one of the bands might have tried to artificially inflate the download count of their song. To prevent this possibility, each subject was allowed to download a specific song as many times as they liked, but could only add one to the displayed download count for that song. Members of the bands might have also tried to manipulate the results by sending their fans to the experiment. As such, we flagged all data generated by people who reported on our survey that they heard about the experiment from "one of the bands." We also checked our web-server log to ensure that we were not receiving subjects from the websites of any of the bands. In two cases, links to the experiment was posted on bands' websites, but these links were detected quickly and both bands complied with our email request to remove the link.
An additional class of malicious subjects could have simply wished to disrupt the experiment for no specific reason. To prevent against these subjects, the experiment was run appropriate security precautions using the latest software (Apache 2.0, MySQL 4.0, and Tomcat 5.0) with strict firewall settings.
Despite all of our security precautions it was still possible for a subject to manipulate our results. For example, there is no way that we could prevent the same person from registering from several different computers and providing us with false information each time. However, given that subjects have little incentive to undertake this behavior, we think that this probably did not occur. Taken together our dataquality measures give us confidence that our data are reasonably clean. Of course we cannot rule out all possible problems, but we have not seen any patterns in the data that indicate data contamination or malicious manipulation occurred.
Robustness of results to specific design choices
These two experiments represent only a small portion of the parameter space of all possible experiments using this design. For example, system parameters like the strength and type of social signal, the subject population, the distribution of quality of the songs, and the number of songs probably influence the magnitude of the observed outcomes. Based on our experience with these experiments, we offer a few predictions.
We suspect that other methods of strengthening the social signal would increase the inequality and unpredictability. For example, in our experiment we chose to present the number of previous downloads, the band name, and song name all in the same size font. If, for example, we had presented the download counts in a larger font we suspect that the inequality and unpredictability would be greater.
However, other methods of changing the social signal may have ambiguous effects on outcomes. For example, in our experiments, the social signal was anonymous, in the sense that subjects did not have any information about the characteristics and behavior of previous subjects. If the social signal was instead somehow linked to the identities of the previous subjects, one could imagine that since subjects may be more strongly influenced by "people like them," the cumulative advantage process could be weakened or strengthened depending on the distribution of subjects' identities.
Given the type of signal that we chose to use, we suspect that the process of social influence observed in the experiments is relatively general, but may be more pronounced with our subject pool (teenagers from the U.S.). We suspect that if the experiment was re-run using a different subject pool that different songs would become successful, but that the overall amount of inequality and unpredictability would be similar.
Further empirical work in this area is needed.
Switching from characteristics of the subjects to characteristics of the songs, we expect that if the songs were more similar in quality, then the inequality in success would be less, but the unpredictability would be greater. Recall, that in these experiments we did not directly set the distribution of quality; rather, it was determined by the songs on http://www.purevolume.com.
Another key system parameter for the songs is the number used. Because choice overload is so pervasive in cultural markets, we chose to use 48 songs in the experiments -the maximum that could fit on a computer screen when presented with the song menu used in experiment 1 (Fig. S2) . We conjecture that if we had used more songs, the observed inequality and unpredictability would increase. Whatever the final number of songs used, it is likely important that this number is much larger than the number of songs that each subject listens to.
These speculations are suggestive, and clearly more research is needed. However, the speculations do suggest that the qualitative findings of the experiments are likely robust to reasonable design choices.
