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A network connection blocker for monitoring connections between host computers in a network and
blocking the unwanted connections. The host computers transmit connection packets between each other in
accordance with a network protocol suite when seeking to establish, providing network services with, and
close the connections. The network protocol suite includes a connection oriented transport layer protocol.
The network connection blocker comprises a network interface that receives the connection packets
transmitted between the host computers. It also comprises a blocking module that processes the received
connection packets to detect the unwanted connections. The blocking module then generates connection
packets in accordance with the network protocol suite to cause the detected unwanted connections to be
closed by the corresponding host computers between which are the unwanted connections. The network
interface then transmits the generated connection packets to these host computers.
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nection packets between each other in accordance with a 
network protocol suite when seeking to establish, providing 
network services with, and close the connections. The net 
work protocol suite includes a connection oriented transport 
layer protocol. The network connection blocker comprises a 
network interface that receives the connection packets trans 
mitted between the host computers. It also comprises a 
blocking module that processes the received connection 
packets to detect the unwanted connections. The blocking 
module then generates connection packets in accordance 
with the network protocol suite to cause the detected 
unwanted connections to be closed by the corresponding 
host computers between which are the unwanted connec 
tions. The network interface then transmits the generated 
connection packets to these host computers. 
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NETWORK CONNECTION BLOCKER, 
METHOD, AND COMPUTER READABLE 
MEMORY FOR MONITORING 
CONNECTIONS IN A COMPUTER 
NETWORK AND BLOCKING THE 
UNWANTED CONNECTIONS 
FIELD OF THE INVENTION 
The present invention relates generally to systems and 
methods for providing network security to a computer 
subnet (i.e., sub-netWork) in a larger computer network, 
such as the Internet. In particular, it pertains to a netWork 
connection blocker and corresponding method that provides 
netWork security to such a subnet by passively monitoring 
connections betWeen the subnet and the rest of the netWork 
and actively blocking those of the connections that are 
unWanted. 
BACKGROUND OF THE INVENTION 
The concept of a computer netWork has been revolution 
iZed over the last decade. Computer netWorks have evolved 
from being independent entities that Were limited to small 
geographic areas or single organiZations into today’s glo 
bally interconnected netWorks, such as the Internet. Thus, 
small and individual netWorks have become subnets of these 
larger netWorks. With this increased interconnectivity comes 
neW and fascinating opportunities for these subnets, but also 
neW dangers and security risks. 
For eXample, much of the success of the Internet can be 
attributed to the TCP/IP protocol suite. It is the protocol suite 
that constitutes the Internet’s foundation. The TCP/IP pro 
tocols alloW for communication betWeen host computers 
independent of their internal architectures. Because they are 
based on open standards, these protocols have become 
Widely accepted even outside the Internet community. 
The TCP/IP protocol suite has expanded and changed 
With the evolution of computer and communication tech 
nology in general, but it still has its roots in the 1960s and 
1970s. The concept of a global netWork, like the Internet, 
Was unthinkable back then. In particular, the overWhelming 
Widespread use and amount of traffic as seen today Was not 
contemplated. As a result, one of the basic limitations of the 
Internet is that the TCP/IP protocol suite does not have 
suitable provisions for handling unWanted traffic on a subnet 
of the Internet. 
For eXample, in the early days of the Internet, subnets of 
the Internet Were small and mostly limited to research 
communities. Issues other than security Were more impor 
tant in this environment. And, openness Was regarded as a 
very favorable aspect of the TCP/IP protocol suite. This is in 
great contrast to today’s Internet Where subnets noW require 
high levels of security as commerce and ?nancial transac 
tions have become major parts of the network traffic. 
The best Way to provide security to a subnet in order to 
protect its electronic resources or property is to completely 
isolate it from the rest of the World. But, this is seldom a 
desired and realistic option. Most netWork operators choose 
instead to protect subnets With devices, such as ?reWalls, 
Which actively monitor and block the network traffic to and 
from the subnet. In doing so, these devices receive the 
netWork traffic and forWard the alloWed network traffic and 
do not forWard the unWanted network traffic. HoWever, 
because these types of devices are active participants in both 
monitoring and blocking the network traffic, they become 
bottlenecks and also are vulnerable to attack. 
SUMMARY OF THE INVENTION 
In summary, the present invention is a netWork connection 
blocker for monitoring connections betWeen host computers 
10 
15 
25 
30 
35 
40 
45 
55 
60 
65 
2 
in a netWork and blocking the unWanted connections. The 
host computers transmit connection packets betWeen each 
other in accordance With a netWork protocol suite When 
seeking to establish, providing netWork services With, and 
close the connections. The netWork protocol suite includes a 
connection oriented transport layer protocol. 
The netWork connection blocker comprises a netWork 
interface that receives the connection packets transmitted 
betWeen the host computers. It also comprises a blocking 
module that processes the received connection packets to 
detect the unWanted connections. The blocking module then 
generates connection packets in accordance With the net 
Work protocol suite to cause the detected unWanted connec 
tions to be closed by the corresponding host computers 
betWeen Which are the unWanted connections. The netWork 
interface then transmits the generated connection packets to 
these host computers. 
BRIEF DESCRIPTION OF THE DRAWINGS OF 
THE INVENTION 
FIG. 1 is a block diagram of a computer netWork having 
a protected subnet protected by a netWork connection 
blocker in accordance With the present invention. 
FIG. 2 shoWs the netWork protocol suite used in the 
netWork. 
FIG. 3 shoWs the composition of each packet transmitted 
betWeen host computers in the netWork. 
FIG. 4 shoWs hoW packets are transmitted according to 
the TCP protocol in a connection betWeen a client and 
server. 
FIG. 5 shoWs hoW a connection betWeen a client and 
server is reset according to the TCP protocol. 
FIG. 6 shoWs a table of some Well knoWn TCP port 
numbers. 
FIG. 7 shoWs the con?guration of the netWork connection 
blocker. 
FIG. 8 shoWs the operation of the netWork connection 
blocker. 
FIG. 9 shoWs a blocking mode table that is included in the 
blocking data structure of the netWork connection blocker. 
FIG. 10 shoWs a netWork address block list that is 
included in the blocking data structure of the netWork 
connection blocker. 
FIG. 11 shoWs a remote protocol block list and a local 
protocol block list that are included in the blocking data 
structure of the netWork connection blocker. 
FIG. 12 shoWs a blocking override table that is included 
in the blocking data structure of the netWork connection 
blocker of FIG. 8. 
FIG. 13 shoWs an override protocol list that is included in 
the blocking data structure of the netWork connection 
blocker. 
FIG. 14 shoWs hoW a connection is blocked by the 
netWork connection blocker according to the TCP protocol. 
FIG. 15 shoWs an administrating computer for remotely 
managing the netWork connection blocker. 
FIG. 16 shoWs the operation of the administrating com 
puter. 
FIG. 17 shoWs the operation of the netWork connection 
blocker While being remotely managed by the administrating 
computer. 
DETAILED DESCRIPTION OF THE 
INVENTION 
Referring to FIG. 1, there is shoWn an eXemplary embodi 
ment of a large computer netWork 100, such as the Internet, 
6,044,402 
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With subnets 102 that include host computers 104. The 
subnets include a protected subnet 102-1 that is protected 
With an NCB (network connection blocker) 108 and remote 
subnets 102-2 that are remotely connected to the protected 
subnet. The host computers include local host computers 
104-1 that are Within the protected subnet and remote host 
computers 104-2 that are Within the remote subnets. 
The local host computers 104-1 are connected locally to 
each other With and communicate locally With each other 
over the communications lines 107-1 of the protected subnet 
102-1. Similarly, the remote host computers 104-2 in each 
remote subnet 102-2 are connected locally to each other With 
and communicate locally With each other over the commu 
nications lines 107-2 of the remote subnet. And, the local 
and remote host computers and are connected remotely and 
communicate remotely With each other. This is done via 
gateWays 106 and communication links 112 of the netWork. 
The gateWays include a local gateWay 106-1 that is in the 
protected subnet and is connected to the local host comput 
ers by the communications lines of the protected subnet and 
is also connected to the communications links. The gateWays 
also include remote gateWays 106-2 that are each in a 
corresponding remote subnet. Each remote gateWay is con 
nected to the communications links and the remote host 
computers in the corresponding remote subnet by the com 
munications lines 107 of the remote subnet. 
The host computers 104 in the netWork 100 communicate 
With each other using packets 114. These packets are used to 
establish connections betWeen the host computers, perform 
netWork services over these connections, and close these 
connections in accordance With a netWork protocol suite 
used in the netWork 100. In the case Where tWo host 
computers Within a subnet 102 communicate With each 
other, the packets are simply transmitted betWeen these host 
computers over the communications lines 107 of the subnet. 
But, in the case Where host computers in different subnets 
communicate With each other, the packets are routed 
betWeen these host computers With the gateWays 106, the 
communications links 112, and the communication lines 107 
of the subnets. 
As indicated earlier, the protected subnet 102-1 includes 
an NCB 108 that is connected to the protected host com 
puters 104-1 and the local gateWay 106-1 Within the subnet 
102 by the communications lines 107 of the subnet. The 
NCB receives all of the packets 114 transmitted betWeen the 
protected host computers 104-1 Within the protected subnet 
102-1 and all of the packets 114 transmitted betWeen the 
protected and remote host computers 104-1 and 104-2. In 
doing so, the NCB passively monitors all of the connections 
betWeen the protected host computers and all of the con 
nections betWeen the protected and remote host computers. 
And, it actively blocks those of the connections that are not 
Wanted by transmitting packets to the host computers that 
form the unWanted connections to cause these computers to 
close the unWanted connections. This is done in accordance 
With the netWork protocol suite used in the netWork. 
In order to understand the operation of the NCB 108, the 
netWork protocol suite and the manner in Which the netWork 
protocol suite is used to establish, provide netWork services 
over, and close connections betWeen the protected host 
computers 104-1 and betWeen the protected and remote host 
computers 104-1 and 104-2 Will be discussed ?rst. Then, the 
con?guration, the blocking operation, and the local and 
remote management of the NCB Will be discussed. For this 
document, When one of the host computers requests that a 
connection be made With another one of the host computers, 
then the host computer that issues the request Will be 
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considered to be the client and the host computer that 
receives the request Will be considered to be the server for 
the duration (or life) of the connection. The duration of the 
connection includes the establishment, the providing of a 
netWork service over, and the closing of the connection. 
NetWork Protocol Suite 
Referring to FIG. 2 and as just mentioned, packets 114 
may be generated and transmitted betWeen the host com 
puters 104 according to a netWork protocol suite 116, such 
as a TCP/IP or an IPX/SPX protocol suite. The netWork 
protocol suite includes application layer (or level) protocols 
118, such as Telnet, FTP (File Transfer Protocol), SMTP 
(Simple Mail Transfer Protocol), HTTP (Hyper TeXt Trans 
fer Protocol), or other similar protocols (see FIG. 5), for 
performing netWork services at an application layer With the 
host computers using the packets. It also includes a transport 
layer protocol 119 Which may be connection oriented, such 
as TCP (Transmission Control Protocol) or SPX (Sequenced 
Exchange), or may be connectionless oriented, such as UDP 
(User Datagram Protocol). The transport layer protocol 
ensures that the packets are reliably transmitted at a trans 
port layer betWeen the host computers. And, the netWork 
protocol suite includes a netWork layer protocol 120, such as 
IP (Internet Protocol) or IPX (Internet Packet Exchange), for 
routing the packets at a netWork layer betWeen the host 
computers. Finally, it includes a link layer protocol 121, 
such as Ethernet or Token Ring, for physically providing the 
packets to the host computers at a link layer. 
Furthermore, in order to generate and transmit the packets 
114 according to the netWork protocol suite 116, each of the 
host computers 104 includes a netWork protocol stack. The 
netWork protocol stack of each host computer provides an 
interface With an application that runs on the host computer 
for accessing applications running on other host computers 
of the netWork 100. This interface is conducted at the 
application, transport, netWork, and link layers using the 
corresponding application, transport, netWork, and link layer 
protocols in the folloWing manner. 
Transport Layer 
At the transport layer, a transport layer header 122 is 
attached to each packet 114, as shoWn in FIG. 3, according 
to a transport layer protocol 119. In the case Where the 
transport layer protocol is connection oriented, the transport 
layer headers in the packets transmitted betWeen tWo of the 
host computers 104 are used to establish, perform netWork 
services over, and close a connection betWeen these host 
computers 104, as Will be described shortly. 
In the case of a connection oriented transport layer 
protocol 119, the transport layer header 122 in each packet 
114 transmitted by a host computer 104 contains a sequence 
number 128, an acknoWledgment number 130, one or more 
?ags 132, and a sequence number WindoW (i.e., allocation 
number) 134, as shoWn in FIG. 3. The sequence number is 
the sequence number of the packet in the sequence that it is 
transmitted by the host computer. The sequence number 
WindoW is the WindoW (i.e., range or allocation) of the 
sequence numbers of the packets transmitted by the host 
computer. The acknoWledgment number is the acknoWledg 
ment number that acknoWledges the sequence number of a 
packet received by the host computer from another host 
computer. And, the ?ags are ?ags that are used for 
establishing, performing netWork services over, and closing 
a connection betWeen these host computers. In order to 
establish, perform netWork services over, and close such a 
6,044,402 
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connection, the network protocol stacks of these host com 
puters appropriately set the sequence number, the acknoWl 
edgment number, the ?ags, and the sequence number Win 
doW in the packets that they transmit betWeen each other 
according to the transport layer protocol 119. 
FIGS. 4 and 5 shoW hoW a connection betWeen tWo of the 
host computers 104 is established and used to provide 
netWork services according to the TCP protocol. As alluded 
to earlier, one of the host computers is a client 105 and the 
other is a server 109 and the connection has one endpoint at 
the client and the other endpoint at the server. The client and 
the server transmit connection packets 114-1 to 114-9 
betWeen each other to establish, provide netWork services 
over, and close the connection. In order to establish the 
connection, a connection establishing handshake is con 
ducted With connection establishing packets 114-1 to 114-3 
transmitted betWeen the client and the server. And, to 
provide a netWork service betWeen the client and the server, 
one or more connection service packets 114-4 and 114-5 are 
then used. And, to close the connection, a connection closing 
handshake is conducted With connection closing packets 
114-6 to 114-8. Finally, a connection reset packet 114-9 can 
also be used to close the connection. 
Turning to FIG. 4, prior to the connection establishing 
handshake, the client 105 is initially in a connection closed 
(i.e., sleeping) state. In this state, an application running on 
the client has not yet requested establishment of a connec 
tion With the server 109. Similarly, the server is in a 
connection closed (i.e., listening) state prior to the hand 
shake Where the corresponding application that runs on the 
server and interfaces With the netWork protocol stack of the 
server passively listens for a request to establish a connec 
tion. 
Then, When the application running on the client 105 
requests establishment of a connection With the server 109, 
the netWork protocol stack of the client generates a ?rst 
connection establishing packet 114-1 for requesting the 
establishment of the connection. Speci?cally, the netWork 
protocol stack attaches at the transport layer an appropriate 
transport layer header 122 to this packet in accordance With 
the TCP protocol. The sequence number (SEQ#) 128 of the 
packet in the transport layer header is the initial sequence 
number of the packets that Will be transmitted by the client. 
The sequence number WindoW (Win#) 134 in the transport 
layer header is the sequence number WindoW of the packets 
transmitted by the client. Furthermore, the ?ags 132 in the 
transport layer header include a synchroniZe (SYN) ?ag for 
synchroniZing the sequence numbers of the client and server. 
The packet is then transmitted by the client to the server. 
Thus, the client moves from the connection closed state to 
an establishing connection (or synchroniZing) state. 
When the server 109 receives this ?rst connection estab 
lishing packet 114-1, it is in a connection state and its 
netWork protocol stack generates a second connection estab 
lishing packet 114-2 that acknoWledges receipt of the 
request. Thus, at the transport layer, the netWork protocol 
stack of the server attaches a transport layer header 122 to 
the packet in accordance With the TCP protocol. The 
sequence number 128 in the transport layer header is the 
initial sequence number of the packets that Will be trans 
mitted by the server. The sequence number WindoW 134 of 
the packet’s transport layer header is the sequence number 
WindoW of the packets transmitted by the server. And, the 
acknoWledge number 130 in the packet’s transport layer 
header acknoWledges the sequence number of the ?rst 
connection establishing packet. Furthermore, the ?ags 132 
in the packet’s transport layer header include the synchro 
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niZe ?ag for synchroniZing the sequence numbers of the 
packets transmitted by the client and the server. These ?ags 
also include an acknoWledge (ACK) ?ag to acknoWledge 
that the acknoWledge and sequence numbers in the transport 
layer header are valid. The packet is then transmitted by the 
server to the client 105. As a result, the server moves from 
the connection closed state to an establishing connection 
state. 
The client 105 then receives the second connection estab 
lishing packet 114-2. In response, the netWork protocol stack 
of the client generates a third connection establishing packet 
114-3 that acknoWledges that the sequence numbers of the 
packets transmitted by the client and sever 104-2 are syn 
chroniZed. In doing so, the netWork protocol stack, at the 
transport layer, attaches to the third connection establishing 
packet a transport layer header 122 in accordance With the 
TCP protocol. The sequence number 128 of the packet in the 
packet’s transport layer header folloWs the sequence number 
of the ?rst connection establishing packet 114-1 transmitted 
by the client. The acknoWledge number 130 in the packet’s 
transport layer header acknoWledges the sequence number 
of the second connection establishing packet. Furthermore, 
the ?ags 132 in the packet’s transport layer header include 
the acknoWledge ?ag. The packet is then transmitted by the 
client to the server. As a result, the client moves from the 
establishing connection state to a connection established 
state. 
When the server 109 receives the third connection estab 
lishing packet 114-3, the netWork protocol stack of the 
server then veri?es at the transport layer that the acknoWl 
edge number 130 in the packet’s transport layer header 122 
acknoWledges the sequence number 128 of the second 
connection establishing packet. As a result, the server moves 
from the establishing connection state to a connection estab 
lished state and the handshake is complete. 
Once the handshake is competed, the applications running 
on the client 105 and the server 109 Will interface With the 
corresponding netWork protocol stacks in order to perform a 
netWork service (i.e., data transfer) using the application 
layer protocol 118 at the application layer. This is done With 
one or more connection service packets 1144 and 114-5 in 
the manner described in the section covering the application 
layer. 
Furthermore, in order to close the connection, the 
sequence number 128, the acknoWledge number 130, and 
the ?ags 132, of the transport layer header 122 in each 
packet 114 that is used for this purpose are appropriately set 
by the netWork protocol stack of the host computer 104 that 
transmits this packet. This is done in accordance With the 
transport layer protocol 119. And, in the TCP protocol, this 
may be done in tWo Ways. 
For example, the connection betWeen the client 105 and 
the server 109 can be closed by using the ?nish (FIN) Flag 
of the TCP protocol. This is the normal Way in Which the 
connection is closed and involves a handshake betWeen the 
client and the server at the transport layer. Furthermore, it 
can be initiated by either the client or the server. 
Speci?cally, in the case Where the client 105 initiates 
closure of the connection, the client is initially in the 
connection established state. Then, the application running 
on the client requests that the connection be closed. In 
response, the netWork protocol stack of the client generates 
a ?rst connection closing packet 114-6 that indicates that the 
endpoint of the connection at the client is being closed. To 
do so, the netWork protocol stack of the client attaches at the 
transport layer an appropriate transport layer header 122 to 
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the packet in accordance with the TCP protocol. The 
sequence number 128 of the packet in the transport layer 
header follows the sequence number of the previous con 
nection service packet 1144 transmitted by the client. And, 
the acknowledge number 130 in the transport layer header 
acknowledges the sequence number of the previous connec 
tion service packet. The ?ags 132 in the transport layer 
header include the ?nish ?ag and the acknowledge ?ag. The 
packet is then transmitted by the client to the server 109 and 
the client moves from the connection established state to a 
closing connection state. 
When the server 109 receives this ?rst connection closing 
packet 114-6, the network protocol stack of the server 
generates a second connection closing packet 114-7 that 
acknowledges receipt of the request to close the connection 
and indicates that the endpoint of the connection at the 
server is being closed. Thus, at the transport layer, the 
network protocol stack of the server attaches a transport 
layer header 122 to the packet in accordance with the TCP 
protocol. The packet’s sequence number 128 in the packet’s 
transport layer header follows the sequence number of the 
previous connection service packet 114-5 transmitted by the 
server. And, the acknowledge number 130 in the packet’s 
transport layer header acknowledges the sequence number 
of the ?rst connection closing packet. Furthermore, the ?ags 
132 in the packet’s transport layer header include the 
acknowledge and ?nish ?ags. The packet is then transmitted 
by the server to the client 105. As a result, the server moves 
from the connection established state to the closing connec 
tion state. 
The client 105 then receives the second connection clos 
ing packet 114-7. In response, the network protocol stack of 
the client generates a third connection closing packet 114-8 
that acknowledges receipt of the second connection closing 
packet. In doing so, the network protocol stack, at the 
transport layer, attaches to the third connection closing 
packet a transport layer header 122 in accordance with the 
TCP protocol. The packet’s sequence number 128 in the 
packet’s transport layer header follows the sequence number 
of the ?rst connection closing packet. Similarly, the 
acknowledge number 130 in the packet’s transport layer 
header acknowledges the sequence number of the third 
connection closing packet. And, the ?ags 132 in the packet’s 
transport layer header include the acknowledge ?ag. The 
packet is then transmitted by the client to the server. As a 
result, the client moves from the closing connection state to 
a connection closed state. 
When the server 109 receives the third connection closing 
packet 114-8, the network protocol stack of the server then 
veri?es at the transport layer that the acknowledge number 
130 of the packet’s transport layer header 122 acknowledges 
the sequence number 128 of the third connection closing 
packet 114-9. As a result, the server moves from the closing 
connection state to the connection closed state and the 
connection between the client and the server is closed. 
However, as indicated earlier, the client 105 may also 
initiate the closing of the connection. In this case, the closing 
process is the same as that just described eXcept that the 
client and the server are switched. 
As mentioned earlier, the connection between the client 
105 and the server 109 can also be closed with a packet 114 
that causes the connection to be reset. For example, referring 
to FIG. 5, this may done using the reset (RST) ?ag of the 
TCP protocol when one of the host computers 104 that is the 
client or the server in the connection crashes and is rebooted 
so that it knows nothing of the connection that eXisted at the 
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time of the crash. In this case, the host computer must 
initiate a reset. Thus, when one of the packets 114-1 to 114-8 
is received by this host computer, it must transmit a con 
nection reset packet 114-9 to the other host computer in the 
connection to indicate that the connection must be reset. 
More speci?cally, in the case where the server 109 
initiates the reset, it will have moved from its current state, 
which may be the establishing connection state or the 
connection established state, to the connection closed state. 
Furthermore, it may have received one of the packets 114-1, 
114-3, 114-4, 114-6, or 114-8 from the client 1 05 after 
having moved to the connection closed state. In response, 
the network protocol stack of the server generates in 
response a connection reset packet 114-9 requesting reset of 
this connection. 
In doing so, the network protocol stack of the server 109 
attaches at the transport layer a transport layer header 122 to 
the connection reset packet 114-9 in accordance with the 
TCP protocol. If the ?rst connection establishing packet 
114-1 was the ?rst packet received from the client 105 after 
the server moved to the connection closed state, then the 
acknowledge number 130 in the transport layer header of the 
connection reset packet is equal to the sequence number 128 
in the ?rst connection establishing packet’s transport layer 
header. But, if the packet received from the client is one of 
the other packets 114-3, 114-4, 114-6, or 114-8 the sequence 
number 128 in the connection reset packet’s transport layer 
header is equal to the acknowledge number 130 in the 
received packet’s transport layer header. And, in either case, 
the ?ags 132 in the transport layer header include the reset 
?ag for resetting the connection and an acknowledge ?ag. 
The connection reset packet is then transmitted by the server 
to the client. 
In response to receiving the connection reset packet 
114-9, the network protocol stack of the client 105 processes 
the packet. In the case where the connection reset packet is 
transmitted by the server in response to receiving the ?rst 
connection establishing packet 114-1, the network protocol 
stack of the client determines at the transport layer whether 
the acknowledge number 130 of the connection reset pack 
et’s transport layer header 122 is equal to the sequence 
number 128 in the transport layer header of the ?rst con 
nection establishing packet. If so, it closes the connection 
with the server in response to the reset ?ag of ?ags 132 in 
the connection reset packet’s transport layer header 122. 
But, in the case where the connection reset packet is 
transmitted by the server in response to receiving the packet 
114-3, 114-4,114-6, or 114-8, the network protocol stack 
determines at the transport layer whether the sequence 
number 128 in the connection reset packet’s transport layer 
header is within the sequence number window 134 in the 
transport layer header of the second connection establishing 
packet 114-2 received earlier from the server. If it is, then the 
network protocol stack closes the connection with the server 
in response to the reset ?ag. In either case, the server moves 
from its current state, namely the establishing connection 
state or the connection established state, to the connection 
closed state. 
In the other case, where the client 105 initiates the reset 
and has moved from its current state, either the connection 
establishing state or the connection established state, to the 
connection closed sate, the process just described is similar. 
Here, however, the connection reset packet 104-9 will be 
generated in response to receiving one of the packets 114-2, 
114-5, or 114-7 received from the server 109 so that the 
sequence number 128 in the connection reset packet’s 
transport layer header is equal to the acknowledge number 
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130 in the received packet’s transport layer header. Other 
Wise the process is the same as that just described except that 
the client and the server are sWitched. 
Additionally, referring to FIG. 3, in a connection made 
using the transport layer protocol 119, the connection 
betWeen tWo host computers 104 is established betWeen 
service access addresses (i.e., ports, sockets or connections) 
on the host computers. Thus, the transport layer header 122 
attached to each packet 114 that is transmitted betWeen these 
host computers includes a source service access address 124 
and a destination service access address 126. The source 
service access address identi?es the service access address 
on the host computer that is the source of the packet and the 
destination service access address identi?es the service 
access address on the host computer that is the destination of 
the packet. 
In accordance With the transport layer protocol 119, the 
netWork protocol stack of each of the host computers 104 
includes and stores a service access address table for the 
service access addresses that can be used on a server. This 
table identi?es Well knoWn and prede?ned service access 
addresses for corresponding netWork services that can be 
provided by the server at the application layer With connec 
tions betWeen a client and a server using the transport layer 
protocol at the transport layer. For most netWork services, 
there is a corresponding application layer protocol 118 at the 
application layer. Thus, the service access address on the 
server Will identify the application layer protocol used in the 
connection. For example, the TCP protocol uses a TCP 
service access address number table that identi?es Well 
knoWn and prede?ned service access address numbers used 
With connections made according to the TCP protocol at the 
service access address layer. These Well knoWn service 
access address numbers are used to provide corresponding 
netWork services at the application layer according to cor 
responding application layer protocols. 
Thus, the service access address used on the client 105 
can be arbitrarily chosen since the server 109 Will get the 
client’s service access address from the source service 
access address 124 in the transport layer header 122 of the 
?rst synchroniZation packet 114-1 transmitted by the client 
to the server. But, the service access address used on the 
server Will have a Well knoWn service access address, such 
as one of the Well knoWn TCP port numbers in the TCP port 
number table 142 of FIG. 6, and Will de?ne the application 
layer protocol used in the connection. 
Thus, the netWork protocol stack of the client 105 Will set 
the source service access address 124 in the transport layer 
headers 122 of the packets 114 it transmits to the service 
access address chosen to be used on the client. And, the 
netWork protocol stack of the client also sets the destination 
service access address 126 in these packets’ transport layer 
headers to the Well knoWn service access address that is used 
on the server. The server’s service access address is obtained 
from the Well knoWn service access address table stored by 
the netWork protocol stack. Similarly, for the packets trans 
mitted by the server, the netWork protocol stack of the server 
Will set the destination and source service access addresses 
in these packets’ transport layer headers to respectively the 
source and destination service access addresses in the trans 
port layer headers of the packets received from the client. 
Application Layer 
Referring to FIG. 3, in order to perform a netWork service 
over a connection betWeen tWo of the host computers 104, 
application layer data 136 in each packet 114 is attached by 
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the netWork protocol stack of the host computer that trans 
mits the packet. The application layer data in each packet is 
generated by the application running on the host computer 
for performing the netWork service. The netWork protocol 
stack of the host computer attaches the application layer data 
to the packet in accordance With the application layer 
protocol. 
For example, in the connection in FIG. 4 made With the 
TCP protocol, the requested netWork service may be a ?le 
transfer from the server 109 to the client 105 using the HTTP 
protocol and may be requested by an application running on 
the client 105. As a result, the netWork protocol stack of the 
client generates a ?rst connection service packet 1 144 after 
the connection has been established that requests this net 
Work service. In particular, at the application layer, the 
netWork protocol stack attaches application layer data 136 to 
the packet Which includes a GET command generated by the 
application for requesting the transfer of the ?le in accor 
dance With HTTP. The GET command is in the form of 
GET//host/path/?lename.extension. The packet is then 
transmitted by the client to the server. 
When the server 109 receives the ?rst connection service 
packet 114-4, the netWork protocol stack of the server 
generates a second connection service packet 114-5 after the 
connection has been established that transfers the requested 
?le. Speci?cally, at the application layer, the netWork pro 
tocol stack provides the application running on the server 
With the GET command in the ?rst connection service 
packet’s application layer data 136. In response, the appli 
cation retrieves the requested ?le in the form of host/path/ 
?lename.extension for transferring the ?le to the client 105. 
The netWork protocol stack then attaches the application 
layer data 136 to the packet so that it includes the requested 
?le. The packet is then transmitted by the server to the client. 
In response to receiving the second connection service 
packet 114-5, the netWork protocol stack of the client 105 
processes the packet for use by the application running on 
the client. Speci?cally, at the application layer, the netWork 
protocol stack provides the application running on the client 
With the requested ?le in the packet’s application layer data 
136. Then, in response, the application stores the requested 
?le on the client so that it has been transferred to the client. 
As another example, the requested netWork service by an 
application running on the client 105 may be a ?le transfer 
from the client to the server 109 in accordance With FTP. In 
this case, after the connection has been established betWeen 
the client and the server, the netWork protocol stack of the 
client generates a single connection service packet 114-4 
that requests and performs this transfer. In particular, at the 
application layer, the netWork protocol stack attaches appli 
cation layer data 136 to the packet so that it includes the ?le 
to be transferred. The application layer data also includes a 
STOR command that, in accordance With the FTP, instructs 
the server to store the ?le. The STOR command is in the 
form of STOR/host/path/?lename.extension. The packet is 
then transmitted by the client to the server. 
In response to receiving the connection service packet 
114-4, the netWork protocol stack of the server 109 pro 
cesses the packet for use by the application running on the 
server. Speci?cally, at the application layer, the netWork 
protocol stack provides the application running on the server 
With the STOR command and the transferred ?le in the 
packet’s application layer data 136. Then, in response to the 
STOR command, the application stores the transferred ?le 
on the server so that it has been transferred from the client 
to the server. 
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Network Layer 
Each host computer 104 in the network 100 includes a 
global network address in accordance with the network 
protocol 120 that uniquely identi?es it from all other host 
computers in the network. In order to properly route the 
packets 114 between the host computers 104 that are their 
initial sources and ?nal destinations, a network layer header 
142, as shown in FIG. 3, is attached to each packet by the 
network protocol stack of the host computer that is its 
source. This is done at the network layer in accordance with 
the network layer protocol 120. 
The network layer header 142 in each packet 114 contains 
a source address 144, a destination address 146, and a 
transport protocol (i.e., packet type) ID (identi?er) 148, as 
shown in FIG. 3. Thus, the network protocol stack of the 
initial source of each packet sets the source address to be the 
network address of the initial source and sets the destination 
address to be the network address of the ?nal destination of 
the packet. And, the network protocol stack of the initial 
source also sets the transport protocol ID to identify the 
transport protocol that is being used in the connection 
between the client and the server. 
As indicated earlier, the service access address of the host 
computer 104 that is the server in a connection identi?es the 
application layer protocol used in the connection. 
Furthermore, the service access address and the network 
address of the client in the connection identi?es one end 
point of the connection and the service access address and 
network address of the server identi?es the other endpoint of 
the connection. Thus, the service access addresses and the 
network addresses of the client and the server comprise a 
connection information set that uniquely identi?es the 
connection, its endpoints, and the application layer protocol 
used in the connection. For example, in the connection of 
FIGS. 4 to 6, the TCP/IP protocol suite may be used so that 
the network layer protocol is the IP protocol and the trans 
port protocol is the TCP protocol. In this case, the client 105 
and the server 109 have IP addresses and TCP port numbers 
that identify the connection, its endpoints, and the applica 
tion layer protocol used in the connection. 
Link Layer 
Furthermore, in order to route packets 114 between physi 
cal locations, a link layer header 150 and a link layer trailer 
158, as shown in FIG. 3, are attached to each packet by the 
network protocol stack of the last source of the packet. This 
is done at the link layer in accordance with the link layer 
protocol 121. Moreover, each element in a subnet 102, such 
as a host computer 104, an NCB 108, and a gateway 106, has 
a physical address that uniquely identi?es it from any other 
element in the subnet. Thus, the link layer header 150 in each 
of the packets 114 includes a source physical address 152, a 
destination physical address 154, and a network layer pro 
tocol ID 156. 
The network protocol stack of the host computer 104 that 
is the initial source of a packet sets the network protocol ID 
156 to identify the network layer protocol that is used in the 
connection between this host computer and another host 
computer. This network protocol stack also sets the source 
physical address 152 to the physical address of the initial 
source. And, the network protocol stack of the initial source 
sets the destination physical address 154 to the physical 
address of the neXt destination of the packet in the manner 
described neXt. 
In order to determine the destination physical address 
154, the network protocol stack of each host computer 104 
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includes and stores routing information. The routing infor 
mation identi?es the network addresses of those of the ?nal 
destinations to which packets are to be routed locally. These 
?nal destinations are the host computers that are on the same 
subnet 102 as the host computer that is the source of the 
packets. Moreover, the routing information identi?es those 
of the network addresses of ?nal destinations to which 
packets are to be routed remotely with the gateway 106 of 
the subnet. These ?nal destinations are the host computers 
that are outside of the subnet on which the computer that is 
the initial source of the packets is located. In addition, the 
routing information provides a mapping of the network 
addresses to physical addresses of the host computers to 
which packets are to be routed locally. And, it provides the 
physical address of the gateway with which packets are to be 
routed remotely. 
Thus, for each packet 114 transmitted by an initial source, 
the network protocol stack of the initial source determines 
from the routing information and the destination network 
address 146 in the packet’s network layer header 142 
whether to route the packet to its ?nal destination locally or 
remotely via the gateway 106 of the subnet 102 in which the 
initial source is located. If the packet is to be routed locally 
to its ?nal destination, the network protocol stack obtains the 
physical address of the ?nal destination from the routing 
information and sets the destination physical address 154 in 
the packet’s link layer header 150 with this physical address. 
But, if the packet is to be routed remotely to its ?nal 
destination via a gateway, the network protocol stack obtains 
the physical address of the gateway from the routing infor 
mation and then sets the destination physical address ?eld in 
the packet’s link layer header to the physical address of the 
gateway. 
Then, each packet 114 is transmitted from the initial 
source with the physical source address 152 to the destina 
tion with the destination physical address 154. In the case 
where the destination physical address is on the same subnet 
102 as the initial source, the packet will be directly received 
by the ?nal destination with the destination physical address 
over the communications lines 107 of the subnet. However, 
in the case where the destination physical address is the 
physical address of the gateway 106 of the subnet, the packet 
will be ?rst received by the gateway over the communica 
tions lines. Then, using its own routing information, the 
gateway would strip the link layer header and trailer 158 and 
route the packet to the communications links 112 based on 
the destination network address in the packet’s network 
layer header 142. The gateways, routers, and/or bridges of 
the communications links would then similarly route the 
packet to the gateway of the subnet on which the ?nal 
destination is located. This gateway then uses its routing 
table to identify the destination physical address from the 
destination network address in the packet’s network layer 
header. It then attaches a link layer header and trailer to the 
packet with the source physical address in the link layer 
header set to the physical address of the gateway and the 
destination physical address in the link layer header set to 
the physical address of the ?nal destination. The gateway 
then transmits the packet to the ?nal destination over the 
communications lines of the subnet. 
The NCB 108 uses the foregoing described properties and 
characteristics of the way in which connections between 
host computers 104 are established, provide network 
services, and are closed. It does so in order to monitor these 
connections and block those of the connections that are not 
wanted. This is done in the manner described neXt. 
Referring to FIG. 7, the NCB 108 comprises a computer 
that includes a memory 160 that stores an operating system 
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162 and an NCB blocking module 164. The NCB blocking 
module comprises a set of routines including a network 
protocol stack 166, a netWork interface driver 168, a block 
ing controller 170, a GUI (graphical user interface) 172, and 
an NCB manager 173. The operating system and the routines 
of the NCB blocking module are run on the CPU 174 of the 
NCB and may be loaded from the secondary memory system 
176 of the NCB. The operating system controls and coor 
dinates running of the routines of the NCB blocking module. 
As Will be described shortly in greater detail, the user 
interface 178 of the NCB 108 may be used by the user in 
conjunction With the GUI 172, the NCB manager 188, and 
the user interface drivers 180 of the operating system 162 to 
con?gure the NCB and control its operation. And, the 
netWork interface 182 of the NCB provides, in conjunction 
With the netWork interface driver 168, the buffers 184, and 
the queue 186 of the NCB blocking module 164, an interface 
for transmitting and receiving packets 114 to and from the 
netWork 100. 
In addition, the NOB blocking module 164 includes a 
blocking data structure 190. The blocking data structure is 
used by the blocking controller 170 to determine Which of 
the connections betWeen the protected host computers 104-1 
and betWeen the protected and remote host computers 104-1 
and 104-2 is to be blocked. 
Blocking Operation of NCB 
Referring noW to FIG. 8, the GUI 172 of the NCB 
blocking module 164 is displayed by the user interface 178. 
In order to operate the NCB 108, the user issues commands 
With the user interface 178 and the GUI 172 to run the NCB 
blocking module. The user interface drivers receive these 
commands and provide them to the GUI. The GUI then 
opens the blocking controller 170 so that the NCB performs 
its blocking operation. 
The netWork interface 182 is connected to the communi 
cation lines 107 of the subnet 102 in Which the NCB 108 is 
located. As a result, it receives all of the packets 114 that are 
transmitted betWeen the protected host computers 104-1 in 
the subnet and betWeen the protected and remote host 
computers 104-1 and 104-2 outside of the subnet. These may 
be packets such as the connection packets 114-1 to 114-9 
described earlier Which are used in establishing, providing 
netWork services With, and closing connections betWeen the 
host computers that are the endpoints of these connections.5 
For each packet 114 that is received by the netWork 
interface 182, the netWork interface sends an interrupt to the 
netWork interface driver 168. In response, the netWork 
interface driver stores the packet in one of the buffers 184 
that is available. The netWork interface driver then deter 
mines from the Whether the packet has been sent to the NCB 
as an NCB management packet for managing the NCB 108 
or is a packet transmitted betWeen protected host computers 
104-1 or betWeen protected and remote host computers 
104-1 and 104-2. Referring also to FIG. 3, this is done by 
determining Whether the physical destination address 154 in 
the link layer header 150 of the packet contains the physical 
address of the NCB. If it does, then this means that the 
packet is an NCB management packet. In this case, the 
netWork interface driver passes the pointer to the buffer that 
stores the packet to the netWork protocol stack 230 of the 
NCB for further processing of the packet in the manner 
described later. HoWever, if the physical destination address 
does not contain the physical address of the NCB, then this 
means that the packet is one of the connection packets 114-1 
to 114-9 and the netWork interface driver places (i.e., stores) 
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the corresponding pointer to the buffer that stores the packet 
in the queue 186. Then, the packet is processed by the 
blocking controller 170 in the folloWing manner. 
The blocking controller 170 processes the packets 114 
that are connection packets 114-1 to 114-9 in the order in 
Which the pointers to the corresponding buffers 184 are 
placed in the queue 186. For each packet 114 that is placed 
in the queue, the blocking controller 170 retrieves and 
removes from the queue the pointer to the buffer that stores 
the packet When all of the preceding pointers in the queue 
have been removed from the queue and the packets that are 
stored in the buffers pointed to by the preceding pointers 
have been processed. In other Words, When the blocking 
controller has ?nished processing a packet stored in a buffer 
pointed to by a preceding pointer in the queue, the blocking 
controller then removes this preceding pointer from the 
queue and retrieves the neXt pointer from the queue. The 
blocking controller then processes the packet that is stored 
in the buffer pointed to by this neXt pointer. This is done in 
the manner described neXt. 
In processing each packet 114 that is one of the connec 
tion packets 114-1 to 114-9, the blocking controller 170 
obtains the netWork addresses of the client and the server 
from the source and destination netWork addresses 144 and 
146 in the netWork layer header 142 and the service access 
addresses of the client and the server in the source and 
destination service access addresses 124 and 126 in the 
transport layer header 122. This is done using the pointer 
that points to the buffer 184 that stores the packet. As 
indicated earlier, the obtained netWork addresses and service 
access addresses of the client and server comprise a con 
nection information set that identi?es the connection 
betWeen the client and the server. More speci?cally, it 
identi?es the connection’s endpoints and the application 
layer protocol used in the connection. The blocking control 
ler then determines Whether to block this connection by 
determining from the connection information set Whether 
the connection satis?es the blocking policy stored by the 
blocking data structure 192. 
In order to do this, each protected host computer 104-1 in 
the protected subnet 102-1 is assigned a blocking mode. The 
blocking modes that may be assigned to each protected host 
computer include a screened mode, a restricted mode, an 
open mode, and a netWork shutdoWn mode. These blocking 
modes Will be explained later in greater detail. The blocking 
data structure 192 includes a blocking mode table 200 that 
identi?es the blocking mode assigned to each of the pro 
tected host computers in the protected subnet. As shoWn in 
FIG. 9, the blocking mode table lists the netWork address of 
each protected host computer and the corresponding block 
ing mode for the host computer. 
The blocking data structure 192 also includes a netWork 
address block list 202 that identi?es the netWork address 
blocking policy for all of the protected host computers 104-1 
that have been assigned the screened mode. As shoWn in 
FIG. 10, the netWork address block list is a list of the 
netWork addresses of the protected and remote host com 
puters 104-1 and 104-2 for Which a connection Will be 
blocked if it has an endpoint at one of these host computer 
and an endpoint at one of the protected host computers that 
has been assigned the screened mode. HoWever, as Will be 
explained later, such a block may be overridden With the 
blocking override table 208 of the blocking data structure. 
Additionally, the blocking data structure 192 includes a 
remote protocol block list 204 and a local protocol block list 
206 that identify the remote and local protocol blocking 







