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HOMFLY-PT AND ALEXANDER POLYNOMIALS FROM A
DOUBLED SCHUR ALGEBRA
HOEL QUEFFELEC AND ANTONIO SARTORI
Abstract. We define a generalization of the idempotented Schur algebra
which gives a unified setting for a quantum group presentation of the Homfly-
Pt polynomial, together with its specializations to the Alexander polynomial
and the slm Reshetikhin-Turaev invariants.
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1. Introduction
If two knot invariants were to be cited, they would surely be the Alexander and
Jones polynomials. The latter gave rise to a whole family of quantum invariants
[RT90], built from maps of representations of the quantum group Uq(slm), and has
been the ground stone of quantum topology. Although originating from a much
more topological setting, the Alexander polynomial, whose developments are as
well still investigated, is known to admit quantum group based descriptions (see
[Vir07, Sar13] and references therein).
A unifying generalization of these two polynomials is provided by the two-variable
Homfly-Pt polynomial [FYH+85, PT87]. Unfortunately, the quantum group de-
scriptions don’t seem to extend very well to this new context, mostly because
the expected appearance of infinite-dimensional representations (for example of
Uq(sl∞)) makes it impossible to define some of the basic intertwiners.
An alternative, or, more precisely, dual description of the slm polynomials has
been recently introduced by Cautis, Kamnitzer and Morrison [CKM14] using skew-
Howe duality. In a Schur-Weyl-flavored process, the intertwiners for the Uq(slm)
representations involved in the construction of the knot invariants are described
as images of elements of a dual quantum group Uq(glk). As a consequence, they
were able to give the first complete description by generators and relations of the
monoidal subcategory of Uq(slm) representations generated by exterior powers of
the vector representation. A similar dual description using skew Howe duality is
possible also for the Alexander polynomial, see [Gra14] and [Sar14]. In both cases,
the intertwiners actually live in the Schur algebra associated to the quantum group
Uq(glk).
In this paper, the first of a series of two [QS14], we introduce a doubling of this
algebra specifically designed to provide a unified representation theoretical setting
for the Homfly-Pt polynomial and all its specializations. This method is likely to
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give a powerful approach to the investigations on spectral sequences categorifying
this phenomenon. The dual approach we adopt here should more generally shed
light on representation-theory-based categorifications of the Homfly-Pt polynomial
and of the Alexander polynomial. The latter could be particularly interesting for
finding a link with Heegaard-Floer homology. This first short paper is devoted
to defining the doubled Schur algebra U˙q(glk+l)β and giving a minimal working
example of the associated link invariants, entirely in the Howe dual context.
We use a slightly modified version of the usual Homfly-Pt polynomial, which is
the two-variable framed link invariant defined by the skein formula
− = (q−1 − q)
and the following value for the unknot:
=
qβ − q−β
q − q−1
,
where qβ is a formal parameter. A reduced version version of this polynomial can
be obtained by dividing by the value of the unknot. Both the slm invariants and
the Alexander polynomials can be obtained as specializations of the Homfly-Pt
polynomial.
We develop a process to assign to the closure bˆ of a braid b an element P (b) of
the doubled Schur algebra U˙q(glk+l)β . Depending on the value of β, we recover
either the Homfly-Pt polynomial or the Reshetikhin-Turaev invariant:
Theorem 3.8. If β is generic, then P (b) is the Homfly-Pt polynomial of the link
bˆ. If β = m ∈ Z with m ≥ 2, then P (b) is the slm link invariant of bˆ.
The Alexander polynomial can also be obtained by considering a suitable version
of the doubled Schur algebra:
Theorem 4.5. Let b be a braid whose closure is a link K. Let b˜ denote the closure
of all but one strands of b. Then the image of b˜ in EndU˙q(glk+k−1)0(1(0,...,0,1,0,...,β−0,... )),
where the 1 appears in the same position as the open strand, is the Alexander poly-
nomial of K.
Finally, the same process in the cases β generic or β = m ≥ 2 yields the reduced
version of the corresponding polynomials, giving us a unified quantum group setting
for all these polynomials and their interactions.
Proposition 4.6. Let K be a link, and let b˜ be as in Theorem 4.5. Then
(i) the image of b˜ in EndU˙q(gl(k)+(k−1))β (1(0,...,0,1,0,...,β−0,...,β−0)), gives the re-
duced Homfly-Pt polynomial of K, and
(ii) the image of b˜ in EndU˙q(gl(k)+(k−1))β=m(1(0,...,0,1,0,...,β−0,...,β−0)) gives the
reduced slm invariant of K.
We save for the sequel [QS14] the investigation of the representation-theoretical
version of this story and its consequences, as well as the full generalization of the
invariants to tangles, which best comes after exploring the formal properties of
the doubled Schur algebra. In particular, our construction allows us to use both
exterior powers of vector representations and their duals in skew-Howe duality, and
gives unifying results about the glm|n super-invariants.
Acknowledgements: We would like to thank Christian Blanchet, Mikhail Kho-
vanov, Aaron Lauda, David Rose, Peng Shan and Catharina Stroppel for helpful
discussions. H.Q. was funded by ARC DP 140103821.
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2. Doubled Schur algebra
In the following, by β we will denote either an integer number or a formal
variable (in the last case, we will say that β is generic). Let C(q) denote the field of
rational functions in the variable q. We will work over the field C(q, qβ). If β ∈ Z
then qβ ∈ C(q) and we have C(q, qβ) = C(q). If β is generic, we let C(q, qβ) be a
transcendental extension of C(q) by the element qβ. We will allow natural algebraic
manipulations, for example we will write qk+β for qkqβ .
Let P = Pβk,l be the set of sequences λ = (λ1, . . . , λk+l) with λi ∈ N for i ≤ k
and λi ∈ β − N for i ≥ k + 1. We let also αi = (0, . . . , 0, 1,−1, 0, . . . , 0), the entry
1 being at position i.
Definition 2.1. We define U˙q(glk+l)β to be the C(q, q
β)-linear category with:
• objects: 1λ for λ ∈ P and a zero object;
• morphisms: generated by identity endomorphisms 1λ in Hom(1λ,1λ),
and morphisms Ei1λ = 1λ+αiEi ∈ Hom(1λ,1λ+αi), Fi1λ = 1λ−αiFi ∈
Hom(1λ,1λ−αi). We will often abbreviate by omitting some of the symbols
1λ. The morphisms are subject to the following relations:
(1) 1λ1λ′ = δλ,λ′1λ;
(2) [Ei, Fj ]1λ = δi,j [λi − λi+1]1λ;
(3) E2i Ej1λ − (q + q
−1)EiEjEi1λ + EjE
2
i 1λ = 0 if j = i± 1,
F 2i Fj1λ − (q + q
−1)FiFjFi1λ + FjF
2
i 1λ = 0 if j = i± 1,
EiEj1λ = EjEi1λ, FiFj1λ = FjFi1λ if |i− j| > 1.
We indifferently use: 1λ+αiEi1λ = Ei1λ = 1λ+αiEi, since knowing the source
or the target of the 1-morphism is enough to determine the other one. Note that
in some of the relations, some weights may not be admissible, while other ones are.
The non-admissible ones are then sent to the zero object, and this convention will
be used throughout the paper.
One may also introduce the divided powers E
(a)
i 1λ =
1
[a]!E
a
i 1λ, and similarly for
the Fi’s. As in [Lus93, §7.1.1], the following higher quantum Serre relation follows
from (3) in Definition 2.1: for m, n with m ≥ n+ 1 we have:
(2.1) F
(m)
1 F
(n)
2 =
∑
r+s=m,
m−n≤s≤m
γsF
(r)
1 F
(n)
2 F
(s)
1
where
(2.2) γs =
m−n−1∑
t=0
(−1)s+1+tq−s(n−m+1+t)
[
s
t
]
.
Similarly, we can deduce from (2):
E
(a)
i F
(b)
i 1λ =
min{a,b}∑
t=0
[
a− b+ λi − λi+1
t
]
F
(b−t)
i E
(a−t)
i 1λ,(2.3)
F
(b)
i E
(a)
i 1λ =
min{a,b}∑
t=0
[
−a+ b− λi + λi+1
t
]
E
(a−t)
i F
(b−t)
i 1λ.(2.4)
One can define an integral version generated by the divided powers by replacing
(2) with (2.3), (2.4) and (3) with (2.1). Actually, we will use the divided powers for
defining the link invariants.
If β = m ∈ N then U˙q(glk+l)β is isomorphic to the dot version of the quantum
enveloping algebra of glm. In particular, it is non trivial, and one can produce a
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basis of it. This can be used to show that U˙q(glk+l)β is also non trivial and that
U˙q(glk+l)β contains as a subalgebra U˙q(glk′+l′)β for k
′ ≤ k and l ≤ l′.
Remark 2.2. The l = 0 specialization of the above definition recovers the usual
category U˙≥0q (glk) =
⊕
N≥0 S(k,N), where S(k,N) is the quantum Schur algebra
of degree N associated to glk (see [DG02]).
Example 2.3. Let us denote by 0 the element (0, . . . , 0, β − 0, . . . , β − 0) ∈ P. We
have:
(2.5) [Ek, Fk]10 = [0 − β + 0]10,
and since EkFk10 = 0 we get
(2.6) FkEk10 =
qβ − q−β
q − q−1
.
In the case β = m > 0, this formula reminds of the value on the unknot for
the slm link invariant, and in the case β generic for the Homfly-Pt polynomial
[FYH+85, PT87].
It is easy to check that we have a symmetry in our definition of U˙q(glk+l)β ,
which will correspond diagrammatically to a rotation of 180 degrees:
Lemma 2.4. There is an anti-isomorphism U˙q(glk+l)β 7→ U˙q(gll+k)β given by
(2.7)
1λ 7→ 1(β−λk+l,...,β−λk+1,β−λk,...,β−λ1)
Ei 7→ Fk+l−i, Fi 7→ Ek+l−i.
By precomposing this isomorphism with the obvious map U˙≥0q (glk)→ U˙q(glk+l)β
which sends the generators of U˙≥0q (glk) to the first k − 1 generators of U˙q(glk+l)β ,
we also get a map U˙≥0q (gll)→ U˙q(glk+l)β hitting the last l − 1 generators.
3. Homfly-Pt polynomial from the doubled Schur algebra
The Homfly-Pt polynomial [FYH+85, PT87] is a two-variable generalization of
both the sln polynomials and the Alexander polynomial. Although it appears as
some generic version of the sln polynomials, or maybe some limit version for n→∞,
there is no convenient description of it as an element of the intertwining algebra
of Uq(sl∞) or some suitable quotient of it. Our goal here is, by passing to the
Howe dual of the quantum group, to obtain a unified definition of the Homfly-Pt
polynomials together with its specializations in a quantum group setting.
A glimpse of diagrammatic calculus: ladder webs. Based on the usual sln
case [CKM14], it will be convenient to perform some computations diagrammati-
cally. We will assign to the generators of our category elementary ladder webs, that
is, trivalent graphs with labeled edges and some rigid properties, as follows:
1λ 7→
λ1 λ2
· · ·
λk+l
1λ+αiEi1λ 7→ · · · · · ·
λ1 λi λi+1 λk+l
1λ−αiFi1λ 7→ · · · · · ·
λ1 λi λi+1 λk+l
Diagrammatic versions of the relations of Definition 2.1 hold for these diagrams.
We will often omit the edges labeled 0, or depict them with dots. We will also
sometimes orient edges labeled with β − N downward, and also depict the β − 0
edges dotted. Although these graphs have an interesting topological behavior, we
will here mostly use them as a shorthand for actual computations in the (doubled)
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Schur algebra. A result of [CKM14, QR14b] we will however use with moderation
is that isotopies can be performed as long as we stay only on the left side of the
picture, corresponding to the k-th first uprights. Then Proposition 2.4 implies that
the same holds true for the last l-th uprights, leaving the problem at the interface
between the N and the β − N labels.
Another trick we’ll use from time to time, and which diagrammatically is ex-
tremely transparent, is to inject U˙q(glk+l)β into U˙q(gl(k+r)+(l+s))β , sending a
weight λ to (0, . . . , 0, λ1, . . . , λk+l, β − 0, . . . , β − 0). This allows to create more
space to perform isotopies when needed.
A link invariant. Let b be a braid with k strands; then one can assign to it an
element of U˙≥0q (glk) using the following local rule (see [Lus93]):
7→ q−11(1,1) − EF1(1,1)(3.1)
7→ −EF1(1,1) + q1(1,1)(3.2)
Note that above, we focused on a 2-strand braid. If the i-th and (i+ 1)-st strands
are involved, one uses the Chevalley generators Ei and Fi. As one reads the braid
from bottom to top, one composes the quantum group expression from right to left
(as function composition).
This element of U˙≥0q (glk) can be closed in U˙q(glk+k)β as follows:
(3.3) b
where the cups and caps are realized using the following elementary pattern:
(3.4)
1 1 β − 1 β − 1
If b is a braid, let us denote by P (b) the associated element in U˙q(glk+k)β that
we obtain through this process. We can now state our first result:
Theorem 3.1. The element P (b) is a framed invariant of the link bˆ, the closure
of b.
The proof of the theorem consists in checking that P (b) is a braid invariant, and
it is invariant under the Markov moves. We will do this in the following lemmas.
Lemma 3.2. P (b) is a braid invariant.
Proof. This is a direct consequence of the fact that the braiding verifies the Yang-
Baxter equation [Lus93]. Actually, the result can also be proven by direct computa-
tion, checking that positive and negative crossings yield inverse elements, and the
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braiding relation is respected. For example, we have
7→ (−EF1(1,1) + q1(1,1))(q
−11(1,1) − EF1(1,1))
= 1(1,1) − (q + q
−1)EF1(1,1) + EFEF1(1,1)
= 1(1,1) − (q + q
−1)EF1(1,1) + [2]EF1(1,1)
= 1(1,1) 
Lemma 3.3. P (b) is invariant under the first Markov’s move.
Proof. The first Markov’s move can be decomposed as a sequence of moves sym-
metric to the following one:
t v
β
−
v
−
1
β
−
t
+
1
=
t v
β
−
v
−
1
β
−
t
+
1
This move decomposes as follows:
t v
β
−
v
−
1
β
−
t
+
1
(5)
−−−→
t v
β
−
v
−
1
β
−
t
+
1
(4)
−−−→
t v
β
−
v
−
1
β
−
t
+
1
(3)
−−−→
t v
β
−
v
−
1
β
−
t
+
1
(2)
−−−→
t v
β
−
v
−
1
β
−
t
+
1
(1)
−−−→
t v
β
−
v
−
1
β
−
t
+
1
Move (1) is a consequence of E3F
(v)
2 = F
(v)
2 E3, and (2) is a consequence of
(2.3). Move (3) follows from the following local move:
k
β
−
1
β
−
k
+
1
∼
k
β
−
1
β
−
k
+
1
This corresponds to proving
F
(k−1)
1 F
(k−1)
2 F11(k,β−1,β−k+1) = F
(k)
1 F
(k−1)
2 1(k,β−1,β−k+1).
From (2.1) we get
F
(k)
1 F
(k−1)
2 =
∑
r+s=k
(−1)s+1F
(r)
1 F
(k−1)
2 F
(s)
1 .
Unless s ≤ 1, the corresponding term acting on 1(k,β−1,β−k+1) is zero, and we thus
get as desired:
F
(k)
1 F
(k−1)
2 1(k,β−1,β−k+1) = F
(k−1)
1 F
(k−1)
2 F11(k,β−1,β−k+1).
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Move (4) locally reduces to:
t 0
β
−
1
∼
t 0
β
−
1
This follows from
F
(t−1)
1 F2F11(t,0,β−1) = F
(t−1)
1 F2F1E
(t)
1 F
(t)
1 1(t,0,β−1)
= F
(t−1)
1 F2E
(t−1)
1 F
(t)
1 1(t,0,β−1)
= F
(t−1)
1 E
(t−1)
1 F2F
(t)
1 1(t,0,β−1) = F2F
(t)
1 1(t,0,β−1).
Finally, move (5) reduces to:
t v
β
−
v
−
1
∼
t v
β
−
v
−
1
That is, we want to prove
(3.5) F
(v+1)
2 F11(t,v,β−v−1) = F2F1F
(v)
2 1(t,v,β−v−1)
We proceed by induction. The case v = 0 is obvious. For the general case, we use
again a version of the higher quantum Serre relation (2.1):
(3.6) F
(v+1)
2 F1 =
v+1∑
r=1
(−1)r−1q−(v−1)rF
(v+1−r)
2 F1F
(r)
2 .
Since F
(v+1)
2 1(t,v,β−v−1) = 0, the sum becomes:
(3.7) F
(v+1)
2 F1 =
v∑
r=1
(−1)r−1q−(v−1)rF
(v+1−r)
2 F1F
(r)
2 .
We use the induction hypothesis:
(3.8) F
(v+1−r)
2 F11(t,v−r,β−v+r−1) = F2F1F
(v−r)
2 1(t,v−r,β−v+r−1)
to obtain:
(3.9)
F
(v+1)
2 F11(t,v,β−v−1) =
v∑
r=1
(−1)r−1q−(v−1)rF2F1F
(v−r)
2 F
(r)
2 1(t,v,β−v−1)
=
v∑
r=1
(−1)r−1q−(v−1)r
[
v
r
]
F2F1F
(v)
2 1(t,v,β−v−1)
=
(
1−
v∑
r=0
(−1)rq−(v−1)r
[
v
r
])
F2F1F
(v)
2 1(t,v,β−v−1).
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We then prove
∑v
r=0(−1)
rq−(v−1)r
[
v
r
]
= 0, also by induction on v. The first step
is trivial, and the induction step goes as follows:
v+1∑
r=0
(−1)rq−vr
[
v + 1
r
]
=
v+1∑
r=0
(−1)rq−(v−1)r
[
v
r
]
+
v+1∑
r=0
(−1)rq−vr−v+r
[
v
r − 1
]
=
v∑
r=0
(−1)rq−(v−1)r
[
v
r
]
+ q−v
v+1∑
r=1
(−1)rq−(v−1)r
[
v
r
]
= 0− q−v
v∑
r=0
(−1)rq−(v−1)rq−(v−1)
[
v
r
]
= 0− q2−v+1
v∑
r=0
(−1)rq−(v−1)r
[
v
r
]
= 0.
For the computation, we used that the usual binomial induction formula lifts in the
quantum case as follows:
(3.10)
[
n+ 1
r
]
= qr
[
n
r
]
+ q−n−1+r
[
n
r − 1
]
.
This implies (3.5), and concludes the proof. 
Lemma 3.4. A positive second Markov move multiplies the braid invariant by q−β,
and a negative one by qβ.
Proof. The claim comes down to computing:
1 0 β − 0
which corresponds to
(3.11) q−1F2E21(1,0,β−0) − F2E1F1E21(1,0,β−0).
Noting that
(3.12) F2E21(1,0,β−0) = [β]1(1,0,β−0)
and
(3.13) F2E1F1E21(1,0,β−0) = E1F2E21(0,1,β−0)F11(1,0,β−0)
= [β − 1]E1F11(1,0,β−0) = [β − 1]1(1,0,β−0),
we obtain
(3.14) q−1F2E21(1,0,β−0) − F2E1F1E21(1,0,β−0)
= q−1[β]1(1,0,β−0) − [β − 1]1(1,0,β−0) = q
−β1(1,0,β−0).
The computation for the negative case is similar. 
The Homfly-Pt polynomial. We now want to ensure that the invariant we get is
a polynomial, before checking it is actually the Homfly-Pt polynomial. The crucial
point is that all terms in the smoothing of P (b) decompose into concentric circles:
Lemma 3.5. The element P (b) can be written as linear combination of monomi-
als in the generators of U˙q(glk+k)β , such that each term appearing corresponds
diagrammatically to some concentric circles.
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Proof. 1 By construction, the element P (b) is written, as in the following picture,
as linear combination of monomials of U˙q(glk+l)β of the type CwC
′, where C is a
cap, C′ is a cup and w is a monomial in the first k − 1 generators:
(3.15) w
Notice that by the first Makov’s move (Lemma 3.3), or rather by its proof, we can
slide around parts of m from the top to the bottom. We want to prove that any such
element can be written as a linear combination of monomials of U˙q(glk+l)β that
correspond on the diagrammatic side to some concentric circles (possibly labeled
by number higher than 1).
Let us focus on the leftmost upright of the ladder w: if this is just a vertical line
with no singularities, then its closure is already a circle and we are done by induction.
Otherwise there are some E1’s and F1’s appearing in w (creating “singularities”).
The idea of the proof is to perform a series of moves which will increase the labeling
of this leftmost upright. First, using the relations
(3.16)
a
b =
[
a+ b
a
]
a
and
a
b =
[
a+ b
a
]
a + b
we can assume that there are no successive Ei or Fi.
Recall that we can slide far-away sequences, and adjacent Ei’s and Fj ’s as fol-
lows:
(3.17) = and =
We now want to increase the labeling of the far-left ladder upright until it becomes
a circle. For this, we use in all possible places in the far-left inter-uprights the
following consequence of (2.3):
(3.18) =
∑
(coeff)
This results in increasing the labeling of the left strand (or in deleting completely
the ladder rungs). Of course it can happen that two successive E1 and F1 are
separated by a sequence of adjacent Ei’s and Fi’s. Using (3.18) and (3.17), this case
actually reduces to a situation similar to the following one (we omit the coefficients
in the depiction below): we want to slide E
(a)
1 and F
(f)
1 , but we have a sequence
E
(a1)
1 E
(a2)
2 · · ·E
(ai)
i F
(bi)
i · · ·F
(b2)
2 F
(b1)
1 . In this case, we start applying (3.18) to
E
(ai)
i F
ai
i , then use (3.17) to take them away and iterate until we are able to perform
the desired relation for E1 and F1, as in the picture
(3.19) =
∑
=
∑
= · · · =
∑
1See [QR14a] for more details and a lift of this proof at the categorified level in a different
context.
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Once all of these moves have been performed, we are left with a web w where all
F1’s are over the E1’s. We can then slide around the part containing the F1’s from
the top of the web to the bottom, and iterate the process until there are no E1’s
and F1’s left. Since we increase the label of the leftmost ladder upright, but the
sum of the labels of the uprights remains constant, the process has to terminate:
this means that there are no E1’s and F1’s left and hence the leftmost upright is a
circle. We can then pass to the second upright, and by induction we are done. 
Remark 3.6. Together with arguments from the proof of Lemma 4.1 below, we
obtain from Lemma 3.5 that the endomorphism algebra of the identity object is
one-dimensional.
Following [CKM14], let us denote by U˙≥0,≤mq (glk) the quotient of U˙
≥0
q (glk) by
the ideal generated by weights with an entry greater than m (that is, if a morphism
factors through 1λ and λ has an entry greater than m, then we set this morphism
equal to zero). The following lemma is easy to check:
Lemma 3.7. If β = m then we have a functor
(3.20) U˙q(glk+l)β → U˙
≥0,≤m
q (glk+l).
Theorem 3.8. If β is generic, then P (b) is the Homfly-Pt polynomial of bˆ. If
β = m ∈ Z, with m ≥ 2 then P (b) is the slm link invariant of bˆ.
Proof. First, using Lemma 3.5, the associated invariant decomposes into a sum of
elements associated to concentric circles. From Example 2.3, we know that a circle
evaluates to a polynomial in (q, qβ), and evaluating all of the circles does give a
polynomial. We want to check that it verifies the same skein and normalization
relations as the Homfly-Pt polynomial (respectively, the slm link invariant), which
implies the claim.
The skein relation can be checked as follows:
− 7→ q−11(1,1) − EF1(1,1) + EF1(1,1) − q1(1,1) 7 →(q
−1 − q)
and the unknot value is provided by Example 2.3. 
4. The Alexander polynomial
We denote by U˙q(glk+l)0 the β = 0 specialization of U˙q(glk+l)β . We have a
similar decomposition as in the usual Schur algebra case:
(4.1) U˙q(glk+l)0 =
⊕
N∈Z
U˙q(glk+l)
N
0 .
In this decomposition, each subcategory has infinitely many objects. For example,
U˙q(gl1+1)
0
0 has objects (p,−p) for all p ∈ N.
The link invariant in U˙q(glk+k)0 will respect the Alexander skein relation, with
t = q−2:
(4.2) − − (q−1 − q) 7→ 0.
As in [Sar13], one runs into the issue of having the value zero associated to the
unknot (since now [β] = [0] = 0), and, in turn, to any knot. The trick [GPMT09,
Sar13] is to cut open one of the strands, but the arguments allowing one to do
this in the representation theory of Uq(gl(1|1)) need to be lifted up abstractly in
U˙q(glk+l)0.
Lemma 4.1. The endomorphism space EndU˙q(glk+l)0(1(1,0,...,0)) with k ≥ 1 is 1-
dimensional.
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Proof. Let us consider a monomial in EndU˙q(glk+l)0(1(1,0,...,0)), corresponding dia-
grammatically to a ladder web w. We possibly increase the value of k, in order to
be able to perform all necessary moves.
Let us thus consider the web w. Using isotopies in one or the other side and the
proof of the first Markov’s move (in particular Move (5)), we can assume that all
trivalent vertices are on the left side. A typical situation now looks like:
Let us focus on an inner-most right curl. We can use the same moves as in the
proof of Lemma 3.5 to move up all Ek−1’s that are comprised between the F
(a)
k
and the E
(b)
k that form the curl (so that they commute with F
(a)
k ) and the Fk−1 to
the bottom (so that they commute with E
(b)
k ). At the end, we are left with
k
l
=
[
−k
l
]
k
= (−1)l
[
k + l − 1
l
]
k
The last equality (and all details about the quantum binomial coefficients) can be
found in [Lus93, Section 1.3]. Inductively we can thus keep reducing the curls until
there are no left, and we only have an upward web on the left side of the picture.
Since this upward web is an endomorphism of (1, 0, . . . , 0), this can only be a line,
which can be isotoped to an identity. 
Remark 4.2. The same proof shows that EndU˙q(glk+l)β 1(λ1,...,λk,β−0,...,β−0) cannot
be of higher dimension than End
U˙≥0q (glk)
1(λ1,...,λk).
Corollary 4.3. EndU˙q(glk+l)β (1(1,1,0,...,0,β−0,...,β−0)) is 2-dimensional, generated
by 1(1,1,0,... ) and E1F11(1,1,0,... ).
The usual decomposition on the corresponding tensor product of representations
can be lifted to U˙q(glk+l)β : setting e1 =
1
[2]E1F11(1,1,0,... ) and e2 = 1(1,1,0,... ) − e1
we obtain an orthogonal idempotent decomposition of the identity. Notice that that
e1 and e2 are central idempotents, since EndU˙q(glk+l)β (1(1,1,0,... )) is generated by
e1 and e2.
Proposition 4.4. Let τ ∈ EndU˙q(glk+l)β (1(0,...,0,1,1,β−0,... )). Then
(4.3) τ = τ
Proof. This proof is similar to the proof of [Sar13, Proposition 4.5]. Diagrammati-
cally, we have
b =
e1
b
e1
+
e2
b
e1
+
e1
b
e2
+
e2
b
e2
Since e1, e2 are central orthogonal idempotents, the two middle terms are zero.
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Let us now show that we get the same result for the r.h.s. of (4.3). We have
b 7→ b − q b − q
−1
b + b
Since e2E1F11(1,1,0,... ) = 0 = E1F1e21(1,1,0,... ), the previous expression equals
e1
b
e1
+
e2
b
e2
− q
e1
b
e1
− q−1
e1
b
e1
+
e1
b
e1
Using e1E1F11(1,1,0,... ) = [2]e11(1,1,0,... ) = E1F1e11(1,1,0,... ), this becomes
e1
b
e1
+
e2
b
e2
+ ((−q − q−1)[2] + [2]2)
e1
b
e1
and we are done. 
We finally obtain the following:
Theorem 4.5. Let b be a braid whose closure is a link K. Let b˜ denote the closure
of all but one strands of b. Then the image of b˜ in EndU˙q(glk+k−1)0(1(0,...,0,1,0,...,β−0,... )),
where the 1 appears in the same position as the open strand, is the Alexander poly-
nomial of K.
Proof. It follows from Lemma 4.1 that the endomorphism space is one-dimensional,
hence we get a polynomial. By Proposition 4.4, this does not depend on the chosen
strand. Exactly as in [Sar13, Theorem 4.6] one can prove that it also does not
depend on the cutting place in the strand, and the fact we have a knot invariant.
By (4.2), this knot invariant satisfies the skein formula of the Alexander polynomial,
and by Lemma 4.1 its value on the unknot coincides with the Alexander polynomial.
Hence this invariant is the Alexander polynomial. 
Note that the process we developed to recover the Alexander polynomial is not
stricto sensu the specialization of the process yielding the Homfly-Pt polynomial:
there is the extra step of cutting open one strand. However, the proofs of this
last section are not specific to the β = 0 specialization, and it is easy to prove the
following proposition by following the same steps as above. One thus can obtain
all of these invariants from the exact same picture.
Proposition 4.6. Let K be a link, and let b˜ be as in Theorem 4.5. Then
(i) the image of b˜ in EndU˙q(gl(k)+(k−1))β (1(0,...,0,1,0,...,β−0,...,β−0)), gives the re-
duced Homfly-Pt polynomial of K (normalized to 1 for the unknot), and
(ii) the image of b˜ in EndU˙q(gl(k)+(k−1))β=m(1(0,...,0,1,0,...,β−0,...,β−0)) gives the
reduced slm invariant of K.
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