Purpose: CT reconstruction algorithms implemented on the GPU are highly sensitive to their implementation details and the hardware they run on. Fine-tuning an implementation for optimal performance can be a time consuming task and require many updates when the hardware changes. There are some techniques that do automatic fine-tuning of GPU code. These techniques, however, are relatively narrow in their fine-tuning and are often based on heuristics which can be inaccurate. The goal of this paper is to present a framework that will automate the process of code optimization with maximum flexibility and produce a final result that is efficient and readable to the user. Methods: The authors propose a method that is able to tune high level implementation details by using the ant colony optimization algorithm to find the optimal implementation in a relatively short amount of time. Our framework does this by taking as input, a file that describes a graph, such that a path through this graph represents a potential implementation. They then use the ant colony optimization algorithm to find the optimal path through this graph based on the execution time and the quality of the image. Results: Two experimental studies are carried out. Using the presented framework, they optimize the performance of a GPU accelerated FDK backprojection implementation and a GPU accelerated separable footprint backprojection implementation. The authors demonstrate that the resulting optimal implementation can be different depending on the hardware specifications. They then compare the results of the framework produced with the results produced by manual optimization.
I. INTRODUCTION
Any CT reconstruction algorithm can be identified as a multiobjective optimization problem. The optimal result will provide the highest quality reconstruction in the shortest time. Many algorithms have been developed and extended, and good parameter settings have been identified to solve this problem under specific conditions. [1] [2] [3] However, if the boundary conditions change (i.e., noisier projections, different numbers of projections, stricter time constraint, GPU hardware, anatomy and pathology, etc.), the existing implementation is rendered suboptimal, and in some cases, useless.
In this paper, we use swarm optimization to determine an optimal CT reconstruction implementation for any given set of parameters. More specifically, we use the ant colony optimization algorithm to find an optimal implementation of a GPU accelerated FDK backprojection, described in Ref. 2 and a GPU accelerated separable footprint backprojection implementation. 4 In this paper, we begin in Sec. II by discussing related work. Section III gives a brief description of the problem we are solving and the ant colony system optimization algorithm. Section IV gives a brief description of the graphics hardware used in our experiments and the structure of a CUDA program. Section V presents the details of our framework. Section VI presents the results of our experiments and Sec. VII concludes the paper.
II. RELATED WORK
Recent work has focused on finding good algorithmic parameters for iterative CT reconstruction. 5 Parameter tuning is critical in finding a good balance between image quality and reconstruction speed. The use of GPUs in accelerating CT reconstruction has also become very popular in decreasing reconstruction time. [6] [7] [8] However, not all GPUs are created equally; and there are many parameters to consider when creating a GPU accelerated program.
Fine-tuning GPU code can be a time consuming task. This typically requires making small changes to the program and observing the effect on performance. A number of tools have been developed to automate this tuning process. 9, 10 These tools focus on finding a set of system parameters (e.g., memory layout, loop slicing, granularity, etc.) to achieve good performance. As a program becomes more and more complex, however, it becomes increasingly difficult for these tools to capture the full space of potential parameter settings.
Whereas Xu and Mueller 5 focused on tuning algorithmic parameters and Klockner et al. 9 and Rudy et al. 10 focus on system level parameters, we set out to create a framework to allow the user maximum flexibility in exploring the full parameter space. By tuning system level parameters as well as high level algorithmic details, we increase the probability of finding the optimal solution for a given problem. Since this framework compiles and executes code to determine performance, the optimal implementation may change across different machines and this framework will be able to produce a machine dependent optimal implementation without direct programmer intervention.
III. ANT COLONY SYSTEM
To ease the reading of this paper, we provide a list of the symbols we use and their description in Table I .
The problem of finding an optimal implementation can be seen as a discrete optimization problem. We want to search through the space of all implementations that produce a specific output, to find the program with the smallest execution time. The cost function for this optimization problem can be seen in Eq. (1)
Here, x * is the optimal implementation. Q is the set of all implementations that produce a specific, desired output. The function E returns the execution time for implementation x.
Unfortunately, for a given problem, we do not know all the implementations that produce the desired output; so we rely on the user to provide an approximation to Q. The minimization function we attempt to solve in this paper is shown Probability that the edge from node i to node j is selected in the kth iteration. τ ij Pheromone quantity on the edge from node i to node j.
Inverse of the length of the edge from node i to node j if that edge is selected by the fastest ant. Predetermined desirability of the edge from node i to node j; weighted by the constant, β.
in Eq. (2)
Here, Q is the user provided approximation and is a subset of Q. It is described through a graphical representation in our framework. The degrees of freedom of Q are determined by the user, depending on what optimizations he describes and the problem he is trying to solve. Since we are only searching through a subset of the space of all possible solutions, the quality of the final solution is dependent on the user provided approximation. There is a chance that the globally optimal implementation lays outside of Q and so the success of this framework is largely dependent on the user's ability to narrow the search space in an effective way.
There are a number of optimization algorithms we considered before settling on ant colony optimization. Gradient descent is a popular method for solving optimization problems. Since the candidate solutions are non-numerical, however, it is unclear how one could calculate the gradient. Another optimization method we considered was genetic algorithms. This method of optimization, however, is susceptible to code bloat (i.e., large sections of code that do not contribute to the final output). It is also difficult to control the output of the candidate implementation with this approach. Candidate solutions can vary wildly, especially at the early stages of this approach, and there was the practical consideration that one solution could cause the computer to crash, at which point we would have to start the process over from the beginning. Ultimately, we decided that the ant colony optimization algorithm allowed us to have enough control over the candidate implementations to enforce the invariant that each candidate was correct in its outcome, while providing the flexibility for the framework to explore multiple solutions.
The ant colony system optimization algorithm is a part of the family of swarm optimization algorithms. It is a modification of the ant system algorithm, which was designed to mimic the way ants find the shortest path from the ant nest to a food source. Initially ants will choose paths randomly. Once an ant finds food, it will travel back to the nest and emit pheromones so other ants can follow that path to the food source. As other ants follow the pheromone trail, they emit pheromones as well, which reinforces the trail. After some time, however, the pheromone trail will evaporate. Given multiple paths to a food source, the pheromones on the shortest path will have the least amount of time to evaporate before being reinforced by another ant. Over time, the ants will converge to the shortest path.
The ant colony system was presented by Dorigo and Gambardella 11 and was applied to the traveling salesman problem. It modifies the ant system algorithm 12 in several ways to lead to a faster convergence rate. After an ant crosses an edge, the pheromone value of that edge is decayed according to Eq. (3)
Here, τ ij denotes the pheromone quantity on the edge from state i to state j. The pheromone decay coefficient, ϕ,
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Papenhausen, Zheng, and Mueller: Creating optimal code for GPU-accelerated CT reconstruction 031110-3 determines how much pheromone is decayed after an ant chooses the edge from i to j. The initial pheromone value, τ 0, is the value every edge has at the beginning of the program. Equation (3) reduces the probability of multiple ants choosing the same path. After all ants have chosen a path, the pheromone of each edge is updated as follows:
The variable τ ij has the same meaning as Eq. (3). The variable τ ij best evaluates to the inverse of the length of the best path if the edge from node i to node j was taken by the ant with the best path; otherwise it evaluates to zero. The variable ρ represents the evaporation rate. This leads to a pheromone increase on the edges taken by the ant that produced the best solution; while decaying the pheromones on all other edges. Equation (4) reinforces a path with pheromones proportional to the length of the path (i.e., execution time for our framework). This is particularly useful in our framework because certain optimizations are more effective than others, and this method of updating is able to capture that behavior. When transitioning from one state to another, the edge is selected probabilistically according to the following probability:
Here, τ ij determines the amount of pheromone on the edge from i to j, and η ij defines some predetermined desirability of that edge (e.g., the inverse of the edge weight). The variables α and β are weighting factors for τ ij and η ij , respectively. The variable p ij k is the probability that an ant will select an edge that goes from state i to state j during the kth iteration.
IV. GRAPHICS HARDWARE
Modern GPUs follow a "single instruction multiple thread" (SIMT) model of parallel execution. In this model of execution, every thread executes the same instruction, but over different data. Since there will typically be more threads than processors on the GPU, threads must share GPU resources. With NVIDIA hardware, a group of 32 threads is organized into a warp. A group of warps is organized into a thread block, and a group of thread blocks are organized into a grid. This determines how many threads will be utilized during a Compute Unified Device Architecture (CUDA) kernel execution. Each thread in a warp executes simultaneously. Warps are scheduled onto the hardware in an efficient way. When one warp reaches a memory access or finishes executing, another warp is swapped in to take advantage of the vacant streaming multiprocessor. The implementation we attempt to optimize in our experiments use a C-like API called CUDA to program NVIDIA GPUs.
The GPU used in our experiments was the NVIDIA GeForce GTX 480. This graphics card contains 15 streaming multiprocessors. Each streaming multiprocessor contains 32 cores. Theoretical computing power of this graphics card is 1.3 TFLOPS. Like all NVIDIA graphics cards, this card has both on-chip and off-chip memory. Off-chip memory includes global, texture, and constant memory and typically incurs a latency of 400-600 clock cycles. On-chip memory includes shared memory as well as cache for texture and constant memory and is much faster than off-chip memory. The GTX 480 has a peak memory bandwidth of 177.4 GB/s for its 1.5 GB DDR5 device memory.
GPU accelerated applications have a large number of parameters that can be tuned for optimal performance. Occupancy (i.e., the ability to hide memory latency), the amount of work per thread, and memory bandwidth are all examples of the types of parameters that can have a large impact on performance. Tuning one parameter too much can often lead to a sudden decrease in performance in some other aspect of the application. This is what is known as a performance cliff.
V. IMPLEMENTATION
We use the ant colony system described in Sec. III to find and create an optimal implementation for a specific set of constraints. In order to do so, we define the structure of a program as a directed graph with a single source, at which every ant will start, and a single sink, where every ant will finish. The nodes of the graph correspond to source code snippets. A path from source to sink corresponds to a candidate implementation that can be compiled and executed. The output of the candidate implementation can then be measured and ranked among the other candidate implementations to find the ant with the shortest path for that iteration. The shortest path can be defined as a function of image quality and reconstruction time. By defining a graph in this manner, we have the added effect of introducing new implementations that were not previously defined.
The graph is constructed by creating a super source file. This super source file contains annotated sections of code. These annotations specify node id and incoming edges. Figures 1(a) and 1(b) show the graph and its corresponding super source file. Figures 1(c) and 1(d) show a potential path through the graph, and the corresponding candidate implementation. This super source file is then submitted as input to our program, which converts it to its graph representation and runs the ant colony system algorithm to produce an optimal implementation.
One aspect of our program differs from the traditional ant colony system algorithm. There is no predetermined desirability, η. There is no way of determining edge weight before running the algorithm. We can still apply the ant colony system algorithm by only considering the pheromone value, τ , when looking at an edge. This is equivalent to setting η to one, for all edges. Equation (6) shows how edges are selected by ants. Our experiments indicate that this still converges to an optimal solution
Since graphics hardware plays such a prominent role in CT reconstruction, our framework provides the option of expanding the graph provided in the super source file to account for different grid and thread block sizes. This is done by copying the code snippets that contain the threads unique ID and offsetting the ID by the grid dimension. This allows the framework to implicitly increase the workload for each thread. Figure 2 shows an example of this. The grid and thread block dimensions determine the granularity of each thread. The smaller the grid and block size, the more work each thread will perform. In this specific example, a thread in Fig. 2 (b) computes two final results and stores them into the respective target locations in memory, whereas, a thread in Fig. 2(a) only computes one result. 
VI. EXPERIMENT AND RESULTS
We used the framework presented in this paper to create an optimal GPU accelerated implementation of the FDK backprojection algorithm described in Ref.
2. This backprojection implementation is then tested with the help of the RabbitCT framework. 13 We also used this framework to create an optimal GPU accelerated implementation of the separable footprint backprojector. 4 Our implementation contains variations of the work of Wu and Fessler 14 and we demonstrate that this framework can produce different variations of this implementation for different hardware without direct programmer intervention.
VI.A. FDK backprojection
We chose to compose the graph out of the three major implementations presented in Ref. 6 . An ant's path from the source to the sink represents either the first, second, or third configuration presented in Ref. 6 or some combination of the three. In this graph, we also added a fourth configuration in which two projections are loaded per kernel call. Certain paths can lead to implementations that produce bad images (i.e., images of low quality). Therefore, computation speed is not the only criteria for evaluating performance. If the reconstructed image has an error that is too high, the corresponding ant is given a bad score; thus reducing the probability of other ants selecting that path in future iterations. The error is measured using the mean squared error with a suitable reference image. For more information about the structure of this graph, see the supplementary material. 17 We ran our framework with 30 ants for 5 iterations. Our super source file described a graph that contained 25 nodes. This graph, however, is replicated for 16 different grid and thread block dimensions; creating a graph that contains 400 nodes. Table II shows a comparison of the timings of the FDK implementations that were produced through our framework with the results presented in Ref. 6 , which were obtained by manually optimizing the code. For the 256 3 implementation, we found a faster implementation. This configuration loads two projections per kernel invocation and has a thread granularity of two in the x direction. For the 512 3 implementation, our framework produced the same code as in Ref. 6 but determined this without the need for lengthy manual tuning. Figure  3 shows a slice of the reconstructed volume. The quality of the reconstruction for the implementations produced by this framework was the same as the quality produced in Ref. 6 .
The runtime of our framework is dependent on the scale of the application it is trying to produce. For each ant, source code is generated, compiled, and executed. For the experiments that we ran, it took approximately 2 h for all 30 ants to complete 5 iterations. Although the increase in performance is very little, a lot of time was spent during the manual optimization. We spent approximately 2 days (i.e., 8-10 h each day) to reach this optimization through hand tuning. This shows that this framework is a powerful tool in increasing programmer productivity.
To reduce the runtime for the framework, this graph could have been pruned by eliminating nodes that correlate to configurations that we know have bad performance. In our experiments, we included the naïve configuration explained in Ref. 6 as a possible implementation. By pruning the graph of bad implementations, we could reduce the number of ants; thus, greatly reducing the amount of time required by our framework. We note that although it takes some time to find the right optimization parameters, the code produced in this manner can be reused for any new CT reconstruction task with the same boundary conditions. Therefore, the optimization overhead is well amortized .   FIG. 3 . Slice of the FDK reconstructed image. 16 Similar to the FDK backprojection implementation, we have developed multiple solutions for the GPU accelerated separable footprint implementation. Though there are multiple solutions, the differences between them are relatively small and are mostly low level optimization details. In this section, we will describe the general idea behind the GPU implementation of the separable footprint backprojector described in Ref. 14.
VI.B. Separable footprint implementation
The separable footprint backprojector involves calculating the axial, t, footprint and the transaxial, s, footprint for each voxel. This essentially determines how much each detector cell contributes to the voxel. This is more accurate than the FDK approach because there is no interpolation. Since the footprint of each voxel is independent from other voxels, we can parallelize this process.
In Ref. 14, the authors leverage CUDA and GPU hardware to accelerate the separable footprint backprojector. They separate the backprojector into multiple kernel calls. First, they calculate the transaxial footprint on the GPU. The next kernel then parallelizes over x, y, and t and computes the sum of the product of the transaxial footprint and the projection value for each s value. The final kernel call accumulates the product of the previous kernel with the axial footprint for each x, y, and z value. This process is then repeated for each projection.
VI.C. Separable footprint experiment
Our graph structure contains multiple variations of the same basic implementation that we described in Sec. VI.B. The differences are mainly in the types of memory used (i.e., texture, surface, global, etc.), and the thread granularity. This experiment differs from the FDK experiment in that we attempt to optimize multiple kernels simultaneously. The graph for this experiment contains over 20 000 possible implementations. An exhaustive search would take approximately two weeks to find the optimal solution; and so clearly this is impractical. A large cluster of GPUs would be required to perform an exhaustive search in a reasonable amount of time. Since the number of possible implementations grows exponentially with the number of kernels, however, the search space can quickly become too large for clusters of GPUs to search in a reasonable amount of time. This multikernel optimization is especially useful in determining the optimal usage of surface memory. Surface memory will often be written to in one kernel, and then read from in a different kernel. Since surface memory cannot reliably be written to and read from in the same kernel, using surface memory can restrict other implementation choices. Since surface memory is not supported on all graphics cards, some options may be closed off depending on the hardware. If it is not supported, ants that choose a path that attempts to use surface memory will create an implementation that cannot be compiled. Our framework, however, is robust to implementations that are not necessarily supported by the current hardware. Ants that choose this path will simply be assigned a bad score and the framework will converge to another solution.
In addition to the GTX 480, we also performed experiments on the NVIDIA GeForce GT 335 m GPU. This hardware has a compute capability of 1.2 and contains 78 CUDA Cores and 20 GB/s global memory bandwidth. By performing experiments on multiple GPUs, we show how the optimal implementation changes depending on the hardware.
We used this framework to optimize the separable footprint backprojector for a 256 3 volume and a 512 3 volume. On both the GT 335 m and the GTX 480, we found that the optimal implementation stores the projection data in texture memory and parallelizes in x, y, and z during the final kernel call. Since surface memory is not supported on the GT 335 m graphics card, there were some major differences in what each GPU found as the optimal implementation. On the GTX 480, our framework chose to use surface memory whenever it was an option. This was actually somewhat surprising. We expected that the overuse of surface memory would have led to a lower cache hit rate, especially during the final kernel, and would negatively impact performance. The results of this experiment can be seen in Table III. Timings for the 512 3 volume could not be obtained for the GT 335 m because the memory requirement was too large. For the GTX 480, the implemen -FIG. 4 . Slice of the separable footprint reconstructed image.
tations our framework produced were the same for both the 256 3 and 512 3 volume. A slice from the backprojected image can be seen in Fig. 4 . See the supplementary material for more information on the separable footprint backprojection experiment.
17

VII. CONCLUSIONS
In this paper, we presented a novel framework for producing an optimal code structure using an ant colony optimization algorithm. Through our experiments in applying our framework to the RabbitCT platform, 13 we have discovered a better implementation for the 256 3 volume reconstruction, while producing the same results as Ref. 6 for the 512 3 implementation. We have also shown that the optimal implementation can be quite different depending on the hardware. Although it takes some time to find the right optimization parameters, we wish to add that the code produced by the ant colony optimization can be reused for any new CT reconstruction task with the same boundary conditions. Therefore, the optimization overhead is well amortized.
In practice, we have found that producing the super source file takes approximately 30-45 min. We often know what optimizations we want to include. Then it is simply a matter of coming up with a graph structure and annotating the code snippets. Determining what optimizations should be included, however, can be time consuming if the user is not completely familiar with the problem he is trying to optimize or the CUDA programming language. Our future work is therefore directed toward automating the process of generating the super source file. We are also interested in exploring alternative algorithms that could be applied to our framework. If we can find an effective mapping from the non-numerical implementation to a high dimensional space, we can use numerical optimization algorithms like gradient descent to find the optimal implementation over a larger search space.
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