ABSTRACT: Several critically important temperature thresholds are experienced in the climate of the desert southwest USA and in central Arizona. These thresholds present significant and increasing challenges to social systems. Utilizing daily surface air temperature records from Phoenix and Gila Bend regional weather stations from 1900−2007, we examined 3 temperature thresholds: (1) frost days (minimum temperature < 0°C); (2) misery days (maximum temperature ≥43.3°C); and (3) local characteristics of heat waves. We investigated historic climate patterns in addition to considering the human implications associated with these changes. Analyses also integrated multidecadal modes of the El Niño−Southern Oscillation (ENSO) and the Pacific Decadal Oscillation (PDO). Key findings of this study were (1) uneven warming trends among temperature thresholds between the Phoenix (pronounced warming) and Gila Bend (modest warming) weather stations; (2) disjointed associations between ENSO and PDO with frost and misery days, signaling anthropogenic interference between temperature thresholds and historic atmospheric processes; (3) variable effects of ENSO and PDO modulations on annual frost and misery days; (4) evidence of urbanization suppressing local effects of global climate systems (i.e. ENSO, PDO); and (5) potentially significant and widespread adverse impacts on many local environmental, economic, and social systems as a result of changes in threshold temperatures.
INTRODUCTION
The Sonoran Desert of central Arizona (Fig. 1 ) experiences temporal variability of critically important threshold temperatures during the temperate winter months as well as the warm summer season. Although freezing temperatures (which occur throughout the region; ) rarely last for more than a few hours in a given day, frost days are vital to Sonoran Desert vegetation because they help regulate competition amongst the drought-resistant species that can survive in the region (Shreve 1934 , Weiss & Overpeck 2005 . In contrast to frost days, summers in central Arizona are characterized by extremely hot temperatures. Daily maximum temperatures regularly reach and exceed 43.3°C (110°F), which are locally referred to as misery days, because they exceed a threshold of excessive exposure to heat (Karl et al. 2009 ), stressing local natural and social systems. For instance, high summer temperatures inhibit photosynthesis and reduce both wateruse efficiency among local vegetation (Martin et al. 1995 , Huxman et al. 1998 ) and agricultural productivity (Brown 2001) , while increasing human vulnerability to heat stress (Baker et al. 2002 , Harlan et al. 2006 .
While scientists commonly analyze minimum, maximum, and average temperature in climate change and/or urban heat island research, recent studies have also considered weather and climate extremes (e.g. freezing temperatures, heat waves), in order to better understand physical changes in climate as well as the likely effects of a changing climate on social and ecological systems (Kunkel et al. 1999 , Parmesan et al. 2000 , Ebi & Meehl 2007 . , for instance, examined trends in the number of frost days throughout the contiguous USA and found a decreasing trend through out the study area, particularly in the western and southwestern regions of the USA. The authors identified changes in sea level pressure, regional scale atmospheric circulation changes, and increased soil moisture and clouds as leading drivers of changes in the occurrence of frost days. Frost days are particularly important in terms of controlling disease and pest outbreaks, so a significant reduction in frost days is likely associated with increased numbers of insects and pests as well as increased breeding days (Gage et al. 2008) . Baker et al. (2002) investigated historical changes in the occurrence of intense heat, partially explained by urban heat island effects, in metropolitan Phoenix, Arizona. The study employed the TemperatureHumidity Index (THI), also known as the Heat Index (Thom 1959) , as a measure of human comfort. Although there is no one exact temperature that correlates with heat-related illness for all people in all locations, Baker et al. (2002) used 38°C (or 100°F) as the temperature threshold, a value which the National Weather Service (NWS) classifies as within the range of 'danger' with regard to sunstroke, heat cramps, and heat exhaustion, in association with prolonged exposure and/or physical activity (NWS 2002) . Baker et al. (2002) examined the number of so-called misery hours when the THI was > 38°C at Sky Harbor (Phoenix's regional weather station) from 1948−2000, and found that the average number of misery hours per day nearly doubled from 1.8 to 3.4 between May and September. This analysis was highlighted in the report on global climate change impacts in the USA as illustrating the importance of heat extremes to quality of life in the southwest (Karl et al. 2009, p. 103) . Thus, exposure to elevated and potentially dangerous temperatures significantly increased through out Phoenix over the second half of the 20th century (Booth et al. 2011) .
Increasing attention has been paid to the physical and social conditions of heat waves. For example, modeled spatial and temporal characteristics of heat waves in Europe and North America and found projected warming trends throughout the 21st century. Their analyses projected that heat waves are likely to be more intense, more frequent, and longer lasting by the second half of the 21st century. The study concluded that areas already experiencing strong heat waves (e.g. the US Midwest, southwest and southeast USA, and the Mediterranean region) will likely experience more intense heat waves in the future, while areas not well adapted to heat waves (e.g. northwest USA, France, Germany, and the Balkans) could see an increase in heat wave intensity which may thus have adverse effects.
Research also shows that extended periods of elevated temperatures can have severe impacts on human health and well-being. For instance, more people die in the USA from extreme heat than any other weather-related phenomenon (CDC 2006 , Kalkstein & Sheridan 2007 and very hot weather increases mortality rates as well as hospital admissions for cardiovascular, respiratory, and other preexisting illnesses (Semenza et al. 1999) . Two recent heat waves illustrate the dangerous impacts of excessive exposure to extreme heat: (1) the Chicago heat wave in July of 1995 claimed over 700 lives (Semenza et al. 1996 , Klinenberg 2002 ; and (2) the 2003 heat wave in Europe resulted in between 22 000 and 52 000 deaths, many of them in large cities (Larson 2006) .
Global climate patterns help explain the seasonal and historical variability of threshold temperatures. Modes of variability such as the El Niño−Southern Oscillation (ENSO) and the Pacific Decadal Oscillation (PDO) express identifiable characteristics at spatially and temporally explicit scales of analysis, which are highly correlated with historical temperature trends throughout the southwest USA (Cayan & Redmond 1994) . In general, the influence of ENSO is Mid-gray: Sonoran Desert such that the warm phase (El Niño) corresponds with heavy precipitation throughout the southwest, while the cool phase (La Niña) is associated with drier conditions (Cayan et al. 1999 , Brazel & Ellis 2003 . High precipitation is associated with warmer seasonal and annual temperatures while low precipitation is correlated with cooler temperatures (Pagano et al. 1999 , Brazel & Ellis 2003 . Similarly, the PDO index records significant fluctuations in North Pacific sea surface temperature (SST) (Mantua & Hare 2002) . The PDO is a widely used measure of decadal variability and climate anomalies in the Northern Hemisphere, and conforms to one of 2 general patterns: the warm (positive) phase and the cool (negative) phase (Schneider & Cornuelle 2005) . The PDO signature in the southwest is such that the warm phase coincides with anomalously wet periods; the cool phase has no definitive influence on temperatures in the region (Mantua & Hare 2002) . ENSO and PDO modulations have been found to significantly impact North American climate (Mantua et al. 1997 , Gershunov & Barnett 1998 Newman et al. 2003) . In addition to these fluctuations, the urban heat island (UHI) effect must also be considered when investigating trends in threshold temperatures in a large metropolitan environment. There are 2 principal drivers of the UHI: land-use/land-cover change, and anthropogenic heat. The conversion of native landscapes into urban land-uses (parking lots, buildings, neighborhoods) alters the surface energy balance and inhibits surface cooling. Engineered surfaces and building materials absorb and retain heat throughout the day via high heat capacity and thermal conductivity, which translates to warmer nearsurface air temperatures in the city compared to areas with the natural land cover and agricultural land uses that preceded urbanization (Oke 1982 , Arnfield 2003 , Brazel et al. 2000 . The second driver of UHI is anthropogenic heat (e.g. automobiles, industrial plants, air conditioners, among other sources), which emit heat into the air near the urban surface (Grossman-Clarke et al. 2005) . Combined, these processes have been found to significantly raise nighttime temperatures (Lowry 1967 , Oke 1997 , Voogt 2002 . Daytime temperatures may be less than nearby desert temperatures due to moist, vegetated land cover (Brazel et al. 2000) . A study by Brazel et al. (2007) found strong correlations between urban development and increased warm season daily minimum and maximum temperatures throughout metropolitan Phoenix. Thus, urbanization is partially responsible for increased daily maximum temperatures in Phoenix.
The aims of this study were twofold: (1) to investigate temporal variability in the occurrence of threshold temperatures in central Arizona by comparing temperature trends from Phoenix (an urban site) and Gila Bend (a desert site); and (2) to consider the effects that changes in the occurrence of threshold temperatures may have on social and ecological systems. Germane to this research effort was appreciating both the physical and social dimensions of historical temperature thresholds between the study sites. This study was part of a larger coupled natural and human systems project that is investigating urban vulnerability to climate change using a systems dynamic modeling approach. This study also represents one of few studies (to our knowledge) examining the combined effect of local-scale climate phenomena (UHI) and regional-scale teleconnections on climate vulnerability metrics (Brazel & Ellis 2003 
Study area
Central Arizona is predominantly undisturbed native Sonoran Desert; however, large portions of the region have been, and continue to be, converted to urban development. This study focused on 2 particular locations within central Arizona: Phoenix and Gila Bend.
The city of Phoenix was established in 1865 near the confluence of the Salt and Gila Rivers. With a climate and terrain favorable for agriculture production, the federal government's 1902 National Reclamation Act helped establish a local economy based on cotton and citrus farming, which stimulated local population growth and land-use/land-cover change (Reisner 1986 ). The population of Phoenix grew from 240 people in 1870 to over 4.2 million residents throughout the metropolitan statistical area (MSA) in 2008 ( Table 1) . As Phoenix developed, agricultural cropland gave way to suburban development and a new economy based on technology and telecom -munications companies, research institutions, and tourism (Gober 2006) . Although Phoenix has been transformed from a natural desert environment to an urban oasis, large-scale population growth and urban development have been a mixed blessing. While growth has provided a valuable economic base for the city, the transformation of the fragile Sonoran Desert ecosystem into an urban metropolis has resulted in significant changes in regional temperatures. Phoenix's UHI, for example, has steadily expanded and intensified over the last forty years, and these changes in physical conditions present serious risks and challenges to the health and wellbeing of local residents (Balling & Brazel 1987 , Harlan et al. 2006 , Brazel et al. 2007 .
Gila Bend is a small town 52 miles southwest of Phoenix. Founded in 1872, Gila Bend served as an important nexus for trade and transportation throughout the greater southwest. Although trade was central to the development of Gila Bend, the area has remained native desert landscape and has consistently supported a small population (1980 people reported in the 2000 Census). Gila Bend was selected as a comparative site to Phoenix for 3 reasons: (1) the desert (non-urban) landscape; (2) the relative proximity to Phoenix (52 miles); and (3) the longstanding temperature records (1892 to present).
Temperature records
The study used data from NWS's regional weather stations at Phoenix and Gila Bend ( Table 2 ). The Phoenix data were provided by the Arizona State Climate Office and represent a threaded dataset from 1900−2007. The data were reconstructed from Phoenix's first-order weather station, Sky Harbor International Airport (1933 to present), and from the Phoenix City weather station (1895−1998). The 2 weather stations are in close proximity and the environmental characteristics were nearly identical until Phoenix's rapid urban expansion began in the 1950s. Records from the 2 weather stations were used to construct the threaded dataset for Phoenix, with the Phoenix City station providing daily data from 1900 to the end of 1953, while temperature readings from Sky Harbor were used from 1954 onwards to present (2007) . Data from the period of overlap between the 2 weather stations (1933−1953) show a strong association, with a Pearson's bivariate correlation coefficient of 0.996 for maximum temperatures and 0.990 for minimum temperatures. Data for Gila Bend were accessed from the National Climatic Data Center (www7.ncdc.noaa.gov/CDO/dataproduct). Minimum and maximum temperatures were examined from 1900−2007.
The 108-yr temporal period offers insight into historical patterns of threshold temperatures throughout the region. Specifically, we examined 3 temperature indices: (1) frost days, (2) misery days, and (3) heat waves. The 108-yr data record was also divided into 3 discrete time series to investigate potential effects of urbanization at the Phoenix weather station. The 3 temporal periods are (1) the full historical dataset; (2) the era before large-scale urban development, when the population of metropolitan Phoenix was <1 million (Period 1: 1900−1969); and (3) the era following large-scale urban development (Period 2: 1970 (Period 2: −2007 . Analyses therefore provide insight into the occurrence of threshold temperatures over time in addition to elucidating an urban effect in temperature trends. This partitioning between pre-and post-urban peri- ods was also adopted in a detailed analysis of the Phoenix Sky Harbor Airport NWS temperature record by Svoma & Brazel (2010) .
Frost days and misery days
Frost days are defined as days when the nighttime minimum temperature is < 0°C (< 32°F) , Weiss & Overpeck 2005 . Misery days are defined as days when the maximum temperature is ≥43.3°C (110°F). The daily maximum temperature of 43.3°C is a metric of excessive heat in metropolitan Phoenix commonly used by the NWS, and the THI classifies exposure to 43.3°C, at all humidity levels, as provoking 'extreme danger' in the context of heatrelated illness (NWS 2002).
Threshold temperatures of heat waves
In addition to examining frost days and misery days, we also analyzed threshold temperatures of heat waves, as defined by . Although the literature currently lacks a generally accepted method for determining heat waves, we used the approach introduced by as it takes historical temperatures and local temperature variability into consideration when calculating local temperature thresholds, which are then used to identify extreme heat events. This method also enables researchers to study important characteristics of heat waves, such as the intensity, frequency, and duration of heat events, as opposed to some other methods which simply examine the 3 hottest days for a given year.
The process of identifying heat waves was divided into 3 steps: (1) determine historical temperature variability; (2) compare a given year to historical temperatures; and (3) identify extreme heat events based on 3 temperature threshold criteria (see below, this subsection).
Step 1 in the analysis was to examine historical temperature records to determine normal conditions. Normal conditions were calculated with the dataset divided into 30 yr blocks (e.g. 1901−1930) . For
Step 2, we compared the distribution of observed temperature readings for each year in a given decade to the preceding 30 yr normal. In Step 3 we identified extreme heat events, which was accomplished by comparing temperature readings within a given decade to threshold temperatures associated with the preceding 30 yr normal. For instance, all the years from 1941−1950 were compared to the 30 yr normal of 1911−1940. To qualify as an extreme heat event, threshold temperatures T1 (the 97.5 percentile of normal conditions) and T2 (the 81 percentile) must satisfy all 3 of the following conditions: (1) daily maximum temperature must be above T1 for at least 3 d; (2) average daily maximum temperature must be above T1 for the entire period; and (3) daily maximum temperature must be above T2 for the entire period.
Teleconnection indices
Trends in ENSO and PDO indices were investigated and compared with the occurrence of threshold temperatures. ENSO data from El Niño Region 3.4 (120−170°W and 5°S−5°N) were examined from 1900-2007 (Trenberth 1997) ; data were provided by the National Center for Atmospheric Research (NCAR) Climate Analysis Section (CAS). PDO data for the years 1900−2007 were provided by the Joint Institute for the Study of the Atmosphere and Ocean (JISAO) (http://jisao.washington.edu). ENSO and PDO index values were reported at a monthly timestep, and moving averages were calculated from mean average sea surface temperature.
Hurst rescaling analysis
Hurst rescaling can be used to find regime shifts for time-series data (Mandelbrot & Wallis 1969 , Outcalt et al. 1997 , Runnalls & Oke 2006 . Runnalls & Oke (2006) show this technique adequately reveals details about local changes at a particular weather station (to location or surrounding land cover), in addition to signaling larger-scale changes such as regional landcover change (urbanization) or major atmospheric regime shifts (e.g. PDO). The method is similar to the Rodionov (2004) and Rodionov & Overland (2005) regime shift detection method that has been used to determine impacts of large-scale climate system regime shifts and impacts on ecosystems; and has been applied by Elliott & Kipfmueller (2011) in a multiscale study of intraregional variability and bioclimatic thresholds in response to 20th century warming of the southern Rocky Mountains region. Both the Hurst and the Rodionov method employ cumulative sums of normalized deviations from the mean value of a time series to detect regime shifts.
The Hurst rescaling method involves subtracting the mean of a time series from each of the observations (the present study examined frost days and mis-ery days per year). The deviations from the mean of the time series are accumulated, which then produce a transformed time series, Q i . For the time series of misery days or frost days (A,F ), for example:
(1) By definition in the Hurst rescaling approach, r n = Q max − Q min , where r n is the adjusted range of the series of n observations and Q max and Q min are the maximum and minimum values of Q i . The rescaled range is r n /s, where s is the standard deviation of the original time series. The rescaled range increases asymptotically with the square root of the number of observations, i.e. r n /s ~ n H , and H, the Hurst exponent, can be approximated (Outcalt et al. 1997) as H = log(r n /s)/log(n).
H normally has a value of 0.5 for a stationary series, indicating the cumulative series is a random walk. A value of H between about 0.6 and 0.9 yields a situation termed the Hurst phenomenon (Outcalt et al. 1997) . These higher H values are typical of persistence and nonstationarity in the record mean, or of having pooled samples with different distribution characteristics (Outcalt et al. 1997) . The cumulative deviations from the mean, when normalized by the adjusted range of the series (Q i − Q min )/r n , can be plotted and visually inspected to identify distinct physical regimes (Outcalt et al. 1997) . Regime transitions can be seen as inflection points in the normalized series. A period of above-average values is seen as an ascending trace, due to positive differences from the mean accumulating. A change to below-average values is marked by an inflection point. Typically, a steeper slope results from larger deviations from the mean. Therefore, changes in either the magnitude or sign of the slope signal regime transitions. If, for a series, H = 0.5, then inflection points on the rescaled trace are not significant; that is, the series are considered homogeneous (Runnalls & Oke, 2006) . However, if H > 0.5, the rescaled trace of inflections signals a significant change in the series. Changes in the size or sign of the slope mean there are either regime shifts or changes in station characteristics of some kind (e.g. surface type, equipment, locale change).
Procedures
Data analyses were organized into 3 phases, as explained above. The first phase of the analysis tabulated the 3 measures of temperature thresholds for the 108 yr climate record for both the Phoenix and Gila Bend regional weather stations. The annual occurrence of frost and misery days was calculated in addition to local heat wave thresholds. The second phase of analysis investigated correlations between ENSO and PDO indices and the historical occurrence of temperature thresholds. The frost and misery days data were detrended (i.e. residuals were calculated from the regression line for each year), and a Pearson's bivariate correlation was calculated between the ENSO and PDO and the detrended frost and misery days at the monthly time step from 1900−2007. A paired-sample t-test was used to test for statistical differences between the pre-urban (1900−1969) and post-urban (1970−2007) variable pairs. The influences of ENSO and PDO phases on annual frost and misery days were also examined. The Hurst rescaling procedure was the third and final phase of analysis, which investigated data homogeneity among the time series. Table 4 also shows decadal trends in the frequency, intensity, and duration of heat waves that occurred from 1900−2007 at the Phoenix and Gila Bend weather stations. Frequency refers to the total number of heat waves that occurred during each decade. Phoenix reported a low of 4 (1990s) of heat waves and a high of 21 (1970s) while the low at Gila Bend was 2 (1950s) and the high was 13 (1930s). The average number of heat waves per decade was 11.2 and 6.2, at Phoenix and Gila Bend, respectively. Heat wave intensity represents the average maximum temperature of heat waves for a given decade. For Phoenix, the maximum intensity was 44.6°C (1991− 2000 and 2001−2007) , the minimum was 42.7°C (1921−1930) , and the average was 43.5°C. Gila Bend recorded a maximum intensity of 46.9°C (1951− 1960) , a minimum of 45.6°C (1921−1930) , and an average of 46.1°C. Finally, duration denotes the length (in days) of a given heat wave. The average length of a heat wave between 1900-2007, at Phoenix and Gila Bend respectively, was 8.8 and 9.5 d. Among decades, the maximum average durations, at Phoenix and Gila Bend respectively, were 10.8 d (1970s and 1990s) and 17.3 d (1920s), and the minimums were 5.8 d (1940s) and 5.6 d (1960s).
RESULTS

Frost and misery days
Regional threshold temperatures of heat waves
ENSO, PDO, and regional threshold temperatures
This subsection investigates correlations between ENSO/PDO and the occurrence of threshold temperatures (frost and misery days) from Phoenix and Gila Bend weather stations by examining (1) moving average indices (Fig. 3) ; (2) bivariate correlations between ENSO/PDO indices and the occurrence of frost/misery days; (3) a test of differences (paired sample t-test) (Table 5) ; and (4) modulations in ENSO and PDO teleconnections with frost/misery days (Table 6) Moving averages of ENSO/PDO and threshold temperatures (frost and misery days) from 1900−2007 for the Phoenix and Gila Bend weather stations are presented in Fig. 3 . Observations of ENSO and PDO periodicities indicate that both ENSO and PDO experienced multiple regime shifts during the period of analysis, although the frequency of ENSO regime shifts occurred approximately every 10 yr whereas PDO cycles were multi-decadal. Both ENSO and PDO were predominately in the positive (warm) phase during the period of 1900−2007, although both systems also experienced negative (cool) phases. A third observation is that ENSO values were less extreme than PDO values throughout the period of analysis. Associations between ENSO/PDO and frost/ misery days, in general, are variable. While PDO shows a relatively strong relationship with threshold temperature at both weather stations (positive phase related to more misery days; negative phase related to more frost days; Fig. 3, lower panels) , ENSO variation does not appear to be correlated with the occurrence of threshold temperatures at either station (Fig. 3, upper panels) .
A bivariate correlation analysis was performed between ENSO/PDO indices and frost/misery days for Phoenix and Gila Bend. Summating the results, frost/misery days were weakly (strongly) correlated with ENSO (PDO). ENSO analyses showed no statistically significant relationships for Phoenix across all 3 time steps. Results from Gila Bend showed some statis tically significant relationships. Frost days are indirectly (negatively) correlated with ENSO (which indicates that high [low] precipitation is likely correlated with a low [high] number of frost days, while misery days show statistically significant positive correlations (high [low] winter precipitation is correlated with a subsequent high [low] number of misery days). The PDO showed significant correlations with frost/misery days at both Phoenix and Gila Bend. In general, the warm (cool) phase was associated with low (high) frost days and high (low) misery days.
Correlation coefficients from the bivariate analysis were used to conduct a paired-sample t-test to test for statistical differences between group variables; results are summarized in Table 5 . The pairs of variables examined were Period 1 (1900−1969, preurban) and Period 2 (1970 Period 2 ( −2007 . Results show mixed levels of statistical significance. Analyses of ENSO pairs showed significant changes in correlation coefficients for the Phoenix weather station between the 2 periods while no significant results were found for the Gila Bend weather station. Analyses of PDO pairs showed significant changes in PDO values between Periods 1 and 2. Both warm and cool PDO phases occurred during Period 1, while Period 2 coincided primarily with a warm phase. Results for misery days in Phoenix were significantly different between the 2 periods. While the PDO was historically a strong predictor of misery days in Phoenix, the correlation between misery days in Phoenix and PDO was absent in the period 1970−2007. In contrast, the Gila Bend weather station displayed a sig nificant change in frost days between Periods 1 and 2. This result could be explained by the warming PDO, which corresponds to fewer frost days. One would also expect a parallel relationship for the Phoenix weather station, but agricultural development and/or urbanization may serve as a buffering influence against variations in PDO effects on temperature.
The effects of ENSO and PDO modulations on annual frost and misery days for the Phoenix and Gila Bend weather stations were examined by using a 4-cell matrix organized by winter (November− February) and summer (June−September) conditions from 1900−2007 (Table 6 ). Results show that ENSO modulations were weakly associated with annual frost/misery days while modulations of PDO were strongly correlated with threshold temperatures. In general, the positive ENSO phase is associated with more frost days 1900−1969, pre-urban) and Period 2 (1970 Period 2 ( −2007 . Row 1: index values of ENSO and PDO; Rows 2 to 5: correlation coefficients between ENSO/PDO values and the climate variables. Bold: significant (p < 0.05). SME: square mean error and the negative phase with more misery days, regardless of PDO phase. However, the PDO appears to have a stronger influence over the occurrence of threshold temperatures. The warm phase is positively correlated with the occurrence of misery days and the cool phase with frost days. Also notable is the high variability in the number of misery days during the summer. In other words, there is great potential for extended periods of misery days during the summer, particularly during positive ENSO and PDO modulations.
Hurst rescaling results related to landscape and PDO/ENSO
As indicated above, the Hurst calculations detect stationary and nonstationary signals in the time series, and the inflections indicate various factors affecting the station time series, such as changes in the location of the station, landscape changes around a site, and larger scale regime shifts of climate. Fig. 4 shows Hurst rescaled time series for PDO, ENSO, and the frost/misery days for Phoenix and Gila Bend. The Hurst re-scaling analysis identified overall regime shifts, as well as correspondence between shifts in the occurrence of frost and misery days and the dates of some station changes (in landscape and/or location) at Phoenix and Gila Bend. The arrows in the upper panels of Fig. 4 indicate known times in station histories of each station when changes were made either to positioning of sensors over a differing surface type (e.g. gravel, grass), at a slightly different height above ground level (ground to roof or vice versa), or move to a so-called compatible station location. Virtually, all of the arrow times are coincident with inflection points on the Hurst graphs and the minor inflection points are thus traceable to station history information. Fortunately no major changes occurred around 1950 that might be coincident with breaks in the progression of temperatures through time due to the threading approach used in this study.
Hurst re-scaling calculations of the summer and winter PDO time series indicate major regime shifts in the 1940s and again in the 1970s (Fig. 4) , known periods of change between the warm and cold phases of the PDO (e.g. Rodionov 2004; Goodrich 2004) . The ENSO rescaled curve is also shown on Fig. 4 , and major peaks are in phase with the PDO; in other words, PDO and ENSO underwent regime shifts in the winter time series which were well detected by the Hurst rescaled series and match the known physical changes of the teleconnection regime shifts. Table 7 summarizes the relevant parameters of the Hurst calculations for all time series. Notable for the PDO are the much larger SD, Q max , Q min , and r n values in winter compared to summer. This is reflected in the correspondence between both stations' rescaled frost day time series and the PDO/ENSO winter regime shifts, as shown by their respective rescaled curves. It may also explain the higher correlations with the frost day time series, compared to the misery day time series, for both Phoenix and Gila Bend (Fig. 4) exceed 0.5, indicating regime shifts in the time series (Outcalt et al. 1997; Runnalls & Oke 2006 ). For summer, as mentioned above, lower correlations were found between the misery day series and PDO/ENSO data. In the rescaled time series, a key difference is in the response noted between Gila Bend (a rural site) versus Phoenix (an urban location).
For the Phoenix record, a major regime shift is indicated by a change around 1970 for both frost days and misery days. The H values far exceed 0.5. For Gila Bend, on the other hand, there is a different and less distinct trend pattern for the misery day re scaled time series, and the H value is below 0.5. The misery day Hurst re scaled curves for Gila Bend and Phoenix resemble the patterns determined by Runnalls & Oke (2006) for a rural and urbanizing site, respectively. Therefore, it is possible that while the Phoenix rescaled frost and misery day series follows the PDO rescaled series, it is further amplified by a post-1970 period of landscape change (i.e. urbanization) influence on the misery days, much like the effect detected for the Edmonton and Regina regions in Alberta and Saskatchewan by Runnalls & Oke (2006) . The oscillating pattern of Gila Bend's re scaled misery day series does not show a mono tonic progression typical of an urbanizing region, nor does it match a PDO/ENSO trend in the rescaled series. The Gila Bend pattern may follow other summer time monsoon-related characteristics, which are beyond the scope of this study. This would suggest that the Phoenix misery day pattern is driven more by landscape change at the weather station. Previous ana lyses of changes in the hourly misery temperature conditions at Phoenix tend to support the idea of significant changes in high temperature extremes experienced in the Phoenix area (Baker et al. 2002 ; and shown for Phoenix in Karl et al. 2009 ).
DISCUSSION
Historical threshold temperature trends
Temperature thresholds for frost days, misery days, and heat waves were examined from the Phoenix and Gila Bend regional weather stations from 1900−2007. Results show pronounced warming trends at Phoenix and modest warming at Gila Bend. The findings on frost and misery day are consistent with work by Booth et al. (2011) that examined changes in climate over western North America from 1950−2005. The study area was divided into 6 subregions and 4 temperature-based indicators were examined. Results show downward trends in frost days with increased 'warm days' (defined as daily Tmax > 90th percentile) throughout southwest region (Arizona, Colorado, New Mexico and Utah). Booth et al. (2011) report a slope of 0.048167 in the linear regression of warm days, versus year. Regression analyses of misery days versus year at the 2 stations in the present study showed a slope of 0.22 for Phoenix and a slope of -0.07 for Gila Bend. Relative to results reported by the Booth et al. (2011) study, Phoenix represents a statistically significant positive anomaly while the nearby Gila Bend station is a negative anomaly. Given this perspective, it is very likely urbanization is serving to intensify misery days at the Phoenix weather station.
Analyses of ENSO and PDO provide insight into historical trends of frost and misery days. Correlations of temporal changes of ENSO values with frost and misery days show significant relationships: high (low) precipitation winters are negatively (positively) associated with frost days and positively (negatively) correlated with misery days. The analysis of PDO values with frost and misery days also showed statistically significant relationships. In general, the warm phase is negatively associated with frost days and positively related with misery days. Temperature trends were then compared between the urban environment of Phoenix and the natural land use of Gila Bend for 3 time steps. Analyses indicated a much stronger influence of PDO on regional temperatures compared to ENSO, and significant changes from the pre-urban to post-urban time steps. For instance, PDO was his torically a significant indicator of misery days at the Phoenix weather station; however, this relationship disappeared in 1970−2007. It is likely that large-scale urbanization is altering the influence of PDO on local temperatures.
Teleconnection indices were then investigated to better understand the influence of ENSO/PDO modulations on the occurrence of temperature thresholds and to identify regime shifts and/or inflection points in the time series. Results show that warm PDO was associated with increased misery days, regardless of ENSO phase and that the cool PDO phase showed a modest positive correlation with frost days. The influence of ENSO phase shifts was, overall, variable on frost/misery days. The paired sample t-test and Hurst re-scaling analysis identified regime shifts in the ENSO/PDO and/or frost/misery day time series, but inconsistencies were found between the Phoenix and Gila Bend weather stations. Gila Bend showed nonstationary shifts (i.e. random patterns) reflective of teleconnection variability, while results from Phoenix were more pronounced and suggestive of changes in land cover and effects of other anthropogenic drivers. This finding is consistent with recent studies by Georgescu et al. (2009) and Grossman-Clarke et al. (2010) that observed trends in surface heating precipitated by large-scale urban growth and land-use change since 1970.
Potential impacts on social and ecological processes
Understanding changes in temperature thresholds is critically important due to the connections climate systems have with various environmental, economic, social, and water/energy systems. Among environmental systems, frost days help maintain balance within ecosystems by providing a natural source of pest control. Implications of reduced frost days are (1) longer breeding periods for insects and arthropods throughout the year; (2) increased insect and arthropod populations (as a result of the expanded thermal window); (3) extended need for pesticide use by farmers and homeowners; and (4) increased vulnerability through pest damage to crops and/or forest stands (Baker et al. 2002 .
Threshold temperatures are also intimately related to economic systems. Cotton, one of the major cash crops in Phoenix, has witnessed decreases in the quality and yield of annual harvests, which was directly attributed to increased heat stress (Baker et al. 2002) . Dairy production has also declined as a function of heat stress. To combat this trend, Phoenix area dairy farmers have turned to evaporative coolers to help maintain productivity during the summer months (Baker et al. 2002) . A third example relating the stress warming temperatures pose on local economic systems relates to the tourism industry. A fundamental goal of the City of Phoenix's development plan is to mitigate the UHI effect to help market Phoenix as a year round destination (Gober et al. 2009 ).
Human health and well-being are also highly sensitive to perturbations in the climate system. Whereas fewer frost days may translate to more temperate and pleasant outdoor conditions in the winter, increased misery days pose significant risks to human health and quality of life. The Centers for Disease Control and Prevention (CDC 2005) recently reported that Arizona led the nation in heat-related deaths from 1993−2002. It is likely that heat-related illnesses and deaths will continue to rise as the number of misery days increases. Analyses of threshold temperature of heat waves show that T1, T2, and the intensity of heat waves have all increased in a linear fashion from 1900−2008, however, the duration and frequency of heat waves reflect oscillating trends. The prospect of increases of T1 and T2 coupled with a rise in heat wave frequency is likely to produce conditions of extended exposure to increasingly extreme heat, and these physical changes may have dire effects on human health and well-being. Moreover, studies by Harlan et al. (2006) and Ruddell et al. (2010) show that minority populations and low-income residents are most at risk and possess the fewest resources to cope during episodes of extreme heat.
A warming climate in Phoenix also means increased demands on local water and energy systems. Local water demand, for example, peaks in the summer season when residents use valuable water supply to fill pools and support outdoor vegetation for shade, both of which provide relief from the intense summer temperatures (Guhathakurta & Gober 2007 , Wentz & Gober 2007 . A second demand on the water system relates to energy production and consumption. In Arizona, energy plants require significant amounts of water to generate electricity, although specific gallons per kilowatt hour requirements vary by fuel type (Cooley et al. 2011) . One of the most energy intensive appliances is the air conditioner, which residents are using for longer periods of time and at higher settings to provide relief from intense daytime and nighttime temperatures. The implications of intensified air conditioning use are threefold:
(1) increased demands on local and regional energy systems; (2) more anthropogenic heat released into the urban environment; and (3) increased air and noise pollution. In short, a warming metropolitan Phoenix has wide-reaching implications on various physical and social processes.
CONCLUSION
Historical trends in threshold temperatures from Phoenix and Gila Bend regional weather stations and teleconnections were examined to better understand the effects of urbanization and its potential effects on human and ecological systems. Re sults show accelerated warming resulting in fewer frost days, and more misery days and heat waves in Phoenix, with modest changes to stable conditions at Gila Bend. Analyses indicate that ENSO and PDO are significant predictors of historical temperature thresholds, although PDO is more strongly correlated with frost days and misery days compared to ENSO. Results suggest that human activity and urban development have disrupted the historical relationship between ENSO/ PDO and temperature thresholds, which is particularly evident over the last 40 yr. The natural variation in frost days and misery days is clearly visible from 1900−1969 for both weather stations; however, beginning in 1970, Phoenix shows a departure from historical variability to a pattern of increased warming; this trend corresponds to the large-scale urban growth which has occurred through out metropolitan Phoenix since this date. In contrast, temperature trends at the non-urban site (Gila Bend) show no disruption to natural variability during the same period of time.
Additional investigations are required to better understand climate variability and associated connections between social and ecological systems. Three particular lines of research are (1) to apply the current methodology to an expanded study area with a greater number of weather stations; (2) to examine additional teleconnection indices and teleconnection modulations on local/regional temperatures; and (3) to investigate potential mitigation and/or adaptation strategies to reduce the impacts of urbanization on the climate system. 
