INTRODUCTION
Extended Markovian Process Algebra (EMPA for short) [5] is a process algebra whose actions are durational. The durations are expressed by means of exponentially distributed random variables, as proposed in other stochastic process algebras like MTIPP [12] , PEPA [14] , and MPA [6] . Also immediate actions are used in EMPA, thus yielding further expressive power.
Each EMPA term E is equipped with three semantics: the labelled transition system I[ [E] ], which is the interleaving model of E, the Markov chain M[ [E] ], which is the stochastic model of E, and the stochastic Petri net LocON [[E] ], which is the distributed model of E. These three semantics are at the base of the integrated approach for modelling and analysing concurrent systems described in [3] .
The net semantics LocON [[E] ] has been defined by resorting to a suitable extension of the structured operational semantics approach for nets [9, 19] , which consists of associating with each term E a place/transition net such that: places correspond to the sequential subterms of E and its derivatives, transitions are defined by induction on the syntactical structure of the sets of sequential subterms, and markings correspond roughly to E and its derivatives. Since EMPA is a stochastic process algebra, its terms have been translated into stochastic Petri nets [1] . In [4] we proved that this is a good net semantics because it satisfies both the functional and performance retrievability principles and the concurrency principle: the first and second principles guarantee, for each term, the consistency of its net semantics with respect to its interleaving semantics both from a functional point of view and from a performance evaluation point of view, and the third one assures that for each term all the intended concurrency is captured by its net semantics.
The main drawback of such a net semantics is that it usually associates huge nets with EMPA terms. This is a drawback shared by all the net semantics exploiting the syntactical structure of the terms (notably, the parallel composition operator) to define the set of places [9] . These are sometimes called location-oriented net semantics. However, there is another approach, called label-oriented, which partly ignores the syntactical structure of terms and is based mainly on information about transition labels [10, 11] . While the former approach has the merit of having been successfully applied to several process algebras, the latter has the merit of producing smaller net representations.
The purpose of this paper is to define a new net semantics for EMPA in the label-oriented approach. Following the proposal of [7, 8] , we can define a labeloriented net semantics by exploiting inhibitor arcs as follows:
• For each action type there is a place in the net which, when containing at least one token, inhibits the transitions labelled with that action type.
• Each term of the form E 1 + E 2 is interpreted as the parallel composition of kE 1 andkE 2 , where each place representing a subterm of E 1 (E 2 ) is decorated with a conflict name k (k). The net will contain a place for any conflict name which, when holding at least one token, inhibits all the transitions starting from places decorated with the complementary conflict name.
In order to model the functional abstraction operator and the functional relabelling operator of EMPA, we need also contextual arcs, helpful in correctly implementing the action type binding and the related mechanism for generating fresh action types. Thus, the semantic model we use is the stochastic version of the class of contextual nets [18] . Finally, we show that most inhibitor arcs (all, if we restrict to guarded sum) and all the contextual arcs can be safely removed, obtaining an optimised, compact net semantics. The advantages of this new net semantics with respect to the location-oriented one are:
• Nets are no more 1-safe, as places can hold many tokens.
• The alternative composition has a linear representation: if we need p 1 places for representing E 1 and p 2 places for E 2 , then we need O(p 1 +p 2 ) places for E 1 +E 2 . In the location-oriented approach, it would be O(p 1 · p 2 ). This paper is organised as follows. In Section 2 some notions concerning EMPA are recalled. In Section 3 the class of stochastic contextual nets is introduced. In Section 4 we define an operational label-oriented net semantics for EMPA. The adequacy of this semantics is assessed in Section 5 by verifying that it satisfies the functional and the performance retrievability principles. In Section 6 we present the optimised version of the net semantics, which is compared in Section 7 with the location-oriented one. Finally, some concluding remarks are reported in Section 8.
EMPA: A BRIEF OVERVIEW
In this section we introduce the syntax and the semantics for EMPA. The reader is invited to consult [5] 1 for more details.
Syntax
Let Act = AT ype × ARate be a set of actions, where AT ype is a set of action types and ARate = {0} ∪ R I + ∪ Inf is a set of action rates, where Inf = {∞ l,w | l ∈ N I + ∧ w ∈ R I + }. Depending on the type, actions are divided into: external or observable actions and one internal action τ , which is invisible to an external observer. Depending on the rate, actions are divided into:
• Passive actions, i.e.
actions with undefined duration, expressed by the execution rate zero. The duration is fixed only upon a synchronisation with an active action of the same type.
• Active actions, whose execution rate is nonzero, in turn divided into:
• Timed actions, whose execution rate is finite. The duration is given by an exponentially distributed random variable with action rate as parameter.
• Immediate actions, whose execution rate is infinite (hence with zero duration). They are given a priority level l and a weight w. Let Con be a set of constants, and let Φ = {ϕ :
AT ype − {τ }} be a set of relabelling functions.
Definition 2.1. The set L of EMPA processes is defined as the set of terms generated by the following syntax:
The null term "0" is a nullary operator representing a term which can execute no action. The prefix operator "<a,λ>. " represents the sequential composition of an action and a term. The functional abstraction operator " /L" expresses the abstraction from the type of actions whenever it is in L, i.e. the action type is turned to τ (see the hiding operator of TCSP [15] ). The temporal restriction operator " \H" prevents the execution of passive actions whose type is in H. The functional relabelling operator " [ϕ]" changes the type of the actions according to ϕ. The alternative composition operator " + " expresses a choice between two terms. Unlike classical process algebras, such a choice is not nondeterministic but probabilistic, as we shall see in Section 2.2 The parallel composition operator " S " expresses the parallel execution of two terms according to the TCSP [15] synchronisation discipline on action types. Hence, term E 1 S E 2 , where S is called the synchronisation set, can execute asynchronously actions whose type does not appear in S from E 1 or E 2 , and synchronously actions whose type appears in S from E 1 and E 2 . The actual executability of synchronisations may depend on the rate of the involved actions: action < a,λ > can be synchronised with action < a,μ > if and only if min(λ,μ) = 0. Since we require that in a synchronisation at most one active action is involved, the synchronisation discipline turns out to be based on the client-server paradigm. Finally, each constant A is used as a shorthand for a term E through its defining equation A ∆ = E. Constants are used for recursive definitions, which are well-defined for guardedly closed terms. In the following we consider only the set G of guardedly closed terms in L.
Race policy
Since several active actions may be simultaneously executable, and since in an interleaving model only one action at a time can be done, it is necessary to choose a policy determining which of them is to be
The Computer Journal Vol. 00 No. 0, 0000 A Distributed Semantics for EMPA Based on Stochastic Contextual Nets 3 executed first. In this framework we adopt the race policy, which chooses the active action having the least duration. As a consequence, immediate actions take precedence over timed actions. Furthermore, since each immediate action is equipped with a priority level and a weight, when several immediate actions are simultaneously executable only those having the highest priority level are actually executable: the choice among them is probabilistically made by giving each of them an execution probability proportional to its weight. Passive actions are not affected by the race policy.
Before continuing, we recall the following property of the exponentially distributed random variables. 
As a consequence of the previous remarks and the proposition above, we can assess the execution probability of each active action in a given term:
• If n timed actions of the form
. . , <a n , λ n > are executable and no immediate actions are executable, then the execution probability of <a k , λ k > is given by
. . , <a n , ∞ l,w n > are executable and no immediate actions with higher priority are executable, then the execution probability of <a k , ∞ l,w k > is given by
Furthermore, the execution probability of a passive action is fixed only upon its synchronisation with an active action of the same type. Whenever n passive actions can be separately synchronised with the same active action, we assume that each of the synchronisations is given the same execution probability: such a probability is equal to the execution probability of the active action divided by n.
We conclude this brief presentation about the race policy by introducing a problem common to all the stochastic process algebras. In the case of a classical process algebra, a.E + a.E can only perform a thus becoming E, so it is equivalent to a.E. In the case of a stochastic process algebra such as EMPA, given < a, λ > .E+< a, λ > .E we must remember that there are two executable actions because the race policy has been adopted and therefore the exit rate from this term is not λ but 2λ (by virtue of Proposition 1). Since in EMPA this is achieved by resorting to the formalism of multisets, we recall below some relevant definitions about them. (S) the set of all the finite multisets over S, and with P f in (S) the set of all the finite sets over S.
We use "{|" and "|}" as brackets for multisets, and "∅" to denote the empty multiset. When describing multisets by means of brackets, we adopt the following two conventions about the multiplicity of their elements. Let S 1 , . . . , S n be n ≥ 1 sets, let M 1 , . . . , M n be n multisets over S 1 , . . . , S n , respectively, let M be a multiset over S 1 ×. . .×S n , and let P be a predicate over
. . , S n be n ≥ 1 sets, let M be a multiset over S 1 × . . . × S n , let M be a multiset over S i where 1 ≤ i ≤ n, and let P be a predicate over
Operational interleaving semantics
The operational interleaving semantics for EMPA is defined by means of a slight modification of the SOS approach, in which two distinct relations are introduced. This is due to the fact that the actions executable by a given term may have different priority levels: as we already know, by virtue of the race policy, only those having the highest priority are actually executable. If we call (potential) move of a given term a pair composed of an action executable by the term and another term obtained by performing the action, the idea is that of inductively computing all the moves of a given term regardless of priorities, and then imposing the race policy by discarding those moves having a lower priority. Computing inductively all the moves of a given term instead of a single move is motivated, in a stochastic framework, by the fact that the actual executability as well as the execution probability of an action depends upon all the actions which are executable at the same time when it is executable. As a consequence, only if we know all the moves of the subterms of a given term, can we correctly determine its transitions and their rates.
The first relation, denoted by "− − −→", is the least subset of G × Act × G satisfying the inference rule reported in the upper part of Table 1 . The side condition associated with the inference rule enforces the race policy by selecting among the moves of a term those having the highest priority level, and then merges together all the moves in which the same action type as well as the same term occur. The first operation is carried out through function
, and, with abuse of notation, it is extended to multisets of action rates having the same priority by assuming both it acts as the identity function when applied to singletons, and it is commutative and associative when applied to multisets with more than one element. Observe that function Race never rules out passive moves, and that it cannot be applied while inductively computing moves in order for some admissible transitions not to be eliminated. Furthermore, note that operation M in is a restriction (to the exponential case) of the operation computing the minimum of a set of random variables.
.0 This term has only one transition labelled with a, λ. It would be ruled out if Race were inductively applied since P L(<b,
Example 2. Consider term E ≡ <a, λ>.0+<a, λ>.0 It has only one transition labelled with a, 2λ.
The second relation, denoted by " ", is defined by structural induction as the least subset of G × Mu f in (Act × G) satisfying the axiom and the inference rules reported in the lower part of Table 1 . This relation computes the multiset of all the moves of each term, regardless of action priorities. The way in which such a multiset is worked out should result clear from the informal explanation of the semantics of operators given in Section 2.1 The only caution concerns the need to normalise the rates of moves resulting from the synchronisation of the same active action with several passive actions which are either independent of each other (i.e. composed in parallel with a synchronisation set not containing the action type at hand), or mutually exclusive (i.e. composed in alternative). In order to clarify the problem, consider the following example.
Example 3. Let us focus our attention on term E ≡ <a, λ>.0 {a} (<a, 0>.0 ∅ <a, 0>.0) which is constructed from the parallel composition of a term that can execute a timed action of type a with a term deriving from the parallel composition of 2 independent terms each of which can execute a passive action of type a. If we compute the rate of a transition resulting from a synchronisation simply as the maximum of the rates of the two interacting actions, for E we get the transitions
The problem is that the rate computed for each of these transitions is λ, whereas their correct rate is λ/2 because in E there exists only one active action whose rate is λ (hence the exit rate from E is λ), and 2 passive actions giving rise to 2 different synchronisations having the same execution probability (due to the assumption made in Section 2.2 about passive actions). If each transition had λ as rate (and this is what happens above), then the exit rate from E would be 2·λ (by virtue of Proposition 1). The same phenomenon happens if in E the occurrence of " ∅ " is replaced by an occurrence of "+". Moreover, the same argument is valid if we have ∞ l,w instead of λ; in this case, the weight w must be normalised.
The operation above is carried out through function
It is worth noting that N orm(a,λ,μ, M 1 , M 2 ) is defined if and only if min(λ,μ) = 0, which is the condition we have required in Section 2.1 in order for a synchronisation to be permitted.
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0 Then E 1 has one move (< a, λ >, 0), E 2 has one move (< a, 0 >, 0) with multiplicity 2, and E 3 has one move (<a, 0>, 0). As a consequence, E 2 ∅ E 3 has both move (<a, 0>, 0 ∅ E 3 ) with multiplicity 2 and move (<a, 0>, E 2 ∅ 0). Therefore, when computing the moves for E, function N orm produces both (<a, λ/3>, 0 {a} (0 ∅ E 3 )) with multiplicity 2 and (<a, λ/3>, 0 {a} (E 2 ∅ 0)), and subsequently function M elt produces both (<a, 2λ/3>, 0 {a} (0 ∅ E 3 )) and (<a, λ/3>, 0 {a} (E 2 ∅ 0)).
We are now in a position of introducing the labelled transition system (LTS) representing the semantics of a given term.
Definition 2.5. The operational interleaving semantics of a term E ∈ G is the LTS I[[E]] = (↑E, Act, − − −→ E , E) where:
• ↑E is the least subset of G such that:
• E ∈↑E;
Moreover, given a term E ∈ G, we denote by F[[E]] its functional semantics, i.e. the LTS obtained from I[[E]]
by dropping action rates.
Based on the operational interleaving semantics, we can formalise the property of temporal closure.
Definition 2.6. A term E ∈ G is said to be temporally closed if and only if I[[E]] is isomorphic to I[[E\AT ype]].
The Computer Journal Vol. 00 No. 0, 0000 A temporally closed term cannot execute passive actions, so it models a system whose behaviour is completely specified from the temporal viewpoint. We denote by T the set of terms in L that are temporally closed. We also denote by E the set of terms in L that are guardedly and temporally closed, i.e. E = G ∩ T .
Markovian semantics
The Markovian semantics of a term E ∈ E is the homogeneous continuous time Markov chain (HCTMC) [16] 
denoted by M[[E]], obtained by applying to I[[E]]
an algorithm organised in two phases.
The first phase eliminates all the immediate transitions occurring in I[ [E] ], thus producing a HCTMC. The second one detects and merges states which are equivalent according to the notion of lumping.
STOCHASTIC CONTEXTUAL NETS
In this paper we shall be concerned with the class of the generalized stochastic Petri nets (GSPNs) [1] , which are essentially place/transition nets [21] equipped with inhibitor arcs whose transitions are either timed (i.e. their durations are expressed by means of exponentially distributed random variables) or immediate (i.e. their durations are zero, so they take precedence over timed ones).
Furthermore, GSPN transitions are divided into priority levels and have weights which can depend on the current marking M curr . The race policy is adopted whenever several transitions are simultaneously executable.
Since GSPNs do not admit passive transitions (not involved in the priority mechanism) as well as contextual arcs [18] , we propose a new class of nets by introducing the required two extensions.
• P is a set whose elements are called places;
• U is a set whose elements are called labels; 
• t is the preset of t (tokens to be consumed),
• t is the inhibitor set of t (tokens to be tested for absence), t is the contextual set of t (tokens to be tested for presence), u t is the label of t, and t
• is the postset of t (tokens to be produced). Places and transitions are linked as follows: given a transition t, there is an arrowheaded arc from each place in
• t to t, a circle-headed arc from each place in
• t to t, an arc from each place in t to t, and an arrow-headed arc from t to each place in
• A marking of N is an element of Mu f in (P ).
• A transition t is enabled at marking M if
is the set of transitions enabled at marking M .
• Transition t enabled at M can fire whenever either L(t) = −1 or L(t) is the highest priority level among the transitions in E(M ); the firing of t produces marking
• The reachability set R(M ) of a marking M is the least subset of Mu f in (P ) such that: 
LABEL-ORIENTED NET SEMANTICS
The label-oriented net semantics for EMPA translates its guardedly closed terms into CGSPNs. In this section we start with the definition of places and the function which maps terms onto places, then we proceed with the axiom schema generating the transitions. Finally, we define the net associated with each term.
Places
The first step consists of introducing a set of places onto which terms will be mapped. Such a set P EM P A = CSeq ∪ (Conf ∪ I AT ype ) ∪ Ren is composed of three classes of places:
The The first class of places
is made out of sequential terms E, each juxtaposed to a conflict set K. When used in the syntax of places, we assume that the sum is associative and commutative, whence derives the summation notation, and it admits 0 as neutral element (the sum over an empty set of sequential terms is taken to be 0). Places in CSeq will have neither inhibitor arcs nor contextual arcs exiting from them. The second class of places is composed of conflicts and action inhibitors. Given a set of symbols χ, we define the set of conflicts Conf = χ ∪χ where ∀k ∈ χ.k = k, and we call conflict set any subset K of Conf ; if K is a conflict set, then the complement of K isK = {k | k ∈ K}. We introduce a place for each conflict. Place k will be used to prevent the execution of any transition from any place KE ∈ CSeq such thatk ∈ K. This allows us to model terms such as E 1 +E 2 , which is interpreted as the parallel composition of {k}E 1 and {k}E 2 ; the associated net is of the following form:
where the transition which fires first prevents the other from occurring. Thus, we are able to give a fully distributed account of the alternative composition operator. After defining the set of action inhibitors I AT ype = {I a | a ∈ AT ype} we introduce a place for every action inhibitor. Place I a will be used to prevent the execution of any transition labelled with a which is forbidden due to a functional abstraction, a temporal restriction, a functional relabelling or a synchronisation on a. For example, the net we wish to associate with (< a, 0 > .0)\{a} has the following form:
Places in Conf ∪ I AT ype will have only inhibitor arcs exiting from them. The third class of places 2 , a ∈ AT ype distinct} is made out of renaming functions from Act to Act of the following three types: 
Moreover, since information about occurrences of functional abstraction, temporal restriction, functional relabelling, and parallel composition operators is not retained when associating places in CSeq with terms (as we shall see after introducing the decomposition function), we always need fresh action types in order to rename binders composed of the occurrences of these operators. The correct link between binders and the related places in CSeq is established by means of places in Ren, which are of the first type in the case of functional abstraction or functional relabelling operators, of the second type in the case of temporal restriction operators, and of the third type in the case of parallel composition operators. To achieve this, we must avoid action type clashes, so we assume there is a mechanism for generating new action types whenever necessary. The example below illustrates the problem. Places in Ren will have only contextual arcs exiting from them.
After defining the set of places, we map terms onto them through the decomposition function dec : G −→ Mu f in (P EM P A ) which is defined by induction on the syntactical structure of terms as follows:
To help the reader in understanding the decomposition function, for each clause we have written sets of places of different classes on different lines. It is worth noting that there are two clauses for the alternative composition operator: the first one implements the scheme shown when discussing places in Conf , the second one is an optimisation of the previous one 2 Given D ⊆ AT ype, with E D := Dy we denote the term obtained from E by replacing occurrences of elements in D with occurrences of corresponding elements in D y = {a y | a ∈ D}. We also denote by ch(ϕ) the set {a ∈ AT ype | ϕ(a) = a}. Finally, if K ⊆ Conf and P ∈ Mu f in (P EM P A ), then
exploiting the sequentiality of terms in order to reduce the size of nets. Finally, observe that dec is not injective. Additionally, note that term <a,λ>.0 ∅ <a,λ>.0 is mapped to only one place given by ∅<a,λ>.0 with multiplicity 2. This is typical of the label-oriented approach, whereas in the location-oriented one the same term would be mapped to two distinct places as the information about the presence of the parallel composition operator would be encoded inside the two places themselves.
Transitions
The second step in the definition of the net semantics consists of connecting places by means of transitions. The set of transitions T EM P A is defined as the least subset of Mu f in ( 
Mu f in (P EM P A ) ) × Mu f in (P EM P A ) generated by the axiom schema reported in Table 2 , which is subject to the following side conditions: 3 (i) n, n i ∈ N I + and m ∈ N I ; (ii) each place in the preset has multiplicity 1, and a i = a i as well as
is the m-ary composition of functions; norm(<a,λ>,f1,f2,f3,E) 
− − − − − − − − − − − − − − − − − − − − −→
Mu f in (P EM P A ) such that:
Let us explain the axiom schema. The preset of the transition is a finite nonempty set of places in CSeq, which contains more than one place if and only if the transition is due to a synchronisation. The inhibitor set of the transition is a finite nonempty set of places in Conf ∪I AT ype . There is a place for every conflict name which is complementary to a conflict name appearing in the conflict set of some place in the preset. There is also a place for the action type labelling the transition. These places prevent the transition from firing (i.e. they contain tokens) if either a transition with a place in its preset having a complementary conflict name has been previously fired, or the action type labelling the transition is subject to functional abstraction, temporal restriction, functional relabelling or synchronisation. The contextual set of the transition is a finite (possibly empty) set of places in Ren. These places allow the transition to be fired (i.e. they contain tokens) if there is a composition of renamings that, when applied to the set of actions appearing in the preset, produces the action labelling the transition. The postset of the transition is the multiset composed of both the places representing the decomposition of terms appearing in the preset, and the places associated with the conflict names appearing in the preset. As a consequence, if the transition fires then all the transitions with a place in their preset having a complementary conflict name are inhibited. The axiom can be applied if the side conditions listed above are met. Condition 2 states that all the places in the preset are distinct and have different action types as well as disjoint conflict sets. This avoids the generation of synchronisation transitions whose presets contain places associated with terms which cannot be synchronised. Condition 3 states that the summands highlighted for each place in the preset of the transition are all and only those involving the same action type a i , actions < a i ,λ i,h > having the same priority, and terms E i,h having the same decomposition. By proceeding in this way, we reduce the number of transitions (as it will result clear after explaining the fourth condition). We require terms to have the same decomposition instead of being syntactically identical because function dec is not injective. Condition 4 states that the action type and the rate (hereafter called the basic rate) labelling the transition are the result of the application of the composition of the renaming functions appearing in the contextual set to the set of actions highlighted for each place in the preset (if the contextual set is empty, then the composition is taken to be the identity function over Act). For each place in the preset, the set of actions is collapsed into a single action with the same type whose rate is computed according to operation M in.
Example 9. If we consider term <a, λ>.E {a} (<a, 0>.F {a} <a, 0>.G) then its decomposition comprises places ∅<a new,l , λ>.E, ∅ < a new,l , 0 > .F , and ∅ < a new,r , 0 > .G in the case  F ≡ G, as well as renamings [a new,l , a new,r → a]  and [a new,l , a new,r → a new,r ] . Applying the second renaming to {< a new,l , λ >,< a new,l , 0 >,< a new,r , 0 >} results in {<a new,l , λ>,<a new,r , 0>}, and then we obtain {<a, λ>} through the first renaming.
Example 10. If we consider term <a, λ>.E+<a, µ>.F then its decomposition is place ∅ < a, λ > .E+ < a, µ > .F and we generate only one transition labelled with a, λ + µ instead of two transitions labelled with a, λ and a, µ, respectively, whenever dec(E) = dec(F ).
Condition 5 defines factor f 1 as the number of tokens in the place (if any) of the preset which contributes to the transition with an active action. We must take into account this factor because the rate of the transition is proportional to it.
Example 11. If we consider term <a, λ>.E ∅ <a, λ>.E then its decomposition gives rise to place ∅<a, λ>.E with multiplicity 2, i.e. marked with two tokens. This place has one outgoing transition whose rate must be 2λ at the first firing and λ at the second firing, in order for the reachability graph of the net semantics of the term at hand to be consistent with its interleaving semantics. The needed piece of information is recorded in factor f 1 .
Condition 6 defines factor f 2 as the product, over the set of places (if any) of the preset which contribute to the transition with a passive action, of the number of highlighted summands times the number of tokens. We must take into account this factor because the rate of the transition is proportional to it. 
Transition t 1,3 has basic rate λ, factor f 1 = M curr (p 1 ), and factor f 2 = 2 · M curr (p 3 ); when fired, its rate is λ · 1 · (2 · 1) = 2 · λ. However, to be consistent with the interleaving semantics of the term at hand, the right rate for the firing of t 1,2 is 3λ/5 and right rate for the firing of t 1,3 is 2λ/5. The normalizing factor 5 = 3 + 2 will be computed by norm.
Condition 7 defines factor f 3 to be 1 if all the places in the contextual set are marked, 0 otherwise. We need this factor to correctly carry out the normalisation. 1, 3 , respectively, by applying these two renamings as well. As a consequence, the normalizing factor for the four transitions becomes 3 + 2 + 3 + 2 = 10. To obtain again the right normalizing factor, we multiply each of its summands by the related factor f 3 . In the case studied, we have 3 · 1 + 2 · 1 + 3 · 0 + 2 · 0 = 5.
Condition 8 defines E to be the term appearing in the place (if any) of the preset which contributes to the transition with an active action. We need this term in order to correctly carry out the normalisation. The rates of these transitions must be separately normalised since they result from the participation of two different active actions. This is achieved by labelling the first transition with F and the second transition with G.
Condition 9 defines the normalising function.
It computes the rate of each active transition t by dividing the product of the related basic rate and factors f 1 and f 2 by the normalising factor s. To determine s, all the transitions labelled as t (up to the second and the third factors) are to be singled out, because these transitions are all and only those having in their presets the same place contributing with the same active action. The normalising factor, given by the sum of the products of the second and the third factors of the transitions above, comprises infinitely many marking-dependent summands: when a marking is fixed, only finitely many summands will be nonzero since the domain of a marking is finite.
Nets associated with EMPA terms
We are now able to define the label-oriented net semantics for EMPA.
There are three mutually exclusive enabled transitions: each of them can fire only once with rate λ/3.
RETRIEVABILITY PRINCIPLES
In this section we want to prove that the label-oriented net semantics satisfies the two following consistency principles:
• [5] , which is a generalisation of an idea in [14, 13] to our setting with immediate actions. 
Proof. Assume that the race policy is adopted neither in EMPA nor in CGSPNs (note that if two states are strongly EMB, they remain so after applying the race policy). Since function M elt is irrelevant from the point of view of the strong EMB, we do not consider it. We demonstrate the result by induction on the proof of
• If the rule applied to obtain the transition is that for the prefix operator, then E ≡ <a,λ>.E and
dec(E) = {| ∅E |}. Therefore dec(E)
a,λ − − −→ dec(E ) and the result follows. Note that, for the net transition,
• If the last rule applied to obtain the transition is that for the functional abstraction operator, then
We consider only the case b ∈ L and a = τ . By the induction hypothesis, we obtain that
|}, the result follows. Observe that we have applied the fact that, given markings M 1 and M 2 where action type c occurs in both of them while action type c new occurs in none of them, if
• The other unary operators can be treated similarly. 
• If the last rule applied to obtain the transition is that for the parallel composition operator,
We consider only the case of a synchronisation on a ∈ S, and we
By the induction hypothesis, we have that
Concerning rates, we have that, by definition of N orm,λ is given by λ divided by the number of passive moves of E 2 labelled with a. In turn, rate λ is the result of the division of a basic rate ξ (occurring in E 1 ) by the number of alternative passive moves with which the move labelled with a, ξ can be synchronised. If we apply operation M in to the rates labelling all the alternative transitions deriving from a synchronisation involving the move above, then N orm guarantees us that the result is ξ. From the point of view of the net, if we apply operation M in to the rates ξ · f 1 · f 2 · f 3 /s labelling all the firable alternative transitions deriving from a synchronisation involving the place in which ξ occurs, the result is exactly f 1 · ξ where f 1 is due to the unsafeness of the net. The following theorem is a straightforward consequence of the propositions above. 
NET OPTIMISATION
The purpose of this paper is to introduce a net semantics for EMPA which generates nets which are more compact than those obtained following the location-oriented approach. At first sight, this goal has not been achieved. In fact, so far, we have constructed nets with infinitely many places and infinitely many transitions.
To overcome this, we have firstly to consider only reachable places (as done implicitly in all the examples of Section 4); such a set can be inductively defined by starting with the set of places in the initial marking. Secondly, looking carefully at the label-oriented net semantics and in particular its decomposition function, we can realize that a lot of places, together with the related transitions, can be ruled out.
A first relevant instance is given by the inhibitor places associated with action inhibitors, which can all be removed. The reason is that, as soon as a token is deposited in an inhibitor place, all the transitions having this place in their inhibitor set cannot fire any more; in fact, tokens are never removed from inhibitor places. Likewise, all the contextual places associated with renaming functions can be ruled out as well. Here, the reason is that, as soon as a token is deposited in a contextual place, all the transitions having this place in their contextual set can always fire; again, tokens are never removed from contextual places.
The thoughts above lead us to the following definition, where the semantic model adopted is the class of passive generalized stochastic Petri nets (PGSPNs), which are GSPNs enriched with passive transitions not involved in the priority mechanism.
Definition 6.1. The optimised label-oriented net semantics of a term E ∈ G is the PGSPN never impose unnatural sequentialisations to actions which are intended to be concurrent in the EMPA specification. In [4] we proved that the locationoriented net semantics for EMPA satisfies this principle, by taking a standard (variation of a) denotational net semantics as a reference point and showing that corresponding nets obtained from the operational semantics and the denotational semantics have the same concurrent computations. We leave for future research investigating whether the label-oriented net semantics satisfies the concurrency principle, although we have a strong feeling that this is the case.
Finally, a few words on related works. Apart from the operational location-oriented net semantics for EMPA [2, 4] which has been already compared in great detail, we would like to mention the denotational net semantics for EMPA [2, 4] as well as the work by Ribaudo [22] . She gave denotational net semantics for several stochastic process algebras and, in the case of EMPA, developed a semantics which essentially coincides with our denotational one. Since these semantics produce safe nets, the label-oriented net semantics for EMPA allows us to obtain advantages which are similar to those gained with respect to the location-oriented net semantics for EMPA.
