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Multi-Parton Interactions (MPI) in pp collisions have attracted the attention of the heavy-ion
community since they can help to elucidate the origin of collective-like effects discovered in small
collision systems at the LHC. In this work, we report that in PYTHIA 8.244, the charged-particle
production in events with a large number of MPI (Nmpi) normalized to that obtained in minimum-
bias pp collisions shows interesting features. After the normalization to the corresponding 〈Nmpi〉,
the ratios as a function of pT exhibit a bump at pT ≈ 3 GeV/c; and for higher pT (> 8 GeV/c),
the ratios are independent of Nmpi. While the size of the bump increases with increasing Nmpi, the
behavior at high pT is expected from the “binary scaling” (parton-parton interactions), which holds
given the absence of any parton-energy loss mechanism in PYTHIA. The bump at intermediate pT
is reminiscent of the Cronin effect observed for the nuclear modification factor in p–Pb collisions. In
order to unveil these effects in data, we propose a strategy to construct an event classifier sensitive
to MPI using Machine Learning-based regression. The study is conducted using TMVA, and the
regression is performed with Boosted Decision Trees (BDT). Event properties like forward charged-
particle multiplicity, transverse spherocity and the average transverse momentum (〈pT〉) are used
for training. The kinematic cuts are defined in accordance with the ALICE detector capabilities.
For the validation of the method and to find possible model dependence, we also compare the results
from PYTHIA 8.244 with HERWIG 7.1. In addition, we also report that if we apply the trained
BDT on existing (INEL > 0) pp data, i.e. events with at least one primary charged-particle within
|η| < 1, the average number of MPI in pp collisions at √s = 5.02 and 13 TeV are 3.76±1.01 and
4.65±1.01, respectively.
I. INTRODUCTION
The goal of the heavy-ion program is to understand
the behavior of Quantum Chromo-Dynamics (QCD) at
high temperatures and densities. Results at the Large
Hadron Collider (LHC) confirmed the formation of a new
form of matter characterized by deconfinement, which is
compatible with the theoretically predicted Quark-Gluon
Plasma (QGP) [1]. The main conclusions arose from
comparisons of heavy-ion data with reference data, such
as minimum-bias pp and p–A collisions, where no sig-
natures of jet quenching were observed. Surprisingly,
the multiplicity-dependent analysis of the pp data at√
s = 7 TeV from the LHC, unveiled very similar az-
imuthal anisotropies as in heavy-ion collisions [2]. The
analysis was further extended to lower and higher ener-
gies [3], as well as for other systems such as p–Pb colli-
sions at
√
sNN = 5.02 TeV [4, 5]. Moreover, reports on
the enhancement of (multi-)strange hadrons in pp and
p–Pb collisions [6, 7], as well as the mass ordering in
the hadron pT spectra [8, 9] suggest that collective phe-
nomena are present at the LHC energies even in small
systems.
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Naturally, it is suggested that the new phenomena
could have the same origin as in heavy-ion collisions,
namely, the hydrodynamic response of the produced
medium to the initial shape of the interaction region in
the transverse plane [10]. However, the main concern re-
lies on the applicability of hydrodynamics to small non-
equilibrium systems. On the other hand, from the initial
state perspective the azimuthal anisotropy is due to the
presence of initial state correlations in the nuclear wave
functions of the incoming nuclei [11]. The main con-
cern is whether azimuthal anisotropies established dur-
ing the initial stages of the collision can survive subse-
quent final state interactions [12]. Another approach re-
lies on partonic and hadronic transport models, for ex-
ample AMPT [13]. This model qualitatively, and some-
times quantitatively, describes small system flow signals
for various collision systems and energies. The big issue
is that in contrast to fluid dynamic simulation, its appli-
cability relies on a sufficiently long mean free path, which
is hard to reconcile with the idea of the strongly coupled
hydrodynamic system.
Other alternative microscopic descriptions, for exam-
ple, models based on QCD theory of Multi-Parton In-
teractions (MPI) are proposed to explain collectivity
from interference effects in hadronic collisions with Nmpi
parton-parton scatterings (or “sources”) [14, 15]. An-
other example is PYTHIA [16], which uses the string
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2fragmentation including interactions between strings [17]
along with an initial state provided by a smooth distribu-
tion of MPI. In particular, particle production as a func-
tion of Nmpi unveils collective-like effects in PYTHIA 8
simulations with color reconnection (CR) [18]. Results
within the string percolation framework have also been
reported [19]. Moreover, HERWIG 7.1 [20], which re-
cently updated its CR model, has significantly improved
the description of hadron-to-pion ratios as a function of
charged-particle multiplicity [21]. From the above discus-
sion, it is clear that the unified description of the observed
phenomena across different collision systems is still an
open problem [22].
From the experimental side, one challenge for pp colli-
sions is the strong correlation between multiplicity (sen-
sitive to low-pT particles) and hard physics (high-pT par-
ticles) [23, 24]. It has been shown that the correlation is
reduced if the event multiplicity is determined in a pseu-
dorapidity region far from where the observable of inter-
est is measured. However, an additional treatment of the
unwanted particle correlations (originated e.g. from jets)
has to be implemented in data analysis. Having an event-
activity estimator with less selection bias could help to
improve the comparison of pp collisions with larger sys-
tems like those created in p–A and A–A collisions. This
motivates the introduction of different multiplicity esti-
mators, for instance, the relative transverse activity clas-
sifier which aims at studying the hadronization in events
with an extreme underlying event [25]. However, this
requires a cut on the transverse momentum of the lead-
ing particle, which biases the sample towards hard pro-
cesses in a nontrivial way [26–28]. In this paper, we pro-
pose the use of a Machine Learning-based regression to
build a more inclusive event classifier aimed at reducing
the selection biases and increasing its sensitivity to MPI.
This event classifier can help to test ideas like collectivity
from interference [14, 15] or CR [18]. Based on this ap-
proach, we also estimate 〈Nmpi〉 for the existing so-called
INEL > 0 ALICE data [23].
The paper is organised as follows: section 2 describes
the multivariate analysis, where the input variables and
the models used for the study are discussed. Results are
presented in section 3, and finally section 4 contains a
summary and outlook.
II. MULTIVARIATE MPI-ACTIVITY
ESTIMATION
Our approach relies on a multivariate regression tech-
nique based on Boosted Decision Trees (BDT) with gra-
dient boosting training [29]. This is done using the
Toolkit for Multivariate Analysis (TMVA) framework
which provides a ROOT-integrated machine learning en-
vironment for the processing and parallel evaluation of
multivariate classification and regression technique [30].
In particular, the construction of an event classifier sen-
sitive to the MPI activity (Nmpi) can be considered as a
regression problem where a given set of input variables
tries to minimize the loss function. Such a loss function
describes how the model is predictive with respect to the
training data. For the regression problem, TMVA imple-
ments the Huber loss function [31].
The training for the MPI-activity estimation is per-
formed on simulated samples of pp collisions at 13 TeV.
PYTHIA 8.244 [16] event generator (tune 4C [32]) is used
in our studies. Two samples are employed to check the
performance of the method for the estimation of the av-
erage Nmpi both in MB and high Nmpi events. The first
sample yields a flat Nmpi distribution and the second one
is that obtained from MB events. The goal of the analysis
is to build an event classifier sensitive to Nmpi, therefore
Nmpi is our target variable. The MVA uses several input
variables, which are chosen given their correlation with
Nmpi. Another important factor related to the choice of
the variables relies on how well PYTHIA 8.244 describes
such features of data. We choose PYTHIA 8.244 tune 4C
as it has been tuned to describe the early LHC data (pp
collisions at
√
s = 7 TeV). Given that the tune only con-
siders observables with unidentified primary-charged par-
ticles, only those particles are used in the present analysis
to train the BDT. These observables are listed below:
• Transverse spherocity: this quantity allows one
to know whether a dijet-like structure is present in
the event [33]. It is defined for a unit vector nˆs
which minimizes the ratio:
S0 ≡ pi
2
4
min
nˆs
(∑
i |~pT,i × nˆs|∑
i pT,i
)2
, (1)
where the sum runs over all primary charged par-
ticles with pT > 0.15 GeV/c and within |η| < 0.8.
In agreement with ALICE requirements [23], only
events with more than two particles are selected.
As outlined in Ref. [23], spherocity has some im-
portant features:
– The vector products are linear in particle mo-
menta, therefore spherocity is a collinear safe
quantity in pQCD.
– The lower limit of spherocity (S0 → 0) cor-
responds to event topologies where all trans-
verse momentum vectors are (anti)parallel or
the sum of the pT is dominated by a single
track.
– The upper limit of spherocity (S0 → 1)
corresponds to event topologies where trans-
verse momentum vectors are “isotropically”
distributed. S0 = 1 can only be reached in
the limit of an infinite amount of particles.
• Average transverse momentum: the first mo-
ment of the charged-particle transverse momentum
3spectrum and its correlation with the charged parti-
cle multiplicity, encodes information about the un-
derlying particle production mechanism. In par-
ticular, in PYTHIA the rise of the average pT
with the event multiplicity can only be explained
if collective-like effects are included in the simula-
tions (color reconnection). Therefore, this quantity
is sensitive to the hadronization mechanism. In this
analysis, the average pT is obtained event-by-event
considering charged particles with transverse mo-
mentum above 0.15 GeV/c and within |η| < 0.8.
• Forward multiplicity: it is determined within
the pseudorapidity regions 2.8 < η < 5.1 and
−3.7 < η < −1.7, which matches the intervals cov-
ered by the ALICE VZERO detector. This has
been used by the experiment in order to reduce
the autocorrelations, which may affect the spectral
shape of the transverse momentum distribution.
The method was trained using simulations (tune 4C)
at the highest center-of-mass energy achieved by the LHC
during run II (13 TeV). For training, different conditions
were varied to estimate a systematic uncertainty on the
target variable.
• For training, average pT and mid-pseudorapidity
multiplicity were used instead the set listed above.
• Extreme cases of Nmpi distributions were consid-
ered. We compared the results obtained using the
Nmpi distribution provided by the tune 4C with
those where a flat Nmpi distribution was assumed
in the simulations.
• To check the robustness of the trained BDT, the
model dependence was evaluated through a varia-
tion of the PYTHIA tune. The tunes 2C [32] and
Monash 2013 [34], which give the worst and best de-
scription of the LHC data, respectively, were used
for training instead tune 4C.
The trained method was further tested on pp collisions at
different center-of-mass energies simulated with the tune
4C. In addition, the target variable (Nreg.mpi) was verified to
satisfy the known behavior of Nmpi: it should be indepen-
dent of CR, and for simulations without MPI it should
be consistent to one. Therefore, the trained BDT were
also applied to simulations which do not incorporate ei-
ther MPI or CR. It is worth mentioning that simulations
without color reconnection also allow for the study of the
robustness of the trained BDT against collective-like ef-
fects [18]. The variations of the target value with respect
to the real number of MPI was assigned as systematic
uncertainty.
III. RESULTS
Given that no data on pT spectra as a function of sphe-
rocity are available [23], for minimum bias pp collisions,
the reference results are obtained considering only av-
erage pT and mid-pseudorapidity multiplicity as input
variables. This allows us to analyze the existing data
using the trained BDT. Figure 1 illustrates the perfor-
mance of regression for minimum-bias simulations at dif-
ferent center-of-mass energies (
√
s = 0.9, 2.76, 5.02, 7,
and 13 TeV), the boxes around the points correspond to
the sigma of the Nregmpi − Nmpi distribution. Within un-
certainties, the method reproduces the expected behavior
for 〈Nreg.mpi〉(
√
s), albeit the modest energy dependence of
Nmpi. This feature is crucial for event-by-event classifi-
cation in terms of the MPI activity. The performance of
the method in simulations without color reconnection is
also shown. Within uncertainties, 〈Nregmpi〉 is independent
of color reconnection, suggesting that the method is ro-
bust against collective-like effects. Moreover, since in this
case MPI produce particles nearly independently of each
other, the average transverse momentum is independent
of Nmpi, and hence of the charged-particle multiplicity. In
other words, simulations without CR significantly overes-
timate (underestimate) the measured multiplicity of the
events (the average pT of the final hadrons). However,
even under these challenging conditions, the method pre-
serves its sensitivity to MPI. Last but not least, when
MPI are not activated in the simulations, the method
gives a value that within one sigma is consistent with
unity.
Figure 1 also displays 〈Nreg.mpi〉 as a function of
√
s for pp
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FIG. 1. Average number of MPI as a function of the center-
of-mass energy for minimum-bias pp collisions simulated with
PYTHIA 8.244 tune 4C (solid line). The dotted line repre-
sents the expected value for simulations when MPI is switched
off. The trained BDT were applied to tune 4C simulations and
the obtained values are displayed for the cases which use the
PYTHIA tunes: 4C (full markers), Monash 2013 (open cir-
cles) and 2C (open triangles) for training. Results which uses
HERWIG 7 simulations for training are also displayed (stars).
The boxes around the markers correspond to the systematic
uncertainty associated to our reference results. Results for
simulations which do not include color reconnection (red) or
MPI (blue) are also shown for
√
s = 13 TeV.
4collisions (tune 4C) under the variation of the PYTHIA
tune used for training. Within one sigma, the results are
independent of the tune used for training. The largest de-
viation with respect to the reference results (tune 4C for
training) is observed for the tune 2C. This parametriza-
tion was tuned to TEVATRON data, and it was not de-
signed to be a “complete” tuning of the generator [32].
It was provided, instead, as a starting point for more
sophisticated tunes using the LHC data. The model
4C, on the other hand, used the early LHC MB and
UE data (pp at
√
s = 0.9 and 7 TeV) for tuning, which
the model 2C significantly underestimated. The Monash
2013 model is tuned to a bigger set of LHC data [34].
Contrary to the other tunes, Monash starts from a more
careful tune to LEP data, and it involves several param-
eter changes. Given the important differences among
these parametrizations, our results suggest that within
one sigma, the proposed method is robust against varia-
tions in the Nmpi model. And therefore, it can be used
to learn about the initial state in pp collisions given by
the number of partonic scatterings.
The effects of the hadronization model used in the
Monte Carlo generator were further investigated using
HERWIG 7.1 simulations [35]. In the latest version of
HERWIG, the modelling of underlying event is based on
the eikonal approach, where the MPI activity is mod-
eled as additional semi-hard and soft partonic interac-
tions. Figure 1 also displays the regression value ob-
tained when pp collisions at
√
s = 13 TeV simulated with
HERWIG (soft tune) are used to train the BDT. Within
uncertainties, the 〈Nreg.mpi〉 values are consistent with the
expected ones, suggesting that our approach is robust
against hadronization effects.
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FIG. 2. Distribution of the self-normalized Nmpi for
minimum-bias pp collisions at
√
s = 2.76 TeV simulated with
PYTHIA 8.244 tune 4C (solid line). The distributions ob-
tained from regression are displayed for the cases which use
the tunes: 4C (full markers), Monash 2013 (open circles) and
2C (open triangles) for the training of BDT. BDT were also
trained using simulations with a flat Nmpi distribution, the
result from regression is also shown (dashed line).
The classification of events in terms of Nmpi requires
the study of the Nmpi distribution. The regression in this
case is performed considering the full set of input vari-
ables described in section 2: spherocity, average pT and
forward multiplicity. Figure 2 shows the distribution of
the self-normalized Nmpi. The comparison of the true
self-normalized Nmpi distribution to those obtained from
regression indicates that the high Nmpi tail can be better
described if simulations with a flat distribution of Nmpi is
used to train the BDT. Therefore, the event classifier sen-
sitive to Nmpi (N
reg
mpi ) is trained using simulations which
consider a flat distribution of Nmpi.
Figure 3 shows the behavior of particle production as
a function of Nmpi (left), N
reg
mpi (middle) and charged-
particle multiplicity at mid-pseudorapidity, dNch/dη
(right), in pp collisions at
√
s = 2.76 TeV. The results are
qualitatively similar at other center-of-mass energies in-
cluding 13 TeV. Here, the results for 2.76 TeV are shown
to illustrate that albeit the BDT were trained for 13 TeV,
its discrimination power holds even for lower energies.
The study includes the proton-to-pion ratio as a function
of pT, as well as a quantity called Rpp, which is motivated
by the nuclear modification factor used to quantify par-
ton energy loss effects in heavy-ion collisions [36]. In the
case of the analysis as a function of Nmpi, Rpp is defined
as follows:
Rpp =
d2Nmpipi /(〈Nmpi〉dydpT)
d2NMBpi /(〈Nmpi,MB〉dydpT)
(2)
where, d2NMBpi /dydpT and d
2Nmpipi /dydpT are the
charged-pion yields for the MB sample and for a par-
ticular subsample defined by its MPI activity, respec-
tively. Given the requirement for spherocity calcula-
tion, the MB sample corresponds to events with more
than two primary charged particles within |η| < 0.8 and
pT > 0.15 GeV/c, however, the conclusion remains the
same for the most inclusive sample. In analogy to the
normalization to the number of binary collisions which
enters in the definition of RAA, the yields are normalized
to their corresponding 〈Nmpi〉. Therefore, Rpp is the pion
yield per semi-hard partonic scattering in high-Nmpi (or
low-Nmpi) pp collisions normalized to that for MB pp col-
lisions. In the absence of QGP effects or selection bias,
Rpp is expected to be unity at high pT. For the event
selection based on Nregmpi (dNch/dη), 〈Nregmpi〉 (〈dNch/dη〉)
is used in Eq. 2 instead 〈Nmpi〉.
Regarding the analysis as a function of Nmpi (top
left panel), while Rpp is Nmpi independent and close to
unity [37] at high pT (pT > 8 GeV/c), Rpp develops a
bump at intermediate pT (1-8 GeV/c). The former effect
is consistent with a binary parton-parton scaling which
holds given the absence of any parton-energy loss mech-
anism in PYTHIA [28]. Regarding the behavior at in-
termediate pT, the bump is attributed to color reconnec-
tion [18, 26], which is known to mimic collective effects.
This is consistent with our results for simulations without
CR, which give Rpp nearly flat and independent of Nmpi.
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FIG. 3. Primary charged pion Rpp as a function of pT (top) and proton-to-pion ratio as a function of pT (bottom). Results are
presented for different event classes based on the actual number of multi-parton interactions (left), the target variable (middle),
and mid-pseudorapidity charged-particle multiplicity (right). Results from simulations including color reconnection are shown
with full markers, while the case where color reconnection is switched off is displayed with empty markers. The boxes around
one indicate the estimated uncertainty associated to event selection.
The bump at intermediate pT resembles the Cronin ef-
fect [38] observed in p–Pb collisions [39]. Albeit the effect
is rather large (≈ 40%), it is worth mentioning that, given
the limitations of the multiplicity estimators used in the
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FIG. 4. Average number of MPI as a function of
√
s. Re-
sults from PYTHIA 8.244 (solid line) are compared to the
estimated 〈Nmpi〉 (markers) obtained from the application of
the trained BDT to the existing ALICE data [23].
experiments [23], the bump has not been observed in pp
data [21].
We want to highlight the fact that using regression,
one can reduce the selection bias and increase the sensi-
tivity to Nmpi. The top middle panel of Fig. 3 shows the
results as a function of Nregmpi, which qualitatively (and
sometimes quantitatively) recovers the main characteris-
tics of the Nmpi dependence. The plot also includes the
uncertainty related to event selection, which is shown as
boxes around one. It has been derived from the average
deviation of Nmpi with respect to N
reg
mpi, it is around 30%
at Nregmpi = 4 and it is reduced to 17% at higher N
reg
mpi = 15.
It is worth noticing that the effects discussed above are
larger than such uncertainties. The implementation of
this event selection in pp and p–Pb LHC data would def-
initely provide valuable information on the production
mechanisms, as well as it will help in understanding the
similarities with larger systems like those created in A–A
collisions in a better way.
The top right-hand-side panel of Fig. 3 shows the re-
sults when the analysis is performed as a function the
mid-pseudorapidity estimator. In this case, the bahav-
iors discussed before for intermediate and high pT are
not observed. Actually, what we observe is the effect of
autocorrelations given that the event activity (multiplic-
ity) and the pT distributions are both determined within
6the same pseudorapidity interval.
Last but not least, we point out that the size of the
bump in Rpp is hadron mass dependent, whose behav-
ior resembles the features of the Rp−Pb for identified
hadrons [9]. To illustrate the hadron mass dependence
as a function of the event activity, the bottom panel of
Fig. 3 shows the proton-to-pion ratio as a function of
pT for the event classes described above. As reported in
Ref. [18], the particle ratio gets depleted (enhanced) at
low (intermediate) pT with increasing Nmpi. A similar
feature is also observed when the analysis is performed
as a function of Nregmpi. In simulations without color re-
connection, the particle ratios are independent of Nmpi
and Nregmpi within a few percents. The effect is not ob-
served when the analysis is performed as a function of
the charged-particle multiplicity at mid-pseudorapidity.
Finally, using the existing ALICE data on pT spectra
as a function of mid-pseudorapidity multiplicity, the aver-
age number of MPI was estimated using the trained BDT.
Figure 4 shows the number of MPI values obtained from
regression along with PYTHIA 8.244 calculations. In
our approach, the average number of MPI in (INEL > 0)
pp collisions at
√
s = 5.02 and 13 TeV are found to be
3.76±1.01 and 4.65±1.01, respectively. The INEL > 0
class defined by ALICE corresponds to pp collisions with
at least one primary charged particle within |η| < 1.
To test the robustness of this result, the BDT were ap-
plied to HERWIG 7 simulations [35]. The average Nmpi
obtained from regression was 4.3± 1 and 1.8± 1 for sim-
ulations with and without MPI, respectively. The fact
that 〈Nreg.mpi〉 for MPI=off is slightly above the expected
value (one), suggests that the results have a small model
dependence which is covered by the systematic uncer-
tainties.
In summary, we propose the use of multivariate tech-
niques in order to build more robust event classifiers for
a better understanding of the similarities observed in dif-
ferent collision systems. The proposed event classifier can
be used to test the MPI model in bigger systems like p–A
and A–A collisions. Also, it can be used to refine the jet
quenching searches in small systems [28].
IV. CONCLUSIONS
In this work, we have proposed a new event classifier to
analyse the pp data at the LHC. We have shown that us-
ing input variables like charged-particle multiplicity, av-
erage transverse momentum and transverse spherocity,
one can build an event classifier sensitive to the num-
ber of partonic interactions (Nmpi). The target variable
Nregmpi was used to build Rpp, which is analogous to the nu-
clear modification factor used in A–A collisions to study
the parton-energy loss effects. Within uncertainties, this
quantity is independent of Nregmpi and close to unity at
high pT (> 8 GeV/c). Moreover, at intermediate pT (1-
8 GeV/c) a bump is observed in events with large event
activity. The effect is attributed to multi-parton interac-
tions and color reconnection, and has not been observed
in data. The trained methods were also applied to the
available ALICE data on pT spectra as a function of mul-
tiplicity. In our approach, the average number of MPI in
(INEL > 0) pp collisions at
√
s = 5.02 and 13 TeV are
3.76±1.01 and 4.65±1.01, respectively.
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