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Abstract
We consider the problem of finding nearly optimal solutions of optimization problems with
random objective functions. Such problems arise widely in the theory of random graphs, the-
oretical computer science, and statistical physics. Two concrete problems we consider are (a)
optimizing the Hamiltonian of a spherical or Ising p-spin glass model, and (b) finding a large
independent set in a sparse Erdo¨s-Re´nyi graph. Two families of algorithms are considered:
(a) low-degree polynomials of the input—a general framework that captures methods such as
approximate message passing and local algorithms on sparse graphs, among others; and (b)
the Langevin dynamics algorithm, a canonical Monte Carlo analogue of the gradient descent
algorithm (applicable only for the spherical p-spin glass Hamiltonian).
We show that neither family of algorithms can produce nearly optimal solutions with high
probability. Our proof uses the fact that both models are known to exhibit a variant of the
overlap gap property (OGP) of near-optimal solutions. Specifically, for both models, every
two solutions whose objectives are above a certain threshold are either close or far from each
other. The crux of our proof is the stability of both algorithms: a small perturbation of the
input induces a small perturbation of the output. By an interpolation argument, such a stable
algorithm cannot overcome the OGP barrier.
The stability of the Langevin dynamics is an immediate consequence of the well-posedness
of stochastic differential equations. The stability of low-degree polynomials is established using
concepts from Gaussian and Boolean Fourier analysis, including noise sensitivity, hypercontrac-
tivity, and total influence.
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1 Introduction
In this paper, we study the problem of producing near-optimal solutions of random optimization
problems by polynomials of low degree in the input data. Namely, we prove that no low-degree
polynomial can succeed at achieving a certain objective value in two optimization problems: (a)
optimizing the Hamiltonian of the (spherical or Ising) p-spin glass model, and (b) finding a large
independent set in a sparse Erdo¨s-Re´nyi graph, with high probability in the realization of the
problem. We rule out polynomials of degree as large as cn for the p-spin glass models and as large
as cn/ log n for the independent set problem for a constant c, provided the algorithm is assumed
to succeed modulo exponentially small in n probability, where n is the problem dimension. More
generally, we provide a tradeoff between the degree of polynomials that we rule out and the success
probability assumed. For the spherical p-spin model, we also give a lower bound against Langevin
dynamics.
Our motivation for focusing on “low-degree” approximations is two-fold. Firstly, from an ap-
proximation theory perspective, producing near-optimal solutions by a polynomial in the input is
very natural. Indeed, in many problems of interest the best known polynomial-time algorithms can
be placed within the family of low-degree methods. For example, in the settings we consider here,
the best known polynomial-time optimization results can be captured by the approximate message
passing (AMP) framework [Mon19, EMS20] (for the p-spin) and by the class of local algorithms
on sparse graphs [LW07] (for the independent set problem), respectively. Both of these families
of algorithms are captured by constant-degree polynomials; see Appendix A for more details. For
spherical p-spin glass models, earlier work of [Sub18] introduced an algorithm which performs as
well as AMP; we expect this algorithm to also fall into the family of low-degree methods, but
verifying this is less clear. Secondly, a recent line of work [BHK+19, HS17, HKP+17, Hop18] on
the sum-of-squares hierarchy has produced compelling evidence that the power of low-degree poly-
nomials is a good proxy for the intrinsic computational complexity of a broad class of hypothesis
testing problems. Below, we briefly review this theory of low-degree polynomials in hypothesis
testing.
The low-degree framework was initiated in [HS17, HKP+17, Hop18] to study computational
hardness in hypothesis testing problems. Specifically, this line of work has focused on high-
dimensional testing problems where the goal is to determine whether a given sample (e.g., an
n-vertex graph) was drawn from the “null” distribution Qn (e.g., the Erdo¨s-Re´nyi model) or the
“planted” distribution Pn (e.g., a random graph with planted structure such as a large clique
or a small cut). Through an explicit and relatively straightforward calculation, one can determine
whether there exists a (multivariate) polynomial f (in the entries of the observed sample) of a given
degree D = D(n) that can distinguish Pn from Qn (in a particular sense) [HS17, HKP
+17, Hop18].
A conjecture of Hopkins [Hop18] (inspired by [BHK+19, HS17, HKP+17]) postulates that for “nat-
ural” high-dimensional testing problems, if there is a polynomial-time algorithm to distinguish
Pn,Qn (with error probability o(1)) then there is also an O(log n)-degree polynomial that can dis-
tinguish Pn,Qn. One justification for this conjecture is its deep connection with the sum-of-squares
(SoS) hierarchy—a powerful class of meta-algorithms—and in particular the pseudo-calibration ap-
proach [BHK+19], which suggests that low-degree polynomials are as powerful as any SoS algorithm
(see [HKP+17, Hop18, RSS18] for details). Another justification for the conjecture is that O(log n)-
degree polynomials can capture a very broad class of spectral methods (see [KWB19, Theorem 4.4]
for specifics), which in turn capture the best known algorithms for many high-dimensional testing
problems (e.g., [HSS15, HSSS16, HKP+17]). For many classical statistical tasks—planted clique,
sparse PCA, community detection, tensor PCA, etc.—it has indeed been verified that O(log n)-
degree polynomials succeed (at testing) in the same parameter regime as the best known polynomial-
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time algorithms (e.g., [HS17, HKP+17, Hop18, BKW19, KWB19, DKWB19]). (Oftentimes, the
hypothesis testing variants of these types of problems seem to be equally hard as the more standard
task of recovering the planted signal.) Lower bounds against low-degree polynomials are one con-
crete form of evidence that the existing algorithms for these problems cannot be improved (at least
without drastically new algorithmic techniques). For more details on the low-degree framework for
hypothesis testing, we refer the reader to [Hop18, KWB19].
One goal of the current work is to extend the low-degree framework to the setting of ran-
dom optimization problems. This includes defining what it means for a low-degree polynomial
to succeed at an optimization task, and giving techniques by which one can prove lower bounds
against all low-degree polynomials. One difference between the optimization and testing settings
is that many existing optimization algorithms can be represented as constant-degree polynomials
(see Appendix A), instead of the O(log n)-degree required in the testing case. A substantial diffi-
culty that we face in the optimization setting is that, in contrast to the testing setting, it does not
seem possible to prove lower bounds against low-degree polynomials via a straightforward explicit
calculation. To overcome this, our proofs take a more indirect route and leverage a certain struc-
tural property—the overlap gap property (OGP)—of the optimization landscape, combined with
stability properties of low-degree polynomials. We also use similar techniques to give lower bounds
against Langevin dynamics, a canonical Monte Carlo analogue of gradient descent; while this is not
a low-degree polynomial (due to its continuous-time nature), it is similar in spirit and has similar
stability properties.
While the OGP has been used to rule out various classes of other algorithms previously (see
below), its usage in our current setting presents some substantial technical difficulties which we
need to overcome. Roughly speaking, the property states that for every pair of nearly-optimal
solutions x1 and x2, their normalized overlap (normalized inner product) measured with respect
to the ambient Hilbert space must lie in a disjoint union of intervals [0, ν1] ∪ [ν2, 1]. This property
extends to the case of families of instances as well in the sense that even if one considers a natural
interpolation between two independent instances of the problem, for every two members of the
interpolated family and every pair of solutions x1, x2 which are near optimizers for these two
members, respectively, it is still the case that the overlap of x1 and x2 belongs to [0, ν1] ∪ [ν2, 1].
The main idea of the proof from OGP is based on the contradiction argument. If the result of the
algorithm is known to be stable then, denoting by x(t) the result of the algorithm corresponding
to the interpolation step t, it should be the case that the overlap between x(0) and x(t) changes
“continuously”. At the same time we show separately that the starting solution x(0) and terminal
solution x(1) have an overlap at most ν1, and thus at some point the overlap between x(0) and x(t)
belongs to (ν1, ν2), which is a contradiction.
Establishing stability for low-degree polynomials and Langevin dynamics is quite non-trivial
and constitutes the key technical contribution of the paper. For the case of polynomials, these
stability results harness results from Gaussian and Boolean Fourier analysis. We prove two separate
variants of this stability result, depending on whether the random input is Gaussian- or Bernoulli-
distributed. A key technical result in the Gaussian case is Theorem 3.1 which informally states
that if we have two ρ-correlated random instances X and Y of a random tensor, and f is a vector-
valued low-degree polynomial defined on such tensors, then the distance ‖f(X)−f(Y )‖2 is unlikely
to exceed a certain value which depends continuously on ρ. In particular this distance is small
when ρ ≈ 1. Proving this result relies on a well-known consequence of hypercontractivity for low-
degree polynomials, and basic properties of Hermite polynomials (the orthogonal polynomials of
the Gaussian measure). In the case of Bernoulli-distributed inputs, we prove a related stability
result (Theorem 4.2) which shows that when the input variables are resampled one at a time, the
output of a vector-valued low-degree polynomial will never change significantly in one step, with
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nontrivial probability. The proof involves the notion of total influence from Boolean analysis, as
well as a direct proof by induction on the dimension. The proof of stability for Langevin dynamics
is based on the continuous dependence of stochastic differential equations on their coefficients.
The OGP emerged for the first time in the context of spin glass theory and random constraint
satisfaction problems. It was first proven implicitly in [AC08], [ACR11], and [MMZ05]. These
papers established that the set of satisfying assignments of a random K-SAT formula partitions
into clusters above a certain clause-to-variables density. This was postulated as evidence of algo-
rithmic hardness of finding satisfying assignments for such densities. Implicitly, the proof reveals
that the overlaps of satisfying assignments exhibit the OGP, and clustering is inferred from this. It
is worth noting that while OGP implies the existence of clusters, the converse is not necessarily the
case, as one can easily construct a clustered space of solutions with overlaps spanning the entire
interval [0, 1]. A direct algorithmic implication of the OGP was shown for the first time in [GS17],
where OGP was proven to be a barrier for local algorithms—defined as the so-called factors of i.i.d.
(FIID)—designed to find large independent sets in sparse Erdo¨s-Re´nyi graphs. The OGP was used
to show that, asymptotically, these algorithms cannot find independent sets larger than a multi-
plicative factor 1/2+1/(2
√
2) ≈ 0.85 of optimal. The present paper recovers this result as a special
case, since (as we discuss in Appendix A) local algorithms can be captured by constant-degree
polynomials. The lower bound against local algorithms was improved by [RV17] to a multiplicative
factor of 1/2. This is the best possible since 1/2-optimal independent sets can be found by local
algorithms; more precisely, this was shown in [LW07] for the case of random regular graphs, but
a similar result is expected to hold for sparse Erdo¨s-Re´nyi graphs as well (although we are not
aware of any literature formally verifying this). It is not clear how to improve the multiplicative
factor in the lower bound to 1/2 for low-degree polynomials, as [RV17] uses a more sophisticated
variant of OGP than we use here. Several subsequent papers used OGP to rule out various classes
of algorithms, including local algorithms for finding large cuts in random hypergraphs [CGPR19],
random walk–based algorithms (WALKSAT) [CHH17], and AMP-type algorithms for optimizing
the Hamiltonian of the Ising p-spin model [GJ19a]. The current work draws inspiration from a key
idea in [CGPR19, GJ19a], namely that a particular variant of OGP—the same variant that we use
in the current work—implies failure of any sufficiently “stable” algorithm.
We emphasize that the class of algorithms ruled out by the lower bounds in this paper (namely,
low-degree polynomials) not only captures existing methods such as AMP and local algorithms, but
contains a strictly larger (in a substantial way) class of algorithms than prior work on random opti-
mization problems. We now illustrate this claim in the setting of the p-spin optimization problem.
The best known polynomial-time algorithms for optimizing the p-spin Hamiltonian are captured
by the AMP framework [Mon19, EMS20]. Roughly speaking, AMP algorithms combine a linear
update step (tensor power iteration) with entry-wise non-linear operations. For a fairly general
class of p-spin optimization problems (including spherical and Ising mixed p-spin models), it is now
known precisely what objective value can be reached by the best possible AMP algorithm [EMS20].
While this may seem like the end of the story, we point out that for the related tensor PCA
problem—which is a variant of the p-spin model with a planted rank-1 signal—AMP is known to
be substantially sub-optimal compared to other polynomial-time algorithms [RM14]. None of the
best known polynomial-time algorithms [RM14, HSS15, HSSS16, WEM19, Has20, BCR20] use the
tensor power iteration step as in AMP, and there is evidence that this is fundamental [BGJ18];
instead, the optimal algorithms include spectral methods derived from different tensor operations
such as tensor unfolding [RM14, HSS15] (which can be interpreted as a higher-order “lifting” of
AMP [WEM19]). These spectral methods are captured by O(log n)-degree polynomials. With this
in mind, we should a priori be concerned that AMP might also be sub-optimal for the (non-planted)
p-spin optimization problem. This highlights the need for lower bounds that rule out not just AMP,
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but all low-degree polynomial algorithms. While the lower bounds in this paper do not achieve
the precise optimal thresholds for objective value, they rule out quite a large class of algorithms
compared to existing lower bounds for random optimization problems.
We refer the reader to Appendix A for a more detailed discussion of how various optimization
algorithms can be approximated by low-degree polynomials.
Notation
We use ‖ · ‖2 and 〈·, ·〉 to denote the standard ℓ2 norm and inner product of vectors. We also
use the same notation to denote the Frobenius norm and inner product of tensors. We use the
term polynomial both to refer to (multivariate) polynomials Rm → R in the usual sense, and to
refer to vector-valued polynomials Rm → Rn defined as in (3). We abuse notation and use the
term degree-D polynomial to mean a polynomial of degree at most D. A random polynomial has
possibly-random coefficients, as defined in Section 2.1.1. We use Ac to denote the complement of
an event A. Unless stated otherwise, asymptotic notation such as o(1) or Ω(n) refers to the limit
n → ∞ with all other parameters held fixed. In other words, this notation may hide constant
factors depending on other parameters such as the degree d in the independent set problem.
2 Main Results
2.1 Optimizing the p-Spin Glass Hamiltonian
The first class of problems we consider here is optimization of the (pure) p-spin glass Hamiltonian,
defined as follows. Fix an integer p ≥ 2 and let Y ∈ (Rn)⊗p be a p-tensor with real coefficients.
For x ∈ Rn, consider the objective function
Hn(x;Y ) =
1
n(p+1)/2
〈Y, x⊗p〉. (1)
Note that all homogeneous polynomials of degree p (in the variables x) can be written in this
form for some Y . We focus on the case of a random coefficient tensor Y . In this setting, the
function Hn is sometimes called the Hamiltonian for a p-spin glass model in the statistical physics
literature. More precisely, for various choices of a (compact) domain Xn ⊂ Rn, we are interested in
approximately solving the optimization problem
max
x∈Xn
Hn(x;Y ) (2)
given a random realization of the coefficient tensor Y with i.i.d N (0, 1) entries. Here and in the
following we let PY denote the law of Y . (When it is clear from context we omit the subscript Y .)
We begin first with a simple norm constraint, namely, we will take as domain Sn = {x ∈
Rn : ‖x‖2 =
√
n}, the sphere in Rn of radius √n. We then turn to understanding a binary
constraint, namely where the domain is the discrete hypercube Σn = {+1,−1}n. Following the
statistical physics literature, in the former setting, we call the objective the spherical p-spin glass
Hamiltonian and the latter setting the Ising p-spin glass Hamiltonian.
In both settings, quite a lot is known about the maximum. It can be shown [GT02, JT17] that
the maximum value of Hn has an almost sure limit (as n→∞ with p fixed), called the ground state
energy, which we will denote by Ep(S) for the spherical setting and Ep(Σ) for the Ising setting.
Explicit variational formulas are known for Ep(S) [ABCˇ13, JT17, CS17] and Ep(Σ) [AC18, JS17].
Algorithmically, it is known how to find, in polynomial time, a solution of value E∞p (S) − ε
or E∞p (Σn) − ε (respectively for the spherical and Ising settings) for any constant ε > 0 [Sub18,
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Mon19, EMS20]. In both the spherical and Ising settings, these constants satisfy E∞2 = E2 and
E∞p < Ep for p ≥ 3. In other words, it is known how to efficiently optimize arbitrarily close to the
optimal value in the p = 2 case, but not when p ≥ 3.
2.1.1 Low-Degree Polynomial Algorithms
Our goal here is to understand how well one can optimize (2) via the output of a vector-valued
low-degree polynomial in the coefficients Y . To simplify notation we will often abuse notation and
refer to the space of p-tensors on Rn by Rm ∼= (Rn)⊗p where m = np.
We say that a function f : Rm → Rn is a polynomial of degree (at most) D if it may be written
in the form
f(Y ) = (f1(Y ), . . . , fn(Y )), (3)
where each fi : R
m → R is a polynomial of degree at most D.
We will also consider the case where f is allowed to have random coefficients, provided that
these coefficients are independent of Y . That is, we will assume that there is some probability
space (Ω,Pω) and that f : R
m × Ω → Rn is such that f(·, ω) is a polynomial of degree at most D
for each ω ∈ Ω. We will abuse notation and refer to this as a random polynomial f : Rm → Rn.
Our precise notion of what it means for a polynomial to optimize Hn will depend somewhat
on the domain Xn. This is because it is too much to ask for the polynomial’s output to lie in Xn
exactly, and so we fix a canonical rounding scheme that maps the polynomial’s output to Xn. We
begin by defining this notion for the sphere: Xn = Sn.
The spherical case. We will round a polynomial’s output to the sphere Sn by normalizing it
in the standard way. To this end, for a random polynomial f : Rm → Rn we define the random
function gf : R
m → Sn ∪ {∞} by
gf (Y, ω) =
√
n
f(Y, ω)
‖f(Y, ω)‖2 ,
with the convention gf (Y, ω) =∞ if f(Y, ω) = 0.
Definition 2.1. For parameters µ ∈ R, δ ∈ [0, 1], γ ∈ [0, 1], and a random polynomial f : Rm →
Rn, we say that f (µ, δ, γ)-optimizes the objective (1) on Sn if the following are satisfied when
(Y, ω) ∼ PY ⊗ Pω:
• E
Y,ω
‖f(Y, ω)‖22 = n (normalization).
• With probability at least 1−δ over Y and ω, we have both Hn(gf (Y, ω);Y ) ≥ µ and ‖f(Y, ω)‖2 ≥
γ
√
n.
Implicitly in this definition, the case f(Y, ω) = 0 must occur with probability at most δ. The
meaning of the parameters (µ, δ, γ) is as follows: µ is the objective value attained after normalizing
the polynomial’s output to the sphere, and δ is the algorithm’s failure probability. Finally, γ is
involved in the norm bound ‖f(Y, ω)‖2 ≥ γ
√
n that we need for technical reasons. Since the domain
is Sn, f is “supposed to” output a vector of norm
√
n. While we do not require this to hold exactly
(and have corrected for this by normalizing f ’s output), we do need to require that f usually does
not output a vector of norm too much smaller than
√
n. This norm bound is important for our
proofs because it ensures that a small change in f(Y, ω) can only induce a small change in gf (Y, ω).
We now state our main result on low-degree hardness of the spherical p-spin model, with the
proof deferred to Section 3.2.
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Theorem 2.2. For any even integer p ≥ 4 there exist constants µ < Ep(S), n∗ ∈ N, and δ∗ > 0
such that the following holds. For any n ≥ n∗, any D ∈ N, any δ ≤ min{δ∗, 14 exp(−2D)}, and any
γ ≥ (2/3)D, there is no random degree-D polynomial that (µ, δ, γ)-optimizes (1) on Sn.
A number of remarks are in order. First, this result exhibits a tradeoff between the degree D
of polynomials that we can rule out and the failure probability δ that we need to assume. In
order to rule out polynomials of any constant degree, we need only the mild assumption δ = o(1).
On the other hand, if we are willing to restrict to algorithms of failure probability δ = exp(−cn)
(which we believe is reasonable to expect in this setting), we can rule out all polynomials of degree
D ≤ c′n for a constant c′ = c′(c). It has been observed in various hypothesis testing problems
that the class of degree-nδ polynomials is at least as powerful as all known exp(nδ−o(1))-time
algorithms [Hop18, KWB19, DKWB19]. This suggests that optimizing arbitrarily close to the
optimal value in the spherical p-spin (for p ≥ 4 even) requires fully exponential time exp(n1−o(1)).
The best known results for polynomial-time optimization of the spherical p-spin were first
proved by [Sub18] but can also be recovered via the AMP framework of [EMS20]. As discussed in
Appendix A, these AMP algorithms can be captured by constant-degree polynomials. Furthermore,
the output of such an algorithm concentrates tightly around
√
n and thus easily satisfies the norm
bound with γ = (2/3)D required by our result. We also expect that these AMP algorithms have
failure probability δ = exp(−Ω(n)); while this has not been established formally, a similar result
on concentration of AMP-type algorithms has been shown by [GJ19a].
Our results are limited to the case where p ≥ 4 is even and µ is a constant slightly smaller than
the optimal value Ep(S). These restrictions are in place because the OGP property used in our
proof is only known to hold for these values of p and µ. If the OGP were proven for other values
of p or for a lower threshold µ, our results would immediately extend to give low-degree hardness
for these parameters (see Theorem 3.6). Note that we cannot hope for the result to hold when
p = 2 because this is a simple eigenvector problem with no computational hardness: there is a
constant-degree algorithm to optimize arbitrarily close to the maximum (see Appendix A).
The Ising case. We now turn to low-degree hardness in the Ising setting, where the domain
is the hypercube: Xn = Σn. In this case, we round a polynomial’s output to the hypercube by
applying the sign function. For x ∈ R, let
sgn(x) =
{
+1 if x ≥ 0
−1 if x < 0,
and for a vector x ∈ Rn let sgn(x) denote entry-wise application of sgn(·). We now define our
notion of near optimality for a low-degree polynomial.
Definition 2.3. For parameters µ ∈ R, δ ∈ [0, 1], γ ∈ [0, 1], η ∈ [0, 1], and a random polynomial
f : Rm → Rn, we say that f (µ, δ, γ, η)-optimizes the objective (1) on Σn if the following are
satisfied.
• E
Y,ω
‖f(Y, ω)‖22 = n (normalization).
• With probability at least 1 − δ over Y and ω, we have both Hn(sgn(f(Y, ω));Y ) ≥ µ and
|{i ∈ [n] : |fi(Y, ω)| ≥ γ}| ≥ (1− η)n.
The interpretation of these parameters is similar to the spherical case, with the addition of η to
take into account issues related to rounding. More precisely, as in the spherical case, µ is the
objective value attained after rounding the polynomial’s output to the hypercube, and δ is the
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failure probability. The parameters γ, η are involved in an additional technical condition, which
requires f ’s output not to be too “small” in a particular sense. Specifically, all but an η-fraction of
the coordinates of f ’s output must exceed γ in magnitude. The need for this condition in our proof
arises in order to prevent a small change in f(Y, ω) from inducing a large change in sgn(f(Y, ω)).
We have the following result on low-degree hardness in the Ising setting. The proof is deferred
to Section 3.2.
Theorem 2.4. For any even integer p ≥ 4 there exist constants µ < Ep(Σ), n∗ ∈ N, δ∗ > 0, and
η > 0 such that the following holds. For any n ≥ n∗, any D ∈ N, any δ ≤ min{δ∗, 14 exp(−2D)},
and any γ ≥ (2/3)D, there is no random degree-D polynomial that (µ, δ, γ, η)-optimizes (1) on Σn.
This result is very similar to the spherical case, and the discussion following Theorem 2.2 also ap-
plies here. The best known algorithms for the Ising case also fall into the AMP framework [Mon19,
EMS20] and are thus captured by constant-degree polynomials. These polynomials output a solu-
tion “close” to the hypercube in a way that satisfies our technical condition involving γ, η. As in
the spherical case, the case p = 2 is computationally tractable; here it is not a simple eigenvector
problem but can nonetheless be solved by the AMP algorithm of [Mon19, EMS20].
2.1.2 Langevin Dynamics and Gradient Descent
One natural motivation for understanding low-degree hardness is to investigate the performance
of natural iterative schemes, such as power iteration or gradient descent. In the spherical p-spin
model, the natural analogue of these algorithms (in continuous time) are Langevin dynamics and
gradient flow. While these are not directly low-degree methods, the overlap gap property can still
be seen to imply hardness for these results in a fairly transparent manner.
To make this precise, let us introduce the following. Let Bt denote spherical Brownian motion.
(For a textbook introduction to spherical Brownian motion see, e.g., [Hsu02].) For any variance
σ ≥ 0, we introduce Langevin dynamics forHn to be the strong solution to the stochastic differential
equation
dXt = σdBt +∇Hn(Xt;Y )dt,
withX0 = x, where here∇ denotes the spherical gradient. Note that sinceHn(x;Y ) is a polynomial
in x, Hn is (surely) smooth and consequently the solution is well-defined in the strong sense [Hsu02].
The case σ = 0 is referred to as gradient flow on the sphere.
In this setting, it is natural to study the performance with random starts which are independent
of Y , e.g., a uniform at random start. In this case, if the initial distribution is given by X0 ∼ ν for
some ν ∈ M1(Sn), the space of probability measures on Sn, we will denote the law by Qν . In this
setting we have the following result which is, again, a consequence of the overlap gap property.
Theorem 2.5. Let p ≥ 4 be even. There exists µ < Ep(S) and c > 0 such that for any σ ≥ 0,
T ≥ 0 fixed, n sufficiently large, and ν ∈ M1(Sn), if Xt denotes Langevin dynamics for Hn(·;Y )
with variance σ and initial data ν, then
PY ⊗Qν(Hn(XT ;Y ) ≤ µ) ≥ 1− exp(−cn).
In particular, the result holds for νn = Unif(Sn), the uniform measure on Sn.
The proof can be found in Section 3.4. To our knowledge, this is the first proof that neither
Langevin dynamics nor gradient descent reach the ground state started from uniform at random
start. We note furthermore, that the above applies even to T ≤ c′ log n for some c′ > 0 sufficiently
small.
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There has been a tremendous amount of attention paid to the Langevin dynamics of spherical
p-spin glass models. It is impossible here to provide a complete reference though we point the
reader here to the surveys [BCKM98, Cug03, Gui07, Jag19]. To date, much of the analysis of
the dynamics in the non-activated regime considered here (n → ∞ and then t → ∞) has con-
centrated on the Crisanti–Horner–Sommers–Cugiandolo–Kurchan (CHSCK) equations approach
[CHS93, CK93]. This approach centers around the analysis of a system of integro-differential equa-
tions which are satisfied by the scaling limit of natural observables of the underlying system. While
this property of the scaling limit has now been shown rigorously [BDG01, BDG06], there is limited
rigorous understanding of the solutions of the CHSCK equations beyond the case when p = 2. A
far richer picture is expected here related to the phenomenon of aging [Gui07, Ben02].
More recently a new, differential inequality–based approach to understanding this regime was
introduced in [BGJ20], which provides upper and lower bounds on the energy level reached for a
given initial data. That being said, this upper bound is nontrivial only for σ sufficiently large.
We end by noting that overlap gap–like properties, namely “free energy barriers” have been used
to develop spectral gap estimates for Langevin dynamics which control the corresponding L2-mixing
time [GJ19b, BJ18]. In [BJ18], it was shown that exponentially-small spectral gaps are connected
to the existence of free energy barriers for the overlap, which at very low temperatures can be shown
to be equivalent to a variant of the overlap gap property in this setting. To our knowledge, however,
this work is the first approach to connect the behavior of Langevin dynamics in the non-activated
regime (n →∞ and then t→∞) that utilizes the overlap distribution. Finally we note here that
the overlap gap property has been connected to the spectral gap for local, reversible dynamics of
Ising spin glass models in [BJ18] as well as to gradient descent and approximate message passing
schemes in [GJ19a].
2.2 Maximum Independent Set Problem in Sparse Random Graphs
We now consider the problem of finding a large independent set in a sparse random graph. Here,
we are given the adjacency matrix of an n-vertex graph, represented as Y ∈ {0, 1}m wherem = (n2).
We write Y ∼ G(n, d/n) to denote an Erdo¨s-Re´nyi graph on n nodes with edge probability d/n,
i.e., every possible edge occurs independently with probability d/n. We are interested in the regime
where first n → ∞ (with d fixed) and then d → ∞. A subset of nodes S ⊆ [n] is an independent
set if it spans no edges, i.e., for every i, j ∈ S, (i, j) is not an edge. Letting I(Y ) denote the set of
all independent sets of the graph Y , consider the optimization problem
max
S∈I(Y )
|S| (4)
where Y ∼ G(n, d/n).
As n→∞ with d fixed, the rescaled optimum value of (4) is known to converge to some limit
with high probability:
1
n
max
S∈I(Y )
|S| → αd,
as shown in [BGT13]. The limit αd is known to have the following asymptotic behavior as d→∞:
αd = (1 + od(1))
2 log d
d
,
as is known since the work of Frieze [Fri90]. The best known polynomial-time algorithm for this
problem is achieved by a straightforward greedy algorithm which constructs a 1/2-optimal inde-
pendent set, i.e., an independent set of size log dd n asymptotically as n→∞ and then d→∞.
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We will study the ability of low-degree polynomials to find a large independent set. It is too
much to ask for a polynomial to exactly output the indicator vector of an independent set, so we
fix the following rounding scheme that takes a polynomial’s output and returns an independent set.
Recall the terminology for random polynomials defined in Section 2.1.1.
Definition 2.6. Let f : {0, 1}m → Rn be a random polynomial. For Y ∈ {0, 1}m, and η > 0, let
V ηf (Y, ω) ∈ I(Y ) be the independent set obtained by the following procedure. Let
A = {i ∈ [n] : fi(Y, ω) ≥ 1},
A˜ = {i ∈ A : i has no neighbors in A in the graph Y },
and
B = {i ∈ [n] : fi(Y, ω) ∈ (1/2, 1)}.
Let
V ηf (Y, ω) =
{
A˜ if |A \ A˜|+ |B| ≤ ηn,
∅ otherwise.
In other words, f should output a value ≥ 1 to indicate that a vertex is in the independent set and
should output a value ≤ 1/2 to indicate that it is not. It is allowed to make up to ηn “errors”,
each of which can either be a vertex for which the output value lies in (1/2, 1), or a vertex that
violates the independent set constraint. Vertices that violate the independent set constraint are
thrown out, and if too many errors are made then the empty set ∅ is returned. For our proofs it
is crucial that this definition of V ηf ensures that a small change in f(Y, ω) cannot induce a large
change in the resulting independent set V ηf (Y, ω) (without encountering the failure event ∅).
We now formally define what it means for a polynomial to find a large independent set.
Definition 2.7. For parameters k ∈ N, δ ∈ [0, 1], γ ≥ 1, η > 0, and a random polynomial
f : {0, 1}m → Rn, we say that f (k, δ, γ, η)-optimizes (4) if the following are satisfied.
• E
Y,ω
‖f(Y, ω)‖22 ≤ γk.
• With probability at least 1− δ over Y and ω, we have |V ηf (Y, ω)| ≥ k.
The parameter k denotes the objective value attained (after rounding), i.e., the size of the inde-
pendent set. For us, k will be a fixed multiple of log dd n, since this is the scale of the optimum. The
parameter δ is the algorithm’s failure probability. Note that if f were to “perfectly” output the
{0, 1}-valued indicator vector of a size-k independent set, then we would have ‖f(Y, ω)‖22 = k. The
parameter γ controls the degree to which this can be violated. Finally, η is the fraction of “errors”
tolerated by the rounding process V ηf .
We now state our main result of low-degree hardness of maximum independent set, with the
proof deferred to Section 4.2.
Theorem 2.8. For any α > 1 + 1/
√
2 there exists d∗ > 0 such that for any d ≥ d∗ there exist
n∗ > 0, η > 0, and C1, C2 > 0 such that the following holds. Let n ≥ n∗, γ ≥ 1, and D ≤ C2nγ logn ,
and suppose δ ≥ 0 satisfies
δ < exp (−C1γD log n) .
Then for k = α log dd n, there is no random degree-D polynomial that (k, δ, γ, η)-optimizes (4).
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This shows that low-degree polynomials cannot find an independent set of size (asymptotically)
exceeding (1 + 1/
√
2) log dd n, which is roughly 85% of the optimum. This is the threshold above
which OGP can be shown using a first moment argument as in [GS17].
If γ is a constant, Theorem 2.8 gives a similar tradeoff between D and δ as our results for the p-
spin model, although here there is an extra factor of log n. If we are willing to restrict to algorithms
of failure probability δ = exp(−cn) then we can rule out all polynomials of degree D ≤ c′n/ log n
for a constant c′ = c′(c). As in the p-spin model, this suggests that exponential time exp(n1−o(1))
is needed in order to find an independent set larger than (1 + 1/
√
2) log dd n.
As discussed in the introduction, the best known polynomial-time algorithm can find an inde-
pendent set 1/2 as large as the optimum (asymptotically), and we expect this can also be achieved
by a local algorithm (although this has only been shown rigorously for regular graphs). Any such
local algorithm can be represented as a constant-degree polynomial (see Appendix A). We expect
that this polynomial satisfies our technical assumptions with parameters k = (1 + od(1))
log d
d n,
γ = O(1), δ = exp(−Ω(n)), and any constant η > 0 (although we have not included a formal proof
of this).
2.3 The Overlap Gap Property
As discussed in the introduction, the preceding results will follow due to certain geometric properties
of the super-level sets of the objectives. The main property is called the overlap gap property (OGP).
Let us begin by defining this formally in a general setting.
Definition 2.9. We say that a family of real-valued functions F with common domain X ⊂ Rn
satisfies the overlap gap property for an overlap R : X × X → R≥0 with parameters µ ∈ R and
0 ≤ ν1 < ν2 ≤ 1 if for every f1, f2 ∈ F and every x1, x2 ∈ X satisfying fk(xk) ≥ µ for k = 1, 2, we
have that R(x, y) ∈ [0, ν1] ∪ [ν2, 1].
For ease of notation, when this holds, we simply say that F satisfies the (µ, ν1, ν2)-OGP for R on
X . Furthermore, as it is often clear from context, we omit the dependence of the above on R.
While the definition above might be satisfied for trivial reasons and thus not be informative, it
will be used in this paper in the setting where ‖x‖22 ≤ n for every x ∈ X , R(x1, x2) = |〈x1, x2〉|/n,
and with parameters chosen so that with high probability µ < supx∈X H(x) for every H ∈ F .
Thus, in particular R(x1, x2) ≤ 1 for every x1, x2 ∈ X , and µ measures some proximity from
optimal values for each objective function H. The definition says informally that for every two
µ-optimal solutions with respect to any two choices of objective functions, their normalized inner
product is either at least ν2 or at most ν1.
In the following, we require one other property of functions, namely separation of their superlevel
sets.
Definition 2.10. We say that two real-valued functions f, g with common domain X are ν-
separated above µ with respect to the overlap R : X × X → R≥0 if for any x, y ∈ X with f(x) ≥ µ
and g(y) ≥ µ, we have that R(x, y) ≤ ν.
This property can be thought of a strengthening of OGP for two distinct functions. In particular,
the parameter ν will typically equal the parameter ν1 in the definition of OGP.
Let us now turn to stating the precise results regarding these properties in the settings we
consider here. It can be shown that the overlap gap property holds for p-spin glass Hamiltonians in
both the spherical and Ising settings with respect to the overlap R(x, y) = 1n |〈x, y〉|. More precisely,
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let Y be i.i.d. N (0, 1) and let Y ′ denote an independent copy of Y . Consider the corresponding
family of real-valued functions
A(Y, Y ′) = {cos(τ)Hn(· ;Y ) + sin(τ)Hn(· ;Y ′) : τ ∈ [0, π/2]}. (5)
We then have the following, which will follow by combining bounds from [CS17, AC18]. The second
result is a restatment of [GJ19a, Theorem 3.4]. The proof can be found in Section 3.5.
Theorem 2.11. Take as overlap R(x, y) = 1n |〈x, y〉| and let Y and Y ′ be independent p-tensors
with i.i.d. N (0, 1) entries. For every even p ≥ 4 there exists an ε > 0 such that the following holds:
1. For the domain Sn, there are some 0 ≤ ν1 < ν2 ≤ 1 and some c > 0 such that the following
holds with probability at least 1− exp(−cn):
• A(Y, Y ′) has the overlap gap property for R with parameters (Ep(S)− ε, ν1, ν2).
• Hn(· ;Y ) and Hn(· ;Y ′) are ν1-separated above Ep(S)− ε with respect to R.
2. For the domain Σn, there are some 0 ≤ ν1 < ν2 ≤ 1 and some c > 0 such that the following
holds with probability at least 1− exp(−cn):
• A(Y, Y ′) has the overlap gap property for R with parameters (Ep(Σ)− ε, ν1, ν2).
• Hn(· ;Y ) and Hn(· ;Y ′) are ν1-separated above Ep(Σ)− ε with respect to R.
Let us now turn to the maximum independent set problem. Let us begin by first observing that
we may place this family of optimization problem on a common domain. To this end, consider as
domain, the Boolean hypercube Bn = {0, 1}n. Note that by viewing a vector x as the indicator
function of the set S = S(x) := {i : xi = 1}, we have a correspondence between the points x ∈ Bn
and subsets of the vertex set [n]. Let m =
(n
2
)
, let Y ∈ {0, 1}m denote the adjacency matrix of
some graph on [n] vertices, and consider the function F (x;Y ) given by
F (x;Y ) = |S(x)| · 1{S(x) ∈ I(Y )}.
The maximum independent set problem for Y can then be written in the form
max
x∈Bn
F (x;Y ).
Let us now construct the analogue of the family A(Y, Y ′) from (5) in this setting.
Definition 2.12. For Y, Y ′ ∈ {0, 1}m, the path from Y to Y ′ is Y = Z0 → Z1 → · · · → Zm = Y ′
where (Zi)j = Yj for j > i and (Zi)j = Y
′
j otherwise. The path is denoted by Y 7→ Y ′.
Here (and throughout) we have fixed an arbitrary order by which to index the edges of a graph
(the coordinates of Y ).
Now let Y, Y ′ ∈ {0, 1}m be (the adjacency matrices of) independent G(n, d/n) random graphs.
We can then consider the family of functions
F(Y, Y ′) = {F (· ;Z) : Z is on the path Y 7→ Y ′}. (6)
We can now state the relevant overlap gap property.
Theorem 2.13. For any α > 1 + 1/
√
2 there exist constants 0 ≤ ν˜1 < ν˜2 ≤ 1 and d∗ > 0 such
that for any constant d ≥ d∗, the following holds. If Y, Y ′ ∼ G(n, d/n) independently, the following
holds with probability at least 1− exp(−Ω(n)).
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• The family of functions F from (6) with domain X = Bn satisfies the overlap gap property
with overlap R(x1, x2) =
1
n |〈x1, x2〉| and parameters µ = k := α log dd n, ν1 = ν˜1 kn , ν2 = ν˜2 kn
with probability at least 1− exp(−Ω(n)).
• Furthermore, the functions F (· ;Y ) and F (· ;Y ′) are ν1-separated above µ.
Above (and throughout), Ω(n) pertains to the limit n→∞ with α, d fixed, i.e., it hides a constant
factor depending on α, d. Note that here the overlap is simply the (normalized) cardinality of the
intersection of the two sets: R(x1, x2) =
1
n |S(x1) ∩ S(x2)|.
The proof of Theorem 2.13—which is deferred to Section 4.3—is an adaptation of the first
moment argument of [GS17]: we compute the expected number of pairs of independent sets whose
overlap lies in the “forbidden” region, and show that this is exponentially small.
3 Proofs for p-Spin Model
3.1 Low-Degree Polynomials are Stable
In this section we prove a noise stability–type result for polynomials of Gaussians, which will be
a key ingredient in our proofs. Throughout this section, let d ≥ 1 and let Y ∈ Rd be a vector
with i.i.d. standard Gaussian entries. Denote the standard Gaussian measure on Rd by Γd. For
two standard Gaussian random vectors defined on the same probability space, we write X ∼ρ Y if
their covariance satisfies Cov(X,Y ) = ρ I for some ρ ∈ [0, 1], where I denotes the identity matrix.
Throughout this section, all polynomials have non-random coefficients. The goal of this section is
to prove the following stability result.
Theorem 3.1. Let 0 ≤ ρ ≤ 1. Let X,Y be a pair of standard Gaussian random vectors on Rd such
that X ∼ρ Y . Let P denote the joint law of X,Y . Let f : Rd → Rk be a (deterministic) polynomial
of degree at most D with E‖f(X)‖22 = 1. For any t ≥ (6e)D,
P (‖f(X) − f(Y )‖22 ≥ 2t(1− ρD)) ≤ exp
(
−D
3e
t1/D
)
.
We begin by recalling the following standard consequence of hypercontractivity; see Theo-
rem 5.10 and Remark 5.11 of [Jan97] or [LT11, Sec. 3.2].
Proposition (Hypercontractivity for polynomials). If f : Rd → R is a degree-D polynomial and
q ∈ [2,∞) then
E [|f(Y )|q] ≤ (q − 1)qD/2 E[f(Y )2]q/2. (7)
Let us now note the following useful corollary of this result for vector-valued polynomials.
Lemma 3.2. If f : Rd → Rk is a degree-D polynomial and q ∈ [2,∞) then
E[‖f(Y )‖2q2 ] ≤ [3(q − 1)]qD E[‖f(Y )‖22]q.
Proof. Let us begin by observing that by the Cauchy-Schwarz inequality and (7),
E[‖f(Y )‖42] ≤
∑
i
E[fi(Y )
4] + 2
∑
i<j
√
E[fi(Y )4]E[fj(Y )4]
≤
∑
i
9DE[fi(Y )
2]2 + 2
∑
i<j
9DE[fi(Y )
2]E[fj(Y )
2] = 9D
(
E‖f(Y )‖22
)2
. (8)
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On the other hand, since ‖f(Y )‖22 is a polynomial of degree at most 2D, we may again apply (7)
to obtain
E[‖f(Y )‖2q2 ] ≤ (q − 1)qDE[‖f(Y )‖42]q/2 ≤ [3(q − 1)]qDE[‖f(Y )‖22]2
as desired, where in the last line we used (8).
With these results in hand we may now prove the following preliminary tail bound.
Proposition 3.3. If f : Rd → Rk is a degree-D polynomial, then for any t ≥ (6e)D,
Γd(‖f(Y )‖22 ≥ tE[‖f(Y )‖22]) ≤ exp
(
−D
3e
t1/D
)
.
(Recall that Γd(·) denotes probability under standard Gaussian measure.)
Proof. Using Lemma 3.2, for any q ∈ [2,∞),
Γd(‖f(Y )‖22 ≥ t) = Γd(‖f(Y )‖2q2 ≥ tq) ≤ E[‖f(Y )‖2q2 ]t−q
≤ [3(q − 1)]qDE[‖f(Y )‖22]qt−q ≤ (3q)qD E[‖f(Y )‖22]q t−q
and so, letting q = t1/D/(3e) ≥ 2,
Γd(‖f(Y )‖22 ≥ tE[‖f(Y )‖22]) ≤ [(3q)D/t]q = exp(−Dq) = exp(−Dt1/D/(3e)).
It will be helpful to recall the noise operator, Tρ : L
2(Γd)→ L2(Γd), defined by
Tρf(x) = Ef(ρx+
√
1− ρ2Y )
where ρ ∈ [0, 1]. Recall that for t ≥ 0, Pt := Te−t is the classical Ornstein-Uhlenbeck semigroup.
In particular, if (hℓ) are the Hermite polynomials on R normalized to be an orthonormal basis for
L2(Γ1), then the eigenfunctions of Tρ are given by products of Hermite polynomials [LT11]. In
particular, for any ψ(x) of the form ψ(x) = hℓ1(x1) · · · hℓd(xd). we have
Tρψ(x) = ρ
Dψ(x) (9)
where D =
∑
ℓj. With this in hand we are now in position to prove the following inequality.
Lemma 3.4. If f : Rd → Rk is a degree-D polynomial with E‖f(Y )‖22 = 1, then for any ρ ∈ [0, 1],
if X ∼ρ Y ,
E ‖f(X)− f(Y )‖22 ≤ 2(1 − ρD).
Proof. Let Xρ be given by
Xρ = ρY +
√
1− ρ2Y ′,
where Y ′ is an independent copy of Y . Observe that (Xρ, Y ) is equal in law to (X,Y ). In this case,
we see that
E ‖f(X)− f(Y )‖22 = 2− 2E〈f(X), f(Y )〉 = 2− 2E〈f(Xρ), f(Y )〉 = 2− 2E〈Tρf(Y ), f(Y )〉.
Consider the collection of products of real valued Hermite polynomials of degree at most D,
HD = {ψ : Rd → R : ψ(x) = hℓ1(x1) · · · hℓd(xd) s.t.
∑
ℓi ≤ D}.
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Observe that HD is an orthonormal system in L2(Γd) and that the collection of real-valued polyno-
mials p : Rd → R of degree at most D is contained in its closed linear span. As such, since ρD ≤ ρs
for 0 ≤ s ≤ D, we see that for any 1 ≤ i ≤ d,
ρDEfi(Y )
2 ≤ ETρfi(Y )fi(Y ) ≤ Efi(Y )2
by (9). Summing in i yields
ρD ≤ E〈Tρf(Y ), f(Y )〉 ≤ 1.
Combining this with the preceding bound yields the desired inequality.
We are now in position to prove the main theorem of this section.
Proof of Theorem 3.1. Let Y ′ be an independent copy of Y . Then if we let Y˜ = (Y, Y ′), this is a
standard Gaussian vector on R2d. Furthermore if we let
h(Y˜ ) = f(Y )− f(ρY +
√
1− ρ2Y ′),
then h is a polynomial of degree at most D in Y˜ and, by Lemma 3.4,
E‖h(Y˜ )‖22 = E‖f(X)− f(Y )‖22 ≤ 2(1− ρD).
The result now follows from Proposition 3.3.
3.2 Failure of Low-Degree Algorithms
In this section we prove our main results on low-degree hardness for the spherical and Ising p-spin
models (Theorems 2.2 and 2.4). The main content of this section is to show that the OGP and
separation properties imply failure of stable algorithms, following an interpolation argument similar
to [GJ19a]. The main results then follow by combining this with the stability of low-degree poly-
nomials (Theorem 3.1) and the fact that OGP and separation are known to hold (Theorem 2.11).
The spherical case. We begin by observing the following elementary fact: when two vectors of
norm at least γ are normalized onto the unit sphere, the distance between them can only increase
by a factor of γ−1.
Lemma 3.5. If ‖x‖2 = ‖y‖2 = 1 and a ≥ γ, b ≥ γ then ‖x− y‖2 ≤ γ−1‖ax− by‖2.
Proof. We have
‖ax− by‖22 = a2 + b2 − 2ab〈x, y〉 = (a− b)2 + ab‖x− y‖22 ≥ γ2‖x− y‖22.
Throughout the following, it will be convenient to define the following interpolated family of tensors.
Consider (Yτ )τ∈[0,π/2] defined by
Yτ = cos(τ)Y + sin(τ)Y
′. (10)
Note that by linearity of inner products, we may equivalently write A(Y, Y ′) from (5) as
A(Y, Y ′) = {Hn(x;Yτ ) : τ ∈ [0, π/2]}.
The following result shows that together, the OGP and separation properties imply failure of low-
degree polynomials for the spherical p-spin.
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Theorem 3.6. For any 0 ≤ ν1 < ν2 ≤ 1, there exists a constant δ∗ > 0 such that the following
holds. Let p, n,D ∈ N and µ ∈ R. Suppose that Y, Y ′ are independent p-tensors with i.i.d. standard
Gaussian entries and let A(Y, Y ′) be as in (5). Suppose further that with probability at least 3/4
over Y, Y ′, we have that A(Y, Y ′) has the (µ, ν1, ν2)-OGP on domain Sn with overlap R = |〈·, ·〉|/n,
and that Hn(· , Y ) and Hn(· , Y ′) are ν1 separated above µ. Then for any δ ≤ min{δ∗, 14 exp(−2D)}
and any γ ≥ (2/3)D, there is no random degree-D polynomial that (µ, δ, γ)-optimizes (1) on Sn.
Proof. Let Y, Y ′ be as in the statement of the theorem, and let P = PY ⊗Pω denote the joint law of
(Y, ω). Assume on the contrary that f is a random degree D polynomial which (µ, δ, γ)-optimizes
Hn(·, Y ). We first reduce to the case where f is deterministic.
Let A(Y, ω) denote the “failure” event
A(Y, ω) = {Hn(gf (Y, ω);Y ) < µ ∨ ‖f(Y, ω)‖2 < γ
√
n}.
Since E‖f(Y, ω)‖22 = n and P(A(Y, ω)) ≤ δ, we have by Markov’s inequality,
Pω{EY ‖f(Y, ω)‖22 ≥ 3n} ≤ 1/3 and Pω(PY (A(Y, ω)) ≥ 3δ) ≤ 1/3.
This means that there exists an ω∗ ∈ Ω such that EY ‖f(Y, ω∗)‖22 ≤ 3n and PY {A(Y, ω∗)} ≤ 3δ.
Fix this choice of ω = ω∗ so that f(·) = f(·, ω∗) becomes a deterministic function.
Let Y, Y ′ ∈ (Rn)⊗p be independently i.i.d. N (0, 1), let Yτ be as in (10), and A(Y, Y ′) as in
(5). For some L ∈ N to be chosen later, divide the interval [0, π/2] into L equal sub-intervals:
0 = τ0 < τ1 < · · · < τL = π/2, and let xℓ = gf (Yτℓ). We claim that with positive probability (over
Y, Y ′), all of the following events occur simultaneously and that this leads to a contradiction:
(i) The familyA(Y, Y ′) has the (µ, ν1, ν2)-OGP on Sn andHn(·, Y ) andHn(·, Y ′) are ν1-separated
above µ.
(ii) For all ℓ ∈ {0, 1, . . . , L}, f succeeds on input Yτℓ , i.e., the event A(Yτℓ , ω∗)c holds.
(iii) For all ℓ ∈ {0, 1, . . . , L − 1}, ‖f(Yτℓ) − f(Yτℓ+1)‖22 < γ2cn for some c = c(ν1, ν2) > 0 to be
chosen later.
First, let us see why (i)-(iii) imply a contradiction. Combining (i) and (ii) gives | 1n〈x0, xℓ〉| ∈
[0, ν1]∪ [ν2, 1] for all ℓ, and | 1n〈x0, xL〉| ∈ [0, ν1]. Since we also have | 1n〈x0, x0〉| = 1, there must exist
an ℓ that crosses the OGP gap in the sense that
ν2 − ν1 ≤ 1
n
∣∣∣|〈x0, xℓ〉| − |〈x0, xℓ+1〉|∣∣∣ ≤ 1
n
|〈x0, xℓ〉 − 〈x0, xℓ+1〉| ≤ 1√
n
‖xℓ − xℓ+1‖2.
Since ‖f(Yτℓ)‖2, ‖f(Yτℓ+1)‖2 ≥ γ
√
n by (ii), Lemma 3.5 gives
ν2 − ν1 ≤ 1√
n
‖xℓ − xℓ+1‖2 ≤ 1
γ
√
n
‖f(Yτℓ)− f(Yτℓ+1)‖2,
which contradicts (iii) provided we choose c ≤ (ν2 − ν1)2.
It remains to show that (i)-(iii) occur simultaneously with positive probability. By assumption,
(i) fails with probability at most 1/4, so it is sufficient to show that (ii) and (iii) each fail with
probability at most 1/3. By a union bound, (ii) fails with probability at most 3δ(L + 1), which is
at most 1/3 provided
L ≤ 1
9δ
− 1. (11)
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For (iii), we will apply Theorem 3.1 with some D˜ ≥ D (since we are allowed to use any upper
bound on the degree) and t = (6e)D˜ . For any ℓ we have Yτℓ ∼ρ Yτℓ+1 with ρ = cos
(
π
2L
)
. Using
EY ‖f(Y )‖22 ≤ 3n,
P(‖f(Yτℓ)− f(Yτℓ+1)‖22 ≥ 6n(6e)D˜(1− ρD˜)) ≤ exp(−2D˜). (12)
Since
1− ρD˜ = 1− cosD˜
( π
2L
)
≤ 1−
(
1− 1
2
( π
2L
)2)D˜ ≤ D˜
2
( π
2L
)2
,
equation (12) implies
P(‖f(Yτℓ)− f(Yτℓ+1)‖22 ≥ γ2cn) ≤ exp(−2D˜)
provided
L ≥ π
2γ
√
3D˜
c
(6e)D˜/2. (13)
Thus, (iii) fails with probability at most L exp(−2D˜), which is at most 1/3 (as desired) provided
L ≤ 1
3
exp(2D˜). (14)
To complete the proof, we need to choose integers D˜ ≥ D and L satisfying (11), (13), (14), i.e.,
π
2γ
√
3D˜
c
(
√
6e)D˜ ≤ L ≤ min
{
1
9δ
− 1, 1
3
(e2)D˜
}
. (15)
Require δ ≤ 14 exp(−2D˜) so that the second term in the min{· · · } is smaller (when D˜ is sufficiently
large). Since γ ≥ (2/3)D ≥ (2/3)D˜ and 32
√
6e < e2, there now exists an L ∈ N satisfying (15)
provided that D˜ exceeds some constant D∗ = D∗(c). Set D˜ = max{D,D∗} and δ∗ = 14 exp(−2D∗)
to complete the proof.
Our main result on low-degree hardness of the spherical p-spin now follows by combining the above
with the fact that OGP and separation hold in a neighborhood of the optimum.
Proof of Theorem 2.2. This result follows by combining Theorem 3.6 with Theorem 2.11.
The Ising case. We now turn to the corresponding result for the Ising p-spin model, which again
shows that together, OGP and separation imply failure of low-degree polynomials.
Theorem 3.7. For any 0 ≤ ν1 < ν2 ≤ 1 there exist constants δ∗ > 0 and η > 0 such that
the following holds. Let p, n,D ∈ N and µ ∈ R. Suppose that Y, Y ′ are independent p-tensors
with i.i.d. standard Gaussian entries and let A(Y, Y ′) be as in (5). Suppose further that with
probability at least 3/4 over Y, Y ′, we have that A(Y, Y ′) has the (µ, ν1, ν2)-OGP on domain Σn
with overlap R = |〈·, ·〉|/n, and that Hn(· , Y ) and Hn(· , Y ′) are ν1 separated above µ. Then for
any δ ≤ min{δ∗, 14 exp(−2D)} and any γ ≥ (2/3)D, there is no random degree-D polynomial that
(µ, δ, γ, η)-optimizes (1) on Σn.
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Proof. The proof is nearly identical to that of Theorem 3.6 above, so we only explain the differences.
We now define A(Y, ω) to be the failure event
A(Y, ω) = {Hn(sgn(f(Y, ω));Y ) < µ ∨ |{k ∈ [n] : |fk(Y, ω)| ≥ γ}| < (1− η)n},
and define xℓ = sgn(f(Yτℓ)). The only part of the proof we need to modify is the proof that (i)-
(iii) imply a contradiction, including the choice of c. As above, combining (i) and (ii) gives the
existence of an ℓ for which ν2 − ν1 ≤ 1√n‖xℓ − xℓ+1‖2, i.e., 14‖xℓ − xℓ+1‖22 ≥ 14(ν2 − ν1)2n, implying
that xℓ and xℓ+1 differ in at least ∆ :=
1
4 (ν2 − ν1)2n coordinates. Let η = ∆/(2n) = 18(ν2 − ν1)2
so that there must be at least ∆/2 coordinates i for which |fi(Yτℓ) − fi(Yτℓ+1)| ≥ γ. This implies
‖f(Yτℓ) − f(Yτℓ+1)‖22 ≥ γ2 · ∆2 = 18γ2(ν2 − ν1)2n, which contradicts (iii) provided we choose c ≤
1
8(ν2 − ν1)2.
Proof of Theorem 2.4. This result follows by combining Theorems 3.7 and 2.11.
3.3 Stability of Langevin and Gradient Flows
Let U ∈ C∞(Sn) be some smooth function and for any σ ≥ 0 we can consider Langevin Dynamics
with potential U and variance σ to be the strong solution of the stochastic differential equation (in
Itoˆ form) {
dXt = σdBt −∇Udt
X0 ∼ ν,
where Bt is spherical Brownian motion, ∇ is the spherical gradient, and ν ∈ M1(Sn) is some
probability measure on the sphere called the initial data. Note that in the case σ = 0 this is simply
gradient flow for U .
We recall here the following basic fact about the well-posedness of such equations, namely
their continuous dependence on the function U . In the following, for a vector-valued function
F : Sn → TSn, we let ‖F‖∞ denote the essential supremum of the norm of F induced by the
canonical metric. (Here TSn denotes the tangent bundle to Sn.)
Lemma. Let U, V ∈ C∞(Sn) and σ ≥ 0. Fix ν ∈ M1(Sn). Let XUt and XVt denote the corre-
sponding solutions to Langevin dynamics with potentials U and V respectively and with the same
variance σ with respect to the same Brownian motion Bt. Suppose further that their initial data
are the same. Then there is a universal C > 0 such that for any t > 0
sup
s≤t
‖XUs −XVs ‖2 ≤ CteCt‖∇U‖∞∨‖∇V ‖∞‖∇U −∇V ‖∞ a.s., (16)
where ‖·‖2 denotes Euclidean distance in the canonical embedding of Sn ⊆ Rn.
The proof of this result is a standard consequence of Gronwall’s inequality and can be seen, e.g.,
in [Var16, Tes12].
In this section, for a p-tensor A we will write A(x1, · · · , xp) to denote the action of A on p
vectors, i.e., A(x1, · · · , xp) = 〈A, x1 ⊗ · · · ⊗ xp〉. Viewing this as a multilinear operator, we denote
the operator norm by
‖A‖op = sup
‖x1‖2=···=‖xp‖2=1
A(x1, ..., xp).
As a consequence of the above, we note the following. We then have the following.
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Lemma 3.8. Let δ = n−α for some α > 0 and let {τi} denote a partition of [0, π/2] with |τi+1−τi| ≤
δ with ⌈δ−1⌉ + 1 elements. Let (Xτi)i denote the family of strong solutions to Langevin dynamics
with variance σ ≥ 0, potentials Hn(·;Yτi) and initial data, ν ∈ M1(Sn) . We have that there is a
C > 0 independent of n such that for any T > 0
sup
i
sup
s≤T
‖Xτis −Xτi+1s ‖2 ≤ CTeCTn−α
with probability at least 1− e−Ω(n).
Proof. Evidently, the proof will follow by (16) upon controlling the gradients of Hn(·;Y ). To this
end, we see that
∇Hn(x;Yτ ) = 1
n
p+1
2
(Yτ (πx, x, . . . , x) + · · ·+ Yτ (x, . . . , x, πx))
where πx denotes the projection on to TxSn. In particular,
n−
p+1
2 ‖∇Hn(x;Yτ )‖2 ≤ 1√
n
‖Yτ‖op ≤ 1√
n
(‖Y ‖op + ‖Y ′‖op).
By a standard epsilon-net argument (see, e.g., [BGJ20, Lemma 3.7]), we have that
‖Y ‖op ≤ C
√
n
with probability 1− e−Ω(n) (while the lemma in [BGJ20] states the result for the expectation, one
can either apply this to the probability by Borell’s inequality, or simply note that the penultimate
step in that proof is the desired high-probability bound). Thus after a union bound, with probability
1− exp(−Ω(n))
sup
0≤τ≤π/2
‖∇Hn(· ;Yτ )‖∞ ≤ 2C.
On the other hand, in law we have that Yτi − Yτi+1 = Z satisfies
Z
(d)
= Y
√
(cos(τi)− cos(τi+1))2 + (sin(τi)− sin(τi+1))2.
Since both cosine and sine are 1-Lipschitz, we see that the entries of Z are i.i.d. and have variance at
most δ. Consequently, by the same epsilon-net argument, we have with probability 1−O(nαe−cn),
max
i
‖∇Hn(· , Yτi)−∇Hn(· , Yτi+1)‖2 ≤ Cδ
as desired.
3.4 Failure of Langevin Dynamics
We begin by noting the following concentration result.
Lemma 3.9. Fix T ≥ 0 and σ ≥ 0. Let XT denote the solution of Langevin dynamics with potential
Hn , variance σ, and initial data ν ∈M1(Sn), and let Qν denote its law conditionally on Y . Then
we have that there is some c > 0 such that for every ε > 0
PY ⊗Qν(|Hn(XT ;Y )− EHn(XT ;Y )| ≥ ε) ≤ exp(−cε2n)
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Proof. Note as before that for any two tensors Y and Y ′, we have
‖∇Hn(· ;Y )−∇Hn(· ;Y ′)‖2 ≤ ‖Y − Y ′‖op ≤ ‖Y − Y ′‖2,
where here for a tensor A, ‖A‖2 denotes the square root of the sum of the squares of its entries.
Consequently, by (16), the map Y 7→ XT is uniformly C-Lipschitz for some C = C(T ) > 0
independent of n. The result then follows by Gaussian concentration of measure.
Proof of Theorem 2.5. In the following, we let P = P ⊗ Qµ. Recall the family (Yτ ) from (10)
and A(Y, Y ′) from (5). Let δ = n−α for some α > 0 and define (τi) as in Lemma 3.8. Fix an
ε > 0 and let G denote the event that the overlap gap property holds for A(Y, Y ′) with parameters
(Ep(S) − ε, ν1, ν2) as well as ν1-separation of Hn(· ;Y0) and Hn(· ;Y1) above level Ep(S) − ε. By
Theorem 2.11, this holds for every ε > 0 sufficiently small with probability 1− exp(−Ω(n)).
Let Xτi denote the solutions to Langevin dynamics corresponding to the potentials Hn(· ;Yτi).
Let Bn and B˜n denote the bad events
B˜n = {∃i : Hn(XτiT ;Yτi) ≥ Ep(S)− ε}
Bn = {Hn(XτiT ;Yτi) ≥ Ep(S)− 3ε ∀i}.
Let Ei(ε) denote the complement of the event bounded in Lemma 3.9 applied to X
τi
T , and let
E(ε) = ∩Ei(ε) which has probability at least 1 − exp(−Ω(n)). Note that on B˜n ∩ E(ε), we have
that EHn(X
τi
T ;Yτi) ≥ Ep(S)−2ε for some i. As the expectation is non-random and independent of
i, this holds for all i. Consequently, B˜n∩E(ε) ⊂ Bn. Thus we have P (B˜n) ≤ P (Bn)+exp(−Ω(n)).
Suppose now that the events Bn and G have non-empty intersection. Let us work on this
intersection. By ν1-separation, recalling the overlap function R(x, y) = | 1n〈x, y〉|, we have that
R(X0T ,X
1
T ) ≤ ν1
whereas R(X0,X0) = 1. On the other hand, by Lemma 3.8, it follows that
|R(X0T ,XτiT )−R(X0T ,Xτi+1T )| ≤
√
nCTeCTn−α.
Thus, choosing α > 1/2, we see that for n sufficiently large, there must be some (random) j such
that
ν1 < |R(X0T ,XτjT )| < ν2.
This contradicts the overlap gap property. Thus Bn ⊆ Gc. Consequently, we have that
P (B˜n) ≤ P (Bn) + e−Ω(n) ≤ P (Gc) + e−Ω(n) = e−Ω(n).
Observing that B˜cn is contained in the event we are trying to bound yields the desired result by
monotonicity of probabilities.
3.5 Proof of Overlap Gap Property
Proof of Theorem 2.11. We begin with the spherical setting. Let us view Hn(x;Y ) as a Gaussian
process on Sn. It was shown in [CS17, Theorem 3] that for any τ, ε > 0 with τ ≤ π/2 there are
C, c, µ˜ > 0 such that with probability at least 1− Ce−cn,
max
R(x,y)>ε
Hn(x;Yτ ) +Hn(x, Y ) < max
x∈Sn
Hn(x;Yτ ) + max
x∈Sn
Hn(x;Y )− µ˜,
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so that if both u, v satisfy
max
x∈Sn
Hn(x;Yτ )− µ˜/2 ≤ Hn(u, Yτ )
max
x∈Sn
Hn(x;Y )− µ˜/2 ≤ Hn(v;Y )
then it must be that |R(u, v)| < ε. (The result is stated there for τ < π/2, but can be extended to
the easier case of τ = π/2. See Remark 3.10 below.) One can then replace the maximum on the
right-hand side of the above upon recalling that by Borell’s inequality,
P(|max
x∈Sn
Hn(x;Y )− Emax
x∈Sn
Hn(x;Y )| ≥ ε) ≤ C exp(−cnε2)
for some C, c > 0. In particular, upon recalling that EmaxSn Hn(x;Y ) → Ep(S) [JT17], for n
sufficiently large we obtain
Ep(S)− µ˜/4 ≤ Hn(u, Yτ )
Ep(S)− µ˜/4 ≤ Hn(v;Y ).
(17)
On the other hand, as shown in [AC18, Theorem 6], (17) holds with τ = 0 as well, except now
we have that the inner products of the near-maximal u, v must satisfy R(u, v) ∈ [0, ν1] ∪ [ν2, 1] for
some 0 ≤ ν1 < ν2 ≤ 1. By combining these results we can obtain the overlap gap property with
parameters (Ep(S) − µ˜/4, ν1, ν2) by applying the discretization argument from in [GJ19a]. Note
that, (17) in the case τ = π/2 implies ε-separation below level Ep(S) − µ˜/4. As ε was arbitrarily
small we can take ε = ν1.
After recalling that EmaxΣn Hn(x;Y ) → Ep(Σ) [GT02], we see that the second result is a
restatement of [GJ19a, Theorem 3.4] after applying Borell’s inequality as in (17).
Remark 3.10. While the result of [CS17, Theorem 3] is only stated for 0 < τ < π/2, it easily
extends to the case τ = π/2 by differentiating in the Lagrange multiplier term λ in the “RSB
bound” from [CS17, Eq. 59]. For the reader’s convenience, we sketch this change. We follow here
the notation of [CS17]. By comparing to [CS17, Eq. 78], one sees that E(0, u, λ) from [CS17, Eq. 61]
satisfies E(0, u, 0) = 2Ep(S) (= 2GS). On the other hand for u > 0 we have ∂λE(0, u, 0) = −u < 0,
from which it follows that minλ T (0, u, λ) < 2Ep(S) as desired. The case u < 0 follows by symmetry.
4 Proofs for Maximum Independent Set
4.1 Low-Degree Polynomials are Stable
In this section we prove a key structural property (Theorem 4.2) of low-degree polynomials on the
Boolean hypercube. Roughly speaking, with nontrivial probability, a low-degree polynomial will
not change its output significantly at any step when its input coordinates are resampled one at a
time.
Throughout this section, we work with the Boolean hypercube {0, 1}m and let Y = (Y1, ..., Ym)
denote a Bernoulli random vector, Y ∈ {0, 1}m, with independent entries that satisfy
P (Yi = 1) = pi,
for some 0 < pi < 1. We view the hypercube as a graph where the vertex set is V = {0, 1}m and
the edge set consists of those edges (x, y) such that x and y differ in exactly one coordinate.
We introduce the following local regularity property of (non-random) functions {0, 1}m → Rn.
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Definition 4.1. Let f : {0, 1}m → Rn and let c > 0. An edge (x, y) in {0, 1}m is said to be c-bad
for f if
‖f(x)− f(y)‖22 ≥ cE‖f(Y )‖22.
For x, y ∈ {0, 1}m, recall the definition of the path x 7→ y (Definition 2.12), which naturally
corresponds to a walk on the edges of the hypercube graph. We now turn to the main result of
this section, which shows that for a low-degree polynomial, a random path has no bad edges with
nontrivial probability.
Theorem 4.2. Let Y be a Bernoulli random vector with P (Yi = 1) = pi, let Y
′ be an independent
copy of Y , and let λ = mini(pi∧1−pi). For any c > 0 and any (deterministic) degree-D polynomial
f : {0, 1}m → Rn we have
P (Y 7→ Y ′ has no c-bad edge for f) ≥ λ4D/c.
The key steps in the proof of Theorem 4.2 are contained in the following two lemmas. Throughout
the following, for a point x ∈ {0, 1}m, we let x−i denote the all-but-ith coordinates of x, and let
q(x) = P (x 7→ Y ′ has no c-bad edge).
Lemma 4.3. Let f : {0, 1}m → Rn be a polynomial of degree D and let Y be a Bernoulli random
vector with P (Yi = 1) = pi. Let Bi denote the event that the edge corresponding to flipping the ith
coordinate of Y is c-bad for f . Then
c
2
m∑
i=1
(pi ∧ 1− pi)P (Bi) ≤ D. (18)
Lemma 4.4. If Y is a Bernoulli random vector with P (Yi = 1) = pi, then
− E log q(Y ) ≤
m∑
i=1
S(pi)P (Bi) (19)
where S denotes the binary entropy S(p) = −p log p− (1− p) log(1− p).
Intuitively, (18) states that if D is small, there cannot be too many bad edges. The proof will be
based on the fact that low-degree polynomials have small total influence. Intuitively, (19) states
that if most paths contain a bad edge then there must be many bad edges in total. The actual
definition of “bad” will not be used in the proof of the latter lemma. We defer the proof of these
lemmas momentarily
We first show how to deduce Theorem 4.2 from the above lemmas, and then we prove the
lemmas.
Proof of Theorem 4.2. If p ≤ 1/2 then −p log p ≥ −(1 − p) log(1 − p) and so S(p) ≤ −2p log p. If
instead p > 1/2 then −p log p ≤ −(1− p) log(1− p) and so S(p) ≤ −2(1− p) log(1− p). Therefore,
in either case we have
S(pi) ≤ 2(pi ∧ 1− pi) log(1/λ). (20)
We now have
− logE q(Y ) ≤ −E log q(Y ) ≤
m∑
i=1
S(pi)P (Bi) ≤ 2 log( 1
λ
)
m∑
i=1
(pi ∧ 1− pi)P (Bi) ≤ 2 log( 1
λ
) · 2D
c
where in the first inequality we used Jensen’s inequality, the second we used (19), the third we used
(20), and the last we used (18). The result follows by re-arrangement.
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Before turning to the proof of the above lemmas, let us pause and recall here some basic
facts from Fourier analysis on the Boolean cube. For more on this see [O’D14]. For i ∈ [m],
let φi(Yi) =
Yi−pi√
pi(1−pi)
, and for S ⊆ [m], let φS(Y ) =
∏
i∈S φi(Yi). Recall that the functions
{φS}S⊆[m] form an orthonormal basis for L2(P ). For a function f we denote its fourier coefficients
by fˆ(S) = Ef(Y )φS(Y ). Observe that Parseval’s theorem in this setting reads: for a function
f : {0, 1}m → R, we have
E[f(Y )2] =
∑
S⊆[m]
fˆ(S)2.
For a function f we denote the total influence by
I(f) =
∑
S⊆[m]
|S| · fˆ(S)2.
Finally, consider the Laplacian operator Li, defined by
Lif =
∑
S∋i
fˆ(S)φS(x),
which can be thought of as “the part of f that depends on i”.
Proof of Lemma 4.3. Let us begin by first fixing an entry fj of f . Since fj is of degree at most D,
its spectrum is such that fˆj(S) = 0 for any S with |S| > D. As such,
DE[fj(Y )
2] = D
∑
|S|≤D
fˆj(S)
2 ≥ I(fj) =
∑
i
E(Lifj(Y ))
2
=
∑
i
E[(1− pi)(Lifj(Y−i[0]))2 + pi(Lifj(Y−i[1]))2]
where Y−i[ℓ] ∈ {0, 1}m is obtained from Y−i by setting the ith coordinate to ℓ. Using that for any
a, b ∈ R and p ∈ [0, 1], (p ∧ 1 − p)(a − b)2 ≤ 2((1 − p)a2 + pb2), we see that the above display is
bounded below by
1
2
∑
i
(pi ∧ 1− pi)E(Lifj(Y−i[1]) − Lifj(Y−i[0]))2 = 1
2
∑
i
(pi ∧ 1− pi)E(fj(Y−i[1]) − fj(Y−i[0]))2.
Summing over j and applying the definition of c-bad edge, we obtain
DE‖f(Y )‖22 ≥
1
2
∑
i
(pi ∧ 1− pi)E‖fj(Y−i[1]) − fj(Y−i[0])‖22
≥ 1
2
∑
i
(pi ∧ 1− pi)P (Bi) cE‖f(Y )‖22.
Cancelling the net factor of E‖f(Y )‖22 yields the result.
Proof of Lemma 4.4. Proceed by induction on m. The base case m = 1 is straightforward: if the
single edge is bad then both sides of (19) equal S(p1), and otherwise both sides equal 0.
For the inductive step, let q0(Y−1) denote the probability over Y ′−1 that the path Y−1[0] 7→ Y ′−1[0]
has no c-bad edge. Similarly define q1(Y−1) for the path Y−1[1] 7→ Y ′−1[1]. (Note that these are
probabilities on {0, 1}m−1.) Integrating in the first coordinate, we have by independence,
− E log q(Y ) = −E[(1− p1) log q(Y−1[0]) + p1 log q(Y−1[1])] (21)
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where
q(Y−1[0]) = (1 − p1)q0(Y−1) + p1q1(Y−1)1Bc
1
and
q(Y−1[1]) = (1− p1)q0(Y−1)1Bc
1
+ p1q1(Y−1).
If Bc1 holds (i.e., the edge corresponding to flipping the first coordinate is “good”) then the expres-
sion inside the expectation in (21) is
(1− p1) log q(Y−1[0]) + p1 log q(Y−1[1]) = log[(1− p1)q0(Y−1) + p1q1(Y−1)]
≥ (1− p1) log q0(Y−1) + p1 log q1(Y−1)
using concavity of t 7→ log t. If instead B1 holds (i.e., the edge is bad),
(1− p1) log q(Y−1[0]) + p1 log q(Y−1[1]) = (1− p1) log[(1 − p1)q0(Y−1)] + p1 log[p1q1(Y−1)]
= −S(p1) + (1− p1) log q0(Y−1) + p1 log q1(Y−1).
Putting it all together,
−E log q(Y ) ≤ −E[−S(p1)1B1 + (1− p1) log q0(Y−1) + p1 log q1(Y−1)]
= S(p1)P (B1)− (1− p1)E log q0(Y−1)− p1E log q1(Y−1). (22)
By the induction hypothesis,
−E log q0(Y−1) ≤
∑
i>1
S(pi)P (Bi|Y1 = 0).
Similarly,
−E log q1(Y−1) ≤
∑
i>1
S(pi)P (Bi|Y1 = 1).
Combining these yields
−(1− p1)E log q0(Y−1)− p1E log q1(Y−1) ≤
∑
i>1
S(pi)P (Bi).
Plugging this into (22) completes the proof.
4.2 Failure of Low-Degree Algorithms
This section is devoted to proving Theorem 2.8. We start with the following result which shows
that together, OGP and separation imply that low-degree polynomials fail to find large independent
sets. Recall the family of functions F(Y, Y ′) from (6).
Theorem 4.5. Suppose d ≤ n/2 and ν2n ≤ k. Suppose that with probability at least 1 − ∆
when Y, Y ′ ∼ G(n, d/n) independently, F(Y, Y ′) has (k, ν1, ν2)-OGP, and F (· , Y ) and F (· ;Y ′) are
ν1-separated above k. If
∆+ 3δ(m+ 1) < exp
(
−96γDk log(n/d)
(ν2 − ν1)2n
)
(23)
then for any η ≤ 14 (ν2−ν1)2, there is no random degree-D polynomial that (k, δ, γ, η)-optimizes (4).
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Proof. Assume on the contrary that f (µ, δ, γ, η)-optimizes maximum independent set. Let A(Y, ω)
denote the “failure” event
A(Y, ω) = {|V ηf (Y, ω)| < k}.
As in the proof of Theorem 3.6, we can reduce to the case where f is deterministic: there exists
ω∗ ∈ Ω such that the resulting deterministic function f(·) = f(·, ω∗) satisfies EY ‖f(Y )‖22 ≤ 3γk
and PY (A(Y, ω
∗)) ≤ 3δ.
Let Y, Y ′ ∼ G(n, d/n) independently, and let Y = Z0 → Z1 → · · · → Zm = Y ′ be the path
Y 7→ Y ′. Let Sj = V ηf (Zj). Consider the following events.
(i) The family F(Y, Y ′) has the (k, ν1, ν2)-OGP on {0, 1}m and the functions F (· ;Y ) and F (· ;Y ′)
are ν1-separated above k.
(ii) For all j ∈ {0, 1, . . . ,m}, f succeeds on input Zj , i.e., the event A(Zj , ω∗)c holds.
With probability at least 1−∆− 3δ(m + 1), the events (i) and (ii) occur simultaneously. We will
show that when this happens, the path Y 7→ Y ′ must contain a c-bad edge (for a particular choice
of c). This will allow us to derive a contradiction with Theorem 4.2.
Toward this end, suppose (i) and (ii) both occur. Since ν2n ≤ k, it follows that some j must
cross the OGP gap in the sense that |S0∩Sj | ≥ ν2n and |S0∩Sj+1| ≤ ν1n. Thus, letting 1S ∈ {0, 1}n
be the indicator of S,
(ν2−ν1)n ≤ |〈1S0 ,1Sj−1Sj+1〉| ≤ ‖1S0‖2 ·‖1Sj−1Sj+1‖2 =
√
|S0| ·
√
|Sj△Sj+1| ≤
√
n·
√
|Sj△Sj+1|
where△ denotes symmetric difference. From the definition of V ηf , there must be at least |Sj△Sj+1|−
2ηn coordinates i for which |fi(Zj)− fi(Zj+1)| ≥ 1/2. This means
‖f(Zj)− f(Zj+1)‖22 ≥
1
4
(|Sj△Sj+1| − 2ηn) ≥ 1
4
[
(ν2 − ν1)2n− 2ηn
] ≥ n
8
(ν2 − ν1)2.
provided η ≤ 14(ν2 − ν1)2. Since EY ‖f(Y )‖22 ≤ 3γk, we now have that (Zj , Zj+1) is a c-bad edge
for c = (ν2 − ν1)2n/(24γk).
Applying Theorem 4.2 yields
∆ + 3δ(m + 1) ≥ (d/n)4D/c = exp
(
−96γDk log(n/d)
(ν2 − ν1)2n
)
.
This contradicts (23), completing the proof.
Proof of Theorem 2.8. Let α > 1 + 1/
√
2, and let 0 ≤ ν˜1 < ν˜2 ≤ 1 be the constants from The-
orem 2.13. Provided d is sufficiently large, Theorem 2.13 allows us to apply Theorem 4.5 with
parameters k = α log dd n, νj = ν˜j
k
n (for j = 1, 2), ∆ = exp(−Ω(n)). This requires η ≤ 14 (ν2 − ν1)2 =
α2 log2 d
4d2
(ν˜2 − ν˜1)2 and gives the desired result provided
exp(−Ω(n)) + 3δ
((
n
2
)
+ 1
)
< exp
(
− 96γDd log(n/d)
(ν˜2 − ν˜1)2α log d
)
.
To satisfy this (for n sufficiently large), it is sufficient to have
δ <
1
3n2
[
exp(−C˜1γD log n)− exp(−C˜2n)
]
where C˜1, C˜2 > 0 are constants depending on α, d. It is in turn sufficient to have C˜1γD log n ≤ 12C˜2n
and δ < 14n2 exp(−C˜1γD log n) = exp(−C˜1γD log n− log 4−2 log n). This completes the proof with
C2 =
C˜2
2C˜1
and C1 = C˜1 + 3.
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4.3 Proof of Overlap Gap Property
Proof of Theorem 2.13. Fix integers k1, k2, ℓ satisfying k1 ≥ k, k2 ≥ k, and 1 ≤ ℓ ≤ k. Fix
j1, j2 ∈ {0, 1, . . . ,m}. Let T (k1, k2, ℓ, j1, j2) denote the expected number of ordered pairs (S1, S2)
where S1 is an independent set in Zj1 with |S1| = k1, S2 is an independent set in Zj2 with
|S2| = k2, and |S1 ∩ S2| = ℓ (where the expectation is over Y, Y ′). Define α1, α2, β by the relations
k1 = α1
log d
d n, k2 = α2
log d
d n, and ℓ = β
log d
d n. Restrict to the case δ ≤ β ≤ α − δ for an arbitrary
but fixed constant δ > 0 (which may depend on α but not d); we will show an interval of forbidden
overlaps within this interval for β. Note that α1 ≥ α and α2 ≥ α, and we can assume α1 ≤ 2+δ and
α2 ≤ 2+δ since (for sufficiently large d) there are no independent sets of size exceeding (2+δ) log dd n
with high probability. We have
T (k1, k2, ℓ, j1, j2) =
(
n
ℓ
)(
n− ℓ
k1 − ℓ
)(
n− k1
k2 − ℓ
)
(1− d/n)E
≤
(
n
ℓ
)(
n
k1 − ℓ
)(
n
k2 − ℓ
)
(1− d/n)E
(24)
where E ≥ (k12 )+ (k22 )− (ℓ2) (the worst case being j1 = j2). Using the standard bounds (nk) ≤ (nek )k
(for 1 ≤ k ≤ n) and log(1 + x) ≤ x (for x > −1),
T (k1, k2, ℓ, j1, j2) ≤ exp
(
ℓ log
ne
ℓ
+ (k1 − ℓ) log ne
k1 − ℓ + (k2 − ℓ) log
ne
k2 − ℓ − E
d
n
)
≤ exp
[
log2 d
d
n
(
β + (α1 − β) + (α2 − β)− 1
2
(α21 + α
2
2 − β2) + εd + o(1)
)]
= exp
[
log2 d
d
n
(
α1 − 1
2
α21 + α2 −
1
2
α22 − β +
1
2
β2 + εd + o(1)
)]
where εd → 0 as d → ∞. Since α1 ≥ α > 1 + 1/
√
2, we have α1 − 12α22 < 1/4 and likewise for α2.
Note that β 7→ β − 12β2 has maximum value 1/2 at β = 1. Thus if we choose δ > 0 small enough
(depending on α but not d), for any β ∈ [1− δ, 1 + δ] and any α1 ≥ α, α2 ≥ 2, we have
α1 − 1
2
α21 + α2 −
1
2
α22 − β +
1
2
β2 ≤ −δ,
implying T (k1, k2, ℓ, j1, j2) ≤ exp(−Ω(n)(δ − εd − o(1))), which is exp(−Ω(n)) for sufficiently large
d. Accordingly, let ν1 = (1 − δ)/α and ν2 = (1 + δ)/α. We now have that OGP (with the desired
parameters) holds with high probability, using Markov’s inequality and a union bound over the
≤ n7 possible values for (k1, k2, ℓ, j1, j2).
It remains to show ν1-separation, which pertains to the case j1 = 0, j2 = m. In this case, (24)
holds with the stronger statement E =
(k1
2
)
+
(k2
2
)
. As a result, the expression in (24) is non-
increasing in β (provided β ≥ δ and d is sufficiently large). By the above argument, we can again
conclude T (k1, k2, ℓ, 0,m) ≤ exp(−Ω(n)) but now under the weaker condition β ≥ 1− δ in place of
β ∈ [1− δ, 1 + δ]. This completes the proof.
A More on Low-Degree Algorithms
Here we discuss some classes of algorithms that can be represented by, or approximated by, low-
degree polynomials. We provide proof sketches of how to write these algorithms as polynomials
and discuss what degree is required to do so. We consider polynomials f : Rm → Rn of the form
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f(Y ) = (f1(Y ), . . . , fn(Y )) where each fj is a polynomial of degree (at most) D = D(n). Here
m = m(n) is the dimension of the input. We allow f to have random coefficients (although they
must be independent from the input Y ).
Spectral methods. Consider the following general class of spectral methods. For some N =
N(n), let M = M(Y ) be an N × N matrix whose entries are polynomials in Y of degree at
most d = O(1). Then compute the leading eigenvector of M . The leading eigenvector can be
approximated via the power iteration scheme: iterate ut+1 ← Mut starting from some initial
vector u0 (which may be random but does not depend on Y ). After t rounds of power iteration,
the result M tu0 is a (random) polynomial in Y of degree at most td.
One particularly simple random optimization problems is to maximize the quadratic form of a
random matrix:
max
‖x‖=1
x⊤Y x (25)
where Y is a GOE matrix, i.e., symmetric n × n with Yij = Yji ∼ N (0, 1/n) and Yii ∼ N (0, 2/n).
This is equivalent to the p = 2 case of the spherical p-spin model. In the limit n → ∞, the
eigenvalues of Y follow the semicircle law on [−2, 2], and in particular the optimal value of (25)
converges to 2. In order to find an x ∈ Rn achieving x⊤Y x/‖x‖22 ≥ 2 − ε for a constant ε > 0,
it suffices to run power iteration for a constant C = C(ε) number of rounds: x = Y Cu0 where
u0 ∼ N (0, I). While this x does not satisfy the constraint ‖x‖2 = 1 exactly, ‖x‖2 concentrates
tightly around its expectation and so by rescaling we can arrange to have ‖x‖2 = 1±o(1) with high
probability. (As we have done throughout this paper, we only ask that a low-degree polynomial
outputs an approximately valid solution in the appropriate problem-specific sense. This solution
can then be “rounded” to a valid solution via some canonical procedure, which in this case is
simply normalization: x ← x/‖x‖2.) Thus, a near-optimal solution to (25) can be obtained via a
constant-degree polynomial.
Iterative methods and AMP. Suppose we start with a random initialization u0 and carry out
the iteration scheme ut+1 ← Ft(u0, . . . , ut;Y ) where Ft is a degree-d polynomial in all of its inputs.
Then ut can be written as a (random) polynomial in Y of degree at most dt. In contrast to the
linear update step in power iteration, here the degree can grow exponentially in the number of
iterations.
Approximate message passing (AMP) [DMM09] is a class of iterative methods that give state-
of-the-art performance for a variety of statistical tasks, both for estimation problems with a planted
signal and for (un-planted) random optimization problems. AMP iterations typically involve certain
non-linear transformations, applied entrywise to the current state vector. By replacing each non-
linear function with a polynomial of large constant degree, one can approximate each AMP iteration
arbitrarily well by a constant-degree polynomial. The existing AMP algorithms for spin glass
optimization problems [Mon19, EMS20] only need to run for a constant C(ε) number of iterations
in order to reach objective value µ∗−ε (for some problem-specific threshold µ∗). As in the previous
discussion, AMP is guaranteed to output a nearly-valid solution in the appropriate sense. Thus,
the AMP algorithms for spin glass optimization are captured by constant-degree polynomials: the
objective value µ∗ − ε can be obtained by a polynomial of degree D(ε).
Local algorithms on sparse graphs. Now consider the setting where the input is a random
graph of constant average degree, e.g., a random d-regular graph or an Erdo¨s-Re´nyi G(n, d/n) graph,
where d is a constant. The algorithm’s output is a vector in Rn, which could be, for example, (an
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approximation of) the indicator vector for an independent set. We consider “local algorithms” in
the sense of the factors of i.i.d. model [LW07], defined as follows. For the algorithm’s internal
use, we attach a random variable zi to each vertex i; these are i.i.d. from some distribution of
the algorithm designer’s choosing. For a constant r, an algorithm is called r-local if the output
associated to each vertex depends only on the radius-r neighborhood of that vertex in the graph,
including both the graph topology and the labels zi.
We can see that any O(1)-local algorithm can be approximated by a constant-degree random
polynomial as follows. Suppose we have an r-local algorithm L(Y ), where Y is the adjacency matrix
of the graph. Let ∆ be a constant. For each i there is a random polynomial fi(Y ) of constant degree
D(r,∆) such that fi(Y ) = Li(Y ) whenever the radius-r neighborhood of vertex i contains at most
∆ vertices. We can construct fi as follows. It is sufficient to consider fixed {zi}, since these can
be absorbed into the randomness of fi. Thus, Li(Y ) is determined by the radius-r neighborhood
of i, i.e., the subgraph consisting of edges reached within distance r from i. Consider a fixed graph
N (on the same vertex set as Y ) spanning at most ∆ vertices. The {0, 1}-indicator that N is a
subgraph of the radius-r neighborhood of i can be written as a constant-degree polynomial (where
the degree is the number of edges in N ). We can now form fi by summing over all possibilities for
N and using inclusion-exclusion. By choosing ∆ large (compared to d), we can ensure that f agrees
with L except on an arbitrarily small constant fraction of vertices. (Note that a small fraction of
errors of this type are allowed by our lower bounds.) Thus, local algorithms of constant radius can
be captured by constant-degree polynomials.
Exhaustive search. One (computationally-inefficient) way to solve an optimization problem is
by exhaustive search over all possible solutions. It will be instructive to investigate at what degree
such an algorithm can be approximated by a polynomial. As an example, consider the Ising p-spin
optimization problem
max
x∈Σn
〈Y, x⊗p〉 (26)
where Σn = {+1,−1}n and Y is a p-tensor with i.i.d. N (0, 1) entries. In time exp(O(n)), one
can enumerate all possible solutions and solve (26) exactly. To approximate this by a polynomial,
consider
f(Y ) =
∑
x∈Σn
x〈Y, x⊗p〉2k
for some power k = k(n) ∈ N. Note that if k is large enough, the sum will be dominated by the
term corresponding to the x∗ which maximizes (26), and so f(Y ) will be approximately equal to a
multiple of x∗. For the spherical p-spin optimization problem, one can similarly replace the sum over
Σn by an integral over the sphere Sn. A heuristic calculation based on the known behavior of near-
maximal states [SZ17] indicates that k should be chosen as k = n1+o(1) in order for f(Y ) to be close
to the optimizer, in which case f has degree n1+o(1) (we thank Eliran Subag and Jean-Christophe
Mourrat for helpful discussions surrounding this point). This is consistent with a phenomenon that
has been observed in various hypothesis testing settings (see [Hop18, KWB19, DKWB19]): the
class of degree-nδ polynomials is at least as powerful as all known exp(nδ−o(1))-time algorithms.
Comparison to the hypothesis testing setting. Above, we have discussed how algorithms
for random optimization problems can be represented as polynomials. The original motivation
for this comes from the well-established theory of low-degree algorithms for hypothesis testing
problems (see [Hop18, KWB19]). In the hypothesis testing setting, it is typical for state-of-the-art
polynomial-time algorithms to take the form of spectral methods, i.e., the algorithm decides whether
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the input Y was drawn from the null or planted distribution by thresholding the leading eigenvalue
of some matrix M = M(Y ) whose entries are constant-degree polynomials in Y . To approximate
this by a polynomial, consider f(Y ) = Tr(M2k) =
∑
i λ
2k
i for some power k = k(n) ∈ N, where {λi}
denote the eigenvalues of M . If k is large enough, f(Y ) is dominated by the leading eigenvalue.
Typically, under the planted distribution there is an outlier eigenvalue that exceeds, by a constant
factor, the largest (in magnitude) eigenvalue that occurs under the null distribution. As a result,
k should be chosen as k = Θ(log n) in order for f to consistently distinguish the planted and null
distributions in the appropriate formal sense (see [KWB19, Theorem 4.4] for details). For this
reason, low-degree algorithms in the hypothesis testing setting typically require degree O(log n).
In contrast, we have seen above that for random optimization problems with no planted signal,
constant degree seems to often be sufficient.
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