Probabilistic Synapses by Aitchison, Laurence et al.
Probabilistic Synapses
Laurence Aitchison1, Alex Pouget1,2,3 and Peter E. Latham1
1Gatsby Computational Neuroscience Unit, UCL, London, UK
2University of Geneva, Geneva, Switzerland
3University of Rochester, Rochester, US
Abstract
Learning, especially rapid learning, is critical for survival. However, learning is hard: a
large number of synaptic weights must be set based on noisy, often ambiguous, sensory
information. In such a high-noise regime, keeping track of probability distributions
over weights — not just point estimates — is the optimal strategy. Here we hypothe-
size that synapses take that optimal strategy: they do not store just the mean weight;
they also store their degree of uncertainty — in essence, they put error bars on the
weights. They then use that uncertainty to adjust their learning rates, with higher
uncertainty resulting in higher learning rates. We also make a second, independent,
hypothesis: synapses communicate their uncertainty by linking it to variability, with
more uncertainty leading to more variability. More concretely, the value of a synaptic
weight at a given time is a sample from its probability distribution. These two hy-
potheses cast synaptic plasticity as a problem of Bayesian inference, and thus provide
a normative view of learning. They are consistent with known learning rules, offer an
explanation for the large variability in the size of post-synaptic potentials, and make
several falsifiable experimental predictions.
To survive, animals must accurately estimate the state of the external world. This estimation
problem is plagued by uncertainty: not only is information often extremely limited (e.g.,
because it is dark) or ambiguous (e.g., a rustle in the bushes could be the wind, or a it could
be a predator), but sensory receptors, and indeed all neural circuits, are noisy. Historically,
models of neural computation ignored this uncertainty, and relied instead on the idea that
the nervous system represents a single point estimate [1]. However, this does not seem to
be what animals do — not only does ignoring uncertainty lead to suboptimal decisions, it is
inconsistent with a large body of experimental work [2, 3]. Thus, the current view is that in
many, if not most, cases, animals keep track of uncertainty, and use it to guide their decisions
[3].
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Accurately estimating the state of the world is just one problem faced by animals. They
also need to learn, and in particular they need to leverage their past experience. It is
believed that learning primarily involves changing synaptic weights. But estimating the
correct weight, like estimating the state of the world, is plagued by uncertainty: not only is
the information available to synapses often extremely limited (in many cases just pre and post
synaptic activity), but that information is extremely noisy. Historically, models of synaptic
plasticity ignored this uncertainty, and relied instead on the idea that synapses make a single
point estimate of their weight [3]. However, uncertainty is important for optimal learning —
just as it is important for optimal inference of the state of the world.
Motivated by this observation, we propose two hypotheses. The first, Bayesian Plasticity,
states that during learning, synapses do indeed take uncertainty into account. Under this
hypothesis, synapses do not just try to find a point estimate of their weights, as is done
in almost all learning rules in neuroscience; instead, they learn a probability distribution
over their weights. This allows synapses to adjust their learning rates on the fly: when
uncertainty is high, learning rates are turned up, and when uncertainty is low, learning rates
are turned down. These adjustments allow synapses to learn faster, so there is likely to be
considerable evolutionary pressure for such a mechanism.
Bayesian Plasticity is a hypothesis about what synapses compute. It does not, however,
tell us how synapses should set their weights. For that we need a second hypothesis. Here we
propose that weights are sampled from the probability distribution describing the syanpses’s
degree of uncertainty. Under this hypothesis, which we refer to as Synaptic Sampling, trial to
trial variability gives us a direct readout of uncertaity: the larger the trial to trial variability
in a synaptic strength, the larger the uncertainty. Combined, these hypotheses make several
strong experimental predictions. One is consistent with re-analysis of existing experimental
data; the others, which are feasible in the not so distant future, could falsify the model.
We begin our analysis with a derivation of learning rules under the assumption that
synapses keep track of their uncertainty (Bayesian Plasticity). That gives us a set of rules
for updating not just the mean weight (as all standard learning rules do), but also the uncer-
tainty. We then add to our framework a method for choosing the PSP variability (Synaptic
Sampling). Finally, we discuss the experimental implications of our two hypotheses.
We begin with a simplified model of synaptic integration. Neurons in vivo receive a
constant barrage of spikes, and each incoming spike produces a PSP — a small change in
the postsynaptic neuron’s membrane potential. Very approximately, PSPs combine linearly,
allowing us to write the membrane potential relative to rest as
V (t) =
∑
i
wi(t)xi(t) + ηV (t) (1)
where xi(t) is the synaptic input from neuron i, wi(t) is the corresponding PSP amplitude,
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and ηV (t) is the membrane potential noise. For simplicity we work in discrete time, so
t = 0, 1, 2, ..., and time steps are on the order of the membrane time constant, around 10
ms [4]. The synaptic inputs, xi(t), represent the number of incoming spikes in a time step.
For most of our analysis, xi(t) is either 0 (no spike) or 1 (spike), with the probability of a
spike chosen to correspond to typical firing rates observed in cortex. To take into account
variability in PSP amplitudes, wi(t) varies from time step to time step. See Methods,
Sec. M1.3 for additional details.
We are interested in how synapes learn a set of target weights, denoted wtar,i(t), and a
target membrane potential, Vtar(t); the two are related via
Vtar(t) =
∑
i
wtar,i(t)xi(t). (2)
These target weights have different meanings in different contexts, but broadly, they are
the weights that allow the neuron to perform its particular task as effectively as possible.
For instance, in a cerebellar Purkinje cell, the target weights might allow the cell to best
predict the occurance of an airpuff; in motor cortex, the target weights might allow the cell
to contribute to the best possible skilled movement (e.g., a golf swing that gives a hole-in-
one); and in visual cortex, the target weights might enable the cell to pick out the most
interesting visual feature in its input. Note that the target weights are unlikely to be fixed,
as the statistics of the external world are not fixed (e.g., the stimuli predicting an airpuff
can change), nor is the organism (e.g., as you get stronger you will need to adapt your golf
swing). Thus, we expect the target weights to change over time, something we include in
our analysis (see Methods, Sec. M1.2).
To learn the target weights, synapses get information from the presynaptic input, back-
propagating action potentials, and, for supervised and reinforcement learning, an explicit
feedback signal, denoted f . The simplest feedback signal, which corresponds to the typical
supervised learning set-up [5, 6], is f(δ) = δ, where δ is the prediction error corrupted by
additive noise, ηδ,
δ(t) = Vtar(t)− V (t) + ηδ(t). (3)
We refer to this as continuous feedback, because f is a continuous function of δ. However,
our framework is flexible enough to cover many other supervised and reinforcement learning
feedback signals, including discontinuous ones, and even unsupervised learning, for which
there is no feedback signal. In particular, we consider three senarios. The first corresponds
to cerebellar learning, in which a Purkinje cell receives a complex spike if its output is
too high, thus triggering long term depression [7]. To mimic the all-or-nothing nature of a
complex spike [8], we use a binary feedback signal: f(δ) = sign(δ − θ). For this feedback
signal, f is 1 if the noisy error signal, δ is above a threshold, θ, and f is −1 if it is below that
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threshold. The second scenario corresponds to reinforcement learning, in which the feedback,
now representing the reward, reports the magnitude of the noisy error signal, but not its
direction, f(δ) = − |δ|. The third corresponds to unsupervised learning, in which there is no
feedback signal. Instead, synapses adjust their weights using a Hebbian-like learning rule to
find the most interesting (in this case, non-Gaussian) direction in the inputs. See Methods,
Sec. M1.5, for additional details.
For the continuous feedback signal, f = δ, there is a well known rule for finding the
optimal weights: the delta rule [5, 9], which changes the mean PSP amplitude, mi, according
to
∆mi = αxiδ. (4)
(We focus on the mean weight because the actual weight, wi, varies considerably from one
time step to the next due to stochastic vesicle release [10].) This is the product of a learning
rate, α (red), a presynaptic term, xi (green) and a postsynaptic term δ (blue). Importantly,
the learning rate, α, is the same for all synapses, so all synapses whose presynaptic cells are
active (i.e., for which xi = 1) change by the same amount (the red arrow labeled “delta rule”
in Fig. 1).
In the absence of any other information about the history of inputs, the delta rule is
perfectly reasonable. However, suppose that, based on previous information, synapse 1 is
relatively certain about its weight, whereas synapse 2 is uncertain (error bars in Fig. 1). In
that case, new information should have a larger impact on synapse 2 than synapse 1, so
synapse 2 should update its weight more (red arrow labeled “optimal” in Fig. 1). Thus, the
delta rule does not exploit information about uncertainty, even when it is available, making
it suboptimal. To do better, synapses need to compute their uncertainty (essentially, provide
error bars), and exploit that information when updating the weights. In essence, synapses
must solve an inference problem, in which the goal is to infer the probability distribution over
the target weights given available data. So instead of keeping track of point estimates and
updating those when spikes arrive, as in the delta rule, synapses keep track of probability
distributions over their weights, and update the whole distibution when spikes arrive. That
updating process is illustrated in Fig. 2.
We refer to learning in which synapses keep track of probability distributions as Bayesian
Plasticity, so named because the update rules are derived using Bayes’ theorem. Synapses
do not, of course, have the resources to keep track of arbitrary probability distributions. We
therefore assume that each synapse uses an approximate form for its probability distribution,
a log normal, chosen because it does not allow weights to change from excitatory to inhibitory
(see Methods, Sec. M2). Using this approximate distribution, synapses only have to keep
track of the mean and variance, denoted mi and s
2
i , respectively. As we show in Supple-
mentary Information, Secs. S1.2 and S1.3, in the case of supervised learning with continuous
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Figure 1: Comparison of the delta rule and the optimal learning rule. The error bars denote
uncertainty in the two synapses’ estimates of their synaptic weights. The first synapse (w1)
is reasonably certain; the second synapse (w2) is less so. The red arrows denote possible
changes in the weight in response to a negative feedback signal. The arrow labeled “delta
rule” represents an equal decrease in the first and second weights. In contrast, the arrow
labeled “optimal” takes uncertainty into account, so there is a larger change in the second,
more uncertain, weight.
feedback, f = δ, the update rules for the mean, mi and variance, s
2
i , are approximately,
∆mi ≈ αi xi δ −1
τ
(mi −mprior) (5a)
∆s2i ≈ −αi x2i s2i −
2
τ
(
s2i − s2prior
)
(5b)
where αi is the learning rate, which now varies across synapses (see Eq. (6) below), and
τ , mprior, and s
2
prior are fixed parameters. To move to the fully general case, including
reinforcement and unsupervised learning, we simply replace the postsynaptic terms, δ in
the update for the mean, and s2i in the update for the variance by something slightly more
complicated (see Supplementary Information, Eq. (S.21)).
The update rule for the mean weight, Eq. (5a), is very similar to the delta rule, in that
it is composed of a learning rate (red), a presynaptic term (green) and a postsynaptic term
(blue). However, there are two important differences. First, as we show in Supplementary
Information, Sec. S1.2, the learning rate, αi, is proportional to each synapse’s uncertainty,
as measured by s2i ,
αi =
s2i
s2δ
(6)
where s2δ represents the average variability in δ, and hence in the feedback signal (see Sup-
plementary Information, Eq. (S.10), for the definition of s2δ). Thus, when a synapse is more
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Figure 2: Updating the distribution over weights using Bayes theorem. At time t,
synapse i’s current probability distribution over the target weight, wtar,i, is given by
P (wtar,i(t)|Data up to t− 1) (red curve). The neuron receives a small amount of new in-
formation via the likelihood, P (Data at t|wtar,i(t)) (green curve). This leads to a new dis-
tribution, P (wtar,i(t)|Data up to t) (blue curve).
uncertain about its target weight, new information causes a larger change in the mean weight
— exactly what we expected, given Fig. 1. In contrast, as the feedback signal gets noisier,
and thus less informative, the learning rate falls. Second, there is a decay term (grey), which
causes the mean to decay back to its prior value. This accounts for the fact that the under-
lying target weight, wtar,i, changes over time (as mentioned above), so information from the
recent past is more relevant than information from the distant past.
Although the update rule for the uncertainty, s2i (Eq. (5b)), does not have a counterpart
in classical learning rules, it does have a natural interpretation. The first term in Eq. (5b)
reduces uncertainty (note the negative sign) whenever the presynaptic cell is active (xi = 1),
and thus whenever the synapse updates its estimate of the weight. The second term has
the opposite effect: it increases uncertainty. That term arises because random drift reduces
knowledge about the target weights.
Simulations (Fig. 3) show that the mean weight tracks the target weight very effectively
(compare the red and blue lines, which correspond to the mean of the inferred distribution
and the target weight, respectively). Just as importantly, the synapse’s estimate of its uncer-
tainty tracks the difference between its estimate and the actual target (the blue line should
be inside the 95% confidence intervals 95% of the time; in practice, we have: supervised
continuous, 95%; supervised binary, 94%; reinforcement, 89%; unsupervised, 87%).
The critical aspect of the learning rules in Eq. (5) is that the learning rate — the change
in mean PSP amplitude, mi, per spike — increases as the synapse’s uncertainty, s
2
i , increases.
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Figure 3: Bayesian learning rules track the true weight and estimate uncertainty. The
blue line is the true weight, the red line represents the median of the inferred distribution,
and the red area represents 95% confidence intervals. The total time course is 5 times
the characteristic time over which the target weights change (see Methods, Sec. M1.2). A.
Supervised learning, continuous feedback (f = δ). B. Supervised learning, binary feedback
(f = Θ (δ − θ)). C. Reinforcement learning (f = −|δ|). D. Unsupervised learning (no
feedback).
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Figure 4: Bayesian learning rules have a lower mean squared error (MSE) than classical
learning rules. The red line is the mean squared error for the classical learning rule, relative
to our Bayesian learning rule (the blue line at 1). The Bayesian learning rule does not have
a tunable learning rate parameter, so the Bayesian mean squared error is the same for all
learning rates. A. Supervised learning, continuous feedback (f = δ). B. Supervised learning,
binary feedback (f = Θ (δ − θ)). C. Reinforcement learning (f = −|δ|). D. Unsupervised
learning (no feedback). See Methods, Sec. M4, for further details.
This is a general feature of our learning rules, and not specific to any one of them. Con-
sequently, independent of the learning scenario, we expect performance to be better than
for classical learning rules, which do not take uncertainty into account. To check whether
this is true, we computed the mean squared error between the actual and target membrane
potential, V and Vtar, for classical learning rules, and plotted them relative to our learning
rules. The results are shown in Fig. 4. In this figure, the red line gives the mean squared
error for the classical learning rules relative to the error for our optimal rules. Note that
the Bayesian learning rules do not have an externally imposed learning rate parameter, so
their mean squared error is a single value that does not vary with learning rate. Even if the
learning rates for the classical learning rules are chosen optimally, performance is worse than
it is for the probabilistic learning rules, and if they are chosen sub-optimally, performance
can be much worse.
Fig. 4 indicates that there is a clear advantage to using uncertainty to adjust learning
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rates. But does the brain actually take this strategy? Addressing that question will require
a new generation of plasticity experiments: at present, in typical plasticity experiments only
changes in weights are measured; to test our hypothesis, it will be necessary to measure
changes in learning rates, and at the same time determine how those changes are related
to the synapse’s uncertainty. This presents two challenges. First, measuring changes in
learning rates is difficult, as weights must be monitored over long periods of time and under
natural conditions, preferably in vivo. However, with the advent of increasingly sophisticated
experimental techniques, such experiments should be feasible in the not so distant future.
Second, we cannot measure the synapse’s uncertainty directly. It is, therefore, necessary to
find a proxy. Below we discuss two possible approaches.
The first approach is indirect: use neural activity measured over long periods in vivo to
estimate the uncertainty a synapse should have; then, armed with that estimate, test the
prediction that the learning rate increases with uncertainty. To estimate the uncertainty
a synapses should have, we take advantage of a general feature of essentially all learning
rules: synapses get information only when the presynaptic neuron spikes. Consequently, the
synapse’s uncertainty should fall as the presynaptic firing rate increases. In fact, under mild
assumptions, we can derive a very specific relationship: the relative change in weight under
a plasticity protocol, ∆mi/mi, should scale as 1/
√
νi where νi is the firing rate of the neuron
presynaptic to synapse i,
∆mi
mi
∝ 1√
νi
, (7)
a relationship that holds in our simulations (Fig. 5; see also Supplementary Information,
Sec. S4). In essence, firing rate is a proxy for uncertainty, with higher firing rate indicating
lower uncertainty and vice versa. This prediction can be tested by observing neurons in
vivo, estimating their firing rates, then performing long term potentiation or depression
experiments to determine the relative change in synaptic strength, ∆mi/mi.
The second approach involves the introduction of a new hypothesis, which is that PSP
variability provides a proxy for uncertainty. That we might expect a relationship between
variability and uncertainty is based on the following normative reasoning (see Methods,
Sec. M5, for an extended discussion): the uncertainty associated with a particular computa-
tion should depend on the uncertainty in the weights; thus, to make optimal decisions, the
brain needs to know that degree of uncertainty; one way to communicate it is via variability
in PSP amplitude. This leads to the Synaptic Sampling hypothesis, which states that the
variance in PSP amplitude is equal to the variance of the inferred posterior distribution over
the target weight, s2i ,
PSP variance = s2i . (8)
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Figure 5: Simulations confirming that the normalized learning rate (αi/mi, which is propor-
tional to ∆mi/mi) is inversely related to the square root of the firing rate. As predicted,
the best fit line on a log-log plot has a slope close to -1/2. A. Supervised learning, con-
tinuous feedback (f = δ). B. Supervised learning, binary feedback (f = Θ (δ − θ)). C.
Reinforcement learning (f = −|δ|). D. Unsupervised learning (no feedback).
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This is analogous to setting the PSP mean to the mean of the distribution over the target
weight, mi. We call this the Synaptic Sampling hypothesis because the synapses “sample”
PSP amplitudes from their inferred distribution over weights.
Bayesian Plasticity combined with Synaptic Sampling tells us that synapses with higher
variability (and hence higher uncertainty) should have higher learning rates. More quanti-
tively, Bayesian Plasticity tells us that the relative change in PSP amplitude, ∆mi/mi, is
proportional to the synpase’s uncertainty, (Eqs. (5a) and (6)) and Synaptic Sampling relates
uncertainty to variability (Eq. (8)); consequently,
∆mi
mi
∝ PSP variance
PSP mean
≡ Normalized
Variability
, (9)
where we have defined the normalized variability to be the ratio of PSP variance to its mean.
We verify that this relationship holds in simulation in Fig. 6.
Equation (9) implies that when the PSP variance is high, learning is fast. Testing that
experimentally is straightforward, if technically difficult: simply monitor the PSP mean
and variance for long periods in vivo, and compare normalized variability to changes in the
mean. The in vivo requirement is important: our analysis assumes a constant barrage of
presynaptic spikes, whereas in many in vitro preparations the vast majority of cells are silent
(see Supplementary Information, Sec. S4).
In addition to the experiment proposed above, there is a slightly more indirect test of
Bayesian plasticity and Synaptic Sampling. Combining Eq. (7) and (9), we see that the
normalized variability and firing rate obey the relationship,
1√
νi
∝ Normalized
Variability
. (10)
This is intuitively sensible: as discussed previously, higher presynaptic firing rates means the
synapse is more certain, and Synaptic Sampling states that higher certainty should reduce
the observed variability.
This relationship can be tested by estimating presynaptic firing rates in vivo, and com-
paring them to the normalized variability measured using paired recordings. Such data can
be extracted from experiments by Ko and colleagues [11]. In those experiments, calcium
signals in mouse visual cortex were recorded in vivo under a variety of stimulation condi-
tions, which provided an estimate of firing rate; subsequently, whole cell recordings of pairs
of identified neurons were made in vitro, and the mean and variance of the PSPs were mea-
sured. In Fig. 7A we plot the normalized variability versus the firing rate on a log-log scale;
on this scale, our theory predicts a slope of −1/2 (red line). The normalized variability does
indeed decrease as the firing rate increases (blue line), (p < 0.003), and the slope is not
significantly different from −1/2 (p = 0.56). This pattern is broadly matched by simulated
data (Fig. 7B)
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Figure 6: Simulations confirming that that the normalized learning rate (αi/mi, which is
proportional to ∆mi/mi) is proportional to the normalized variability (s
2
i /mi). The red
line is the best fitting straight-line that passes through the origin. A. Supervised learning,
continuous feedback (f = δ). B. Supervised learning, binary feedback (f = Θ (δ − θ)). C.
Reinforcement learning (f = −|δ|). D. Unsupervised learning (no feedback).
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Figure 7: Normalized variability (the ratio of the PSP variance to the mean) as a diagnostic
of our theory. A. Normalized variability falls as firing rate increases. The red line, which
has a slope of −1/2, is our prediction (the intercept, for which we do not have a prediction,
was chosen to give the best fit to the data). The blue line is fit by linear regression, and
the grey region represents 2 standard errors. Its slope, -0.62, is statistically significantly
different from 0 (p < 0.003) and not significantly different from −1/2 (p = 0.57). Firing rate
was measured by taking the average signal from a spike deconvolution algorithm [12]. Units
are arbitrary because the scale factor relating the average signal from the deconvolution
algorithm and the firing rate is not exactly one [13]. Data from layer 2/3 of mouse visual
cortex [11]. B. Simulated normalized variability versus firing rate; supervised learning with
continuous feedback (f = δ).
It seems unlikely that this pattern emerged spuriously, as that would require a confound
that simultaneously influenced two very different types of measurement, calcium measure-
ments of the pre-synaptic firing rate and patch-clamp measurement of the PSPs. The most
obvious confound actually predicts a positive slope: if more calcium indicator is present in
the presynaptic cell, then we might expect measured firing rates to be higher, and vesicle
release probabilities to be lower (as the indicator buffers calcium involved in vesicle release).
Lower probabilities imply higher variability, so we would expect higher measured firing rates
to be associated with higher variability — the opposite of our prediction.
In summary, based primarily on theoretical considerations of optimality we proposed
that synapses do not just keep track of point estimates of their weights, as they do in clas-
sical learning rules; instead, they compute approximate probability distributions over their
weights. They then use those distributions to set learning rates: the wider the distribution
(that is, the more the uncertainty in the target weight) the higher the learning rate. This
allows different synapses to have different learning rates, and leads to learning rules that
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allow synapses to exploit all locally available information, and so learn as rapidly as possible
— much more rapidly than classical learning rules, which do not keep track of uncertainty
(Fig. 4). The critical difference between our learning rules and classical ones is that the
learning rates themselves undergo plasticity; the rules for updating the mean weight are
very similar to classical learning rules. Thus, our framework is consistent with the vast
majority of work on synaptic plasticity [14, 15, 16, 17, 18, 19].
The hypotheses that synapses keep track of undertainty, which we refer to as the Bayesian
Plasticity hypothesis, makes the general prediction that learning rates, not just synaptic
strengths, are a function of pre and postysnaptic activity — something that should be
testable with the next generation of plasticity experiments. In particular, it makes a specfic
prediction about learning rates in vivo: learning rates should vary across synapses, being
higher for synapses with lower presynaptic firing rates.
We also make a second, independent, hypothesis, Synaptic Sampling. This hypothesis
states that the variability in PSP size associated with a particular synapse matches the uncer-
tainty in the strength of that synapse. This allows synapses to communicate their uncertainty
to surrounding circuitry — information that is critical if the brain is to monitor the accuracy
of its own computations. The same principle has been applied to neural activity, where it
is known as the neural sampling hypothesis [20, 21, 22, 23] (except that here variability in
neural activity matches uncertainty about the state of the external world). The neural sam-
pling hypothesis meshes well with synaptic sampling: uncertainty in the weights increases
uncertainty in the current estimate of the state of the world, and likewise, variability in
the weights increase variability in current neural activity (see Methods, Sec. M5). However,
while there is some experimental evidence for the neural sampling hypothesis [22, 24, 23],
it has not been firmly established. Whether other proposals for encoding probability distri-
bution with neural activity, such as probabilistic population codes [3, 25], can be combined
with Synaptic Sampling is an open question.
By combining our two hypotheses, we were able to make additional predictions. These
predictions focused on what we call the normalized variability — the ratio of the variance
in PSP size to the mean. First, we predicted that plasticity should increase with normalized
variability, which remains to be tested. Second, we predicted that normalized variability
should decrease with presynaptic firing rate. We reanalysed data from [11] to show that this
is indeed the case (Fig. 7).
In machine learning, the idea that it is advantageous to keep track of the distribution
over weights has a long history [26, 27, 28]. The first suggestion that such a scheme might be
useful in a neuroscience context, however, was relatively recent [3], and the first theoretical
study was even more recent [29]. The latter study bore some resemblance to ours, in that
weights were sampled from a distribution. However, there was an important difference: the
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distribution had to be fixed, and could be determined only after the animal had seen all data.
Because this is unrealistic, an online algorithm was developed in which, as in our scheme,
weights were updated on each time step. However, for this algorithm to agree with sampling
from a fixed distribution, changes in synaptic strength per time step had to be very small (on
the order of 10−4). Thus, unlike in our scheme, there was almost no spike-to-spike variability
in PSP size. So, although this was an important step toward a probabilistic treatment of
synaptic plasticity, the algorithm was unable to deal with the realistic situation in which
the distribution over synaptic weights is changing continuously as the animal receives new
information, and it doesn’t produce the variability in PSP size seen in vivo.
If the Bayesian Plasticity hypothesis is correct, synapses would have to keep track of, and
store, two variables: the mean and variance of the log of the synaptic weight (or, equivalently,
the mean weight and the learning rate). The complexity of synapses [30, 31, 32], and their
ability to use interesting, non-trivial learning rules (e.g. synaptic tagging, in which activity at
a synpases “tags” it for future long term changes in strength [33, 34, 35], and metaplasticity,
in which the learning rate can be modified by synaptic activity without changing the synaptic
strength [36, 37, 38]), suggests that representing uncertainty — or learning rate — is quite
possible. It will be nontrivial, but important, to work out how.
Our framework has several implications, both for the interpretation of neurophysiolog-
ical data and for future work. First, under the Synaptic Sampling hypothesis, PSPs are
necessarily noisy. Consequently, noise in synapses (e.g., synaptic failures) is a feature, not a
bug. We thus provide a normative theory for one of the major mysteries in synaptic phys-
iology: why neurotransmitter release is probabilistic. Second, our approach allows us to
derive local, biologically plausible learning rules, no matter what information is available at
the synapse, and no matter what the statistics of the synaptic input. Thus, our approach
provides the flexibility necessary to connect theoretical approaches based on optimality to
complex biological reality.
In neuroscience, Bayes theorem is typically used to analyze high level inference problems,
such as decision-making under uncertainty. Here we have demonstrated that Bayes’ theorem,
being the optimal way to solve any inference problem, big or small, could be implemented
in perhaps the smallest computationally relevant elements in the brain: the synapse.
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Methods
Here we provide a complete description of our model (Sec. M1, which includes a table
containing a list of all parameters), sketch the derivation of the learning rules (Sec. M2;
the full derivation is given in Supplementary Information), discuss the advantages of our
local approach to learning (Sec. M3), provide details of the simulations (Sec. M4), give a
normative explanation for the Synaptic Sampling hypothesis (Sec. M5), and, finally, provide
additional details of the statistical test used for Fig. 7A (Sec. M6).
M1 Complete description of our model
In the main text we specified how the membrane potential depends on the weights and
incoming spikes (Eq. (1)) and how the target membrane potential depends on the target
weights (Eq. (2)), and we defined the prediction error (Eq. (3)). Here we describe how the
weights, wi, the target weights, wtar,i, and the spikes, xi, are generated. We also provide a
summary of how the feedback signal, f , depends on the prediction error, δ, and we provide
details of the unsupervised learning model.
M1.1 Synaptic weights
To take variability in PSP amplitudes into account, we use
wi = mi +
√
kimi ηwi , (11)
where ηwi is zero mean, unit variance noise. Under the Synaptic Sampling hypothesis, the
variability is equal to the uncertainty, so ki = s
2
i /mi. However, when comparing classical and
Bayesian learning rules (Figs. 3 and 4), we set ki = k for all synapses. This was necessary
to make a fair comparison, as there is no way to compute uncertainty for classical learning
rules. The value of k came from measured data [39]: we plotted s2i vs mi and fit a straight
line that passed through the origin; k is the slope of that line; this resulted in k = 0.0877.
When plotting learning rate versus firing rate (Fig. 5), we also used ki = k, primarily
for convenience. However, in Figs. 6 and 7, which explictly involved the Synaptic Sampling
hypothesis, we used ki = s
2
i /mi.
M1.2 The target weights
The target weights are the weights that in some sense optimize the performance of the
animal. We do not expect these weights to remain constant over time, for two reasons.
First, both the general state of the world and the organism change over time, thus changing
the target weights. Second, we take a local, single neuron view to learning, and define the
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target weights on a particular neuron to be the optimal weights given the weights on all the
other neurons in the network. Consequently, as the weights on surrounding neurons change
due to learning, the target weights on our neuron will also change. While these changes may
be quite systematic, to a single synapse deep in the brain they are likely to appear random.
In or model we assume that the log of the target weights follow an Ornstein-Uhlenbeck
process. Specifically, we define
λtar,i = log |wtar,i| (12)
(note the absolute value sign, which allows the weights to be either positive or negative),
and let λtar,i, the log weight, evolve according to
∆λtar,i(t+ 1) = −1
τ
(λtar,i(t)− µprior) +
√
2σ2prior
τ
ηtar,i (13)
where τ is the characteristic time scale over which the weights change. Note that τ is
measured in time steps; to convert to time it needs to be multiplied by ∆t, the size of the
time step. Under this noise process, the mean value of λtar,i, denoted µi, and the variance,
denoted σ2i , evolve according to
µi(t+ 1) =
(
1− 1
τ
)
µi(t) +
µprior
τ
(14a)
σ2i (t+ 1) =
(
1− 1
τ
)2
σ2i (t) +
2σ2prior
τ
. (14b)
We chose this particular noise process for three reasons. First, wtar,i is equal to either
+eλtar,i (for excitatory weights) or −eλtar,i (for inhibitory weights), and thus cannot change
sign as λtar,i changes with learning. Consequently, excitatory weights cannot become in-
hibitory, and vice versa, so Dale’s law is preserved. Second, spine sizes obey this stochastic
process [40], and while synaptic weights are not spine sizes, they are correlated [41]. Third,
this noise process gives a log-normal stationary distribution of weights, as is observed exper-
imentally [39].
The parameters of these dynamics, µprior and σ
2
prior, were set to the mean and variance of
measured log-weights using data from Ref. [39]. We used a time step, ∆t, of 10 ms, within
the range of measured membrane time-constants (e.g. [4]), and set τ to 105 (corresponding
to 1,000 seconds, or around 15 minutes) for both types of supervised learning, and 106
(corresponding to 10,000 seconds, or around 2 1/2 hours) for reinforcement and unsupervised
learning. These values of τ were chosen so that uncertainty roughly matched observed
variability; see Sec. S5.
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M1.3 The synaptic inputs, xi(t), with feedback
For models with a feedback signal, on each time step xi is drawn from a Bernoulli distribution
representing the number of spikes (0 or 1) from the presynaptic cell,
P (xi) = (νi∆t)
xi(1− νi∆t)1−xi . (15)
The firing rates, νi, are drawn from a log-normal distribution chosen to match observed
firing rates. We choose a distribution that is intermediate between the relatively narrow
ranges found by some [42], and the extremely broad ranges found by others [43]: we use a
log-normal distribution, with median at 1 Hz, and with 95% of firing rates being between
0.1 Hz and 10 Hz,
log νi ∼ N
(
0,
(
log 10
2
)2)
. (16)
M1.4 Feedback signals for supervised and reinforcement learning
The feedback signal is different for every type of learning (these are mentioned in the text,
and are repeated here for completeness).
For supervised learning with continuous feedback, the feedback signal is simply δ,
f(δ) = δ. (17)
For supervised learning with binary feedback, the feedback signal is 1 if δ is above θ, and
−1 if it is below θ,
f(δ) = sign(δ − θ). (18)
Binary feedback is intended to model Purkinje cells, which recieve a complex-spike feedback
signal relatively rarely (around once per second; corresponding to once in 100 time steps). To
match that rate, θ should be set high enough that δ is above θ relatively rarely. While this is
possible (and we have run these simulations), this makes comparison between the Bayesian
and classical rules difficult: it is not sufficient simply to fix θ, as this may give rise to different
values of P (f = 1) in Bayesian and classical learning. While it may be possible to resolve
these difficulties, for the purposes of fair comparison we use θ = 0. Because the distribution
over δ is symmetric around 0, this implies that P (f = 1) remains at 1/2 throughout the
simulations for both classical and Bayesian learning.
For reinforcement learning, the feedback signal, representing the reward, is simply minus
the magnitude of δ,
f(δ) = − |δ| . (19)
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M1.5 Models without a feedback signal
For unsupervised learning, there is no feedback signal. Instead, information for setting the
weights comes from structure in the synaptic inputs, x, which is generated by a very different
process from supervised and reinforcement learning (for which there was no structure in the
input). Specifically, we assume that the cell’s input is Gaussian in every direction except
one, wtar, in which the input is Laplacian. The cell’s goal is to find that one interesting
direction (as was done in [44]).
Formally, x is generated by,
P (x|wtar, Vtar) ∝ N (x; 0,Λ) δ
(
Vtar −wTtarx
)
. (20)
where the target membrane potential, Vtar, is Laplacian distributed,
P (Vtar) =
e−|Vtar|/b
2b
. (21)
We let
b2 =
wTtarΛwtar
2
, (22)
so that moments of x are the same whether we draw from the full distribution (Eq. (20))
or just from the Gaussian, N (x; 0,Λ) — as is easy to show by direct calculation. While
our theory does not require it, in simulations, we use whitened input, i.e., a diagonal input
covariance, to match, for instance, the whitened input from retina to V1,
Λij = δijνi∆t. (23)
The diagonal elements are chosen to match the variance expected from a Poisson process.
Note that this form allows xi to be positive or negative. To some extent, this could
be remedied by adding an offset to xi, but considerable work will be needed to write down
biologically realistic models for P (x|wtar, Vtar) in which Bayesian inference can be performed.
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M1.6 Parameter settings
Parameter Value Basis
µprior -0.669 Matched to data from [39] (Sec M1.2)
σ2prior 0.863 Matched to data from [39] (Sec M1.2)
n (sup., unsup.) 1000
Offers a good trade-off between biological realism
[45] and computational tractability
n (reinforcment) 100
Uses a reduced number of synapses for reinforce-
ment learning because of the increased difficulty of
the learning problem
τ (supervised) 105
Supplementary Information, Sec. S5; corresponds
to 1,000 s
τ (unsup., rein.) 106
Supplementary Information, Sec. S5; corresponds
to 10,000 s
∆t 10 ms Typical membrane time constant [4]
γV 1 mV
Small value because once the effects of stochastic
vesicle release are excluded, membrane potential
variability is thought to be small [46, 47]
γδ 1 mV
This is difficult to determine, so we use a small
nominal value for computational tractability
k 0.0877 Matched to data from [39] (Sec. M1.1)
θ 0 Sec. M1.4.
M2 Inference when there is a feedback signal
Here we outline how a synapse can infer a distribution over the log of its target weight, λtar,i,
using all past data. We focus on supervised and reinforcement learning, for which there is
a feedback signal, as it is relatively straightforward; we analyze unsupervised learning, for
which there is no feedback signal, in Supplementary Information (see in particular Sec. S2).
As our model is in a well-understood class, hidden Markov models (HMMs), this inference
process is straightforward: we use the standard, two-step proceedure for inference in HMMs.
In the first step the synapse incorporates new data using Bayes theorem. The data in one
time step, denoted di, includes the presynaptic input, xi, the feedback signal, f , the cell’s
membrane potential, V , and the actual PSP amplitude, wi,
di(t) ≡ (xi(t), f(t), V (t), wi(t)) , (24)
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and we use Di(t) to denote all past data,
Di(t) ≡ (di(t), di(t− 1), . . .) . (25)
Using this notation, we have
P (λtar,i|Di) = P (λtar,i|di,Di(t− 1)) ∝ P (di|λtar,i)P (λtar,i|Di(t− 1)) . (26)
To reduce clutter, here and in what follows all quantities without an explicitly specified time
index are evaluated at time step t; so, for instance, wtar,i ≡ wtar,i(t) and Di ≡ Di(t).
In the second step, the synapse takes into account random changes in the target weight,
P (λtar,i(t+ 1)|Di) =
∫
dλtar,iP (λtar,i(t+ 1)|λtar,i)P (λtar,i|Di) . (27)
Combining both steps takes us from the distribution at time t, P (λtar,i(t)|Di(t− 1)), to the
distribution at the time t+ 1, P (λtar,i(t+ 1)|Di(t)).
Equations (26) and (27) tell us how to make exact updates to the distribution over the
target weight. However, the exact distribution is too complex for a synapse to work with, let
alone store. To simply the problem faced by the synapse, we specify a family of approximate
distributions: a Gaussian in the log-domain, with mean µi and variance σ
2
i ,
P (λtar,i|D(t− 1)) = N
(
λtar,i;µi, σ
2
i
)
. (28)
The corresponding mean, mi, and variance, s
2
i , of the distribution over wtar,i are
mi ≡ E [wtar,i|D(t− 1)] = eµi+σ2i /2, (29a)
s2i ≡ Var [wtar,i|D(t− 1)] =
(
eσ
2
i − 1
)
m2i ≈ σ2im2i , (29b)
the latter valid in the limit σ2i  1. This is, in fact, a good approximation: on average,
s2i /m
2
i ≈ 0.076 (Supplementary Information, Eq. (S.70c)); combining this with Eq. (29b)
gives, again on average, σi ≈ 0.073. We thus use it throughout most of our analysis.
This approximate distribution has two advantages. First, log-normal distributions always
give positive values, leading to learning rules that cannot, for instance, take an excitatory
synapse and turn it inhibitory. Second, if the synapse is not given any data, then the
dynamics (Equation (13)) imply that the distribution over λtar,i approaches a Gaussian at
long times — exactly our approximating distribution.
As we will see below, the likelihood, P (di|λtar,i) is typically not Gaussian in λtar,i; con-
sequently, even if P (λtar,i|Di(t− 1)) is Gaussian, P (λtar,i|Di) will not be (see Eq. (26)). A
natural way to remedy this is Assumed Density Filtering (ADF) [48]. Formally, this requires
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s2i (t− 2)
mi(t− 1)
s2i (t− 1)
mi(t)
s2i (t)
mi(t+ 1)
s2i (t+ 1)
Figure 8: A graph describing the dependencies in our simulations. The target weight, wtar,i(t)
evolves independently of all other variables, under the exponentiated Ornstein-Uhlenbeck
process described in Eq. (13). The data, di(t), which includes the feedback signal, f(t),
the presynaptic input, xi(t), the postsynaptic activity V (t) (see Eq. (24)), and the PSP
amplitude, wi(t), depends on both the target weight, wtar,i(t), and on past inferences, mi(t)
and s2i (t). In particular, the feedback signal, f(t), depends on the target weight, and the PSP
amplitude, wi(t), depends on the mean estimate of the target weight, mi(t) (see Eq. (11)).
Finally, the mean and uncertainty at time t, mi(t) and si(t), depend on the mean and
uncertainty at the previous time step, mi(t − 1) and s2i (t − 1), and also on past data,
di(t− 1), through the learning rules, Eq. (5).
us to find the log-normal distribution with the smallest KL-divergence; this can be achieved
by matching moments,
µi(t+ 1) = E [λtar,i(t+ 1)|Di] (30a)
σ2i (t+ 1) = Var [λtar,i(t+ 1)|Di] . (30b)
The central difficulty is computing moments of the inferred distribution, which will require
further approximations beyond the assumed density filter. This is dealt with in more depth
in Supplementary Information, Secs. S1.2 and S2; see in particular Eq. (S.14).
To summarise our model for a single synapse, we can write down a dependency graph
describing how each variable is generated (see Fig. 8). This is a graphical model – a compact
method for describing dependencies among random variables. This graphical model has the
extremely unusual feature that the results of inference at one time step influence the data
at subsequent time steps.
M3 Problems with inference at the cellular level
Our strategy of performing Bayesian inference at the level of the synapse is actually quite
unusual (and is potentially the most important theoretical advance in the paper). The more
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typical approach is to perform some type of inference at the level of the whole cell (i.e.,
infer all the weights jointly). We chose our approach because it is unlikely that synpases can
communicate much information to each other. The lack of communication is not a problem
if we consider each synapse as performing an inference problem, conditioned on the data
available to it. However, it is a problem if inference is performed at the cellular level. To
illustrate this in the simplest possible context, we consider a cell with two synapses. Synapses
are trying to infer their target weights based on the data, d1 and d2, available at synapse 1
and 2, respectively. Without communication, the best each synapse can do is to compute
its target weight, based on its data, P (wtar,1|d1) and P (wtar,2|d2). However, if we try to
infer both weights at the cellular level, then even making the strong approximation that the
distribution over each target weight is independent,
P (wtar,1, wtar,2|d1, d2) ≈ P (wtar,1|d1, d2)P (wtar,2|d1, d2) , (31)
we cannot prevent each synapse from “seeing” all the data (except in the unlikely event that
d1 really gives no information about wtar,2 and vice-versa).
It may seem highly suboptimal for each synapse to perform inference independently,
as synapses have to throw away information (for instance, wtar,1 must average over its prior
uncertainty in d2, and, likewise, wtar,2 must average over its prior uncertainty in d1). However,
from a biological point of view it is quite natural. Nonetheless, this is an unusual approach,
and considerable further work is necessary to understand its theoretical properties.
M4 Details of simulations
We performed two sets of simulations, the first, for Bayesian Plasticity, with ki fixed at
k = 0.0877 (Figs. 3-5), and the second, for Synaptic Sampling, with ki = s
2
i /mi (Figs. 6 and
7) (see Sec. M1.1).
To reduce the variability in the MSE (mean squared error) estimates, for both Bayesian
and classical learning rules we ran all simulations using the same inputs, xi, and target
weights, wtar,i. We repeated the protocol 24 times, with different inputs and target weights.
Using the same inputs and target weights reduced the variability in MSE measurements
between learning rates below what might be expected based on the 2 s.e.m. error bars in
Fig. 4.
To avoid error bars on the MSE that were larger than the mean (something that makes
little sense, as the MSE is non-negative), we computed means and standard deviations in
the log-MSE domain, which does not have a zero lower-bound, and then mapped back to
the linear domain.
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P(landing location)
P(wet)
P(dry)
Puddle
Figure 9: A schematic diagram of a stick-person jumping over a puddle. The probability
of landing in the puddle, P (wet), depends not only on the mean estimate, but also on the
uncertainty.
M5 Synaptic Sampling
Here we provide an expanded normative argument for Synpatic Sampling. The argument
starts with the observation that to select the correct action, knowing the uncertainty in task
relevant quantities is critical [49]. For instance, to decide whether you can jump over a
puddle without getting your feet wet, it is important to have not only an estimate of mean
landing location, but also the uncertainty in that estimate (Fig. 9). Uncertainty about the
landing location comes from two sources, uncertainty about the current state of the world
and uncertainty about the target weights (i.e. the weights that would give the best estimate
of landing location). To see how the brain might compute uncertainty in landing location,
we consider a simplified scenario in which we use xtar to denote the best possible spike-based
representation of the true state of the external world. The neuron’s estimate of landing
location is a function of the neuron’s output, V , so the optimal estimate of landing location
is given by the target output,
Vtar = wtar · xtar + noise, (32)
where the noise represents the small amount of uncertainty about landing location that
remains when wtar and xtar are known precisely. Note that the assumption that the synapse
combines wtar and xtar via a dot product is for simplicity only; the cell could use any nonlinear
relationship and our arguments would hold.
Of course, the brain knows neither the target weights, wtar, nor the true state of the
external world, xtar. The brain could compute a “best guess” of xtar, and the neuron could
use a “best guess” of wtar, resulting in
Vbest guess = wbest guess · xbest guess + noise. (33)
However, this scheme is unable to give an estimate of uncertainty — so offers little guidance
as to whether or not you should jump over the puddle.
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To get an estimate of uncertainty, it is necessary to account for uncertainty both in the
state of the world, xtar, and in the relationship between the state of the world and jump
distance, parameterised by wtar. As information about xtar comes from sensory data, and in-
formation about wtar comes from training data (e.g., from past jumps), we can represent our
(probabilistic) knowledge about these quantities as two distributions, P (xtar|Sensory Data)
and P (wtar|Training Data). To combine these distributions into a distribution over Vtar, we
need to integrate over all possible settings of xtar and wtar,
P (Vtar|Sensory Data,Training Data) = (34)∫
dwtar dxtar P (Vtar|xtar,wtar)P (xtar|Sensory Data)P (wtar|Training Data) .
It is difficult for neurons to compute this distribution directly (as that would involve a
complicated high-dimensional integral). However, by combining neural and synaptic sam-
pling, it is possible for neural circuits to evaluate the integral via sampling; that is, by
drawing samples, V , from the distribution,
V ∼ P (Vtar|Sensory Data,Training Data) . (35)
To do that, we simply need to set neural activity, x, to a pattern that represents a plausible
state of the world,
x ∼ P (xtar|Sensory Data) , (36)
(this is known as the neural sampling hypothesis [20, 21, 22]), and set the synaptic weights,
w, to values that represent a plausible setting for the value of the target weights (this is our
hypothesis, Synaptic Sampling),
w ∼ P (wtar|Training Data) . (37)
A sample of landing location is given by combining the sampled inputs and the sampled
weights, which could be done by a single neuron,
V = w · x + noise. (38)
Thus, simply by drawing repeated samples, a single neuron can estimate uncertainty about
V , and thus about landing location.
Our argument appears to assume that the brain uses the output of a single neuron to
make predictions. This is not too implausible — the cerebellum does contain a large number
of Purkinje cells [50] that are believed to use supervised learning to, amoung other things,
make predictions (though perhaps not about landing location). However, it is certainly
possible that such a computation is performed by a large multi-layer network. As long as
that network is effectively feedforward, we can still, by the logic described above, estimate
its uncertainty by combining synaptic sampling with the sampling hypothesis.
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M6 Firing rate data
To obtain the p-value for Fig. 7A, we performed standard linear regression: we regressed
log(variance/mean) against log(firing rate) and log(mean); the former to test our prediction
and the latter to eliminate the PSP amplitude as a possible confound. To estimate the
firing rate, we took the mean of a FOOPSI-based firing rate estimate [12] computed by the
authors of [11]. This estimate is proportional to the true firing rate, with a constant of
proportionality that differs from one [13]; because our predicted relationship was linear on a
log-log plot, the constant of proportionality plays no role. Using this approach, the best fit
line was statistically significantly different from zero (p < 0.003), and its slope, −0.62 was
not significantly different from our prediction, −1/2 (p = 0.57).
However, there are multiple ways to estimate the firing rate from Calcium traces, and
it is not clear a-priori which is most sensible. Thus, we also tried estimating the firing rate
using the number of times the FOOPSI signal was above a threshold of 0.01 (we checked that
this was a sensible threshold by plotting histograms of the FOOPSI signal). This approach
also gave a significant slope (p < 0.008, and the best fit-line, which had a slope of -1.05, was
not significantly different from our prediction of −1/2 (p = 0.16).
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Supplementary Information
Here we give detailed derivations for our learning rules and predictions. In Sec. S1 we derive
Bayesian learning rules for supervised and reinforcement learning, for which a feedback signal
is present, including the simplified learning rules used in Eq. (5) of the main text; in Sec. S2
we derive Bayesian learning rules for unsupervised learning. We then discuss how to set s2δ
(Sec. S3) and consider how to relate firing rates to uncertainty (Sec. S4). Finally, we provide
a detailed description of how we set model parameters (Sec. S5).
S1 Learning rules with feedback
We begin by considering the standard classical learning rules that we use for comparison
with our Bayesian learning rules; we then move on to the derivation of the Bayesian learning
rules themselves.
S1.1 Classical learning rules
To make comparisons in Fig. 4, we need to specify classical learning rules for each type of
learning. Each classical rule has a learning rate, α, which is allowed to vary.
For supervised learning with continuous feedback and for supervised learning with binary
feedback, we use the delta rule, (Eq. (4)) [1]. The delta rule is suitable for binary feedback
because we set the threshold, θ, to 0, so the proportion of positive and negative increments
is the same.
For reinforcement learning, we use a standard policy gradient method [2],
∆wi = −αxi (f − E [f ]) (wi −mi) . (S.1)
We compute the expected loss, E [f ] is over past trials, using an exponential moving average.
To implement this moving average, on each timestep we updated E [f ] via,
∆E [f ] = αreward (f − E [f ]) . (S.2)
A sweep across different settings of αreward (Fig. S.1) indicated that a sensible value was
αreward = 10
−5. However, the precise value is not so critical, as the mean squared error was
relatively flat over a broad range.
S1.2 Bayesian learning rules
Here we derive the update rules for the mean and variance, µi and σ
2
i . We begin with the
difficult part: incorporating new data using Bayes theorem, Eq. (26). It is convenient to
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Figure S.1: The mean squared error relative to the Bayesian learning rules (as in Fig. 4) for
classical reinforcement learning rules with different settings of αreward (on the x-axis) and with
different settings for the learning rate, α (blue lines). The red line is set at a relative MSE of
1. While the relative MSE does not change much with αreward, it does seem that values are
more reliable between 10−4 to 10−6, as we might expect given that the time constant in this
simulation is 105. We thus chose αreward = 10
−5 for Fig. 4. We do not see much change in
the relative MSE as we change αreward, because the method asymptotically finds the correct
weights even if E [f ] is not set correctly; setting E [f ] correctly merely minimises variance in
the weight updates.
2
write the update rule as an integral over the prediction error, δ,
P (λtar,i|Di) =
∫
dδP (λtar,i|δ, d′i,Di(t− 1))P (δ|f, d′i) (S.3)
where d′i is all the data except the feedback signal (see Methods, Eq. (24)),
d′i = (xi, V, wi) . (S.4)
We have not conditioned on Di(t− 1) in the last term in Eq. (S.3) because δ is independent
of past data, and, recall, quantities without an explicit time dependence should be evaluated
at time t. This approach makes it considerably easier to generalise across feedback signals,
as P (λtar,i|δ, d′i,Di(t− 1)) is the same across all feedback signals; only P (δ|f, d′i) differs.
We start by considering how to infer λtar,i from δ (i.e., how to compute the first term in
the integral in Eq. (S.3)). As usual, we use Bayes theorem,
P (λtar,i|δ, d′i,Di(t− 1)) ∝ P (δ|λtar,i, d′i)P (d′i|λtar,i)P (λtar,i|Di(t− 1)) . (S.5)
This is the analog of Eq. (26); the only difference is that di in that equation has been
replaced by (δ, d′i), and we have performed a small amount of algebra. The second term,
P (d′i|λtar,i), can be neglected as it is independent of λtar,i (without a feedback signal, d′i tells
us nothing about the target weight). The last term, the prior, P (λtar,i|Di(t− 1)), is given
by the approximating Gaussian distribution from the previous time-step (Eq. (28)). We
will obtain the constant of proportionality in Eq. (S.5) automatically, when we identify the
distribution as a Gaussian.
To find an expression for the first term in Eq. (S.5), the likelihood, P (δ|λtar,i, d′i), we
note that δ is the sum of a large number of independent terms, and so, via the central limit
theorem, it is Gaussian. Its mean is given by
E [δ|λtar,i, d′i] = E [Vtar − V |λtar,i, wi] =
∑
j
xjE [wtar,j − wj|λtar,i, wi] (S.6)
where the second expression follows from Eqs. (1) and (2). To evaluate the expectation, we
note that for j 6= i, E [wtar,j − wj|λtar,i, wi] = 0, leaving only the ith term. Using also the fact
that wtar,i = ±eλtar,i (positive if wtar,i is an excitatory weight and negative if it is inhibitory),
we have
E [δ|λtar,i, d′i] = xi
(±eλtar,i − wi) . (S.7)
Next we compute the variance of δ. If we assume that all the inputs, x, are known (we relax
this assumption shortly), then
Var [δ|λtar,i, V, wi,x] = γ2δ + Var [Vtar − V |λtar,i, wi] . (S.8)
= γ2δ + γ
2
V +
∑
j
Var [wtar,j − wj|λtar,i, wi]x2j .
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where again the second expression followed from Eqs. (1) and (2). Noting that the variance
of wtar,j is s
2
j (Eq. (29b)), and that the noise variance in wj is kjmj (Eq. (11)), this becomes,
Var [δ|λtar,i, d′i,x] = s2δ −
(
s2i + kjmi
)
x2i (S.9)
where
s2δ ≡ γ2δ + γ2V +
∑
j
(
s2j + kjmj
)
x2j . (S.10)
Because all the dependence on the xi is through s
2
δ , we can relax the assumption that all the
xi are known. Instead the synapse only needs to know s
2
δ for its distribution over δ to be
Gaussian,
P
(
δ|λtar,i, d′i, s2δ
)
= N (δ;xi (±eλtar,i − wi) , s2δ − x2i (s2i + kimi)) . (S.11)
Of course, the synapse cannot know s2δ , as that involves a summation over all the inputs at
every time step. Instead, we use an approximate value based on the average (see Sec. (S3)).
Because of the non-linearity, eλtar,i , this is a complicated function of λtar,i. We can linearise
the problematic term using statistical linearisation [3]. This involves finding the straight line
that minimizes the expected squared error between the curve and a straight line,
0 =
∂
∂a
E
[(±eλtar − (a(λtar − µ) + b))2] (S.12)
0 =
∂
∂b
E
[(±eλtar − (a(λtar − µ) + b))2] , (S.13)
where the expectation is taken under the prior (P (λtar,i|D(t− 1))). The solution is a = b =
mi (note that mi is a signed quantity), which gives,
±eλtar,i ≈ mi (1 + λtar,i − µi) . (S.14)
Inserting Eq. (S.14) into Eq. (S.11), the likelihood becomes,
P
(
δ|λtar,i, d′i, s2δ
)
= exp
(
−(δ − xi (mi (λtar,i − µi)− (wi −mi)))
2
2 (s2δ − (s2i + kimi)x2i )
)
(S.15)
which is Gaussian in λtar,i.
Examining Eq. (S.5) and noting, as discussed immediately after that equation, that
the second term on the right hand side is independent of λtar,i, we see that to compute
the posterior we just need to mulitply the likelihood, Eq. (S.15), by P (λtar,i|Di(t− 1)).
The latter distribution is also Gaussian in λtar,i (Methods, Eq. (28)); consequently, their
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product is Gaussian. Straightforward, but somewhat tedious, algebra gives us their mean
and variance,
E
[
λtar,i|δ, s2δ , d′i,Di(t− 1)
]
= µi + (δ + xi (wi −mi)) ximiσ
2
i
s2δ,i
(S.16a)
Var
[
λtar,i|δ, s2δ , d′i,Di(t− 1)
]
= σ2i
(
1− σ
2
i x
2
im
2
i
s2δ,i
)
(S.16b)
where
s2δ,i ≡ s2δ − kimix2i −
(
s2i −m2iσ2i
)
x2i ≈ s2δ − kimix2i . (S.17)
The approximation is valid so long as σ2i  1 (see Methods, Eq. (29b)).
The next step is to substitute P (λtar,i|δ, d′i,Di(t− 1)) (which is, to reiterate, Gaussian,
with mean and variance given by Eq. (S.16)) back into Eq. (S.3) and perform the integral
over δ. Once we do that, we need to take into account changes to the optimal weight across
time (Methods, Eq. (13)), and then bring the resulting distribution back into the log normal
class (Methods, Eq. (28)), by computing the mean and variance of λtar,i. Fortunately, as is
not hard to show, the above two steps commute: we can compute the mean and variance of
λtar,i first, and then take into account changes in the optimal weight across time. As is also
straightforward to show, the mean and variance are given by
E [λtar,i|Di] = µi + (E [δ|di] + xi (wi −mi)) ximiσ
2
i
s2δ,i
(S.18a)
Var [λtar,i|Di] = σ2i −
s2δ,i − Var [δ|di]
s2δ,i
σ2i x
2
im
2
i
s2δ,i
, (S.18b)
where the expectation and variance are with respect to P (δ|di), and, recall, di now includes
the feedback signal, f (see Eq. (24)).
To account for the random changes in weights between time steps we use Eq. (14),
µi(t+ 1) =
(
1− 1
τ
)
E [λtar,i|Di] + µprior
τ
(S.19a)
σ2i (t+ 1) =
(
1− 1
τ
)2
Var [λtar,i|Di] +
2σ2prior
τ
. (S.19b)
Substituting Eq. (S.18) into Eq. (S.19), and using the fact that the updates to the mean and
uncertainty are small on each time step,
|E [λtar,i|Di]− µi|  µi (S.20a)
|Var [λtar,i|Di]− σ2i |  σ2i , (S.20b)
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and also using the fact that τ  1, we have
∆µi =
(
miσ
2
i
s2δ,i
)
xi (E [δ|di] + xi (wi −mi))− 1
τ
(µi − µprior) , (S.21a)
∆σ2i = −
(
σ4im
2
i
s2δ,i
)
x2i
(
s2δ,i − Var [δ|di]
s2δ
)
− 2
τ
(
σ2i − σ2prior
)
. (S.21b)
Finally, to compute the mean and variance of δ conditioned on the data, di, we need to
compute P (δ|di). We again use Bayes theorem,
P (δ|di) = P (δ|f, xi, wi) ∝ P (f |δ)P (δ|xi, wi) (S.22)
where the prior is given by multiplying the right hand side of Eq. (S.15) by P (λtar,i|Di(t− 1))
(which is Gaussian in λtar,i; Methods, Eq. (28)), and integrating over λtar,i; this leads to
P (δ|xi, wi) = N
(
δ;−xi (wi −mi) , s2δ,i
)
. (S.23)
The likelihood, P (f |δ), is specific to the feedback signal, and hence to the type of learning,
as described below. For supervised learning with continuous feedback, the likelihood is a
delta function,
P (f |δ) = δ(δ − f), (S.24)
so the posterior over δ (Eq. (S.22)) is a delta function located at f .
For supervised learning with binary feedback, the likelihood is a step function,
P (f = 1|δ) = Θ (δ − θ) (S.25a)
P (f = −1|δ) = 1−Θ (δ − θ) (S.25b)
so the posterior over δ (Eq. (S.22)) is a truncated Gaussian, whose mean and variance can be
computed in terms of the cumulative Normal function. We do not reproduce the expressions
here, because they are not very illuminating.
For reinforcement learning, the likelihood is
P (f |δ) = δ (f + |δ|) (S.26)
so the posterior over δ (Eq. (S.22)) is a pair of delta-functions, with different weights, whose
mean and variance are easy to compute. Again we do not reproduce those expressions
because they are not very illuminating.
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S1.3 Simplifying the learning rules
While we used the full equations in simulation (Eq. (S.21)), for illustrative purposes we
presented simplified learning rules in the main text (Eq. (5)), valid for continuous feedback,
f = δ. These simplifications involve rather severe approximations; we make them so that we
can illustrate the essence of the learning rules in the simplest possible setting. We do not,
though, use them in any of our simulations
Using the expressions for mi given in Eq. (29a), and assuming updates are small, we
have, to first order in the updates,
∆mi = mi
(
∆µi +
1
2
∆σ2i
)
(S.27)
Using the fact that σ2i is small compared to m
2
i (Methods, Eq. (29) and surrounding text),
and assuming that the relative updates to the mean and uncertainty, ∆µi/µi and ∆σ
2
i /σ
2
i ,
are about the same size, we may approximate this with the first term,
∆mi ≈ mi∆µi. (S.28)
Using the approximate expression for s2i given in Eq. (29b), and appling the same reasoning
as above, we arrive at an approximate update rule for s2i ,
∆s2i ≈ m2i∆σ2i . (S.29)
Inserting these approximate expressions for ∆mi and ∆s
2
i into Eq. (S.21), noting that for
continous feedback the mean of δ is δ and the variance is zero, again using the approximation
s2i ≈ σ2im2i (Eq. (29b)), and neglecting the term wi −mi in Eq. (S.21a), we have
∆mi ≈
(
s2i
s2δ,i
)
xiδ − mi
τ
(µi − µprior) , (S.30a)
∆σ2i ≈ −
(
s2i
s2δ,i
)
x2i s
2
i −
2m2i
τ
(
σ2i − σ2prior
)
. (S.30b)
To show that the decay term for the mean is approximately the form given in the main
text (Eq. (5a)) we use Eq. (29a) to write
mi −mprior = mi
(
1− e−(µi−µprior)−12(σ2i−σ2prior)
)
. (S.31)
Taylor expanding and neglecting both σ2i and σ
2
prior, we arrive at
mi −mprior ≈ mi (µi − µprior) . (S.32)
To show that the decay term for the variance is in approximately the form given in the main
text (Eq. (5b)), we use our standard approximation for the variance,
s2i − s2prior ≈ σ2im2i − σ2priorm2prior. (S.33)
As E [mi] = mprior, we replace m
2
prior with mi to give the required result.
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S2 Bayesian learning rules without feedback
We begin by deriving classical learning rules, which will give some results and intuition that
will prove useful for Bayesian learning.
S2.1 Classical learning rules
For unsupervised learning we use a maximum-likelihood learning rule. For maximum likeli-
hood, there is no notion of separate target weights or membrane potential, so we let wtar → w
and Vtar → V . We use the generative model defined in Methods, Sec. M1.5, wherein V is
drawn from a Laplacian (Eq. (21)), and x depends on V through Eq. (20). The objective is
to alter w so as to maximize the marginal likelihood, P (x|w), which is given by integrating
out the latent variable, V ,
P (x|w) =
∫
dV P (V )P (x|V,w) . (S.34)
The un-normalized version of the distribution P (x|V,w) is given in Eq. (20). To perform
the integral over V above we need the normalizer, which depends on V ,
Z(V ) =
∫
dx
e−x
TΛ−1x/2
Det(2piΛ)1/2
δ
(
V −wTx) (S.35)
where Det denotes determinant. Using the Fourier transform representation of the delta-
function, this becomes
Z(V ) =
∫
dq
2pi
e−iqV
∫
dx
e−x
TΛ−1x/2+iqwTx
Det(2piΛ)1/2
(S.36)
= e−V
2/2wTΛw
∫
dq
2pi
e−(q+iV/w
TΛw)2wTΛw/2
∫
dx
e−(x
T−iqwTΛ)Λ−1(x−iqΛw)/2
Det(2piΛ)1/2
.
The integrals over x and q are both Gaussian, and therefore straightforward, yielding
Z(V ) =
e−V
2/2wTΛw
(2piwTΛw)1/2
. (S.37)
The integral in Eq. (S.34) is now straightforard. Using Eq. (21) for P (V ), we arrive at
P (x|w) = e
−xTΛ−1x/2
Det(2piΛ)1/2
e−|w
Tx|/b
2b
(2piwTΛw)1/2e(w
Tx)2/2wTΛw . (S.38)
The gradient of the log-likelihood is, therefore, given by
∂ logP (x)
∂w
=
∂
∂w
[
−
∣∣wTx∣∣
b
+
log wTΛw
2
+
(wTx)2
2wTΛw
]
(S.39)
= −sign
(
wTx
)
x
b
+
Λw
wTΛw
+
wTxx
wTΛw
− (w
Tx)2Λw
(wTΛw)2
.
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Using E
[
(wTx)2
]
= wTE [xx] w = wTΛw (see Methods, Eqs. (20) and following text), we
see that on average the second and fourth terms cancel. Taking that into account and, in a
slight abuse of notation replacing wTx with V , we arrive at
∂ logP (x)
∂w
≈ −sign (V ) x
b
+
V x
wTΛw
. (S.40)
As expected, this learning rule has a classic Hebbian form: increase the weight when V is
large, and decrease the weight when V is small.
S2.2 Bayesian inference
For the Bayesian learning rule, we take exactly the same approach as previously (i.e. using
Eq. (S.3)). Just as for the previous learning rules, all we need to do is compute the moments
of the posterior distribution over δ, and insert them into the learning rules (Eq. S.21). In
unsupervised learning, the posterior over δ simplifies considerably, as we do not have a
feedback signal, and we throw away information about wi, xi,
P (δ|f, d′i) = P (δ|d′i) ≈ P (δ|V ) . (S.41)
For unsupervised learning, it turns out to be easier to work in terms of Vtar rather than δ.
As Vtar and δ are related very simply (Eq. (3)) and V is known, computing the moments of
δ from the moments of Vtar, is trivial (we have neglected γ
2
δ for simplicity),
E [δ|V ] = E [Vtar|V ]− V, (S.42a)
Var [δ|V ] = Var [Vtar|V ] . (S.42b)
To compute P (Vtar|V ), we use Bayes theorem,
P (Vtar|V ) ∝ P (Vtar)P (V |Vtar) (S.43)
and introduce and integrate out other quantities that appear in the generative model,
P (Vtar|V ) ∝ P (Vtar)
∫
dxdwtarP (V |x)P (x|Vtar,wtar)P (wtar) . (S.44)
To compute P (x|Vtar,wtar) we combine the x dependence of P (x|Vtar,wtar) (Eq. 20) with
the normalizer (Eq. S.37), and noting that the normalizer can be rewritten as a Gaussian,
which gives,
P (x|Vtar,wtar) = N (x; 0,Λ) δ
(
Vtar −wTtarx
)N (Vtar; 0,wTtarΛwtar)−1 . (S.45)
Now we make an approximation; because Λ is diagonal, wTtarΛwtar is the sum of a large num-
ber of non-negative terms. If those terms were independent, wTtarΛwtar would self-average: its
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standard deviation would be much smaller than its mean. Because of P (Vtar|wtar,x), those
terms are not quite independent. However, this term has minimal effect on the variance, so
it still self averages. Thus, we can use,
wTtarΛwtar ≈ ∆t
∑
i
νje
2(µj+σ2j ) ≡ v (S.46)
Substituting this into Eq. (S.43) and writing δ
(
Vtar −wTtarx
)
as P (Vtar|wtar,x), gives,
P (Vtar|V ) ∝ P (Vtar)N (Vtar; 0, v)−1Q (V, Vtar) (S.47)
where
Q (V, Vtar) =
∫
dxdwtarP (V |x)P (Vtar|wtar,x)P (wtar)N (x; 0,Λ) . (S.48)
Integrating over wtar, we get,
Q (V, Vtar) =
∫
dxP (V |x)P (Vtar|x)N (x; 0,Λ) . (S.49)
As V is known and fixed, we only care about the Vtar dependence, and so we can also write,
P (Vtar|V ) ∝ P (Vtar)N (Vtar; 0, v)−1Q (Vtar|V ) (S.50)
where
Q (Vtar|V ) ∝ Q (V, Vtar) (S.51)
Again, as V is known, instead of computing the distribution over Q (Vtar|V ) directly, it is
easier to compute Q (δ|V ) = Q (δ), then convert back. The distribution over δ is very simple,
Q (δ) = N (δ; 0, s2δ) (S.52)
(we compute a closely related quantity in Eq. (S.11)). Given the definition of δ (Eq. 3), the
corresponding distribution over Vtar is
Q (Vtar|V ) = N
(
Vtar;V, s
2
δ
)
. (S.53)
Thus, we can compute P (Vtar|V ) (Eq. (S.50)) by combining two Gaussian distributions,
Q (Vtar|V ) and N (Vtar; 0, v)−1, with a Laplacian, P (Vtar). This gives rise to a mixture of two
truncated Gaussian distributions, one for the rising, and one for the decaying part of the
Laplacian. Thus, the mean and variance of P (Vtar|V ) can straightforwardly (if tediously) be
computed – we do not reproduce these expressions here because they are not very enlight-
ening. As described above (Eq. (S.42)), the mean and variance of P (Vtar|V ) trivially give
the mean and variance of P (δ|V ), which we can be inserted directly into the learning rules
(Eq. S.21).
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S3 Setting s2δ
Ideally, s2δ (given in Eq. (S.10)) should be updated on every timestep. In reality, of course,
this requires a non-local computation that the synapse is unable to perform. Therefore, for
supervised and unsupervised learning, we approximate s2δ using its average value,
E
[
s2δ
]
= γ2δ + γ
2
V +
∑
j
(
s2j + kjmj
)
νj∆t. (S.54)
So long as the firing rates are stationary, this quantity changes slowly. Moreover, s2δ is
the same for the whole cell, so could be computed by molecular machinery in the cell (e.g.
signalling cascades, tagging proteins, etc.)
For reinforcement learning, however, this approximation turns out to not be good enough.
Instead we use a better approximation, and exploit the fact that δ tells us, via Bayes’
theorerm, something about s2δ ,
P
(
s2δ|δ
) ∝ P (δ|s2δ)P (s2δ) . (S.55)
The likelihood, P (δ|s2δ), is given by Eq. (S.15), but with all terms in the exponent (except
δ) replaced by their means,
P
(
δ|s2δ
)
= N (δ; 0, s2δ) . (S.56)
For analytic tractability, we set the prior, P (s2δ), to the appropriate conjugate prior (an
Inverse Gamma distribution),
P
(
s2δ
)
= InverseGamma
(
s2δ ;α, β
) ∝ s−2(α+1)δ e−β/s2δ . (S.57)
To set α and β, we match the mean (Eq. (S.54)) and variance of s2δ , the latter given by
Var
[
s2δ
]
=
∑
j
(
s2j + kjmj
)
νj∆t (1− νj∆t) . (S.58)
The mean and variance of an Inverse Gamma distribution are given by,
E
[
s2δ
]
=
β
α− 1 (S.59a)
Var
[
s2δ
]
=
β2
(α− 1)2 (α− 2) . (S.59b)
Solving for α and β, we have
α =
E [s2δ ]
2
Var [s2δ ]
+ 2 (S.60a)
β = E
[
s2δ
]
(α− 1) . (S.60b)
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Substituting the prior and likelihood into Eq. (S.55) gives the posterior,
P
(
s2δ|δ
) ∝ s−2((α+1/2)+1)δ e−(β+δ2/2)/s2δ . (S.61)
Comparing to Eq. (S.57), we see that the posterior is another Inverse Gamma distribution
(as expected, given that we use a conjugate prior). Finally, we use the posterior mean, as
our estimate of s2δ ,
E
[
s2δ|δ
]
=
2β + δ2
2α− 1 =
2(α− 1)E [s2δ ] + δ2
2(α− 1) + 1 . (S.62)
The mean value of s2δ conditioned on δ, E [s
2
δ|δ], is, therefore, a weighted sum of E [s2δ ] and
δ2. Because α is large (both the mean and variance of s2δ are proportional to n, the number
of synapses, and so both are large; consequently α is also proportional to n), that quantity
is weighted heavily toward E [s2δ ]. However, the small contribution from δ turns out to be
important; without it, the mean squared error tends to be very large (data not shown).
S4 The relationship between variability and firing rate
We wish to find relationships between the mean and uncertainty, mi and s
2
i , and the firing
rate, νi. To do so, we take the time average of Eq. (S.21b) in steady state (where 〈∆σ2i 〉 = 0),
0 =
〈
xiσ
4
im
2
i
s2δ
s2δ − Var [δ|di]
s2δ
〉
− 2
τ
(
σ2prior −
〈
σ2i
〉 )
(S.63)
Here and in what follows the angle brackets indicate an average over times that are long
enough to average over fluctuations but short compared to τ , the timescale over which
the target weights change. For tractibility, we ignore correlations among the variables;
consequently, Eq. (S.63) becomes
0 =
σ4im
2
i νi∆tχi
s2δ
+
2σ2i
τ
− 2σ
2
prior
τ
(S.64)
where we have replaced 〈xi〉 with νi∆t and made the definition
χi ≡ s
2
δ − 〈Var [δ|di]〉
s2δ
. (S.65)
Solving for σ2i , we have
σ2i =
(
2m2i νi∆tχiσ
2
prior/s
2
δτ + 1/τ
2
)1/2 − 1/τ
m2i νi∆tχi/s
2
δ
(S.66)
In the limit that τνi∆t 1, the above expression simplifies considerably,
σ2i ≈
sδ/mi√
νi∆t
(
2σ2prior
τχi
)1/2
. (S.67)
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Using the approximation s2i ≈ σ2im2i , valid so long as σ2i  1 (see Methods, Eq. (29b) and
following discussion), we arrive at
s2i
mi
≈ sδ√
νi∆t
(
2σ2prior
τχi
)1/2
. (S.68)
Assuming the feedback signal typically removes a finite fraction of the prior variance con-
cerning δ, χi will be O(1). Thus, because the relative learning rate, ∆mi/mi, is proportional
to s2i /mi (see main text, Eqs. (5b) and (6)), Eq. (S.68) corroborates our prediction about
learning rates via Bayesian Plasticity (main text, Eq. (7)).
However, note that the prediction regarding plasticity will not necessarily hold in ex-
periments in which the network does not exhibit ongoing activity. That’s because without
ongoing activity, only one input (the stimulated one, say input i) is active. In that case,
s2δ ∝ s2i (see Eq. (S.10), and note that the noise is small), and so the learning rate, αi, does
not change with s2i (Eq. (6)). In contrast, if there are many other inputs active, then there
are many other contributions to s2δ (Eq. (S.10)), so s
2
δ changes little with s
2
i . Because in vitro
preparations are typically quite, this prediction must be tested in vivo.
S5 Setting model parameters
To find a sensible timescale for synaptic sampling (i.e., a timescale upon which the uncer-
tainty is similar to the variability) we solve Eq. (S.68) for τ ,
τ ∼ 2σ
2
prior
νi∆t
s2i
m2i
s2i
s2δ
χi
(S.69)
where
νi∆t
s2i
s2δ
∼ 1/2n (see Eq. (S.10)) (S.70a)
n = 1000 (Methods, Sec. M1.6) (S.70b)
s2i
m2i
∼ 0.076 (Average value from [4]) (S.70c)
σ2prior ∼ 0.86 (from [4]). (S.70d)
We thus have
τ ∼ 50, 000
χi
. (S.71)
For supervised learning, χi is relatively high. We thus use χi ∼ 0.5, and hence τ = 100, 000
timesteps, or 1, 000 s. For unsupervised and reinforcement learning, we used τ = 1, 000, 000
timesteps or 10, 000 s to account for lower values of χi. For reinforcement learning, the
problem is so hard (i.e. χi is so small) that it was also necessary to use n = 100.
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