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Abstract
Consider the minimal Sturm-Liouville operator A = Amin generated by the differential
expression A := − d2
dt2
+ T in the Hilbert space L2(R+,H) where T = T ∗ ≥ 0 in
H. We investigate the absolutely continuous parts of different self-adjoint realizations of
A. In particular, we show that Dirichlet and Neumann realizations, AD and AN , are ab-
solutely continuous and unitary equivalent to each other and to the absolutely continuous
part of the Krein realization. Moreover, if inf σess (T ) = inf σ(T ) ≥ 0, then the part
A˜acE eA(σ(AD)) of any self-adjoint realization A˜ of A is unitarily equivalent to AD. In
addition, we prove that the absolutely continuous part A˜ac of any realization A˜ is unitarily
equivalent toAD provided that the resolvent difference (A˜− i)−1− (AD − i)−1 is com-
pact. The abstract results are applied to elliptic differential expression in the half-space.
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1 Introduction
Let T be a non-negative self-adjoint operator in an infinite dimensional separable Hilbert space
H. We consider the minimal Sturm-Liouville operatorA generated by the differential expression
A := − d
2
dt2
+ T (1.1)
in the Hilbert space H := L2(R+,H) of H-valued square summable vector-valued functions.
Following [18, 19] the minimal operator A := Amin is defined as the closure of the operator A′
defined by
A′ := A  D0, D0 :=
{ ∑
1≤j≤k
φj(t)hj :
φj ∈ W 2,20 (R+)
hj ∈ dom (T ), k ∈ N
}
, (1.2)
where W 2,20 (R+) := {φ ∈ W 2,2(R+) : φ(0) = φ′(0) = 0}, that is, Amin := A′. It is easily
seen that A is a closed non-negative symmetric operator in H with equal deficiency indices
n±(A) = dim(H). The adjoint operator A∗ of A = Amin is the maximal operator denoted by
Amax Extensions ofA are usually called realizations ofA, self-adjoint extensions are called self-
adjoint realizations. Self-adjoint realizations of A were firstly investigated by M. L. Gorbachuk
[18] in the case of finite intervals I . Namely, he showed that the traces of vector-functions
f ∈ dom (Amax) belong to the space H−1/4(T ), cf. (5.2). In particular, dom (Amax) is not
contained in the Sobolev space W 2,2(I,H). Based on this result he constructed a boundary
triplet for the operator Amax = A∗min = A
∗ in the Hilbert space L2(I,H). These results are
similar to those for elliptic operators in domains with smooth boundaries, cf. [3, 21, 29], and go
back to classical papers of M.I. Višik [37] and G. Grubb [20].
After the pioneering work [18] the spectral theory of self-adjoint and dissipative realizations of
A in L2(I,H) has intensively been investigated by several authors for bounded intervals. Their
results have been summarized in the book of M.L. and V.I. Gorbachuk [19, Section 4] where
one finds, in particular, discreteness criterion, asymptotic formulas for the eigenvalues, resolvent
comparability results, etc. Some results from [19] including the construction of a boundary triplet
were extended in [11, Section 9] to the case of the semi-axis.
However neither the absolutely continuous spectrum (in short ac-spectrum) nor the uni-
tary equivalence of self-adjoint realizations of A have been investigated in previous pa-
pers. We show, cf. Lemma 5.1, that the domain dom (A) of the minimal operator A co-
incides algebraically and topologically with the Sobolev space W 2,20,T (R+,H) := {f ∈
W 2,2T (R+,H) : f(0) = f ′(0) = 0}, where W 2,2T (R+,H) consists of H-valued functions
f(·) ∈ W 2,2(R+,H) satisfying
‖f‖2
W 2,2T
:=
∫
R+
(‖f ′′(t)‖2H + ‖f(t)‖2H + ‖Tf(t)‖2H)dt <∞.
This statement is similar to the classical regularity result for minimal elliptic operators with
smooth coefficients, see [3, 21, 29]. Besides we show that the Dirichlet and Neumann real-
izations defined by
dom (AD) := {f ∈ W 2,2T (R+,H) : f(0) = 0},
dom (AN) := {f ∈ W 2,2T (R+,H) : f ′(0) = 0}
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are self-adjoint, cf. Proposition 5.2. This statement is similar to that of the regularity of Dirich-
let and Neumann realizations in elliptic theory (cf. [3, 21, 29]). It looks surprising, that these
regularity statements were not obtained in previous papers even in the case of finite intervals.
Moreover, we show that the realizations AD and AN are absolutely continuous and unitarily
equivalent for any T . We note that these results can easily be obtained using the tensor product
structure of AD and AN , see Appendix A.2. However, the method fails if the special tensor
product structure is missing. We investigate the spectral properties of arbitrary self-adjoint real-
izations ofA by investigating the corresponding Weyl functions.
We point out that the results substantially differ from those for Dirichlet and Neumann extensions
ADI and A
N
I of A on a finite interval I . In the later case the spectral properties of ADI and ANI
strongly correlate with those of T , cf. Appendix A.1. In particular, we show that, in contrast to
the case of a finite interval, for any T = T ∗ ≥ 0 none of the realizations ofA on the semi-axis
is pure point, purely singular or discrete. Moreover, we show that for any T ≥ 0 the Dirichlet
and the Neumann realizations AD and AN are ac-minimal in the following sense.
Definition 1.1 ([33, Definition 3.5, Definition 5.1]) Let A be a closed symmetric operator and
let A0 be a self-adjoint extension of A.
(i) We say that A0 is ac-minimal if for any self-adjoint extension A˜ of A the absolutely continu-
ous part Aac0 is unitarily equivalent to a part of A˜.
(ii) Let σ0 := σac(A0). We say that A0 is strictly ac-minimal if for any self-adjoint extension A˜
of A the part A˜acE eA(σ0) of A˜ is unitarily equivalent to the absolutely continuous part Aac0 of
A0.
One of our main results, which follows from Theorem 5.6, Theorem 5.7 and Corollary 5.8, can
be summarized as follows:
Theorem 1.2 Let T be a non-negative self-adjoint operator in the infinite dimensional Hilbert
space H with t0 = inf σ(T ) and t1 = inf σess (T ). Further, let A˜ be a self-adjoint realization
ofA. Then the following holds:
(i) The Dirichlet and the Neumann realizations AD and AN of A are unitarily equivalent, ab-
solutely continuous and σ(AD) = σac(AD) = σ(AN) = σac(AN) = [t0,∞).
(ii) The Dirichlet, Neumann and Krein realizations AD, AN and AK ofA are ac-minimal.
(iii) These realizations are strictly ac-minimal if and only if t0 = t1.
(iv) If one of the following conditions
(A˜− i)−1 − (AD − i)−1 ∈ S∞(H) or (A˜− i)−1 − (AK − i)−1 ∈ S∞(H)
is satisfied, then the absolutely continuous part A˜ac of A˜ is unitarily equivalent to the Dirichlet
realization AD.
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(v) If t0 = t1, then the absolutely continuous part A˜ac of A˜ is unitarily equivalent to the Dirichlet
realization AD provided that
(A˜− i)−1 − (AN − i)−1 ∈ S∞(H).
At first glance it seems that the ac-minimality of AD contradicts the classical Weyl-v. Neumann
theorem, cf. [22, Theorem X.2.1], which guarantees the existence of a Hilbert-Schmidt pertur-
bation C = C∗ such that the spectrum σ(AD + C) of the perturbed operator AD + C is
pure point. But, in fact, Theorem 1.2 presents an explicit example showing that the analog of
the Weyl-v.Neumann theorem does not hold for non-additive classes of perturbations. Indeed,
Theorem 1.2 shows that for the class of self-adjoint extensions of A the absolutely continuous
part can never be eliminated. Moreover, if (A˜ − i)−1 − (AD − i)−1 is compact, then even
unitary equivalence holds.
We apply Theorem 1.2 and other abstract results to Schrödinger operators
L := − ∂
2
∂t2
−
n∑
j=1
∂2
∂x2
+ q(x) = − ∂
2
∂t2
−∆x + q, (t, x) ∈ R+ × Rn,
considered in the half-space Rn+1+ = R+ × Rn, n ∈ N. Here q is a bounded non-negative
potential, q = q¯ ∈ L∞(Rn), q ≥ 0. In this case the minimal elliptic operator L := Lmin gen-
erated in L2(Rn+1+ ) by the differential expression L can be identified with the minimal operator
A = Amin generated in H = L2(R+,H), H := L2(Rn), by the differential expression (1.1)
with T = −∆x+q = T ∗. Therefore and due to the regularity theorem (see [21, 29]) the Dirich-
let LD and the Neumann LN realizations of the elliptic expression L are identified, respectively,
with the realizations AD and AN of the expressionA. Moreover, the Krein realization LK of L
is identical with AK . This leads to statements on realizations of L which are similar to those of
Theorem 1.2. In fact, one has only to replaceA by L in Theorem 1.2. In addition, if the condition
lim
|x|→∞
∫
|x−y|≤1
q(y)dy = 0 (1.3)
is satisfied, then LD and LN are absolutely continuous and strictly ac-minimal. In particular,
σ(LD) = σac(L
D) = σ(LN) = σac(L
N) = [0,∞).
To prove Theorem 1.2 we consider the minimal symmetric operator A associated with the
differential expression A in the framework of extension theory, more precisely, in the frame-
work of boundary triplets intensively developed during the last three decades, see for instance
[11, 12, 19] or [9] and references therein. The key role in this theory plays the so-called ab-
stract Weyl function introduced and investigated in [10, 11, 12]. Moreover, the proofs invoke
techniques elaborated in [2, 8] and our recent publication [33].
Namely, the proofs of unitary equivalence are based on some statements from [33], which allow
to compute the spectral multiplicity function N eAac(·) of the ac-part A˜ac of an extension A˜ =
A˜∗ in terms of boundary values of the Weyl functions at the real axis, cf. Proposition 2.6 and
Corollary 2.7.
We construct a special boundary triplet for the operator A∗ (in the case of unbounded T =
T ∗ ≥ 0) representing A as a direct sum of minimal Sturm-Liouville operators Sn with bounded
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operator potentials Tn := TET ([n − 1, n)), n ∈ N, where ET (·) is the spectral measure of
T . The corresponding Weyl functionM(·) has weak boundary values
M(λ) := M(λ+ i0) = w-lim
y↓0
M(λ+ iy) for a.e. λ ∈ R. (1.4)
This boundary triplet differs from that used in [11, Section 9]. It is more suitable for the inves-
tigation of the ac-spectrum of realizations of A than that one of [11, Section 9]. Due to the
property (1.4) the statement (iv) of Theorem 1.2 follows immediately from our recent result [33,
Theorem 1.1]). We note that this is more than one can expect when applying the classical Kato-
Rosenblum theorem [22, 36]. Indeed, in accordance with its generalization by Kuroda [26, 27],
Birman [4] and Birman and Krein [6] it is required that the resolvent differences in (iv) and (v) of
Theorem 1.2 belong to the trace class ideal and not to the compact one as actually assumed.
We note also that although the limit (1.4) does not exist for the Weyl function of the Neumann
realization AN the conclusion (iv) of Theorem 1.2 still remains valid, cf. Theorem 1.2(v).
The paper is organized as follows. In Section 2 we give a short introduction into the theory of
boundary triplets and the corresponding Weyl functions. We recall here some statements on
spectral multiplicity functions and the main theorem from [33] used in the following.
In Section 3 we obtain some new results on symmetric operators S :=
⊕∞
n=1 Sn being an
infinite direct sum of closed symmetric operators Sn with equal deficiency indices. First, let
Πn = {Hn,Γ0n,Γ1n} be a boundary triplet for S∗n, n ∈ N. In general, the direct sum Π =⊕∞
n=1Πn is not a boundary triplet for S
∗ =
⊕∞
n=1 S
∗
n, cf. [23]. Nevertheless, we show, cf.
Theorem 3.3, that each boundary tripletΠn can slightly be modified such that the new sequence
Π˜n = {Hn, Γ˜0n, Γ˜1n} of boundary triplets possess the following properties:
(i) the direct sum
Π˜ =
∞⊕
n=1
Π˜n = {H, Γ˜0, Γ˜1}, H :=
∞⊕
n=1
Hn, Γ˜j :=
∞⊕
n=1
Γ˜jn, j ∈ {0.1},
is already a boundary triplet for S∗;
(ii) the extension S˜0 := S∗  ker Γ˜0 satisfies S˜0 =
⊕∞
n=1 S˜0n where
S˜0n := S
∗
n  ker Γ˜0n = S∗n  ker Γ0n =: S0n, n ∈ N.
Moreover, the Weyl function M˜(·) corresponding to the triplet Π˜ is block-diagonal, that is,
M˜(·) = ⊕∞n=1 M˜n(·) where M˜n(·) is the Weyl function corresponding to the triplet Π˜n,
n ∈ N. This result plays an important role in the sequel. In particular, we show that the self-
adjoint extension S0 =
⊕∞
n=1 S0n is ac-minimal provided that the deficiency indices n±(Sn)
are equal and finite. We also prove in this section that if Sn ≥ 0, n ∈ N, then the Friedrichs and
Krein extensions SF and SK of S :=
⊕∞
n=1 Sn, respectively, are the direct sums of Friedrichs
and Krein extensions of the summands Sn, i.e., SF :=
⊕∞
n=1 S
F
n and S
K :=
⊕∞
n=1 S
K
n , cf.
Corollary 3.5. In a recent paper [24] Theorem 3.3 has been applied to Schrödinger operators
with local point interactions.
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In Section 4 we consider Sturm-Liouville operators with bounded operator potentials. In this case
it is easy to construct a boundary triplet forA∗. We prove here Theorem 1.2 in the case T ∈ [H]
and establish some additional properties of Krein’s realization as well as other realizations.
In Section 5 we extend the results to the case of Sturm-Liouville operators with unbounded non-
negative operator potentials. We construct here a boundary triplet for A∗ using results of both
Sections 3 and 4 and compute the (block-diagonal) Weyl function. Based on this construction
we prove Theorem 1.2 for unbounded T and establish some additional properties of Dirichlet,
Neumann and other realizations as well. In particular, we prove here the regularity results men-
tioned above. Finally, we apply the abstract results to the elliptic partial differential expression L
in the half-space.
In the Appendix we present some results on realizations ofA admitting separation of variables,
i.e., having a certain tensor product structure.
The main results of the paper have been announced (without proofs) in [32], a preliminary
version has been published as a preprint [31]. Since the results of the paper are obvious if
dim(H) <∞ we consider the case when dim(H) =∞.
Notations In the following we consider only separable Hilbert spaces which are denoted by H,
H etc. A closed linear relation inH is a closed subspace ofH⊕H. The set of all closed linear
relations in H is denoted by C˜(H). A graph gr (B) of a closed linear operator B belongs to
C˜(H). The symbols C(H1,H2) and [H1,H2] stand for the sets of closed and bounded linear
operators from H1 to H2, respectively. We set C(H) := C(H,H) and [H] := [H,H]. We
regard C(H) as a subset of C˜(H) identifying an operator B with its graph gr (B).
The Schatten-v. Neumann ideals of compact operators are denoted by Sp(H), p ∈ [1,∞],
whereS1(H),S2(H) andS∞(H) are the ideals of trace, Hilbert-Schmidt and compact oper-
ators, respectively.
The symbols dom (T ), ran (T ), %(T ) and σ(T ) stand for the domain, the range, the resolvent
set and the spectrum of an operator T ∈ C(H), respectively; T ac and σac(T ) stand for the
absolutely continuous part and the absolutely continuous spectrum of a self-adjoint operator
T = T ∗.
2 Preliminaries
2.1 Boundary triplets and proper extensions
In this section we briefly recall basic facts on boundary triplets and their Weyl functions, cf.
[10, 11, 12, 19].
Let A be a densely defined closed symmetric operator in the separable Hilbert space H with
equal deficiency indices n±(A) = dim(ker (A∗ ∓ i)) ≤ ∞.
Definition 2.1 ([19]) A triplet Π = {H,Γ0,Γ1}, where H is an auxiliary Hilbert space and
Γ0,Γ1 : dom (A
∗) → H are linear mappings, is called an boundary triplet for A∗ if the
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äbstract Green’s identity"
(A∗f, g)− (f, A∗g) = (Γ1f,Γ0g)H − (Γ0f,Γ1g)H, f, g ∈ dom (A∗), (2.1)
holds and the mapping Γ := (Γ0,Γ1) : dom (A∗)→ H⊕H is surjective.
Definition 2.2 ([19]) A closed extension A′ of A is called a proper extension, in short A′ ∈
Ext A, if A ⊂ A′ ⊂ A∗. Two proper extensions A′, A′′ are called disjoint if dom (A′) ∩
dom (A′′) = dom (A) and transversal if in addition dom (A′) + dom (A′′) = dom (A∗).
Clearly, any self-adjoint extension A˜ = A˜∗ is proper, A˜ ∈ Ext A. A boundary triplet Π =
{H,Γ0,Γ1} for A∗ exists whenever n+(A) = n−(A). Moreover, the relations n±(A) =
dim(H) and ker (Γ0)∩ ker (Γ1) = dom (A) are valid. In addition one has Γ0,Γ1 ∈ [H+,H]
where H+ denotes the Hilbert space obtained by equipping dom (A∗) with the graph norm of
A∗.
Using the concept of boundary triplets one can parameterize all proper, in particular, self-adjoint
extensions of A. For this purpose we denote by C˜(H) the set of closed linear relations in H,
that is, the set of all closed linear subspaces ofH⊕H. A linear relation Θ is called symmetric
if Θ ⊂ Θ∗ and self-adjoint if Θ = Θ∗ where Θ∗ is the adjoint relation.For the definition of the
inverse and the resolvent set of a linear relation Θ we refer to [13].
Proposition 2.3 Let Π = {H,Γ0,Γ1} be a boundary triplet for A∗. Then the mapping
Ext A 3 A˜→ Γdom (A˜) = {{Γ0f,Γ1f} : f ∈ dom (A˜)} =: Θ ∈ C˜(H) (2.2)
establishes a bijective correspondence between the sets Ext A and C˜(H). We put AΘ := A˜
where Θ is defined by (2.2). Moreover, the following holds:
(i) AΘ = A∗Θ if and only if Θ = Θ
∗;
(ii) The extensions AΘ and A0 are disjoint if and only if there is an operator B ∈ C(H) such
that gr (B) = Θ. In this case (2.2) takes the form
AΘ = A
∗  ker (Γ1 −BΓ0);
(iii) The extensions AΘ and A0 are transversal if and only if AΘ and A0 are disjoint and
Θ = gr (B) where B is bounded.
With any boundary triplet Π one associates two special extensions Aj := A∗  ker (Γj), j ∈
{0, 1}, which are self-adjoint in view of Proposition 2.3. Indeed, we have Aj := A∗ 
ker (Γj) = AΘj , j ∈ {0, 1}, where Θ0 := {0} × H and Θ1 := H× {0}. Hence Aj = A∗j
since Θj = Θ∗j . In the sequel the extension A0 is usually regarded as a reference self-adjoint
extension.
Moreover, if Θ is the graph of a closed operator B, i.e. Θ = gr (B), then the operator AΘ is
denoted by AB .
Conversely, for any extension A0 = A∗0 ∈ Ext A there exists a boundary triplet Π =
{H,Γ0,Γ1} for A∗ such that A0 := A∗  ker (Γ0).
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2.2 Weyl functions and γ-fields
It is well known that Weyl functions are an important tool in the direct and inverse spectral
theory of singular Sturm-Liouville operators. In [10, 11, 12] the concept of Weyl function was
generalized to the case of an arbitrary symmetric operator A with n+(A) = n−(A). Following
[10, 11, 12] we recall basic facts on Weyl functions and γ-fields associated with a boundary
triplet Π.
Definition 2.4 ([10, 11]) Let Π = {H,Γ0,Γ1} be a boundary triplet for A∗. The functions
γ(·) : %(A0)→ [H,H] andM(·) : %(A0)→ [H] defined by
γ(z) :=
(
Γ0  Nz
)−1
and M(z) := Γ1γ(z), z ∈ %(A0), (2.3)
are called the γ-field and the Weyl function, respectively, corresponding to Π.
It follows from the identity dom (A∗) = ker (Γ0)+˙Nz, z ∈ %(A0), whereA0 = A∗  ker (Γ0),
and Nz := ker (A∗ − z), that the γ-field γ(·) is well defined and takes values in [H,H].
Since Γ1 ∈ [H+,H], it follows from (2.3) thatM(·) is well defined too and takes values in [H].
Moreover, both γ(·) and M(·) are holomorphic on %(A0). It turns out than the Weyl function
M(·) is in fact a RH-function (Nevanlinna or Herglotz function), that is, M(·) is a [H]-valued
holomorphic function on C\R satisfying
M(z) = M(z)∗ and
Im (M(z))
Im (z)
≥ 0, z ∈ C\R,
which in addition satisfies the condition 0 ∈ %(Im (M(z))), z ∈ C\R.
If A is a simple symmetric operator, then the Weyl functionM(·) determines the pair {A,A0}
uniquely up to unitary equivalence (see [12, 25]). ThereforeM(·) contains (implicitly) full infor-
mation on spectral properties of A0. We recall that a symmetric operator is said to be simple if
there is no non-trivial subspace which reduces it to a self-adjoint operator.
For a fixed A0 = A∗0 extension of A the boundary triplet Π = {H,Γ0,Γ1} satisfying
dom (A0) = ker (Γ0) is not unique. If Π˜ = {H˜, Γ˜0, Γ˜1} is another boundary triplet for A∗
satisfying ker (Γ0) = ker (Γ˜0), then the corresponding Weyl functions M(·) and M˜(·) are
related by
M˜(z) = R∗M(z)R +R0, (2.4)
where R0 = R∗0 ∈ [H˜] and R ∈ [H˜,H] is boundedly invertible.
2.3 Krein type formula for resolvents and resolvent comparability
With any boundary tripletΠ = {H,Γ0,Γ1} forA∗ and any proper (not necessarily self-adjoint)
extension AΘ ∈ Ext A it is naturally associated the following (unique) Krein type formula (cf.
[10, 11, 12])
(AΘ − z)−1 − (A0 − z)−1 = γ(z)(Θ−M(z))−1γ(z)∗, z ∈ %(A0) ∩ %(AΘ). (2.5)
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Formula (2.5) is a generalization of the known Krein formula for resolvents. We note also, that all
objects in (2.5) are expressed in terms of the boundary triplet Π (cf. [10, 11, 12]). The following
result is deduced from formula (2.5) (cf. [11, Theorem 2]).
Proposition 2.5 Let Π = {H,Γ0,Γ1} be a boundary triplet for A∗, Θi = Θ∗i ∈ C˜(H), i ∈
{1, 2}. Then for any Schatten-v. Neumann ideal Sp, p ∈ (0,∞], and any z ∈ C \ R the
following equivalence holds
(AΘ1 − z)−1 − (AΘ2 − z)−1 ∈ Sp(H)⇐⇒
(
Θ1 − z
)−1 − (Θ2 − z)−1 ∈ Sp(H)
In particular, (AΘ1 − z)−1 − (A0 − z)−1 ∈ Sp(H)⇐⇒
(
Θ1 − i
)−1 ∈ Sp(H).
If in addition Θ1,Θ2 ∈ [H], then for any p ∈ (0,∞] the equivalence holds
(AΘ1 − z)−1 − (AΘ2 − z)−1 ∈ Sp(H)⇐⇒ Θ1 −Θ2 ∈ Sp(H).
2.4 Spectral multiplicity function and unitary equivalence
Let as above A be a densely defined simple closed symmetric operator in H and let Π =
{H,Γ0,Γ1} be a boundary triplet for A∗, M(·) the corresponding Weyl function M(·) and
A0 = A
∗  ker (Γ0) = A∗0.
In our recent publication [33] using some results from [30] we expressed the spectral multiplicity
function NAac0 (·) of Aac0 by means of the limit values of the Weyl functionM(·). In general, the
limit M(t) := s-limy↓0M(t + iy), t ∈ R, does not exist. However, for any D ∈ S2(H)
satisfying ker (D) = ker (D∗) = {0} the “sandwiched” Weyl function,
MD(z) := D∗M(z)D, z ∈ C±,
admits limit values MD(t) := s-limy↓0MD(t + iy) for a.e. t ∈ R, even in S2-norm (cf. [5],
[16]). We set
dMD(t) := dim(ran (Im(M
D(t)))),
which is well-defined for a.e. t ∈ R. The function dMD(·) is Lebesgue measurable and takes
values in the set of extended natural numbers {0} ∪ N ∪ {∞} = {0, 1, 2, . . . ,∞}. The set
supp d
MD
:= {t ∈ R : dMD(t) > 0} is called the support of dMD(·) and is, of course, a
Lebesgue measurable set of R. If the limitM(t) := s-limy↓0M(t+ iy) exists for a.e. t ∈ R,
then we set dM(t) := dim(ran (Im(M(t)))).
To state the next result we introduce the notion of the absolutely continuous closure clac(δ) of a
Borel subset δ ⊂ R (see for definition [33, Appendix] as well as [8, 14]). The use of this notion
for the investigation of the ac-spectrum of Schrödinger operators etc. see the recent publication
[15].
Proposition 2.6 ([33, Proposition 3.2]) Let A be as above and let Π = {H,Γ0,Γ1} be a
boundary triplet for A∗, M(·) the corresponding Weyl function. If D is a Hilbert-Schmidt op-
erator such that ker (D) = ker (D∗) = {0}, then NAac0 (t) = dMD(t) for a.e. t ∈ R and
σac(A0) = clac(supp (dMD)).
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If, in addition, the limit M(t) := s-limy↓0M(t + iy) exists for a.e. t ∈ R, then NAac0 (t) =
dM(t) for a.e. t ∈ R and σac(A0) = clac(supp (dM)).
If A˜ = A˜∗ ∈ Ext A and is disjoint with A0, then by Proposition 2.3(ii) there is a self-adjoint
operatorB acting inH such that A˜ = AB := A∗  ker (Γ1−BΓ0). In this case the multiplicity
function NAacB (·) is expressed by means of the generalized Weyl function MB(·) of A˜ = AB
defined by
MB(z) := (B −M(z))−1, z ∈ C±, (2.6)
Corollary 2.7 ([33, Corollary 3.3]) LetA,Π,M(·) andD be as in Proposition 2.6 and letB =
B∗ ∈ C(H). Then NAacB (t) = dMDB (t) for a.e. t ∈ R and σac(AB) = clac(supp (dMDB )).
If, in addition, the limitMB(t) := s-limy↓0MB(t + iy) exists for a.e. t ∈ R, then NAacB (t) =
dMB(t) for a.e. t ∈ R and σac(AB) = clac(supp (dMB)).
Finally, we can retranslate the unitary equivalence of ac-parts of two self-adjoint extensions in
terms of the limit values of the Weyl functions.
Theorem 2.8 ([33, Theorem 3.4]) Let A, Π, M(·) and D be as in Proposition 2.6 and B =
B∗ ∈ C(H). Let also EAB(·) and EA0(·) be the spectral measures of AB = A∗B and A0,
respectively. If δ is a Borel subset of R, then
(i) A0EacA0(δ) is unitarily equivalent to a part of ABE
ac
AB
(δ) if and only if dMD(t) ≤ dMDB (t)
for a.e. t ∈ δ;
(ii) A0EacA0(δ) andABE
ac
AB
(δ) are unitarily equivalent if and only if dMD(t) = dMDB (t) for a.e.
t ∈ δ.
Theorem 2.8 reduces the problem of unitary equivalence of ac-parts of certain self-adjoint ex-
tensions ofA to the computation of the functions dMD(·) and dMDB (·). If δ = R, then the abso-
lutely continuous part Aac0 is unitarily equivalent to A˜
ac = AacB if and only if dMD(t) = dMDB (t)
for a.e. t ∈ R.
If M(·) is the Weyl function of a boundary triplet Π, then we introduce the maximal normal
function
m+(t) := sup
y∈(0,1]
‖M(t+ iy)‖ , t ∈ R.
Theorem 2.9 ([33, Theorem 4.3, Corollary 4.6]) Let A, Π, M(·) and D be as in Proposition
2.6. Let A˜ = A˜∗ ∈ Ext A and A0 := A∗  ker (Γ0). Assume also that there is a Borel subset
δ of R such that the maximal normal functionm+(t) is finite for a.e. t ∈ δ and the condition
(A˜− i)−1 − (A0 − i)−1 ∈ S∞(H), (2.7)
is satisfied. Then the ac-parts A˜acE eA(δ) of A˜E eA(δ) and A0EA0(δ), respectively, are unitarily
equivalent. In particular, if m+(t) is finite for a.e. t ∈ R, then absolutely continuous parts A˜ac
and Aac0 are unitarily equivalent.
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One easily verifies thatm+(t) < ∞ for a.e. t ∈ δ if and only if limit (1.4) exists for a.e. t ∈ δ.
Thus, conditionm+(t) <∞ for a.e. t ∈ δ in Theorem 2.9 can be replaced by the assumption
that the limit (1.4) exists for a.e. t ∈ δ, cf. [33, Theorem 1.1].
However, the functionm+(·) depends on the chosen boundary triplet. In [31]-[33] we introduced
the invariant maximal normal function m+(·) defined by
m+(t) := sup
y∈(0,1]
∥∥∥∥∥ 1√Im(M(i)) (M(t+ iy)− Re(M(i))) 1√Im(M(i))
∥∥∥∥∥ , (2.8)
t ∈ R. It follows from (2.4) that the invariant maximal normal functions for two boundary triplets
Π = {H,Γ0,Γ1} and Π˜ = {H˜, Γ˜0, Γ˜1} for A∗ coincide whenever A∗  ker (Γ0) = A∗ 
ker (Γ˜0). Clearly, m+(t) <∞ if and only ifm+(t) <∞ for any t ∈ R. However, the invariant
maximal normal function is more convenient in applications. We demonstrate this fact in the
next section applying this concept to infinite direct sums of symmetric operators.
3 Direct sums of symmetric operators
3.1 Boundary triplets for direct sums
Let Sn be a closed densely defined symmetric operators in Hn, n+(Sn) = n−(Sn), and let
Πn = {Hn,Γ0n,Γ1n} be a boundary triplet for S∗n, n ∈ N. Let
A :=
∞⊕
n=1
Sn, dom (A) :=
∞⊕
n=1
dom (Sn). (3.1)
Clearly, A is a closed densely defined symmetric operator in the Hilbert space H :=
⊕∞
n=1Hn
with n±(A) =∞. Obviously, we have
A∗ =
∞⊕
n=1
S∗n, dom (A
∗) =
∞⊕
n=1
dom (S∗n). (3.2)
Let us consider the direct sum Π :=
⊕∞
n=1Πn =: {H,Γ0,Γ1} of boundary triplets defined by
H :=
∞⊕
n=1
Hn, Γ0 :=
∞⊕
n=1
Γ0n and Γ1 :=
∞⊕
n=1
Γ1n. (3.3)
We note that the Green’s identity
(S∗nfn, gn)− (fn, S∗ngn) = (Γ1nfn,Γ0ngn)Hn − (Γ0nfn,Γ1ngn)Hn ,
fn, gn ∈ dom (S∗n), holds for every S∗n, n ∈ N. This yields that the Green’s identity (2.1)
holds for A∗ := A∗  dom (Γ), dom (Γ) := dom (Γ0) ∩ dom (Γ1) ⊆ dom (A∗), that is, for
f =
⊕∞
n=1 fn, g =
⊕∞
n=1 gn ∈ dom (Γ) we have
(A∗f, g)− (f, A∗g) = (Γ1f,Γ0g)H − (Γ0f,Γ1g)H, f, g ∈ dom (Γ), (3.4)
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whereA∗ and Γj are defined by (3.2) and (3.3), respectively. However, the Green’s identity (3.4)
cannot extend to dom (A∗) in general, since dom (Γ) is smaller than dom (A∗) generically.
It might even happen that Γj are not bounded as mappings from dom (A∗) equipped with the
graph norm intoH. Counterexamples such that Π =⊕∞n=1Πn is not a boundary triplet firstly
appeared in [23]).
In this section we show that it is always possible to modify the boundary triplets Πn in such a
way that the new sequence Π˜n = {Hn, Γ˜0, Γ˜1} of boundary triplets for S∗n such that Π˜ =⊕∞
n=1 Π˜n defines a boundary triplet for A
∗ and the relations
S˜0n := S
∗
n  ker (Γ˜0n) = S∗n  ker (Γ0n) =: S0n, n ∈ N, (3.5)
are valid. Hence A˜0 :=
⊕∞
n=1 S˜0n =
⊕∞
n=1 S0n =: A0. We note that the existence of a
boundary triplet Π′ = {H,Γ′0,Γ′1} for A∗ satisfying ker (Γ′0) = dom (A0) is known (see
[11, 19]). However, in applications we need a special boundary triplet for A∗ which respects the
direct sum structure and which leads therefore to a block-diagonal form of the corresponding
Weyl function. We start with a simple technical lemma.
Lemma 3.1 Let S be a densely defined closed symmetric operator with equal deficiency in-
dices, let Π = {H,Γ0,Γ1} be a boundary triplet for S∗, and let M(·) be the correspond-
ing Weyl function. Then there exists a boundary triplet Π˜ = {H, Γ˜0, Γ˜1} for S∗ such that
ker (Γ˜0) = ker (Γ0) and the corresponding Weyl function M˜(·) satisfies M˜(i) = i.
Proof. LetM(i) = Q+ iR2 where Q := Re(M(i)), R :=
√
Im(M(i)). We set
Γ˜0 := RΓ0 and Γ˜1 := R
−1(Γ1 −QΓ0). (3.6)
A straightforward computation shows that Π˜ := {H, Γ˜0, Γ˜1} is a boundary triplet for A∗.
Clearly, ker (Γ˜0) = ker (Γ0). The Weyl function M˜(·) of Π˜ is given by M˜(·) = R−1(M(·)−
Q)R−1 which yields M˜(i) = i. 
If S is a densely defined closed symmetric operator in H, then by the first v. Neumann formula
the direct decomposition dom (S∗) = dom (S)
.
+ Ni
.
+ N−i holds, whereN±i := ker (S∗∓
i). Equipping dom (S∗) with the inner product
(f, g)+ := (S
∗f, S∗g) + (f, g), f, g ∈ dom (S∗), (3.7)
one obtains a Hilbert space denoted by H+. The first v. Neumann formula leads to the following
orthogonal decomposition
H+ = dom (S)⊕Ni ⊕N−i.
Lemma 3.2 Let S, Π andM(·) be as in Lemma 3.1. IfM(i) = i, then Γ : H+ −→ H⊕H,
Γ := (Γ0,Γ1) is a contraction. Moreover, Γ isometrically mapsN := Ni ⊕N−i ontoH.
Proof. We show that
‖Γ(f + fi + f−i)‖2H⊕H = ‖fi + f−i‖2+ (3.8)
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where f
.
+ fi
.
+ f−i ∈ dom (S)
.
+ Ni
.
+ N−i = dom (S∗). Since dom (S) = ker (Γ0) ∩
ker (Γ1) we find
‖Γ(f + fi + f−i)‖2H⊕H = ‖Γ0(fi + f−i)‖2H + ‖Γ1(fi + f−i)‖2H.
Clearly,
‖Γj(fi + f−i)‖2H = ‖Γjfi‖2 + 2Re((Γjfi,Γjf−i)) + ‖Γjf−i‖2, j ∈ {0, 1}. (3.9)
Using Γ1fi = M(i)Γ0fi = iΓ0fi and Γ1f−i = M(−i)Γ0f−i = −iΓ0f−i we obtain
‖Γ1(fi + f−i)‖2H = (Γ0fi,Γ0fi)− 2Re((Γ0fi,Γ0f−i)) + (Γ0f−i,Γ0f−i) (3.10)
Taking a sum of (3.9) and (3.10) we get
‖Γ0(fi + f−i)‖2H + ‖Γ1(fi + f−i)‖2H = 2‖Γ0fi‖2H + 2‖Γ0f−i‖2H. (3.11)
Combining equalities Γ1f±i = ±iΓ0f±i with Green’s identity (2.1) we obtain ‖Γ0fi‖H = ‖fi‖
and ‖Γ0f−i‖H = ‖f−i‖. Therefore (3.11) takes the form
‖Γ0(fi + f−i)‖2H + ‖Γ1(fi + f−i)‖2H = 2‖fi‖2 + 2‖f−i‖2. (3.12)
A straightforward computation shows ‖fi + f−i‖2+ = 2‖fi‖2 + 2‖f−i‖2 which together with
(3.12) proves (3.8). Since ‖fi + f−i‖2+ ≤ ‖f‖2+ + ‖fi + f−i‖2+ = ‖f + fi + f−i‖2+, we get
from (3.8) that Γ is a contraction.
Obviously, Γ is an isometry fromN intoH⊕H. SinceΠ is a boundary triplet for S∗, ran (Γ) =
H⊕H. Hence Γ is an isometry acting fromN ontoH⊕H. 
Passing to the direct sum (3.1), we equip dom (S∗n) and dom (A
∗) with their graph’s norms and
obtain the Hilbert spaces H+n and H+, respectively. Clearly, the corresponding inner products
(f, g)+n and (f, g)+ are defined by (3.7) where S∗ is replaced by S∗n and A
∗, respectively.
Obviously, H+ =
⊕∞
n=1H+n.
Theorem 3.3 Let {Sn}∞n=1 be a sequence of densely defined closed symmetric operators in
Hn and let S0n = S∗0n ∈ Ext Sn . Further, let A and A0 be given by (3.1) and
A0 :=
∞⊕
n=1
S0n, (3.13)
respectively. Then there exist boundary triplets Πn := {Hn,Γ0n,Γ1n} for S∗n such that S0n =
S∗n  ker (Γ0n), n ∈ N, and the direct sum Π =
⊕∞
n=1Πn defined by (3.3) forms a boundary
triplet for A∗ satisfying A0 = A∗  ker (Γ0). Moreover, the corresponding Weyl functionM(·)
and the γ-field γ(·) are given by
M(z) =
∞⊕
n=1
Mn(z) and γ(z) =
∞⊕
n=1
γn(z) (3.14)
whereMn(·) and γn(·) are the Weyl functions and the γ-field corresponding to Πn, n ∈ N. In
addition, the condition M(i) = iI holds.
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Proof. For every S0n = S∗0n ∈ Ext Sn there exists a boundary triplet Πn = {Hn,Γ0n,Γ1n}
for S∗n such that S0n := S
∗
n  ker (Γ0n) (see [11]). By Lemma 3.1 we can assume without loss
of generality that the corresponding Weyl function Mn(·) satisfies Mn(i) = i. By Lemma 3.2
the mapping Γn := (Γ0n,Γ1n) : H+n −→ Hn ⊕Hn, is contractive for each n ∈ N. Hence
‖Γj‖ = supn ‖Γjn‖ ≤ 1, j ∈ {0, 1}, where Γ0 and Γ1 are defined by (3.3). It follows that the
mappings Γ0 and Γ1 are well-defined on dom (Γ) = dom (A∗) =
⊕∞
n=1 dom (S
∗
n). Thus,
the Green’s identity (3.4) holds for all f, g ∈ dom (A∗).
Further, we set N±in := ker (S∗n ∓ i), Nn := Nin
.
+ N−in, N±i := ker (A∗ ∓ i) and
N := Ni
.
+ N−i. By Lemma 3.2 the restriction Γn  Nn is an isometry from Nn, regarded
as a subspace of H+n, onto Hn ⊕ Hn. Since N regarded as a subspace of H+ admits the
representation N =
⊕∞
n=1Nn, the restriction Γ  N, Γ :=
⊕∞
n=1 Γ
n, isometrically maps N
ontoH⊕H. Hence ran (Γ) = H⊕H. Equalities (3.14) are follow from Definition 2.4. 
Remark 3.4 Theorem 3.3 generalizes a result of Kochubei [23, Theorem 3] which
states that for any sequence of pairwise unitarily equivalent closed symmetric operators
{Sn}n∈N there are boundary triplets Πn for S∗n, n ∈ N such that Π =
⊕
n∈NΠn defines a
boundary triplet for A∗ =
⊕
n∈N S
∗
n.
Recall, that for any non-negative symmetric operatorA the set of its non-negative self-adjoint ex-
tensions Ext A(0,∞) is non-empty (see [1, 22]). The set Ext A(0,∞) contains the Friedrichs
(the biggest) extension AF and the Krein (the smallest) extension AK . These extensions are
uniquely determined by the following extremal property in the class Ext A(0,∞) :
(AF + x)−1 ≤ (A˜+ x)−1 ≤ (AK + x)−1, x > 0, A˜ ∈ Ext A(0,∞).
Corollary 3.5 Let the assumptions of Theorem 3.3 be satisfied. Further, let Sn ≥ 0, n ∈ N,
and let SFn and S
K
n be the Friedrichs and Krein extensions of Sn, respectively. Then
AF =
∞⊕
n=1
SFn and A
K =
∞⊕
n=1
SKn . (3.15)
Proof. Let us prove the second relation. The first one is proved similarly. By Theorem 3.3
there exists a boundary triplet Πn = {Hn,Γ0n,Γ1n} for S∗n such that SKn = S0n and
Π =
⊕∞
n=1Πn is a boundary triplet for A
∗.
Fix any x2 ∈ R+ and put C2 := ‖M(−x2)‖. Then any h =
⊕∞
n=1 hn ∈ H can be de-
composed by h = h(1) ⊕ h(2) with h(1) ∈ ⊕pn=1Hn and h(2) ∈ ⊕∞n=p+1Hn such that
‖h(2)‖ < C−1/22 . Hence |(M(−x2)h(2), h(2))| < 1. Due to the monotonicity ofM(·) we get(
M(−x)h(2), h(2)
)
>
(
M(−x2)h(2), h(2)
)
> −1, x ∈ (0, x2).
Since S0n = SKn , the Weyl functionMn(·) satisfies
lim
x↓0
(
Mn(−x)gn, gn
)
= +∞, gn ∈ Hn \ {0}, (3.16)
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cf. [11, Proposition 4]. BecauseM(·) =⊕∞n=1Mn(·) is block-diagonal, cf. (3.14), we get from
(3.16) that for any N > 0 there exists x1 > 0 such that(
M(−x)h(1), h(1)
)
=
p∑
n=1
(
Mn(−x)hn, hn
)
> N for x ∈ (0, x1). (3.17)
Combining (3.16) with (3.17) and using the diagonal form ofM(·), we get
(M(−x)h, h) = (M(−x)h(1), h(1)) + (M(−x)h(2), h(2)) > N − 1
for 0 < x ≤ min(x1, x2). Thus, limx↓0(M(−x)h, h) = +∞ for h ∈ H \ {0}. Applying [11,
Proposition 4] we prove the second relation of (3.15). 
Remark 3.6 Another proof can be obtained by using characterization ofAF andAK by means
of the respective quadratic forms.
3.2 Direct sums of symmetric operators with arbitrary deficiency indices
We start with some simple spectral observations for direct sums of symmetric operators where
the symmetric operators may have arbitrary deficiency indices.
Proposition 3.7 Let {Sn}∞n=1 be a sequence of densely defined closed symmetric operators
in Hn and let S0n = S∗0n ∈ Ext Sn . Further, let A and A0 be given by (3.1) and (3.13),
respectively. If A˜ is a self-adjoint extension of A such that condition
(A˜− i)−1 − (A0 − i)−1 ∈ S∞(H) (3.18)
is satisfied, then
σac(A0) =
⋃
σac(S0n) ⊆ σ(A˜) and σac(A˜) ⊆
⋃
σ(S0n) = σ(A0). (3.19)
Proof. By the Weyl theorem, condition (3.18) yields σess(A˜) = σess(A0). Hence⋃
σac(S0n) = σac(A0) ⊆ σess(A0) = σess(A˜) ⊆ σ(A˜)
and
σac(A˜) ⊆ σess(A˜) = σess(A0) ⊆ σ(A0) =
⋃
σ(S0n)
which completes the proof. 
Applying Theorem 2.9 the results of Proposition 3.7 can be improved as follows.
Theorem 3.8 Let {Sn}∞n=1 be a sequence of densely defined closed symmetric operators in
Hn and let S0n = S∗0n ∈ Ext Sn . Further, let Πn = {Hn,Γ0n,Γ1n} be a boundary triplet for
S∗n such that S0n = S
∗
n  ker (Γ0n), n ∈ N, and letMn(·) be the corresponding Weyl function.
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Moreover, let m+n (t), n ∈ N, be the invariant maximal normal function for Πn. Further, let A
and A0 be given by (3.1) and (3.13), respectively.
If δ is a Lebesgue measurable subset of R such that supn∈Nm+n (t) < +∞ for a.e. t ∈ δ, then
for any self-adjoint extension A˜ of A satisfying the condition (3.18), the absolutely continuous
parts A˜acE eA(δ) and Aac0 EA0(δ) are unitarily equivalent. In particular, if δ = R, then the parts
A˜ac and Aac0 are unitarily equivalent and (3.19) is replaced by σac(A0) = σac(A˜).
Proof. Let Π˜n = {Hn, Γ˜0n, Γ˜1n} be a boundary triplet for S∗n, n ∈ N, defined according
to (3.6), that is Γ˜0n := RnΓ0n and Γ˜1n := R−1n
(
Γ1n − Re(Mn(i))Γ0n
)
, where Rn :=√
ImMn(i)). The corresponding Weyl function M˜n(·) is
M˜n(z) = R
−1
n
(
Mn(z)− ReMn(i)
)
R−1n , n ∈ N.
Since M˜n(i) = i, n ∈ N, by Theorem 3.3, Π˜ =
⊕∞
n=1 Π˜n =: {H, Γ˜0, Γ˜1} is a boundary
triplet for A∗ =
⊕∞
n=1 S
∗
n satisfying A
∗  ker Γ˜0 = A0 :=
⊕∞
n=1 S0n. By the definition
of m+n (·) one has m+n (t) = m˜+n (t) := supy∈(0,1] ‖M˜n(t + iy)‖ for t ∈ R, n ∈ N. Since
A0 =
⊕∞
n=1 S0n we get that m˜
+(t) = supnm
+
n (t), where m˜
+(t) := supy∈(0,1] ‖M˜(t+iy)‖,
t ∈ R. By assumption, the maximal normal function m˜+(t) is finite for a.e. t ∈ δ. Hence we
obtain from Theorem 2.9 that A˜acE eA(δ) and Aac0 EA0(δ) are unitarily equivalent. 
Let T and T ′ be densely defined closed symmetric operators in H and let T0 and T ′0 be self-
adjoint extensions of T and T ′, respectively. The pairs {T, T0} and {T ′, T ′0} are called unitarily
equivalent if there exists a unitary operatorU inH such that T ′ = UTU−1 and T ′0 = UT0U
−1.
Corollary 3.9 Let the assumptions of Theorem 3.8 be satisfied. Moreover, let the pairs
{Sn, S0n}, n ∈ N, be unitarily equivalent to the pair {S1, S01}. If the maximal normal function
m+1 (t) := sup0<y≤1 ‖M1(t+ iy)‖ is finite for a.e. t ∈ δ and if the condition (3.18) is satisfied,
then the absolutely continuous parts A˜acE eA(δ) and Aac0 EA0(δ) are unitarily equivalent.
Proof. Since the symmetric operators Sn are unitarily equivalent, we assume without loss
of generality that Hn = H for each n ∈ N. Let Un be a unitary operator such that
A1 = UnSnU
−1
n and A01 = UnS0nU
−1
n . A straightforward computation shows that Π
′
n :=
{H,Γ′0n,Γ′1n}, Γ′0n := Γ01Un and Γ′1n := Γ1nUn, defines a boundary triplet for S∗n. The
Weyl function M ′n(·) corresponding to Π′n is M ′n(z) = M1(z). Hence m+n (·) = m′+n (·) and
m+1 (t) = m
′+
n (t) for t ∈ R, where m+n (t) and m′+n (t) are the invariant maximal normal func-
tions corresponding to the triplets Πn and Π′n, respectively. Since m
+
1 (t) = m
+
n (t) for t ∈ R
and n ∈ N we complete the proof applying Theorem 3.8. 
3.3 Direct sums of symmetric operators with finite deficiency
Here we improve the previous results assuming that n±(Sn) < ∞. First, we show that ex-
tensions A0 =
⊕∞
n=1 S0n(∈ Ext A) of the form (3.13) possess a certain spectral minimality
property. To this end we start with the following lemma.
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Lemma 3.10 Let H be a bounded non-negative self-adjoint operator in a separable Hilbert
space H and let L be a bounded operator in H. Then
(i) dim(ran (H)) = dim(ran (
√
H));
(ii) If L∗L ≤ H , then dim(ran (L)) ≤ dim(ran (H));
(iii) If P is an orthogonal projection, then dim(ran (PHP )) ≤ dim(ran (H)).
Proof. The assertion (i) is obvious.
(ii) If L∗L ≤ H , then there is a contraction C such that L = C√H. Hence dim(ran (L)) =
dim(ran (C
√
H)) ≤ dim(ran (√H)) = dim(ran (H)).
(iii) Clearly, dim(ran (PHP )) ≤ dim(ran (√HP )) ≤ dim(ran (√H)). Applying (i) we
complete the proof. 
We are going to show that if the summands have only finite deficiency indices, then the abso-
lutely spectrum of extensions of the direct sum can only increase comparing with the absolutely
continuous spectrum of those extensions which are direct sums of extensions.
Theorem 3.11 Let {Sn}∞n=1 be a sequence of densely defined closed symmetric operators
in Hn and let S0n = S∗0n ∈ Ext Sn . Further, let A and A0 be given by (3.1) and (3.13),
respectively.
If the deficiency indices of Sn are finite for each n ∈ N, then A0 is ac-minimal, in particular,
σac(A0) ⊆ σac(A˜) for any self-adjoint extension A˜ of A.
Proof. By Theorem 3.3 there is a sequence of boundary tripletsΠn := {Hn,Γ0n,Γ1n}, n ∈ N,
for S∗n such that S0n = S
∗
n  ker (Γ0n), n ∈ N, and the direct sum Π = {H,Γ0,Γ1} =⊕∞
n=1Πn of the form (3.1) is a boundary triplet for A
∗ satisfying A0 = A∗  ker (Γ0). By
Proposition 2.3, any A˜ = A˜∗ ∈ Ext A admits a representation A˜ = AΘ with Θ = Θ∗ ∈
C˜(H). By [33, Corollary 4.2(i)], we can assume that A˜ and A0, are disjoint, that is Θ =
B = B∗ ∈ C(H). Consider the generalized Weyl function MB(·) := (B −M(·))−1, where
M(·) =⊕∞n=1Mn(·), cf. (3.14). Clearly,
Im (MB(z)) = MB(z)
∗Im (M(z))MB(z), z ∈ C+.
Denote by PN , N ∈ N, the orthogonal projection from H onto the subspace HN :=⊕N
n=1Hn. SettingMPNB (z) := PNMB(z)  HN , and taking into account the block-diagonal
form ofM(·) and the inequality Im (M(z)) > 0 we obtain
Im (MPNB (z)) = Im (PNMB(z)PN) (3.20)
= PNMB(z)
∗Im (M(z))MB(z)PN ≥MPNB (z)∗Im (MPN (z))MPNB (z),
where MPN (z) := PNM(z)  HN =
⊕N
n=1Mn(z). Since P
N is a finite dimensional
projection the limitsMPNB (t) := s-limy↓0M
PN
B (t+iy) andM
PN (t) := s-limy↓0MPN (t+iy)
exists for a.e. t ∈ R. From (3.20) we get
Im (MPNB (t)) ≥MPNB (t)∗Im (MPN (t))MPNB (t) for a.e. t ∈ R. (3.21)
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Since MB(·) is a generalized Weyl function, it is a strict RH-function, that is,
ker (Im (MB(z))) = {0}, z ∈ C+. Therefore,MPNB (·) is also strict. Hence 0 ∈ %(MPNB (z)),
z ∈ C+, and GN(·) := −(MPNB (·))−1 is strict. Since both GN(·) and MPNB (·) are matrix-
valued R-functions, the limits MPNB (t + i0) := limy↓0M
PN
B (t + iy) and GN(t + i0) :=
limy↓0GN(t + iy) exist for a.e. t ∈ R. Therefore, passing to the limit in the identity
MPNB (t + iy)GN(t + iy) = −I as y → 0, we get MPNB (t + i0)GN(t + i0) = −I for
a.e. t ∈ R. HenceMPNB (t) := MPNB (t+ i0) is invertible for a.e. t ∈ R.
Further, combining (3.21) with Lemma 3.10(ii) we get
dim
(
ran
(√
ImMPN (t)MPNB (t)
))
≤ d
M
PN
B
(t) for a.e. t ∈ R.
SinceMPNB (t) is invertible for a.e. t ∈ R, we find
dMPN (t) := dim
(
ran
(√
ImMPN (t)
))
≤ d
M
PN
B
(t) for a.e. t ∈ R. (3.22)
Let DN = PN ⊕ D0 where D0 ∈ S2(H⊥N) and satisfy ker (D0) = ker (D∗0) = {0}.
Then ker (DN) = ker (D∗N) = {0} and PN = PNDN = DNPN . By Lemma 3.10(iii),
dMPN (t) ≤ dMDNB (t) for a.e. t ∈ R. Further, for any D ∈ S2(H) and satisfying ker (D) =
ker (D∗) = {0}, dMDB (t) = dMDNB (t) for a.e. t ∈ R. Combining this equality with (3.22) we
get dMPN (t) ≤ dMDB (t) for a.e. t ∈ R and N ∈ N. Since
dMPN (t) =
N∑
n=1
dMn(t) and dMD(t) =
∞∑
n=1
dMn(t) (3.23)
for a.e. t ∈ R, we finally prove that dMD(t) ≤ dMDB (t) for a.e. t ∈ R. One completes the proof
by applying Theorem 2.8(i). 
Taking into account Proposition 2.6 and Corollary 2.7 the proof of Theorem 3.11 shows us that
in fact the spectral multiplicity function N eAac(t) can only be increase with respect to NAac0 (t),
that is, one always has N eAac(t) ≥ NAac0 (t) for a.e. t ∈ R and any self-adjoint extension A˜ of
A.
Corollary 3.12 Let the assumptions of Theorem 3.11 be satisfied. If Sn ≥ 0, n ∈ N and if the
deficiency indices of Sn are finite for each n ∈ N, then the Friedrichs and the Krein extensions
AF and AK of A are ac-minimal. In particular, (AF )ac and (AK)ac are unitarily equivalent.
Proof. Combining Theorem 3.11 and Corollary 3.5 one immediately proves the assertions. 
Corollary 3.13 Let the assumptions of Theorem 3.8 be satisfied. Further, let the deficiency
indices of Sn be finite for each n ∈ N.
(i) If
δ∞ := {t ∈ R :
∑
n∈N
dMn(t) =∞}, (3.24)
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then for any self-adjoint extension A˜ of A the parts A˜acE eA(δ∞) and Aac0 EA0(δ∞) are unitarily
equivalent.
(ii) If δ is a Lebesgue measurable subset of R such that supnm+n (t) < ∞ for a.e. t ∈ δ,
then for any self-adjoint extension A˜ of A the parts A˜acE eA(δ∞ ∪ δ) and Aac0 EA0(δ∞ ∪ δ) are
unitarily equivalent.
Proof. (i) By (3.23) and (3.24) we find dMD(t) = +∞ for a.e. t ∈ δ∞. Since by Theorem 3.11
the spectral multiplicity function can only be increase for self-adjoint extensions A˜ one gets that
N eAac(t) = NAac0 (t) for a.e. t ∈ δ which immediately yields the unitary equivalence of the parts
A˜acE eA(δ∞) and Aac0 EA0(δ∞).
(ii) By Theorem 3.8 the parts A˜acE eA(δ) and Aac0 EA0(δ) are unitarily equivalent. Using (i) we
immediately obtain the unitary equivalence of the parts A˜acE eA(δ∞ ∪ δ) and Aac0 EA0(δ∞ ∪ δ).

Corollary 3.14 Let the assumptions of Theorem 3.11 be satisfied. If the deficiency indices of
Sn are finite for each n ∈ N, then
⋃
n∈N σac(S0n) ⊆ σac(A˜) for any self-adjoint extension A˜ of
A. If in addition condition (3.18) is valid and the extensions S0n are purely absolutely continuous
for each n ∈ N, then
σac(A˜) =
⋃
n∈N
σac(S0n). (3.25)
Proof. The first statement immediately follows from Theorem 3.11. Relation (3.25) is implied
by Proposition 3.7. 
Corollary 3.15 Let the assumptions of Theorem 3.11 be satisfied. Further, let the pairs
{Sn, S0n}, n ∈ N, be unitarily equivalent to {S1, S01}. If the deficiency indices of Sn are
finite for each n ∈ N, holds, then for any self-adjoint extension A˜ of A satisfying condition
(3.18) the ac-parts A˜ac and Aac0 are unitarily equivalent.
Proof. The proof follows immediately from Corollary 3.9. 
Remark 3.16 (i) For the special case n±(Sn) = 1, n ∈ N, Theorem 3.11 complements [2,
Corollary 5.4] where the inclusion σac(A0) ⊆ σac(A˜) was proved. Moreover, Corollary
3.15 might be regarded as a substantial generalization of [2, Theorem 5.6(i)] to the case
n±(Sn) > 1. However, in the case n±(Sn) = 1, Corollary 3.15 is implied by [2, Theorem
5.6(i)] where the unitary equivalence of A˜ac = A˜acB and A
ac
0 was proved under the weaker
assumption that B is purely singular. Indeed, by Proposition 2.5 condition (3.18) with
A˜ = AB is equivalent to the discreteness of B.
(ii) The inequality NAac0 (t) ≤ N eAac(t) in Theorem 3.11 might be strict even for t ∈
σac(A0). Indeed, assume that (α, β) is a gap for all except for the operators S1, . . . , SN .
Set S1 :=
⊕N
n=1 Sn and S2 :=
⊕∞
n=N+1 Sn. Then n±(S2) =∞ and (α, β) is a gap for S2.
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By [7] there exists S˜2 = S˜∗2 ∈ Ext S2 having ac-spectrum within (α, β) of arbitrary mul-
tiplicity. Moreover, even for operators A =
⊕∞
n=1 Sn satisfying assumptions of Corollary
3.15 with n±(Sn) = 1 the inclusion σac(A0) ⊆ σac(A˜) might be strict whenever con-
dition (3.18) is violated, cf. [7] or [2, Theorem 4.4] which guarantees the appearance of
prescribed spectrum either within one gap or within several gaps of A0.
4 Sturm-Liouville operators with bounded operator poten-
tials
Let H be an infinite dimensional separable Hilbert space. As usual, L2(R+,H) stands for
the Hilbert space of (weakly) measurable vector-functions f(·) : R+ → H satisfying∫
R+ ‖f(t)‖2Hdt < ∞. Denote also by W 2,2(R+,H) the Sobolev space of vector-functions
taking values inH.
Let T = T ∗ ≥ 0 be a bounded operator in H. Denote by A := Amin the minimal operator
generated by A, cf. (1.1), in H := L2(R+,H). It is known (see [19, 35]) that the minimal
operator A is given by
(Af)(x) = − d
2
dx2
f(x) + Tf(x), f ∈ dom (A) = W 2,20 (R+,H), (4.1)
whereW 2,20 (R+,H) := {f ∈ W 2,2(R+,H) : f(0) = f ′(0) = 0}.
The operatorA is closed, symmetric and non-negative. It can be proved similarly to [8, Example
5.3] that A is simple. The adjoint operator A∗ is given by [19, Theorem 3.4.1]
(A∗f)(x) = − d
2
dx2
f(x) + Tf(x), f ∈ dom (A∗) = W 2,2(R+,H). (4.2)
The Dirichlet realization AD is defined by ADf := Af , f ∈ dom (AD) := {g ∈
W 2,2(R+,H) : g(0) = 0}. Similarly, the Neumann realization AN is defined by ANf :=
Af , f ∈ dom (AN) := {g ∈ W 2,2(R+,H : g′(0) = 0}. Since dom (A) ⊆
dom (AD), dom (AN) ⊆ dom (A∗) one gets that AD and AN are proper extensions of A.
One easily verifies that AD and AN are symmetric extensions.
By [29, Theorem 1.3.1] the trace operators Γ0, Γ1 : dom (A∗)→ H,
Γ0f = f(0) and Γ1f = f
′(0), f ∈ dom (A∗), (4.3)
are well defined. Moreover, the deficiency subspaceNz(A) is
Nz(A) = {eix
√
z−Th : h ∈ H}, z ∈ C±, (4.4)
with the cut along R+.
Lemma 4.1 A triplet Π = {H,Γ0,Γ1}, where Γ0 and Γ1 are defined by (4.3), forms a bound-
ary triplet for A∗. The corresponding Weyl functionM(·) is
M(z) = i
√
z − T = i
∫ √
z − λ dET (λ), z ∈ C+. (4.5)
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Proof. One obtains the Green formula integrating by parts. The surjectivity of the mapping
Γ := (Γ0,Γ1) : dom (A
∗) → H ⊕ H follows from (4.3) and [29, Theorem 1.3.2]. Formula
(4.5) is implied by (4.4). 
Lemma 4.2 Let T be a bounded non-negative self-adjoint operator in H and let A and Π =
{H,Γ0,Γ1} be defined by (4.1) and (4.3), respectively. Then
(i) the invariant maximal normal functionm+(t) of the Weyl functionM(·) is finite for all t ∈ R
and satisfies
m+(t) ≤ (1 +
√
2)(1 + t2)1/4, t ∈ R. (4.6)
(ii) The limitM(t+ i0) := s-limy↓0M(t+ iy) exists, is bounded and equals
M(t+ i0) = i
∫
R
√
t− λdET (λ) for any t ∈ R. (4.7)
(iii) dM(t) = dim(ran (ET ([0, t)))) for any t ∈ R.
Proof. (i) It follows from (4.5) and definition (2.8) that
m+(t) ≤ sup
y∈(0,1]
sup
λ≥0
∣∣∣∣√t+ iy − λ− Re (√i− λ)Im (√i− λ)
∣∣∣∣ .
Clearly,
√
i− λ = (1 + λ2)1/4ei(pi−ϕ)/2 where ϕ := arccos
(
λ√
1+λ2
)
. Hence∣∣∣∣Re(√i− λ)Im(√i− λ)
∣∣∣∣ = tan(ϕ2) = 1λ+√1 + λ2 ≤ 1, λ ≥ 0.
Furthermore, we have∣∣∣∣√t+ iy − λIm(√i− λ)
∣∣∣∣ ≤ √2
√√
(λ− t)2 + y2
λ+
√
1 + λ2
≤
√
2(1 + t2)1/4
for λ ≥ 0, t ∈ R and y ∈ (0, 1] which yields (4.6).
(ii) From (4.5) we find M(t) := M(t + i0) := s-limy↓0 i
√
t+ iy − T = i√t− T , for any
t ∈ R, which proves (4.7). Clearly,M(t) ∈ [H] since T ∈ [H].
(iii) It follows that Im(M(t)) =
√
t− TET ([0, t)), which yields dM(t) =
dim(ran (Im(M(t)))) = dim(ran (ET ([0, t)))). 
With A = Amin one associates a closable quadratic form t′F [f ] := (Af, f), dom (t
′) =
dom (A). Its closure tF is given by
tF [f ] :=
∫
R+
{
‖f ′(x)‖2H + ‖
√
Tf(x)‖2H
}
dx, (4.8)
f ∈ dom (tF ) = W 1,20 (R+,H), whereW 1,20 (R+,H) := {f ∈ W 1,2(R+,H) : f(0) = 0}.
By definition, the Friedrichs extension AF of A is a self-adjoint operator associated with tF .
Clearly, AF = A∗  (dom (A∗) ∩ dom (tF )).
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Theorem 4.3 Let T ≥ 0, T = T ∗ ∈ [H], and t0 := inf σ(T ). Let A be defined by (4.1) and
Π = {H,Γ0,Γ1} the boundary triplet for A∗ defined by (4.3). Then the following holds:
(i) The Dirichlet realization AD coincides with A0 := A∗  ker (Γ0) which is identical with the
Friedrichs extension AF . Moreover, AD is absolutely continuous and its spectrum is given by
σ(AD) = σac(A
D) = [t0,∞).
(ii) The Neumann realization AN coincides with A1 := A∗  ker (Γ1). AN is absolutely
continuous (AN)ac = AN and σ(AN) = σac(AN) = [t0,∞).
(iii) The Krein realization (or extension) AK is given by
dom (AK) = {f ∈ W 2,2(R+,H) : f ′(0) +
√
Tf(0) = 0}. (4.9)
Moreover, ker (AK) = H0 := H′0, H
′
0 := {e−x
√
Th : h ∈ ran (T 1/4)} and the restriction
AK  dom (AK) ∩ H⊥0 is absolutely continuous, that is, H⊥0 = Hac(AK) and AK = 0H0 ⊕
(AK)ac. In particular, σ(AK) = {0} ∪ σac(AK) and σac(AK) = [t0,∞).
(iv) The realizations AD, AN and (AK)ac are unitarily equivalent.
Proof. (i) It follows from (4.2) and (4.3) that dom (AD) = dom (A0) which yields AD = A0.
Since dom (A0) ⊆ W 1,20 (R+,H) = dom (tF ) we have AF = A0 (see [1, Section 8] and
[22, Theorem 6.2.11]). It follows from (4.7) and [8, Theorem 4.3] that σp(A0) = σsc(A0) = ∅.
Hence A0 is absolutely continuous. Taking into account Lemma 4.2(iii) and Proposition 2.6 we
get σ(A0) = σac(A0) = clac(supp (dM)) = [t0,∞) which proves (i).
(ii) Obviously we have dom (AN) = dom (A1) := ker (Γ1) which provesAN = A1. It follows
from Lemma 4.1 and (2.6) that the Weyl function corresponding to A1 is given by
M0(z) := (0−M(z))−1 = i(z − T )−1/2 = i
∫
1√
z − λdET (λ), z ∈ C+. (4.10)
SinceM0(·) is regular within (−∞, t0), we have (−∞, t0) ⊂ %(A1). Further, let τ > t0. We
setHτ := ET ([t0, τ))H and note that for any h ∈ Hτ and t > τ(
M0(t+ i0)h, h
)
= i
(
(t− T )−1/2h, h) = i∫ τ
t0
1√
t− λd(ET (λ)h, h). (4.11)
Hence for any h ∈ Hτ \ {0} and t > τ
0 < (t− t0)−1/2‖h‖2 ≤ Im (M0(t+ i0)h, h) =
∫ τ
t0
(t− λ)−1/2d(ET (λ)h, h) <∞.
By [8, Proposition 4.2], σac(A1) ⊇ [τ,∞) for any τ > t0, which yields σac(A1) = [t0,∞). It
remains to show that A1 is purely absolutely continuous. Since M0(t + i0) 6∈ [H] we cannot
apply [8, Theorem 4.3]. Fortunately, to we can use [8, Corollary 4.7]. For any t ∈ R, y > 0,
and h ∈ H we set
Vh(t+ iy) := Im(M0(t+ iy)h, h) =
∫
Im
(
1√
λ− t− iy
)
d(ET (λ)h, h).
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Obviously, one has
Vh(t+ iy) ≤
∫
1
((λ− t)2 + y2)1/4d(ET (λ)h, h), t ∈ R, y > 0, h ∈ H.
Hence
Vh(t+ iy)
p ≤ ‖h‖2(p−1)
∫
1
((λ− t)2 + y2)p/4d(ET (λ)h, h), p ∈ (1,∞).
We show that for p ∈ (1, 2) and −∞ < a < b <∞
Cp(h; a, b) := sup
y∈(0,1]
∫ b
a
Vh(t+ iy)
p dt <∞.
Clearly,∫ b
a
Vh(t+ iy)
pdt ≤ ‖h‖2(p−1)
∫ ‖T‖
0
d(E(λ)h, h)
∫ b
a
1
((λ− t)2 + y2)p/4dt
= ‖h‖2(p−1)
∫ ‖T‖
0
d(E(λ)h, h)
∫ b−λ
a−λ
1
(t2 + y2)p/4
dt.
Note, that for p ∈ (1, 2) and −∞ < a < b <∞∫ b−λ
a−λ
1
(t2 + y2)p/4
dt ≤
∫ b
a−‖T‖
1
tp/2
dt =: κp(b, a− ‖T‖) <∞,
Hence Cp(h; a, b) ≤ κp(b, a − ‖T‖)‖h‖2p < ∞ for p ∈ (1, 2), −∞ < a < b < ∞ and
h ∈ H. By [8, Corollary 4.7],A1 is purely absolutely continuous on any bounded interval (a, b).
Hence A1 is purely absolutely continuous.
(iii) By [11, Proposition 5] AK is defined by AK = A∗  ker (Γ1 −M(0)Γ0). It follows from
(4.5) thatM(0) = −√T . Therefore, AK is defined by (4.9).
It follows from the extremal property of the Krein extension that ker (AK) = ker (A∗). Clearly,
fh(x) := exp(−x
√
T )h ∈ L2(R+,H), h ∈ ran (T 1/4), since∫ ∞
0
‖ exp(−x
√
T )h‖2Hdx
=
∫ ‖T‖
0
dρh(t)
∫ ∞
0
e−2x
√
tdx =
∫ ‖T‖
0
1
2
√
t
dρh(t) <∞,
where ρh(t) :=
(
ET (t)h, h
)
. Thus, H′0 ⊂ ker (A∗). It is easily seen that H′0 is dense in H0.
To investigate the rest of the spectrum of AK consider the Weyl functionMK(·) corresponding
to AK . It follows from (4.5) and (2.6) that
MK(z) = M−√T (z) = −
(√
T +M(z)
)−1
= −(
√
T + i
√
z − T )−1 = 1
z
(i
√
z − T −
√
T ) = −2
√
T
z
+ Φ(z).
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where Φ(z) := 1
z
[i
√
z − T +√T ]. For t > 0 we get
ImMK(t+ i0) = ImΦ(t+ i0) = t
−1√t− TET ([0, t)). (4.12)
Hence, by [8, Theorem4.3], σp(AK)∩ (0,∞) = σsc(AK)∩ (0,∞) = ∅. It follows from (4.12)
that Im (MK(t+ i0)) > 0 for t > t0. By Corollary 2.7 we find σac(AK) = [t0,∞).
(iv) It follows from (4.7) and (4.12) that dM(t) = dMK (t) = dim(ran (ET ([0, t)))) for t > t0.
Combining this equality with σac(AK) = σac(AF ) = [t0,∞), we conclude from Theorem
2.8(ii) that AF and (AK)ac are unitarily equivalent.
Passing to A1, we assume that 1 ≤ dim(ran (ET ([0, s)))) = p1 < ∞ for some s >
0. Let λk, k ∈ {1, . . . , p}, p ≤ p1, be the set of distinct eigenvalues within [0, s). Since
M0(t + iy)ET ([0, t)) is the p × p matrix-function, the limit M0(t + i0)ET ([0, t)) exists for
t ∈ [0, s) \⋃pk=1{λk}. It follows from (4.11) that
Im(M0(t)) = |T − t|−1/2ET ([0, t)), t ∈ [0, s) \
p⋃
k=1
{λk}.
This yields
dM0(t)) := dim(ran (Im(M0(t)))) = dim(ran (ET ([0, t)))) = dM(t)
for a.e t ∈ [0, s) \⋃pk=1{λk}, that is, for a.e. t ∈ [0, s).
If dim(ET ([t0, s))) =∞, then there exists a point s0 ∈ (0, s), such that dim(ET ([0, s0])) =
∞ and dim(ET ([0, s))) <∞ for s ∈ [0, s0). For any t ∈ (s0, s) choose τ ∈ (s0, t) and note
that dim(ran (ET ([0, τ)))) =∞. We setHτ := ET ([0, τ))H andH∞ := ET ([τ,∞))H as
well as Tτ := TET ([0, τ)) and T∞ := TET ([τ,∞)). Further, we choose Hilbert-Schmidt
operators Dτ and D∞ in Hτ and H∞, respectively, such that ker (Dτ ) = ker (D∗τ ) =
ker (D∞) = ker (D∗∞) = {0}. According to the decomposition H = Hτ ⊕ H∞ we have
M0 = Mτ ⊕M∞, D = Dτ ⊕D∞ and dMD0 (t) = dMDττ (t) + dMD∞∞ (t) for a.e. t ∈ [0,∞).
Hence dMD0 (t) ≥ dMDττ (t) for a.e. t ∈ [0,∞). Clearly,Mτ (t + iy) = i(t + iy − Tτ )−1/2. If
t > τ , then t ∈ %(Tτ ) andM(t) := s-limy↓0M(t+ i0) exists and
Mτ (t) := s-lim
y→0
Mτ (t+ iy) = i(t− Tτ )−1/2ET ([0, τ)).
Hence dMDττ (t) = dim(ran (ET ([0, τ)))) = ∞ for t > s0. Hence dMD0 (t) = dM(t) = ∞
for a.e. t > s0 which yields dMD0 (t) = dM(t) for a.e. t ∈ [0,∞). Using Theorem 2.8(ii) we
obtain thatAac0 andA
ac
1 are unitarily equivalent which showsA0 andA1 are unitarily equivalent.

Remark 4.4 The statements onAD,AN andAK are proved self-consistently in the framework
of boundary triplets. However, the unitary equivalence of AD and AN can be proved much
simpler. In fact, the Dirichlet and Neumann realizations lD and lN of the differential expression
l := − d2
dt2
in L2(R+) are unitary equivalent. If U : L2(R+) −→ L2(R+) is such a unitary
operator, i.e. UlD = lNU , then we have
AN = lN ⊗ IH + IH ⊗ T =
(U ⊗ IH)[lD ⊗ IH + IH ⊗ T ](U∗ ⊗ IH) = (U ⊗ IH)AD(U∗ ⊗ IH).
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The proof can be extended to any non-negative realization lh of l fixed by the domain
dom (lh) = {f ∈ W 1,2(R+) : f ′(0) = hf(0), h ≥ 0}. Moreover, a proof of the absolutely
continuity ofAD andAN , which does not used boundary triplets, can be found in Appendix A.2.
For the Krein realization AK we do not know such proofs.
Next we describe the spectral properties of any self-adjoint extension of A. In particular, we
show that the Friedrichs extension AF of A is ac-minimal, though A does not satisfy conditions
of Theorem 3.11.
Theorem 4.5 Let T ≥ 0, T = T ∗ ∈ [H], and t1 := inf σess (T ). Let also A be the symmetric
operator defined by (4.1) and A˜ = A˜∗ ∈ Ext A. Then
(i) the absolutely continuous part A˜acE eA([t1,∞)) is unitarily equivalent to the part
ADEAD([t1,∞));
(ii) the Dirichlet, Neumann and Krein realizations are ac-minimal and σ(AD) = σ(AN) =
σac(A
K) ⊆ σac(A˜);
(iii) the absolutely continuous part A˜ac is unitarily equivalent to AD whenever either (A˜ −
i)−1 − (AD − i)−1 ∈ S∞(H) or (A˜− i)−1 − (AK − i)−1 ∈ S∞(H).
Proof. By [33, Corollary 4.2] it suffices to assume that the extension A˜ = A˜∗ is disjoint with
A0, that is, by Proposition 2.3(ii) it admits a representation A˜ = AB with B ∈ C(H).
(i) Let Π = {H,Γ0,Γ1} be a boundary triplet for A∗ defined by (4.3). In accordance with
Theorem 2.8 we calculate dMKB (t) where MB(·) := (B −M(·))−1 is the generalized Weyl
function of the extension AB , cf. (2.6). Clearly,
Im(MB(z)) = MB(z)
∗ Im(M(z))MB(z), z ∈ C+. (4.13)
Since Re(
√
z − λ) > 0 for z = t+ iy, y > 0, it follows from (4.5) that
Im(M(z)) =
∫
[0,∞)
Re(
√
z − λ) dET (λ) ≥
∫
[0,τ)
Re(
√
z − λ) dET (λ), (4.14)
where z = t+ iy. It is easily seen that
Re(
√
z − λ) ≥ √t− λ ≥ √t− τ , λ ∈ [0, τ), t > τ. (4.15)
Combining (4.13) with (4.14) and (4.15) we get
Im(MB(t+ iy)) ≥
√
t− τMB(t+ iy)∗ET ([0, τ))MB(t+ iy), t > τ > 0.
Let Q be a finite-dimensional orthogonal projection, Q ≤ ET ([0, τ)). Hence
Im(MB(t+ iy)) ≥
√
t− τMB(t+ iy)∗QMB(t+ iy), t > τ > 0, y > 0.
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Setting H1 = ran (Q), H2 := ran (Q⊥), and choosing K2 ∈ S2(H2) and satisfying
ker (K2) = ker (K
∗
2) = {0}, we define a Hilbert-Schmidt operatorK := Q⊕K2 ∈ S2(H).
Clearly, ker (K) = ker (K∗) = {0} and,
Im(K∗MB(t+ iy)K) ≥ (4.16)√
t− τK∗MB(t+ iy)∗QMB(t+ iy)K, t > τ > 0.
SinceMB(·) ∈ (RH) and Q, K ∈ S2(H), the limits
K∗MB(t)∗Q := s-lim
y↓0
K∗MB(t+ iy)∗Q and
(QMBK)(t) := s-lim
y↓0
QMB(t+ iy)K
exist for a.e. t ∈ R (see [5]). Therefore passing to the limit as y → 0 in (4.16), we arrive at the
inequality
Im(MKB (t)) ≥
√
t− τ(K∗MB(t)∗Q)(QMBK(t)), t > τ > 0, y > 0.
It follows that
dim(ran ((QMBK)(t))) ≤ dim(ran
(
ImMKB (t)
)
) = dMKB (t), t > τ. (4.17)
We set M˜QB (z) := QMB(z)Q  H1. Since dim(H1) < ∞ the limit M˜QB (t) :=
s-limy↓0 M˜
Q
B (t + iy) exists for a.e. t ∈ R. Since (QMBK)(t)  H1 = ran
(
(M˜QB )(t)
)
,
(4.17) yields the inequality
dim(ran
(
M˜QB (t)
)
) ≤ dim(ran ((QMBK)(t))) ≤ dMKB (t) (4.18)
for a.e. t ∈ [τ,∞).
Since dim(H1) < ∞ and ker (M˜QB (z)) = {0}, z ∈ C, we easily get by repeating the
corresponding reasonings of the proof of Theorem 3.11 that ran
(
M˜QB (t)
)
= H1 for a.e.
t ∈ R. Therefore (4.18) yields dim(H1) ≤ dMKB (t) for a.e. t ∈ [τ,∞).
If τ > t1, then dim(ET ([0, τ))H) = ∞ and the dimension of a projection Q ≤ ET ([0, τ))
can be arbitrary. Thus, dMKB (t) =∞ for a.e. t > τ . Since τ > t1 is arbitrary we get dMKB (t) =
∞ for a.e. t > t1. By Theorem 2.8(ii) the operator A˜acE eA([t1,∞)) is unitarily equivalent to
A0EA0([t1,∞)).
(ii) If τ ∈ (t0, t1), then dim(ET ([0, τ))H) =: p(τ) < ∞. Hence, dim(QH) ≤ p(τ) which
shows that dMKB (t) ≥ p(τ) for a.e. t ∈ (τ, t1). Since τ is arbitrary, we obtain dMKB (t) ≥ p(τ)
for a.e. t ∈ [0, t1). Using Theorem 2.8(i) we proveAD is ac-minimal. Using Theorem 4.3(iv) we
complete the proof of (ii).
(iii) By Lemma 4.2 the invariant maximal normal function m+(t) is finite for t ∈ R. By Theo-
rem 2.9 A˜ac and (AF )ac are unitarily equivalent. Similarly we prove that A˜ac and (AK)ac are
unitarily equivalent. To complete the proof it remains to apply Theorem 4.3(i). 
Using Definition 1.1 one gets the following corollary.
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Corollary 4.6 Let the assumptions of Theorem 4.5 be satisfied. If dim(H) = ∞ and t0 :=
inf σ(T ) = inf σess (T ) =: t1, then
(i) the Dirichlet, Neumann and Krein realizations are strictly ac-minimal;
(ii) the absolutely continuous part A˜ac of A˜ is unitarily equivalent to AD, whenever
(A˜− i)−1 − (AN − i)−1 ∈ S∞(H). (4.19)
Proof. (i) This statement follows from Theorem 4.5(i) and Theorem 4.3.
(ii) To prove this statement we note that by the Weyl theorem the inclusion (4.19) yields
σess (A˜) = σess (A
N). Since σess (AN) = σac(AN) = [t0,∞) we have σess (A˜) = [t0,∞).
On the other hand, by Theorem 4.5(i) we get [t0,∞) = σess (A˜) ⊆ σac(A˜). Thus,
σac(A˜) = [t0,∞) and A˜ac = A˜acE eA([t0,∞)). Using Theorem 4.3(i) and again Theorem
4.5(i) we find that A˜ac is unitarily equivalent to AD. 
Remark 4.7 According to (4.10) the condition m+(t) <∞, t ∈ R (cf. (2.8)) is not satisfied for
the Weyl function M0(·) of the Neumann extension AN . Thus, the statement (ii) of Corollary
4.6 shows that the assumption m+(t) < ∞ of Theorem 2.9, which is a generalization of the
classical Kato-Rosenblum theorem, is sufficient but not necessary for validity of the conclusions.
Corollary 4.8 Let the assumptions of Theorem 4.5 be satisfied and let dim(H) = ∞. Then
AD is strictly ac-minimal if and only if t0 = t1.
Proof. Let t0 < t1. Then there is a decomposition T = Tfin ⊕ T∞ such that Tfin acts in a
finite dimensional Hilbert spaceHfin and t0 = inf σ(Tfin) and T∞ = T ∗∞ ∈ C(H∞) and t0 <
t∞ := inf σ(T∞) ≤ t1. This leads to the decomposition A = Afin ⊕ A∞ where Afin and A∞
are defined analogously to (4.1). Clearly AD = ADfin ⊕ AD∞. By Theorem 4.3 both extensions
ADfin and A
D
∞ are absolutely continuous and their spectra are given by σ(A
D
fin) = [t0,∞) and
σ(AD∞) = [t∞,∞). Since dim(H∞) = ∞ the deficiency indices of A∞ are infinite. We note
that (−∞, t∞) is a spectral gap for A∞. Using a result of Brasche [7] there exists an extension
A˜∞ = A˜∗∞ ∈ ExtA∞ such that σ(A˜∞) ⊆ [t0,∞), the part A˜∞E eA∞([t0, t∞)) is absolutely
continuous and N eAac∞(t) =∞ for t ∈ [t0, t1).
Let A˜ := ADfin ⊕ A˜∞. The operator A˜ is a self-adjoint extension of A such that σ(A˜) =
σ(AD) = [t0,∞). The partsADEAD([t0, t∞)) and A˜E eA([t0, t∞)) are absolutely continuous.
However, the absolutely continuous parts of both extensions are not unitarily equivalent. Indeed,
for a.e. t ∈ [t0, t∞) one has NAD(t) < ∞ but N eAac(t) = ∞, by construction. Hence AD is
not strictly ac-minimal which yields t0 = t1. The converse follows from Corollary 4.6(i). 
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5 Sturm-Liouville operators with unbounded operator poten-
tials
5.1 Regularity properties
In this subsection we consider the differential expression (4.1) with unbounded non-negative
T = T ∗(∈ C(H)) in H := L2(R+,H). The minimal operator A := Amin := A, cf.(1.1) and
(1.2), is densely defined and non-negative. If T is bounded, then A coincides with (4.1).
Let H1(T ) be the Hilbert space which is obtained equipping the set dom (T ) with the graph
norm of T . Moreover, for any s ≥ 0 we equip dom (T s) with the graph norm
‖u‖s = (‖u‖2H + ‖T su‖2H)1/2, s ≥ 0, u ∈ H, (5.1)
and denote by Hs(T ) the corresponding the Hilbert space. Following [29, Definition I.2.1] the
intermediate spaces [X, Y ]θ, θ ∈ [0, 1], of X = H1(T ) and Y = H0(T ) := H are defined
by [X, Y ]θ = H1−θ(T ), θ ∈ [0, 1].
Furthermore, by Hs(T ), s < 0, we denote the completion of H with respect to the "nega-
tive"norm
‖u‖s = ‖(I + T−2s)−1/2u‖H, s < 0, u ∈ H. (5.2)
At first, we describe the domain dom (A) of the minimal operatorA. For this purpose, following
[29] we introduce the Hilbert spacesW k,2T (R+,H) := W k,2(R+,H) ∩ L2(R+,H1(T )), k ∈
N, equipped with the Hilbert norms
‖f‖2
Wk,2T
=
∫
R+
(‖f (k)(t)‖2H + ‖f(t)‖2H + ‖Tf(t)‖2H)dt.
Obviously we have D0 ⊆ W 2,2T (R+,H) where is given by (1.2). The closure of D0 in
W 2,2T (R+,H) coincides with W 2,20,T (R+,H) := {f ∈ W 2,2T (R+,H) : f(0) = f ′(0) = 0}
which yieldsW 2,20,T (R+,H) ⊆ dom (A).
Lemma 5.1 Let T = T ∗ be a non-negative operator inH. Then the domain dom (A) equipped
with the graph norm coincides with the Hilbert spaceW 2,20,T (R+,H) algebraically and topologi-
cally.
Proof. Obviously, for any f ∈ D0 we have
‖Af‖2H =
∫
R+
‖f ′′(x)‖2H dx
+
∫
R+
‖Tf(x)‖2Hdx− 2Re
{∫
R+
(f ′′(x), T f(x))H dx
}
.
Integrating by parts we find∫
R+
(f ′′(x), T f(x)) dx = −
∫
R+
∥∥∥√Tf ′(x)∥∥∥2
H
dx.
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Hence
‖Af‖2H =
∫
R+
‖f ′′(x)‖2 dx+
∫
R+
‖Tf(x)‖2dx+ 2
∫
R+
∥∥∥√Tf ′(x)∥∥∥2
H
dx
for any f ∈ D0 which yields
‖f‖2
W 2,2T
≤ ‖Af‖2H + ‖f‖2, f ∈ D0.
Furthermore, by the Schwartz inequality,
2
∣∣∣∣Re {∫
R+
(f ′(x), T f(x))H dx
}∣∣∣∣ ≤ ‖f‖2W 2,2T , f ∈ D0.
which gives
‖Af‖2H + ‖f‖2 ≤ 2‖f‖2W 2,2T , f ∈ D0.
Thus, we arrive at the two-sided estimate
‖f‖2
W 2,2T
≤ ‖Af‖2H + ‖f‖2H ≤ 2‖f‖2W 2,2T , f ∈ D0.
Since D0 is dense in W 2,20,T (R+,H) we obtain that dom (A) coincides with W 2,20,T (R+,H)
algebraically and topologically. 
In opposite to the case of the minimal operator A = Amin the maximal operator Amax = A∗min
obviously satisfies W 2,2T (R+,H) ⊂ dom (Amax), though dom (Amax) 6= W 2,2T (R+,H) if T
is not bounded. Moreover, it was firstly shown in [18] (see also [19, Section 4.1]) that the trace
mapping
{γ0, γ1} : W 2,2T (I,H) −→ H3/4(T )⊕H1/4(T ), {γ0, γ1}f = {f(a), f ′(a)},
can be extended to a continuous (non-surjective) mapping
{γ0, γ1} : dom (Amax)→ H−1/4(T )⊕H−3/4(T ).
It is also shown in [19, Theorem 4.1.1] that y(·) ∈ dom (Amax) if and only if the following
conditions are satisfied:
(i) y′(·) exists and is an absolutely continuous function on I intoH−1(T );
(ii) Ay ∈ L2(I,H).
This result is similar to that for elliptic operators with smooth coefficients in domains with smooth
boundary, cf. [21, 28]. A similar statement holds also for the operator Amax = A∗min considered
in L2(R+,H), cf. [11, Section 9].
Next, we investigate the Friedrichs extension AF and the Krein extension AK of the operator
A ≥ 0. We define also the Neumann realization AN as the self-adjoint operator associated
with the closed quadratic form tN ,
tN [f ] :=
∫ ∞
0
{
‖f ′(x)‖2H + ‖
√
Tf(x)‖2H
}
dx = ‖f‖2
W 1,2√
T
− ‖f‖2L2(R+,H), (5.3)
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f ∈ dom (tN) := W 1,2√T (R+,H). Clearly, AN ∈ Ext A. In the case of bounded T one has
AN = A1 where A1 is defined in Theorem 4.3(ii).
We note that the closed quadratic tF associated with Friedrich extensionsAF is given by tF :=
tN  dom (tF ), dom (tF ) := {f ∈ W 1,2√T (R+,H) : f(0) = 0}.
Proposition 5.2 Let T = T ∗ ∈ C(H), T ≥ 0, and letA := A Let alsoHn := ran
(
ET ([n−
1, n))
)
, Tn := TET ([n− 1, n)), n ∈ N, and let Sn be the closed minimal symmetric operator
defined by (4.1) in Hn := L2(R+,Hn) with T replaced by Tn. Then
(i) the following decompositions hold
A =
∞⊕
n=1
Sn, A
F =
∞⊕
n=1
SFn , A
K =
∞⊕
n=1
SKn , A
N =
∞⊕
n=1
SNn ; (5.4)
(ii) the domain dom (AF ) equipped with the graph norm is a closed subspace of
W 2,2T (R+,H) is given by dom (AF ) = {f ∈ W 2,2T (R+,H) : f(0) = 0};
(iii) the domain dom (AN) equipped with the graph norm is a closed subspace of
W 2,2T (R+,H), is give by dom (AN) = {f ∈ W 2,2T (R+,H) : f ′(0) = 0}.
Proof. (i) Since Lemma 5.1 is valid for bounded T we find that the graph gr (Sn) of Sn equipped
with usual graph norm is algebraically and topologically equivalent to W 2,2Tn (R+,Hn), n ∈ N.
Obviously, we have
W 2,2T (R+,H) =
⊕
n∈N
W 2,2Tn (R+,Hn)
which yields
gr (A) =
⊕
n∈N
gr (Sn).
However, the last relation proves the first relation of (5.4).
The second and the third relations are implied by Corollary 3.5. To prove the last relation of
(5.4) we set SN :=
⊕∞
n=1 S
N
n . Since S
N
n = (S
N
n )
∗ ∈ Ext Sn and A =
⊕∞
n=1 Sn, S
N is
a self-adjoint extension of A, SN ∈ Ext A. Let f =
⊕∞
n=1 fn ∈ H where H =
⊕∞
n=1Hn.
Denoting by t˜N the quadratic form associated with SN we find f =
⊕∞
n=1 fn ∈ dom (˜tN) if
and only if fn ∈ dom (tn), n ∈ N, and
∑∞
n=1 tn[fn] < ∞ where tn is the quadratic form
associated with SNn , n ∈ N. If f ∈ dom (˜tN), then
t˜N [f ] =
∞∑
n=1
tn[fn] =
∞∑
n=1
∫ ∞
0
{
‖f ′n(x)‖2Hn + ‖
√
T nfn(x)‖2Hn
}
dx
=
∫ ∞
0
{
‖f ′(x)‖2H + ‖
√
Tf(x)‖2H
}
dx = tN [f ]
which yields f ∈ dom (tN). Conversely, if f ∈ dom (tN) and f =
⊕∞
n=1 fn, then fn ∈
dom (tn), n ∈ N, and
∑∞
n=1 tn[fn] <∞ which proves f ∈ dom (˜tN). Hence SN = AN .
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(ii) Following the reasoning of Lemma 5.1 we find
‖fn‖2W 2,2Tn ≤ ‖S
F
n fn‖2Hn + ‖fn‖2Hn ≤ 2‖fn‖2W 2,2Tn , n ∈ N, (5.5)
where fn ∈ dom (SFn ) = {gn ∈ W 2,2(R+,Hn) : gn(0) = 0}. Using representation (5.4) for
AF and setting fm :=
⊕m
n=1 fn, fn ∈ dom (Fn), we obtain from (5.5)
‖fm‖2
W 2,2T
≤ ‖AFfm‖2H + ‖fm‖2H ≤ 2‖fm‖2W 2,2T , m ∈ N. (5.6)
Since the set {fm = ⊕mn=1 fn : fn ∈ dom (SFn ), m ∈ N}, is a core for AF , inequality
(5.6) remains valid for f ∈ dom (AF ). This shows that dom (AF ) = {f ∈ W 2,2T (R+,H) :
f(0) = 0}. Moreover, due to (5.6) the graph norm of AF and the norm ‖ · ‖W 2,2T restricted to
dom (AF ) are equivalent.
(iii) Similarly to (5.5) one gets
‖fn‖2W 2,2Tn ≤ ‖S
N
n fn‖2Hn + ‖fn‖2 ≤ 2‖fn‖2W 2,2Tn
for fn ∈ dom (SNn ) = {gn ∈ W 2,2(R+,Hn) : g′n(0) = 0}, n ∈ N. It remains to repeat the
reasonings of (ii). 
In the following we denote by Cb(R+,Hs), s ∈ [0, 1], the space of bounded continuous func-
tions f : R+ −→ Hs.
Corollary 5.3 Let the assumptions of Proposition 5.2 be satisfied. Further, let ∂f := f ′ be the
derivative of f ∈ W 2,2(R+,H) in the distribution sense. If f ∈ dom (AD)∪ dom (AN), then
(i) ∂f := f ′ ∈ L2(R+,H1/2(T )) and the maps
∂ : dom (AD) 3 f −→ f ′ ∈ L2(R+,H1/2(T )),
∂ : dom (AN) 3 f −→ f ′ ∈ L2(R+,H1/2(T ))
are continuous;
(ii) f(·) ∈ Cb(R+,H3/4(T )), f ′(·) ∈ Cb(R+,H1/2(T )) and the maps
∂j : dom (AD) 3 f −→ f (j) ∈ Cb(R+,H3/4−j/2(T )),
∂j : dom (AN) 3 f −→ f (j) ∈ Cb(R+,H3/4−j/2(T )),
j = 0, 1, are continuous. In particular, one has f(0) ∈ H3/4(T ) and f ′(0) ∈ H1/4(T ).
Proof. (i) From Proposition 5.2(ii) and (iii) we get that u ∈ L2(R+, X),X = H1(T ). Applying
the intermediate Theorem I.2.3 of [29] to X ⊆ Y = H0 := H we immediately obtain f ′ ∈
L2(R+, [X, Y ]1/2) which yields f ′ ∈ L2(R+,H1/2(T )). Moreover, it follows that the map ∂ is
continuous.
(ii) Combining Proposition 5.2(ii) and (iii) with the trace theorem [29, Theorem 1.3.1] one proves
(ii). 
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Remark 5.4 Lemma 5.1, Proposition 5.2 and Corollary 5.3 also hold for realizations of the
differential expression A considered on a finite interval I , i,e, in the space L2(I,H). For this
case Corollary 5.3 has firstly been proved by M.L. Gorbachuk [18] (see also [19, Corollary
4.1.5], [19, Theorem 4.2.4]) by applying another method. Realizations A˜ ∈ Ext A satisfying the
condition dom (A˜) ⊂ C(I,H3/4(T )) are called maximally smooth (see [19, Section 4.2]).
We emphasize however, that Lemma 5.1 and Proposition 5.2 are new for the case of finite
interval realizations too.
5.2 Operators on semi-axis: Spectral properties.
To extend Theorem 4.3 to the case of unbounded operators T = T ∗ ≥ 0 we firstly construct a
boundary triplet for A∗, using Theorem 3.3 and representation (5.4) for A.
Lemma 5.5 Let the assumptions of Proposition 5.2 be satisfied. Then there is a sequence
of boundary triplets Π̂ n = {Hn, Γ̂ 0n, Γ̂ 1n} for S∗n such that Π :=
⊕∞
n=1 Π̂ n =:
{H, Γ̂ 0, Γ̂ 1} forms a boundary triplet for A∗. Moreover, AF = A∗  ker ( Γ̂ 0) and the
corresponding Weyl function is given by
M̂ (z) =
i
√
z − T + Im(√i− T )
Re(
√
i− T ) . z ∈ C+, (5.7)
Proof. For any n ∈ N we choose a boundary tripletΠn = {Hn,Γ0n,Γ1n} for S∗n with Γ0n,Γ1n
defined by (4.3). By Theorem 4.3(i) SFn = S0n = S
∗
n  ker (Γ0n) and by Lemma 4.1 the
corresponding Weyl function isMn(z) = i
√
z − Tn.
Following Lemma 3.1, cf. (3.6), we define a sequence of regularized boundary triplets Π̂ n =
{Hn, Γ̂ 0n, Γ̂ 1n} for S∗n by setting Rn := (Re(
√
i− Tn))1/2, Qn := − Im(
√
i− Tn) and
Γ̂ 0n := RnΓ0n, Γ̂ 1n := R
−1
n (Γ1n −QnΓ0n), n ∈ N. (5.8)
Hence SFn = S0n and the corresponding Weyl function M̂ n(·) is given by
M̂ n(z) =
i
√
z − Tn + Im(
√
i− Tn)
Re(
√
i− Tn)
, z ∈ C+, n ∈ N. (5.9)
By Theorem 3.3 the direct sum Π̂ :=
⊕∞
n=1 Π̂ n = {H, Γ̂ 0, Γ̂ 1} forms a boundary triplet
for A∗ and the corresponding Weyl function is
M̂ (z) =
⊕
n∈N
M̂ n(z), z ∈ C+. (5.10)
Combining (5.10) with (5.9) we arrive at (5.7). From Theorem 3.3 (cf. (3.13)) and Corollary 3.5
we get
A0 = A
∗  ker ( Γ̂ 0) =
∞⊕
n=1
S∗n  ker ( Γ̂ 0n) =
∞⊕
n=1
S0n =
∞⊕
n=1
SFn = A
F (5.11)
which proves the second assertion. 
Next we generalize Theorem 4.3 to the case of unbounded operator potentials.
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Theorem 5.6 Let T = T ∗ ≥ 0, t0 := inf σ(T ). Let A := Amin be the minimal operator
associated with A, cf. (1.1) and let Π̂ = {H, Γ̂ 0, Γ̂ 1} be the boundary triplet for A∗ defined
by Lemma 5.5. Then the following holds:
(i) The Dirichlet realization ADf := Af , f ∈ dom (AD) := {g ∈ W 2,2T (R+,H) : g(0) =
0} coincides with A0 := A∗  ker ( Γ̂ 0) which is identical with the Friedrichs extension AF .
Moreover, AD is absolutely continuous and σ(AD) = σac(AD) = [t0,∞).
(ii) The Neumann realization AN := Af , f ∈ dom (AN) := {g ∈ W 2,2T (R+,H : g′(0) =
0} coincides withABN := A∗  dom (ABN )where dom (ABN ) = dom (ker ( Γ̂ 1−BN Γ̂ 0))
and BN :=
√
T +
√
I + T 2. Moreover, AN is absolutely continuous σ(AN) = σac(AN) =
[t0,∞).
(iii) The Krein realization (or extension) AK is given by ABK := A∗  ker (Γ1 − BKΓ0),
where
BK =
1√
2
√
T +
√
T +
√
1 + T 2
1√
T +
√
1 + T 2
. (5.12)
Moreover, ker (AK) = H0 := H′0, H
′
0 := {e−x
√
Th : h ∈ ran (T 1/4)}, the restriction
AK  dom (AK) ∩ H⊥0 is absolutely continuous, and AK = 0H0
⊕
(AK)ac. In particular,
σ(AK) = {0} ∪ σac(AK) and σac(AK) = [t0,∞).
(iv) The realizations AD, AN and (AK)ac are unitarily equivalent.
Proof. (i) From Proposition 5.2(ii) we get AD = AF . Applying Lemma 5.5 we get AF = A0.
Finally, using Proposition 5.2(i) and Theorem 4.3(i) we verify the remaining part.
(ii) It is easily seen that with respect to the boundary triplet Π̂ n = {Hn, Γ̂ 0n, Γ̂ 1n} defined by
(5.8) the extension ANn admits a representation A
N
n = ABn where Bn :=
√
Tn +
√
1 + T 2n ,
n ∈ N. By Proposition 5.2(i), AN = ⊕∞n=1ANn = ABN where BN = ⊕∞n=1Bn. The
remaining part of (ii) follows from the representation AN =
⊕∞
n=1A
N
n and Theorem 4.3(ii).
(iii) Using the polar decomposition i − λ = √1 + λ2eiθ(λ) with θ(λ) = pi − arctan(1/λ),
λ ≥ 0 we get
Re(
√
i− T ) =
∫ ∞
0
4
√
1 + λ2 cos(θ(λ)/2)dET (λ). (5.13)
Setting ϕ(λ) = arctan(1/λ), λ ≥ 0 and noting that cos(ϕ(λ)) = λ(1 + λ2)−1/2, we find
cos(θ(λ)/2) = 2−1/2(1 + λ2)−1/4(λ +
√
1 + λ2)−1/2. Substituting this expression in (5.13)
yields
Re(
√
i− T ) = 2−1/2(T +
√
1 + T 2 )−1/2. (5.14)
Similarly, taking into account sin(θ(λ)/2) = cos(ϕ(λ)/2) and cos(ϕ(λ)/2) = 2−1/2(1 +
λ2)−1/4(λ+
√
1 + λ2)1/2, we get
Im(
√
i− T ) =
∫ ∞
0
4
√
1 + λ2 cos(ϕ(λ)/2)dET (λ) =
1√
2
√
T +
√
1 + T 2. (5.15)
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It follows from (5.7) with account of (5.14) and (5.15) thatM(0) := s-limx↓0M(−x) =: BK
where BK is defined by (5.12). Therefore, by [11, Proposition 5(iv)] the Krein extension AK is
given by ABK := A
∗  ker (Γ1 − BKΓ0). The remaining statement follows from Proposition
5.2(i) and Theorem 4.3(iii).
(iv) The assertion follows from Theorem 4.3(iv) and (5.4). 
Next we generalize Theorem 4.5 to the case of unbounded T ≥ 0.
Theorem 5.7 Let T = T ∗ ≥ 0 and t1 := inf σess(T ). Further, let A be the minimal operator
ofA, cf. (1.1)-(1.2), and A˜ = A˜∗ ∈ ExtA. Then
(i) the absolutely continuous part A˜acE eA([t1,∞)) is unitarily equivalent to the part
ADEAD([t1,∞));
(ii) the Dirichlet, Neumann and Krein realizations are ac-minimal and σ(AD) = σ(AN) =
σac(A
K) ⊆ σac(A˜);
(iii) the ac-part A˜ac is unitarily equivalent to AD if either (A˜− i)−1− (AF − i)−1 ∈ S∞(H)
or (A˜− i)−1 − (AK − i)−1 ∈ S∞(H).
Proof. By [33, Corollary 4.2] it suffices to assume that the extension A˜ = A˜∗ is disjoint with
A0, that is, it admits a representation A˜ = AB with B ∈ C(H).
(i) We consider the boundary triplet Π̂ = {H, Γ̂ 0, Γ̂ 1} defined in Lemma 5.5. In accordance
with (2.6) the Weyl function corresponding to AB is given by M̂ B(z) = (B − M̂ (z))−1,
z ∈ C+, where M̂ (z) is given by (5.7). Clearly,
Im( M̂ B(z)) = M̂ B(z)
∗ Im( M̂ (z)) M̂ B(z), z ∈ C+. (5.16)
It follows from (5.7) that
(
Re(
√
i− T ))−1 ≥ √2. Therefore (5.14) yields
Im( M̂ (z)) ≥
√
2 Im(M(z)), z ∈ C+, where M(z) = i
√
z − T , (5.17)
cf. (4.5). Following the line of reasoning of the proof of Theorem 4.5(i) we obtain from (5.17) that
dcM D(t) = ∞ for a.e. t ∈ [t1,∞), where D = D∗ ∈ S2(H) and kerD = {0}. Moreover,
it follows from (5.16) that dcM DB (t) = dcM D(t) = ∞ for a.e. t ∈ [t1,∞). One completes the
proof by applying Theorem 2.8.
(ii) To prove (ii) for AD we use again estimates (5.17) and follow the proof of Theorem 4.5(ii).
We complete the proof for AD by applying Theorem 2.8. Taking into account Theorem 5.6(iv)
we complete the proof of (ii).
(iii) The Weyl function M̂ (·) is given by (5.7). Taking into account (5.10) one obtains
supn∈Nm
+
n < ∞, where m+n is the invariant maximal normal function defined by (2.8). In-
deed, this follows from (4.6) because this estimate shows that m+n does not depend on n ∈ N.
Applying Theorem 2.9 we complete the proof.
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To prove the second statement we note that the operator BK defined by (5.12) is bounded.
Therefore, by (2.6) to ABK the Weyl function
M̂BK (z) = (B
K − M̂ (z))−1, z ∈ C+.
corresponds. Inserting expression (5.12) into this formula we get
M̂BK (z) = − 1√
2
1√
T + i
√
z − T
1√
T +
√
1 + T 2
=
1
z
√
2
√
T − i√z − T√
T +
√
1 + T 2
.
It follows that the limit M̂ BK (t+ i0) exists for any t ∈ R \ {0} and
M̂BK (t) := s- lim
y→∗0
MBK (t+ iy) = − 1
t
√
2
√
T − i√t− T√
T +
√
1 + T 2
.
Clearly, M̂BK (t) ∈ [H] for any t ∈ R \ {0}. By Theorem 2.9 the ac-parts of A˜ and AK are
unitarily equivalent whenever (A˜− i)−1 − (AK − i)−1 ∈ S∞(H). This completes the proof.

Finally, we generalize Corollary 4.6 to unbounded operator potentials.
Corollary 5.8 Let the assumptions of Theorem 5.7 be satisfied. If the conditions dim(H) =∞
and t0 := inf σ(T ) = inf σess (T ) =: t1 are valid, then
(i) the Dirichlet, Neumann and Krein realizations are strictly ac-minimal;
(ii) the ac-part A˜ac of A˜ is unitarily equivalent to AD whenever (4.19) is satisfied.
Proof. Corollary 5.8 follows immediately from Theorem 5.7(i) and Theorem 5.6(iv). 
5.3 Application
In this subsection we apply previous results to Schrödinger operators in the half-space. To this
end we denote by L = Lmin the minimal elliptic operator associated with the differential ex-
pression
L := − ∂
2
∂t2
−
n∑
j=1
∂2
∂x2
+ q(x), q(x) = q(x) ∈ L∞(Rn),
in L2(Rn+1+ ), Rn+1+ := R+ × Rn. Recall that Lmin is the closure of L defined on
C∞0 (Rn+1+ ). It holds dom (Lmin) = H20 (Rn+1+ ) := {f ∈ H2(Rn+1+ ) : f  ∂Rn+1+ =
0, ∂f
∂n
 ∂Rn+1+ = 0} where n stands for the interior normal to ∂Rn+1+ . Clearly, L is
symmetric. The maximal operator Lmax is defined by Lmax = (Lmin)∗. We emphasize that
H2(Rn+1+ ) ⊂ dom (Lmax) ⊂ H2loc(Rn+1+ ) but dom (Lmax) 6= H2(Rn+1+ ). The trace map-
pings γj : C∞(Rn+1+ ) −→ C∞(∂Rn+1+ ), j ∈ {0, 1} are defined by γ0f := f  ∂Rn+1+ and
γ1f :=
∂f
∂n
 ∂Rn+1+ . Let L+ be the domain dom (Lmax) equipped with the graph norm. It
is known (see [21, 29]) that γj can be extended by continuity to the operators mapping L+
continuously ontoH−j−1/2(∂Rn+1+ ), j ∈ {0, 1}.
Let us define the following realizations of L:
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(i) LDf := Lf , f ∈ dom (LD) := {ϕ ∈ H2(Rn+1+ ) : γ0ϕ = 0};
(ii) LNf := Lf , f ∈ dom (LN) := {ϕ ∈ H2(Rn+1+ ) : γ1ϕ = 0};
(iii) LKf := Lf , f ∈ dom (LK) := {ϕ ∈ dom (Lmax) : γ1ϕ + Λγ0ϕ = 0} where
Λ :=
√−∆x + q(·) : H−1/2(∂Rn+1+ )→ H−3/2(∂Rn+1+ ).
To treat the operator Lmin as the Sturm-Liouville operator with (unbounded) operator potential
we denote by T the minimal operator associated with the Schrödinger expression
T := −∆x + q(x) := −
n∑
j=1
∂2
∂x2j
+ q(x), q(x) = q(x), (5.18)
inH := L2(Rn). It turns out that T is Moreover, If q(x) ≥ 0, then T ≥ 0. Let A := Amin be
the minimal operator associated with (1.1) where T = Tmin.
Proposition 5.9 Let q(·) ∈ L∞(R), q(·) ≥ 0, and let T be the minimal (self-adjoint) operator
associated with T in L2(R). Let also t0 := inf σ(T ) and t1 := inf σess (T ). Then:
(i) the minimal operator A coincides with the minimal operator L and dom (A) = H20 (Rn+1+ );
(ii) the Dirichlet realization AD coincides with LD, hence, LD is absolutely continuous and
σ(LD) = σac(L
D) = [t0,∞);
(iii) the Neumann realizationAN coincides with LN , in particular, LN is absolutely continuous
and σ(AN) = σac(AN) = [t0,∞);
(iv) the Krein realization AK coincides with LK , in particular, LK admits the decomposition
LK = 0H0
⊕
(LK)ac,H0 := ker (LK), and σac(LK) = [t0,∞);
(v) the self-adjoint realizations LD, LN , and LK are ac-minimal, in particular, LD, LN , and
(LK)ac are unitarily equivalent to each other. If t0 = t1, then the operators LD, LN and LK
are strictly ac-minimal;
(vi) if L˜ is a self-adjoint realization of L such that either (L˜ − i)−1 − (LD − i)−1 ∈
S∞(L2(Rn+1+ )) or (L˜ − i)−1 − (LK − i)−1 ∈ S∞(L2(Rn+1+ )) is satisfied, then L˜ac and
LD are unitarily equivalent;
(vii) If t0 = t1 and if L˜ is a self-adjoint realization of L such that (L˜− i)−1 − (LN − i)−1 ∈
S∞(L2(Rn+1+ )) is satisfied, then L˜ac and LD are unitarily equivalent.
Proof. (i) We introduce the set
D∞ :=
{ ∑
1≤j≤k
φj(x)hj(ξ) : φj ∈ C∞0 (R+), hj ∈ C∞0 (Rn), k ∈ N
}
We note thatD∞ ⊆ D0, which is given by (1.2), andD∞ ⊆ C∞0 (Rn+1+ ). Moreover,A  D∞ =
L  D∞. SinceD∞ is a core for both minimal operators A and L we have A = L which yields
dom (A) = H2,20 (Rn+1+ ).
36
(ii) Since A = L we have AF = LF . Using LF = LD the proof of (ii) follows immediately from
Theorem 5.6(i).
(iii) One verifies that W 2,2T (R+,H) = H2(Rn+1+ ), i.e, both spaces are isomorphic. A straight-
forward computation shows that
tL[f ] := (Lf, f)H = (Af, f)L2(Rn+1+ ) =: t
A[f ], f ∈ W 2,2T (R+,H) = H2(Rn+1+ ).
Since W 2,2T (R+,H) is dense in W 1,2√T (R+,H) the completion of tA gives tN defined by (5.3)
which is the closed quadratic form associated with AN . Moreover, using that H2,2(Rn+1+ ) is
dense in H1,2(Rn+1+ ) the completion of tL gives the closed quadratic form associated with
LN . Since both completion coincide we get that AN = LN . The remaining part follows from
Theorem 5.6(ii).
(iv) Since A = L we have that AK is identical with the Krein realization of L. However, it was
proved in [11, Section 9.7] that even LK is the Krein extension of L The rest of the statements
is implied by Theorem 5.6(iii).
(v) By Theorem 5.7(ii) the extension AD, AN and AK are ac-minimal. Taking into account (i)
- (iv) we find that LD, LN and LK are ac-minimal. The second statement of (v) follows from
Corollary 5.8(i).
(vi) This statement follows immediately from Theorem 5.7(iii) and (ii).
(vii) It follows from Corollary 5.8(ii). 
Remark 5.10 Let T be the (closed) minimal non-negative operator associated inH := L2(Rn)
with general uniformly elliptic operator
T˜ := −
n∑
j,k=1
∂
∂xj
ajk(x)
∂
∂xj
+ q(x), ajk ∈ C1(Rn+1+ ), q ∈ C(R
n+1
+ ) ∩ L∞(Rn+1+ ),
where the coefficients ajk(·) are bounded with their C1-derivatives, q ≥ 0. If the coefficients
have some additional "good"properties, then dom (T ) = H2(Rn) algebraically and topolog-
ically. By Lemma 5.1, dom (Amin) = W
2,2
0,T (R+,H) = H2,20 (Rn+1+ ) and Proposition 5.9
remains valid with T in place of the Schrödinger operator (5.18).
Note also that the Dirichlet and the Neumann realizations LD and LN are always self-adjoint
((cf. [29, Theorem 2.8.1], [21])).
Corollary 5.11 Let the assumptions of Proposition 5.9 be satisfied. If
lim
|x|→∞
∫
|x−y|≤1
q(y)dy = 0, (5.19)
then the realizations LD, LN and LK are strictly ac-minimal and
σ(LD) = σac(L
K) = σ(LN) = σac(L
N) = [0,∞).
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Proof. By [17, Section 60] condition (5.19) yields the equality σc(T ) = R+, in particular 0 ∈
σc(T ) and t1 = 0. Since q ≥ 0, we have 0 ≤ t0 ≤ t1 = 0, that is t0 = t1 = 0. It remains to
apply Proposition 5.9(i)-(iv). 
Remark 5.12 Condition (5.19) is satisfied whenever lim|x|→∞ q(x) = 0. Thus, in this case
the conclusions of Corollary 5.11 are valid. However, it might happen that σ(LD) = σ(LN) =
σac(L
K) = [t0,∞), t0 > 0, though inf q(x) = 0.
A Appendix: Operators admitting separation of variables
A.1 Finite interval
Here we consider the differential expression A with unbounded T = T ∗ ≥ 0 (cf. (1.1)) on
a finite interval I = [0, pi] and denote it by AI . The minimal operator A := AI,min := A′
generated by A in the Hilbert space HI := L2(I,H) is defined similarly to that of A = Amin
in L2(R+,H). Obviously, AI,min is densely defined and non-negative.
We briefly discuss the spectral properties of realizations of AI which admit separating of vari-
ables. We set
ADI f := AIf, f ∈ dom (ADI ) := {f ∈ W 2,2T (I,H) : f(0) = f(pi) = 0}
ANI f := AIf, f ∈ dom (ADI ) := {f ∈ W 2,2T (I,H) : f ′(0) = f ′(pi) = 0}
whereW 2,2T (I,H) = W 2,2(I,H) ∩ L2(I,H1(T )) withH1(T ) defined by (5.1).
To state the main result denote by lD and lN the Dirichlet and Neumann realization of the
differential expression l := −d2/dx2 in the Hilbert space L2(I), i.e.
lD := − d2dx2  dom (lD), dom (lD) = {f ∈ W 2,2[0, pi] : f(0) = f(pi) = 0},
lN := − d2dx2  dom (lN), dom (lN) = {f ∈ W 2,2[0, pi] : f ′(0) = f ′(pi) = 0}.
Obviously, both spectra are discrete and given by σ(lD) = {1, 4, . . . , k2, . . .}, k ∈ N and
σ(lN) = {0, 1, 4, . . . , k2, . . .}, k ∈ N0 := {0} ∪ N.
Proposition A.1 Let ADI and A
N
I be the Dirichlet and the Neumann realizations of AI in
L2(I,H) and let Tk := T + k2IH
(∈ C(H)). Then
(i) ADI is unitarily equivalent to the operator ⊕∞k=1Tk;
(ii) ANI is unitarily equivalent to the operator ⊕∞k=0Tk;
(iii) The spectrum of the operators ADI and A
N
I is discrete, pure point, purely singular and
absolutely continuous if and only if the spectrum of T is so.
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(iv) The spectral multiplicity functionsNADI (·) andNADN (·) of the realizations ADI and ANI , re-
spectively, are finite for each λ ∈ R whenever the multiplicity functionNT (·) is finite. Moreover,
if σac(T ) = [t0,∞), then σac(ADI ) = [t0 + 1,∞) and
N(ADI )ac(t) = pNTac(t) for a.e. t ∈ [t0 + k
2, t0 + (k + 1)
2), k ∈ N,
as well as σac(ADI ) = [t0,∞) and
N(ANI )ac(t) = (p+ 1)NTac(t) for a.e. t ∈ [t0 + k
2, t0 + (k + 1)
2),
k ∈ N0 := {0} ∪ N.
(v) The operators (ADI )
ac and (ANI )
ac are not unitarily equivalent.
Proof. (i) By the spectral theorem, the operator lD = l∗D is unitarily equivalent to the diagonal
operator ΛD = diag (12, 22, . . . , k2, . . .) acting in HD = l2(N). Namely, UDlD = ΛDUD
where UD is the unitary map from L2[0, pi] onto l2(N),
UD : f =
√
2
pi
∞∑
k=1
ak sin kx→ {ak}∞1 ∈ l2(N)
and ak = (f,
√
2/pi sin kx). Hence
(UD ⊗ IH)AD(U∗D ⊗ IH) = (UD ⊗ IH)(lD ⊗ IH + IH1 ⊗ T )(U∗D ⊗ IH) =
ΛD ⊗ IH + IH2 ⊗ T =
∞⊕
k=1
(k2IH + T ) =
∞⊕
k=1
Tk.
(ii) In this case, by the spectral theorem, the operator AN is unitarily equivalent to the diagonal
operator ΛN = diag (0, 12, 22, . . . , k2, . . .) in HN = l2(N0), UN lN = ΛNUN where
UN : f =
1√
pi
b0 +
√
2
pi
∞∑
k=1
bk cos kx→ {bk}∞0 ∈ l2(N0)
and bk = (f,
√
2/pi cos kx). Repeating the previous reasonings we arrive at the required
relation
(UN ⊗ IH)AN(U∗N ⊗ IH) = ⊕∞k=0Tk.
(iii) This statement follows immediately from (i) and (ii) in view of the obvious relations
σ
(⊕∞
k=1 Tk
)
=
⋃∞
k=1 σ(Tk) and στ
(⊕∞
k=1 Tk
)
=
⋃∞
k=1 στ (Tk), τ = pp, s, sc, ac.
(iv) From (i) and (ii) and the obvious relations στ (Tk) = k2 + στ (Tk), τ = d, pp, s, sc, ac,
k ∈ N we verify (iv).
(v) From (i) and (ii) it follows that σac(ANI ) =
⋃∞
k=0 σac(Tk) and σac(A
D
I ) =
⋃∞
k=1 σac(Tk)
which yields σac(ANI ) 6= σac(ADI ) which proves (v). 
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A.2 Semi-axis
Our next purpose is to show that the spectral properties of realizations of A admitting separa-
tion of variables can be investigated directly by applying elementary methods. In particular, we
present a simple proof of Theorem 5.6(ii). let us at first prove a general statement.
Lemma A.2 Let K and T be self-adjoint operators in the separable Hilbert spaces K and H,
respectively, and let LK := K ⊗ IH + IK ⊗ T which is self-adjoint in K ⊗H.
(i) If the self-adjoint operators K1 and K2 are unitarily equivalent, then LK1 and LK2 are
unitarily equivalent
(ii) IfK is absolutely continuous, then LK is absolutely continuous.
Proof. (i) Let V be a unitary operator such thatK2 = V ∗K1V . Then U := V ⊗ IH is unitary
and
U∗LK1U = V
∗ ⊗ IH(K1 ⊗ IH + IK ⊗ T )V ⊗ IH = K2 ⊗ IH + IK ⊗ T = LK2 .
(ii) Let h be an auxiliary infinite dimensional separable Hilbert space. In L2(R, h) we consider
the multiplication operator Q defined by
(Qf)(t) = tf(t), t ∈ R, f ∈ L2(R, h). (A.1)
If K is absolutely continuous, then there is an isometry Φ0 : K −→ L2(R, h) such that
QΦ0 = Φ0K , Φ∗0Φ0 = IK. Hence the isometry Φ := Φ0 ⊗ IH : K ⊗H −→ L2(R, h)⊗H
intertwines LK and L̂ := Q⊗ IH + IL2(R,h) ⊗ T , i.e.
L̂Φ = ΦLK .
Notice thatL2(R, h)⊗H = L2(R, h⊗H). The operator L̂ has inL2(R, h′), h′ := h⊗H, the
representation L̂ := Q̂ + T̂ where Q̂ is a multiplication operator which is defined similarly
as Q, cf. (A.1), and T̂ is given by
( T̂ f)(t) := T ′f(t), f ∈ dom ( T̂ ) := {f ∈ L2(R, h′) : T ′f(t) ∈ L2(R, h′)}
where T ′ := Ih ⊗ T . Using the Fourier transform F one easily verifies that Q̂ is unitarily
equivalent to the momentum operator−i d
dt
in L2(R, h′), i.eF−1 Q̂F = −i d
dt
. This yields that
F L̂F−1 = −i d
dt
+ Ĥ .
Finally, using the gauge transform (Gf)(t) = e−it bH f(t), f ∈ L2(R, h′), we find
GF L̂F−1G−1 = −i d
dt
. Hence
−i d
dt
GFΦ = GFΦLK (A.2)
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Since the momentum operator −i d
dt
is absolutely continuous the relation (A.2) immediately
implies that LK is absolutely continuous. 
We consider the self-adjoint operator
lτ := − d
2
dt2
 dom (lτ ), dom (lτ ) = {f ∈ W 2,2(R+) : f ′(0) = τf(0)},
in K := L2(R+) where τ ∈ R+ ∪ {0} ∪ {∞}. The extensions τ = 0 and τ = ∞ are
identified with the Neumann and the Dirichlet realizations of − d2
dt2
2
, respectively. Further, let
T = T ∗ ≥ 0, T ∈ C(H). Consider the family of self-adjoint operators
Aτ := lτ ⊗ IH + IK ⊗ T, τ ∈ R+ ∪ {0} ∪ {∞}, (A.3)
in the Hilbert space K ⊗H = L2(R+,H). Note for each τ ∈ R+ ∪ {0} ∪ {∞} the operator
Aτ can be regarded as a self-adjoint extension of the minimal operator A defined by (1.1) and
(1.2). In particular, we have A0 = AN and A∞ = AD.
Corollary A.3 Let T = T ∗ ≥ 0.
(i) If τ1 ≥ 0 and τ2 ≥ 0, thenAτ1 andAτ2 are unitarily equivalent. In particular, the extensions
AD and AN are unitarily equivalent.
(ii) If τ ≥ 0, then Aτ is absolutely continuous. In particular, AD and AN are absolutely con-
tinuous.
Proof. (i) From [34, Section 21.5] we get that the operators lτ are unitarily equivalent to each
other if τ ≥ 0. Applying Lemma A.2(i) we prove (i).
(ii) Using the Fourier transformation one easily proves that the operator l0 is absolutely contin-
uous. Taking into account Lemma A.2(ii) we verify (ii). 
Remark A.4
(i) We note that the above reasonings cannot be applied to realizations of A which do not
admit the tensor product structure (A.3).
(ii) Comparing Corollary A.3 with Proposition A.1 we obtain that there are substantial differ-
ences between spectral properties of realizations on the semi-axis R+ and on a finite interval
I . Indeed, for self-adjoint realizations of A on R+ the ac-part can never be eliminated for any
T = T ∗ ≥ 0, cf. Theorem 5.7(ii). In contrast to that the spectral properties of self-adjoint
realizations ofAI strongly depend on T .
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