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Введение
Впервые проблема раскраски графа была официально поднята на встре-
че Лондонского математического сообщества в 1878 году, где она рассмат-
ривалась в контексте задачи о раскраске карты. В 1970-х годах раскраска
графа стала рассматриваться как алгоритмическая проблема.
Данная задача постоянно исследуется по двум основным причинам:
1. Она находит применение в реальных задачах, например в составле-
нии расписаний[1], распределение регистров в микропроцессорах[2],
распараллеливание численных методов[3].
2. На данный момент не найдено точного и эффективного алгоритма её
решения, т.к. доказано что задача о раскраске является NP-полной.
Точные алгоритмы в основном используют полный перебор возмож-
ных вариантов раскраски. Таким образом, основным отличием таких алго-
ритмов является порядок перебора и используемые отсечения.
Например, в данной работе рассматривается алгоритм основанный на
переборе максимальных независимых множеств, описанный в книге Нови-
кова Ф.А.[4] и две его модификации.
Главным объектом исследования является разработанный Олемким
И.В. алгоритм, и его сравнение с другими существующими алгоритмами.
Постановка задачи
Целью данной работы является реализация и исследование алгоритма
Олемского И.В. Для достижения цели были выделены следующие задачи:
1. Изучение существуюших методов раскраски графа
2. Реализация алгоритма Олемского И.В.
3. Реализация существующих методов
4. Проведение сравнительного анализа реализованных алгоритмов
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Глава 1. Используемые термины
 Раскраска графа — разбиение графа на множества таким образом, что-
бы вершины входящие в одно множество были несмежными.
 Хроматическое число графа — наименьшее возможное число мно-
жеств в раскраске графа.
 Независимое множество графа — множество попарно несмежных вер-
шин графа.
 Максимальное независимое множество графа — независимое множе-
ство вершин графа, которое перестанет являться независимым при до-
бавлении любой другой вершины этого графа в множество.
 Число независимости графа — число элементов в наибольшем макси-
мальном независимом множестве.
 Плотность графа — отношение числа рёбер графа к максимальному
числу рёбер графа с таким числом рёбер, т.е. если m - число рёбер в




Глава 2. Условные обозначения
 dxe — означает наименьшее целое число не меньше, чем .
 for i in[a; b) — в псевдокоде означает, что счётчик i принимает целые
значения в интервале [a; b).
 X = [] — в псевдокоде означает, что в переменную X помещается
пустой список.
 X.append(a) — в псевдокоде означает, что в список добавляется эле-
мент .
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 A−B ,где и B множества — разность множеств, т.е. A−B = A\(A∩B)
 Конфигурация графа G(n,m, s) — случайно сгенерированный граф G
с числом вершин n, числом рёбер m, параметром генератора случай-
ных чисел s.
Глава 3. Вспомогательные алгоритмы и структуры дан-
ных
3.1 Битовые множества
Все описанные алгоритмы были реализованы на языке программиро-
вания Python, в нём множества реализованы с помощью хэш-таблиц. Это
позволяет хранить в множестве объекты любых хэшируемых типов и вы-
полнять операции добавления и извлечения элемента со средней сложно-
стью O(1). Однако операции пересечения и объединения двух множеств
S и T выполняются за O(min(|S|, |T |)) и O(|S| + |T |) соответственно[7],
а эти операции часто применяются в исследуемом алгоритме Олемского
И.В. Значит для более эффективной реализации этого алгоритма необходи-
ма структура данных, позволяющая выполнять объединение и пересечение
множеств за меньшее число операций.
Если заранее известны все элементы, которые могут содержаться в
множестве, то можно пронумеровать их:
U = {u0, u1, ...un−1}
В таком случае любое подмножество S ⊂ U можно представить в
виде числа s, в двоичном представлении которого поднятый бит с номером
i означает наличие элемента ui в множестве S: ui ∈ S. Например, s = 37 =
20 + 22 + 25 соответствует S = {u0, u2, u5}.
Тогда объединение двух множеств S и T (S, T ⊂ U ) можно предста-
вить в виде битовой операции «или» над соответствующими им числами.
Аналогично пересечение множеств можно представить в виде битовой опе-
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рации «и», а дополнение реализовать как «xor» с полными множеством U.
S ∪ T ∼ s|t
S ∩ T ∼ s&t
T ∼ t⊕ u
S − T ∼ s&(t⊕ u)
На 64-битных процессорах такой подход позволяет выполнять опера-
ции над множествами за O(1) при |U | <= 64. В качестве реализации данной
идеи была использована библиотека bitarray для Python.[8]
3.2 Алгоритм Брона-Кербоша
В описанных далее алгоритмах применяется перебор по максималь-
ным независимым множествам. Задача поиска таких множеств также явля-
ется NP-полной, в данной работе для её решения применяется модификация
алгоритма Брона-Кербоша[5]. Ниже приведён псевдокод этого алгоритма с
подробными комментариями.
Листинг 1: Алгоритм Брона-Кербоша
1 Function check(G, candidates, used):
2 Input:
3 G - ãðàô â âèäå ñïèñêîâ ñìåæíîñòè
4 candidates - íåðàñïðåäåëåííûå âåðøèíû
5 used - ðàññìîòðåííûå ðàíåå âåðøèíû
6 Returns:
7 False, åñëè äàëüíåéøåå ðàñøèðåíèå íåçàâèñèìîãî ìíîæåñòâà
íåâîçìîæíî, True â ïðîòèâíîì ñëó÷àå
8 Begin
9 for u in used:
10 if not (G[u] & candidates): #Åñëè âåðøèíà èç used íå





15 Procedure extend(indSet, candidates, used, result)
16 Input:
17 indSet - òåêóùåå íåçàâèñèìîå ìíîæåñòâî
18 candidates - âåðøèíû, êîòîðûìè ìîæíî ðàñøèðèòü indSet
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19 used - âåðøèíû, êîòîðûå óæå èñïîëüçîâàëèñü äëÿ ðàñøèðåíèÿ indSet
20 result - ñïèñîê ìàêñèìàëüíûõ íåçàâèñèìûõ ìíîæåñòâ, êîòîðûé
ðàñøèðÿåòñÿ ïî ìåðå âûïîëíåíèÿ ïðîöåäóðû, ÿâëÿåòñÿ
ðåçóëüòàòîâ ðàáîòû ýòîé ïðîöåäóðû
21 Begin
22 while candidates and check(candidates, used):
23 c = candidates.pop() # âûáèðàåì ïðîèçâîëüíûé òåêóùèé ýëåìåíò
24 indSet = indSet ∪ c # äîáàâëÿåì òåêóùèé ýëåìåíò â indSet
25 newCandidates = candidates - {c} - G[c] #indSet íå ìîæåò
áûòü ðàñøèðåíî âåðøèíàìè, ñìåæíûìè ñ äîáàâëåííûì ýëåìåíòîì
26 newWrong = wrong - {c} - G[c] #òàê êàê indSet íå ìîæåò áûòü
ðàñøèðåí ýòèìè âåðøèíàìè, òî ïîìå÷àòü èõ ðàññìîòðåííûìè òîæå íå íóæíî
27 if newCandidates == ∅ and newWrong == ∅: #Åñëè â
ìíîæåñòâî íåëüçÿ äîáàâèòü ýëåìåíòîâ
28 result.append(indSet) # Òî ïîñòðîåíî ìàêñèìàëüíîå
ìíîæåñòâî
29 extend(indSet, newCandidates, newWrong, result) #
Èíà÷å ðåêóðñèâíî ñòðîèì ïðîäîëæåíèå
30
31 candidates = candidates - {c} # Èñêëþ÷àåì ðàññìîòðåííóþ
âåðøèíó
32 indSet = indSet - {c}
33 wrong = wrong ∪ {c} # Ïîìå÷àåì âåðøèíó êàê ðàññìîòðåííóþ
34 End
35
36 Function Bron(G, nodes)
37 Input:
38 G - ãðàô â âèäå ñïèñêîâ ñìåæíîñòè
39 nodes - ìíîæåñòâî âñåõ âåðøèí ãðàôà
40 Returns:
41 result - ñïèñîê âñåõ ìàêñèìàëüíûõ íåçàâèñèìûõ ìíîæåñòâ
42 Begin
43 result = [] # Ïóñòîé ñïèñîê íåçàâèñèìûõ ìíîæåñòâ




Глава 4. Алгоритм Олемского
Алгоритм разработан Олемским И.В. как модификация алгоритма вы-
деления структурных особенностей системы обыкновенных дифференци-
альных уравнений, описанного в книге[9]. Задача раскраски графа рассмат-
ривается с точки зрения выделения минимального количества нульдиаго-
нальных блоков в матрице смежности этого графа.
4.1 Описание множеств и переменных
Формальное определение вводимых множеств и переменных будет
приведено в описании алгоритма, ниже же помимо формального описания
присутствует семантическое — назначение этих переменных и множеств в
алгоритме.
 I = {1, 2, ..n} — множество чисел, соответствующих вершинам графа.
 A — матрица смежности графа (размера [n ∗ n]).
 hq(A) = {r|aq,r = 0, r ∈ I}, q ∈ I — горизонтальные структурные
множества.
 vr(A) = {q|aq,r = 0, q ∈ I}, r ∈ I — вертикальные структурные множе-
ства.
 dq,r(A) = {x|x ∈ hq, x ∈ vr}, q ∈ I, r ∈ I — вспомогательные множе-
ства.
 P = (q, r)|{q, r} ∈ I, q < r, Aq,r = 0 — множество упорядоченных пар
несмежных вершин графа.
 D(q,r) = dq,r∩dr,q, где (q, r) ∈ P — множества, характеризующие струк-
турные особенности матрицы A. В контексте задачи о раскраске мно-
жество D(q,r) содержит вершины, которые не смежны ни с вершиной
q, ни с вершиной r.
 j — номер нульдиагонального блока, который строится (ветка перебо-
ра).
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 s — шаг построения нульдиагонального блока (уровень перебора).




n(j)} ⊂ I — множество элементов, входящих в нуль-
диагональный блок номер j. После окончания построения всех нуль-
диагональных блоков (пусть их построено k), они образуют раскраску
J = (J1, J2..Jk), для которой должны выполняться свойства:
– Ja 6= ∅, где a ∈ {1, 2, ..k} — отсутствуют пустые нульдиагональ-
ные блоки
– Ja ∩ J b = ∅, где a 6= b, a, b ∈ {1, 2, ..k} — блоки не пересекаются
– ∪kj=1J j = I — блоки включают в себя все вершины графа
– |Ja| ≥ |J b|, где a > b, a, b ∈ {1, 2, ..k} — блоки упорядочены по
числу элементов
 Jbest — текущая лучшая (наименьшая по числу нульдиагональных бло-
ков) раскраска.
 vbest = |Jbest|
 ωj,1 = I−(∪j−1i=1J i) — опорное множество, строится на первом шаге(s =
1) построения очередного нульдиагонального блока. Содержит вер-
шины, которые не использовались при построении предыдущих j − 1
нульдиагональных блоков. ωj,s при s > 1 содержит вершины, которы-
ми можно продолжить построение нульдиагонального блока J j.
 Dj,s(q,r) = D(q,r) ∩ ω
j,s — характеристические особенности для матрицы
графа, в котором остались только вершины из множества ωj,s.
 Gj,s = {(q, r)|{q, r} ∈ Dj,s(q,r)} — множество пар вершин, которые мож-
но использовать для построения текущего нульдиагонального блока.
 Qj,s — множество элементов Gj,s, которые уже использовались при
построении нульдиагонального блока j на шаге s.
 αj,s ∈ (Gj,s − Qj,s) — узловой элемент, т.е. пара вершин, для которой
выполняется |Dj,sαj,s| = maxα |D
j,s
α |, где α ∈ (Gj,s − Qj,s). Именно по
таким парам строятся нульдиагональные блоки.
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 F j — множество, в котором запоминаются одиночные вершины, ко-
торые уже использовались для построения нульдиагонального блока
нечетной длины номер j .
 ψj,s = J j − (∪s−1i=1αj,i) — множество, в котором содержатся те узловые
элементы, которые были использованы при построении J j, начиная с
шага s включительно.
 Zj,s = {x|x ∈ (Gj,s − Qj,s) ∩ ψj,s × ψj,s, Dj,sx ⊂ ψj,s} — множество уз-
ловых элементов, использование которых для построения J j на шаге
s позволит в лучшем случае построить J j∗ ⊂ J j.
 B — множество, в котором хранятся все нульдиагональные блоки, по-





j,s −Qj,s 6= ∅
1, иначе
— величина, используемая
при проверках, отражает оптимистичную оценку максимального чис-
ла вершин, которые могут быть добавлены к текущему нульдиаго-
нальному блоку.
4.2 Описание проверок
В алгоритме Олемского И.В. с целью уменьшения числа рассматрива-
емых вариантов перед каждой попыткой расширить нульдиагональный блок
J j выполняются три проверки, позволяющие без большого объёма требуе-
мых вычислений определить неперспективность дальнейшего рассмотрения
такого расширения.





≥ vbest — проверка типа А, выполняется на первом шаге
построения очередного нульдиагонального блока (s = 1). Выполнение
этого неравенства означает, что к построенным j − 1 нульдиагональ-





блоков, что превысит число
блоков в текущей лучшей раскраске Jbest.
 2(s − 1) + ro ≤ |I|vbest — проверка типа B, выполняется на каждом ша-
ге построения первого нульдиагонального блока (j = 1). Выполнение
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этого неравенства означает, что максимальное число элементов в нуль-
диагональном блоке J1(наибольшем из всех блоков по определению)
2(s − 1) + ro не больше среднего числа элементов в блоках лучшей
раскраски |I|vbest , что не позволит построить раскраску меньше, чем с
vbest блоками.
 2(s−1)+ρj,s 6= |ωj,1| — проверка типа C, выполняется при j = vbest−1.
Выполнение этого неравенства означает, что число элементов в теку-
щем нульдиагональном блоке не достигнет числа элементов в опор-
ном множестве ωj,1, то есть возникнет необходимость строить блок
номер j = vbest.
4.3 Описание алгоритма
0. По матрице смежности вычисляются последовательно
i hq(A) = {r|aq,r = 0, r ∈ I}, q ∈ J — горизонтальные структурные
множества
ii vr(A) = {q|aq,r = 0, q ∈ I}, r ∈ J — вертикальные структурные
множества
iii dq,r(A) = {x|x ∈ hq, x ∈ vr}, q ∈ J, r ∈ J — вспомогательные
множества
iv P = (q, r)|{q, r} ∈ I, q < r, Aq,r = 0 — множество упорядочен-
ных пар несмежных вершин графа
v D(q,r) = dq,r ∩ dr,q, где (q, r) ∈ P — множества, характеризующие
структурные особенности матрицы A.
Задаются начальные значения
 G1,1 = ∅
 Q1,1 = ∅
 F 1,1 = ∅
 B = []
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 s = 1
 j = 1
 Jbest = {{i}, i ∈ I}
 vbest = |Jbest|
1. В первом пункте алгоритма выполняется построение опорного мно-
жества
ωj,s = I − (∪j−1i=1J
i)
Понятно, что на первом шаге построения первого блока ω1,1 = I
2. Если построенное опорное множество оказалось пустым (ωj,s = ∅),
то текущий блок невозможно расширить.
Если при этом построение находится на первом шаге (s = 1), это
означает, что раскраска построена и нужно сравнить её с лучшей рас-
краской, т.е. перейти на пункт 8.
Иначе (s > 1) необходимо добавить текущий блок в строящуюся рас-
краску, т.е. перейти на пункт 5.
3. Опорное множество не пусто (ωj,s 6= ∅), значит можно сформировать
множество пар возможных продолжений
Gj,s = {(q, r)|(q, r) ∈ P, {q, r} ∈ Dj,s(q,r)}
Множество Qj,s содержит множество пар из Gj,s, которые уже были
использованы при построении блока j на шаге s.
4. При рассмотрении множества возможных продолжений Gj,s−Qj,s воз-
можны два варианта:
 (Gj,s−Qj,s) 6= ∅ — множество возможных продолжений не пусто.
В этом случае из этого множества выбирается узловой элемент
αj,s
|Dj,sαj,s| = maxα |D
j,s
α | (1)
После выбора узлового элемента выполняются проверки A,B,C.
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– В случае выполнения неравенства A или С производится воз-







– В случае выполнения неравенства B производится возврат к
предыдущему шагу s = s − 1 построения текущего блока в
пункте 4.
Если проверки пройдены, выполняется построение нового опор-
ного множества
ωj,s+1 = (ωj,s ∩Dj,sαj,s)
Узловой элемент запоминается в множестве Qj,s как рассмотрен-
ный Qj,s = Qj,s ∪ αj,s.
Множества использованных узловых и конечных элементов для
следующего шага обнуляются Qj,s+1 = ∅, F j,s+1 = ∅. После
чего шаг увеличивается (s = s + 1) и производится переход к
пункту 2.
 (Gj,s−Qj,s) == ∅ — множество возможных продолжений пусто,
в этом случае из множества ωj,s − F j,s выбирается концевой эле-
мент β и после прохождения проверок A,B,C записывается как
использованный F j,s = F j,s∪β. После чего выполняется переход
к пункту 5.
Если множество ωj,s − F j,s оказалось пустым, то производится







5. Построение нульдиагонального блока J j было завершено одним из
двух способов:
 Добавлением пары αj,s−1 в этом случае число элементов в блоке
равно 2(s− 1) и блок J j = {αj,11 , α
j,1





 Добавлением конечного элемента β в этом случае число элемен-
тов в блоке равно 2s−1 и блок J j = {αj,11 , α
j,1






Определить, что построение блока было завершено добавлением пары
αj,s−1 можно по пустому текущему опорному множеству ωj,s = ∅
6. В шестом пункте алгоритма выполняется прореживание, которое мож-
но разбить на два этапа
 Исключение из рассмотрения тех пар в множествах Gj,ss, ss =
1, s− 1, рассмотрение которых не приведёт к построению блока
отличного от текущего J j. Для этого выполняются следующие
действия
– Построение множества, в котором содержатся те узловые
элементы, которые были использованы при построении J j,
начиная с шага ss включительноψj,ss = J j − (∪ss−1i=1 αj,i) -
– Построение множества узловых элементов, использование
которых для построения J j на шаге ss позволит в лучшем
случае построить J j∗ ⊂ J j Zj,ss = {x|x ∈ (Gj,ss − Qj,ss) ∩
ψj,ss × ψj,ss, Dj,ssx ⊂ ψj,ss}
– Производится само прореживание Qj,ss = Qj,ss ∩ Zj,ss
 В множестве B хранятся рассмотренные ранее блоки J1. Соот-
ветственно, если сейчас рассматривается блок j = 1, то необхо-
димо проверить его наличие в множестве B.
– Если J1 ∈ B, это означает, что ранее уже были рассмотрены
все раскраски, у которых первый блок был J1, то есть необ-
ходимо перестроить полученный блок, для этого выполняем







– Если J1 /∈ B, то необходимо запомнить, что такой блок был
рассмотрен B = B ∪ J1.
7. Построение текущего блока J j закончено, он добавлен в раскраску J .
Значит необходимо переходить к построению следующего блока, для
этого увеличивается номер блока j = j + 1, устанавливается номер
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шага s = 1. После чего очищаются множества рассмотренных узло-
вых и концевых элементов для нового блока Qj,s = ∅, F j,s = ∅ и
совершается переход к построению нового опорного множества — на
пункт 1.
8. Новая раскраска построена (ωj,s = ∅, ∪j−1i=1J i = I), необходимо срав-
нить число блоков в новой раскраске v = j − 1 с числом блоков в
текущей лучшей раскраской vbest.
Если v < vbest, значит найдена новая лучшая раскраска, необходимо






означает, что найденная лучшая раскраска Jbest не может быть улуч-
шена и является ответом на задачу.
Если равенство не было выполнено, то необходимо продолжать пе-
ребор вариантов, для этого переходим к перестройке предпоследнего








Листинг 2: Алгоритм Олемского И.В.
1 Input:
2 A - ìàòðèöà ñìåæíîñòè äëÿ ãðàôà
3 I - ìíîæåñòâî âåðøèí ãðàôà
4 Returns:
5 Jbest - ëó÷øàÿ ðàñêðàñêà
6 Begin
7 for q in I: # ïîñòðîåíèå ãîðèçîíòàëüíûõ ñòðóêòóðíûõ ìíîæåñòâ
8 hq = ∅
9 for r in I:
10 if Aq,r == 1:
11 hq = hq ∪ {r}
12 for q in I: # ïîñòðîåíèå âåðòèêàëüíûõ ñòðóêòóðíûõ ìíîæåñòâ
13 vq = ∅
14 for r in I:
15
15 if Ar,q == 1:
16 vq = vq ∪ {r}
17
18 for q in I: # ïîñòðîåíèå âñïîìîãàòåëüíûõ ìíîæåñòâ d
19 for r in I:
20 dq,r = hq ∩ vr
21
22 P = ∅ # ìíîæåñòâî ïàð íåñìåæíûõ âåðøèí
23 for q in I: # ïîñòðîåíèå D
24 for r in (I - {1, 2, .. q}):
25 if ({r, q} ⊂ dq,r)and({r, q} ⊂ dr,q):
26 D(q,r) = dq,r ∩ dr,q
27 P = P ∪ (q, r)
28
29 for q in I: # ïîñòðîåíèå íà÷àëüíîé ëó÷øåé ðàñêðàñêè
30 Jbest.append({q})
31
32 # íà÷àëüíûå çíà÷åíèÿ ìíîæåñòâ G,Q,F, ñïèñêà B, íîìåðà áëîêà è íîìåðà
øàãà
33 G1,1 = ∅
34 Q1,1 = ∅
35 F 1,1 = ∅
36 B = []
37 s = 1
38 j = 1
39
40 Label p1: # ïîñòðîåíèå òåêóùåãî îïîðíîãî ìíîæåñòâà
41 ωj,s = I
42 for i in [1;j):
43 ωj,s = ωj,s − J i
44
45 Label p2: # ïðîâåðêà áëîêà íà çàâåðøåííîñòü
46 if ωj,s == ∅: # åñëè òåêóùèé áëîê íåëüçÿ äîïîëíèòü
47 if s == 1: # Åñëè ýòî çàìå÷åíî â íà÷àëå ïîñòðîåíèÿ íîâîãî
áëîêà
48 Goto p8 # ïåðåõîä ê ñðàâíåíèþ J ñ ëó÷øèì ðåçóëüòàòîì
49 else:
50 Goto p5 # ïåðåõîä ê çàïèñè áëîêà J j â ðàñêðàñêó J
51
52 Label p3: # ôîðìèðîâàíèå ìíîæåñòâà âîçìîæíûõ ïðîäîëæåíèé
53 for key in P: # èòåðàöèÿ ïî âñåì ïàðàì íåñìåæíûõ âåðøèí
54 if {key1, key2} ⊂ ωj,s # åñëè îáå âåðøèíû ïàðû ïðèñóòñòâóþò â
îïîðíîì ìíîæåñòâå
55 Gj,s = Gj,s ∪ key
56
57 Label p4: # äîáàâëåíèÿ âåðùèí â òåêóùèé áëîê
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58 tmp = Gj,s −Qj,s # ìíîæåñòâî ïàð, êîòîðûìè ìîæíî äîïîëíèòü J j
59 if tmp 6= ∅: # åñëè íå âñå ïàðû áûëè ïðîâåðåíû
60 αj,s = max(tmp, key = lambda x : |D[x] ∩ ωj,s|) # ïîèñê ïàðû
x, êîòîðîé â D ñîîòâåòñòâóåò íàèáîëüøåå ìíîæåñòâî Dj,sx
61 ρ = |D[αj,s] ∩ ωj,s|
62
63 if s == 1:
64 if j − 1 + dωj,1ρj,1 e ≥ vbest: # ïðîâåðêà òèïà À
65 j = j - 1
66 s = d |J
j |




69 if j == 1:
70 if 2(s− 1) + ro ≤ |I|/vbest: # ïðîâåðêà òèïà B




74 if j == vbest − 1:
75 if 2(s− 1) + ρj,s 6= |ωj,1|: # Ïðîâåðêà òèïà Ñ
76 j = j - 1
77 s = d |J
j |




80 # ïðîâåðêè ïðîéäåíû, ðàñøèðåíèå áëîêà èìååò ñìûñë
81 Qj,s = Qj,s ∪ αj,s # äîáàâëåíèå αj,s â ìíîæåñòâî ðàññìîòðåííûõ
ïàð
82 s = s + 1
83 # ôîðìèðîâàíèå íîâîãî îïîðíîãî ìíîæåñòâà
84 ωj,s = (ωj,s−1 ∩D[αj,s])− {x|x ∈ αj,s}
85 Qj,s = ∅
86 F j,s = ∅
87 Goto p2 # ïåðåõîä ê ïðîâåðêå áëîêà íà çàâåðø¼ííîñòü
88 else: # Gj,s −Qj,s == ∅
89 # âûáîð ïðîèçâîëüíîãî êîíå÷íîãî ýëåìåíòà, êîòîðûé íå
ðàññìàòðèâàëñÿ ðàíåå
90 β = x|x ∈ (ωj,s − F j,s)
91 if β 6= ∅:
92 # ò.ê. Gj,s −Qj,s = ∅, òî
93 ρ = 1
94 # âûïîëíåíèå ïðîâåðîê A,B,C
95 if s == 1:
96 if j − 1 + dωj,1ρj,1 e ≥ vbest:
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97 j = j - 1




100 if j == 1:
101 if 2(s− 1) + ro ≤ |I|/vbest:
102 s = s - 1
103 Goto p4
104 if j == vbest − 1:
105 if 2(s− 1) + ρj,s 6= |ωj,1|:
106 j = j - 1




109 # â ñëó÷àå ïðîõîæäåíèÿ âñåõ ïðîâåðîê âûïîëíÿåòñÿ ïåðåõîä
íà p5
110 else: # β == ∅
111 s = s-1 # ïåðåõîä íà ïðåäûäóùèé øàã ïîñòðîåíèÿ áëîêà J j
112 Goto p4
113
114 Label p5 # çàïèñü áëîêà â ðàñêðàñêó
115 J[j] = ∅
116 # âîññòàíîâëåíèå J j ïî óçëîâûì ýëåìåíòàì
117 for i in [1;s):
118 J[j] = J[j] ∪αj,i
119 if ωj,s 6= ∅:
120 # â áëîê J j íà øàãå s áûëà äîáàâëåíà âåðøèíà β
121 J[j] = J[j] ∪β
122
123 Label p6 # ïðîðåæèâàíèå
124 # ïîëó÷åíèå ÷èñëà óçëîâûõ ýëåìåòîâ, ó÷àâòâîâàâøèõ â ïîñòðîåíèè J j
125 k = b|J j|c
126 for ss in [1;k):
127 # ôîðìèðîâàíèå ψj,ss
128 ψj,ss = J j
129 for i in [1;ss):
130 ψj,s = ψj,s − αj,i
131
132 # ôîðìèðîâàíèå ìíîæåñòâà óçëîâûõ ýëåìåíòîâ, êîòîðûå íå
ïðèâåäóò ê áëîêó, îòëè÷íîìó îò ñôîðìèðîâàííîãî
133 Z = ∅
134 for a in (Gj,ss −Qj,ss):
135 if (a∈ ψj,ss) and Dj,ssa ⊂ ψj,ss
136 Z = Z ∪a
137 Qj,ss = Qj,ss ∪ Z
138
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139 # ïðîâåðêà ìíîæåñòâà B
140 if j == 1:
141 for el in B:
142 if el == ψ1,1: # åñëè òàêîé ïåðâûé áëîê óæå
ðàññìàòðèâàëñÿ
143 # ïåðåõîä ê ïåðåñòðîéêå áëîêà J1






148 Label p7 # ïåðåõîä ê ïîñòðîåíèþ íîâîãî áëîêà
149 j = j + 1 # óâåëè÷åíèå íîìåðà áëîêà
150 s = 1 # ñòðîèòñÿ íîâûé áëîê, ïîýòîìó øàã ïåðâûé
151 # íåîáõîäèìî îáíóëèòü ðàññìîòðåííûå óçëîâûå è êîíöåâûå ýëåìåíòû
152 Gj,1 = ∅
153 F j,1 = ∅
154 Goto p1 # ïåðåõîä ê ïîñòðîåíèþ íîâîãî îïîðíîãî ìíîæåñòâà
155
156 Label p8
157 if ωj,1 == ∅ and ∪j−1i=1J i == I: # Åñëè îïîðíîå ìíîæåñòâî íå
ñîäåðæèò âåðøèí è ïîëó÷åííàÿ ðàñêðàñêà ïîêðûâàåò âñå âåðøèíû
158 if j − 1 < vbest: # åñëè ÷èñëî áëîêîâ â ðàñêðàñêå ìåíüøå, ÷åì
â ëó÷øåé ðàñêðàñêå
159 Jbest = J
160
161 # âû÷èñëåíèå ρ
162 if G1,1 −Q1,1 == ∅:
163 ρ = 1
164 else
165 ρ = D1,1α1,1 ∩ ω1,1
166




170 #ïåðåõîä ê ïåðåñòðîéêå ïðåäïîñëåäíåãî áëîêà
171 j = j - 2






Глава 5. Алгоритмы перебора независимых множеств
В книге Новикова Ф.А.[4] описан алгоритм поиска раскраски графа:
1. Выбрать в графе G максимальное независимое множество S
2. Покрасить вершины множества S в очередной цвет
3. Перейти к пункту 1 с новым графом G− S
В виде псевдокода данный алгоритм может быть записан так:
Листинг 3: Алгоритм построения раскраски Новикова Ф.А.
1 Function Colorize(G, nodes, C):
2 Input:
3 G - ãðàô, çàäàííûé ñïèñêàìè ñìåæíîñòè
4 nodes - íåðàñêðàøåííûå âåðøèíû ãðàôà
5 C - òåêóùàÿ ðàñêðàñêà
6 Returns:
7 C - ïðàâèëüíàÿ ðàñêðàñêà ãðàôà G, ñïèñîê ìíîæåñòâ
8 Begin
9 if nodes == ∅: # åñëè âñå âåðøèíû áûëè ïîêðàøåíû
10 return C
11 S = SelectMax(G, nodes) # âûáîð ìíîæåñòâà íåçàâèñèìûõ âåðøèí â G
12 Ñ.append(S) # äîáàâëåíèå ìíîæåñòâà â ðàñêðàñêó
13 Colorize(G, nodes - S, Ñ) # ðåêóðñèâíûé âûçîâ äëÿ ãðàôà áåç âåðøèí
èç S
14 End
Далее в книге доказывается теорема о том, что существует такая по-
следовательность выбора множеств S в пункте 1 алгоритма (строка 11 псев-
докода), что полученная раскраска будет минимальной. Для нахождения та-
кой последовательности можно применить различные подходы.
5.1 Перебор всех возможных вариантов
Самый простой способ построить наименьшую раскраску — постро-
ить все раскраски и выбрать из них наименьшую. Для реализации этой идеи
нужно немного изменить алгоритм раскраски Новикова Ф.А.
1. Если построена раскраска и она оказалась лучше предыдущей луч-
шей, то запоминаем её
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2. Если раскраска еще не построена, то выбираем очередное максималь-
ное независимое множество S в графе G
3. Красим вершины множества S в цвет, равный глубине рекурсии
4. Переходим к пункту 1 с новым графом G− S
Псевдокод алгоритма:
Листинг 4: алгоритм перебора независимых множеств
1 Function Colorize(G, nodes, C, Cbest):
2 Input:
3 G - ãðàô, çàäàííûé ñïèñêàìè ñìåæíîñòè
4 nodes - íåðàñêðàøåííûå âåðøèíû ãðàôà
5 C - òåêóùàÿ ðàñêðàñêà
6 Cbest - ëó÷øàÿ íàéäåííàÿ ðàñêðàñêà
7 Returns:
8 Cbest - ëó÷øàÿ ðàñêðàñêà ãðàôà G, ñïèñîê ìíîæåñòâ
9 Begin
10 if nodes == ∅: # åñëè âñå âåðøèíû áûëè ïîêðàøåíû
11 if |C| < |Cbest|: # åñëè ðàñêðàñêà óëó÷øåíà
12 Cbest = C
13 return Cbest
14 indSets = Bron(G, nodes) # ñïèñîê âñåõ ìàêñèìàëüíûõ íåçàâèñèìûõ
ìíîæåñòâ, ïîäðîáíî ôóíêöèÿ Bron(G, nodes) îïèñàíà â ïóíêòå 3.2
15 for S in indSet: # ïåðåáîð ïî âñåì ìàêñèìàëüíûì íåçàâèñèìûì
ìíîæåñòâàì
16 Ñ.append(S) # äîáàâëåíèå ìíîæåñòâà â ðàñêðàñêó
17 Cbest = Colorize(G, nodes - S, Ñ, Cbest) # ðåêóðñèâíûé âûçîâ




Проблема подхода, приведенного в предыдущем пункте, в том, что
каждый раз при рекурсивном вызове функции Colorize она вызывает функ-
цию Bron, которая решает NP-полную задачу построения максимальных
независимых множеств. Понятно, что время работы такого алгоритма слиш-
ком велико. Для решения этой проблемы необходимо доказать следующее:
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Утверждение: Если A - подграф графа B, полученный удалением
множества вершин X , то если SA - максимальное независимое множество
графа A, то в графе B существует максимальное независимое множество
SB, такое, что SA = SB −X .
Доказательство: SA является независимым множеством в графе B,
значит в графе B существует максимальное независимое множество SB,
такое, что SA ⊂ SB, причём SA ∩X = ∅, значит SA ⊂ (SB −X).
Покажем, что (SB − SA) ⊂ X . Пусть это не так, т.е. существует вер-
шина v /∈ X , v ∈ (SB − SA). Тогда эта вершина присутствует в графе A,
т.к. v /∈ X . v ∈ SB, значит она не смежна ни с одной вершиной из SB, а
значит не смежна ни с одной вершиной из SA ⊂ SB, но v /∈ SA, значит
SA - не является максимальным независимым множеством, противоречие.
Значит (SB − SA) ⊂ X , т.е. (SB −X) ⊂ SA.
SA ⊂ (SB −X) и (SB −X) ⊂ SA, значит SA = SB −X , что и требо-
валось доказать.
Доказанное утверждение позволяет построить максимальные незави-
симые множества только для начального графа и в дальнейшем исполь-
зовать их для выбора множества S в подграфах. Теперь можно алгоритм
перебора максимальных независимых множеств можно записать так:
0. Построить максимальные независимые множества indSets для на-
чального графа G
1. Если построена раскраска и она оказалась лучше предыдущей луч-
шей, то запоминаем её
2. Если раскраска еще не построена, то выбираем очередное максималь-
ное независимое множество S из indSets
3. Если множество S ∩G было рассмотрено переходим к пункту 2
4. Красим вершины множества S ∩G в цвет, равный глубине рекурсии
5. Переходим к пункту 1 с новым графом G− S
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Псевдокод алгоритма:
Листинг 5: оптимизированный алгоритм перебора независимых множеств
1 Function Colorize(G, nodes, indSets, C, Cbest):
2 Input:
3 G - ãðàô, çàäàííûé ñïèñêàìè ñìåæíîñòè
4 nodes - íåðàñêðàøåííûå âåðøèíû ãðàôà
5 indSets - ñïèñîê âñåõ ìàêñèìàëüíûõ íåçàâèñèìûõ ìíîæåñòâ äëÿ
íà÷àëüíîãî ãðàôà G
6 C - òåêóùàÿ ðàñêðàñêà
7 Cbest - ëó÷øàÿ íàéäåííàÿ ðàñêðàñêà
8 Returns:
9 Cbest - ëó÷øàÿ ðàñêðàñêà ãðàôà G, ñïèñîê ìíîæåñòâ
10 Begin
11 if nodes == ∅: # åñëè âñå âåðøèíû áûëè ïîêðàøåíû
12 if |C| < |Cbest|: # åñëè ðàñêðàñêà óëó÷øåíà
13 Cbest = C
14 return Cbest
15 used = {∅}
16 for S in indSets: # ïåðåáîð ïî âñåì ìàêñèìàëüíûì íåçàâèñèìûì
ìíîæåñòâàì
17 if (S ∩ nodes) in used: # åñëè òàêîå ìíîæåñòâî áûëî ïðîâåðíî
18 continue # ïåðåõîä íà ñëåäóþùóþ èòåðàöèþ öèêëà
19 used = used ∪ (S ∩ nodes) # ñîõðàíåíèå ìíîæåñòâà êàê
ðàññìîòðåííîãî
20 Ñ.append(S) # äîáàâëåíèå ìíîæåñòâà â ðàñêðàñêó
21 Cbest = Colorize(G, nodes - S, indSets, Ñ, Cbest) #
ðåêóðñèâíûé âûçîâ äëÿ ãðàôà áåç âåðøèí èç S
22 return Cbest
23 End
5.3 Перебор в матричном виде
На сегодняшний день существует множество библиотек для различ-
ных языков программирования, позволяющих эффективно выполнять мат-
ричные операции, например пакет numpy[10] для языка Python. Поэтому
имеет смысл представить алгоритм перебора независимых множеств в мат-
ричном виде.
Пусть для графа G с вершинами V = {v1, v2, .., vn} найдены все макси-
мальные независимые множества I = {I1, I2, .., Ik}. Тогда для такого графа




1, если vq ∈ Ir0, иначе
Тогда чтобы узнать какие вершины содержатся в объединении мно-
жеств ∪rl=1Ijl необходимо матрицуM умножить на вектор-столбец "выбора"x =
{xr} размерности [k × 1], в котором
xr =
1, если r ∈ (∪rl=1jl)0, иначе
В Полученной вектор-строке "включения"y = {yq} размерности
[1× n]
yq =
1, если vq ∈ (∪rl=1Ijl)0, иначе
Используя такой способ представления независимых множеств, зада-
чу о раскраске можно переформулировать следующим образом: необходимо
найти такой вектор-столбец "выбора"x с минимальным числом единиц, при
умножении на который матрицы M получим вектор-строку y, состоящую
только из единиц. Т.е.
Mx = (1, 1, .., 1)
Пусть такой вектор x c r единицами найден, причем xlj = 1, j = 1, r,
тогда разбиение множества вершин графа на цвета будет следующим Cj =
Ilj − (∪
j−1
z=1Ilz), j = 1, r.
Запишем итоговый алгоритм:
0. Построить максимальные независимые множества для начального гра-
фа G, построить по ним матрицу M , получить нижнюю оценку хро-
матического числа k
1. Сгенерировать все возможные векторы x с k единицами и n−k нулями
2. Выбрать очередной вектор с k единицами и n− k нулями
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3. Если все векторы были использованы, увеличиваем k = k + 1 и пере-
ходим на пункт 1
4. Если Mx == (1, 1, .., 1), то x - искомый вектор
5. Иначе переходим к пункту 2








Листинг 6: матричный алгоритм перебора независимых множеств
1 Function Colorize(G, nodes):
2 Input:
3 G - ãðàô, çàäàííûé ñïèñêàìè ñìåæíîñòè
4 nodes - íåðàñêðàøåííûå âåðøèíû ãðàôà
5 Returns:
6 x - âåêòîðñòîáåë- âûáîðà
7 Begin
8 indSets = Bron(G, nodes) # ïîëó÷åíèå ìàêñèìàëüíûõ íåçàâèñèìûõ
ìíîæåñâ
9 M = O
10 for q in [1; |nodes|]:
11 for r in [1; |indSets|]:
12 if nodes[q] in indSets[r]:
13 M[q,r] = 1 # çàïîëíåíèå ìàòðèöû M
14 α = max{|S| : S ∈ indSets} # ÷èñëî íåçàâèñèìîñòè
15 k = dnαe # íèæíÿ îöåíêà
16
17 While True:
18 variants = GeneratePermutations(k, |nodes| - k) #
ñãåíåðèðîâàòü âåêòîðû ñ k åäèíèöàìè è |nodes| - k íóëÿìè
19 for x in variants:
20 if sum(M*x) == |nodes|: # åñëè ðàñêðàñêà ïîêðûâàåò âñå
âåðøèíû
21 return x
22 k = k + 1 # ïðåäïîëàãàåì, ÷òî ãðàô k + 1 ðàñêðàøèâàåìûé
23 End
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Глава 6. Измерение быстродействия алгоритмов
Время работы описанных алгоритмов сложно оценить аналитически,
так как оно зависит не только от числа вершин и числа рёбер, но и от формы
графа, образующегося из этих вершин и рёбер. Поэтому быстродействие
алгоритмов измерялось эмпирическим способом.
Программы, реализующие алгоритмы, запускались в операционной
системе Windows 10 на компьютере с процессором Ryzen 5 2600. Часто-
та процессора была зафиксирована на отметке 3.6 GHz, чтобы исключить
влияние на результаты технологии Precision Boost[11], которая может крат-
ковременно повышать производительность процессора. Время работы ал-
горитмов может отличаться при проведении тестирования на системах с
другой операционной системой или процессором, однако время работы ал-
горитмов относительно друг друга будет схожим.
Для измерения времени работы алгоритма на конкретной конфигура-
ции графа(2) использовался модуль timeit[12] для Python, который позво-
ляет избежать большинства неточностей, возникающих при эмпирическом
измерении быстродействия алгоритмов.
Время работы алгоритма на графе с n вершинами и плотностью ρ счи-
талось как среднее время работы алгоритма на конфигурациях G(n,m, s),





= ρ и для s = 1, 5.
Для визуализации результатов использовалась библиотека matplotlib
для Python[13].
6.1 Алгоритм Олемского И.В.
На приведенных графиках (рис.1) приведена зависимость времени ра-
боты реализации алгоритма Олемского И.В. от числа вершин в графе и
плотности этого графа.
На первом графике наблюдается явное ухудшение производительно-
сти при плотности графа 0.8 и 0.3, в то время как на втором графике это
ухудшение проявляется при плотности 0.8 и 0.5, а на третьем при плотности
0.8 и 0.4.
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Замедление работы алгоритма объясняется особенностями отсечения
вариантов в проверках A,B,C(пункт 4.2) и выбора очередного узлового эле-
мента в пункте 4 алгоритма(равенство 1). Оба этих действия работают неэф-
фективно, когда мощности большинства множеств |D(q,r)| совпадают с мак-
симальной мощностью max
α∈P
|Dα|. Это возможно при высокой плотности гра-
фа (например 0.8), когда в нём образуется большая клика и для большинства
пар несмежных вершин находится только одна вершина, несмежная ни с од-
ной из пары. Также большинство множеств D(q,r) имеют одинаковую мощ-
ность, когда образуется k-связный граф низкой плотности (например 0.4), в
этом случае для большинства пар несмежных вершин находится (n− k− 2)
вершин, несмежных ни с одной из пары (n - число вершин в графе).
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Рис. 1: Время работы алгоритма Олемского И.В. на [5;23] вершинах
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6.2 Алгоритм перебора независимых множеств
На графиках(рис. 2) приведена зависимость времени работы реализа-
ции алгоритма перебора независимых множеств от числа вершин в графе и
плотности этого графа.
На обоих графиках видно сильное увеличение времени работы алго-
ритма при увеличении плотности графа. На графиках(рис. 3) рассмотрено
время работы алгоритма при плотности меньше 0.8, на них постепенное за-
медление алгоритма на графах высокой плотности представлено более явно.
Увеличение времени работы объясняется тем, что на графах высокой
плотности максимальные независимые множества состоят из малого чис-
ла элементов и почти не пересекаются. Поэтому на каждом шаге рекурсии
алгоритм находит большое количество множеств для перебора и общая глу-
бина рекурсии (число цветов в раскраске) повышается.
29
Рис. 2: Время работы алгоритма ПНМ на [5;10] вершинах
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Рис. 3: Время работы алгоритма ПНМ на [5;10] вершинах при плотности <0.8
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6.3 Оптимизированный перебор
На графиках (рис.4) приведена зависимость времени работы реали-
зации алгоритма оптимизированного перебора независимых множеств от
числа вершин в графе и плотности этого графа.
Видно, что при плотности графа от 0.2 до 0.8 алгоритм работает зна-
чительно дольше, чем при остальных значениях плотности.
Быстрая работа алгоритма на разреженных графах объясняется тем,
что в них два различных максимальных независимых множества, как пра-
вило, имеют большое количество общих вершин. Из-за этого проверка, про-
водимая на пункте 3 отсекает бо́льшую часть множеств.
Повышение эффективности алгоритма на плотных графах c большим
числом вершин можно объяснить тем, что число максимальных независи-
мых множеств k в них не сильно превышает хроматическое числоχ. Поэто-
му остаётся немного вариантов выбора c(c ≥ χ) множеств из k.
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Рис. 4: Время работы оптимизированного алгоритма ПНМ на [5;20] вершинах
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6.4 Перебор в матричном виде
На графиках(5) приведена зависимость времени работы реализации
матричного алгоритма перебора независимых множеств от числа вершин в
графе и плотности этого графа.
Видна схожесть результатов с предыдущим пунктом.
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Рис. 5: Время работы матричного алгоритма ПНМ на [5;20] вершинах
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Глава 7. Сравнение быстродействия алгоритмов
В графиках (рис. 6,7,8) используются следующие обозначения:
 Olemskoy - алгоритм Олемского И.В.
 PNMopt - оптимизированный алгоритм перебора независимых мно-
жеств
 PNMmatr - матричный алгоритм перебора независимых множеств
На графах небольшого размера (рис. 6) видно, что время работы ал-
горитма Олемского И.В. превышает время работы PNMopt и PNMmatr.
При раскраске графов с 11 (верх рис. 7) вершинами алгоритмы пока-
зывают схожее быстродействие. Однако стоит отметить, что PNMmatr пока-
зывает лучшую производительность за исключением графов с плотностью
от 0.7 до 0.8.
Уже на графах с 14 вершинами (низ рис. 7) заметно, что алгоритм
Олемского И.В. выполняется быстрее, это объясняется более низкой ско-
ростью прироста требуемого на раскраску времени у алгоритма. Замеры
производительности на 17 и 20 вершинах (рис. 8) лишь подтверждают это
наблюдение.
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Рис. 6: Сравнение алгоритмов на графах с 8 и 11 вершинами
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Рис. 7: Сравнение алгоритмов на графах с 14 и 17 вершинами
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Рис. 8: Сравнение алгоритмов на графах с 20 вершинами
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Глава 8. Заключение
В результате проделанной работы были реализованы[14] алгоритмы
раскраски графа Олемского И.В. и Новикова Ф.А. Было доказано утвержде-
ние, позволившее разработать и реализовать две модификации алгоритма
Новикова Ф.А.
Для всех реализованных алгоритмов было измерено время работы на
графах с различным число вершин и плотностью. Результаты были пред-
ставлены в виде трёхмерного графика зависимости времени от числа вер-
шин и плотности. По полученным результатам было решено провести пря-
мое сравнение алгоритма Олемского И.В. и двух модификаций алгоритма
Новикова Ф.А.
Сравнение показало, что алгоритм Олемского И.В. работает дольше
на графах малой размерности. Однако имеет более низкую скорость при-
роста требуемого на раскраску времени. Поэтому при раскраске небольших
графов с числом вершин менее 12 применение модифицированных алгорит-
мов Новикова Ф.А. предпочтительнее, но с ростом числа вершин алгоритм
Олемского И.В. становится более рациональным выбором.
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