Prosodic breaks (PBs) can indicate a sentence's syntactic structure. Event-related brain potentials (ERPs) are an excellent way to study auditory sentence processing, since they provide an on-line measure across a complete sentence, in contrast to other on-and off-line methods. ERPs for the first time allowed investigating the processing of a PB itself. PBs reliably elicit a closure positive shift (CPS). We first review several studies on the CPS, leading to the conclusion that it is elicited by abstract structuring or phrasing of the input. Then we review ERP findings concerning the role of PBs in sentence processing as indicated by ERP components like the N400, P600 and LAN. We focus on whether and how PBs can (help to) disambiguate locally ambiguous sentences. Differences in results between different studies can be related to differences in items, initial parsing preferences and tasks. Finally, directions for future research are discussed.
Introduction
A spoken utterance is not just a string of words, but always comes with a certain intonation ('melody'), rhythm, intensity and timing. Prosody is the collective term for these kinds of features (Ladd and Cutler 1983) . The prosody of an utterance can express various things, such as the emotional state of the speaker or whether the sentence is ironic. Prosody can also indicate how to understand a sentence. For example, the same sentence (e.g. Peter loves Mary) with a rising or a flat intonation at the end, can be meant as a question or a statement, respectively.
In this review, we focus on prosodic breaks (PBs) in sentence comprehension. A PB, also referred to as prosodic boundary or intonational phrase boundary, consists of one or more of the following elements: a pause in a sentence, a boundary tone preceding this pause and the lengthening of the word before the pause (e.g. Kjelgaard and Speer 1999) . PBs often coincide with syntactic boundaries (e.g. boundaries between clauses or phrases) in a sentence, although there is no one-to-one correspondence between PBs and syntactic boundaries. If a PB coincides with a syntactic boundary, the PB can help listeners to structure the sentence syntactically. For example, the phrase old men and women, uttered with a PB after men, will be interpreted such that only the men are old. In contrast, no PB (or one after old) indicates that both the men and the women are old (adapted from Beach 1991) .
We will start by briefly discussing how the role of PBs in sentence comprehension has been investigated in the past and why event-related brain potentials (ERPs) are especially useful to study this topic. Following, we will turn to ERP research on PBs in sentences. This research for the first time allowed studying not only the role of PBs in sentence comprehension, but also the processing of a PB itself. Finally, some challenges for future research are discussed.
How to Study PBs in Sentence Processing
Studies on the role of PBs in the syntactic parsing of sentences generally make use of ambiguous sentences. So-called globally ambiguous sentences remain ambiguous throughout the whole sentence, see (1) (from Schafer 1995; # stands for PB).
(1) Paula phoned (# 1 ) her friend (# 2 ) from Alabama.
In the study by Schafer (1995) , participants listened to such sentences with a PB at one of the two positions indicated in (1). Then they had to choose between the two possible interpretations of the sentence ('the friend is from Alabama' or 'Paula phoned from Alabama'; where # 1 matches the first interpretation and # 2 the second). It was found that the position of the PB affected the participants' choice (see also e.g. Streeter 1978) .
In contrast to globally ambiguous sentences, locally ambiguous sentences such as (2) (from Beach 1991) are only ambiguous up to a certain point in the sentence at which the ambiguity is resolved.
(2)
Mary suspected (#) her boyfriend… a. …immediately. b.
…was lying.
By manipulating the length and the boundary tone of the word suspected, Beach (1991) created versions of (2) with and without (two of the components of) a PB. Participants were presented with the two versions of sentences like (2), and then had to choose between the two possible endings (a) and (b). Participants more often chose (a) in the absence of a PB and (b) in the presence of one (see also Stirling and Wales 1996) . These studies use off-line measures and thus do not tell us whether listeners use prosodic cues immediately during on-line speech comprehension. To investigate the on-line use of PBs during sentence comprehension, researchers have turned to on-line tasks, like cross-modal naming or cross-modal lexical decision. For example, Kjelgaard and Speer (1999) presented participants with the beginning of locally ambiguous sentences like (3), which can be disambiguated as in (a) or as in (b).
(3)
When Roger leaves (# 1 ) the house (# 2 ) … a.
…is dark. b.
…it's dark.
Immediately after hearing the ambiguous part, listeners had to name a visually presented word (cross-modal naming) which was the first word of either continuation (a), fitting the ambiguous part with # 1 after leave, or continuation (b), fitting the ambiguous part with # 2 after house. Words that fitted the prosody of the sentence beginning were named faster than those that did not (see also Marslen-Wilson et al. 1992; Warren et al. 1995 for similar results; but see Watt and Murray 1996) . Although these studies demonstrate on-line effects of PBs on sentence comprehension, they use rather artificial tasks; participants are asked to listen to sentence fragments and then to perform a naming task or a lexical decision task on a visually presented continuation of the sentence. (For reviews of off-and on-line studies on the role of PBs in sentence processing see Carlson 2009; Cutler et al. 1997 .)
The problems associated with the methods described above can be avoided by the use of ERPs (see Rugg and Coles 1995; Kutas and Dale 1997 for introductions on the use of ERPs to investigate cognitive functions and see Brown and Hagoort 1998 for the use of ERPs in language research). ERPs are especially well-suited to investigate spoken sentence processing since they provide a measure of processing across the sentence as it unfolds. Therefore, complete sentences can be presented continuously and participants (ideally) do nothing else than listen for comprehension. However, although no additional task is needed when using ERPs as a dependent measure, in many ERP studies, participants nevertheless perform some additional task. We will come back to this issue later. Steinhauer et al. (1999) used ERPs to investigate the on-line processing of locally ambiguous sentences which can be disambiguated by a PB. Participants listened to German sentences such as (4), (5), and (6). In German, in contrast to English, these sentences have the same word order and they are only disambiguated by the second verb (arbeiten ⁄ entlasten). In (4) this verb (arbeiten, 'to work') is intransitive and thus cannot take Anna as its (direct) object. Therefore, Anna has to be interpreted as the indirect object of the first verb (verspricht, 'promises'). In contrast, in (5) the second verb (entlasten, 'to support') is obligatorily transitive such that Anna has to be the direct object of entlasten, and thus cannot be the indirect object of verspricht. Steinhauer et al. hypothesized that a PB after verspricht disambiguates the sentence towards an interpretation in which Anna is not the indirect object of verspricht (as in 5) and thus leads to processing problems when the sentence is continued with an intransitive verb (arbeiten, 'to work'), as in (6). The paraphrase of this ungrammatical analysis in English would be *Peter promises to work Anna…. The intransitive disambiguating verb arbeiten in (6) elicited an N400 and a P600 component in the ERP as compared to the transitive verb entlasten in (5). The N400 (Kutas and Hillyard 1984 ) is a negative peak in the ERP around 400 ms after onset of the critical word (i.e. the second verb) and its amplitude varies as a function of how well a word fits in a context (see Kutas et al. 2006 ; for a review). Steinhauer et al. interpreted the N400 as a reflection of lexical re-access to confirm the violation of the intransitive argument structure. The P600, a positive wave starting around 600 ms after onset of the critical word, is reliably elicited by syntactic violations and by unexpected disambiguations of locally ambiguous sentences (e.g. Osterhout et al. 1994 Meerendonk et al. 2009 ), the N400 and P600 on the intransitive disambiguating verb (arbeiten) show that PBs can affect the syntactic analysis that listeners pursue. Steinhauer et al. (1999) also compared sentences (4) and (6), which contain the same words, but differ in the presence versus absence of a PB. For sentences such as (6), which contain a PB, they found a new ERP component at the position of the PB. This component is related to the processing of the PB itself. They termed it the Closure Positive Shift (CPS), since it took the form of a positive shift at the closure of an intonational phrase. Figure 1 gives an example of a CPS taken from a study by Kerkhofs et al. (2007) . A clear positive shift is visible in the waveforms for the sentences with a PB (dotted line) as compared to the sentences without a PB (solid line; especially for the midline electrodes: Fz, Cz and Pz). This CPS is a representative example for the CPS component found in ERP studies from different labs, in terms of distribution and shape.
Studying PBs With Event-Related Potentials
The Steinhauer et al. (1999) study provided two important insights. First, the use of ERPs allows studying the processing of the PB itself. Steinhauer et al. discovered that a PB elicits a CPS, which they related to prosodic processing. Second, Steinhauer et al. also showed that PBs can have an effect on syntactic processing. This is in line with the behavioural on-and off-line studies reported above. However, ERPs allow studying the role of prosody in sentence processing in a more natural situation, i.e. with complete and continuously presented sentences. The Steinhauer et al. study has triggered a lot of research following-up on both of these aspects. In the following, we will first discuss the relevant evidence on the processing of the PB itself, i.e. the evidence concerning the CPS. Then we will turn to evidence concerning the role of PBs in arriving at the eventual interpretation of a sentence.
THE CLOSURE POSITIVE SHIFT
Since its discovery by Steinhauer et al. (1999) , the finding of a CPS at the PB has been replicated in several languages such as German (e.g. Isel et al. 2005) , Dutch (Bögels et al. 2010; Kerkhofs et al. 2007 Kerkhofs et al. , 2008 , English (Pauker et al. forthcoming) , Japanese (Mueller Wolff et al. 2008) , Chinese (Liu et al. 2009), and, recently, Korean (in reading: Hwang and Steinhauer forthcoming) . These studies lead to the following general profile of the CPS (see also Figure 1 ). In terms of scalp distribution, the CPS is found bilaterally and is largest at midline electrodes. Steinhauer et al. found a centroparietal distribution, but some studies report an extension to anterior electrodes (e.g. Bögels et al. 2010; Pannekamp et al. 2005) . The CPS generally starts around or even before pause onset (Steinhauer 2003) , although Kerkhofs et al. (2007) found a later onset. Its offset appears to be triggered by the onset of the word after the pause (Pauker et al. forthcoming) . Some studies have reported a small negativity preceding the CPS (see Figure 1 ; e.g. Bögels et al. 2010, forthcoming; Kerkhofs et al. 2007; Pannekamp et al. 2005; Pauker et al. forthcoming) .
How can one establish that the CPS is specifically responsive to PBs? Several alternative accounts have been refuted. First, Steinhauer (2003) (and later, Bögels et al. 2010) argued against an interpretation of the CPS as an average of spread-out P2 components in response to the onset of the word after the pause. This is very unlikely since the CPS starts well before the average pause offset. Moreover, a low-pass filtering of 1 Hz led to a disappearance of P2 components elicited by sentence onset, while the CPS remained present. Second, despite a correspondence in polarity, the CPS does not seem to be a variety of the P600, because the CPS is elicited in correct and unambiguous sentences. However, it is possible that the CPS and the P600 share common sub-processes (Steinhauer and Friederici 2001) . It has even been suggested by Hwang and Steinhauer (forthcoming) , on the basis of a reading study, that the P600 can in some cases be regarded as an indication of prosodic revision, possibly reflecting a delayed CPS. Third, Steinhauer et al. (1999) showed that the CPS is not just a response to the pause in the speech signal. When they removed the pause, while keeping the other features of the PB (prefinal lengthening and boundary tone) intact, they still observed a CPS.
These findings support that the CPS is a response to the PB as a whole. However, it remains unclear which aspects of the PB are necessary for the elicitation of a CPS. Since the pause is apparently not necessary, the prefinal lengthening and ⁄ or boundary tone remain viable candidates for bringing about the CPS. The negativity preceding the CPS found in some studies is probably also elicited by these features, since it precedes pause onset (see also Pauker et al. forthcoming) . Further research is needed to investigate the relative contributions of lengthening and boundary tone to the CPS and the preceding negativity.
Event-related brain potentials are generally computed by taking the average of several epochs of the electroencephalogram (EEG) time-locked to the onset of the event of interest. However, in the case of the CPS, it is not yet clear which elements of the PB elicit the CPS and thus it is not easy to determine an adequate time-locking point for the CPS. Steinhauer et al. (1999) circumvented this problem by time-locking the ERPs to the onset of the sentence. The (approximate) timing of the CPS was then determined relative to the average onset of the pause across all the experimental sentences used in the experiment. However, a disadvantage of this method is the considerable variation between experimental items in the onset of the pause (Steinhauer 2003:151) . To counter this problem, Kerkhofs et al. (2007) time-locked the ERPs to the onset of the pause (see Figure 1 ). However, since the CPS is not (only) elicited by the pause (Steinhauer et al. 1999) , lengthening and boundary tone should be taken into account as well, but they appear before pause onset. Bögels et al. (2010) investigated this methodological problem in detail by comparing different time-locking points (see Bögels et al.: Appendix A) . In addition to the two methods described above, they tried to establish the onset of the PB by acoustic analyses. These analyses revealed that the boundary tone started on the last word before the pause, and that prefinal lengthening was clearly present only from the onset of the last stressed syllable before the pause. Bögels et al. thus considered the onset of the last stressed syllable as 'onset of the PB', and as the theoretically most appropriate time-locking point. Furthermore, they obtained a CPS for all three time-locking points, which shows the robustness of this ERP component. However, the CPS was less pronounced for sentence onset, probably due to greater variability in the onset of the PB. Moreover, sentence onset as time-locking point required a longer epoch to be extracted from the EEG. Therefore, more experimental trials had to be removed because they contained artefacts (like eye-blinks), leading to a loss of data. The CPS time-locked to the last stressed syllable before the pause seems to have a less broad and more focal shape with a sharper peak than the CPS obtained with the other two time-locking points, suggesting less jitter in the onset of the CPS in the former case. This would imply an important role for prefinal lengthening and boundary tone in the elicitation of the CPS (K. Steinhauer, personal communication) . Thus, although the CPS is a robust phenomenon and observed across different time-locking points, one has to be aware of the relative (dis)advantages of the different methods.
Several follow-up studies on the CPS have extended the scope of this ERP component. First, Pannekamp et al. (2005) found that no linguistic content is needed to elicit a CPS, as a CPS in response to a PB also occurs in jabberwocky sentences (with pseudo contentwords, preserving syntax), pseudo sentences (exclusively pseudo words and no semantics or syntax) and even in hummed 'sentences' without any phonological-segmental content (see also, e.g. Steinhauer and Friederici 2001) . The CPS has a more anterior and right distribution for sentences with less linguistic content. Second, a CPS-like effect was also elicited by breaks that indicate phrasing in music (Knösche et al. 2005; Nan et al. 2006 Nan et al. , 2009 Neuhaus et al. 2006) . However, this 'music CPS' occurs later than the linguistic CPS. Specifically, it appears to be time-locked to the offset of the pause (coinciding with the onset of the next element). The music CPS might have a delayed latency because the perception of a boundary in music requires more contextual information (Pauker et al. forthcoming) . Third, a (small) CPS has also been found in response to a comma in written sentences in German and Chinese (Liu et al. 2010; Steinhauer and Friederici 2001) , suggesting that commas can have the same function in reading as PBs in listening. In Korean, a CPS has been found in the absence of a comma, after reading a long constituent (Hwang and Steinhauer forthcoming) . The visual CPS can be interpreted as some kind of visual phrasing or as reflecting subvocal prosodic phrasing, which readers apply to written sentences (Steinhauer 2003; Steinhauer and Friederici 2001) . This 'visual' CPS was only elicited for participants with strict punctuation habits. Kerkhofs et al. (2008) did not replicate the CPS in response to a comma in Dutch, possibly because Dutch has less strict comma rules than German. Fourth, there has been some debate about the age at which the CPS can be observed in children. Pannekamp et al. (2006) reported a CPS for 8-month-old infants. In contrast, for 5-month-olds, Männel and Friederici (2009) found only obligatory components (cf. N1-P2 components), signalling lower-level perceptual processing of acoustic cues. These components disappeared when the pause was removed from the speech signal, also casting some doubt on the Pannekamp et al. (2006) study. Recent studies from the same laboratory found a CPS in children only from about 3 years old (Männel and Friederici forthcoming) , suggesting that syntactic knowledge seems to affect the development of prosodic phrasing. Fifth, despite reported reduced speech processing abilities in elderly listeners, in older adults (65-80 years of age) a normal CPS is elicited (Steinhauer et al. 2010) . Sixth, in question-answer pairs, a CPS appears also to be elicited by new information (Hruska and Alter 2004; Toepel et al. 2007 ). These authors argue that those elements that are important for structuring the utterance are the elicitors for the CPS.
Taken together, the available evidence strongly suggests that the CPS reflects some kind of structuring or phrasing of the input. Whether this structuring is specific to the auditory modality or whether it is modality independent needs further investigation. However, it is clear that the CPS is not just a response to low level (acoustic-phonetic) cues of PBs. Rather, the CPS reflects phrasing based on (the integration of) several cues, which might be different for different domains such as music and language.
A related point concerns the factors determining the size of the CPS. Steinhauer (2003) argues that the CPS amplitude depends on the amount of activation of phonological representations in the brain. He reports a smaller CPS for covert prosodic phrasing, either in reading a comma, or in applying a de-lexicalized intonation contour to a written sentence (see also Hwang and Steinhauer forthcoming). Kerkhofs et al. (2008) propose that the size of the CPS depends on the salience of prosodic boundary markers. A comma might be less salient than a PB in a language with lax comma rules (like Dutch), leading to reduction or the absence of a CPS in response to a comma. Also, a larger CPS is elicited by a less expected PB, which is therefore more salient (Kerkhofs et al. 2007 ; see below).
ROLE OF THE PB IN SENTENCE PROCESSING
As described above, Steinhauer et al. (1999) showed an effect of a PB at the disambiguating verb of their experimental sentences (see (4) to (6) above). A disambiguating intransitive verb that did not fit the presence of a PB in the sentence (arbeiten in (6)) led to a biphasic N400 ⁄ P600 pattern relative to a transitive verb that fitted the presence of a PB (entlasten in (5)). These authors assumed that there is a general parsing preference for an intransitive verb (as in 4) in these sentences. This is precisely the opposite of what the PB suggests, since the PB signals that the NP after the PB (i.e. Anna) cannot be the indirect object of the verb preceding the PB (to promise). However, these authors did not include a fourth condition that would complete the design, namely (5) without a PB. Bögels et al. (2010) addressed this shortcoming by using Dutch sentences with the same syntactic structure in a full two-by-two design, i.e. sentences with a transitive and an intransitive second verb, both in versions with and without a PB after the first verb.
Moreover, they observed that in the sentences used by Steinhauer et al. (1999) as well as in their own sentences two different types of sentences have to be distinguished, so-called subject-control and so-called object-control sentences (due to space limitations, we refer the reader to the Introduction of Bögels et al. 2010 for examples and an explanation of these two types of sentences). When they compared sentences such as (5) and (6) (see sound files S4 and S5), they replicated the N400 effect (but not the P600 effect) in response to intransitive disambiguating verbs, as in (6), as compared to transitive verbs, as in (5) for both types of sentences. For sentences without a PB (see sound files S6 and S7), the results differed depending on the type of sentence. For object-control sentences, no difference was found between the disambiguating verbs, suggesting no specific parsing preference. However, for subject-control items an N400 effect for intransitive verbs was found, suggesting a preference for a transitive disambiguating verb, as in sentences with a PB.
In conclusion, different constellations of the relation between parsing preferences and PBs have been observed in these studies. First, if -in the absence of relevant prosodic cues -no specific parsing preference exists for a given type of locally ambiguous sentences, the presence of a PB can induce a parsing preference (e.g. the object-control sentences in Bögels et al. 2010) . Second, if a specific parsing preference in absence of relevant prosodic cues exists, and if the PB goes against this preference, the PB can 'reverse' it (e.g. the original interpretation that Steinhauer et al. 1999 gave for their results). Finally, if the disambiguation signalled by the PB goes in the same direction as the general prosody-independent parsing preference, no specific effects are obtained (see the subject-control items in Bögels et al.) . Kerkhofs et al. (2008) used a different type of Dutch sentences to study the role of PBs in sentence processing, see the English translations in (7a) and (7b). (7) The sheriff protected the farmer (#) and the farm hand… a. …in front of the shed. b.
…defended the ranch.
In (7a), the NP the farmer is coordinated with the NP the farm hand by and (NP-coordination), and together they are direct object of protected. In contrast, in (7b) the NP the farmer is the beginning of a new sentence, which is coordinated with the first sentence by and (sentence-coordination). It was already known from a reading-study by Hoeks et al. (2002) that readers prefer a sentence beginning as in (7) to continue as an NP-coordination (7a). Kerkhofs et al. hypothesized that, for spoken sentences, a PB after the farmer should reverse this preference to a preference for a sentence-coordination, as in (7b). They presented participants with spoken sentences like (7b), with a PB (see sound file S8) or without a PB (see sound file S9) after the farmer. The disambiguating verb (defended) for sentences without a PB as compared to sentences with a PB elicited typical reflections of processing difficulty: a P600 or a left-anterior negativity (LAN: an ERP component elicited for example by word category violations; Friederici 1995). Apparently, the PB changed the parsing preference from a preference for an NP-coordination to a preference for a sentence-coordination. Wolff et al. (2008) investigated the role of PBs in Japanese sentences. Japanese has a relatively free word order and uses case marking to identify for example subjects and objects. A PB after the first NP of a sentence indicates word order scrambling, deviating from the canonical subject-object-verb order. Wolff et al. compared sentences starting with either a (case-marked) object NP or a (case-marked) subject NP, followed by a PB or not. First, they found that sentences with a PB elicited a standard CPS as compared to sentences without a PB. Furthermore, the initial object NP (as compared to the initial subject NP) elicited a negativity in the ERPs indicating word order scrambling, but only when the initial NP was followed by a PB. In contrast, in the absence of a PB, no negativity occurred. The authors took this as indicating that listeners expected a simpler structure with only an object (which is acceptable in Japanese because the subject can be dropped). Pauker et al. (forthcoming) tested the role of PBs in English locally ambiguous sentences, such as (8) and (9). (8) When a bear is approaching the people # the dogs come running.
(9) When a bear is approaching # the people come running.
Without PBs, so-called early closure sentences like (9) are more difficult to understand than so-called late closure sentences like (8) (Frazier and Rayner 1982) . In (8) and (9), the position of the PBs is in line with the eventual disambiguation of the sentences (see sound files S10 and S11). In addition, there were two mismatching conditions: for (8), this condition had an additional (superfluous) PB after approaching (see sound file S12), and for (9), this condition had no PB at all, i.e. a condition with a missing PB (see sound file S13). For sentences with a superfluous PB, a biphasic N400 ⁄ P600 pattern was found at the second PB, while sentences with a missing PB only gave rise to a small P600 at the disambiguation (come). The authors concluded that a superfluous PB is more difficult to process than a missing PB (see below). For the same type of sentences, Itzhak et al. (2010) showed that a correctly placed PB as in (9) can override both the general parsing preference and verb biases towards a late-closure interpretation. In summary, the above studies in German, Dutch, English and Japanese show that a PB can affect the processing of sentences. However, the ERP effects found in these studies differ in nature and strength. One factor that may explain these differences is the nature of the disambiguation. For example, a violation of argument structure (encountering an intransitive instead of a transitive verb; Bögels et al. 2010; Steinhauer et al. 1999 ) typically leads to N400 effects or a biphasic N400 ⁄ P600 pattern (e.g. Frisch et al. 2004 ). In contrast, word category violations (encountering a verb instead of a noun; Kerkhofs et al. 2007 Kerkhofs et al. , 2008 Pauker et al. forthcoming) are more likely to elicit a LAN or P600.
A second important factor might be the task. It is known that, for example, P600 effects can be influenced by task demands (e.g. Kolk et al. 2003; and see Isel et al. 2005; Astésano et al. 2004 for task effects related to prosody). Various tasks were used in the above studies, such as judging the appropriateness of the sentence prosody (e.g. Pauker et al. forthcoming) , answering comprehension questions (e.g. Steinhauer et al. 1999) , an occasional sentence recognition task (e.g. Bögels et al. 2010) , or just passively listening to the sentences (e.g. Kerkhofs et al. 2008) . Probably, listeners pay more attention to the (relation between) prosody and syntax of the sentences when the appropriateness of the sentence prosody has to be judged or when comprehension questions about syntactic relations have to be answered. Therefore, researchers have to be careful when choosing a task. In order to generalize to natural situations outside the laboratory, the task should match the listener's goals in daily life. These goals will usually not involve tasks like rating the (prosodic) naturalness of utterances.
In addition to task effects, all aspects of the stimuli that focus the listener's attention on the prosody of the sentences might artificially raise the chances of finding an effect of PBs. These aspects presumably include the proportion of sentences with a prosodic unnaturalness or with prosody-syntax mismatches in the experiment, the presence of prosodic manipulations in the filler sentences (see e.g. Bögels et al. forthcoming) , and repetition of the same sentences with different prosody within the same participant. Finally, the exact acoustic realization of the PB and of other parts of the sentence might also affect the kinds of ERP effects that are found (see below).
Future Directions, Challenges, and Open Questions
As was noted by Pannekamp et al. (2005:407) , the CPS 'has made it possible to examine at least prosodic processing at sentence level on-line and without the need of structural violations in the experimental design'. However, as can be seen from the preceding sections, most studies have focused either on the CPS as a reflection of processing of the PB itself or on the processing consequences of the PB at some later point in the sentence.
To date, only a few studies deviate from this general picture. Kerkhofs et al. (2007) used the CPS as a dependent measure to investigate whether syntactic and prosodic information are matched with each other right at the position of the PB. They used the same sentences as Kerkhofs et al. (2008) , see (7a) and (7b) above. In addition, they induced the expectation of a syntactic break at the position of the PB (after farmer) by means of a discourse context preceding the critical sentence (see Hoeks et al. 2002;  for the construction of the contexts and the calibration of the effectiveness of these contexts). Then, the exact same sentences (like 7b), with a PB, were placed either in a neutral context (leading to the default preference for an NP-coordination) or in a context biasing towards a preference for a sentence-coordination, and thus towards the expectation of a PB after the farmer. The PB elicited a larger CPS when the PB was unexpected (i.e. in the neutral context; see Figure 2 , panel A) as compared to when the acoustically identical PB was expected (i.e. in the sentence-coordination biasing context; see Figure 2 , panel B). For a direct comparison of the CPS in the two contexts, see Figure 2 , panel C. Similarly, a CPS has been found when a PB was strongly expected due to parsing preferences and verb biases, even though no PB was present in the actual acoustic signal ). This result indicates that strong cues other than the PB can also lead to (prosodic) phrasing.
The studies discussed in the preceding sections either investigated the processing of the PB itself (via the CPS) or the processing consequences of the PB at some later point in the sentence (using ERP components like the N400, LAN and P600). In contrast, the studies by Kerkhofs et al. and Itzhak et al. demonstrate that the CPS can also Kerkhofs et al. (2007) . Grand averages for the central midline electrode (Cz) time-locked to pause onset. Panel A shows a standard CPS for sentences preceded by a neutral context. Panel B shows a standard CPS for sentences preceded by a biasing context (eliciting an expectation for a syntactic break at the prosodic break (PB)). Panel C shows the CPS modulation as a result of context. The CPS is smaller for the biasing context (syntactic break expected) than for the neutral context (no syntactic break expected).
provide insights into the processing consequences for sentence understanding right at the PB. This requires varying expectations for the upcoming syntactic structure of a sentence before the PB is processed. This in turn allows investigating whether prosodic information (like PBs) and syntactic processing interact immediately when the prosodic information becomes available. This approach opens interesting directions for future research.
In the literature on prosodic phrasing, PBs are by far the most studied prosodic device. However, other prosodic devices might also play a role in this process. A recent study by Bögels et al. forthcoming investigated the combined role of PBs and pitch accents in prosodic phrasing. Pitch accents are often related to information structure, as they indicate new, focused information (see Bögels et al. 2011; Heim and Alter 2006, 2007; Hruska and Alter 2004; Johnson et al. 2003; Magne et al. 2005; Toepel et al. 2007 for ERP studies on the role of pitch accents). However, a pitch accent on a given word can sometimes provide focus to more than this one word (Gussenhoven 1999) , thereby grouping several words together and creating a kind of prosodic phrasing. Bögels et al. forthcoming showed that in sentences like (4) and (5) above, the combination of a PB and a pitch accent on the noun following the PB can create a strong tendency to group the noun and the following verb together. When this grouping turned out to be syntactically and semantically impossible, this led to a strong violation, reflected in an N400 ⁄ P600 pattern. By contrast, when the grouping was semantically plausible, this led to a disappearance of processing difficulty (absence of ERP effects). This study reveals that pitch accents can also play a role in prosodic phrasing. Future research will have to clarify the relative strength of accentuation and PBs as cues to prosodic phrasing. In any case, researchers should take into account that other aspects of prosody, next to PBs, can also play a role in prosodic phrasing.
With regard to models of language processing, the role of prosody has not received much attention yet, despite the available evidence that prosodic information can play an important role in sentence processing. Bornkessel and Schlesewsky (2006) assign the role of prosodic phrasing by PBs to the first stage of their model, where prosody is assumed to affect syntactic template selection. Friederici (2002) , although incorporating a prosodysyntax interaction in her model, does not specify the precise temporal structure of this interaction. Eventually, models of language processing will have to specify the precise role of prosodic information in sentence processing. Studies like Kerkhofs et al. (2007) suggest that at least some parts of prosody can be used on-line, immediately when they come available. However, before prosody can be fully integrated in the above models, some important topics still have to be addressed.
As Cutler et al. (1997:169) noted in their review, prosodic cues related to phrasing can either signal syntactic breaks by a PB or they can signal syntactic cohesion by the absence of a PB. Most studies described above have focused on the first aspect. In contrast, the absence of a PB has often been confounded with the general parsing preference of a sentence; both pointed to the same disambiguation. Therefore, it remained impossible to determine whether a certain effect was due to the absence of a PB or due to a general prosody-independent parsing preference (e.g. Kerkhofs et al. 2008; Pauker et al. forthcoming) . However, the absence of a PB can not only be a cue for syntactic coherence. Rather, it could also be the case that a PB at this position would make perfect sense, but that it is simply not realized by the speaker. In this context, Pauker et al.'s boundary deletion hypothesis (BDH) is relevant, stating that the mental deletion of a superfluous PB is more costly than the insertion of a missing PB (even if this goes against general parsing preferences). One reason for this might be that the closure of an intonational phrase goes together with integration processes, which are hard to change later on. The BDH appears to be supported by Pauker et al. forthcoming and Bögels et al. (2010) (see above) . On the other hand, it would be surprising if it were indeed very hard to (in retrospect) ignore any PB. PBs do not have a one-to-one correspondence to syntactic breaks but might also be inserted for non-syntactic reasons. For example, irrespective of the syntactic analysis, a PB is more likely to occur before or after a very long constituent (Frazier et al. 2006 ). Alternatively, a PB could just be a reflection of a hesitation or word-finding problem. It would be useful for listeners if they were able to exclude such PBs as being cues to syntactic boundaries. It is also interesting to note that the relation between superfluous and missing PBs proposed by Pauker et al. is the opposite of what has been suggested for other prosodic devices like contrastive pitch accents. For pitch accents, more processing difficulty has been found for missing accents than for superfluous accents (e.g. Bögels et al. 2011; Hruska et al. 2001; Hruska and Alter 2004; Toepel et al. 2007 ; but see Magne et al. 2005) , while the BDH predicts the opposite pattern for PBs. Future research has to clarify the relative role of the presence versus absence of a PB, and how to disentangle prosodic effects from general parsing preferences.
The discussion about the role of PBs in language comprehension obviously also leads to the question about its role in language production. Frazier et al. (2006) have postulated the rational speaker hypothesis: a speaker uses prosody in a rational manner and a listener assumes that this is the case. Some version of this hypothesis is an (implicit or explicit) assumption behind most of the studies on PBs; it only makes sense for listeners to use prosodic information like PBs to structure sentences if speakers (rationally) exploit PBs to signal such a structure. However, this assumption leads to several predictions that still have to be tested. First, listeners should take into account individual differences between speakers. That is, a listener should rely more on PBs as a cue to syntactic structure when the respective speaker marks syntactic breaks consistently by PBs, and he should do less so for a speaker who is more 'sloppy' in this respect. Second, listeners should interpret a PB relative to the other boundaries in a sentence. According to Carlson et al. (2001) , offline interpretations are affected not merely by the presence of a PB at a syntactic break, but rather by whether this PB is the largest in the sentence. ERP studies can reveal whether the relativity of PBs is also important in on-line processing. Third, listeners should take into account that PBs can also be inserted for non-syntactic reasons, as described above; a 'rational listener' should be less likely to interpret a PB as a syntactic break when it follows a very long constituent, or when it signals a disfluency in the utterance of the speaker. ERPs are an excellent tool to track whether the above predictions hold for on-line sentence processing.
Finally, an important question is whether speakers are indeed 'rational' in everyday conversation. To our knowledge, all studies cited above used recorded speech from speakers, who were explicitly instructed to insert PBs at the 'appropriate' places indicated by the experimenters. There is considerable debate about whether naive speakers spontaneously produce the 'appropriate' prosodic patterns. Some researchers found it very hard to elicit those patterns in locally ambiguous sentences when speakers were not aware of the ambiguity (Allbritton et al. 1996; Snedeker and Trueswell 2003) , whereas others found that speakers in an interactive context reliably produce prosodic cues, both in ambiguous and unambiguous sentences (Kraljic and Brennan 2005; Schafer et al. 2000) . It is crucial, both for language production and comprehension research, to investigate under which circumstances speakers use PBs consistently to indicate syntactic breaks and how much variability exists between them.
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Sound file S1. German example sentence from Steinhauer et al. (1999) without (early) PB and with an intransitive disambiguating verb. Peter verspricht Anna zu arbeiten # und das Büro zu putzen. 'Peter promises Anna to work # and the desk to clean.' (literal translation) 'Peter promises Anna to work # and to clean the desk.' (paraphrase) Sound file S2. German example sentence from Steinhauer et al. (1999) with PB and with a transitive disambiguating verb. Peter verspricht # Anna zu entlasten # und das Büro zu putzen. 'Peter promises # Anna to support # and the desk to clean.' (literal translation) 'Peter promises # to support Anna # and to clean the desk.' (paraphrase) Sound file S3. German example sentence from Steinhauer et al. (1999) with PB and with an intransitive disambiguating verb (condition with a mismatch between prosody and disambiguation). Peter verspricht # Anna zu arbeiten # und das Büro zu putzen. 'Peter promises # Anna to work # and the desk to clean.' (literal translation) 'Peter promises # Anna to work # and to clean the desk.' (paraphrase) Sound file S4. Dutch example sentence from Bögels et al. (2010) with PB and with a transitive disambiguating verb. (condition with a mismatch between prosody and disambiguation). De leerling bekende # de leraar te hebben gespiekt # tijdens het eerste uur. 'The pupil confessed # the teacher to have cheated # during the first hour.' (literal translation) 'The pupil confessed # to the teacher to have cheated # during the first hour.' (paraphrase) Sound file S5. Dutch example sentence from Bögels et al. (2010) with PB and with an intransitive disambiguating verb. De leerling bekende # de leraar te hebben opgesloten # tijdens het eerste uur. 'The pupil confessed # the teacher to have locked up # during the first hour.' (literal translation) 'The pupil confessed # to have locked up the teacher # during the first hour.' (paraphrase) Sound file S6. Dutch example sentence from Bögels et al. (2010) without (early) PB and with an intransitive disambiguating verb. De leerling bekende de leraar te hebben gespiekt # tijdens het eerste uur. 'The pupil confessed the teacher to have cheated # during the first hour.' (literal translation) 'The pupil confessed to the teacher to have cheated # during the first hour.' (paraphrase) Sound file S7. Dutch example sentence from Bögels et al. (2010) without (early) PB and with a transitive disambiguating verb. De leerling bekende de leraar te hebben opgesloten # tijdens het eerste uur. 'The pupil confessed the teacher to have locked up # during the first hour.' (literal translation) 'The pupil confessed to have locked up the teacher # during the first hour. ' (paraphrase) was an associate professor. After that, she was a senior researcher at the Max Planck Institute for Psycholinguistics in Nijmegen and, at the same time, a professor at the Centre for Language Studies at the Radboud University Nijmegen. Currently, she is an affiliate researcher at the Max Planck Institute. She investigates discourse comprehension, in particular inference processes and the interface between semantics, pragmatics, syntax and prosody, using behavioural, eye movement and electrophysiological methods. The central question she addresses is how different kinds of linguistic information and world knowledge contribute in real time to the understanding of language. Dorothee J. Chwilla is a cognitive neuroscientist in the field of language at the Donders Centre for Cognition at the Radboud University Nijmegen. She investigates semantic, syntactic and prosodic processes in language comprehension across contexts (single words, sentences and discourse). Recent research areas are the processing of semantics in a second language, the interaction of language and attention, and the interaction of language and emotion.
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