Abstract-Interference alignment (IA) has attracted great attention in the last few years for its breakthrough performance in interference networks. However, despite the numerous works dedicated to IA, the feasibility conditions of IA remains unclear for most network topologies. The IA feasibility analysis is challenging as the IA constraints are sets of high-degree polynomials, for which no systematic tool to analyze the solvability conditions exists. In this work, by developing a new mathematical framework that maps the solvability of sets of polynomial equations to the linear independence of their first-order terms, we propose a sufficient condition that applies to MIMO interference networks with general configurations. We have further proved that this sufficient condition matches with the necessary conditions under a wide range of configurations. These results further consolidate the theoretical basis of IA.
I. INTRODUCTION
Interference has been a fundamental performance bottleneck in wireless communication. Conventional schemes either treat interference as noise or use channel orthogonalization to avoid interference. However, these schemes are non-capacity achieving in general. Interference alignment (IA), first proposed in [1] , significantly improves the performance of interference networks by aligning the aggregated interference from multiple sources into a lower dimensional subspace. For instance, in a system with K transmitter-receiver (Tx-Rx) pairs and N antennas at each node, the IA achieves a total throughput which scales as O KN 2 log(SNR) [2] . This scaling law is optimal and well dominates that of conventional orthogonalization schemes, i.e. O (N log(SNR)). The IA solution in [2] is also applied to other topologies such as the MIMO-X channels [3] and MIMO relay channels [4] and achieves the optimal throughput scaling law. As such, there is a surge in the research interests of IA.
To achieve the optimal scaling law of throughput, the IA solution in [2] requires O((KN ) are proposed in [5] - [9] for practical MIMO systems. In the IA designs proposed in [5] - [7] , closed-form solutions are obtained for few specific and simple configurations. For instance, in [5] , all Rx have 2 antennas. In [6] , all nodes have (K + 1) antennas. And in [7] , there are only 2 Rxs in the network. Moreover, in all the works mentioned above, each Tx only has one independent data stream. Iterative IA solutions based on alternating optimization are proposed for MIMO interference networks with general configurations in [8] , [9] . However, these approaches may not converge to the global optimal solution.
When the signal space dimension is limited, the IA is not always feasible. Therefore, the characterization of the feasibility conditions under limited signal space dimension is the primary issue to address. In general, the feasibility of the IA problem is associated with the solvability of a set of polynomial equations, which is the focus of algebraic geometry [10] , [11] . There are very few works that studied the feasibility condition of IA problems using algebraic geometry [12] - [15] . In [12] , the authors studied the feasibility condition of IA problem in single stream MIMO interference networks using Bernstein's Theorem in algebraic geometry [11, Thm. 5.4, Ch. 7] . This work has been extended to the multiple stream case by two parallel works [13] , and [14, 15] , respectively. The first approach in [13] established some necessary conditions for the IA feasibility condition for general network topology by analyzing the dimension of the algebraic varieties [10] . The authors further showed that these conditions are also sufficient when the number of antennas and data streams at every node are identical. The second approach in [14] , [15] established a similar necessary conditions for the IA feasibility problem based on algebraic independence between the IA constraints. The authors further proved that these conditions are also sufficient when the number of data stream at every node is the same and the number of antennas at every node is divisible by the number of data streams. In summary, the aforementioned works have proposed some necessary conditions for MIMO interference networks with general configuration, but the proposed sufficient conditions are limited to specific configurations.
In this paper, we develop new tools in algebraic geometry which allows us to address the IA feasibility issue in the general configuration. The newly developed tool maps the solvability of a set of general polynomial equations to the linear independence of their first order terms. Based on this new tool, we can extend our understanding on the IA feasibility conditions in the following aspects: 
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a MIMO interference network consisting of K TxRx pairs, with Tx k sending d k independent data streams to Rx k. Tx k is equipped with M k antennas and Rx k has N k antennas. The received signal y k ∈ C d k at Rx k is given by:
where H kj ∈ C N k ×Mj is the channel state matrix from Tx j to Rx k, whose entries are independent random variables drawn from continuous distributions. x k ∈ C d k is the encoded information symbol for Rx k, U k ∈ C N k ×d k is the decorrelator of Rx k, and V j ∈ C Mj ×dj is the transmit precoding matrix at Tx j. z ∈ C N k ×1 is the white Gaussian noise with zero mean and unit variance.
Following the previous works on IA for K-pairs MIMO interference networks [12] - [15] , [18] , in this work, we focus on the feasibility issue of the following problem:
Problem 1 (IA on MIMO Interference Networks): For a MIMO interference network with configuration
.., K} that satisfy the following constraints:
III. FEASIBILITY CONDITIONS In this section, we will first list the main results and pair them with the contributions. Then we prove these results in the second subsection. Readers can refer to [19] for a summary of the main theoretical approaches prior to this work, and a brief introduction to the concept of algebraic independence.
A. Main Results 1) Theorems Applicable to General Configurations: The following two theorems summarize the main result on the necessary side and the sufficient side, respectively. Theorem 3.1 (Necessary Conditions of IA Feasibility): If Problem 1 has solution, then the network configuration χ must satisfy the following inequalities:
which is one of the necessary inequalities given in the prior works [13] - [15] . Note that the necessary conditions given in Thm. 3.1 are strictly tighter than those given in [13] - [15] . The submatrices Fig. 1 are defined by: where h kj (p, q) denotes the element in the p-th row and q-th column of H kj , k = j, k, j ∈ {1, ..., K}. Following Cor. 3.1, we define the notation of "IA feasible network", if Problem 1 has solution almost surely in this network.
Remark 3.4 (Numerical and Analytical Contributions): Cor. 3.1 highlights the fact that the network configuration χ, rather than the specific channel state {H kj } dominates the IA feasibility. This phenomenon is useful in both numerical test and theoretical analysis: In practice, to test the IA feasibility of a specific network, we only need to randomly generate one channel state and check if H all is full rank. Similarly, to prove that a certain category of network is IA feasible, we can try to construct some specific channel state that makes H all full row rank for all the networks in this category. In fact, we will exploit this property in the proof of Cor. 3.3. 
2) Corollaries Applicable to Special Configurations: In the following analysis, we show that the necessary conditions in Thm. 3.1 and the sufficient condition in Thm. 3.2 match in some network configurations. The conditions align in wider range of configurations than the existing results in [12] - [15] .
..,K}, and min{M, N } ≥ 2d, Problem 1 has solution almost surely if and only if inequality (10) is true, where
Remark 3.5 (Backward Compatible to [13] ): If we further assume that M = N and K ≥ 3, the feasibility conditions in Cor. 3.3 is reduced to 2N − (K + 1)d ≥ 0, which is consistent with the IA feasibility conditions given in [13] . (11) is satisfied, where 
where gi consist of terms with degree no less than 2.
A new systematic tool that connects linear independece to the solvability of polynomial equation sets.
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Lem 3.1: Linear Independence Leads to Algebraic Independence Fig. 2 . Illustration of the new systematic tool that links linear independence to the solvability of polynomial equation sets.
Remark 3.6 (Backward Compatible to [12] , [14] , and [15] ): If we further assume that d = 1, then d|M k , d|N k for all k ∈ {1, ..., K}. In this case, Cor. 3.4 corresponds to that in [12] . Similarly, if we require both N k and M k are divisible by d, Cor. 3.4 is reduced to the feasibility conditions given by [14] , [15] .
B. Proof of the Feasibility Conditions 1) Proof of Theorem 3.1:
Note that the necessity of (4) and (6) is proved in [13] - [15] . We need to prove the necessity of (5).
Suppose Problem 1 is feasible. Without loss of generality, assume for a certain set J † sub ⊆ J ,
Then for J † sub , (5) can be rewritten as:
We will prove that if Problem 1 has a solution, (13) must be true. Denote T as the set of the indices which appears in J † sub as Tx index but not Rx index, i.e. T {j 1 , ..., j m } = {j : ∃k s.t. (k, j) ∈ J † sub and (j, k) ∈ J † sub }, and denote R as the set of indices which appears in J † sub as Rx index, i.e. R {k 1 , ...,
as one of the solution. Construct three matrices:
Then from (2) and (3), we have that:
From (12),
sub , the number of rows is no more than the number of columns. Further note that the elements of H J † sub are independent random variables, we have that
From (17), (13) is true. This completes the proof.
2) Proof of Theorem 3.2:
The IA feasibility issue is challenging as there is no systematic tool to address the solvability issue of high-degree polynomial equation sets. In the following analysis, we first elaborate three lemmas. As illustrated in Fig. 2 , these lemmas construct a new systematic tool that links linear independence to the solvability of polynomial equation sets. The newly developed tool is not only the key steps to handle the IA feasibility issue in this work, but also a good candidate of handling the solvability issue of sets of polynomial equations in general.
Lemma 3.1: (Linear Independence Leads to Algebraic Independence) Suppose K is an algebraically closed field. Consider L polynomials f i ∈ K[x 1 , x 2 , ...x S ], i ∈ {1, ..., L} which are given by: f i = S j=1 h ij x j + g i , where g i are polynomials consisting of terms with degree no less than 2. If the coefficient vectors h i = [h i1 , h i2 , ..., h iS ] are linearly independent, then polynomials {f i } are algebraically independent.
Proof: Please refer to Appendix-A for the proof.
Lemma 3.2: (Algebraic Independence is Invariant up to a Random Constant) Suppose K is an algebraically closed field. Polynomials f i ∈ K[x 1 , x 2 , ...x S ], i ∈ {1, ..., L} are algebraically independent, and c i are independent random variables drawn from continuous distribution in K. Then g i = c i + f i are algebraically independent almost surely.
Proof: Please refer to Appendix-B for the proof. Lemma 3.3: (Algebraic Independence Leads to Non-empty Vanishing Set) Suppose K is an algebraically closed field. If polynomials f i ∈ K[x 1 , ..., x S ], i ∈ {1, ..., L} are algebraically independent, then the vanishing set of these polynomials, i.e. V(f 1 , ..., f L ) = {(x 1 , ..., x S ) : f i = 0, i ∈ {1, ..., L}} is non-empty.
Proof: Pleaser refer to Appendix-C for the proof. In the following analysis, we prove Thm. 3.2 by applying the new tool developed above. First we transfer the IA problem (Problem 1) into another equivalent form.
Lemma 3.4 (Problem Transformation): Problem 1 is equivalent to Problem 2 (defined below) almost surely.
Problem 2 (Transformed IA Processing):
Proof: Please refer to Appendix-D for the proof. In Problem 2, to ensure that rank(
as follows:
Then (3) is transformed into the following form:
where h kj (p, q),ũ k (p, q), andṽ j (p, q) are the elements in the p-th row and q-th column of H kj ,Ũ k andṼ j , respectively, (1,1) ,ṽ 1 (2,1) , ...,ṽ 1 (M 1 −d 1 ,1) ,ṽ 1 (1,2) , ...,
1 Here k, j, p, and q represent the index of Rx, Tx, data stream at Rx side, and data stream at Tx side, respectively. We intensively use this subscript sequence in this paper, e.g. h kjpq , c t kjpq , and c r kjpq .
and {h kjpq } is the r-th row of H all defined in Fig. 1 , where r(k, j, p, q) is given by:
Substituting (19) to Lem. 3.1-3.3, we can prove that Problem 1 has solution almost surely if H all defined in Fig. 1 is full row rank.
3) Proof of Corollary 3.1: Note that H all ∈ C C×V , where
To prove Prop. 3.1, we first have the following lemma: Lemma 3.5: Suppose x 1 , ..., x S ∈ C are independent random variables drawn from continuous distribution, f is a nonconstant polynomial ∈ C[x 1 , ..., x S ]. Then f (x 1 , ..., x S ) = 0 almost surely, i.e. the polynomial evaluated at (x 1 , ..., x S ) is non zero with probability 1.
Proof: When k = 1, from the Fundamental Theorem of Algebra [17], f (x 1 ) = 0 only has finite number of solutions. On the other hand, x 1 is drawn from continuous distribution. Hence f (x 1 ) = 0 almost surely.
For k ≥ 2, the lemma can be proved by using mathematical induction w.r.t. k. We omit the details for conciseness.
From the Leibniz formula [20, 6.1.1], the determinant of a C × C sub-matrix of H all can be written as a polynomial f ∈ C(h kj (p, q)) with no constant term, where k = j ∈ {1, ..., K}, p ∈ {1, ..., N k }, q ∈ {1, ..., M j }. Further note that the coefficients of f is determined by the configuration of the network χ. Hence, under a certain χ, f is either a zero polynomial or a non-constant polynomial. In the latter case, by applying Lem. 3.5, we have that f = 0 almost surely. This completes the proof. , HD all are independent, it is sufficient to show that H D all is full row rank. As illustrated in Fig. 3 , by combining {H 
evenly partition into c 2 blocks
z }| { === The "only if" side can be easily derived from (6) . We adopt the following procedures to prove the "if" side: A. Construct one special category of channel state {H kj }. B. Show that H all is full rank almost surely under the special category of channel state. C. From Cor. 3.1, if Procedure B is completed, H all is full rank almost surely and hence we prove the corollary. Now we start the detailed proof following the outline illustrated above. We first have two lemmas. Lemma 3.6 (Sufficient Condition for Full Rankness):
, H all is full row rank almost surely if the basis vectors of all H V k , k ∈ {1, ..., K} are linearly independent.
Proof: Please refer to Appendix-E for the proof. Proof: Please refer to Appendix-F for the proof. Now we start the main procedures of the proof. We first narrow down the scope: -When K = 2, the proof is straightforward. 4 network as an example. From  Fig. 1 , matrix H all of the example network is given by the first matrix 2 in Fig. 5 .
A. Specify {H U kj } as in Fig. 6 , in which
Matrix 1 in Fig. 5 serves as an example of this specification. Both (22), (23) are cyclic symmetrical w.r.t. 
diag [3] 1000 0100 0010 diag [3] 0001 0 000 00 00 diag [3] 0000 0000 0000 diag h 13 (1);h 13 (1);h 13 (1) diag h 13 (2);h 13 (2);h 13 (2) diag h 13 (3);h 13 (3);h 13 (3)
vectors not independnet of diagonal sub-blocks vectors independent of diagonal sub-blocks the 3-th block of H 
\1" stay on a diagonal of the matrix user indices k, j, i.e. index pairs (k, j) and (mod(k + δ), mod(j + δ)) lead to the same P (k, j) and R(k, j), ∀δ ∈ Z. This property will help us to exploit the symmetry of the network configuration in the proof. B. From (9) , each H Fig. 5 has given such an example. As illustrated by matrix 2 in Fig. 5 , under the specification in Fig. 6 , we can adopt row operations to remove the "1"s that reappear in the same columns. From Lem. 3.6, it is sufficient to prove that the row vectors which are occupied by the s-th block of H V kj are linearly independent, where s, k, and j satisfy:
Also note that after the row operation, the 1
is replicated, taken a minus sign and moved to other rows. Denote these new submatrices as {H V kj }, k = mod(j −2, K)+1, j ∈ {1, ..., K}. Now we can adopt Lem. 3.7 to prove the linear independence of the row vectors specified by (24). Specifically, for every j ∈ {1, ..., K}, select the following vectors: 
Proof: Please refer to Appendix-G for the proof. Proof: Please refer to Appendix-H for the proof. Remark 3.9 (Insight of Lem. 3.8, 3.9): Prior works studying the IA feasibility problem on MIMO interference networks have shown that the properness 3 condition, i.e. (6), is the major factor that characterizes the IA feasibility conditions. However, (6) contains O(2 K 2 ) number of correlated inequalities. Such a complicated condition is hard to trace in both analysis and practice.
Lem. 3.9 enables us to significantly simplify (6) . By exploiting the idea of constraint allocation, Lem. 3.9 converts (6) 
IV. SUMMARY AND FUTURE WORK
This work further consolidates the theoretical basis of IA. We have proved a sufficient condition of IA feasibility which applies to MIMO interference networks with general configurations and discovered that IA feasibility is preserved when scaling the network. Further analysis show that the sufficient condition and the necessary conditions coincide in a wide range of network configurations and provide some simple analytical conditions. These results unify and extend the pertaining theoretical works in the literature [12] - [15] and facilitate future analysis on MIMO interference networks.
Despite the progress made in the prior works and this work, the issue of IA feasibility is yet not fully solved. In particular, there may be gaps between the necessary conditions in Thm. 3.1 and the sufficient condition in Thm. 3.2 and therefore the exact feasibility conditions of IA are still not determined in general. Merging the gap between the necessary and the sufficient side shall be the direction for future works. 
Note that all the terms in (p 1 (g 1 , . .
h ij x j , we have that:
Note that the coefficient vectors h i are linearly independent, [x 1 , ..., x S ] → [y 1 , ..., y S ] is a bijective linear map. Therefore, {y 1 , ..., y S } ∼ = {x 1 , ..., x S } = K S . Hence, from (30), we have that V(p 1 ) = {y 1 , ..., y S } ∼ = K S , which means p 1 must be a zero polynomial.
Similarly, when p 1 is a zero polynomial, by analyzing the coefficients of the second order terms, we have that V(p 2 ) ∼ = K S and therefore p 2 is also a zero polynomial. By using mathematical induction, we can show that p 1 , p 2 , ...p D are zero polynomials and hence p a zero polynomial, which is a contradiction with the assumption that f i , i ∈ {1, 2, ..., L} are algebraically dependent. This completes the proof. From Thm. 3.2, to prove the lemma, we only need to show that H all is full row rank almost surely.
As illustrated by Fig. 7 , consider the matrix H all (we have rearranged the order of the rows for clearer illustration). In this network, we have 10 polynomials in (19) and 10 variables iñ U k ,Ṽ j . Hence H all is a 10 × 10 matrix. We need to prove that H all is nonsingular, i.e. det (H all ) = 0 almost surely.
The major properties of H all that lead to its nonsingularity are labeled in Fig. 7 . We first carefully arrange the order of vectors {h kjpq }. In particular, index sequences (k, j, p, q) that satisfy c Fig. 7 , H 22 all is independent of the other three submatrices. Then from the Leibniz formula, we have that det(H all ) = 0 holds almost surely.
2) Extending to General Configurations: We will show that properties of H all illustrated by Labels A-D in Fig. 7 hold for generic configurations.
Denote {c P t j4q4 = 0 P t j2q2 = 1 P t j1q1 = 0 P t j1q1 = ¡2 P r k1p1 = ¡1 P t j2q2 = 2 P t j3q3 = 0
New root nodes P process, the pressure transfer trees are also symmetric w.r.t. to index q. Further note that d|P t jq , in Step C, the symmetric operation is always feasible. As a result, we can follow the analysis used in Appendix-H , and prove Prop-H.1 .
