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RESOLUTION OF A CONJECTURE ON MAJORITY DYNAMICS:
RAPID STABILISATION IN DENSE RANDOM GRAPHS
NIKOLAOS FOUNTOULAKIS1, MIHYUN KANG2, AND TAMA´S MAKAI3
Abstract. We study majority dynamics on the binomial random graph G(n, p) with p =
d/n and d > λn1/2, for some large λ > 0. In this process, each vertex has a state in {−1,+1}
and at each round every vertex adopts the state of the majority of its neighbours, retaining
its state in the case of a tie.
We show that with high probability the process reaches unanimity in at most four rounds.
This confirms a conjecture of Benjamini, Chan, O’ Donnel, Tamuz and Tan.
1. Introduction
Majority dynamics is a process on a graph G = (V,E) which evolves in discrete steps and
at step t ≥ 0, every vertex v ∈ V has state St(v) ∈ {−1,+1}. The state of each vertex
changes according to the majority of its neighbours in G. Namely, given the configuration
{St(v)}v∈V just after step t, vertex v ∈ V has state
St+1(v) :=
{
sgn (
∑
u∼v St(u)) if
∑
u∼v St(u) 6= 0,
St(v) else,
where u ∼ v indicates that vertices u and v are adjacent in G, and sgn(x) = −1 if x < 0 and
+1 if x > 0. In other words, v adopts the majority of its neighbours, whereas, in the case of
a tie, it retains its previous state.
This class of processes can be seen as a generalisation of a cellular automata such as those
introduced by von Neumann [10]. In particular, it can be seen as a variation of the well-known
Conway’s Game of Life [3]. This is a two-state game on the 2-dimensional integer lattice, but
with a slightly richer set of rules. In a different context, these processes were considered by
Granovetter [7] as a model of the evolution of social influence. There is certain resemblance
with the class of processes that are known as majority bootstrap processes, but the crucial
difference is that majority dynamics is non-monotone in the sense that a vertex may change
states multiple times. Thus, unlike the classical bootstrap processes, the process may never
stabilise into a final configuration.
However, as Goles and Olivos proved in [6], if G is finite, then eventually (that is, for t
sufficiently large) the process becomes periodic with period at most 2. More specifically, there
is a t0 depending on G such that for any t > t0 and for any v ∈ V we have St(v) = St+2(v).
Majority dynamics is also a special case of voting with q ≥ 2 alternative opinions, see [8].
Each voter is assumed to be the vertex of a graph, and their initial opinions is selected from
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the set {1, . . . , q} independently of every other voter according to some distribution. At each
round, a voter adopts the most popular opinion among its neighbours.
In this paper we consider the evolution of majority dynamics on G(n, p), which is the
random graph on the set Vn = [n] := {1, . . . , n}, where every pair of distinct vertices is
present as an edge with probability p independently of any other pair. We will consider
this process on G(n, p) with initial configuration {S0(v)}v∈Vn being a family of independent
random variables uniformly distributed in {−1,+1}. That is, each vertex in Vn initially is in
state +1 with probability 1/2, independently of the state of every other vertex.
Results regarding this setting were obtained recently by Benjamini et al. [2]. They showed
that if p ≥ λn−1/2 where n > n0, for some sufficiently large constants λ, n0, then G(n, p) is
such that with probability at least 0.4 over the choice of the random graph and the choice
of the initial state, the vertices in Vn unanimously hold the initially most popular state after
four rounds. Benjamini et al. conjectured that in fact this holds with high probability. The
main result of this paper is the proof of their conjecture.
Theorem 1.1. For all 0 < ε ≤ 1 there exist λ, n0 such that for all n > n0, if p ≥ λn−1/2,
then G(n, p) is such that with probability at least 1− ε, over the choice of the random graph
and the choice of the initial state, the vertices in Vn unanimously have state sgn(
∑
v∈Vn S0(v))
after four rounds.
One might think that this is the case for other classes of sparser random graphs or expanding
graphs. However, Benjamini et al. [2] proved that the class of 4-regular random graphs or
4-regular expander graphs, with high probability unanimity is not reached at any time, if the
probability of state +1 in the beginning of the process is between 1/3 and 2/3. However,
this is not the case for d-regular λ-expanders where λ is the bound on the second-largest
in absolute value eigenvalue, provided that λ/d ≤ 3/16. Mossel et al. (Theorem 2.3 in [8])
showed that unanimity is reached eventually, under this assumption and provided that the
initial distribution of state +1 is sufficiently biased. This bias is of order 1/
√
d, that is, the
assumption is that P [S0(v) = +1 ] =
1
2 +
c√
d
, for some constant c > 0.
More recently, Zehmakan [11] proved a more general result on the evolution of majority
dynamics on d-regular expander graphs. In particular, he proved that on a d-regular λ-
expander graph G, when the initial configuration satisfies
∑
v∈V (G) S0(v) ≥ 4λd n, majority
dynamics converges to the all +1 configuration within O(logd2/λ2 n) rounds. Also, Ga¨rtner
and Zehmakan [5] showed that if the initial density of the −1s is 1/2− ε for some ε > 0, then
the majority dynamics converges to the all-+1 configuration.
Returning to the study of the process on G(n, d/n), Zehmakan [11] also showed that if
P [S0(v) = +1 ] =
1
2 + ω
(
1√
d
)
and d > (1 + ε) log n, then with high probability the process
reaches unanimity in a constant number of rounds.
Another model of similar flavour is the model analysed by Abdullah and Draief [1] where
instead of reading its entire neighbourhood, every vertex samples k random vertices from its
neighbourhood and adopts the state of the majority of the vertices in the random sample.
Abdullah and Draief considered this model on G(n, d/n) where d ≥ (2+ε) log n. They showed
that if the initial density of one of the two states is bounded away from 1/2, then the above
process converges to unanimity with high probability. Moreover, the final is the one that has
the initial majority.
Besides the study of majority dynamics on random graphs, Benjamini et al. [2] considered
the question whether the Goles-Olivos theorem in [6], which guarantees eventual periodicity
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for finite graphs, also holds for infinite graphs which satisfy certain assumptions. They showed
that this is the case for the class of unimodular transitive graphs. These are vertex-transitive
graphs (and therefore regular) in which flows that are invariant under the automorphism
group are such that for every vertex the in-flow equals the out-flow. They also showed that
stabilisation to periodicity occurs in at most 2d rounds, where d is the degree of the graph.
They conjectured that this is the case for every bounded degree infinite graph.
Majority dynamics on other classes of graphs were recently considered by Ga¨rtner and
Zehmakan [4]. They analysed majority dynamics on an n× n grid as well as on a torus. The
initial state is determined by a random binomial subset of the vertex set, where every vertex
is initially set to −1 with probability p independently of every other vertex.
The rest of the paper is devoted to the proof of Theorem 1.1. In Section 2 we present a
heuristic by Benjamini et al. [2] and outline the proof of Theorem 1.1. We study the states
after the first two rounds and the last two rounds in Sections 3 and 4, respectively. The
proof of Theorem 1.1 is presented in Section 5. We conclude the paper with discussions on a
conjecture of Benjamini et al. [2] about smaller values of d.
2. Heuristic and proof outline
Let µt := n
−1∑
v∈Vn St(v) denote the average of the states of the vertices in Vn by step t.
Benjamini et al. [2] conjectured that if d→∞, the quantities (µ2t )t≥0 increase by a factor of
d. More specifically, their heuristic is that µ2t+1 & d · µ2t , as long as d · µ2t ≤ 1. As the S0(v)s
are independent and identically distributed on {−1,+1}, we have E[µ20] = 1n . Hence, it is
expected that the sequence µ21, µ
2
2, . . . scales like
d
n ,
d2
n , . . . until d
t ≈ n. Thereafter, almost
unanimity is reached in one more step, whereas one final step is required to arrive to complete
unanimity.
The proof of Theorem 1.1 is based on this heuristic. More precisely, the proof consists of
two major parts, each consisting of two steps. In the first part (Lemma 3.3) we show that with
probability close to 1 almost every vertex adopts the state of the initial majority. Afterwards
in the second part (Lemma 4.1) we prove that after two more steps, again with probability
close to 1, every vertex will have the same state.
For the first part (Section 3), we will condition on the initial state satisfying |∑v∈Vn S0(v)| ≥
2c
√
n, for some c > 0 such that the probability of this event is at least 1 − ε/4, for n large
enough. Then by using the second moment method on X2(v) =
∑
u∈N(v) 1(S1(u) = +1) we
show that in two rounds an arbitrary vertex v will have adopted the initial majority with
probability 1 − ε/20, when n is large enough. For the second moment method we need to
calculate the expectation (Lemma 3.4) and the variance (Lemma 3.5) for this random variable
X2(v). Finally, Markov’s inequality implies that with probability at least 1− ε/2 most of the
vertices have the same state as the initial majority.
In the second part of the proof (Section 4) we will show that with probability 1− o(1) (as
n→∞) (over the choices of the underlying graph) if we start with a configuration where all
but at most n/10 of the vertices have state +1, then in two more steps all vertices will be
of state +1 (Lemma 4.1). This will rely on an application of the union bound together with
sharp concentration inequalities. Hence, the next 2 rounds will lead to unanimity.
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3. The first two rounds
In this section we shall show that an arbitrary vertex will have state +1 after two rounds
with probability close to 1, if we condition on an initial state with some majority of +1s. We
shall prove the next lemma in Section 3.1.
Lemma 3.1 (Initial state). Given ε > 0, set c = c(ε) =
√
2πε/20. Then
P
[ ∣∣∑
u∈Vn
S0(u)
∣∣ ≥ 2c√n ] ≥ 1− ε/4,
when n is large enough.
Throughout our proof we will condition on the above event. We will further conditions on
{∑v∈Vn S0(v) ≥ 2c√n}.
Lemma 3.2 (First two rounds). Given ε > 0, let c = c(ε) =
√
2πε/20. For any v ∈ Vn, we
have
P
[
S2(v) = +1 |
∑
u∈Vn
S0(u) ≥ 2c
√
n
]
≥ 1− ε/20,
when n is large enough.
By symmetry, one can also deduce that
P
[
S2(v) = −1 |
∑
u∈Vn
S0(u) ≤ −2c
√
n
]
≥ 1− ε/20.
To prove Lemma 3.2, we apply the law of total probability, further conditioning on an
initial configuration that realises this. In addition, a simple inductive argument implies that
changing the initial state of a vertex from −1 to +1 can only result in changing the state of
vertices from −1 to +1 in later steps. Thus, it suffices to assume that the initial configuration
satisfies
∑
v∈Vn S0(v) = 2c
√
n, i.e., the following lemma implies Lemma 3.2.
Lemma 3.3. Given ε > 0, set c = c(ε) =
√
2πε/20. Let Ec denote the event that∑
u∈Vn
S0(u) = 2c
√
n.
For any v ∈ Vn, we have
P [S2(v) = +1 | Ec ] ≥ 1− ε/20,
when n is large enough.
To prove Lemma 3.3, we consider an initial configuration s¯0 compatible with Ec, and
condition on S0 = s¯0. Now explore the neighbourhood of v, which we denote by N(v). We
also condition on the event that
N (v) := {∣∣ |N(v)| − d ∣∣ < d2/3},
which holds with probability 1− exp(−Θ(d1/3)) (by a standard Chernoff bound).
We consider the family {S1(u)}u∈N(v), conditional on S0 := {S0 = s¯0} and a certain
realisation of N(v) that satisfies
∣∣ |N(v)| − d ∣∣ < d2/3. With abuse of notation we write
S0 ∩ N (v) for this event. To derive Lemma 3.3, we will show that, uniformly over these
choices, we have
P [S2(v) = +1 | S0 ∩ N (v) ] ≥ 1− ε/20.
In particular, we will apply a second moment argument on the random variable
X2(v) =
∑
u∈N(v) 1(S1(u) = +1),
RAPID STABILISATION IN DENSE RANDOM GRAPHS 5
conditioned on S0 ∩ N (v). (Note that if X2(v) > |N(v)|/2, then S2(v) = +1.) To this end,
we obtain bounds on the expectation and the variance of X2(v).
Lemma 3.4. There exists a constant ξ (independent of ε) such that for large enough n
E [X2(v) | S0 ∩ N (v) ] ≥ |N(v)|
2
+
ξc
7
·
(
d3
n
)1/2
.
Lemma 3.5. Let γ be as in Lemma 3.6. Then
Var [X2(v) | S0 ∩N (v)] ≤ (max{96γ2, 8} + 1)d.
We defer the proof of these two lemmas to Sections 3.2 and 3.3, respectively. We now prove
Lemma 3.3 using these two lemmas. In the following proof as well as later, we will use
(1) λ = λ(ε) = max{c−2, β2},
where β is a large constant independent of ε.
Proof of Lemma 3.3. Let γ′ = max{96γ2, 8}+ 1.
Since ∣∣∣∣E [X2(v) | S0 ∩ N (v) ]− |N(v)|2
∣∣∣∣ > ξc7 ·
(
d3
n
)1/2
,
Chebyschev’s inequality implies that
P
[
X2(v) ≤ |N(v)|
2
| S0 ∩N (v)
]
=
49γ′
ξ2
· d
c2d3/n
≤ 49γ
′
ξ2
· n
c2d2
=
49γ′
ξ2
· 1
c2λ2
(1)
≤ 49γ
′
ξ2
· 1
c2(c−3β)
c=
√
2πε/20
≤ ε
40
,
when β is large enough. Recall that N (v) holds with probability 1−exp(−Θ(d1/3)) ≥ 1−ε/40,
for large enough n, and that it is independent of S0. Therefore
P
[
X2(v) ≤ |N(v)|
2
| S0
]
≤ P
[
X2(v) ≤ |N(v)|
2
| S0 ∩ N (v)
]
+ 1− P [N (v) ] ≤ ε
20
.
This yields P [S2(v) = +1 | Ec ] ≥ 1− ε/20. 
3.1. The initial state: proof of Lemma 3.1. Lemma 3.1 is a consequence of the following
local limit theorem for a binomial random variable of the form Bin(k, q(k)) as we shall see
below.
Theorem 3.6 (Local Limit Theorem). There exists an absolute constant γ such that for
every positive integer k and every function 0 < q(k) < 1 the random variable X ∼ Bin(k, q(k))
satisfies
sup
i∈N∪{0}
∣∣∣∣√Var [X] · P [X = i ]− 1√2π exp
(
−(i− E[X])
2
2Var [X]
)∣∣∣∣ < γ√Var [X] .
Note that Theorem 3.6 is about the distribution of the sum of k independent Bernoulli-
distributed random variables whose parameters may depend on k. It is a generalisation of a
classical result on a local limit theorem for partial sums of infinite sequences of independent
random variables variables (e.g. Theorem 4 in Chapter VII from [9]). Its proof can be found
in Section 6.
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Proof of Lemma 3.1. For ε > 0 recall that we set c = c(ε) =
√
2πε/20. By Theorem 3.6 with
X = Bin (n, 1/2), and as Var [Bin (n, 1/2)] = n/4, we have
P
[ ∣∣∣∑
v∈Vn
S0(v)
∣∣∣ < 2c√n ] ≤ (2c√n+ 1) ( 2√
2πn
+
4γ
n
)
≤ ε
5
+ o(1) ≤ ε
4
,
where the last inequality holds for sufficiently large n. 
3.2. The expectation of X2(v): proof of Lemma 3.4. Recall that throughout this section
we are working on the conditional space S0 ∩ N (v). So to ease notation we will drop this
conditioning from the probabilities in this as well as in the next section. Consider the set
Vn \ {v, u} and split it into three parts V+, V− and V++ such that V+ ∪ V++ is the set of
vertices with initial state +1, while V− is the set of vertices with initial state −1 and in
addition |V+| = |V−|.
Clearly, we have
(2) P [S1(u) = +1 ] ≥ P [ |N(u) ∩ V+|+ |N(u) ∩ V++| > |N(u) ∩ V−|+ 3/2 ] ,
as the latter is the probability that S1(u) = +1 under the assumption that s¯0(u) = s¯0(v) = −1.
For brevity, we set
n+(u) = |N(u) ∩ V+|, n++(u) = |N(u) ∩ V++|, and n−(u) = |N(u) ∩ V−|.
We will bound (2) from below, conditioning on the value of n++(u), and we are going to
consider several cases depending on the range of this value.
Note that
E [n+(u) ] ,E [n−(u) ] = Θ(d), whereas E [n++(u) ] =
cd√
n
.
Setting µ++(u) := E [n++(u) ], by the choice of λ we have
(3) µ++(u) =
cd
n1/2
≥ cλ ≥ λ1/2 ≥ β.
We write
(4) P [n+(u) + n++(u) > n−(u) + 3/2 ] = Σ0 +Σ1 +Σ2 +Σ3,
where
Σ0 :=
∑
0≤k≤3
P [n++(u) = k ] · P [n+(u) + k ≥ n−(u) + 2 ] ,
Σ1 :=
∑
4≤k≤µ++(u)/2
P [n++(u) = k ] · P [n+(u) + k ≥ n−(u) + 2 ] ,
Σ2 :=
∑
µ++(u)/2<k≤2µ++(u)
P [n++(u) = k ] · P [n+(u) + k ≥ n−(u) + 2 ] ,
Σ3 :=
∑
2µ++(u)<k
P [n++(u) = k ] · P [n+(u) + k ≥ n−(u) + 2 ] .
We first derive a lower bound on Σ0.
Claim 3.7. We have
Σ0 ≥ 1
2
·
3∑
k=0
P [n++(u) = k ] .
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Proof of Claim 3.7. Recall that n+(u), n−(u) are identically distributed. Therefore, for any
integer α we can write
P [n+(u) ≥ n−(u) + 1 + α ] = 1− P [n+(u) < n−(u) + 1 + α ]
= 1− P [n+(u) ≤ n−(u) + α ]
= 1− P [n−(u) ≤ n+(u) + α ] .
This can be re-written as
P [n+(u) + 1− α ≥ n−(u) + 2 ] + P [n+(u) + 2 + α ≥ n−(u) + 2 ] = 1.
Also, note that for α ≥ 0 we have
P [n+(u) + 1− α ≥ n−(u) + 2 ] < P [n+(u) + 2 + α ≥ n−(u) + 2 ] .
Thereby, we can write
P [n+(u) + 2 + α ≥ n−(u) + 2 ] = 1
2
+ sα,
for some sα > 0, whereby
P [n+(u) + 1− α ≥ n−(u) + 2 ] = 1
2
− sα.
Using these, we can write
P [n++(u) = 1− α ] · P [n+(u) + 1− α ≥ n−(u) + 2 ]+
P [n++(u) = 2 + α ] · P [n+(u) + 2 + α ≥ n−(u) + 2 ] =
P [n++(u) = 1− α ] ·
(
1
2
− sα
)
+ P [n++(u) = 2 + α ] ·
(
1
2
+ sα
)
=
1
2
· (P [n++(u) = 1− α ] + P [n++(u) = 2 + α ])
+ sα (P [n++(u) = 2 + α ]− P [n++(u) = 1− α ]) .
But sα > 0 and when α < 2 for β large enough by (3) we have 2 + α < µ++(u), thus
P [n++(u) = 2 + α ] > P [n++(u) = 1− α ], whereby we conclude that the second summand
is positive. Hence for α < 2 we have,
P [n++(u) = 1− α ] · P [n+(u) + 1− α ≥ n−(u) + 2 ]+
P [n++(u) = 2 + α ] · P [n+(u) + 2 + α ≥ n−(u) + 2 ]
>
1
2
· (P [n++(u) = 1− α ] + P [n++(u) = 2 + α ]) .
(5)
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Now, we pair up the four terms of Σ0 (for k = 0, 1, 2, 3) using the value of α. In particular,
α = 0 corresponds to k = 1, 2 and α = 1, corresponds to k = 0, 3. In other words, we write
Σ0 =
3∑
k=0
P [n++(u) = k ] · P [n+(u) + k ≥ n−(u) + 2 ]
=
1∑
α=0
(P [n++(u) = 1− α ] · P [n+(u) + 1− α ≥ n−(u) + 2 ]+
P [n++(u) = 2 + α ] · P [n+(u) + 2 + α ≥ n−(u) + 2 ])
(5)
>
1
2
1∑
α=0
(P [n++(u) = 1− α ] + P [n++(u) = 2 + α ])
=
1
2
3∑
k=0
P [n++(u) = k ] ,
which concludes the proof of the claim. 
To obtain a lower bound on Σ1, we use the following simple fact that for any integer k ≥ 0
(6) P [n+(u) + k ≥ n−(u) ] > 1/2.
To see this, note that since
P [n+(u) + k ≥ n−(u) ] + P [n+(u) + k < n−(u) ] = 1,
the result follows if P [n+(u) + k ≥ n−(u) ] ≥ P [n+(u) + k < n−(u) ]. Since n+(u) and n−(u)
are identically distributed,
P [n+(u) + k < n−(u) ] = P [n−(u) + k < n+(u) ] .
But also since k ≥ 0
P [n−(u) + k < n+(u) ] < P [n−(u) ≤ n+(u) + k ] ,
and (6) follows.
Therefore, we have
Σ1 =
∑
4≤k≤µ++(u)/2
P [n++(u) = k ] · P [n+(u) + k ≥ n−(u) + 2 ]
>
1
2
·
∑
4≤k≤µ++(u)/2
P [n++(u) = k ] .
(7)
An analogous argument implies
(8) Σ3 >
1
2
·
∑
2µ++(u)<k
P [n++(u) = k ] .
We now turn to Σ2, and start by providing a bound on P [n+(u) + ℓ ≥ n−(u) ].
Claim 3.8. When n is large enough, for every ℓ with µ++(u)/2− 2 < ℓ ≤ 2µ++(u)− 2 there
exists a constant ξ independent of ε such that
P [n+(u) + ℓ ≥ n−(u) ] > 1
2
+ ξ · ℓ√
d
.
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Proof. We start by considering the case when d > n/(1 + c2/8). Note that under this as-
sumption and by (3) we have
(9) Var [n+(u)]
1/2 =
√
1− c
2
n
d
n
(
1− d
n
)
≤ cd
32n1/2
=
1
32
µ++(u).
Since n+(u) and n−(u) are identically distributed and independent, when n is large enough,
for any ℓ ≥ µ++(u)/2 − 2 ≥ µ++(u)/4 we have
P [n+(u) + ℓ ≥ n−(u) ]
≥ P [n+(u) ≥ E [n+(u) ] − µ++(u)/8 ] P [n−(u) ≤ E [n−(u) ] + µ++(u)/8 ]
≥
(
1− exp
(
− µ++(u)
2
128(Var [n+(u)] + µ++(u)/24)
))2
,
where the last step follows from the Chernoff bound. Together with (9) this implies
P [n+(u) + ℓ ≥ n−(u) ] ≥
(
1− exp
(
− µ++(u)
2
128((µ++(u)/32)2 + µ++(u)/24)
))2
≥ (1− e−2)2 ,
for large enough β. The claim follows as
(
1− e−2)2 > 1/2 and ℓ ≤ 2µ++(u) ≤ √d.
Now assume d ≤ n/(1 + c2/8). Note that in this case
(10) Var [n+(u)]
1/2 =
√
1− c
2
n
d
n
(
1− d
n
)
≥ cd
5n1/2
=
1
5
µ++(u).
For any positive integer ℓ we write
P [n+(u) + ℓ ≥ n−(u) ] = P [n+(u) ≥ n−(u) ] +
ℓ∑
i=1
P [n+(u) + i = n−(u) ] .(11)
By (6), we obtain
P [n+(u) ≥ n−(u) ] > 1
2
.
This together with (11) gives
(12) P [n+(u) + ℓ ≥ n−(u) ] > 1
2
+
ℓ∑
i=1
P [n+(u) + i = n−(u) ] .
To bound the terms of the sum from below, we condition on the value of n−(u) to obtain
P [n+(u) + i = n−(u) ] ≥
∑
s∈[E[n−(u) ]±2Var[n−(u)]1/2]
P [n−(u) = s ] · P [n+(u) = s− i ] .
Note that both n+(u) and n−(u) are binomially distributed with the same parameters. By
Theorem 3.6 there exists ξ′ > 0 such that for any s ∈ [E [n+(u) ] ± 2Var [n+(u)]1/2] and for
any i = 1, . . . , ℓ, where ℓ ≤ 2µ++(u)
(10)
≤ 10Var [n+(u)]1/2, we have
P [n+(u) = s− i ] ≥ ξ
′
√
d
.
10 NIKOLAOS FOUNTOULAKIS1, MIHYUN KANG2, AND TAMA´S MAKAI3
Therefore, since n+(u), n−(u) ∼ Bin
(
(1−c)n−2
2 ,
d
n
)
, there exists ξ > 0 such that
P [n+(u) + i = n−(u) ] ≥
∑
s∈[E[n−(u) ]±2Var[n−(u)]1/2]
P [n−(u) = s ] · P [n+(u) = s− i ]
≥ ξ
′
√
d
∑
s∈[E[n−(u) ]±2Var[n−(u)]1/2]
P [n−(u) = s ] ≥ ξ√
d
,
where the last inequality follows from Chebyschev’s inequality.
Together with (12), for any such ℓ we have
P [n+(u) + ℓ ≥ n−(u) ] > 1
2
+ ξ · ℓ√
d
.

Now we will use Claim 3.8 to derive a lower bound on Σ2:
Σ2 =
∑
µ++(u)/2<k≤2µ++(u)
P [n++(u) = k ] · P [n+(u) + k ≥ n−(u) + 2 ]
>
1
2
·
∑
µ++(u)/2<k≤2µ++(u)
P [n++(u) = k ] +
ξ√
d
·
2µ++(u)∑
k=µ++(u)/2+1
P [n++(u) = k ] · (k − 2).
(13)
We will show that the second sum is close to µ++(u), which is cd/
√
n by (3). This will imply
that the second summand is of order c
√
d/n.
Clearly, we have ∑
µ++(u)/2<k≤2µ++(u)
P [n++(u) = k ] · (k − 2)
≥ (µ++(u)/2 − 2) · P [µ++(u)/2 < n++(u) ≤ 2µ++(u) ] .
By the Chernoff bound we have for large enough β
P [µ++(u)/2 < n++(u) ≤ 2µ++(u) ] ≥ 1− 2 exp
(
− cd
8
√
n
)
(3)
≥ 1− 2 exp
(
−β
8
)
>
1
2
.
So for large enough β ∑
µ++(u)/2<k≤2µ++(u)
P [n++(u) = k ] · (k − 2) > 1
6
µ++(u).
Substituting this into (13) we deduce that
(14) Σ2 >
1
2
·
∑
k=µ++(u)≤k≤2µ++(u)
P [n++(u) = k ] +
ξc
6
·
(
d
n
)1/2
.
Therefore, Claim 3.8, (7), (8), and (14) in (4) give
P [n+(u) + n++(u) > n−(u) + 3/2 ] >
1
2
·
∑
0≤k
P [n++(u) = k ] +
ξc
6
·
(
d
n
)1/2
.
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By (2) and because n++ is a non-negative integer we have
(15) P [S1(u) = +1 | S0 ∩ N (v) ] ≥ P [n+(u) + n++(u) > n−(u) + 3/2 ] > 1
2
+
ξc
6
·
(
d
n
)1/2
.
Now, d− d2/3 > 6d/7 for n sufficiently large. So (15) yields
E [X2(v) ] >
|N(v)|
2
+
ξc
7
·
(
d3
n
)1/2
,
completing the proof of Lemma 3.4.
3.3. The variance of X2(v): proof of Lemma 3.5. We will now bound the variance of
X2(v) =
∑
u∈N(v) 1(S1(u) = +1) (conditional on S0 ∩ N (v)).
We let Iu = 1(S1(u) = +1), for all u ∈ N(v) and write
Var [X2(v)] =
∑
u,u′∈N(v) Cov (Iu, Iu
′) .
Claim 3.9. For u, u′ ∈ N(v), such that u 6= u′, we have
Cov (Iu, Iu′) = p(1− p)
(
P
[
Iu = 1 | uu′ ∈ E
]− P [ Iu = 1 | uu′ 6∈ E ])×(
P
[
Iu′ = 1 | uu′ ∈ E
]− P [ Iu′ = 1 | uu′ 6∈ E ]) .(16)
Proof of Claim 3.9. Consider first two distinct vertices u, u′ ∈ N(v). We have
Cov (Iu, Iu′) = E [ IuIu′ ]− E [ Iu ] · E [ Iu′ ]
= P [ Iu′ = 1, Iu = 1 ]− P [ Iu′ = 1 ] · P [ Iu = 1 ] .
The first term can be rewritten as:
P [ Iu = 1, Iu′ = 1 ] = P
[
Iu = 1, Iu′ = 1 | uu′ ∈ E
] · P [uu′ ∈ E ]
+ P
[
Iu = 1, Iu′ = 1 | uu′ 6∈ E
] · P [uu′ 6∈ E ] .
Note that the events {Iu = 1} and {Iu′ = 1} depend only on the edges that are incident to u
and u′, respectively. This is the case, as we are working on the conditional space where the
initial state of the vertices has been realised and the states of u and u′ after the first round
depend only on the edges that are incident to these two vertices. Thus, if we condition on
the status of the pair uu′, that is, whether it is an edge or not, then the events {Iu = 1} and
{Iu′ = 1} are independent. In other words, we can write
Cov (Iu, Iu′) = P
[
Iu = 1 | uu′ ∈ E
] · P [ Iu′ = 1 | uu′ ∈ E ] · P [uu′ ∈ E ]
+ P
[
Iu = 1 | uu′ 6∈ E
] · P [ Iu′ = 1 | uu′ 6∈ E ] · P [uu′ 6∈ E ]
− P [ Iu = 1 ]P [ Iu′ = 1 ] .
Also, we write
P [ Iu = 1 ] = P
[
Iu = 1 | uu′ ∈ E
] · P [uu′ ∈ E ]+ P [ Iu = 1 | uu′ 6∈ E ] · P [uu′ 6∈ E ] .
Thus, we deduce that
Cov (Iu, Iu′) = P
[
Iu = 1 | uu′ ∈ E
] · P [uu′ ∈ E ] · (P [ Iu′ = 1 | uu′ ∈ E ]− P [ Iu′ = 1 ])
+ P
[
Iu = 1 | uu′ 6∈ E
] · P [uu′ 6∈ E ] · (P [ Iu′ = 1 | uu′ 6∈ E ]− P [ Iu′ = 1 ]) .
(17)
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We now need to calculate the two expressions in brackets. The first difference is
P
[
Iu′ = 1 | uu′ ∈ E
]− P [ Iu′ = 1 ] =
P
[
Iu′ = 1 | uu′ ∈ E
]− P [ Iu′ = 1 | uu′ ∈ E ]P [uu′ ∈ E ]− P [ Iu′ = 1 | uu′ 6∈ E ]P [uu′ 6∈ E ]
= P
[
Iu′ = 1 | uu′ ∈ E
] (
1− P [uu′ ∈ E ])− P [ Iu′ = 1 | uu′ 6∈ E ]P [uu′ 6∈ E ]
= P
[
uu′ 6∈ E ] (P [ Iu′ = 1 | uu′ ∈ E ]− P [ Iu′ = 1 | uu′ 6∈ E ])
= (1− p) (P [ Iu′ = 1 | uu′ ∈ E ]− P [ Iu′ = 1 | uu′ 6∈ E ]) .
(18)
An analogous argument implies
(19)
P
[
Iu′ = 1 | uu′ 6∈ E
]− P [ Iu′ = 1 ] = p (P [ Iu′ = 1 | uu′ 6∈ E ]− P [ Iu′ = 1 | uu′ ∈ E ]) .
Substituting (18) and (19) into (17) we have
Cov (Iu, Iu′) = P
[
Iu = 1 | uu′ ∈ E
]
p(1− p) (P [ Iu′ = 1 | uu′ ∈ E ]− P [ Iu′ = 1 | uu′ 6∈ E ])
+ P
[
Iu = 1 | uu′ 6∈ E
]
p(1− p) (P [ Iu′ = 1 | uu′ 6∈ E ]− P [ Iu′ = 1 | uu′ ∈ E ])
= p(1− p) (P [ Iu = 1 | uu′ ∈ E ]− P [ Iu = 1 | uu′ 6∈ E ])×(
P
[
Iu′ = 1 | uu′ ∈ E
]− P [ Iu′ = 1 | uu′ 6∈ E ]) ,
as desired. 
Next we will estimate |P [ Iu = 1 | uu′ ∈ E ]− P [ Iu = 1 | uu′ 6∈ E ] |. First observe that the
event {Iu = 1} on either of the two conditional spaces (i.e., {uu′ ∈ E} or {uu′ 6∈ E}) is a
function of the same collection of independent Bernoulli-distributed random variables, namely
the indicators of uu′′ ∈ E, for any u′′ 6= u′. However, the functions that determine {Iu = 1}
that are associated with the conditional spaces differ only slightly.
We shall rely on the following claim.
Claim 3.10. Let {Yi}i∈I∪I′ be a family of i.i.d. Bernoulli-distributed random variables, where
the index sets I, I ′ are disjoint and satisfy |I| > |I ′|. Let a be an integer. We have
P
[∑
i∈I
Yi + a+ 1 ≥
∑
i∈I′
Yi
]
− P
[∑
i∈I
Yi + a ≥
∑
i∈I′
Yi
]
≤ max
j
{
P
[∑
i∈I′
Yi = j
]}
.
Proof of Claim 3.10. Note that
P
[∑
i∈I
Yi + a+ 1 ≥
∑
i∈I′
Yi
]
− P
[∑
i∈I
Yi + a ≥
∑
i∈I′
Yi
]
= P
[∑
i∈I
Yi + a+ 1 =
∑
i∈I′
Yi
]
.
The result follows as
P
[∑
i∈I
Yi + a+ 1 =
∑
i∈I′
Yi
]
=
|I|+a+1∑
j=0
P
[∑
i∈I
Yi + a+ 1 = j
]
P
[∑
i∈I′
Yi = j
]
.

We will apply the above claim in our setting in order to express the event {Iu = 1}. We
set I as the set of vertices in Vn \ {u, u′, v} with initial state +1, while I ′ is the set of vertices
in Vn \ {u, u′, v} with initial state −1, and for each i ∈ I ∪ I ′ the random variable Yi is
the indicator that the corresponding edge exists. Setting a = S0(v) − 1(S0(u) = −1) when
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S0(u
′) = +1 and a = S0(v) − 1(S0(u) = −1) + S0(u′) when S0(u′) = −1, Claim 3.10 implies
that ∣∣P [ Iu = 1 | uu′ ∈ E ]− P [ Iu = 1 | uu′ 6∈ E ]∣∣ ≤ max
j
{
P
[∑
i∈I′
Yi = j
]}
.
Now, note that
∑
i∈I′ Yi follows the binomial distribution as a sum of (1 − c)n/2 Bernoulli
trials each having success probability d/n.
Next we will distinguish between the cases p ≤ 1 − 24γ2n−1 and 1 − 24γ2n−1 < p ≤ 1,
starting with the former. The Local Limit Theorem (Theorem 3.6) implies that
max
j
{
P
[∑
i∈I′
Yi = j
]}
≤ 2
√
2
2π(1− c)np(1− p)
c≤√2π/20
≤
√
2
np(1− p) ,
and thus
(20)
∣∣P [ Iu = 1 | uu′ ∈ E ]− P [ Iu = 1 | uu′ 6∈ E ]∣∣ ≤
√
2
np(1− p) .
An analogous argument implies
(21)
∣∣P [ Iu′ = 1 | uu′ ∈ E ]− P [ Iu′ = 1 | uu′ 6∈ E ]∣∣ ≤
√
2
np(1− p) .
Thus, (20) and (21) in (16) yield
Cov (Iu, Iu′) ≤ 2
n
,
uniformly for all pairs u, u′ ∈ N(v). Since N(v) < 2d, for n sufficiently large, we then deduce
that
Var [X2(v)] ≤ 8d
2
n
+ d ≤ 9d.
Now when p > 1−24γ2n−1, since the difference of any two probabilities is at most 1, we have
by (16) that
Cov (Iu, Iu′) ≤ p(1− p) ≤ 24γ
2
n
,
and
Var [X2(v)] ≤ d+ 96γ
2d2
n
≤ (96γ2 + 1)d.
This completes the proof of Lemma 3.5.
4. The last two rounds
In the following lemma we show that if one starts the majority dynamics process from any
configuration where the number of −1s is at most δn, for some δ small enough, then in two
subsequent rounds unanimity will be achieved.
Lemma 4.1. Let d ≥ λn1/2 and δ < 1/10. Then with probability 1− o(1) the following holds
for G(n, p). For all partitions P0, N0 of Vn, with |P0| ≥ n(1 − δ), if all vertices in P0 are
in state +1, whereas all vertices of N0 are in state −1, then after two rounds the majority
dynamics process reaches unanimity.
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Proof of Lemma 4.1. Consider a partition of Vn into two sets P0, N0 such that |P0| ≥ n(1−δ).
Suppose that the majority dynamics starts with all elements of P0 in state +1 and all elements
of N0 in state −1. Let Pi and Ni denote the set of vertices in +1 and −1, respectively, after
i rounds.
We will show that with probability 1− o(1) we have |N1| < d/10. In order to achieve this,
we bound the probability that every vertex in a set of size d/10 has state −1 after the first
step and apply a union bound.
For a subset of vertices W we denote by {W → N1} the event that after the first round all
vertices in S will have state −1.
We start by providing an upper bound on P [W → N1 ] for each W ⊂ Vn with |W | = d/10.
For a vertex v ∈ Vn we let dS(v) denote its degree inside a subset of vertices S. This random
variable is binomially distributed with parameters |S| and d/n. Note that if {W → N1}, then
for every v ∈W we have dP0(v) ≤ dN0(v). Thus, we have the following upper bound:
P [W → N1 ] ≤ P [∀v ∈W : dN0(v) ≥ dP0(v) ] .
As dN0(v) ≤ dN0\W (v) + dW (v) ≤ dN0\W (v) + |W | and |W | = d/10, we have that if dN0(v) ≥
dP0(v), then dN0\W (v) ≥ dP0(v)− d/10 ≥ dP0\W (v)− d/10. Therefore
P [W → N1 ] ≤ P
[ ∀v ∈W : dN0\W (v) ≥ dP0\W (v) − d/10 ] .
The latter event is the intersection of independent events. For each one of them, we have
P
[
dN0\W (v) ≥ dP0\W (v) − d/10
]
< P
[
dP0\W (v) < d/2
]
+ P
[
dN0\W (v) > d/2− d/10
]
≤ P [ dP0(v) < d/2 ] + P
[
dN0\W (v) > d/3
]
.
Recall that dS(v) ∼ Bin (|S|, d/n) and δ < 1/10. Thus |P0 \W | ≥ n− δn− d/10 ≥ 8n/10,
whereby d ≥ E [ dP0\W (v) ] ≥ 8d/10. By the Chernoff bound, the first probability is e−Ω(d).
On the other hand |N0 \W | ≤ |N0| ≤ δn < n/10, as δ < 1/10. Hence E
[
dN0\W (v)
] ≤ d/10
and the Chernoff bound again implies that P
[
dN0\W (v) > d/3
]
= e−Ω(d). So
P
[
dN0\W (v) ≥ dP0\W (v)− d/10
]
= e−Ω(d),
whereby there exists λ1 > 0 such that for n sufficiently large, we have
P [W → N1 ] ≤ e−λ1d|W | = e−λ1d2/10.
For such n, the union bound implies that the probability that there exists a set W of size
d/10 such that {W → N1} holds is at most(
n
d/10
)
e−λ1d
2/10 ≤ exp
(
d
10
(log n− λ1d)
)
< exp
(
−λ1d
2
20
)
≤ exp
(
−λ1λ
2n
20
)
.
Summing over all partitions of Vn whose number can be crudely bounded by 2
n, the union
bound implies that if λ is sufficiently large, then the probability that there exists a subset W
is size d/10 which becomes negative after one step is o(1).
For the subsequent round, note that with probability 1− o(1), all vertices of G(n, p) have
degrees at least d/2. So if |N1| < d/10, it turns out that after the execution of the first step
all vertices will have the majority of their neighbours having state +1. Thus, the next round
leads to unanimity. 
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5. Reaching unanimity: proof of Theorem 1.1
Let us fix 0 < ε < 1. By Lemma 3.1, with c =
√
2πε/20, we have
P
[
|
∑
v∈Vn
S0(v)| ≥ 2c
√
n| ≥ 2c√n
]
> 1− ε/4,
provided that n is sufficiently large. Conditional on this event, with probability 1/2 we have∑
v∈Vn S0(v) ≥ 2c
√
n. Let us assume that this event is realised. For the complementary case
the proof is analogous.
Let P2 := {v : S2(v) = +1}, that is, P2 is the set of vertices whose state is +1 after the
first two rounds. Let N2 be the complement of this set. Lemma 3.3 implies that
E
[
|N2| |
∑
v∈Vn
S0(v) ≥ 2c
√
n
]
< εn/20.
So, by Markov’s inequality, we have
P
[
|N2| < n/10 |
∑
v∈Vn
S0(v) ≥ 2c
√
n
]
> 1− ε/2.
Finally, by Lemma 4.1, if n is sufficiently large, then with probability at least 1 − ε/4 the
random graph G(n, p) is such that after two more rounds unanimity will be reached. Thus,
the union bound implies that with probability at least 1− ε unanimity is reached after four
rounds and concludes the proof of Theorem 1.1.
6. Local limit theorem: proof of Theorem 3.6
We will use the following results in order to prove Theorem 3.6
Theorem 6.1 (Theorem 6 in Chapter I of [9]). Let the random variable X have lattice
distribution, with possible values of the form a+ kh for a ∈ R, h ∈ R+, and k ∈ Z. Then,
P [X = a+ kh ] =
h
2π
∫
|t|<π/h
exp (−it(a+ kh)) f(t)dt,
where f(t) is the characteristic function of X, i.e. f(t) = E [ exp(itX) ].
In particular, by taking a = 0, h = 1 in Theorem 6.1 we have for every integer-valued
random variable X and k ∈ Z that
(22) P [X = k ] =
1
2π
∫
|t|<π
exp (−itk) f(t)dt,
where f(t) is the characteristic function of X.
We also require a version of the Berry-Esseen Theorem.
Lemma 6.2 (see eg. Lemma 1 in Chapter V of [9]). Let X1, . . . ,Xn be independent random
variables with E
[ |Xj − E [Xj ] |3 ] <∞ for j = 1, . . . , n. In addition, let X =∑nj=1Xj and
L = (Var [X])−3/2
n∑
i=1
E
[ |Xj − E [Xj ] |3 ] .
Denote by Xˆ the normalised version of X, i.e. Xˆ = (X − E [X ])/√Var [X], and by fˆ(t) the
characteristic function of Xˆ, i.e. fˆ(t) = E
[
exp(itXˆ)
]
. Then we have
|fˆ(t)− exp(−t2/2)| ≤ 16L|t|3 exp(−t2/3),
when t ≤ 1/(4L).
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Theorem 3.6 is a direct application of the following general local limit theorem for sum of
Bernoulli-distributed random variables.
Theorem 6.3. There exists an absolute constant γ such that for any n and set of independent
Bernoulli-distributed random variables X1, . . . ,Xn such that X =
∑n
j=1Xj satisfies Var [X] >
0 we have
sup
k∈{0,...,n}
∣∣∣∣√Var [X]P [X = k ]− 1√2π exp
(
−(k − E [X ])
2
2Var [X]
)∣∣∣∣ ≤ γ√Var [X] .
Proof. To ease notation, let µj = E [Xj ], σj =
√
Var [Xj ] (for each j ∈ [n]), µ = E [X ],
and σ =
√
Var [X]. Throughout the proof we will often work with the normalised version of
X, namely Xˆ = (X − µ)/σ. Note that P [X = k ] = P
[
Xˆ = kˆ
]
, where kˆ = (k − µ)/σ. In
addition, denote the characteristic functions of Xj by fj(t) = E [ exp(itXj) ] = P [Xj = 0 ] +
P [Xj = 1 ] e
it. Then the characteristic functions of X and Xˆ satisfy
(23) f(t) =
n∏
j=1
fj(t) and fˆ(t) = exp
(
− itµ
σ
)
f
(
t
σ
)
.
By (22) we have for every k ∈ Z that,
σ · P [X = k ] = σ
2π
∫ π
−π
exp(−itk)f(t)dt
=
1
2π
∫ πσ
−πσ
exp
(
− itk
σ
)
f
(
t
σ
)
dt
(23)
=
1
2π
∫ πσ
−πσ
exp(−itkˆ)fˆ(t)dt.
(24)
In addition, using
exp(−x2/2) =
∫ ∞
−∞
exp(−ixt− t2/2)dt, ∀x ∈ R,
we have
(25)
1√
2π
exp
(
−(k − µ)
2
2σ2
)
=
1√
2π
exp
(
−kˆ2/2
)
=
∫ ∞
−∞
exp(−itkˆ − t2/2)dt.
By (24) and (25), we obtain that for every k ∈ Z,∣∣∣∣σ · P [X = k ]− 1√2π exp
(
−(k − µ)
2
2σ2
)∣∣∣∣
=
1
2π
∣∣∣∣
∫ πσ
−πσ
exp(−itkˆ)fˆ(t)dt−
∫ ∞
−∞
exp(−itkˆ − t2/2)dt
∣∣∣∣ .
(26)
To bound (26), set
L = σ−3
n∑
i=1
E
[ |Xj − µj |3 ] .
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Since for each j = 1, . . . , n
E
[ |Xj − µj |3 ] = P [Xj = 0 ]P [Xj = 1 ]3 + P [Xj = 1 ]P [Xj = 0 ]3
= P [Xj = 0 ]P [Xj = 1 ] (P [Xj = 1 ]
2 + P [Xj = 0 ]
2)
= σ2j (P [Xj = 1 ]
2 + P [Xj = 0 ]
2),
and because
1
4
≤ P [Xj = 1 ]2 + P [Xj = 0 ]2 ≤ 1
we have
(27) σ2j/4 ≤ E
[ |Xj − µj |3 ] ≤ σ2j .
In addition, σ2 =
∑n
i=1 σ
2
j (because X1, . . . ,Xn are independent), thus
(28) 1/(4σ) ≤ L ≤ 1/σ.
Using | exp(−itkˆ)| = 1 and (28) we have∣∣∣∣
∫ πσ
−πσ
exp(−itkˆ)fˆ(t)dt−
∫ ∞
−∞
exp(−itkˆ − t2/2)dt
∣∣∣∣
≤
∫
|t|≤1/(4L)
∣∣∣fˆ(t)− exp(−t2/2)∣∣∣ dt+ ∫
1/(4L)≤|t|≤πσ
|fˆ(t)|dt+
∫
1/(4L)≤|t|
exp(−t2/2)dt.
(29)
We will derive upper bounds for the three terms on the right-hand side of (29) one by one
starting with the first term. Recall thatX =
∑n
j=1Xj is the sum of indicator random variables
Xj and by (27) for every j ∈ [n] we have E
[ |Xj − µj |3 ] ≤ σ2j ≤ 1/4 (the last inequality is
because Xj is an indicator random variable). In addition, fˆ(t) is the characteristic function
of the normalised random variable Xˆ . Therefore, by Lemma 6.2 we have
(30)
∫
|t|≤1/(4L)
∣∣∣fˆ(t)− exp(−t2/2)∣∣∣ dt ≤ 16L ∫ +∞
−∞
|t3| exp(−t2/3)dt = 144L
(28)
≤ 144
σ
.
Next we will consider the third term. Again using (28) we have
∫
1/(4L)≤|t|
exp(−t2/2)dt
(28)
≤
∫
σ/4≤|t|
exp(−t2/2)dt
≤ 2
∫ ∞
0
exp(−(σ/4 + t)2/2)dt
≤ exp
(
−σ
2
32
)∫ ∞
−∞
exp(−t2/2)dt ≤ 8
σ
.
(31)
Finally, we examine the second term. Using
∣∣∣exp(− itµσ )∣∣∣ = 1 and by (28), we obtain
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∫
1/(4L)≤|t|≤πσ
|fˆ(t)|dt =
∫
1/(4L)≤|t|≤πσ
∣∣∣∣exp
(
− itµ
σ
)
f
(
t
σ
)∣∣∣∣ dt
=
∫
1/(4L)≤|t|≤πσ
∣∣∣∣f
(
t
σ
)∣∣∣∣ dt
(28)
≤ σ
∫
1/4≤|t|≤π
|f(t)|dt
= σ
∫
1/4≤|t|≤π
n∏
j=1
|fj(t)|dt.
A quick calculation implies that for each j = 1, . . . , n
|fj(t)|2 =
∣∣E [ eitXj ]∣∣2 = |P [Xj = 0 ] + P [Xj = 1 ] eit|2
= (P [Xj = 0 ] + P [Xj = 1 ] cos(t))
2 + (P [Xj = 1 ] sin(t))
2
= P [Xj = 0 ]
2 + P [Xj = 1 ]
2 + 2P [Xj = 0 ]P [Xj = 1 ] cos(t)
= 1 + 2P [Xj = 0 ]P [Xj = 1 ] (cos t− 1)
= 1 + 2(cos t− 1)σ2j ,
where in the penultimate step we used P [Xj = 0 ]
2+P [Xj = 1 ]
2 = 1−2P [Xj = 0 ]P [Xj = 1 ].
Together with y2 ≤ ey2−1 for every real y and σ2 = ∑ni=1 σ2j (because X1, . . . ,Xn are
independent), this implies
n∏
j=1
|fj(t)| ≤ exp
(
1
2
(|fj(t)|2 − 1)
)
= exp

 n∑
j=1
(cos t− 1)σ2j

 = exp ((cos t− 1)σ2) .
Set z = cos(1/4) − 1 < 0 and note that for 1/4 ≤ |t| ≤ π we have
exp
(
(cos t− 1)σ2) ≤ exp (zσ2) .
Since z < 0, we can bound the second term in (29) from above by
(32)
∫
1/(4L)≤|t|≤πσ
|fˆ(t)|dt ≤ σ
∫
1/4≤|t|≤π
n∏
j=1
|fj(t)| ≤ 2πσ exp
(
zσ2
) ≤ 75
σ
.
Putting (29)–(32) in (26) we obtain that for each k ∈ Z,∣∣∣∣σ · P [X = k ]− 1√2π exp
(
−(k − µ)
2
2σ2
)∣∣∣∣ ≤ 50σ ,
completing the proof. 
7. Discussion
In this paper we analyse the evolution of majority dynamics on the G(n, d/n) model of
random graphs with d = d(n) ≥ λn1/2. Our main result is the proof of a conjecture of Ben-
jamini et al. [2] in which majority dynamics on such a random graph converges to unanimity
in at most four steps with probability arbitrarily close to 1, provided that the initial state is
selected uniformly at random and λ and n are sufficiently large.
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Of course, a natural question is how majority dynamics evolves on a random graph of
smaller density. Benjamini et al. made the following general conjecture.
Conjecture 7.1 (Benjamini, Chan, O’Donnel, Tamuz, Tan [2]). With high probability over
the choice of the random graph and the choice of the initial state the following holds.
(1) If d→∞, then for any ε > 0 and for any n sufficiently large
lim
t→∞
∣∣∣∑
v∈Vn
S2t(v)
∣∣∣ ∈ [(1 − ε)n, n]..
(2) If d is bounded, then for any ε > 0 and for any n sufficiently large
lim
t→∞
∣∣∣∑
v∈Vn
S2t(v)
∣∣∣ ∈ [(1 − ε)n/2, (1 + ε/2)n].
In other words, when d → ∞ (as n → ∞), majority dynamics converges to a cycle of
period at most two, fluctuating between two states at which there is almost-unanimity. In
this paper we verify this in a strong sense provided that d→∞ fast enough (Theorem 1.1).
However, when d is bounded, they conjectured that the process eventually reaches a cycle
fluctuating between two states in which the vertices are approximately evenly split between
the two states.
Strengthening the above, one can ask for the minimal difference required between the
number of vertices with initial state +1 and −1 in order to eventually reach unanimity (with
high probability). Our proof implies that for dense binomial random graphs this value is
O(
√
n), however the exact threshold remains unknown.
Furthermore, a more detailed analysis is needed for d-regular λ-expanders where the initial
state has bias of order n−1/2 rather than d−1/2, which is considered in [8]. Benjamini et al. [2]
proved that for random 4-regular graphs unanimity cannot be reached even if the bias is Ω(1).
However, it is not clear whether for large d (either fixed or moderately growing function of
n) unanimity is reached even when the initial bias is of order n−1/2.
References
[1] M.A. Abdullah and M. Draief. Global majority consensus by local majority polling on graphs of a given
degree sequence. Discrete Applied Mathematics, 180:1–10, 2015.
[2] I. Benjamini, S.-O. Chan, R. O’Donnell, O. Tamuz, and L.-Y. Tan. Convergence, unanimity and disagree-
ment in majority dynamics on unimodular graphs and random graphs. Stochastic Processes and their
Applications, 16:2719–2733, 2016.
[3] M. Gardner. Mathematical games - the fantastic combinations of John Conway’s new solitaire game.
Scientific American, 223:120–123, 1970.
[4] B. Ga¨rtner and A. N. Zehmakan. Color war: cellular automata with majority-rule. In Drewes F., Martin-
Vide C., and Truthe B., editors, Language and Automata Theory and Applications LATA 2017, volume
10168 of Lecture Notes in Computer Science. Springer, 2017.
[5] B. Ga¨rtner and A. N. Zehmakan. Majority model on random regular graphs. In M. Bender, M. Farach-
Colton, and M. Mosteiro, editors, LATIN 2018: Theoretical Informatics, volume 10807 of Lecture Notes
in Computer Science. Springer, 2018.
[6] E. Goles and J. Olivos. Periodic behaviour of generalized threshold functions. Discrete Mathematics,
30:187–189, 1980.
[7] M. Granovetter. Threshold models of collective behavior. American Journal of Sociology, 83(3):1420–1443,
1978.
[8] E. Mossel, J. Neeman, and O. Tamuz. Majority dynamics and aggregation of information in social net-
works. Autonomous Agents and Multi-Agent Systems, 28(3):408–429, 2014.
[9] V. V. Petrov. Sums of independent random variables. Springer-Verlag, New York-Heidelberg, 1975. Trans-
lated from the Russian by A. A. Brown, Ergebnisse der Mathematik und ihrer Grenzgebiete, Band 82.
20 NIKOLAOS FOUNTOULAKIS1, MIHYUN KANG2, AND TAMA´S MAKAI3
[10] J. von Neumann. Theory of Self-Reproducing Automata. University of Illinois Press, 1966.
[11] A. N. Zehmakan. Opinion forming in Erdo˝s-Re´nyi random graph and expanders. In W-L Hsu, D-T Lee,
and C-S Liao, editors, The 29th International Symposium on Algorithms and Computation (ISAAC 2018),
volume 168, 2018.
School of Mathematics, University of Birmingham, B15 2TT, Birmingham, United Kingdom.
n.fountoulakis@bham.ac.uk
Institute of Discrete Mathematics, Graz University of Technology, Steyrergasse 30, 8010,
Graz, Austria. kang@math.tugraz.at
Department of Mathematics G. Peano, University of Torino, Via Carlo Alberto 10, 10123,
Torino, Italy. tamas.makai@unito.it
