We consider the problem of interpolating missing observations in a time series modeled by a discretetime Markov chain. The general interpolation scheme involves a finite enumeration of all possible paths (i.e., admissible values for the missing data) and computation of the probability distribution of the paths. Procedures for the selection of a particular path are discussed in terms of a prespecified interpolation objective. In the special case of two-state Markov chains, we investigate an efficient way of enumerating the paths based on the set of sufficient statistics. An example using daily rainfall occurrence series is presented.
INTRODUCTION
The hydrologist often faces the problem of incomplete records which must be filled in before the data can be used for operational hydrologic analyses. For instance, streamflow simulation by routing effective rainfall through a conceptual rainfall-runoff model usually requires uninterrupted rainfall records during the simulation period. In the case of nonintermittent time series such as monthly or annual series, one may use parametric models such as autoregressive moving average (ARMA) models to fill in the missing data [-cf. Damsleth, 1980 ; And•l, 1979]. However, the identification and fitting of such models to incomplete series may require a nonroutine autocorrelation and spectral analysis [-cf. Marshall, 1980; Bloomfield, 1970] .
In this note we study the interpolation of missing data in a time series modeled by a discrete-time Markov chain. Our analysis addresses the case of a two-state Markov chain (MC) or order 1. Higher orders can be approached in a similar fashion even though the computational issues become significantly more involved. Moreover, any finite-state MC of order greater than one can always be brought into the form of a MC of order 1 by appropriately augmenting the set of states. The general interpolation scheme is based on the enumeration of all possible paths, i.e., admissible sequences for the missing values, and the computation of the probability distribution of the paths. A particular path is then selected in accordance with a prespecified interpolation objective.
The objectives of an interpolation scheme can vary depending on the particular application. In simulation studies where preservation of the historical statistical characteristics is desired, a valid approach would be to draw the missing sequences at random from their estimated probability distribution. However, quite often the local features of the record are of central importance. In such cases, estimates of the missing data are usually chosen on the basis of their likelihood of occurrence. Certain negative aspects to that approach are evident when one considers the overall effect this has on the statistics of the record. Alternatively, an interpolation scheme can be based on a prespecified "statistical characteristic" of the gap which is considered of primary interest. focus on the set of sufficient statistics because any other statistic "factors" through a set of sufficient statistics and the development would be similar. Apart from the locally optimal nature of this choice, it appears that this scheme has in many cases minimal effect of the global statistical features of the interpolated record. The general interpolation scheme is presented in section 2, while in section 3 the special case of two-state Markov chains is discussed in detail. Two-state (binary) Markov chains are of particular interest to hydrologic applications. The two states can be thought of corresponding to "success" and "failure," respectively. For instance, presence or absence of measurable rain during a day, exceedence-nonexceedence of daily base flow, and detection-nondetection of a threshold pollutant concentration during a sampling interval are a few examples of binary (zero-one) series. It should be noted that a binary process may arise either naturally or by clipping of a continuous process. In the second case, some information is usually lost by throwing away the continuous data, but this might be unavoidable or even desirable, depending on the nature of the data and the intended use of the outcome. In any case, by making use of the sufficient statistics of binary Markov chains the computational efficiency of our interpolation scheme can be enhanced by enumerating only the number of distinct sets of sufficient statistics instead of the number of all possible paths. An example involving interpolation of daily rainfall occurrence series is presented in section 4 to illustrate the procedure.
2.
GENERAL INTERPOLATION SCHEME Let a random sequence X•,, k • Z be an n-state stationary and end points conditions, and the results are given in Table  1 . Notice that in formulae (6)-(9) n is now equal to I q-2.
DAILY RAINFALL OCCURRENCES: AN EXAMPLE
We consider the daily rainfall occurrence series during the months April through June at Cedar In general, interpolation can be based on the probability distribution of the paths. If the results of interpolation are to be used for simulation purposes, then a path can be drawn at random from its probability distribution. On the other hand, if a predictive scheme based on likelihood of occurrence is utilized, the path most likely to have occurred is the one with s-11 and r• -10. This corresponds to the trivial path of having all values equal to 1, as was expected intuitively from the values of the conditional probabilities. Clearly, such a choice would alter significantly the statistics of the record. Alternatively, the selection can be based upon the likelihood of a certain statistic. In all cases, the results can be directly computed from Table 2 . In particular, on the basis of the likelihood of the sufficient statistic pair (s, rx), the optimal choice is a path drawn at random from the path class with s--6 and r• = 4. Any such path has the most likely to have occurred number of wet days and number of transitions from wet to wet day. Furthermore, in the case that only the number of wet days during the missing period is of importance, it can be verified from Table 2 that the optimal path would be a path drawn at random from the probability distribution of the four path classes inside the larger class described by s-8. (This is because the corresponding statistic is now s, and larger classes corresponding to constant s values can be formed and the one with the maximum likelihood selected.)
Note that in cases where interpolation is based on the likelihood of a statistic, the choice amounts to preserving the mode of the associated probability distribution, whereas drawing a path at random amounts to preserving the mean. The above example was merely presented for illustration purposes. It suggests, however, that several interpolation alternatives exist which apart from being locally optimal do not significantly alter the global characteristics of the record. Simulation studies are needed to establish the properties of the different interpolation alternatives.
CONCLUDING REMARKS
In this note we have suggested and exploited an interpolation scheme for filling in gaps in hydrologic time series modeled by Markov chains. Since an N-state higher-order Markov chain can always be brought into the form of a multistate first-order MC by appropriately augmenting the states, the general ideas of the interpolation scheme have been presented in terms of an N-state first-order M C. The special case of a two-state MC of order 1 has been analyzed in detail in terms of the sufficient statistics. Finally, an example involving daily rainfall occurrences has been presented. Depending on the objective of interpolation, alternative optimality criteria have been discussed, and their implementation has been illustrated.
Although we have concentrated on discrete-valued stochastic processes described by Markov chains, it is clear that the suggested interpolation procedure can also be applied to real-valued Markov processes after an appropriate set of representative states has been selected [cf. Yakowitz, 1979] . and, in general, P is given in terms of P from (A1).
