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Introduction
We present a 3D change detection algorithm designed to flag volumetric
changes in an environment. The algorithm we present utilizes a 3D scene
reconstruction technique originally designed to support an autonomously
navigated unmanned aerial system (UAS). The scene reconstruction system is
able to provide positional self-awareness for navigation within a known area.
It can also be used to construct a new model of unknown areas. By obtaining
accurate dense representations of the scene, we are able to detect
environmental changes irrespective of lighting, seasonal, and view point
changes. This change detection algorithm processes on un-calibrated images
captured from an EO sensor. No sensor specifications are required for a coarse
scene reconstruction.
Structure from Motion Methodology
The nine step reconstruction process produces a Dense Point Cloud
Representation (DPR) of a scene. Additional preprocessing steps can be added
to enhance the input images and the resulting representation.
SURF Feature Extraction and Matching
The Speeded Up Robust Features method finds keypoints in the scene that are
distinct and can be tracked across multiple frames, regardless of varying size,
location, and perspective. In order to determine the distance of the feature to the
camera plane, a tracking procedure is conducted on pairs of frames. Every
feature in the current frame is matched with the most similar feature in the
proceeding frames.
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