Counting real rational curves on real symplectic 4-manifolds with
  vanishing first Chern class by Rémi, Crétois
COUNTING REAL RATIONAL CURVES ON REAL
SYMPLECTIC 4-MANIFOLDS WITH VANISHING FIRST CHERN
CLASS
RE´MI CRE´TOIS
Abstract. We define a signed count of real rational pseudo-holomorphic
curves appearing in a one-parameter family of real Spin symplectic K3 sur-
faces. We show that this count is an invariant of the deformation class of the
family. In the case of a real projective K3 surface, this invariant specializes to
count real rational curves appearing in a linear system on the surface.
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1. Introduction
Let (X,ω, cX) be a real symplectic manifold of dimension 4, i.e. (X,ω) is sym-
plectic and cX is an anti-symplectic involution on X. Take a homology class
d ∈ H2(X,Z) such that (cX)∗d = −d. Weschinger in [27] defined enumerative
invariants by counting real rational pseudo-holomorphic curves on X appearing
in the class d and passing through a real configuration of points. However, his
construction yields trivial invariants when the first Chern class of (X,ω) vanishes.
Nonetheless, the algebraic counterpart of this problem that is counting real rational
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2 R. CRE´TOIS
curves appearing in a linear system on a real K3 surface was studied by Kharlamov
and Ra˘sdeaconu in [16], where the authors defined and computed a count invariant
under deformation of the polarized surface when the linear system is primitive.
In the present article, we define what we believe is a natural generalization of
both Welschinger’s and Kharlamov-Ra˘sdeaconu’s work by studying the case of real
symplectic 4-manifolds with vanishing first Chern class.
To this end and as suggested by Kontsevich ([18], §5.4), we consider a loop
Ω = (ωt)t∈S1 of symplectic structures on X with vanishing first Chern class and
such that cX is anti-symplectic for each structure. We let RJ lΩ(X) be the space of
almost-complex structures J on X which are tamed by an element of Ω and such
that dcX ◦ J = −J ◦ dcX . The moduli space RMd(X,Ω) of real rational curves in
the class d which are pseudo-holomorphic for an element of RJ lΩ(X) is a Banach
manifold and comes with a Fredholm map pi : RMd(X,Ω)→ RJ lΩ(X). This map is
of index −1, which means in particular that there is no real rational J-holomorphic
curve in the class d for a generic J . This is the symplectic analogue of the algebraic
statement that there is no holomorphic curve on a generic K3 surface. However, if
in the algebraic case the moduli of the K3 surfaces admitting holomorphic curves
is well-behaved, the image of the map pi is not.
Thus, rather than restricting our attention to the image of pi, we will consider
loops of almost-complex structures in order to track down the real rational curves
appearing in the class d. Taking a loop γ : S1 → RJ lΩ(X) we will study the
fiber product RMd(X,Ω) ×pi γ S1. When γ is generic enough, this product is a
manifold of dimension 0, and when d is a primitive class, it consists of a finite
number of elements (see Lemma 2). However, the cardinal of this set can vary
along a homotopy of γ. In order to get an invariant out of it, we need to introduce
an additional topological structure on X.
Namely, since the first Chern class of (X,Ω) vanishes, X admits a Spin structure.
Suppose that X admits a Spin structure which is moreover invariant under the
action of cX ; this is the case for example when X is simply-connected. Then this
structure admits two different orientations; we refer the reader to the §2.3 for the
definitions, and simply mention here that when the real part of X is non-empty, it is
in fact an orientable surface and the data of an orientation for a real Spin structure
is equivalent to the choice of one of the two semi-orientations associated to the
Spin structure. Let s be an oriented real Spin structure on X. Then it induces
naturally an orientation of RMd(X,Ω) ×pi γ S1 (see Theorem 1). In other words,
we can define a signed count χsd(X,Ω, cX ; γ) of the elements of RMd(X,Ω) ×pi γ S1.
We prove the following result (see Theorems 1 and 2).
Theorem. Let (X,Ω = (ωt)t∈S1 , cX) a one-parameter family of real symplec-
tic manifolds of dimension 4 with vanishing first Chern class, and suppose that
(X, cX) admits an oriented real Spin structure s. Then for all primitive classes
d ∈ H2(X,Z) such that (cX)∗d = −d, the signed count χsd(X,Ω, cX ; γ) ∈ Z is
invariant under homotopy of γ and Ω.
Note that if Ω is constant, then RJ lΩ(X) is contractible and hence the invariant
given by the previous theorem vanishes. Taking one-parameter families of sym-
plectic manifolds, the space RJ lΩ(X) is not necessarily contractible anymore. For
example, when (X,ω, cX) is a K3 surface with a Ka¨hler form ω, it comes with a
loop of Ka¨hler structures (a subset of the twistor space) oriented by the choice of an
oriented real Spin structure on (X, cX). Applying the previous theorem we get an
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invariant χd(X, cX) associated to the deformation class of the real K3 surface (see
§2.5). Moreover, when (X, cX) admits a primitive linear system h invariant by cX
and is generic enough, then χh(X, cX) actually counts the real rational curves in h,
with appropriate signs (see Proposition 4). In fact, we show that this count coincide
with the one defined by Kharlamov and Ra˘sdeaconu up to a sign (see Theorem 3).
Theorem. Let (X, cX , h) be a real projective K3 surface with a non-empty cX-
invariant linear system which are generic enough. The absolute values of the count
χh(X, cX) and the count defined by Kharlamov and Ra˘sdeaconu in [16] are equal.
We do not address the case of curves appearing in non-primitive homology
classes, but we think that our approach extends to this case to provide a ratio-
nal invariant and hope to show it in a future paper.
2. Definition of the count
2.1. Oriented Fredholm maps. In order to define the signed count of real ra-
tional pseudo-holomorphic curves we want, we need to introduce the notion of
orientability for a map between two Banach manifolds. Let M and N be two Ba-
nach manifolds and f : M → N a smooth Fredholm map, i.e. for every point x
in M , the differential of f at x has finite dimensional kernel and cokernel. As is
usual, we define the index of f , ind(f) to be dim(ker(dxf)) − dim(coker(dxf) for
any x ∈ M . Given such a map, one can also define a continuous real line bundle
Det(f) over M (see e.g. [28]), whose fiber over a point x is the determinant of the
differential dxf
Det(f) = ΛmaxR ker(dxf)⊗ (ΛmaxR coker(dxf))∗ .
SinceM andN are not necessarily finite dimensional, the notion of orientation on
those manifolds is not clear. However, one can define a notion of relative orientation
with respect to f (see e.g. [24]).
Definition 1. Let f : M → N be a smooth Fredholm map between two Banach
manifolds. We say that f is orientable (resp. oriented) if the line bundle Det(f) is
orientable (resp. oriented).
On the other hand, if f : M → N is a smooth Fredholm map between two Banach
manifolds, consider g : L→ N a smooth map with L a finite dimensional manifold
with boundary. Suppose that f and g are transverse and write M ×f g L the fiber
product along those two maps. According to the implicit function theorem, this is
a smooth manifold with boundary M ×f ∂g ∂L. It comes moreover with two smooth
maps piM : M ×f g L→M and piL : M ×f g L→ L. Using the pullbacks by piM and
piL, we can consider the bundles Det(f) and det(TL) = Λ
dimL
R TL over M ×f g L.
In the following, we will omit the pullback notation when the base of the bundles
is clear.
We now have the following key fact.
Proposition 1. Let f : M → N be a smooth Fredholm map between two Banach
manifolds and let g : L→ N be a smooth map with L a finite dimensional manifold
with boundary. Suppose that f and g are transverse.
Then there exist natural isomorphisms of line bundles
det(T
(
M ×f g L
)
)
o
= Det(f)⊗ det(TL),
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and
det(T
(
M ×f ∂g ∂L
)
)
o∂= Det(f)⊗ det(T∂L),
over M ×f g L and M ×f ∂g ∂L, such that when restricted over M ×f ∂g ∂L, we
have the following commuting square
det(T
(
M ×f ∂g ∂L
)
)⊗N∂(M ×f gL)
o∂⊗dpiL//

Det(f)⊗ det(T∂L)⊗N∂L

det(T
(
M ×f g L
)
)
o // Det(f)⊗ det(TL)
where N∂(M ×f gL) = T
(
M ×f g L
)
/T
(
M ×f ∂g ∂L
)
and N∂L = TL/T∂L.
In particular, when f and L are oriented, then so is M ×f g L.
Proof. The fiber product M ×f g L is a smooth submanifold of the product M × L
and at each point (x, y) ∈M ×f g L, its tangent space is the kernel of the surjective
Fredholm map dxf ⊕ −dyg : TxM ⊕ TyL → Tf(x)N . Thus, we have the equality
det(T(x,y)
(
M ×f g L
)
) = Det(dxf ⊕−dyg).
On the other hand, for any (x, y) ∈M ×f gL, we have the following commutative
diagram:
0 // TxM //
dxf

TxM ⊕ TyL //
dxf⊕−dyg

TyL //

0
0 // Tf(x)N // Tf(x)N // 0 // 0.
Thus, we have a natural isomorphism Det(dxf ⊕−dyg) = Det(dxf)⊗Det(TyL).
All in all, for all (x, y) ∈M ×f g L, we have an isomorphism
o(x,y) : det(T(x,y)
(
M ×f g L
)
)→ Det(dxf)⊗ det(TyL).
Using local trivializations for those three line bundles, one can then check that all
the considered isomorphisms vary continuously.
We can then do the same construction for the boundary of M ×f g L to get
the desired isomorphism o∂ . The compatibility between those two isomorphisms is
straightforward. 
Remark 1. In the present paper, we will mainly use Proposition 1 when we have
dim(∂L)+ind(f) = 0. In this case, the fiber product M ×f gL is a smooth manifold
of dimension 1 and the boundary is a discrete set of points. If f and L are oriented,
then ∂L is oriented using the inward normal convention. Thus M ×f g L and its
boundary inherit an orientation that is again compatible with the inward normal
convention. The orientation at a point (x, y) of ∂
(
M ×f g L
)
is simply given by a
sign which is the following : since f and ∂g are transverse at the point f(x) = g(y),
dy(∂g) : Ty∂L→ coker(dxf) is an isomorphism between two oriented vector spaces
(since ker(dxf) = {0} because ind(f) ≤ 0) so can either preserve of exchange the
two orientations, which gives the desired sign.
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In particular, if f is a proper map and L is compact, then the sum of the signs
of the boundary points of M ×f g L gives zero. If f is not proper, this is no longer
true in general.
2.2. Moduli space of real rational pseudo-holomorphic curves. We briefly
recall the construction of the moduli space of real rational pseudo-holomorphic
curves given in [27].
Let (X,Ω, cX) a triple consisting of a smooth closed manifold of dimension 4,
of a smooth family Ω = (ωt)t∈S1 of symplectic forms on X and of an involutive
diffeomorphism cX of X such that for all t ∈ S1, c∗Xωt = −ωt. Fix an integer
l > 1 large enough and define J lΩ(X) to be the set of almost-complex structures
J on X which are of class Cl and tamed by some ωt, t ∈ S1. Denote by RJ lΩ(X)
the subset of J lΩ(X) consisting of the almost-complex structures J ∈ J lΩ(X) such
that dcX ◦ J = −J ◦ dcX . As proved in [27], the set RJ lΩ(X) is a separable
Banach manifold which is non-empty. However, it need not be contractible. It is
nonetheless connected. Thus, the first Chern class c1(X,Ω) ∈ H2(X,Z) of (X,Ω)
is well-defined.
Let S be an oriented 2-sphere. Let J lS be the space of complex structures on S of
class Cl and compatible with the given orientation. Finally, fix an integer 1 ≤ k ≤ l
and a real number p > 2.
Definition 2. Let d ∈ H2(X,Z) be a non-zero homology class. A parameterized
rational pseudo-holomorphic curve on (X,ω, cX) in the class d is a triple (u, j, J) ∈
Lk,p(S,X)× J lS × J lΩ(X) such that
du+ J ◦ du ◦ j = 0, and u∗[S] = d.
We say that (u, j, J) is simple if it cannot be written as u′ ◦ φ where (u′, j′, J ′)
is a pseudo-holomorphic curve and φ : (S, j) → (S, j′) is a non-trivial ramified
covering.
The set Pd(X,Ω) of simple parameterized rational pseudo-holomorphic curves
in the class d is a separable Banach manifold of class Cl−k (see [21], Proposition
3.2.1). Suppose that (cX)∗d = −d. Then the group Diff(S) of diffeomorphisms of
S of class Cl+1 acts on Pd(X,Ω) by reparameterization. Denote by Diff+(S) the
subgroup of Diff(S) consisting of orientation preserving diffeomorphisms. Then
the quotient Md(X,Ω) of Pd(X,Ω) by Diff+(S) can be seen as a Banach man-
ifold of class Cl−k (see [23], Corollary 2.2.3). Moreover, Md(X,Ω) comes with
an action of Diff(S)/Diff+(S) ∼= Z/2Z. We denote by RMd(X,Ω) the fixed
point set of this action, which is a separable Banach manifold of class Cl−k and
pi : RMd(X,Ω) → RJ lΩ(X) the natural projection which is a smooth map. Then,
any point of RMd(X,Ω) admits a lift (u, j, J) ∈ Pd(X,Ω) such that there exists a
unique involutive orientation-reversing diffeomorphism cS of S with u ◦ cS = cX ◦u
(see Lemma 1.3 in [27]). We will say that an element of RMd(X,Ω) is a real
rational pseudo-holomorphic curve in the class d.
Let us recall the following from Proposition 1.9 in [27].
Proposition 2. The map pi is Fredholm of index c1(X,Ω)d − 1.
2.3. Oriented real Spin structures. Let (X, cX) be a smooth, closed connected
manifold of dimension n equipped with an involutive diffeomorphism cX . Let
(E, g, cE) be an oriented real vector bundle of rank 2r over X equipped with
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a metric g and an involutive automorphism cE lifting cX and being an orien-
tation preserving (resp. reversing) isometry for g in the fibers when r is even
(resp. odd). We say that cE is a real structure. Let us denote by FE the
O(2r)-principal bundle of frames of E and by F+E the SO(2r)-principal bundle
of positively oriented frames. The bundle FE admits a conjugate automorphism
e = (e1, e2, . . . , e2r) ∈ FE 7→ e = (e1,−e2, . . . , e2r−1,−e2r) ∈ FE , i.e. if e ∈ FE
and M ∈ O(2r) then e.M = e.M where M = TMT and T is the diagonal ma-
trix ((−1)iδij)1≤i,j≤2r. The involution cE induces one on F+E defined by cE :
(e1, . . . , e2r) ∈ F+E 7→ (cE(e1),−cE(e2), . . . , cE(e2r−1),−cE(e2r)) ∈ F+E , which is a
conjugate automorphism of F+E .
A Spin structure on E is a Spin(2r)-principal bundle SE over X equipped with
a double cover SE → F+E which lifts the identity and restricts as the double cover
Spin(2r) → SO(2r) on each fiber. A Spin structure SE → F+E is said to be real
if cE admits a lift σE : SE → SE as a conjugate morphism (see e.g. [25]). Note
that we do not require σE to be an involution; it can be of order 2 or 4. On the
other hand, if a Spin structure is real, then there are exactly two lifts of cE , σE
and −σE .
Definition 3. A real Spin structure SE → F+E is oriented by the choice of a lift
of cE.
In fact, we consider oriented real Spin structures only up to equivalence. Two
oriented real Spin structure (SE , σE) → (F+E , cE) and (S′E , σ′E) → (F+E , cE) on E
are equivalent if there exists an isomorphism f : SE → S′E which lifts the identity
on F+E and satisfying f ◦ σE = σ′E ◦ f .
Since the space of cE-invariant metrics on (E, cE) is contractible, those defini-
tions do not depend on the choice of g.
Suppose now that J is a complex structure on (E, cE), i.e. J is an endomorphism
of E which squares to minus the identity and satisfying cE ◦ J = −J ◦ cE . Then
the fixed point set RE of cE is a real vector bundle of rank r over the fixed point
set RX of cX when it is not empty. Let us recall the following result (see e.g. [25]
Theorem 1).
Proposition 3. Let (E, cE , J) be a complex vector bundle on (X, cX) equipped
with a real structure. Suppose that the real part of X is non-empty and that (E, cE)
admits a real Spin structure. Then the bundle RE is orientable. Moreover, an
orientation for the real Spin structure on (E, cE) naturally induces an orientation
on the real part of (E, cE).
Finally, if J ′ is a complex structure on (E, cE) which is homotopic to J then the
same orientation for the real Spin structure give the same orientation of RE for J
and J ′.
Proof. The first part of the Proposition is proved in [25]. The second part follows
from the fact there exists an isomorphism between (E, cE , J) and (E, cE , J
′) which
is homotopic to the identity as an automorphism of (E, cE). 
The existence of a real Spin structure on a vector bundle (E, cE) is not an easy
problem in general. The main case where we have the existence of such a structure
is given by the following Lemma.
Lemma 1. Let (E, cE) be an oriented real vector bundle of even rank equipped with
a real structure over (X, cX). If H
1(X,Z/2Z) = 0 and w2(E) = 0 then (E, cE)
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admits a real Spin structure, which is unique. In particular, (E, cE) has exactly
two oriented real Spin structures.
Proof. The condition w2(E) = 0 guarantees the existence of a Spin structure on E.
The set of all Spin structures on E is then an affine space over H1(X,Z/2Z) which
is trivial. Thus there is only one Spin structure on E and it must be real. 
2.4. Main result.
Definition 4. Let (X,Ω, cX) be a smooth closed manifold of dimension 4 equipped
with a smooth family Ω = (ωt)t∈S1 of symplectic forms and with an involutive
diffeomorphism cX such that for all t ∈ S1, c∗Xωt = −ωt. We say (X,Ω, cX) is a
one-parameter family of real Spin symplectic K3 surfaces if c1(X,Ω) = 0 and if
(TX, dcX) admits a real Spin structure.
If Ω = ω is constant, we say (X,ω, cX) is a real Spin symplectic K3 surface.
Remark 2. Let (X,ω, cX) be a symplectic manifold of dimension 4 equipped with
an anti-symplectic involution such that c1(X,ω) = 0. Then Lemma 1 implies
that if H1(X,Z/2Z) = 0 there exist exactly two oriented real Spin structures on
(TX, dcX). In this case, Bauer proved in [3], Corollary 1.2 and Remark 1.3, that
X is homeomorphic to a K3 surface. It is not known if it is diffeomorphic to it but
there is no known example of a simply-connected non-Ka¨hler symplectic 4-fold with
vanishing first Chern class.
Theorem 1. Let (X,Ω, cX) be a one-parameter family of real Spin symplectic
K3 surfaces. Then for all d ∈ H2(X,Z) such that (cX)∗d = −d, the map pi :
RMd(X,Ω) → RJ lΩ(X) is orientable. Moreover, the choice of an oriented real
Spin structure on (TX, dcX) induces an orientation of pi. The opposite oriented
real Spin structure induces the opposite orientation on pi.
Lemma 2. Let (X,Ω, cX) be a one-parameter family of real Spin symplectic K3
surfaces and d ∈ H2(X,Z) such that (cX)∗d = −d. Suppose that d is primitive, i.e.
that if d = ke with e ∈ H2(X,Z) and k ∈ Z, then k = ±1. Then, a generic smooth
map γ : S1 → RJ lΩ(X) is transverse to pi and the fiber product RMd(X,Ω) ×pi γ S1
is finite. Moreover, we can assume that all the real rational curves which are γ(t)-
holomorphic for some t ∈ S1 are irreducible.
Proof. First take a class e ∈ H2(X,Z) such that e′ = −(cX)∗e 6= e. Then the
moduli spaces Me(X,Ω) and Me′(X,Ω) of simple rational pseudo-holomorphic
curves in degree e and e′ are Banach manifolds of class Cl−k which come with
Fredholm maps pie : Me(X,Ω) → J lΩ(X) and pie′ : Me
′
(X,Ω) → J lΩ(X) of index
−2 (see [23], Corollary 2.2.3). Moreover, pie and pie′ are transverse to each other
(see [27], Proposition 2.9). Thus, the fiber productMe,e′(X,Ω) =Me(X,Ω) ×pie pie′
Me′(X,Ω) is a Banach manifold of class Cl−k equipped with a Fredholm map
pie,e′ :Me,e′(X,Ω)→ J lΩ(X) of index −4. The quotient Diff(S)/Diff+(S) then
acts on Me,e′(X,Ω) by reparameterization, and the fixed points set RMe,e′(X,Ω)
of this action is a Banach manifold of class Cl−k with a Fredholm map pie,e′ :
RMe,e′(X,Ω)→ RJ lΩ(X) of index −2. In particular, by Sard-Smale theorem, the
image of a generic γ : S1 → RJ lΩ(X) does not intersect im(pie,e′).
Secondly, take d1, d2 ∈ H2(X,Z) two different classes with (cX)∗di = −di for i =
1, 2. Then the projections pi1 : RMd1(X,Ω) → RJ lΩ(X) and pi2 : RMd2(X,Ω) →
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RJ lΩ(X) are of index −1 and transverse to each other (see Proposition 2.9 in [27]).
Thus, the fiber product RMd1,d2(X,Ω) = RMd1(X,Ω) ×pi1 pi2 RMd2(X,Ω) comes
with a Fredholm map pi1,2 : RMd1,d2(X,Ω)→ RJ lΩ(X) of index −2. In particular,
by Sard-Smale theorem, the image of a generic γ : S1 → RJ lΩ(X) does not intersect
im(pi1,2).
On the other hand, also by Sard-Smale theorem, a generic γ is transverse to pi.
Now take a γ which is transverse to pi and such that for any e ∈ H2(X,Z) with
e′ = −(cX)∗e 6= e we have im(pie,e′)∩ im(γ) = ∅ and for any d1, d2 ∈ H2(X,Z) with
d1 6= d2 and (cX)∗di = −di for i = 1, 2, we have im(γ) ∩ im(pi1,2) = ∅. Such a γ is
again generic. Moreover, the fiber product RMd(X,Ω) ×pi γ S1 is a 0-dimensional
manifold.
Assume by contradiction that it is infinite. Then one can find an injective se-
quence in it, and by Gromov’s compactness theorem, there exist a subsequence
converging to a stable pseudo-holomorphic curve. There are then three cases :
• the limit curve is irreducible and simple; this is not possible as RMd(X,Ω) ×pi γ
S1 would then have an accumulation point.
• the limit curve is irreducible but not simple; this is ruled out by the as-
sumption on d.
• the limit curve is reducible; this is not possible because of the conditions
we have on γ.
Thus RMd(X,Ω) ×pi γ S1 is finite. 
On the other hand, under the same assumptions as in Lemma 2, as mentioned
in the Remark 1, the Theorem 1 and the Proposition 1 allow us to define for
each element C ∈ RMd(X,Ω) ×pi γ S1 and each oriented real Spin structure s on
(TX, dcX), a sign εs(C). Then define :
χsd(X,Ω, cX ; γ) =
∑
C∈RMd(X,Ω) ×pi γS1
εs(C).
However, since pi is not proper in general, it is not clear how χsd(X,Ω, cX ; γ) vary
along a homotopy of γ. This is answered by the following.
Theorem 2. Let (X,Ω, cX) be a one-parameter family of real Spin symplectic
K3 surfaces. Choose an oriented real Spin structure s and let d ∈ H2(X,Z) be a
primitive class such that (cX)∗d = −d. Then, for any generic γ : S1 → RJ lΩ(X),
the integer χsd(X,Ω, cX ; γ) depends only on the homotopy class of γ.
Since RJ lΩ(X) is connected, one can reformulate Theorem 2 by saying that
γ 7→ χsd(X,Ω, cX ; γ) defines a morphism χsd(X,Ω, cX ; .) from H1(RJ lΩ(X),Z) into
Z.
On the other hand, one can choose γΩ : S
1 → RJ lΩ(X) generic such that for
all t ∈ S1, γΩ(t) is tamed by ωt. Moreover, such a γΩ is unique up to homotopy;
thus, the integer χsd(X,Ω, cX ; γΩ) ∈ Z does not depend on the choice of γΩ. We will
denote it by χsd(X,Ω, cX). One can then easily check that χ
s
d(X,Ω, cX) is invariant
under deformation of (X,Ω, cX), i.e. if Ω
′ = (ω′t)t∈S1 is a family of real symplectic
structures on (X, cX) which is homotopic to Ω through families of real symplectic
structures, then χsd(X,Ω, cX) = χ
s
d(X,Ω
′, cX).
Theorem 1 is a refinement of general results appearing in [8] and [13]. However,
we will give a simpler proof in §3.1.2 for the sake of completeness and also because we
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will need the explicit description of the orientation of pi in order to prove Theorem
2. The proof of Theorem 2 appears in §3.3.
2.5. K3 surfaces. We now explain how to get enumerative invariants associated
to the deformation class of a real projective K3 surface from the invariants defined
by Theorems 1 and 2.
Let (X, I, cX) be a real K3 surface, i.e (X, I) is a simply-connected complex
surface with trivial canonical bundle and cX is an anti-holomorphic involution on
X. Then X admits a Ka¨hler form ω for which cX is anti-symplectic (see Theorem
14.5 in [2]). Denote by g = ω(., I.) the Ka¨hler metric associated to the Ka¨hler form
ω.
The canonical bundle admits a real structure given by the transpose (dcX)
t
of dcX and we denote by H
0(X,KX)+1 the +1-eigenspace of the map induced by
(dcX)
t on H0(X,KX). Taking a non-zero form v ∈ H0(X,KX)+1, there is a unique
endomorphism J1 of TX such that g(J1., .) = <(v(., .)). Moreover there exists a
unique λ > 0 such that J = λJ1 is an almost-complex structure. Replacing v by
a positive multiple, we obtain the same almost-complex structure, and taking −v
gives −J .
Moreover, as in [2] Lemma 13.1, J is integrable, satisfies IJ = −JI and dcX ◦J =
J ◦ dcX , and g is Ka¨hler for J . This implies that all the elements of the sphere
T(ω, I) = {aI + bJ + cIJ ∈ End(TX), a, b, c ∈ R3, a2 + b2 + c2 = 1}
are complex structures on X making g Ka¨hler, and the only elements making cX
anti-holomorphic form the circle
RT(ω, I) = {aI + bJ + cIJ ∈ T(ω, I), b = 0}.
Note that the sets T(ω, I) and RT(ω, I) do not depend on the choice of v ∈
H0(X,KX)+1, but once we choose an orientation of H
0(X,KX)+1, RT(ω, I) is
oriented as the boundary of the hemisphere of T(ω, I) containing J . The opposite
orientation of H0(X,KX)+1 gives the opposite orientation of RT(ω, I).
On the other hand, as we mentioned in Remark 2, (TX, dcX) admits exactly two
oriented real Spin structures which we will denote by s and s′.
More precisely, there is a bijection between the Spin structure on TX and the
square roots of the canonical bundle KX of X (see [1], Proposition 3.2). In our
case, since KX is trivial, this Spin structure is given by the trivial line bundle OX .
Taking an isomorphism α : O2X → KX , there are exactly two real structures c1
and c2 on OX such that their squares are equal to α∗(dcX)t. The choice of one of
those two real structures orients the real Spin structure. It is also equivalent to
the choice of a (dcX)
t-invariant non-vanishing holomorphic 2-form on X up to a
positive constant.
Thus, we get two loops of complex structure γsω,I , γ
s′
ω,I : S
1 → RT(ω, I) which are
obtained one from the other by reparameterizing using an orientation reversing dif-
feomorphism of S1. We also get two loops of Ka¨hler forms Ωsω,I = (g(γ
s
ω,I(t)., .))t∈S1
and Ωs
′
ω,I = (g(γ
s′
ω,I(t)., .))t∈S1 . The triples (X,Ω
s
ω,I , cX) and (X,Ω
s′
ω,I , cX) are one-
parameter families of real Spin symplectic K3 surfaces. The discussion following
Theorem 2 gives us χsd(X,Ω
s
ω,I , cX) and χ
s′
d (X,Ω
s′
ω,I , cX) for any primitive class
d ∈ H2(X,Z) such that (cX)∗d = −d.
Since the structures s and s′ are opposite and Ωsω,I and Ω
s′
ω,I are the same
family of symplectic forms travelled with opposite orientations, we have equality
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χsd(X,Ω
s
ω,I , cX) = χ
s′
d (X,Ω
s′
ω,I , cX). Since the space of Ka¨hler forms ω on (X, I, cX)
is convex, the integer χsd(X,Ω
s
ω,I , cX) does not depend on the choice of ω. We define
χd(X, I, cX) = χ
s
d(X,Ω
s
ω,I , cX) = χ
s′
d (X,Ω
s′
ω,I , cX).
Let us underline that this number is now an invariant of the deformation class
of the real K3 surface which does not depend on the choice of oriented real Spin
structure.
Proposition 4. Let (X, I, cX) a real K3 surface and ω a Ka¨hler form which makes
cX anti-symplectic. Take a primitive class d ∈ H2(X,Z) such that (cX)∗d = −d
and d2 ≥ −2. Then there is exactly one element K ∈ RT(ω, I) such that there
exists a K-holomorphic curve in the class d.
Moreover, if (X, I, cX) is generic enough, then the loop γ
s
ω,I : S
1 → RJ lΩsω,I
is transverse to the map pi : RMd(X,Ωsω,I) → RJ lΩsω,I , and the fiber product
RMd(X,Ωsω,I) ×pi γsω,I S
1 contains only irreducible curves.
Proof. Proposition 3.1 in [5] shows that there is exactly one element K ∈ T(ω, I)
such that there exists a K-holomorphic curve in the class d. The structure K must
lie in RT(ω, I) by unicity.
If (X, I, cX) is generic enough, then it follows from Theorem 1.1 of Chen in [7]
that all the curves appearing in the fiber product RMd(X,Ωsω,I) ×pi γsω,I S
1 are nodal
and irreducible.
Let us suppose to simplify the notations that the structure I is the one admitting
a curve in the class d. Then the tangent to T(ω, I) at I gives a class c in H1(X,TX)
which is the tangent space to the space of deformations of (X, I). Take a rational
curve u : CP 1 → X in the fiber product RMd(X,Ωsω,I) ×pi γsω,I S
1 and denote by
C ⊂ X its image. Then both the deformations of X and of the pair (X,C) are
unobstructed (see [11] Proposition 4.8). In particular, the image of c in H1(S,Nu)
is non-zero, where Nu = u
∗TX/TCP 1 is the normal bundle of u; otherwise the
curve C would survive along the deformation given by T(ω, I).
Since the inclusion T(ω, I) ⊂ J lΩsω,I is equivariant, the derivative of γ
s
ω,I at I
gives a non-zero class in H1(S,Nu)+1. In other words, the derivative of γ
s
ω,I at I
does not lie in the image of dupi (see [23] Corollary 2.2.3). Since u is an immersion,
Nu is a line bundle of degree −2, so the image of dupi is codimension 1. Thus γsω,I
is transverse to pi. 
Thus, if (X, I, cX) is a real projective K3 surface generic enough and d is the class
of a non-empty linear system h on X, then χd(X, I, cX) counts the real rational
curves appearing in h with appropriate signs.
Kharlamov and Ra˘sdeaconu defined and computed an invariant signed count of
real rational curves on real projective K3 surfaces (see [16]). The sign they give to
a curve coincide with Welschinger’s sign, i.e. it is given by the parity of the number
of real isolated double points of the curve. In fact, the invariant they obtain is the
same as the one we defined above, up to a sign coming from convention choices.
Theorem 3. Let (X, I, cX) be a real projective K3 surface generic enough and d
be the class of a non-empty linear system h on X, invariant by cX . The absolute
values of the count χd(X, I, cX) defined by Theorem 1 and the count defined by
Kharlamov and Ra˘sdeaconu are equal.
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We obtain Theorem 3 as a corollary of Proposition 7 which appears in §3.2.
3. Proof of the invariance
3.1. Orientability of pi - Proof of Theorem 1.
3.1.1. Complex vector bundles with real structure. Let us recall some facts from [9]
which we will use in §3.1.2. Take an oriented 2-sphere S and consider a complex
vector bundle N over it. Equip S with a real structure, i.e. with an orientation
reversing involutive diffeomorphism cS . A real structure on N is an involutive
automorphism cN of N lifting cS and being C-antilinear in the fibers. The fixed
point set of cN is denoted by RN . It is a real vector bundle over RS = Fix(cS) of
the same rank as N . The isomorphism classes of such pairs (N, cN ) are classified
by the rank of N , the degree of N and the first Stiefel-Whitney class of RN (see
[4] Propositions 4.1 and 4.2).
Now fix j0 ∈ J lS such that dcS ◦ j0 = −j0 ◦ dcS and let us denote by ROp(N)
the set of all generalized Cauchy-Riemann operators of class Cl−1 on (N, cN ) which
commute with the action of cN (see Appendix C.1 in [21]). The set ROp(N) of all
such operators is an affine Banach space. In particular it is contractible.
Note that the involution cN acts on the spaces L
k,p(S,N) and Lk−1,p(S,Λ0,1S⊗
N). We denote by Lk,p(S,N)+1 and L
k−1,p(S,Λ0,1S⊗N)+1 the +1 eigenspaces of
cN . The elements of ROp(N) restrict as operators from Lk,p(S,N)+1 to Lk−1,p(S,Λ0,1S⊗
N)+1, and this is how we will usually consider them. Moreover, those operators are
Fredholm, so we can restrict the determinant line bundle Det(N, cN ) over ROp(N).
This line bundle is orientable.
On the other hand, let RMob+(S, j0, cS) be the group of automorphisms of (S, j0)
commuting with cS , and let
RAut(N, cN ) =
{
f : N → N | f lifts φ ∈ RMob+(S, j0, cS),
f is a C-linear automorphism in the fibers, f ◦ cN = cN ◦ f} .
Then RAut(N, cN ) acts naturally on Det(N, cN ), and in particular on its orien-
tations. Moreover, this last action depends only on the homotopy classes of the
elements of RAut(N, cN ).
Let us consider a particular example in detail. Take C2 to be the trivial bundle
of rank 2 over (S, j0). Define a real structure cC on C2 by cC(z, v) = (cS(z), v).
Recall from Lemma 1 that (C2, cC) admits a unique real Spin structure. When
RS is non-empty, then the fixed points set of cC is the trivial bundle R2 over RS,
and the two orientations of the real Spin structure correspond naturally to the two
orientations of R2. Moreover, the real vector bundle R2 over RS admits exactly
two Pin± structures. We have the following Lemma (see Lemmas 2.2, 2.3 and 3.1
in [9]).
Lemma 3. Suppose that RS is empty. The group RMob+(S, j0, cS) is connected
and the group RAut(C2, cC) has two connected components : one containing the
identity and the other containing the automorphism r : (z, (v1, v2)) ∈ C2 7→ (z, (−v1, v2)) ∈
C2. The automorphism r does not preserve the orientations of Det(C2, cC) and does
not preserve the oriented real Spin structures on C2.
Suppose that RS is non-empty. The group RMob+(S, j0, cS) has two connected
components : one containing the identity and the other containing an automorphism
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h which exchanges the two hemispheres. The group pi0(RAut(C2, cC)) is generated
by three elements : a : (z, v) ∈ C2 7→ (h(z), v) ∈ C2, m : (z, (v1, v2)) ∈ C2 7→
(z, (−v1, v2)) ∈ C2, and t is an automorphism of C2 lifting the identity and such
that its restriction to the real part of C2 gives a generator of pi1(SL2(R)). The
automorphisms m and t act non trivially on the orientations of Det(C2, cC) whereas
a acts trivially. Moreover, a preserves the orientations and Pin± structures of R2,
m preserves the Pin± structures but not the orientations of R2, and t preserves the
orientations but not the Pin± structures of R2. 
Let us fix once and for all an oriented real Spin structure on (C2, cC) and a Spin
structure on R2 when RS 6= ∅ in the following way :
• if RS = ∅ : taking the euclidean metric on the fibers, the bundle of oriented
frame F+C2 is the trivial bundle S × SO(4). The induced involution is cC :
(z,M) ∈ S × SO(4) 7→ (cS(z), TMT−1) ∈ S × SO(4), where T ∈ SO(4) is
the diagonal matrix ((−1)iδi,j)1≤i,j≤4. The oriented real Spin structure is
then given by the trivial bundle S×Spin(4) with the standard double cover
to S × SO(4) and the lift of cC is given by σC2 : (z, p) ∈ S × Spin(4) 7→
(z, T˜ pT˜−1) ∈ S × Spin(4), where T˜ ∈ Spin(4) is one of the two lifts of T .
• if RS 6= ∅ : the construction is the same as the previous one. Moreover, the
orientation of R induced by this oriented real Spin structure (see Proposi-
tion 3) is the canonical one. The Spin structure we fix on R is given by the
trivial bundle RS×Spin(2) with the standard double cover to RS×SO(2).
Finally, in both cases, we also fix an orientation on Det(C2, cC) as follows. Take
the real Cauchy-Riemann operator ∂C ⊕ ∂C on C2, where ∂C = 12 (d + i ◦ d ◦ j0) is
the standard Cauchy-Riemann operator on the complex-valued functions on S. It
is surjective, and its kernel is of dimension 2. Fix once and for all the orientation
of Det(∂C ⊕ ∂C) by choosing (1, 0) ∧ (0, 1) ∈ Λ2R ker(∂C ⊕ ∂C) to generate this line.
Now since the space of all real generalized Cauchy-Riemann operators on (C2, cC)
is contractible, the orientation we chose induces an orientation of Det(C2, cC).
It is straightforward to check that if (S′, cS′ , j′0) is another real sphere, isomor-
phic to (S, cS , j0), then an isomorphism between the trivial bundles over those two
spheres that preserves the fixed oriented real Spin structure and Spin structure on
the real part also preserves the fixed orientations on the determinant bundles.
3.1.2. Proof of Theorem 1. Let us first recall from [23] how RMd(X,Ω) inherits a
structure of Banach manifold from Pd(X,Ω). One chooses j0 ∈ J lS and considers
M̂d(X,Ω) = Pd(X,Ω) ∩ Lk,p(S,X) × {j0} × J lΩ(X). It is a separable Banach
manifold of class Cl−k. The subgroup Mob(S, j0) ⊂ Diff(S) consisting of all
j0-holomorphic and j0-anti-holomorphic diffeomorphisms of S acts on M̂d(X,Ω).
Moreover, this action is of class Cl−k. The only elements of Mob(S, j0) having
fixed points are real structures on (S, j0), and a point of (u, J) ∈ M̂d(X,Ω) can
only be fixed by at most one real structure, which we will denote by cu. We
write RM̂d(X,Ω) to be the reunion of all those fixed points. It is a disjoint union
of separable Banach manifolds of class Cl−k, each manifold being the fixed locus
of a given real structure. The subgroup Mob+(S, j0) ⊂ Mob(S, j0) consisting of
automorphisms of (S, j0) acts freely on RM̂d(X,Ω) in a Cl−k-smooth way. Thus,
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the quotient RM̂d(X,Ω)/Mob+(S, j0) = RMd(X,Ω) becomes a Banach manifold
of class Cl−k.
Moreover, define E , E ′, T and T ′ to be the Banach bundles of class Cl−k
over RM̂d(X,Ω) whose fibers over a point (u, J) ∈ RM̂d(X,Ω) are respectively
Lk,p(S, u∗TX)+1, Lk−1,p(S,Λ0,1S ⊗j0 Ju∗TX)+1, Lk,p(S, TS)+1 and Lk−1,p(S,Λ0,1S ⊗j0 J
TS)+1. The indices +1 indicates that we take the +1-eigenspace of the linear map
induced by cX and cu on each of those vector spaces. Then one has two bundle ho-
momorphisms ∂j0 : T → T ′ and D : E → E ′. The first one is the Cauchy-Riemann
operator on the holomorphic line bundle TS. To define the second one, choose a
metric gX on X which is invariant by cX and let ∇ be its associated Levi-Civita
connection. Then the restriction Du,J of D over (u, J) ∈ RM̂d(X,Ω) is given by
v ∈ E(u,J) 7→ ∇v + J ◦ ∇j0v +∇vJ ◦ du ◦ j0 ∈ E ′(u,J).
Moreover, there is an injective morphism of Banach bundles from T to E and one
from T ′ to E ′ given in the fibers over (u, J) ∈ RM̂d(X,Ω) by ξ ∈ Lk,p(S, TS)+1 7→
du(ξ) ∈ Lk,p(S, u∗TX)+1 for the first one and similarly for the second one. Then
Lemma 1.4.2 in [23] states that the following diagram commutes
(1) 0 // T //
∂j0

E //
D

E/T //
D

0
0 // T ′ // E ′ // E ′/T ′ // 0
where D : E/T → E ′/T ′ is induced by D on the quotient. When restricted to
fibers, the previous diagram is in fact a short exact sequence of Fredholm operators.
Thus it induces a natural isomorphism of continuous line bundles over RM̂d(X,Ω)
between Det(D) and Det(∂j0)⊗Det(D).
On the other hand, the action of Mob+(S, j0) on RM̂d(X,Ω) lifts naturally
to a continuous action on the three line bundles Det(D), Det(∂j0) and Det(D).
Corollary 2.2.3 in [23] and Proposition 1.9 in [27] then state that there is a natural
isomorphism between Det(dpi) and Det(D)/Mob+(S, j0).
Thus, to prove Theorem 1, it is enough to show that
(1) Det(∂j0) can be oriented in a canonical way,
(2) Det(D) can be oriented by the choice of an oriented real Spin structure on
(TX, dcX),
(3) the action of Mob+(S, j0) preserves the orientations given in 1 and 2.
To this end, it will be useful to decompose the space RM̂d(X,Ω) in the union of two
open submanifolds : one, RM̂d∅(X,Ω), containing the real curves which have empty
real part, the other, RM̂dS1(X,Ω), containing the real curves which have non-empty
real part. Note that the action of Mob+(S, j0) preserves those two submanifolds.
Thus we can show 1, 2 and 3 for each of those two submanifolds independently.
Proposition 5. The line bundle Det(∂j0) admits a canonical orientation and the
action of Mob+(S, j0) preserves it.
Proof. Let us first choose for each (u, J) ∈ RM̂d(X,Ω) an orientation of Det(∂j0)(u,J)
in the following way. If the curve has empty real part, take an isomorphism
ψ : (S, cu, j0) → (CP 1, c∅, i), where c∅(z) = − 1z ; if the real part is non-empty,
take an isomorphism ψ : (S, cu, j0) → (CP 1, cRP 1 , i), where cRP 1(z) = z. In both
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cases, ψ induces an isomorphism between Det(∂j0)(u,J) and Det(∂i). Now, fix
once and for all an orientation of Det(∂i) by requiring that v1(z) = (z − i)(z + i),
v2(z) = (1−z)(1+z) and v3(z) = z is a positive basis of ker(∂i) when the real part
is non-empty, and v′1(z) = (i− z)(i + z), v′2(z) = i(1− z)(1 + z) and v′3(z) = iz is
a positive basis of ker(∂i) when the real part is empty (those choices can appear to
be arbitrary, but will be justified in the proof of Theorem 2, see Remark 7). This
gives in both cases an orientation on Det(∂j0)(u,J).
This orientation does not depend on the choice of ψ. Indeed, another isomor-
phism will differ from ψ by an automorphism of CP 1 commuting with the appro-
priate real structure. But in the first case, the group of such automorphisms is
connected; in the second case, it has two connected component : one containing
the identity, and one containing z 7→ −z. By a straightforward calculation, one can
check that this last automorphism preserves the orientations of Det(∂i). This also
shows that the action of Mob+(S, j0) on these orientations is trivial.
Finally, it is clear that these orientations depend continuously on (u, J) ∈ RM̂d(X,Ω).

We now need two auxiliary technical results. Let (Σ, g) be a compact and ori-
ented Riemann surface. Let us denote by FΣ the oriented frame bundle of Σ. Then,
given an immersed curve a ⊂ Σ, its tangential lift gives a class ~a ∈ H1(FΣ,Z/2Z).
Suppose moreover that the only singularities of a are transverse double points, and
let m(a) ∈ N be the number of such points.
Lemma 4. Let (Σ, g) be a compact and oriented Riemann surface and let a and b
be two immersed and connected curves on Σ whose only singularities are transverse
double points. Then
~a = ~b in H1(FΣ,Z/2Z)⇔ a = b in H1(Σ,Z/2Z), and m(a) = m(b) mod 2.
Proof. First, orient a and b. Then for each node on a or b, there is only one way to
smoothen it while respecting the orientations. Moreover, if a1 is obtained from a
by smoothening some nodes and a2 is obtained from a1 by smoothening one node
n on a1, then on one hand, ~a = ~a1 = ~a2 in H1(FΣ,Z/2Z). On the other hand,
if n is at the intersection of two different components of a1, then a2 has one less
component than a1; if n is an autointersection point of one of the components of
a1, then a2 has one more component than a1.
Thus, if a′ and b′ are the curves obtained from a and b after smoothening all
the nodes, we have ~a = ~a′ and ~b = ~b′ in H1(FΣ,Z/2Z). Moreover, a′ (resp. b′) is
the reunion of m1 (resp. m2) smooth simple closed curves and we have m1 = m(a)
mod 2 and m2 = m(b) mod 2. So, using Theorem 1A in [15],
~a′ = ~b′ in H1(FΣ,Z/2Z)⇔ a′ = b′ in H1(Σ,Z/2Z), and m(a) = m(b) mod 2,
which ends the proof of this Lemma. 
Suppose a : S1 → Σ is a smooth immersed curve whose only singularities are
transverse double points. The inclusion of vector bundles da : TS1 → a∗TΣ induces
a Spin structure on a∗TΣ. Indeed, fix an orientation of TS1. This gives a framing
of a∗TΣ and thus an isomorphism between the oriented frame bundle of a∗TΣ and
the trivial bundle SO(2)× S1. The latter admits a natural Spin structure that we
can pullback on the former. The obtained Spin structure does not depend on the
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choice of orientation on S1 we made. Let us denote it by ζa, and the other one by
−ζa. We have the following.
Lemma 5. Let (Σ, g) be a compact and oriented Riemann surface and γ ∈ H1(Σ,Z/2Z).
Then there exists a Spin structure ζγ on Σ such that for any smooth immersed curve
a : S1 → Σ in the class γ whose only singularities are transverse double points, the
pullback structure a∗ζγ coincides with (−1)m(a)+1ζa.
The structure ζγ is not unique, but if ζ
′
γ satisfies the same conditions, then for
any smooth curve c : S1 → Σ in the class γ, the pullbacks of those two structures
by c coincide.
Proof. We can describe a Spin structure on Σ as an element of H1(FΣ,Z/2Z) with
the only condition that it is non zero on the tangential framing of the boundary of
a disc in Σ (see [15]). Moreover, by definition, the Spin structure takes value 1 on
a loop if and only if this loop cannot be lifted to the Spin(2)-principal bundle.
Fix an immersed curve a : S1 → Σ as in the statement. The Spin structure
(−1)m(a)+1ζa is the structure where the tangential framing of a∗TΣ can be lifted
if and only if m(a) + 1 is even. Thus, by Lemma 4, we can find a Spin structure
ζγ on Σ which restricts to (−1)m(a)+1ζa on a. Then, again by Lemma 4, this Spin
structure restricts to (−1)m(b)+1ζb for all immersed curve smooth immersed curve
b : S1 → Σ in the same class as a and whose only singularities are transverse double
points.
The second part of the lemma is immediate. 
We can now resume our reasoning.
Proposition 6. The choice of a real oriented Spin structure on (TX, dcX) natu-
rally orients the line bundle Det(D). Choosing the other real oriented Spin structure
gives the other orientation for Det(D). Moreover, the action of Mob+(S, j0) on the
orientations of Det(D) is trivial.
Proof. •Curves with empty real part. First, fix a curve (u, J) ∈ RM̂d∅(X,Ω)
and let us orient Det(D(u,J)). Consider as in §3.1.1 the trivial complex vector
bundle (C2, cC) of rank 2 on (S, cS). It is equipped with the oriented real Spin
structure defined at the end of §3.1.1. Since the bundle (u∗TX, dcX) has rank
two and vanishing first Chern class, it is isomorphic to (C2, cC). Choose such an
isomorphism f : C2 → u∗TX pulling back the oriented real Spin structure given
on u∗TX to the one fixed on C2 (using Lemma 3). The orientation we fixed on
Det(C2, cC) at the end of §3.1.1 gives an orientation of Det(f∗D(u,J)) and thus an
orientation of Det(D)(u,J) via f .
This orientation does not depend on the choice of f . Indeed another choice will
differ from f by an automorphism of (C2, cC) preserving the oriented real Spin
structure. But the group of all such automorphisms is connected (see Lemma 3),
so they act trivially on the orientations of Det(C2, cC). Moreover, the orientation
we obtain depends continuously on (u, J), hence orienting the bundle Det(D) over
RM̂d∅(X,Ω). From Lemma 3, we note that taking the other oriented real Spin
structure on (X, cX) gives the other orientation of Det(D).
•Curves with non-empty real part. We must now consider the case of the
curves with non-empty real part. Fix an auxiliary metric on RX, and for each class
γ ∈ H1(RX,Z/2Z) take a Spin structure ζγ as given in Lemma 5. Take a curve
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(u, J) ∈ RM̂dS1(X,Ω). We proceed exactly as in the previous case, except that now
R2 is also equipped with the Spin structure defined at the end of §3.1.1 and we
require that f pulls back the oriented real Spin structure given on u∗TX and the
Spin structure ζu(RS) on u
∗TRX to the corresponding fixed structures on C2 and
R2 (using Lemma 3). We then orient Det(D)(u,J) using f , and again by Lemma
3, the resulting orientation does not depend on the choice of f . Lemma 5 also
implies that other choices of Spin structure on RX give the same Spin structure
on u∗TRX, and hence the same orientation on Det(D)(u,J). Again, this gives an
orientation of Det(D) over RM̂dS1(X,Ω), and taking the other oriented real Spin
structure on (X, cX) gives the other orientation for Det(D).
In both cases, it follows from Lemma 3 that the group Mob+(S, j0) acts trivially
on the fixed orientations. 
Proof of Theorem 1. The proof now follows from the Propositions 5 and 6. 
3.2. K3 surfaces - continued. We continue what we started in §2.5. Take a real
K3 surface (X, I, cX) and d ∈ H2(X,Z) a primitive class such that (cX)∗d = −d.
Suppose that d is in fact the class of a linear system h on X such that all the
rational curves in h are nodal. As we saw in §2.5, the invariant χd(X, I, cX) ∈ Z
counts the real rational curves in h with some signs. Using the results of §3.1.2 we
can describe these signs more explicitely (see Proposition 7).
Take a Ka¨hler form on (X, I) such that cX is anti-symplectic for it and denote by
g = ω(., I.) the associated Ka¨hler metric. Fix a non-zero element v of H0(X,KX)+1
and denote by s the associated oriented real Spin structure on (TX, dcX). As
we explained in §2.5, we can associate to all this data a loop Ωsω,I of symplectic
forms and a loop γsω,I : S
1 → RJ lΩsω,I of complex structures which is transverse
to the projection pi : RMd(X,Ωsω,I) → RJ lΩsω,I and such that the fiber product
RMd(X,Ωsω,I) ×pi γsω,I S
1 consists only of I-holomorphic curves (see Proposition 4).
Using Proposition 1 and Theorem 1 we obtain for each u ∈ RMd(X,Ωsω,I) ×pi γsω,I S
1
a sign ε(u) ∈ {−1,+1} which does not depend on the choice of oriented real Spin
structure. On the other hand, we denote by m(u) the number of real isolated double
points of u.
Proposition 7. There exists a sign  ∈ {−1,+1} such that for all u ∈ RMd(X,Ωsω,I) ×pi γsω,I
S1, ε(u) = (−1)m(u)+1.
We obtain Theorem 3 as a corollary of Proposition 7. Note that we do not do
the computation of  as it boils down to a matter of conventions choices.
Proof. First, we define the sign . To that end, consider the real curve (CP 1, i, c),
where c can be cRP 1 or c∅. The canonical bundle KCP 1 comes with a real struc-
ture (dc)t and we denote by H1(CP 1,KCP 1)+1 the 1-dimensional +1 eigenspace of
(dcX)
t. The holomorphic structure on KCP 1 is given by an injective real Cauchy-
Riemann operator which we denote by ∂
∗
i , and we have coker(∂i) = H
1(CP 1,KCP 1)+1.
Thus orienting the line Det(∂
∗
i ) is the same as orienting H
1(CP 1,KCP 1)+1. Let us
describe two ways of doing so.
The first way is to note that there is a linear isomorphism H1(CP 1,KCP 1)+1 →
iR given by integrating the (1, 1)-forms in H1(CP 1,KCP 1)+1 over CP 1.
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The second way is to consider the exact sequence
0→ TCP 1 → TCP 1 ⊕KCP 1 → KCP 1 → 0
of holomorphic bundles. This gives an isomorphism Det(∂
∗
i ) = Det(∂i)
∗⊗Det(∂i⊕
∂
∗
i ). On the one hand we orient Det(∂i) as in Proposition 5. On the other hand,
the line bundle det(TCP 1 ⊕KCP 1) admits a natural non-vanishing section which
provides an oriented real Spin structure on (TCP 1 ⊕KCP 1 , dc⊕ (dc)t). When the
real part of the curve is non-empty, we take the Spin structure ζKCP1 on R(TCP
1⊕
KCP 1) to be the one induced by the direct sum decomposition. Thus, we can orient
Det(∂i ⊕ ∂∗i ) in the same way as in Proposition 6.
We let  be +1 if the two previous orientations coincide and −1 otherwise.
Now, take u ∈ RMd(X,Ωsω,I) ×pi γsω,I S
1. By assumption, u is a Z/2Z-equivariant
holomorphic immersion, so the quotient Nu = u
∗TX/TCP 1 is an holomorphic line
bundle of degree −2, which is equipped with a real structure cN . Let us denote
by Du the associated real Cauchy-Riemann operator on Nu. As we mentioned
in §3.1.2, it follows from Corollary 2.2.3 in [23] and Proposition 1.9 in [27] that
ker(dupi) = {0} and coker(dupi) = coker(Du). Thus, the sign ε(u) is determined by
looking at the isomorphism d0γ
s
ω,I : t ∈ T0S1 7→ tJI ◦ du ◦ i ∈ coker(Du), where
γsω,I(0) = I and J is the complex structure defined by g and v in §2.5 (see the proof
of Corollary 2.2.3 in [23]).
On the other hand, the map
f : [ξ] ∈ Nu = u∗TX/TCP 1 7→ v(du(.), ξ) ∈ KCP 1
is a Z/2Z-equivariant isomorphism between the holomorphic line bundles (Nu, cN )
and (KCP 1 , (dc)
t). Moreover, the sequence
0→ TCP 1 → u∗TX → Nu → 0
splits. Let us choose a section s : Nu → u∗TX and define the isomorphism
F : (x, s(y)) ∈ u∗TX = TCP 1 ⊕Nu 7→ (x, f(s(y))) ∈ TCP 1 ⊕KCP 1 .
By construction, the isomorphism F preserves the oriented real Spin structures
fixed on the two bundles; when the real part of the curve is non-empty, we use
Lemma 5 to see that F sends the Spin structure ζu(RP 1) to the Spin structure
(−1)m(u)+1ζKCP1 . Thus, pulling back by f the first orientation on Det(∂
∗
i ), we
obtain the orientation on Det(Du) defined by Propositions 5 and 6 if and only if
(−1)m(u)+1 = 1.
We can now explicitely evaluate the sign of d0γ
s
ω,I . Indeed, we have
f ◦ d0γsω,I(t) = tv(du(.), JIdu(i.))
= −tv(du(.), Jdu(.)),
and evaluating this (1, 1)-form on a pair (x, ix) of non-zero tangent vectors to CP 1,
we obtain
t=(−v(du(x), Jdu(ix))) = t=(iv(du(x), Jdu(x)))
= t<(v(du(x), Jdu(x)))
= t
1
λ
g(du(x), du(x)),
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where λ > 0 was defined in §2.5. In particular, f ◦ d0γsω,I always preserves the
orientations. Thus, d0γ
s
ω,I preserves the orientations if and only if (−1)m(u)+1 = 1,
which proves the proposition. 
3.3. Contribution of the reducible curves.
3.3.1. Black box around a reducible curve. Let (X,Ω, cX) be a one-parameter fam-
ily of real Spin symplectic K3 surfaces and d ∈ H2(X,Z) with (cX)∗d = −d. Fix
an oriented real Spin structure s on (TX, dcX). Let γ, γ
′ : S1 → RJ lΩ(X) two
generic maps in the sense of Lemma 2 and which are homotopic. In §2.4 we defined
the integers χsd(X,Ω, cX ; γ) and χ
s
d(X,Ω, cX ; γ
′). Let Cyl = S1 × [0, 1] and choose
a smooth homotopy δ : Cyl → RJ lΩ(X) such that δ(., 0) = γ and δ(., 1) = γ′. Let
us denote by RMdδ(X,Ω) the fiber product RMd(X,Ω) ×pi δ Cyl. If δ is generic,
then Proposition 1 and Theorem 1 imply that RMdδ(X,Ω) is a smooth and oriented
1-dimensional manifold with boundary RMd(X,Ω) ×pi γ S1 ∪RMd(X,Ω) ×pi γ′ S1.
Moreover, the orientation of RMd(X,Ω) ×pi γ S1 (resp. RMd(X,Ω) ×pi γ′ S1) given
by Proposition 1 and Theorem 1 agrees with (resp. in not the same as) the orien-
tation it inherits from RMdδ(X,Ω). However, since RMdδ(X,Ω) is not compact in
general, we cannot apply directly Stokes’ Theorem to conclude on the equality of
χsd(X,Ω, cX ; γ) and χ
s
d(X,Ω, cX ; γ
′).
Denote by RMdδ(X,Ω) the Gromov compatification of RMdδ(X,Ω), that is the
closure of RMdδ(X,Ω) in the space of stable real rational curves of degree d for
the Gromov topology. It is a compact topological space and the projection pi :
RMdδ(X,Ω)→ Cyl naturally extends to RM
d
δ(X,Ω) as a continuous map.
Lemma 6. If the homotopy δ : Cyl→ RJ lΩ(X) between γ and γ′ is generic enough,
then the set of critical points of pi : RMdδ(X,Ω)→ Cyl has no accumulation point.
Proof. Notice first that the critical points of pi are non-imersed curves. Indeed,
it follows from Proposition 1.9 in [27] that the kernel of dpi at a point (u, J) ∈
RMdδ(X,Ω) is isomorphic to ker(D(u,J)). Since c1(X).d = 0, this kernel is trivial
when the curve u is immersed (see the sequence (2) in [27]).
On the other hand, Proposition 2.7 in [27] implies that if δ is generic enough,
the subset of RMdδ(X,Ω) consisting of non-immersed curves has no accumulation
point. 
Let C ∈ RMdδ(X,Ω) \RMdδ(X,Ω) be a reducible curve. Take an open neighbor-
hoodNC of C in RMdδ(X,Ω) such that its boundary as an open subset of RM
d
δ(X,Ω)
contains only a finite number of points all of which are in RMdδ(X,Ω) and non-
isolated in RMdδ(X,Ω) \NC . We will see later an example of such a neighborhood
(see Lemma 7). The orientation of RMdδ(X,Ω) gives a sign to each boundary point
of NC , + if by following the orientation of RMdδ(X,Ω) one goes from outside NC
to inside at the boundary point, − otherwise. Let us write ms(NC) the sum of the
signs of all the boundary points.
Definition 5. The open set NC is called a black box around C and the integer
ms(NC) is its contribution.
Let us now show the existence of black boxes.
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Lemma 7. Let C ∈ RMdδ(X,Ω) \ RMdδ(X,Ω) be a reducible curve. Then for any
open neighborhood V ⊂ RMdδ(X,Ω) of C there exists a black box W ⊂ V around C.
Proof. Take an open neighborhood V ⊂ RMdδ(X,Ω) of C. The space RM
d
δ(X,Ω)
being metrizable, fix one such metric. Since RMdδ(X,Ω)\RMdδ(X,Ω) is countable,
there exists  > 0 such that the open ball B(C, ) centered at C and of radius  is
included in V and its boundary contains only elements of RMdδ(X,Ω).
On the other hand, pi−1({t0})∩RMdδ(X,Ω) has no accumulation point (Lemma
6), so the set pi−1({t0})∩∂B(C, ) is finite. For each v ∈ pi−1({t0})∩∂B(C, ), choose
a small neighborhood Vv ⊂ RMdδ(X,Ω) of v such that pi−1({t0})∩Vv = {v}. Then
define W = B(C, ) \
⊔
v∈∂V ∩pi−1({t0})
Vv. It is an open neighborhood of C satisfying
∂W ∩ pi−1({t0}) = ∅.
Then for all small enough disc ∆ ⊂ Cyl containing pi(C), we have ∂(pi−1(∆) ∩
W ) = ∂(pi−1(∆))∩W . Indeed, otherwise there would be a sequence vn ∈ ∂W such
that pi(vn) would converge to t0, which contradicts the property of W . Then taking
∆ with smooth boundary transverse to pi, we get ∂(pi−1(∆)∩W ) = pi−1(∂∆)∩W ⊂
pi−1(∂∆), and this last set is a finite subset of RMdδ(X,Ω). Thus pi−1(∆)∩W is a
black box around C contained in V . 
Now, suppose that for each curve C ∈ RMdδ(X,Ω) \RMdδ(X,Ω) we have a black
box NC around it. Then the reunion RMdδ(X,Ω)
⋃
C∈RMdδ(X,Ω)\RMdδ(X,Ω)
NC is an
open cover of RMdδ(X,Ω). Since RM
d
δ(X,Ω) is compact, we can find C1, . . . , CN ∈
RMdδ(X,Ω) such that RMdδ(X,Ω)
N⋃
i=1
NCi is still a cover of RM
d
δ(X,Ω). It follows
from Stokes’s Theorem that the difference χsd(X,Ω, cX ; γ)−χsd(X,Ω, cX ; γ′) is equal
to
N∑
i=1
ms(NCi). Thus, to prove Theorem 2, it is enough to prove that all the
reducible curves in RMdδ(X,Ω) admit a black box with vanishing contribution.
3.3.2. P-thickened curves. Consider a reducible curve C = [Σ, jΣ, cΣ, u0, t0] ∈ RMdδ(X,Ω)
where (Σ, jΣ, cΣ) is a nodal rational curve equipped with an anti-holomorphic
involution cΣ, and u0 : Σ → X is a stable δ(t0)-holomorphic map such that
u0 ◦ cΣ = cX ◦ u0. To evaluate the contribution of a black box around C, the
idea is to use a gluing theorem to describe a neighborhood of C in RMdδ(X,Ω).
Unfortunately, we cannot say much about the curve C except that if δ is generic
enough it has only two component in its image. In particular, the curve Σ could
have many components, some of them on which u0 could be multiple or constant.
This implies that we cannot hope to have a nice description of a neighborhood of
C in RMdδ(X,Ω).
Instead, we will consider a larger class of curves in which we will smoothen the
nodes of C. To this end, choose n = 2s + l points p1, . . . , pn on Σ away from the
nodes and such that
• the marked curve (Σ, j, p1, . . . , pn) is stable,
• for all i = 1, . . . , s, cΣ(pi) = ps+i,
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• for all i = 2s+ 1, . . . , 2s+ l, cΣ(pi) = pi,
• for all i = 1, . . . , n, u0 is an immersion at pi,
• for all i = 1, . . . , n and j = 1, . . . , n, u0(pi) 6= u0(pj) if i 6= j.
Remark 3. The curve Σ is the reunion of m+ 1 spheres Σ1, . . . ,Σm+1 which can
be of three different types
(1) cΣ(Σi) = Σi and Fix(cΣ) ∩ Σi 6= ∅,
(2) cΣ(Σi) = Σi and Fix(cΣ) ∩ Σi = ∅,
(3) cΣ(Σi) = Σj for i 6= j.
The minimum number of points to add on Σ so that it becomes stable is m+ 3.
However, we cannot always choose them to satisfy the second and third conditions.
For example, if one the the components of Σ is of type (2) and is attached to exactly
two other components, then we need only add one point to it to get the stability, but
this point would then have to be real in order to satisfy the third condition. All in
all, we only have the inequality n ≥ m+ 3.
The stable real curve (Σ, jΣ, cΣ, p1, . . . , pn) has no automorphism and gives a
point in the moduli space of n-marked real rational curves denoted by RM2s,l as
defined by Ceyhan, Definition 3.2 in [6]. This space is the real part of the moduli
space M0,n of n-marked rational curves equipped with an appropriate real struc-
ture c2s,l (see Theorem 3.4 in [6]). The space (M0,n, c2s,l) is a smooth projective
manifold of dimension n − 3 and admits a universal curve U0,n → M0,n which is
equipped with a real structure cU0,n lifting c2s,l and such that its restriction to the
fiber over [S] ∈ RM2s,l gives a real structure turning the fiber into a real stable
curve whose isomorphism class is [S] (see Theorem 3.4 in [6]).
Choose n disjoint smooth open and orientable submanifolds H1, . . . ,Hn of codi-
mension 2 such that
• for all i = 1 . . . , n, u0(pi) ∈ Hi and u0 is transverse to Hi at pi,
• for all i = 1, . . . , s, cX(Hi) = Hs+i and for all i = 2s + 1, . . . , 2s + l,
cX(Hi) = Hi.
Now consider the complex vector bundle TXδ over X×Cyl which is the pullback
of TX with the complex structure given by δ : v ∈ Tx,tXδ 7→ δ(x)v ∈ Tx,tXδ for all
x ∈ X and t ∈ Cyl. There is also a complex line bundle Λ0,1TRM2s,lU0,n over U0,n
such that its restriction to a fiber of the universal curve is the bundle of the (0, 1)-
forms on the fiber. Thus, we obtain a complex vector bundle Λ0,1TRM2s,lU0,n⊗TXδ
over U0,n × X × Cyl. Let us denote by Pert = Cl(Λ0,1TRM2s,lU0,n ⊗ TXδ)+1
the space of section e of this bundle of class Cl such that e(cU0,n(.), cX(.), .) =
dcX ◦ e(., ., .) ◦ dcU0,n .
Using the terminology of Pardon in [22] (Definition 9.2.3), we define the following.
Definition 6. Let P ⊂ Pert be a finite dimensional vector space such that all
its elements are supported away from the nodes, i.e. if Sing(U0,n) ⊂ U0,n is the
set of nodes of the curves in the universal family, then there exists a neighborhood
of Sing(U0,n) × X × Cyl on which all the elements of P vanish. A P-thickened
pseudo-holomorphic curve of degree d is a quadruple (S, u, t, e) where
(1) S = (S, jS , cS , p) is a stable n-marked real rational curve, t ∈ Cyl and
e ∈ P,
(2) u : S → X is a smooth map with u ◦ cS = cX ◦ u and u∗[S] = d,
COUNTING REAL RATIONAL CURVES ON REAL SYMPLECTIC K3 SURFACES 21
(3) for all i = 1, . . . , n, u(pi) ∈ Hi and u is transverse to Hi at pi,
(4) for all z ∈ S, dzu + δ(t) ◦ dzu ◦ jS = e(φ(z), u(z), t) ◦ dzφ, where φ : S →
(U0,n)|[S] is the unique isomorphism between S and the corresponding fiber
of the universal curve.
We say that two P-thickened pseudo-holomorphic curves ((S, jS , cS , p), u, t, e) and
((S′, jS′ , cS′ , p′), u′, t′, e′) are equivalent if t = t′, e = e′ and there exists an isomor-
phism φ : (S, jS , cS , p)→ (S′, jS′ , cS′ , p′) such that u = u′ ◦ φ.
Let P ⊂ Pert be as in Definition 6. Let RMdδ,P(X,Ω) be the set of equivalence
classes of P-thickened pseudoholomorphic curves of degree d. It is endowed with the
Gromov topology, for which the map piP : RMdδ,P(X,Ω) → Cyl × P is continuous
and proper. Note also that the curve C is in RMdδ,P(X,Ω).
We consider also RMdδ,P(X,Ω) ⊂ RM
d
δ,P(X,Ω) the subspace consisting of irre-
ducible curves. We can describe it in the following way.
First let us recall the construction of the Teichmu¨ller spaces (following [10]).
Take S to be a smooth oriented 2-sphere and fix z = (z1, . . . , zn) a n-tuple of
disctinct points on S. Let Diff(S; z) be the group of diffeomorphisms φ of S of
class Cl+1 fixing all points of z if φ preserves the orientation, inducing the per-
mutation
(
1 ... s s+1 ... 2s 2s+1 ... 2s+l
s+1 ... 2s 1 ... s 2s+1 ... 2s+l
)
on z otherwise. Denote by Diff0(S; z)
(resp. Diff+(S; z)) the identity component of Diff(S; z) (resp. the subgroup
of Diff(S; z) consisting of orientation preserving diffeomorphisms). The quo-
tient Tn = J lS/Diff0(S; z) is the Teichmu¨ller space of (S, z). It is a complex
manifold of dimension n − 3. The groups Γ2s,l = Diff(S; z)/Diff0(S; z) and
Γ+n = Diff
+(S; z)/Diff0(S; z) act on it. In fact, the elements of Γ
+
n act as holo-
morphic automorphisms of Tn and those of Γ2s,l \Γ+n as anti-holomorphic automor-
phisms. There exists a holomorphic structure on S×Tn turning this product in the
universal family over Tn. It is not unique, but we fix one once and for all. It induces
a section JS : Tn → J lS . Moreover, the group Γ2s,l acts on S × Tn as a group of
holomorphic and anti-holomorphic automorphisms preserving the projection on Tn
(see [10]).
On the other hand, let Sd(H) = {u ∈ Lk,p(S,X) |u∗[S] = d, ∀i = 1, . . . , n, u(zi) ∈
Hi, u t Hi}. Then we can define a Banach bundle E ′ over Sd(H)× Tn × Cyl × P
whose fiber over an element (u, τ, t, e) is Lk−1,p(S,Λ0,1S ⊗ u∗TX) where the com-
plex structures involved are given by JS(τ) and δ(t), and a section Φ∂ of E ′ given
by Φ∂(u, τ, t, e) = du + δ(t) ◦ du ◦ JS(τ) − e(., u, t). The last term in the previous
operator is in fact given by e(φ(.), u(.), t) ◦ dφ, where φ is the unique isomorphism
between (S, JS(τ), z) and the corresponding fiber of the universal curve; to simplify
the notation, we forget about φ and consider e directly as a section of the adequate
bundle over the product of the universal curve over Tn and X × Cyl.
The group Γ2s,l acts on the zero set M̂dδ,P(X,Ω) of Φ∂ . The only elements of
Γ2s,l having fixed points are orientation reversing involutions of S, and an element
of M̂dδ,P(X,Ω) can only be fixed by at most one element of M̂dδ,P(X,Ω). For each
orientation reversing involution cS ∈ Γ2s,l, let us write RcSM̂dδ,P(X,Ω) the set of
its fixed points. We denote by RM̂dδ,P(X,Ω) the reunion of all the components
RcSM̂dδ,P(X,Ω). The group Γ+n then acts freely on RM̂dδ,P(X,Ω) and the quotient
is RMdδ,P(X,Ω).
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Let us now discuss the smooth structure on RMdδ,P(X,Ω) (in the spirit of [23]).
To this end, let us fix a riemannian metric gX on X which is invariant under cX and
denote by ∇ its Levi-Civita connection. In order to simplify the notations, we will
use ∇ to denote all the induced connections on the various bundles. Take an ori-
entation reversing involution cS ∈ Γ2s,l. Note that since cS is an anti-holomorphic
automorphism of S × Tn preserving the projection on Tn, for each τ ∈ Tn, cS in-
duces a diffeomorphism of S which we denote the same way. The involution acts
on Sd(H)× Tn and we denote by RcSSd(H)× RcSTn its fixed points. This action
lifts to the bundle E ′. The section Φ∂ restricts to RcSSd(H)×RcSTn ×Cyl×P as
a section of the Banach sub-bundle E ′+1 of E ′ consisting of the +1 eigenspace of the
involution induced by cS and cX . The linearization D˜u of Φ∂ at (u, τ, t, e) is given
by
D˜u(v, τ˙ , t˙, e˙) = D
H
u (v) + δ(t) ◦ du ◦ dτJS(τ˙) + dtδ(t˙) ◦ du ◦ JS(τ)− e˙−∇(τ˙ ,0,t˙)e,
for (v, τ˙ , t˙, e˙) ∈ T(u,τ,t,e)RcSSd(H) × RcSTn × Cyl × P, where DHu is the operator
given by
DHu (v) = ∇v + δ(t) ◦ ∇v ◦ JS(τ) +∇vδ(t) ◦ du ◦ JS(τ)−∇ve.
Let us also denote by D
H,P
u the restiction of D˜u to T(u,e)RcSSd(H)× P.
Lemma 8. The linearization of Φ∂ at a point (u, τ, t, e) ∈ RM̂dδ,P(X,Ω) is a
Fredholm operator of index dim(P) + 1.
Proof. Denote by cS the element of Γ2s,l fixing (u, τ, t, e). The operator D
H
u is
the restriction of a real generalized Cauchy-Riemann operator on u∗TX to the
space Lk,p(S, u∗TX;H)+1 consisting of sections v of TX such that for all i from
1 to n, vi ∈ Tu(zi)Hi and dcX(v) = v ◦ cS . In particular, it is Fredholm of index
2 − n given by Riemann-Roch theorem (see Lemma 1.6 in [27]). Since the space
T(τ,t,e)RcSTn × Cyl × P is finite dimensional, the operator D˜u0 is also Fredholm.
Its index is given by 2− n+ dim(RcSTn) + dim(Cyl) + dim(P) = 2− n+ n− 3 +
2 + dim(P) = dim(P) + 1. 
Coming back to our original reducible curve C = [Σ, jΣ, cΣ, u0, t0] ∈ RMdδ(X,Ω),
let Lk,p(Σ, u∗0TX;H)+1 be the subspace of L
k,p(Σ, u∗0TX) consisting of the sections
v of u∗0TX such that for all i from 1 to n, vi ∈ Tu0(pi)Hi, and dcX(v) = v◦cΣ. We can
also define operators D
H,P
u0 (resp. D
H
u0) from L
k,p(Σ, u∗0TX;H)+1 × Tt0Cyl × T0P
(resp. from Lk,p(Σ, u∗0TX;H)+1) to L
k−1,p(Σ,Λ0,1Σ⊗ u∗0TX)+1 by
DH,Pu0 (v, e˙) = D
H
u0(v)− e˙.
and
DHu0(v) = ∇v + δ(t0) ◦ ∇v ◦ jΣ +∇vδ(t0) ◦ du0 ◦ jΣ,
Moreover, since the operator D
H
u0 is Fredholm, so is D
H,P
u0 .
Definition 7. A finite dimensional vector space P ⊂ Pert is said to be C-regularizing
if the operator D
H,P
u0 is surjective.
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Taking such a regularizing space P ensures that all the P-thickened pseudo-
holomorphic curves in a neighborhood of C are regular, i.e. that the section Φ∂
vanishes transversally on a neighborhood of C. More precisely, recall the following
result (see for example Theorem B.1.1.i in [22]).
Proposition 8. Let P ⊂ Pert be a C-regularizing space. Then there exists an open
neighborhood VP of C in RMdδ,P(X,Ω) such that for any P-thickened irreducible
curve (u, τ, t, e) appearing in this neighborhood, the operator D
H,P
u is surjective. In
particular, WP = VP ∩ RMdδ,P(X,Ω) is a Banach manifold of class Cl−k and of
dimension dim(P) + 1. Moreover, the map piP : WP → Cyl × P is smooth and
transverse to Cyl × {0}. 
From now on, P will be a C-regularizing space, VP will be a neighborhood
of C in RMdδ,P(X,Ω) as given by Proposition 8, and WP the intersection VP ∩
RMdδ,P(X,Ω).
From Proposition 8, we deduce that the fiber product W0 = WP ×piP ι Cyl is a
smooth and oriented manifold of dimension 1 included in V0 = VP ×piP ι Cyl. Note
that both consist of honest pseudo-holomorphic curves. Moreover, up to shrinking
VP , we can assume as in Lemma 7 that V0 is a black box around C. Thus, provided
we can orient the map piP , which we will show in Proposition 9, we can define a
new contribution ms,P(V0) of a black box around the P-thickened curve C as the
signed count of the elements in the boundary of V0.
Let ψ : V0 → RMdδ(X,Ω) be the forgetful map which consists in forgetting the
marked points on the curves. Then its image is a black box around C so we can
compare the integers ms,P(V0) and ms(ψ(V0)).
Proposition 9. The map piP : WP → Cyl × P is orientable, and is oriented by
the choice of an oriented real Spin structure on (TX, dcX).
In particular, given an oriented real Spin structure on (TX, dcX), both RMdδ(X,Ω)
and W0 = V0 \ {C} are smooth and oriented 1-dimensional manifolds. Moreover,
the forgetful map ψ : W0 → RMdδ(X,Ω) is orientation preserving.
Proof. We proceed as in the proof of Theorem 1. Let us denote by ŴP ⊂ RM̂dδ,P(X,Ω)
the preimage ofWP by the projection RM̂dδ,P(X,Ω)→ RM̂dδ,P(X,Ω)/Γ+n = RMdδ,P(X,Ω),
and by piP : ŴP → Cyl×P the projection. The determinant of piP is the the quo-
tient of the determinant of piP by the action of Γ+n . To prove the first part of the
proposition, we show that DetpiP is orientable and oriented by the choice of an
oriented real Spin structure on (TX, dcX), and that the action of Γ
+
n on Det(piP)
is orientation preserving.
Take a P-thickened curve (u, τ, t, e) ∈ ŴP and denote by cS the element of
Γ2s,l fixing it. Let D̂u be the restriction of D˜u to T(u,τ)
(
RcSSd(H)× RcSTn
) ×
{0} × {0}. We then have canonical isomorphisms ker(d(u,τ,t,e)piP) = ker(D̂u) and
coker(d(u,τ,t,e)piP) = coker(D̂u). The second one holds because D˜u is surjective (see
Corollary 2.2.3 in [23]). Thus, we need to orient the determinant of D̂u.
To this end, let us consider the following exact sequence
(2) 0→ ker(DHu )→ ker(D̂u)→ TτRcSTn → coker(DHu )→ coker(D̂u)→ 0.
The first arrow comes from the inclusion of TuRcSSd(H) in T(u,τ)
(
RcSSd(H)× RcSTn
)
;
the second one is the restriction of the projection T(u,τ)
(
RcSSd(H)× RcSTn
) →
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TτRcSTn; the third one is given by the restriction of D̂u to TτRcSTn; the last
one is the projection. This sequence gives a canonical isomorphism Det(D̂u) =
ΛmaxR (TτRcSTn)∗ ⊗ Det(DHu ). We will now orient the two right-hand terms in the
previous isomorphism.
Let us begin with Det(D
H
u ). The operator D
H
u fits in the following commutating
diagram
(3)
0 // Lk,p(S, u∗TX;H)+1
DHu

// Lk,p(S, u∗TX)+1
Du

evz // R
(
Tu(z)X/Tu(z)H
)
0

// 0
0 // Lk−1,p(S,Λ0,1S ⊗ u∗TX)+1 // Lk−1,p(S,Λ0,1S ⊗ u∗TX)+1 // 0 // 0.
The complex vector space Tu(z)X/Tu(z)H is the direct sum ⊕iTu(zi)X/Tu(zi)H. The
real structure dcX induces a C-antilinear involution on it and R
(
Tu(z)X/Tu(z)H
)
denotes the fixed points set of this involution. On the other hand, the middle column
of this diagram is a real generalized Cauchy-Riemann operator on (u∗TX, dcX). It
can be seen as in Proposition 6 that its determinant is canonically oriented by the
choice of an oriented real Spin structure on (TX, dcX) and that the action of Γ
+
n
preserves this orientation. Thus the choice of an oriented real Spin structure on
(TX, dcX) canonically orients Det(D
H
u )⊗ ΛmaxR R
(
Tu(z)X/Tu(z)H
)
.
Let us now consider ΛmaxR (TτRcSTn)∗. Denote by ∂τ : Lk,p(S, TS)+1 → Lk−1,p(S,Λ0,1S⊗
TS)+1 the operator given by the holomorphic stucture induced by JS(τ) on TS and
denote by ∂τ,z its restriction to the space L
k,p(S, TS; z)+1 consisting of real sections
of TS vanishing at all the zi. The operator ∂τ,z has trivial kernel and its cokernel
is naturally isomorphic to the space TτRcSTn (see Lemma 1.8 in [8]). In fact, the
isomorphism is given by τ˙ ∈ TτRcSTn 7→ −JS(τ)dτJS(τ˙) ∈ coker(∂τ,z). Thus, the
line ΛmaxR (TτRcSTn)∗ is naturally isomorphic to the determinant of ∂τ,z. On the
other hand, those operators fit in the following commutating diagram
(4)
0 // Lk,p(S, TS; z)+1
∂τ,z

// Lk,p(S, TS)+1
∂τ

evz // RTzS
0

// 0
0 // Lk−1,p(S,Λ0,1S ⊗ TS)+1 // Lk−1,p(S,Λ0,1S ⊗ TS)+1 // 0 // 0.
The determinant of ∂τ is canonically oriented as in Proposition 5 and the action
of Γ+n preserves this orientation. Thus, the tensor product Λ
max
R (TτRcSTn)∗ ⊗
ΛmaxR RTzS is canonically oriented. Moreover, there is an isomorphism ΛmaxR RTzS =
ΛmaxR R
(
Tu(z)X/Tu(z)H
)
given by du.
To sum up, the choice of an oriented real Spin structure on (TX, dcX) canonically
orients Det(piP)u = Det(D̂u) = Det(D
H
u ) ⊗ ΛmaxR (TτRcSTn)∗, and this orientation
is preserved by the action of Γ+n , which proves the first part of the proposition.
We now turn our attention to the forgetful map. Fix a curve (u, τ, t) ∈ W0 and
choose a diffeomorphism ϕ ∈ Diff+(S) such that (ϕ−1)∗JS(τ) = j0, where j0 is
the fixed complex structure on S we used in §3.1.2. Then the curve (u ◦ ϕ−1, t)
gives an element of RMdδ(X,Ω), which does not depend on the choice of ϕ and
is in fact ψ(u, τ, t). The differential of ψ at the point (u, τ, t) sits in the following
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commutating diagram
(5)
0 // ker(d(u,τ,t)piP) //
α

T(u,τ,t)W0 //
dψ

TtCyl //
id

coker(d(u,τ,t)piP) //
β

0
0 // ker(d(u◦ϕ−1,t)pi) // Tψ(u,τ,t)RMdδ(X,Ω) // TtCyl // coker(d(u◦ϕ−1,t)pi) // 0.
Since we used the first and second lines of this diagram to orient respectively W0
and RMdδ(X,Ω), it is enough to check that the isomorphism between Det(d(u,τ,t)piP)
and Det(d(u◦ϕ−1,t)pi) induced by α and β is orientation preserving.
As we have seen at the beginning of the proof, we have canonical isomorphism
ker(d(u,τ,t)piP) = ker(D̂u) and coker(d(u,τ,t)piP) = coker(D̂u). We have also seen
in §3.1.2 that we have canonical isomorphisms ker(d(u◦ϕ−1,t)pi) = ker(Du◦ϕ−1) and
coker(d(u◦ϕ−1,t)pi) = coker(Du◦ϕ−1). Using these isomorphisms, the first and fourth
vertical arrows in (5) are given by
α : (v, τ˙) ∈ ker(d(u,τ,t)piP) ⊂ Lk,p(S, u∗TX;H)+1 × TτRcSTn
7→ [v ◦ ϕ−1] ∈ ker(d(u◦ϕ−1,t)pi) ⊂ Lk,p(S, (u ◦ ϕ−1)∗TX)+1/Lk,p(S, TS)+1
and
β : [w] ∈ coker(d(u,τ,t)piP) = Lk−1,p(S,Λ0,1S ⊗ u∗TX)+1/ im(D̂u)
7→ [w ◦ dϕ−1] ∈ coker(d(u◦ϕ−1,t)pi),
where we recall that
coker(d(u◦ϕ−1,t)pi) =
(
Lk−1,p(S,Λ0,1S ⊗ (u ◦ ϕ−1)∗TX)+1/Lk−1,p(S,Λ0,1S ⊗ TS)+1
)
/ im(Du◦ϕ−1).
Moreover, α and β sit in the following commutating diagram
(6)
0 // 0 //

ker(D
H
u ) //

ker(D̂u)
α

0 // ker(∂j0) // ker(Du◦ϕ−1) // ker(Du◦ϕ−1)
// TτRcSTn //

coker(D
H
u ) //

coker(D̂u) //
β

0
// coker(∂j0) // coker(Du◦ϕ−1) // coker(Du◦ϕ−1) // 0.
The first line is the exact sequence (2), the second one comes from the diagram (1) in
§3.1.2 (see also Corollary 1.5.4 in [23]) which we used to orient Det(Du◦ϕ−1). Note
that the fourth vertical arrow is given by τ˙ ∈ TτRcSTn 7→ dϕ ◦ (−JS(τ)dτJS(τ˙)) ◦
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dϕ−1 ∈ coker(∂j0). Using the diagrams (3) and (4), we deduce from (6) a commu-
tative square
Det(D̂u)
α,β //

Det(Du◦ϕ−1)

Det(D
H
u )⊗ ΛmaxR (TτRcSTn)∗ // Det(Du◦ϕ−1)⊗Det(∂j0)∗.
Seeing that to orient Det(Du◦ϕ−1), we oriented the tensor product Det(Du◦ϕ−1)⊗
Det(∂j0)
∗ and then used the rightmost arrow (see §3.1.2), and that to orient
Det(D̂u) we used the leftmost arrow and the bottom arrow, we conclude that the
top arrow, induced by α and β, preserves the orientations. Thus, as mentionned
previously, we deduce from the diagram (5) that the forgetful map is orientation
preserving. 
The forgetful map can be described in a different way as follows. Let Aut(C) be
the automorphism group of the curve C. Up to shrinking VP , the group Aut(C) acts
on V0 as is explained in Lemma 3.1 in [19]. In our case, this action is free on W0
as all the curves appearing there are simple, and the forgetful map is the quotient
map V0 → V0/Aut(C).
In particular, the forgetful map is #(Aut(C))-to-one on W0, so combined with
Proposition 9, we obtain that ms(ψ(V0)) =
ms,P(V0)
#(Aut(C)) . In particular, if ms,P(V0)
vanishes, so does ms(ψ(V0)).
3.4. Gluing theorem for P-thickened curves - Proof of Theorem 2. In this
section, we prove the a gluing theorem for the P-thickened curves. We use the same
notations as in the previous section. We will moreover assume that all the auxiliary
marked points pi are not real, i.e that l = 0. This hypothese is not essential and
can be forgotten in the §§3.4.1 and 3.4.2 but simplifies some of the arguments that
appear in §3.4.3.
Theorem 4. Let P ⊂ Pert be a C-regularizing space and VP ⊂ RMdδ,P(X,Ω) a
neighborhood of C given by Proposition 8. Then there exists a neighborhood UP ⊂
VP of C, an open set U ⊂ RdimP+1 and an homeomorphism gl : U → UP such that
for any choice of an orientation on UP ∩ RMdδ,P(X,Ω) given by the Proposition
9, there exists an orientation of U such that the homeomorphism gl preserves the
orientations.
Let us first explain how to conclude the proof Theorem 2.
Proof of Theorem 2. For each reducible curve C ∈ RMdδ(X,Ω) we can apply Theo-
rem 4 and take UP such that U0 = pi−1P (Cyl) is a black box around the P-thickened
curve C. Moreover, we can see U0 as the zero set of the natural section σP of the
trivial bundle UP × P over UP induced by the projection piP .
Let W0 = U0 ∩ RMdδ(X,Ω). Then gl−1(W0) ⊂ U is a 1-dimensional topological
submanifold of U which can also be seen as the zero set of the section σP ◦ gl of
the bundle U × P over P. Moreover, if we fix an oriented real Spin structure on
(TX, dcX) and an orientation of P, this submanifold becomes oriented in, a priori,
two different ways : as the preimage of W0 and as the zero set of σP ◦ gl. However,
the Theorem 4 implies that those two orientations coincide. In particular, counting
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the elements of the boundary of gl−1(U0) using the orientation coming from the
section σP ◦ gl gives ms,P(U0).
Using for example a result of Kirby and Siebenman ([17], Theorem 10), we can
perturb the section σP ◦ gl, keeping it unchanged near the boundary of gl−1(U0),
to get a new section whose zero set is now a compact oriented 1-dimensional sub-
manifold of U which has the same boundary as gl−1(U0). In particular, the signed
count of the elements of this boundary set is zero, i.e. ms,P(U0) = 0 = ms(ψ(U0)).
In particular, every reducible curve admits a black box with vanishing contribu-
tion. As we explain at the end of §3.3.1 this proves Theorem 2. 
Some parts of the proof of Theorem 4 are well-known so we will not give the full
proof of it. We will rather give references to proofs of those statements when we
found them and give a proof when we did not.
3.4.1. The gluing map. We will break down Theorem 4 into two parts. The first
one concerns the existence of the homeomorphism gl which we explain here. The
second one concerns the statement about the orientations, which we will treat in
the §3.4.3.
Theorem 5. Let P ⊂ Pert be a C-regularizing space and VP ⊂ RMdδ,P(X,Ω) a
neighborhood of C given by Proposition 8. Then there exists a neighborhood UP ⊂
VP of C, an open set U ⊂ RM2s,l × Cyl × ker(DH,Pu0 ) and an homeomorphism
gl : U → UP such that the diagram
(7) U gl //
piU %%
UP
piRM2s,l×Cylyy
RM2s,l × Cyl
commutes, where piRM2s,l×Cyl is the natural map obtained by keeping only the source
of the curve and the almost-complex structure on X.
We will not give a detailed proof of this theorem, but we will rather refer the
reader to [21] Chapter 10, and [22] Appendix B. We will however recall the con-
struction of the map gl in the spirit of [22] because we will need it to prove the
second part of Theorem 4.
Recall that the source of the curve C is a stable real rational curve (Σ, jΣ, cΣ, p1, . . . , pn).
Let us choose once and for all a numbering Σ1, . . . ,Σm+1 of the irreducible compo-
nents of Σ and a numbering n1, . . . , nm ∈ Σ of the nodes of Σ. A neighborhood of
this curve in RM2s,l can be described as follows.
Around each node and on each branch choose a small disk centered at the node in
such a way that the whole collection of disks is globally invariant by cΣ and does not
contain any of the marked points. Moreover, we fix holomorphic parameterizations
of those disks by the unit disk ∆ ⊂ C with 0 sent to the node and such that the
restriction of cΣ on each neighborhood is given on ∆ by the standard conjugation
on C (note that the way cΣ permutes the disks is hidden in the fact that we
parameterized them all using the same ∆).
We now consider the polar coordinates (r, θ) ∈ [0,+∞[×S1 7→ e−r−iθ ∈ ∆ on
∆ \ {0}. For each node, fix a gluing parameter αj = e−6Rj+iΘj ∈ C, Rj ∈ [0,+∞[
and Θj ∈ S1. Construct the surface Σ~α, ~α = (α1, . . . , αm), by first removing
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cΣ cΣ cΣ
ni
αi = 0αi < 0 αi > 0
αi ∈ R
RΣ = {ni}
ni
αi = 0αi < 0 αi > 0
αi ∈ R
RΣ ) {ni} cΣ
αi = 0 αi 6= 0
ni = cΣ(nj) 6= cΣ(ni)
αi, αj ∈ C
ni
nj
αj = 0 αj = αi
cΣ
Figure 1. The three types of nodes and their gluing
the part ]6Rj ,∞[×S1 on each branch and for each node nj and then gluing the
remaining parts of the two branches of each node nj by using the map (r, θ) 7→
(6Rj − r,Θj − θ).
The real structure cΣ induces a permutation σ of {1, . . . ,m} of order 2 by act-
ing on the nodes of Σ, and an involution on Cm given by (α1, . . . , αm) ∈ Cm 7→
(ασ(1), . . . , ασ(m)) ∈ Cm. The fixed points set G of the latter involution corresponds
to the gluing parameters ~α for which cΣ induces an orientation reversing involution
c~α on Σ~α. We will call this set the set of real gluing parameters. The situation can
be summarized as in Figure 1. In particular, the set of real gluing parameters is a
product of real lines, one for each node that is fixed by cΣ, and of real planes, one
for each pair of nodes which are exchanged by cΣ.
Finally, we fix an n −m − 3-dimensional family (jy)y∈Y of complex structures
on Σ parameterized by an open neighborhood Y of 0 in Rn−m−3 such that
• j0 = jΣ,
• dcΣ ◦ jy = −jy ◦ dcΣ for all y ∈ Y,
• all those structures are equal to jΣ on the previously considered disks
around the nodes,
• and the map y ∈ Y 7→ (Σ, jy, cΣ, p1, . . . , pn) ∈ RM2s,l is a diffeomorphism
onto its image, which is a neighborhood of (Σ, jΣ, cΣ, p1, . . . , pn) in the
stratum of RM2s,l parameterizing the curves with the same topological
type as Σ.
The complex structures (jy)y∈Y all induce complex structures on the surfaces Σ~α,
again denoted by jy and for which the involution c~α is anti-holomorphic. The map
(~α, y) ∈ G × Y 7→ (Σ~α, jy, c~α, p1, . . . , pn) ∈ RM2s,l is then a diffeomorphism from
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a neighborhood of (0, 0) ∈ G × Y onto a neighborhood of (Σ, jy, cΣ, p1, . . . , pn) in
RM2s,l.
Using a riemannian metric on X which is cX invariant and for which H is totally
geodesic, for each real gluing parameter ~α ∈ G we can define, as in Definition B.3.2
of [22], the pregluing u~α : (Σ~α, c~α)→ (X, cX) of u0. Taking ∇ to be the Levi-Civita
connection associated to the previous metric, we set ∇t = ∇ − δ(t) ◦ ∇ ◦ δ(t) for
each t ∈ Cyl in a neighborhood of t0. Using the parallel transports associated to
those connections, for each t in a neighborhood of t0 and each ~α ∈ G, we define the
pregluing ξ~α,t of a real section ξ of u
∗
0TX as in Definition B.3.3 of [22], which is a
real section of u∗~αTX.
Fix a real number  ∈]0, 1[ and an integer k ≥ 2. Let us consider for each
real gluing parameter ~α ∈ G, each complex structure jy and each t ∈ Cyl in
a neighborhood of t0, the weighted Sobolev spaces L
k,2,(Σ~α, u
∗
~αTX;H)+1 and
Lk−1,2,(Σ~α,Λ0,1Σ~α ⊗jy δ(t) u∗~αTX)+1 as in Definitions B.4.2 and B.4.3 of [22].
Roughly speaking, the first space consists of real sections ξ of u∗~αTX such that
for all i from 1 to n, ξpi ∈ Tu0(pi)Hi and such that ξ converges exponentially fast
to its value at the middle of the necks where the gluing happens, and the second
one consists of real (0, 1)-forms with value in u∗~αTX converging exponentially fast
to an exponentially small value at the middle of the necks.
One can express the perturbed Cauchy-Riemann equations using those spaces.
More precisely, define, as in §B.5 of [22], the function
F~α,y,t : Lk,2,(Σ~α, u∗~αTX;H)+1 ⊕ P → Lk−1,2,(Σ~α,Λ0,1Σ~α ⊗jy δ(t) u∗~αTX)+1
(ξ, e) 7→ PTtexpu~α ξ→u~α(∂jy,δ(t)(expu~α ξ)− e(., expu~α ξ, t)),
where exp is the exponential map associated to the previous riemannian metric,
PTtexpu~α ξ→u~α
is the parallel transport associated to the connection ∇t, sending
sections of (expu~α ξ)
∗TX to sections of u∗~αTX and ∂jy,δ(t)(u) = du+ δ(t) ◦ du ◦ jy
is the standard Cauchy-Riemann operator. We denote by D~α,y,t the derivative at
(0, 0) of F~α,y,t.
Note that by the assumption on P, the operator D0,0,t0 is surjective. In fact, as is
proved in Proposition B.7.9 of [22], for all (~α, y) small enough and all t close enough
to t0, the operators D~α,y,t admit a right inverse which is bounded independently of
~α, y and t.
Then for each gluing parameter ~α ∈ G small enough, each complex structure
y ∈ Y and each t ∈ Cyl close to t0, one constructs a map φ~α,y,t : ker(DH,Pu0 ) →
Lk,2,(Σ~α, u
∗
~αTX;H)+1 ⊕ P which is defined in a neighborhood of 0, and satisfies
for all (ξ, e) ∈ ker(DH,Pu0 ) small enough F~α,y,t((ξ~α,t, e)+φ~α,y,t(ξ, e)) = 0 (see Propo-
sition B.9.2 of [22]). Moreover, the map φ~α,y,t is C
1 (see Proposition 24 in [12]).
The gluing map is then given by
gl(~α, y, t, (ξ, e)) = ((Σ~α, jy, c~α, p), expu~α(ξ~α,t+pr1(φ~α,y,t(ξ, e))), t, e+pr2(φ~α,y,t(ξ, e))),
where pri, i = 1, 2, are the projections from L
k,2,(Σ~α, u
∗
~αTX;H)+1 ⊕ P to the
respective factors. The fact that gl is an homeomorphism from a neighborhood of
((Σ, jΣ, cΣ, p), t0, 0) ∈ RM2s,l ×Cyl× ker(DH,Pu0 ) to a neighborhood of C ∈ VP can
be proved as in sections B.10, B.11 and B.12 of [22].
Remark 4. Note that since the map φ~α,y,t is C
1, the restriction of gl to a fiber of
piU is also C1.
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3.4.2. The linear gluing. Before we tackle the orientation statement in Theorem 4,
we need to recall the linear gluing procedure adapted to our setting. Let us use the
notations of §3.4.1, that is (Σ = ⋃m+1i=1 Σi, jΣ, cΣ, p) is a stable real rational curve
with nodes n = (n1, . . . , nm), and for each real gluing parameter, we denote by
(Σ~α, c~α) the corresponding glued surface. We will also denote the normalization of
the surface Σ~α by Σ˜~α. Let us moreover fix for each node ni ∈ Σ an orientation,
that is we decorate the two preimages of ni in the normalization Σ˜ with a sign to
get n+i and n
−
i ; we do so while respecting the real structure cΣ, i.e. if ni and nj
are complex conjugated nodes, then cΣ(n
±
i ) = n
±
j .
Suppose now that we are given an hermitian vector bundle E over Σ˜, equipped
with a real structure cE , which is the pullback of an hermitian vector bundle on Σ.
For each node nj choose an hermitian vector bundle Ej over ∆
2 of the same rank as
E and C-antilinear isomorphisms between Ej and Eσ(j) lifting the conjugation if nj
is complex or real and non-isolated, and lifting the involution (x, y) ∈ ∆2 7→ (y, x) ∈
∆2 if nj is real and isolated. Then, using the maps ηαj : (r, θ) ∈ [0, 6Rj ] × S1 7→
(e−r−iθ, e−6Rj+r+iθ+iΘj ) ∈ ∆2 if αj 6= 0 (resp. η−0 : (r, θ) ∈ [0,+∞) × S1 7→
(e−r−iθ, 0) ∈ ∆2 on the negative side of the node ni and η+0 : (r, θ) ∈ [0,+∞)×S1 7→
(0, e−r−iθ) ∈ ∆2 on the positive side), we assume moreover that the restriction of
η∗αjEj to [0, R − 1] × S1 is exactly E when αj 6= 0 (resp. (η±0 )∗Ej = E). Using
those, we can define a family of hermitian vector bundles E~α over Σ˜~α equipped
with real structures cE~α , for all ~α ∈ G. We also choose trivializations of the bundles
Ej over the bidisks, in such a way that they are compatible with the real stuctures.
Those induce trivializations of the E~α on the gluing region.
Choose a finite dimensional vector subspace P0 of L
k−1,2(Σ˜,Λ0,1Σ˜⊗ E)+1 such
that all the elements of P0 vanish on the gluing disks. Then P0 naturally induces a
family a finite dimensional vector subspaces P~α of L
k−1,2(Σ˜~α,Λ0,1Σ˜~α ⊗ E~α)+1, all
of the same dimension as P0. Here, the complex structure on Σ˜~α is the one coming
from jΣ.
For each i ∈ {1, . . . , n}, choose a complex vector subspace Ki of the fiber Epi
in such a way that for i ∈ {1, . . . , s}, cE(Ki) = Ks+i and for i ∈ {2s+ 1, . . . , 2s+
l}, cE(Ki) = Ki, and let us write K = (K1, . . . ,Kn). Note that K is still a
family of vector subspaces of the fibers of E~α over the points pi. Let us denote by
Lk,2(Σ˜~α, E~α;K)+1 the subspace of L
k,2(Σ˜~α, E~α) consisting of real sections v which
satisfy vpi ∈ Ki for each i ∈ {1, . . . , n}. We also set Ep/K to be the direct sum of
the quotient spaces Epi/Ki. It comes with a conjugation and we denote by REp/K
its fixed points set.
Fix a real generalized Cauchy-Riemann operatorD : Lk,2(Σ˜, E)+1 → Lk−1,2(Σ˜,Λ0,1Σ˜⊗
E)+1 and denote byD
K its restriction to Lk,2(Σ˜, E;K)+1. LetD
P0 : Lk,2(Σ˜, E)+1⊕
P0 → Lk−1,2(Σ˜,Λ0,1Σ˜⊗E)+1 be the operator D+id and let DK,P0 be its restriction
to Lk,2(Σ˜, E;K)+1 ⊕ P0. Note that there is a natural isomorphism
(8) Det(D)⊗ det(P0) = Det(DK,P0)⊗ ΛmaxR REp/K.
If Σ˜′ is an intermediate normalization of Σ obtained by normalizing the nodes
in the subset n′ ⊂ n, we can restrict D (resp. DK,P0) on Σ˜′ to obtain an operator
Dn′ : L
k,2(Σ˜′, E)+1 → Lk−1,2(Σ˜,Λ0,1Σ˜ ⊗ E)+1 (resp. DK,P0n′ : Lk,2(Σ˜′, E;K)+1 ⊕
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P0 → Lk−1,2(Σ˜,Λ0,1Σ˜⊗ E)+1). Similarly, there is a natural isomorphism
(9) Det(Dn′)⊗ det(P0) = Det(DK,P0n′ )⊗ ΛmaxR REp/K.
On the other hand, the sum of the fibers of E over the points of n′ comes with
a conjugation induced by cE and we denote by REn′ the set of fixed points of
this conjugation. Note here that if ni is a real isolated node, then the induced
conjugation on Eni is given by −cE ; this is due to the fact that cΣ exchanges the
branches of the node ni. Using the map evn′ : ker(D
K,P0) → REn′ given by the
difference of the evaluations of a section on both sides of the nodes n′, we have an
exact sequence
(10)
0→ ker(DK,P0n′ )→ ker(DK,P0)
evn′−−−→ REn′ → coker(DK,P0n′ )→ coker(DK,P0)→ 0,
which combined with the isomorphisms (8) and (9) gives the isomorphism
(11) Det(D) = Det(Dn′)⊗ ΛmaxREn′ .
The isomorphism (11) does not depend on K or P0, and is invariant under the
homotopy of D; i.e. if (Dt)t∈[0,1] is a homotopy of real generalized Cauchy-Riemann
operators, then there is a commutative square
Det(D0) //

Det(Dn′,0)⊗ ΛmaxREn′

Det(D1) // Det(Dn′,1)⊗ ΛmaxREn′ ,
where the horizontal maps are the isomorphisms (11) and the vertical come from
the trivialization of the determinant bundles over the homotopy.
Take a real gluing parameter ~α ∈ G. We say that a real Cauchy-Riemann
operator D~α : L
k,2(Σ˜~α, E~α)+1 → Lk−1,2(Σ˜~α,Λ0,1Σ˜~α ⊗ E~α)+1 is the gluing of D
if the two operators coincide on the complement of the gluing region and on the
cylinders [0, Ri− 1]×S1 and [5Ri + 1, 6Ri]×S1 for each i ∈ {1, . . . ,m}, and if D~α
restricts to the standard Cauchy-Riemann operator on the cylinders [Ri, 5Ri] (in the
fixed trivialization of Ei). Restricting D~α to L
k,2(Σ˜~α, E~α;K)+1 we obtain operators
D
K
~α which we call the gluing of D
K . Let us also denote by DP~α~α : L
k,2(Σ˜~α, E~α)+1⊕
P~α → Lk−1,2(Σ˜~α,Λ0,1Σ˜~α ⊗ E~α)+1 the operator D~α + id and DK,P~α~α its restriction
to Lk,2(Σ˜~α, E~α;K)+1 ⊕ P~α. Note that there is a natural isomorphism
(12) Det(D~α)⊗ det(P~α) = Det(DK,P~α~α )⊗ REp/K.
Let us give two examples. The first one comes directly from §3.4.1. The bundles
E~α are given by the pullback bundles u
∗
~αTX (with the complex structure induced
by δ(t0)) and the operators D
K,P~α
~α are induced by the operators D~α,0,t0 .
For the second one, the bundles E~α are the trivial bundles C2 over the surfaces
Σ˜~α and the operators are all the standard ones. We will study this particular case
in more detail in Lemma 9.
For ~α ∈ G, we will denote by n~α the subset of n consisting of the nodes ni for
which the corresponding αi is non-zero, i.e. the set of nodes which do not survive
in Σ~α.
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The following proposition is an adaptation of an already known result to our
particular setting (see Theorem 2.4.1 in [26]).
Proposition 10. Suppose that the restriction DK,P0n of D
K,P0 to Lk,2(Σ, E;K)+1⊕
P0 is surjective. Then, for ~α small enough, the operators D
K,P~α
~α are also surjective
and there exists an exact sequence
(13) 0→ ker(DK,P~α~α )
l
P0,K
~α−−−→ ker(DK,P0) f
P0,K
~α−−−−→ REn~α → 0,
which gives rise together with (8), (11) and (12) to an isomorphism
(14) Det(D~α) = Det(Dn~α).
This isomorphism up to homotopy does not depend on the choice of the space P0
and on the subspaces K and is invariant under the homotopy of the data (D,D~α).
Note that thanks to the sequence (10), the condition that DK,P0n is surjective is
equivalent to the fact that both the map evn and the operator D
K,P0 are surjective.
Proof. We use Sobolev spaces with negative exponential weight − ∈] − 1, 0[ on
the gluing regions. More precisely, for all ~α ∈ G, take w~α : Σ˜~α → R a smooth
Z/2Z-invariant function taking value 1 outside of the gluing regions, being equal
to e−r + e−(6Ri−r) on the cylinders [Ri, 5Ri] × S1 for which αi 6= 0 and equal to
e−r on the cylinders [0,+∞[×S1 corresponding to the nodes of Σ~α. We denote by
Lk,2,−(Σ˜~α, E~α;K)+1 and Lk−1,2,−(Σ˜~α,Λ0,1Σ˜~α⊗E~α)+1 the spaces of real sections
ξ of E~α (resp. Λ
0,1Σ˜~α ⊗ E~α) such that the section w~αξ is in Lk,2(Σ˜~α, E~α;K)+1
(resp. Lk−1,2(Σ˜~α,Λ0,1Σ˜~α ⊗ E~α)+1). Note that this change of Sobolev spaces does
not modify the kernels and cokernels of the operators we consider because  ∈]0, 1[
(see [20]). We also fix once and for all a scalar product on P0.
The first map in the sequence (13) is obtained as follows. For each ~α ∈ G fix
a Z/2Z-invariant cutoff function ϕ~α : Σ~α → [0, 1] which is supported outside the
cylinders [3Ri/4, 21Ri/4] × S1 for each i ∈ {1, . . . ,m} such that αi 6= 0, equal
to 1 outside the cylinders [Ri/4, 23Ri/4] × S1 for the same values of i, and such
that its derivatives on the cylinders [0, 6Ri]× S1 are bounded by a constant times
1/Ri. Those cutoff functions induce maps p~α : (ξ, e) ∈ ker(DK,P0) 7→ (ϕ~αξ, e) ∈
Lk,2,−(Σ˜~α, E~α;K)+1⊕P~α which are injective provided ~α is small enough. The map
l
P0,K
~α is the orthogonal projection on the image of p~α composed with the inverse of
p~α.
One can prove in the same way as in Theorem 2.4.1 of [26] that there exists a
constant C > 0 such that for all ~α ∈ G small enough and for all elements (ξ, e) ∈
p~α(ker(D
K,P0))⊥,
(15) ‖(ξ, e)‖k,2,− ≤ C‖DK,P~α~α (ξ, e)‖k−1,2,−,
where the norms are the exponential ones we defined at the beginning. We do not
give the proof of this inequality as it is an easy adaptation of the one given in [26].
The fact that l
P0,K
~α is injective for ~α small enough follows.
To construct the second map, we first fix Z/2Z-invariant cutoff functions ψ~α :
Σ~α → [0, 1] which are supported on the cylinders [Ri, 5Ri] × S1 for each i ∈
{1, . . . ,m} such that αi 6= 0, equal to 1 on the cylinders [2Ri, 4Ri] × S1 for the
same values of i, and such that their derivatives on the cylinders [0, 6Ri] × S1
are bounded by a constant times 1/Ri. We then include the space REn~α in
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Lk−1,2,−(Σ˜~α,Λ0,1Σ˜~α ⊗ E~α)+1 by sending an element x = (xj)j|αj 6=0 ∈ REn~α to
the form q~α(x) = ψ~α
∑
j|αj 6=0
xj(d rj − i d θj). Here, the coordinate rj is taken to
increase from the − side of the node nj to the + side. Again, when ~α is small
enough, the map q~α is injective. From the orthogonal decompositions
Lk,2,−(Σ˜~α, E~α;K)+1 ⊕ P~α = p~α(ker(DK,P0))⊥ ⊕ p~α(ker(DK,P0))
and
Lk−1,2,−(Σ˜~α,Λ0,1Σ˜~α ⊗ E~α)+1 = q~α(REn~α)⊥ ⊕ q~α(REn~α),
we obtain four operators Dij~α , i, j = 1, 2, by restricting and projecting on each of the
components the operator D
K,P~α
~α . It follows then from the bounds on the derivatives
of ψ~α and from the inequality (15) that D
11
~α : p~α(ker(D
K,P0))⊥ → q~α(REn~α)⊥ is
an isomorphism with uniformly bounded inverse as soon as ~α is small enough, as in
[26]. Moreover, in our case, the choices of cutoff functions imply that the operator
D22~α : p~α(ker(D
K,P0))→ q~α(REn~α) vanishes. The map f
P0,K
~α : ker(D
K,P0)→ REn~α
is given by q−1~α ◦D12~α ◦(D11~α )−1◦D21~α ◦p~α. It is straightforward to check that the kernel
of f
P0,K
~α is exactly the image of l
P0,K
~α . Moreover, as mentioned in [26], multiplying
~α by a parameter ε > 0 and taking the limit when ε goes to zero this map converges
to the map evn~α given by the difference of the evaluations of a section on both sides
of the nodes ni for which αi 6= 0. In particular, since by assumption this latter map
is surjective, the map f
P0,K
~α is also surjective when ~α is small enough. This shows
that the sequence (13) is exact and that the operators D
K,P~α
~α are surjective.
To show that the isomorphism (14) does not depend on the choice of P0, we take
another finite dimensional vector subspace P ′0 of L
k−1,2(Σ˜,Λ0,1Σ˜⊗E)+1 such that
all the elements of P ′0 vanish on the gluing disks and suppose that P0 is included
in P ′0. We take ~α small enough and consider the following diagram
(16) 0

0

0 // ker(DK,P~α~α )
i~α

l
P0,K
~α // ker(DK,P0)
i˜~α

f
P0,K
~α // REn~α
id

// 0
0 // ker(D
K,P ′~α
~α )
pr~α

l
P ′0,K
~α // ker(DK,P
′
0)
p˜r~α

f
P ′0,K
~α // REn~α // 0
P ′0/P0
id //

P ′0/P0

0 0
The first two rows are the sequences (13) for P0 and P
′
0 respectively, giving rise
to the isomorphisms (14). The first column is given by the natural inclusion of
ker(D
K,P~α
~α ) in ker(D
K,P ′~α
~α ) and then the projection on the P
′
0 factor. To make the
diagram commutative, we cannot take the maps in the second column to be the
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inclusion and the projection as for the first column. We proceed as follows. First,
fix a vector subspace F of ker(DK,P0) such that the evaluation map evn~α is an
isomorphism. Then, for ~α small enough, we get two direct sum decompositions
ker(DK,P0) = l
P0,K
~α (ker(D
K,P~α
~α ))⊕ F
and
ker(DK,P
′
0) = l
P ′0,K
~α (ker(D
K,P ′~α
~α ))⊕ F.
We define i˜~α to be l
P ′0,K
~α ◦ i~α ◦ (lP0,K~α )−1 on lP0,K~α (ker(DK,P~α~α )) and (fP
′
0,K
~α )
−1 ◦
id ◦fP0,K~α on F . The map p˜r~α is given by pr~α ◦ (lP
′
0,K
~α )
−1 on lP
′
0,K
~α (ker(D
K,P ′~α
~α )) and
the zero map on F . The obtained diagram is commutative. We now show that
the second column of diagram (16) induces the same isomorphism Det(DK,P
′
0) =
Det(DK,P0)⊗ ΛmaxR P ′0/P0 up to homotopy as the sequence
0→ ker(DK,P0) i0−→ ker(DK,P ′0) pr0−−→ P ′0/P0 → 0,
which will show that the isomorphism (14) is the same if we use P0 or P
′
0. To that
end, we define an orientation-preserving automorphism g~α of ker(D
K,P ′0) such that
the diagram
0 // ker(DK,P0)
i0 //
id

ker(DK,P
′
0)
pr0 //
g~α

P ′0/P0 //
id

0
0 // ker(DK,P0)
i˜~α // ker(DK,P
′
0)
p˜r~α // P ′0/P0 // 0
commutes. Denote by G ⊂ ker(DK,P ′0) the orthogonal complement of ker(DK,P0).
For ~α small enough, i˜~α is close to the inclusion i0. Indeed, take an element
l
P0,K
~α (ξ, e) + (ζ, e
′) of ker(DK,P0) = lP0,K~α (ker(D
K,P~α
~α ))⊕ F , and write
(17) i˜~α(l
P0,K
~α (ξ, e) + (ζ, e
′))− (lP0,K~α (ξ, e) + (ζ, e′))
= (l
P ′0,K
~α (ξ, e)− lP0,K~α (ξ, e)) + ((fP
′
0,K
~α )
−1 ◦ fP0,K~α ((ζ, e′))− (ζ, e′)).
The second term on the right-hand side is small compared to the norm of (ζ, e′)
because of the convergence of (f
P ′0,K
~α )
−1 ◦ fP0,K~α to the identity. For the first term,
first note that there exists a constant C1 > 0 such that for all ~α small enough and
all w ∈ ker(DK,P ′0),
(18) ‖w‖k,2,− ≤ C1‖p~α(w)‖k,2,−,
which follows from the fact that the Lk,2,− norm of an element of ker(DK,P
′
0)
outside the gluing region controls the norm over the whole curve Σ. Applying this
to our case, we obtain
‖lP ′0,K~α (ξ, e)− lP0,K~α (ξ, e)‖k,2,− ≤ C1‖p~α ◦ lP
′
0,K
~α (ξ, e)− (ξ, e)‖k,2,−
+ C1‖(ξ, e)− p~α ◦ lP0,K~α (ξ, e))‖k,2,−.
Then use the inequality (15) so we find a positive constant C2 such that for ~α small
enough,
‖p~α ◦ lP
′
0,K
~α (ξ, e)− (ξ, e)‖k,2,− ≤ C2‖DK,P
′
~α
~α (p~α ◦ lP
′
0,K
~α (ξ, e))‖k−1,2,−
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and
‖(ξ, e)− p~α ◦ lP0,K~α (ξ, e))‖k,2,− ≤ C2‖DK,P~α~α (p~α ◦ lP0,K~α (ξ, e))‖k−1,2,−.
It then follows from the bounds on the cutoff functions ϕ~α that there is a positive
constant C3 such that
‖DK,P ′~α~α (p~α ◦ lP
′
0,K
~α (ξ, e))‖k−1,2,− ≤ C3
∑
i|αi 6=0
1
Ri
‖lP ′0,K~α (ξ, e)‖k,2,−
and
‖DK,P~α~α (p~α ◦ lP0,K~α (ξ, e))‖k−1,2,− ≤ C3
∑
i|αi 6=0
1
Ri
‖lP0,K~α (ξ, e)‖k,2,−.
Thus, both terms on the right-hand side of (17) are small compared to the norm
of l
P0,K
~α (ξ, e) + (ζ, e
′) and i˜~α is close to the inclusion map. In particular, it is
transverse to G. The map g~α is then given by i˜~α on ker(D
K,P0) and by p˜r−1~α ◦ pr0
on G. This map is in fact close to the identity. Indeed, if (ξ, e)+(ζ, e′) is an element
of ker(DK,P
′
0) = ker(DK,P0)⊕G, then
g~α((ξ, e) + (ζ, e
′))− ((ξ, e) + (ζ, e′)) = (˜i~α(ξ, e)− (ξ, e)) + (p˜r−1~α ◦pr0(ζ, e′)− (ζ, e′)).
Then the norm of the first term is small compared to the norm of (ξ, e) because
i˜~α is close to the inclusion. The norm of the second term is small compared to the
norm of (ζ, e′) because p˜r~α converges to pr0 when ~α goes to 0.
This shows that g~α preserves the orientations of ker(D
K,P ′0).
Thus the isomorphism (14) does not depend on the choice of P0. The proof that
the isomorphism (14) does not depend on the choice of K is similar so we do not
reproduce it here. The homotopy invariance follows readily from this independence
(see Lemma 9.6 [14]). 
Remark 5. Let E′ be another hermitian vector bundle over Σ˜ given as the pullback
of a bundle on Σ, and equipped with a real structure cE′ . Suppose we have the same
data as for E and thus construct a family E′~α of hermitian vector bundles over Σ˜~α
also equipped with real structures cE′
~α
. If Φ is an isomorphism between (E′, cE′)
and (E, cE) such that it is the identity in the fixed trivializations on the gluing
disks, then it naturally induces a family of isomorphisms Φ~α between (E
′
~α, cE′~α) and
(E~α, cE~α). Moreover, it follows directly from the definition of the sequence (13) that
the following diagram commutes
0 // ker(Φ∗~αD
K,P~α
~α )
l
Φ−1(P0),Φ−1(K)
~α //
Φ~α

ker(Φ∗DK,P0)
f
Φ−1(P0),Φ−1(K)
~α //
Φ

RE′n~α
//
Φ

0
0 // ker(DK,P~α~α )
l
P0,K
~α // ker(DK,P0)
f
P0,K
~α // REn~α // 0
Take ~α ∈ G a small gluing parameter with no vanishing coordinate and let us
now describe more precisely the case of the standard Cauchy-Riemann operators
∂C2,~α on the trivial complex vector bundles of rank 2 over Σ~α. Those operators are
all surjective, their kernels consisting of the constant sections with value in R2. In
particular, the determinants of these operators all come with a natural orientation
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induced by the orientation of R2. On the curve Σ, the standard Cauchy-Riemann
operator ∂C2 on the rank 2 trivial complex vector bundle is also surjective and its
kernel is naturally isomorphic to R2, so its determinant is oriented.
Lemma 9. The isomorphism (14) applied to the operators ∂C2,~α and ∂C2 preserves
the natural orientations described above.
Proof. On the curve Σ˜, the standard Cauchy-Riemann operator ∂C2 on the rank
2 trivial complex vector bundle is still surjective. Its kernel is oriented by the
sequence (10) on the one hand,
0→ ker(∂C2)→ ker(∂C2)
evn−−→ RC2n → 0,
and by the sequence (13) on the other hand,
0→ ker(∂C2,~α) l~α−→ ker(∂C2) f~α−→ RC2n → 0,
where the real vector space RC2n is oriented using the numbering of the nodes.
Choose a vector space F ⊂ ker(∂C2) such that the restriction of evn on F is an
isomorphism. Then, since the map f~α of Proposition 10 converges to the map evn,
for ~α small enough, the restriction of f~α to F is an isomorphism and given a basis
of F its images by evn and by f~α give the same orientation of RCn. Thus, to prove
the statement, we only need to check that the two orientations we have on ker(∂C2)
coincide.
Fix a norm on ker(∂C2). Using inequality (15) one sees that there exists a positive
constant K > 0 such that for ~α small enough and for all c ∈ R2 = ker(∂C2,~α)
‖l~α(c)− c‖ ≤ K
m∑
i=1
1
Ri
‖c‖,
where we see c in ker(∂C2) as the constant section with value c. Thus, for ~α small
enough, one can homotope the image of a positive basis of ker(∂C2,~α) by l~α to a
positive basis of ker(∂C2) without crossing F , which concludes the proof. 
3.4.3. Gluing orientations. We now tackle the orientation statement appearing in
Theorem 4. To that end, let us fix an orientation on Cyl and P, and let us also fix
an oriented real Spin structure on (TX, dcX). Then, Proposition 9 shows that the
open set UP ∩ RMdδ,P(X,Ω) is oriented.
We will first define an orientation on the open set U ⊂ RM2s,0×Cyl×ker(DH,Pu0 )
given by Theorem 5, then check that the map gl : U → UP preserves the orienta-
tions.
Orientation of RM2s,0×Cyl×ker(DH,Pu0 ) : We have already fixed an orienta-
tion on Cyl. On RM2s,0, we pick the orientation defined by Ceyhan, §5.4.1 in [6].
Here, we use the assumption we made that none of the points pi is real to be sure
that RM2s,0 is orientable (Theorem 5.7 in [6]).
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To orient ker(D
H,P
u0 ), which is the same as orienting Det(D
H,P
u0 ), we first use the
diagram
0 // Lk,p(Σ, u∗0TX;H)+1 ⊕ P
DH,Pu0

// Lk,p(Σ, u∗0TX)+1 ⊕ P
DPu0

evp // R
(
Tu0(p)X/Tu0(p)H
)
0

// 0
0 // Lk−1,p(Σ˜,Λ0,1Σ˜⊗ u∗0TX)+1 // Lk−1,p(Σ˜,Λ0,1Σ˜⊗ u∗0TX)+1 // 0 // 0,
which gives the isomorphism Det(DPu0) = Det(D
H,P
u0 )⊗ΛmaxR R
(
Tu0(p)X/Tu0(p)H
)
.
Since all the points pi are complex, their numbering orients the space R
(
Tu0(p)X/Tu0(p)H
)
=
RTpΣ (where the last isomorphism is given by du0). To orient Det(DPu0), we will
construct below an isomorphism Φ between the trivial complex vector bundle of
rank 2 over Σ and u∗0TX. We then use the orientation of P and of the determinant
of the standard operator ∂C2 on the trivial bundle we fixed at the end of §3.4.2 in
order to orient Det(Φ∗DPu0). Using Φ, we get the desired orientation on Det(D
P
u0)
and thus on ker(D
H,P
u0 ).
Let us now explain how we choose Φ. If RΣ 6= ∅, take a Spin structure ζu0(RΣ)
on RX given by Lemma 5. Choose trivializations of (TX, dcX) in a Z/2Z-invariant
neighborhood of u0(ni), i = 1, . . . ,m, such that for each real node ni, the orien-
tation on Tu(ni)RX induced by those trivializations coincide with the one given
by the oriented real Spin structure. Using those trivializations, we get an isomor-
phism between the trivial complex vector bundle of rank 2 over Σ and u∗0TX on a
neighborhood of the nodes. Extend it over the whole curve Σ =
⋃m
i=1 Σi as follows
:
• if the component Σi is stable by cΣ and has non-empty real part, then
we take Φ on Σi to pullback the Spin structure ζu0(RΣ) on u
∗
0TRX to the
natural one on the trivial bundle R2 over the real part of Σi,
• if the component Σi is stable by cΣ but has empty real part, then we take
Φ on Σi to pullback the oriented real Spin structure on (u
∗
0TX, dcX) to the
natural one on (C2, cC) over Σi,
• on all the other components, we extend Φ arbitrarily.
Remark 6. As we mentionned in Remark 5, the isomorphism Φ induces a family
of isomorphisms Φ~α : (C2, cC)→ (u∗~αTX, dcX), ~α ∈ G. The choices we made for Φ
together with Lemma 5 imply that when Σ~α is irreducible, then the pullback by Φ~α
of the real oriented Spin structure given on (u∗~αTX, dcX) coincides with the natural
one on (C2, cC), and in the case where RΣ~α is non-empty, the pullback of ζu0(RΣ)
coincides with the natural Spin structure on R2 over RΣ~α.
The map gl preserves the orientations :
We described above the orientation we put on U . Let us briefly recall in the
current setting how we oriented UP ∩RMdδ,P(X,Ω) in Proposition 9. Consider the
forgetful map piRM2s,0,Cyl : UP ∩RMdδ,P(X,Ω)→ RM2s,0×Cyl. It is a submersion
because the operators D
H,P
u are surjective for all the curves in a neighborhood of
u0 (see Proposition 8). Thus, to orient UP ∩ RMdδ,P(X,Ω), we orient the product
RM2s,0 × Cyl and the fiber of piRM2s,0,Cyl.
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The product is oriented using the orientation of Cyl on one hand. On the
other hand, recall that each component of RM2s,0 that intersects the image of
piRM2s,0,Cyl can be seen as follows. Using the notations we introduced in §3.3.2, it
is the quotient of the real part RcSTn of the Teichmu¨ller space Tn by the subgroup
RcSΓ+n of Γ+n of elements commuting with cS , for some real structure cS on S
such that all the marked points z are complex conjugated. Now, the determinant
bundle of RcSTn is canonically isomorphic to the line bundle Det(∂τ,z)τ∈RcSTn where
∂τ,z is the restriction to L
k,p(S, TS; z)+1 of the operator ∂τ : L
k,p(S, TS)+1 →
Lk−1,p(S,Λ0,1S ⊗ TS)+1 given by the holomorphic structure on TS equipped with
JS(τ) (see for example Lemma 1.8 in [8]). We then orient this latter line bundle by
using the isomorphism Det(∂τ ) = Det(∂τ,z)⊗ΛmaxR RTzS. Since none of the marked
points is real, the line ΛmaxR RTzS is naturally oriented using the numbering of z,
and we fixed an orientation of Det(∂τ ) by using an isomorphism of (S, JS(τ), cS)
with (CP 1, i, c∅) or (CP 1, i, cRP 1) as in Proposition 5. The orientation of RcSTn
we thus obtain descends to an orientation of the component of RM2s,0 we consider
since the action of RcSΓ+n preserves it.
The fiber of piRM2s,0,Cyl is oriented by orienting ker(D
H,P
u ). This is done using
the orientation of P, the natural orientation on R (Tu(z)X/Tu(z)H) coming from the
one on RTzS, and an isomorphism between (u∗TX, dcX) and (C2, cC) preserving
the appropriate structures.
This orientation does not exactly coincide with the one we chose in Proposition 9
because of the order in which we orient each term, but one can check that it differs
from it only when P is odd-dimensional, and then it differs for all the curves. Thus,
we will forget about this difference, and work with the orientation we just defined.
Now, to check that gl preserves the orientations, we use the triangle 7 of Theorem
5. Indeed, it implies that is is enough to check two things :
(1) that the orientation we put on RM2s,0 coincides with the one given on
RM2s,0 by Ceyhan in §5.4.1 in [6] and that we used to orient U ,
(2) that for all ~α ∈ G small enough and with no vanishing coordinate, the differ-
ential at (0, 0) ∈ ker(DH,Pu0 ) of the restriction of gl to {(~α, 0, t0)}×ker(DH,Pu0 )
is an orientation preserving isomorphism onto ker(D
H,P
gl(~α,0,t0,(0,0))
).
Those two points imply that gl is orientation preserving at all points (~α, 0, t0, (0, 0)) ∈
RM2s,0 × Cyl × ker(DH,Pu0 ) and thus that gl is everywhere orientation preserving.
We treat the first point in Lemma 10 and the second in Proposition 11.
Lemma 10. The orientation of the components of RM2s,0 intersecting the image
of piRM2s,0,Cyl coming from the orientation of the corresponding real Teichmu¨ller
spaces coincides with the orientation defined by Ceyhan in §5.4.1 in [6].
Proof. Let O ⊂ RM2s,0 denote a component of RM2s,0 intersecting the image of
piRM2s,0,Cyl. There are two cases depending on whether the curves in O have non-
empty real part or no. Since the proof is identical in both cases, we will assume
that the curves in O have non-empty real part and omit the other case.
Every element in O has a unique representative (CP 1, i, cRP 1 , x) where
x = (x1, . . . , xk−2, ελi, i, x1, . . . , xk−2,−ελi,−i),
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with x1, . . . , xk−2 ∈ CP 1, λ ∈]0, 1[ and ε = ±1 depending on the component O.
This induces coordinates on O, and in those, the volume form
ωO =
(
i
2
)k−2 k−2∧
j=1
(dxi ∧ dxi) ∧ dλ
gives the orientation defined by Ceyhan on the component O (see §§4.2.2 and 5.4.1
in [6]).
Take an orientation reversing involution cS on S and τ ∈ RcSTn such that
the curve (S, JS(τ), cS , z) in an element of O. Take the unique isomorphism ψ :
(S, JS(τ), cS , z) → (CP 1, i, cRP 1 , x), where x is defined as above. Suppose ξ ∈
RTxCP 1 is a tangent vector to O written in Ceyhan’s coordinates. Take a path
(CP 1, i, cRP 1 , xt)t∈R in O such that x0 = x, and dxtdt |t=0 = ξ. Let zt = ψ−1(xt) and
choose an isotopy φt ∈ Diff+(S, cS), t ∈ R, such that for all t ∈ R, zt = φt(z).
The path (S, φ∗tJS(τ), cS , z)t∈R coincides with (CP 1, i, cRP 1 , xt)t∈R. The tangent
vector to this path at t = 0 in coker(∂τ,z) is given by −JS(τ) ddt (φ∗tJS(τ))|t=0 =
∂τ (
d
dt (φt)|t=0) (see the proof of Lemma 1.8 in [8]).
Now, recall that to orient coker(∂τ,z), we used the sequence
0→ ker(∂τ ) evz−−→ RTzS δ−→ coker(∂τ,z)→ 0.
Note that if ζ ∈ RTzS, then δ(ζ) = ∂τv, where v ∈ Lk,p(S, TS)+1 satisfies evz(v) =
ζ. In particular, δ(dψ−1(ξ)) = ∂τ ( ddt (φt)|t=0). Thus, we only have to check that if
we take a basis of RTzS given by a positive basis of ker(∂τ ) followed by the image
by dψ−1 of a positive basis of the tangent space of O at x in Ceyhan’s coordinates,
this basis is positive (RTzS being oriented by the numbering of z).
For each point xj , j = 1, . . . k − 2, choose a non-zero vector ej ∈ TxjCP 1. Then
the family
e1 + dx1cRP 1(e1), ie1 − idx1cRP 1(e1), . . . , ek−2 + dxk−2cRP 1(ek−2),
iek−2 − idxk−2cRP 1(ek−2), (0, . . . , 0, i, 0, 0, . . . , 0,−i, 0)
of vectors of TxCP 1 is a positive basis of the tangent space of O at (CP 1, i, cRP 1 , x)
in Ceyhan’s coordinates. On the other hand, recall that we defined a basis (v1, v2, v3)
of ker(∂i) with v1(z) = (z − i)(z + i), v2(z) = (1− z)(1 + z) and v3(z) = z. Thus,
a positive basis of ker(∂τ ) is given by dψ
−1(v1), dψ−1(v2), dψ−1(v3). Reorganizing
the vectors in the concatenated family, we indeed obtain a positive basis of RTzS,
which concludes the proof. 
Remark 7. The choice of the sections vj which seemed arbitrary in Proposition 5
is justified in the proof of Lemma 10. In fact, we use the following facts about the
vj:
• v1 vanishes at i and −i and is real and positive between those two points,
• (v2(i), v3(i)) is a positive basis of TiCP 1.
Any other choice of sections satisfying the above two conditions gives the same
orientation of ker(∂i). The choice for the sections v
′
j was also done so that Lemma
10 would stand.
We now go on to the second point. For ~α ∈ G, we denote by gl~α : ker(DH,Pu0 )→
UP the restriction of gl to the fiber {(~α, 0, t0)} × ker(DH,Pu0 ).
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Proposition 11. Let ~α ∈ G be a gluing parameter with no vanishing coordinate. If
~α is small enough, the differential d(0,0)gl~α is an orientation preserving isomorphism
between ker(D
H,P
u0 ) and ker(D
H,P
gl~α(0,0)
).
Using the notation of §3.4.1, define the function h : [0, 1] × ker(DH,Pu0 ) →
Lk,2,(Σ~α, X)× P by
hT (ξ, e) = (expu~α(ξ~α,0 + Tpr1(φ~α,0,t0(ξ, e))), e+ Tpr2(φ~α,0,t0(ξ, e))).
Notice that h1 = gl~α. Let ζT = Tpr1(φ~α,0,t0(0, 0))) and uT = expu~α(ζT ). Consider
the function
FT~α : Lk,2,(Σ~α, u∗TTX;H)+1 ⊕ P → Lk−1,2,(Σ~α,Λ0,1Σ~α ⊗j0 δ(t0) u∗TTX)+1
(ξ, e) 7→ PTt0expuT ξ→uT (∂j0,δ(t0)(expuT ξ)− e(., expuT ξ, t0)),
and denote by DT its derivative at the point (0, 0), so that D0 = D
H,P
~α,0,t0
and
D1 = D
H,P
gl~α(0,0)
. The operators DT are Fredholm and it follows from the inequality
(B.8.8) in [22] that they are surjective and that they admit uniformly bounded
right inverses QT so that HT = (id−QTDT ) ◦ d(0,0)hT : ker(DH,Pu0 ) → ker(DT )
gives a morphism between the trivial bundle ker(D
H,P
u0 ) over [0, 1] and the bundle
ker(DT )T∈[0,1]. Moreover, H1 = d(0,0)gl~α.
In fact, let us show as in Lemma 10.6.3 in [21] the following Lemma.
Lemma 11. There exists a constant C > 0 such that for all ~α small enough, all
T ∈ [0, 1] and all (ξ, e) ∈ ker(DH,Pu0 ), HT satisfies
(19) ‖HT (ξ, e)‖k,2, ≥ C‖(ξ, e)‖k,2,.
Proof. First, we can differentiate hT to get
d(0,0)hT (ξ, e) = (E(u~α, ζT )(ξ~α,t0+Tpr1(d(0,0)φ(~α,0,t0)(ξ, e))), e+Tpr2(d(0,0)φ(~α,0,t0)(ξ, e))),
where E(x, ζ) : TxX → Texpx(ζ)X is a smooth family of uniformly invertible linear
maps for ζ ∈ TxX small enough, obtained by differentiating the exponential map.
Denote by (ξ, e)T = (ξ~α,t0 +Tpr1(d(0,0)φ(~α,0,t0)(ξ, e)), e+Tpr2(d(0,0)φ(~α,0,t0)(ξ, e))).
Then, as remarked by McDuff-Salamon, (10.6.22) in [21], and Pardon (B.8.8) in [22],
there exists a constant C1 > 0 such that
‖DT d(0,0)hT (ξ, e)− PTt0expuT ζT→uT D0(ξ, e)T ‖k−1,2, ≤ C1‖ζT ‖k,2,‖(ξ, e)‖k,2,.
In particular, there is a constant C2 > 0 such that we have
(20) ‖DT d(0,0)hT (ξ, e)‖k−1,2, ≤ C1‖ζT ‖k,2,‖(ξ, e)‖k,2, + C2‖D0(ξ, e)T ‖k−1,2,.
It follows from the construction of φ(~α,0,t0) (see Proposition 24 in [12]) and from
the estimates in Lemma B.6.1 in [22] that there is a constant C3 > 0 with
‖ζT ‖k,2, ≤ C3
m∑
i=1
e−(1−)Ri(21)
and
‖d(0,0)φ(~α,0,t0)(ξ, e)‖k,2, ≤ C3
m∑
i=1
e−(1−)Ri‖(ξ, e)‖k,2,.(22)
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Combining the inequalities (21) and (22) with (20) we get a positive constant C4
with
(23)
‖DT d(0,0)hT (ξ, e)‖k−1,2, ≤ C4
m∑
i=1
e−(1−)Ri‖(ξ, e)‖k,2, + C2‖D0(ξ~α,t0 , e)‖k−1,2,.
Finally, using the estimates in Lemma B.6.2 in [22], we obtain a positive constant
C5 with
(24) ‖DT d(0,0)hT (ξ, e)‖k−1,2, ≤ C4
m∑
i=1
e−(1−)Ri‖(ξ, e)‖k,2,.
Thus, since the operators QT are uniformly bounded, it follows from (24) that there
is a positive constant C6 with
(25) ‖HT (ξ, e)‖k,2, ≥ ‖d(0,0)hT (ξ, e)‖k,2, − C6
m∑
i=1
e−(1−)Ri‖(ξ, e)‖k,2,.
Using inequality (22) again, we get two positive constants C7 and C8 with
(26) ‖HT (ξ, e)‖k,2, ≥ C7‖(ξ~α,t0 , e)‖k,2, − C8
m∑
i=1
e−(1−)Ri‖(ξ, e)‖k,2,.
Since ker(D
H,P
u0 ) is finite dimensional and the norm of (ξ~α,t0 , e) is bounded below
by the L2 norm of (ξ, e) (see (10.5.15) in [21]), we have a positive constant C9 such
that
(27) ‖(ξ~α,t0 , e)‖k,2, ≥ C9‖(ξ, e)‖k,2,.
Combining the inequalities (26) and (27) proves the inequality (19). 
Notice that the operator D
H,P
u0 is the restriction of a surjective operator D
H,P
u0
:
Lk,p(Σ˜, u∗0TX;H)+1 ⊕P → Lk−1,p(Σ˜,Λ0,1Σ˜⊗ u∗0TX)+1. Applying Proposition 10
to the operators DH,Pu0 and D
H,P
~α,0,t0
, we have the sequence
(28) 0→ ker(DH,P~α,0,t0)
l
P,H
~α−−−→ ker(DH,Pu0 )
f
P,H
~α−−−→ R(u∗0TX)n → 0.
Lemma 12. There exists a constant C > 0 such that for ~α small enough and for
all v ∈ ker(DH,Pu0 ),
(29) ‖lP,H~α (H0(v))− v‖ ≤ C
m∑
i=1
1
Ri
‖v‖,
where the norm on ker(D
H,P
u0 ) is fixed arbitrarily.
Proof. We use the notations we introduced during the proof of Proposition 10. First
note that there exists a constant C1 > 0 such that for all ~α small enough and all
w ∈ ker(DH,Pu0 ),
(30) ‖w‖ ≤ C1‖p~α(w)‖k,2,−,
which follows from the fact that the norm Lk,2,− of an element of ker(DH,Pu0 )
outside the gluing region controls the norm over the whole curve Σ. In our case,
we obtain
(31) ‖lP,H~α (H0(v))− v‖ ≤ C1‖p~α(lP,H~α (H0(v)))− p~α(v)‖k,2,−.
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We rewrite
p~α(l
P,H
~α (H0(v)))−p~α(v) = (p~α(lP,H~α (H0(v)))−H0(v))+(H0(v)−v~α,t0)+(v~α,t0−p~α(v)),
and we bound each term on the right-hand side.
Using inequality (15), we have positive constants C2, C3 such that
‖p~α(lP,H~α (H0(v)))−H0(v)‖k,2,− ≤ C2‖DH,P~α,0,t0(p~α(l
P,H
~α (H0(v)))−H0(v))‖k−1,2,−
≤ C3
m∑
i=1
1
Ri
‖v‖,
(32)
where the second inequality follows on one hand from the fact that H0(v) is in the
kernel ofD
H,P
~α,0,t0
and on the other from the fact that the formD
H,P
~α,0,t0
(p~α(l
P,H
~α (H0(v))))
vanishes outside of the gluing region, and its norm on the gluing region is controlled
by that of the cutoff functions ϕ~α.
The bound on the second term follows from the inequality (24). The third term
is easily bounded, as it is non zero only on the cylinders [Ri, 5Ri] × S1 so that
the exponential weight makes its norm exponentially small compared to that of v.
Putting together the bounds for each of the three terms, we obtain the inequality
(29). 
Proof of Proposition 11. Lemma 11 implies that HT is in fact a trivialization of
ker(DT ). In particular, d(0,0)gl~α is an isomorphism and to check that it preserves
the orientations we fixed, we can in fact check that H0 preserves the orientations,
where the one given on ker(D0) = ker(D~α,0,t0) is obtained by following the trivi-
alization HT . More precisely, ker(D0) is oriented in the same way as we oriented
ker(D1) = ker(D
H,P
gl~α(0,0)
), that is using the orientation of P, of R(Tu~α(p)X/Tu~α(p)H)
and an isomorphism between (u∗~αTX, dcX) and (C
2, cC) preserving the appropriate
structures.
Thus, we focus on H0. Fix once and for all a numbering n = (n1, . . . , nm) of the
nodes, as well as a sign for each branch of each node, as we did in §3.4.2. Using
this data, the sequence (10) in this case gives
(33) 0→ ker(DH,Pu0 )→ ker(DH,Pu0 )
evn−−→ R(u∗0TX)n → 0,
which orients ker(DH,Pu0 ). On the other hand, applying Proposition 10 to the oper-
ators DH,Pu0 and D~α,0,t0 , ker(D
H,P
u0 ) is also oriented by
(34) 0→ ker(DH,P~α,0,t0)
l
P,H
~α−−−→ ker(DH,Pu0 )
f
P,H
~α−−−→ R(u∗0TX)n → 0.
We claim that H0 preserves the orientations if and only if the orientations on
ker(DH,Pu0 ) coming from the sequences (33) and (34) coincide. Indeed, take a basis of
ker(DH,Pu0 ) given by the concatenation of a positive basis v of ker(D
H,P
u0 ) and a basis
w of the orthogonal of ker(D
H,P
u0 ) for some fixed scalar product, such that evn(w)
is a positive basis of R(u∗0TX)n. The basis (v, w) is positive for the orientation
induced by the sequence (33). Now, if ~α is small enough, the family (l
P,H
~α (H0(v)), w)
is a basis of ker(DH,Pu0 ). Moreover, since f
P,H
~α converges to the map evn when
~α goes to zero, f
P,H
~α (w) is also a positive basis of R(u
∗
0TX)n, so that the basis
(l
P,H
~α (H0(v)), w) is positive for the orientation coming from the sequence (34) if
COUNTING REAL RATIONAL CURVES ON REAL SYMPLECTIC K3 SURFACES 43
and only if H0 preserves the orientations. But Lemma 12 implies that the basis
(l
P,H
~α (H0(v)), w) is always positive for the orientation given by the sequence (33),
which proves the claim.
Thus, we only need to show that the orientations on ker(DH,Pu0 ) coming from
the sequences (33) and (34) coincide to conclude, i.e. we need to show that the
isomorphism Det(D~α,0,t0) = Det(Du0) given by the Proposition 10 is orientation
preserving. To this end, take the isomorphism Φ between the trivial complex vector
bundle of rank 2 over Σ and u∗0TX we used to orient ker(D
H,P
u0 ). As noted in
Remark 6, Φ induces an isomorphism Φ~α : (u
∗
~αTX, dcX)→ (C2, cC) which preserves
the appropriate structures, so that we can also use Φ~α to orient ker(D
H,P
~α,0,t0
). Using
Remark 5, we obtain a commutative square
Det(Φ∗~αD~α,0,t0)
Φ~α

// Det(Φ∗Du0)
Φ

Det(D~α,0,t0)
// Det(Du0),
where the horizontal isomorphisms come from Proposition 10. Applying the homo-
topy invariance for the top isomorphism, we have another square
Det(∂C2,~α)

// Det(∂C2)

Det(Φ∗~αD~α,0,t0) // Det(Φ
∗Du0),
where the vertical isomorphisms are given by the trivialisations of the determi-
nant bundles over an homotopy joining the pair (Φ∗~αD~α,0,t0 ,Φ
∗Du0) to the pair
(∂C2,~α, ∂C2). The result then follows from Lemma 9. 
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