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ABSTRACT
In hosting environments such as Infrastructure as a Service (IaaS) clouds, desirable appli-
cation performance is typically guaranteed through the use of Service Level Agreements
(SLAs), which specify minimal fractions of resource capacities that must be allocated by
a service provider for unencumbered use by customers to ensure proper operation of their
workloads. Most IaaS offerings are presented to customers as fixed-size and fixed-price
SLAs, that do not match well the needs of specific applications. Furthermore, arbitrary
colocation of applications with different SLAs may result in inefficient utilization of hosts’
resources, resulting in economically undesirable customer behavior.
In this thesis, we propose the design and architecture of a Colocation as a Service
(CaaS) framework: a set of strategic and operational services that allow the efficient colo-
cation of customer workloads. CaaS strategic services provide customers the means to
specify their application workload using an SLA language that provides them the opportu-
nity and incentive to take advantage of any tolerances they may have regarding the schedul-
ing of their workloads. CaaS operational services provide the information necessary for,
and carry out the reconfigurations mandated by strategic services. We recognize that it
could be the case that there are multiple, yet functionally equivalent ways to express an
vi
SLA. Thus, towards that end, we present a service that allows the provably-safe trans-
formation of SLAs from one form to another for the purpose of achieving more efficient
colocation. Our CaaS framework could be incorporated into an IaaS offering by providers
or it could be implemented as a value added proposition by IaaS resellers. To establish
the practicality of such offerings, we present a prototype implementation of our proposed
CaaS framework.
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Chapter 1
Introduction
1.1 Motivation
Cloud computing in general and Infrastructure as a Service (IaaS) in particular have emerged
as compelling paradigms for the deployment of distributed applications and services on
the Internet due in large to the maturity and wide adoption of virtualization technologies
(Barham et al., 2003; VMware, 2012), and the economic opportunity it presents for ser-
vice providers (e.g., Amazon, Rackspace, Google, Microsoft) to leverage their existing
investment in infrastructure to generate a new revenue stream. By relying on virtualized
resources, customers are able to easily deploy, scale up or down their applications seam-
lessly across computing resources offered by one or more providers. More importantly,
virtualization aims to enable performance isolation, whereby a customer is able to acquire
appropriate fractions of shared fixed-capacity resources for unencumbered use subject to
binding Service-Level Agreements (SLAs).
From the perspective of an IaaS customer, this paradigm shift presents both an op-
portunity and a risk. On the one hand, deploying applications in the cloud is attractive
because it eliminates up-front capital expenses on infrastructure and allows such expenses
to be redirected to core business investments. On the other hand, deploying applications
in the cloud implies relinquishing control and trusting the cloud provider to look out for
the customer’s best interest. Mitigating such risk requires the establishment of a binding
SLA between the provider and the customer, which spells out minimal resource allocations
that the customer believes would satisfy a desirable Quality of Service (QoS) constraints,
1
2while also being verifiable through measurement or auditing of allocated resources. In-
deed, providing trustworthy IaaS accountability and auditing features have been cited as
key attributes that would increase cloud adoption (Haeberlen, 2010; Sripanidkulchai et al.,
2010).
From the perspective of an IaaS provider, owning and operating a datacenter incurs a
significant capital investment, and its return on investment (ROI) relies heavily on effective
resource management (Nathuji and Schwan, 2008) which includes efficient cooling (Chen
et al., 2005; Parolini et al., 2008; Ranganathan et al., 2006), energy conservation (Heller
et al., 2010; Raghavendra et al., 2008; Cardosa et al., 2009), and on improved scalability
(Meng et al., 2010), while at the same time increasing its overall utilization – revenue
through increased customer base – with the development of specific markets targeting
different types of applications and increased customer adoption of cloud services.
Efficient resource management approaches involve non-trivial optimizations that de-
pend on many factors, including time and location dependent factors. For example, in
some cities, the cost of energy is variable depending on time of day (Qureshi et al., 2009;
Ameren, 2011), while the cost of cooling might be higher during peak utilization times.
The location of allocated virtual resources in the data center can also be a crucial factor
in cost reduction. An efficient allocation can lead to powering down of resources (Heller
et al., 2010), or in decreased cost of cooling (Ahmad and Vijaykumar, 2010). Such ef-
ficiencies need to be achieved while satisfying the aforementioned contractually-binding
customer SLAs. Increasing overall utilization can be achieved by introducing new markets
or products that reflect customers’ desires and trends (Agmon Ben-Yehuda et al., 2012).
CloudSigma (CloudSigma.com, 2012), Amazon EC2 Spot Instance (Amazon.com, 2011),
and Amazon Reserved Instance Marketplace (Amazon.com, 2012) are prime examples of
such markets.
31.2 Challenges
Despite these complexities, most IaaS resource configuration (VM) offerings extended to
customers are typically in the form of fixed-size, fixed-price SLAs. Although these models
are simple, they expose serious drawbacks.
Performance degradation: while varied, the range of fixed-size SLA types available
to IaaS customers is unlikely to match their specific application needs (Napper and Bi-
entinesi, 2009; Patnaik et al., 2009; Craciunas et al., 2010), not to mention envisioned
services, e.g., in support of cyber-physical systems (Craciunas et al., 2010; Rutrell, 2013).
Furthermore, it does not cater well to the needs of applications that require resource allo-
cations at a more granular scale (Kim et al., 2009b; Twitter-Storm, 2012; Cucinotta et al.,
2008; Phan et al., 2011), e.g., through the specification of a worst case periodic resource
consumption in support of interactive applications.
To elaborate, recent studies have documented the often unacceptable performance of
a number of application classes in a cloud setting. Examples include latency-sensitive,
interactive, image acquisition applications, IP telephony and streaming applications (Nap-
per and Bientinesi, 2009; Patnaik et al., 2009; Barker and Shenoy, 2010; Wang and Ng,
2010). A culprit for the degraded performance is the high variability associated with the
time-scale of resource allocation in a virtualized environment, which prompted content
providers such as Netflix to develop their own monitoring tools to detect and bypass de-
graded performance (Babcock, 2011). This suggests the need for finer-grain SLA specifi-
cations that enable applications to spell out their resource needs over arbitrary time scales,
as well as any tolerable deviations thereof (flexibilities).
Inefficient resource utilization: As indicated previously, a cloud provider’s return
on investment relies heavily on increasing revenue and decreasing costs, which can be
achieved by meeting customer demands and also through efficient utilization and man-
agement of resources. Naturally, markets with a predefined pricing models are the basic
4mechanisms through which cloud providers offer their resources to customers. A typical
pricing model offered by cloud providers is a fixed-price SLA, which has the advantage
of being simple and of providing a sense of predictability for customers when it comes
to budgeting the cost of running their workloads. Fixed pricing suffers from marketplace
inefficiency (where efficiency is the ratio of the total utility of customers over the optimal
total utility) (Lai, 2005). Assuming variable resource demand, rational customers will be
unwilling to lease resources at the fixed price when the demand for the resources is low,
and the provider is unable to capitalize on the opportunity when the demand for resources
is high. Both scenarios lead to under utilization of cloud resources, increased costs, and
lower revenue. To increase revenue, resource prices should be set such that they follow the
total dynamic demand of customers, as well as reflecting the intrinsically fluctuating costs
of operating the datacenter.
To elaborate, a fixed-price SLA model has many disadvantages for customers and
providers alike due to the fact that it does not allow both of them to capitalize on customer-
side flexibility as a counterpart to provider-side elasticity. Under a fixed-price SLA model,
customers do not have any economic incentive to modulate their demands or to expose
any temporal flexibility they may have to run their workloads. Effectively, this leads to an
inefficient marketplace with vicious cycles of lengthy periods of low and high utilization.1
Periods of high utilization in particular affect IaaS providers the most since they may result
in situations where there is not have enough resources to fulfill customer requirements; as
a result cloud providers end up either in denying new customers or overprovisioning of
resources. The implications of such actions not only results in the loss of revenue, but
also in a bad reputation and loss of future revenue (Lai, 2005; Greenberg et al., 2008).
Furthermore it can deter some customers from adopting the cloud computing paradigm.
The two problems mentioned above are a byproduct of how configuration settings are
1This phenomenon was also observed in network bandwidth (Hamilton James , 2008; Laoutaris et al.,
2009; Laoutaris and Rodriguez, 2008) and electricity grid (Taylor et al., 2006; TXUEnergy, 2012) markets.
5being presented to customers by IaaS providers – due in part to lack of market competition.
This thesis addresses these problems by presenting a colocation service which leverages
economic principles to efficiently schedule IaaS resources while at the same time satisfy-
ing the contractually-binding customer SLAs. In particular we present an SLA language
that provides customers the ability and incentive to express their requirements as well as
capture their temporal flexibility. Furthermore, our framework enables efficient utiliza-
tion of cloud resources by utilizing customers’ described workload flexibility, effectively
matching cloud elasticity with customer elasticity.
1.3 Thesis Contributions
The contribution of this thesis centers on the design, modeling, and development of Colo-
cation as a Service (CaaS), a framework for resource management that allows colocation
of customer workloads on the IaaS provider infrastructure in such a way that the infras-
tructure is efficiently utilized, while satisfying the interests of customers. The focus of
this thesis is on specifying customer workloads in terms of Virtual Machines (VMs) and
the basic ingredients of the infrastructure under management is are Physical Machines
(PMs). Our colocation framework is designed to mainly address the problems associated
with fixed-size, fixed-price SLAs stated above by improving IaaS pricing transparency,
enhancing credibility of IaaS providers, and increasing customer confidence in the IaaS
marketplace.
As illustrated in Figure 1·1, our framework consists of two major types of services:
strategic and operational. CaaS strategic services provide customers the means to spec-
ify their workloads, giving them the opportunity and incentive to take advantage of any
tolerances (flexibility) they may have regarding scheduling of their workloads. CaaS oper-
ational services provide the information necessary for, and carry out the reconfigurations
mandated by strategic services. Strategic services are off-line, in the sense that they could
be carried out as background, control-plane processes: while they may consume resources,
6Figure 1·1: CaaS framework services
they have no negative impact on the performance of customer VMs. Operational services,
on the other hand, are on-line, in the sense that they involve the manipulation of (or inter-
action with) the VMs themselves, e.g., for performance profiling or migration purposes.
Thus CaaS operational services could potentially have a negative impact on the perfor-
mance of customer VMs. Indeed, an important contribution of this thesis is to demonstrate
the feasibility of implementing such services.
Our framework could be incorporated and offered as a (distinguishing) feature by IaaS
providers. It could be developed as a mechanism that allows an IaaS reseller to leverage
the efficiencies resulting from IaaS customer aggregation, allowing it to offer more eco-
7nomical IaaS offerings to customers who are willing to colocate with others. It could be
used in a peer-to-peer fashion to allow IaaS customers to form coalitions that benefit from
colocation.
Strategic services (cf. Figure 1·1) are invoked periodically, every epoch – e.g., cor-
responding to the intervals used for instance reservation purposes. The main compo-
nent in the strategic service is the mapping service whose input consists of a set {W}
of customers’ workload (reservations) which are specified using the workload specifica-
tion service. The output of the mapping service is the “desirable” VM configuration (C),
reflecting what the service deems best for each customer in the system. The workload
specification service provides the means to customers to declare their workload demands
expressed in terms of an instance multi-dimensional resource utilizations (for example
CPU, memory, and network bandwidth), as well as declare any flexibilities they may have.
Although in this thesis we focus on the specification of customer workload resource de-
mands, our workload specification language is general enough to be extended to model the
specification of resource supply.
The Accounting/pricing service not only attributes accrued costs rationally and thus
fairly in a game-theoretic sense across customers, but also it provides incentives for cus-
tomers to declare their flexibilities by guaranteeing that they will not be mistreated as a
consequence.
While strategic services may be implemented differently (e.g., as a result of adopting
different pricing schemes, or depending on whether CaaS is used by operators, resellers,
or customers), operational services are universal, in the sense that they would be useful
(and necessary) under all possible settings.
A desirable configuration produced by the strategic services acts as an input to the op-
erational services, which can be seen as implementing the decision-making processes and
have exclusive access to the actual physical resources. The operational services – in partic-
ular the migration service – issues migration commands to relocate VMs so as to realize the
8desirable configuration. In support of CaaS services, the virtualization infrastructure must
support another functionality denoted in Figure 1·1 as profiling service. The profiling ser-
vice is responsible for collecting information about each customer’s resource utilization,
and is also responsible for the execution of migration commands received from the migra-
tion service. The profiling service can be instantiated in a black-box mode, which monitors
the VM from outside, or at the consent of the customer in a white-box mode, which can
be used to gather additional, finer-resolution information (e.g., to measure application spe-
cific QoS characteristics, which may be needed for future provisioning purposes). All data
gathered by the profiling service for a particular VM is available to the VM’s owner (the
customer or a software agent thereof), who may utilize such data to adjust future resource
reservations (e.g., for the next reservation epoch).
Figure 1·1 highlights MorphoSys – an additional operational services component,
which can be optionally instantiated. The main motivation of MorphoSys is to provide
customers with an SLA model that is equally expressive for traditional cloud applications
as well as QoS-constrained applications. The specific SLA models makes it possible for
providers to rewrite such SLAs as long as such rewriting is safe. By safety, we mean that
the provider may substitute the original SLA by the rewritten SLA without violating the
original SLA, and that the resource allocation that satisfy the rewritten SLA would also
provably satisfy the original SLA. The ability to make such safe SLA transformations en-
ables providers to consider a wider range of colocation possibilities, and hence achieve
better economies of scale.
Our findings suggest that an efficient colocation can be achieved by designing a frame-
work that utilizes customer flexibility by providing incentives for the customer to provide
any flexibility they have in terms of resource requests. The efficiency could be enhanced
further by the use of safe transformations of workload SLAs which allow the IaaS provider
further room for colocation.
91.4 Thesis Organization
The remainder of this thesis presents a detailed description of our proposed colocation
solutions which deal with the drawbacks of cloud provider configuration offerings.
Chapter 2 discusses and surveys workload management frameworks, which have been
proposed and studied in different application domains, and are related to CaaS framework
as a whole.
In Chapter 3, we present CloudPack, a strategic service which provides customers
with the ability to formally express workload flexibilities using Directed Acyclic Graphs.
CloudPack optimizes the use of cloud resources to minimize total costs while allocating
clients’ workloads, and utilizes Shapley valuation (Shapley, 1953) to rationally – and thus
fairly – attribute costs to customers. Using extensive simulations, we show the practical
utility of our CloudPack strategic service and the efficacy of the resulting marketplace in
terms of cost savings.
Based on the premise that the mapping between what constitutes desirable performance
and SLAs is not unique: multiple SLA expressions might be functionally equivalent, hav-
ing the flexibility to transform SLAs from one form to another in a manner that is provably
safe would enable hosting solutions to achieve significant efficiencies. In Chapter 4, we
propose a type-theoretic model for the representation and safe transformation of SLAs,
and describe a methodical approach for the inference of efficient and safe mappings of
periodic, real-time workloads to the physical machines. Experimental results support the
conclusion that the flexibility afforded by safe SLA transformations has the potential to
yield significant savings. Furthermore, in Chapter 5 we utilize the type-theoretic model
to present Morphosys: an operational service that allows the manipulation of SLAs to
enable efficient colocation of arbitrary workloads in a dynamic setting. Extensive trace-
driven simulations of colocated Video-on-Demand servers in a cloud setting show that
potentially-significant reduction in wasted resources.
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As a proof of concept to demonstrate the practicality and efficiency of CaaS opera-
tional service, in Chapter 6, we the present Xen Colocation Service (XCS), a prototype
implementation of CaaS on top of the Xen hypervisor. XCS features novel concurrent
migration heuristics which are shown to be efficient. XCS offers a monitoring service at
both the hypervisor and VM layers. Experimental results obtained by running PlanetLab
(Peterson et al., 2005) trace-driven workloads on the XCS prototype confirm the premise
of CaaS by demonstrating the efficiency and scalability of XCS, and by quantifying the
potential cost savings accrued through the use of XCS.
Chapter 7 concludes this thesis and outline open research directions.
Chapter 2
Related Work
Workload management frameworks have been proposed and studied in different appli-
cation domains. Their main purpose is to manage the allocation of different types of
resources (e.g. CPU, Disk, Bandwidth, etc.) to satisfy the needs of applications. These
frameworks expose an interface to the outside world in terms of an SLA language that
dictates how applications can formally specify their resource requirements, as well as the
mechanisms for accessing their allocated resources. These approaches have characteris-
tics and attributes that allow us to establish relationships between them as well as highlight
differences.
Section 2.1 presents a classification that captures the characteristics of these frame-
works, while Section 2.2 places the contribution of this thesis in context. We note that
the main purpose of this chapter is to provide an overview of the literature, more detailed
references specific to each of the component services proposed in this thesis are provided
in later chapters.
2.1 Taxonomy
The main dimension along which workload management frameworks can be classified
is whether the overall objective under which they operate is customer-centric or system-
centric. Further sub-classifications can be outlined based on whether (a) the customers are
served in batches or upon arrival, (b) the type of authority controlling the resources such
as community or a single provider, and (c) the dimensions of the computational resources
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under management.
• Customer-centric frameworks: The objective of customer-centric frameworks is to
maximize the utility of individual customers (AuYoung et al., 2004; Chun et al.,
2005; Regev and Nisan, 2000; Fu et al., 2003; Gomoluch and Schroeder, 2004;
Wolski et al., 2001; Buyya et al., 2000; Appavoo et al., 2008; Krieger et al., 2010;
Sutherland, 1968). Such objective is achieved by allowing each customer to decide
based on a strategic behavior that benefits the individual. Naturally, the decision of
a customer depends on the benefit other customers receive, which results in compli-
cated individual behavior.
• System-centric frameworks: The objective of system-centric frameworks is to maxi-
mize a system-level utility, such as fair sharing of resources, minimizing total system
cost, or maximizing system’s resource utilization (Litzkow et al., 1988; Foster et al.,
1999; Oppenheimer et al., 2005; Thain and Moretti, 2009; Hindman et al., 2011;
Ardagna et al., 2005; Zhang and Ardagna, 2004; Burchard et al., 2004; Appavoo
et al., 2008; Rochwerger et al., 2009). Such frameworks adopt mechanisms that are
typically optimization based, and are independent of the benefit that an individual
customer receives.
In customer-centric mechanisms, each customer has a utility function to maximize,
which not only depends on her strategic choices, but also the decisions taken by other
customers who may have conflicting utilities. This complex yet interesting interaction
among different customers is typically modeled using game-theoretic mechanisms where
customers are assumed to be rational and selfish, or micro-economic mechanisms such as
auctions (First-Price, Second-Price, Combinatorial, etc.), markets, and exchanges.
Game theoretic mechanisms (Nisan et al., 2007) typically rely on the assumption that
a customer (or a set of customers forming a coalition) behave in a selfish and rational
manner. Each customer has a strategy space of possible decisions and best-response as the
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decision which maximize her utility. Under a coalition, its possible for a set of customers
to coordinate to choose a best-response that is beneficial for all customers belonging to
that coalition.
A fundamental question in game theory is to determine the outcome of customer inter-
actions. In particular, from a systems point of view, we are interested in knowing whether
such interactions lead to a state of equilibrium. A state of equilibrium may be formally
defined using the concept of a Nash Equilibrium (NE) (Nash, 1951), which establishes
that no customer can benefit by unilaterally changing the customer’s own strategy. Since
NE are not globally optimal in general – a game might have one, many or none – an estab-
lished measure of efficiency is defined as Price of Anarchy (PoA) (Papadimitriou, 2001),
which is the ratio between the worst-case NE and a socially optimal solution.
Micro-economic mechanisms including auctions, markets and exchanges have been
widely adopted to manage resources in distributed systems. Particularly, because they es-
tablish limited coordination among customers, and provide them with the ability to com-
municate their utility functions. It also allows the resource providers to establish mecha-
nisms that act on their behalf by eliciting the true utility functions from customers. The
basics of micro-economic mechanisms is that resources are priced by attempting to balance
global supply and demand or market pricing, and customers can acquire those resources
using their personal budget. This type of pricing forces customers to select the resources
that suits their utilities, which leads to the allocation of resources to customers who values
them the most. We note that the combinatorial auction model is a particularly interesting
micro-economic mechanism for resource management in distributed systems. Combina-
torial auctions allow customers to bid for bundles instead of individual resources. They
are known to be NP-Hard because the associated Set Packing Problem (SPP) is NP-Hard
(De Vries and Vohra, 2003).
System-centric mechanisms can be designed to run in a centralized (Litzkow et al.,
1988) or distributed mode (Oppenheimer et al., 2005; Foster et al., 1999). In a centralized
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mode, there is a single entity which controls all decisions (and outcomes resulting from
those decisions) with the goal of optimizing total system utility. Furthermore, the central
entity enforces those decisions to all users of the system. In distributed mode, optimiza-
tions can be performed locally, and global objective can be achieved through the use of
consensus based algorithms, with final decisions communicated to users.
We note that under a strict set of strategies, game-theoretic mechanisms and micro-
economic mechanisms have been utilized as the main mechanism in system-centric man-
agement frameworks (Lai et al., 2005; Buyya et al., 2005; Sandholm et al., 2006). One
particularly interesting auction mechanism is the Vickrey-Clarke-Grooves (VCG) auction
(Nisan et al., 2007). VCG has the general property that it maximizes the social welfare
(the sum of the private values of the winners), and makes truthful bidding the dominant
strategy of customers. VCG has its limitations (Sandholm, 1996), the most important of
which is that it is not revenue maximizing, which hinders its use by cloud providers.
As stated previously, the above mentioned system-centric and customer-centric classi-
fication can be further sub-classified based on the following dimensions: (a) the customers
are served in batches or upon arrival, (b) the type of authority controlling the resources
such as community or a single provider, and (c) the dimensions of the computational re-
sources under management.
• Both mechanisms in general and customer-centric mechanisms is particular favor
servicing customers in batches (AuYoung et al., 2004; Chun et al., 2005) as op-
posed to serving customers upon arrival (Lai et al., 2005; Litzkow et al., 1988;
Oppenheimer et al., 2005; Foster et al., 1999). On the one hand, serving customers
upon arrival has its advantages – that customers do not have to wait to receive ser-
vice, but can lead to sub-optimal solutions. On the other hand, servicing customers
in batches leads to better or near optimal solutions, but results in longer customer
waiting time. A key method to avoid longer waiting time is to have an epoch-based
systems which provides an upper bound on the total customer wait time, yet allows
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the development of algorithms that can take advantage of batch modes.
• The type of authority controlling the resources has a major influence in the design of
the mangement frameworks. By authority we refer to the entity which owns and con-
trols the resources. The two main types of authorities under consideration are single
authority (Amazon, Google, etc.) and a community authority such as GENI (GENI,
2010), Emulab (Emulab, 2012), or Planetlab (Peterson et al., 2005). In a single au-
thority model, the resources belong to and are controlled by a single authority, and
there exists a resource provider-customer relationship where the customer is the one
who is leasing the resources. Under this model the method of payment is typically
some real monetary value. In the community authority the resources under control
is owned by the community. As a result, there exists a peer-peer relationship where
customers can act either to supply or demand resources. Under the community au-
thority model the method of payment is typically some virtual monetary value, and
system designers need to tackle issues such as currency replenishment and customer
bankruptcy.
• Another resource characteristic that crucially affects the design of the management
frameworks is the dimensions of the actual resources under consideration. Mainly, if
the resources under management are single (CPU, memory, bandwidth) (Regev and
Nisan, 2000) or a combination of multi dimensional resources (VMs) (Parkes et al.,
2005; AuYoung et al., 2004; Chun et al., 2005), which can increase the complexity
of the management framework significantly.
Customer-centric frameworks: Several resource management techniques have been de-
veloped for large-scale computing infrastructures (AuYoung et al., 2004; Chun et al.,
2005; Regev and Nisan, 2000; Fu et al., 2003; Parkes et al., 2005; Cavallo et al., 2005;
Ghodsi et al., 2011) and grid computing frameworks (Gomoluch and Schroeder, 2004;
Wolski et al., 2001; Buyya et al., 2000; Lai et al., 2005; Sandholm et al., 2006) which uses
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various micro-economic models such as auctions, commodity markets, double-auctions,
and iterative combinatorial exchange. Popcorn (Regev and Nisan, 2000) is considered one
of the earliest works that motivate the use of markets for managing a single dimensional
computational resources, in particular, CPU cycles. The authors deploy and analyze dif-
ferent auction mechanisms such as VCG and double auctions, which matches buyers and
seller of a CPU cycles. Bellagio (AuYoung et al., 2004) and Mirage (Chun et al., 2005)
are a prime example of market-based multidimensional resource allocation for distributed
systems. Bellagio (AuYoung et al., 2004) uses combinatorial auction mechanisms with
the goal of maximizing the aggregate end-user utility. Users express preferences for re-
sources using a bidding language. A central authority is responsible for administering the
auction and determines who the winners are. Since the combinatorial auction problem is a
known NP-Hard problem, the authors use a greedy heuristic for administering the auction.
Bellagio has been deployed on Planetlab and practical experience with this mechanism
has revealed vulnerabilities as it comes to users’ behaviors to manipulate the outcome of
the auctions (AuYoung et al., 2009), such as underbidding for resources when the demand
is low, and auction sandwich attacks, which happen when a customer places a higher bid
for access to small fraction (e.g. 10%) of a resource, and lower bid for the remaining frac-
tion (e.g. 90%) of the resource. The customer will not only end up winning the higher
bid since she is the highest bidder, but also with winning the lowest bid because of no
demand (bid) for the remaining fraction of the resources. SHARP (Fu et al., 2003) pro-
vides a semi-centralized architecture for market based resource management that relies on
soft-state tickets which expire after a specific period. Those tickets are issued by a central
authority, which delegates brokers to act on its behalf. Upon obtaining a ticket, customer
agents can proceed to redeem their tickets to gain access to resources. Although SHARP
has many interesting properties, it has suffers from side effects like resource fragmenta-
tion, and only probabilistic assurance that a customer’s ticket will be honored. Dominant
Resource Fairness (DRF) (Ghodsi et al., 2011) and its theoretical generalization (Parkes
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et al., 2012) consider fair resource allocation in a system containing different resource
types. Customers’ demands for resources might be different, to address this problem,
the authors generalize max-min fairness to multidimensional resources. Recently several
approaches to allocate resources fairly in the cloud have been suggested with Kittyhawk
(Appavoo et al., 2008), Mesos (Hindman et al., 2011) and vCloud (Krieger et al., 2010)
are prime examples.
System-centric frameworks: Through the years, there has been significant research on
various topics related to the use of optimization to achieve efficient allocation of resources
(Litzkow et al., 1988; Foster et al., 1999; Oppenheimer et al., 2005; Lai et al., 2005;
Sandholm et al., 2006; Hindman et al., 2011; Appavoo et al., 2008). One of the earliest
contributions in this area is Condor (Litzkow et al., 1988), which is being adopted to be a
cloud scheduler (Matthew Farrellee, 2012; Thain and Moretti, 2009). Condor’s goal is to
maximize the utilization of idle resources, which makes it an ideal mechanism for dealing
with batch workloads. Condor introduces the “Class Ads” language, which provided re-
source providers and consumers the ability to describe properties and requirements of jobs
and resources respectively. Condor uses a matchmaking algorithm which matches jobs
to Resources. GARA (Foster et al., 1999) is a distributed resource management architec-
ture supporting to achieve end-to-end QoS guarantees. Their system, implemented on top
of Globus (Globus, 2012), supports dynamic discovery, immediate or advanced resource
reservations, and can independently be controlled and administered.
Service Level Agreements: SLAs are deemed to be necessary components in all resource
management frameworks. As such SLAs have been the subject of extensive research in
utility computing (Wu and Buyya, 2011) (and the references within) with topics spanning
SLA Negotiation (Li et al., 2010; Buyya et al., 2009), Management (Ardagna et al., 2005;
Zhang and Ardagna, 2004; Burchard et al., 2004; Litzkow et al., 1988) and languages
(Ludwig et al., 2003; Keller and Ludwig, 2003; AuYoung et al., 2004). SNAP (Cza-
jkowski et al., 2002) uses a protocol to negotiate SLAs between customer and provider to
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achieve a better resource management. Maximizing the profits of the provider through the
use of SLA classes, penalty for violations, and the use of validation periods are considered
in (Liu et al., 2001; Netto et al., 2007; Yeo and Buyya, 2005).
Flexibility: Several approaches have been suggested that provide mechanism that are
comparable to utilizing customer flexibility to allocate computing (Jain et al., 2011; Jain
et al., 2012; Oppenheimer et al., 2005) or networking resources (London˜o et al., 2010;
Laoutaris et al., 2009; Laoutaris et al., 2011). Laoutaris et al. (Laoutaris et al., 2009)
provide a store and forward mechanism to transfer delay tolerant data that optimizes the
use of network resources. Similarly, Jain et al. (Jain et al., 2011), utilize the willingness
of customers to pay addtional fees (incentive) for the early completion of their jobs in
the cloud. They provide a allocation algorithms which optimize the use of resources and
provide mechanisms for customers to be truthful. SWORD (Oppenheimer et al., 2005)
is a multidimensional resource discovery and service placement for distributed systems
deployed on PlanetLab. Sword outlines a resource specification language which is xml
based that allows users to describe their resources as a topology of interconnected group
of nodes, with per-node, inter-group, and intra-group constraints. It also provides them
the option to specify the utility loss (in terms of a penalty function) from non-optimal but
acceptable solutions. Their implementation consists of two main components: a query pro-
cessor component, which return a set of candidate nodes that satisfy per-node constraints,
and an optimizer component, which tries combinations of selected candidates nodes in an
effort to satisfy the inter and intra group constraints. SWORD’s optimizer can take an ex-
ponential amount of time in practice, and there is no guarantee on the optimality. Through
experimental evaluation, the authors highlighted the effectiveness of their approach.
2.2 Thesis in Context
The CaaS framework proposed in this thesis can be considered as a hybrid framework as
it caters to both customer-centric and system centric objectives. The goal of our frame-
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work is not only to achieve customer fairness, but also optimize the use of cloud resources
to efficiently colocate customer workloads. This involves providing strategic and opera-
tional services that allow for declaration and pricing of workloads, and provide efficient
migration, workload placement and profiling.
Our strategic service utilizes economic based mechanisms to provide customers with
the means to outline their workload demands in terms of multidimensional resource re-
quests, the incentive to declare any tolerance they have interms of scheduling their work-
loads, and provides guarantees the the system will never mistreat them. Our mapping
component uses optimization for efficient allocation of resources.
One particular point of distinction between our approach and the previous approaches
to resource management frameworks in large scale distributed systems is that CaaS pro-
vides customers the incentive and ability to declare any potential temporal flexibilities
they have regarding the scheduling of their workloads, and utilizes that flexibility as an
additional lever that helps achieve a better utilization of resources.
Unlike Jain et al’s model (Jain et al., 2011) which relies on having customers provide
incentive to the cloud to complete their tasks earlier, in this thesis, the cloud provider pro-
vides the incentive for customers to declare the flexibility of their workloads. Although
SWORD (Oppenheimer et al., 2005) presents a step in the right direction of using customer
flexibility to allocate resources efficiently, the authors assumed that users have the incen-
tive to provide their flexibility, since users are interested in acquiring planetlab resources
(at no cost). This assumption is not valid in IaaS cloud environments where users are re-
quired to pay for the resources they lease, and to use their flexibility the cloud provider
needs to provide them with incentive to declare their flexibility. Our framework achieves
that by providing users rationally fair pricing which provides them the incentive to declare
their flexibilities.
Finally, we note that a major different between the large body of work on SLA research
and Morphosys (c.f. Chapter 5) is that prior work does not consider the fact that two SLAs
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may be equivalent, and does not utilize SLAs safe rewriting rules to provide additional
colocation options for the cloud provider.
Chapter 3
Exploiting Workload Flexibility Through
Rational Pricing
Cloud Computing has emerged as a desirable trend in distributed computing, and deploy-
ment of services on the Internet. Critical to this, are IaaS providers who own and maintain
large physical datacenter installations, and use virtualization technologies to provide cus-
tomers with resources in the form of VMs.1 By relying on virtualized resources, customers
are able to easily deploy, and scale up or down their applications (Armbrust et al., 2010).
This computing model has its roots in utility computing (Sutherland, 1968; Garfinkel and
Abelson, 1999) and is much closer to economic paradigms, in which resources are treated
as commodities with a supply side from the providers and a demand side from customers
with great variability in getting allocated such resources.
IaaS Providers incur a significant capital investment as part of creating and providing
these services. These investments can be divided into two major categories: capital expen-
ditures and operational expenditures. Capital expenditures are the initial fixed costs for
setting up the data center infrastructure, including servers, network devices, transformers,
cooling systems, etc. Operational expenditures, on the other hand, are the recurring costs
throughout the lifetime of the data center, including power, maintenance, and labor costs.
Minimizing the overall cost involves a non-trivial optimization that involves factors such
as energy conservation (Raghavendra et al., 2008; Parolini et al., 2008), or decreased cost
1Note that other forms of resoruces are available from cloud providers, but the focus of this thesis is on
resources in the form of VMs.
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of cooling (Ahmad and Vijaykumar, 2010).
Despite the complexities associated with minimizing the overall cost of cloud providers,
the pricing models extended to cloud customers are typically fixed – they are static over
time and independent of aggregate demand. For example, the pricing model of IaaS
providers such as Amazon and Rackspace for leasing resources is in the form of fixed-
price SLAs, which do not vary with resource availability, seasonal peak demand, and fluc-
tuating energy costs.2 From the customers’ perspective, fixed pricing has its advantages
due to its simplicity and the fact that it provides a sense of predictability. That said, fixed
pricing has many disadvantages for customers and providers alike due to the fact that it
does not allow both of them to capitalize on customer-side flexibility.
Under a fixed pricing model, customers do not have any incentive to expose (or the
means to capitalize on) the flexibility of their workloads. By workload flexibility, we
refer to scheduling flexibilities that customers may be able to tolerate, such as requesting
a VM for backup operations which can run anytime during a day, or running large scale
simulations. This customer-side demand flexibility could be seen as an asset that may
benefit both customers and providers. From the provider’s perspective, demand flexibility
could be seen as an additional lever in the aforementioned optimization of operational
costs, whereas from the customer’s perspective, demand flexibility could be seen as a
feature of their workloads that should translate to cost savings. Fixed pricing models do
not enable demand flexibility to play a role in the marketplace, effectively resulting in an
inefficient marketplace (Lai, 2005).
Leveraging customer-side demand flexibility requires the development of dynamic (as
opposed to fixed) pricing mechanisms and associated flexible SLA models that provide
customers with proper incentives and assurances. In particular, the pricing mechanism
must provably reward (and certainly never mistreat) customers for expressing the schedul-
2Amazon spot instance is a prime example of flexible pricing, but unlike CloudPack, it does not provide
customers any guarantees in terms of when and for how long a customer’s demand is going to be honored.
23
ing flexibilities in their workloads.
In this chapter, we present CloudPack: a strategic service that achieves the above-
stated goals by giving customers both the means and the incentive to express any flexibil-
ities they may have regarding the provisioning of their workloads. Our strategic service
improves IaaS pricing transparency, enhances the credibility of IaaS providers, and in-
creases customer confidence in the IaaS marketplace. It does so by ensuring that resources
are allocated to customers who value them the most. Our pricing model consists of two
major parts: a fixed part, reflecting the fixed costs associated with the acquisition and
maintenance of the infrastructure, and a time-variant amortized part, reflecting variable
operational costs.
CloudPack incorporates a workload specification service, pricing service, and a map-
ping service. The workload specification service provides customers not only the ability
to state their requests in terms of virtualized resources subject to SLAs, but also to express
their allocation flexibilities represented as Directed Acyclic Graphs (DAGs). The pricing
service not only attributes accrued costs rationally – and thus fairly in a game-theoretic
sense – across customers, but also provides incentives for customers to declare their flex-
ibilities by guaranteeing that they will not be mistreated as a consequence. The mapping
service colocates workloads (virtual resource requests) from multiple customers on the
same set of physical resources. The main objective of the mapping service is to minimize
the total cost of used IaaS resources, while adhering to customers’ SLAs provided using
the Workload Specification Service.
To demonstrate the promise of using CloudPack strategic service to manage the colo-
cation of different workloads, using simulation, we perform an extensive experimental
evaluation using synthetically generated workloads, selected from a set of representative
real workload models. The results highlight the practical utility of our dynamic pricing
mechanism, the efficacy of our algorithm in colocating workloads, and the rationally fair
distribution of costs among customers.
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3.1 Background & Setting
In this section, we present an IaaS resource cost model utilized by CloudPack along with
assumptions about the underlying IaaS setting needed to instantiate our strategic service.
3.1.1 IaaS Resource Cost Model
As we alluded before, fixed resource pricing does not reflect the time-variant expenses
incurred by providers and fails to capitalize on the scheduling flexibilities of customers.
Expenses incurred by providers are affected by different criteria such as datacenter uti-
lization, efficient cooling strategies, ambient temperature, total energy consumption, and
energy costs. Indeed, studies indicate that the amortized cost of energy and physical re-
sources account for 30% and 45% of the cost of datacenters, respectively (Greenberg et al.,
2008; Armbrust et al., 2010). In addition, it is becoming a norm for datacenters to be
charged a variable hourly rate for electricity (Qureshi et al., 2009), or for peak usage
(Greenberg et al., 2008). Accordingly, in this thesis, we consider two factors to be the
primary determinants of the costs incurred by providers: (1) the variable cost of electricity
as a function of the time of the day, and (2) the level of utilization of resources, and hence
the power consumption, at each point in time.
In order to pursue this notion further, we need an accurate model of resource energy
consumption. Recent work on energy (Fan et al., 2007; Gandhi et al., 2009; Raghavendra
et al., 2008) suggest that a physical machine’s power consumption increases linearly with
the system load, with a base idle power draw – power consumed by an idle physical ma-
chine – of 60%. Under this simple model one can already observe a generic notion of fixed
and variable costs. In addition, Ranganathan et al. (Ranganathan et al., 2006) suggest a
linear relationship between watts consumed for powering and watts consumed for cool-
ing. Using this knowledge, it is reasonable to assume that the total expense of operating a
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physical resource j during time t is:
Pj + f(t, Uj(t))
where Pj reflects an amortized fixed cost of the resource j. The function f(t, Uj(t)) is the
energy cost consumed by resource j at time t under utilization Uj(t). We define f(t, Uj(t))
as follows:
f(t, Uj(t)) = α(t)(v0 + (1− v0)Uj(t))
where α(t) is a coefficient reflecting the energy cost at time t, and v0 is the energy fraction
consumed by the resource when idle.3 Note that f(t, Uj(t)) has also a fixed part reflecting
the cost of operating the resource if the resource is turned on and is in an idle state.
Although our focus is on VMs and energy as an example of time variant cost, we note
that the IaaS resource cost model presented is generic enough to reflect a single host, a
single rack, or an entire datacenter, and flexible enough to accomodate other time variant
cost, such as variable cost of cooling.
3.1.2 IaaS Setting
As an underlying infrastructure for CloudPack, we assume an IaaS setting consisting of
any number of possibly heterogeneous resources, (e.g. PMs). Each resource is charac-
terized by a number of dimensions (e.g., CPU, network, memory, and disk space) which
constitute dimensions of the resource capacity vector. The cost of resources follows the
IaaS resource cost model presented in the previous section.
A fundamental principle in the instantiation of our strategic service is the concept of
epochs. We consider an epoch to be a sequence of periodic timeslots during which the
workloads of customers can be colocated. The determination of colocation configurations
is calculated at the beginning of an epoch, and is fixed for the entire duration of that
3Throughout this chapter, we take v0 to be 60% (Fan et al., 2007; Gandhi et al., 2009; Raghavendra
et al., 2008).
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Figure 3·1: CloudPack Epoch Example
epoch. Figure 3·1 illustrates an example epoch consisting of three timeslots, through which
customers’ requests (VMs) are allocated on the PMs.
Customers who are not able to join at the beginning of an epoch will only be consid-
ered for colocation during the next epoch. Similar to grid markets, we envision different
marketplaces operating at different timescales, with epochs ranging from days to weeks
to months. One way to minimize customer wait time is to instantiate marketplaces with
overlapping epochs of the same duration. Another method would be to have multiple
marketplaces of epochs with exponentially increasing time scales, where a customer can
colocate in a logarithmic number of shorter time-scale epochs before reaching the epoch
he desires to join (Hua and Sheu, 1997).
3.2 CloudPack: Strategic Service
In this section, we present the three major service of the CloudPack workload specifica-
tion, mapping, and pricing.
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3.2.1 Workload Specification Service
We propose an expressive resource specification language for customer workloads, which
allows them to declare their quantitative resource requirements as well as any associated
temporal flexibilities.4 A workload is represented as a DAG. A node in the graph repre-
sents a single task (VM), to be mapped to a resource, and consumes some of the resource
dimensions. A task has two attributes: The total number d of timeslots (periods) during
which the task must remain on the same resource, and a quantitative resource request ma-
trix V ∈ Rm×d where d represents the required duration and m represents the different
dimensions requested during each period. The directed edges in the graph represent the
temporal dependencies between tasks. An edge between node k and k′ dictates that task
k needs to finish execution before task k′ starts execution. The weight on an edge w ≥ 0
designates the maximum delay a customer can tolerate between releasing a resource by
task k and acquiring a resource for the execution of task k′. In addition, a customer i spec-
ifies an execution window (T si , T
e
i ), where T
s
i is the workload earliest start time, and T
e
i is
a deadline for the completion of the workload. This formally declared temporal flexibility
by a customer will be exploited by our service to achieve better colocation.
This model is expressive enough for various types of applications. Figure 3·2 (a) shows
a sample specification for a batch workload. Such a workload is representative of bulk
data transfer or backup applications. The workload consists of five tasks with different
utilization levels and durations. The tasks are not temporally dependent, thus there are no
edges between them, implying that they may be satisfied in any order within the execution
window. Specifying a web server, which requires the workload to execute on the same
resource would result in representing the workload as one node with a duration equal to 24
and volume V of sizem× 24 that varies accordingly5. Figure 3·2 (b) illustrates a pipelined
4We note that our workload specification language allows customers to specify additional dimensions
associated with each node (e.g., location, operating system, etc.). Without loss of generality, in this thesis,
we only consider dimensions related to consumable physical resources.
5In this example, we assume that the epoch duration is 24 hours
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Figure 3·2: An example illustrating different workload models.
workload with 24 nodes, where tasks need to execute in sequence throughout an entire day
with different utilizations, and the delay between the execution of two consecutive tasks is
zero.
The above example illustrates a scenario in which the customer has no scheduling
flexibilities. Figure 3·2 (c) illustrates a typical MapReduce workload, where a scheduling
task needs to execute, followed by a set of independent map tasks, and finishing with a
reduce task. Figure 3·2 (d) is a constrained version of the MapReduce workload, where
some communicating tasks need to run concurrently. We introduce a marker node, (in
red), that has a duration of zero and a utilization of zero; it forces a number of tasks to
run concurrently once the marker node is scheduled. This feature is essential for High
Performance Computing (HPC) workloads.
Note that current customers of cloud offerings such as Amazon need to specify and
map their actual applications to resource requests as part of their adequate resource reser-
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vation (e.g. small, medium, large). Similarly, we assume that CloudPack customers are
able to specifiy resource requests that accomodates their application requirements. Profil-
ing and benchmarking techniques such as the ones described in (Wood et al., 2008; Chen
et al., 2011; Verma et al., 2011; Ferguson et al., 2012; Polo et al., 2011) can be used to
predict an application’s resource consumption.
3.2.2 Mapping Service
In the previous section, we presented our workload specification language, which allows
IaaS customers to describe their workloads. In this section, we formulate the mapping
problem and present a linear programming optimization solution. The objective of the
system is to fulfill the requests of all customers, taking into consideration their flexibility
(constraints) while incurring the minimal total cost. The aggregate load on the system
can be represented by the graph G =< V,E >, representing the union of the DAGs
Gi =< Vi, Ei > representing the workloads of all customers i ∈ U – namely, V =
⋃
∀i Vi
and E =
⋃
∀iEi.
We define Y (t, j) to be a binary decision variable that equals to one when resource
j is in use at time t and 0 otherwise. We also define X(j, t, k, l) to be a binary decision
variable such that
X(j, t, k, l) =
 1 If resource j at time t is assigned to node k’s duration l.0 Otherwise
We formulate our colocation optimization problem as follows:
min
∑
∀t,j
Y (t, j)× Pj + Y (t, j)× α(t)× v0 + α(t)× (1− v0)Uj(t) (3.1)
subject to:
∑
∀l
X(j, t, k, l) ≤ Y (t, j) ∀t, j, k (3.2)
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∑
∀k,1≤l≤dk
X(j, t, k, l)× u(k, l) ≤ Rj ∀j, t (3.3)
∑
∀j,t
X(j, t, k, l) = 1 ∀k ∈ V, 1 ≤ l ≤ dk (3.4)
X(j, t, k, l) = X(j, t+ 1, k, l + 1) ∀j, t, k ∈ V, 1 ≤ l < dk (3.5)
X(j, t, k, l) = 0 ∀j, k ∈ Vi, t < T si , 1 ≤ l ≤ dk (3.6)
X(j, t, k, l) = 0 ∀j, k ∈ Vi, t > T ei , 1 ≤ l ≤ dk (3.7)∑
j,t<t′
X(j, t, k, dk) ≥
∑
j′
X(j′, t′, k′, 1) ∀t′, (k, k′) ∈ E (3.8)
∑
j
X(j, t′, k, dk) ≤
∑
j′,t′<t≤t′+We+1
X(j′, t, k′, 1) ∀t′, (k, k′) ∈ E (3.9)
where Pj and Rj are the cost and capacity of a specific physical resource j, u(k, l) is
the utilization request of a nodes k’s duration l, Uj(t) is the total utilization of resource
j at time t is formally defined as (
∑
∀k,1≤l≤dk X(j, t, k, l) × u(k, l))/Rj , v0 is the energy
consumed by resource j while idle, and α(t) is the cost of energy at time t. This formula-
tion is a general enough to model different types of resources. Intuitively, the optimization
problem aims to minimize the cost of resources across time while keeping in line with each
customer’s specified flexibility. The objective function is the sum of three parts, reflecting
the cost of leasing the resource: Y (t, j)×Pj reflects the fixed cost of leasing the resource,
Y (t, j) × α(t) × v0 is the initial cost of energy to run the resource at an idle state if that
resource is in use at selected time t, and α(t) × (1 − v0)Uj(t) stands for the additional
(variable) cost as a consequence for utilizing the resource.6
Equation (3.2) ensures that a resource j is utilized at time t, by setting Y (j, t) to one if
that resource is used to serve the requests of any customer during that time. Equation (1)
6We do not multiply the third component of Equation (3.1) by Y (t, j), since if the resource j is not
assigned during time t, then its Uj(t) = 0. Furthermore, adding Y (t, j) would result in equation (3.1)
becoming non linear.
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ensures that the utilization of a single resource does not exceed a fixed capacity Rj . This
constraint is needed not to overprovision the resources. Equation (2) guarantees that all
periods of each task are fulfilled exactly once. Equation (3.5) ensures that a task’s periods
are allocated consecutively on the same resource. This constraint is essential for fulfilling
requirements of workloads such as a Webserver or HPC application. Equation (3.6) and
(3.7) ensure that the time of execution of customer i’s tasks are between the start time T si
and end time T ei specified by the customer. Finally, Equation (3.8) and (3.9), guarantee that
the mapping of resources respects the client’s edge constraints (flexibility). In particular,
Equation (3.8) constrains the mapping of the first timeslot of a request k′ to follow the
resources allocated to the last timeslot of request k, while Equation (3.9) guarantees that
such a mapping happens within the specified client’s delay We on edge (k, k′).
The optimization problem defined above is a variant of mixed-integer programming,
which is known to be NP-hard in general. Theorem 1 provides NP-hardness proof of our
optimization problem.
Theorem 1. The optimization problem defined above in Equation (3.1) is NP-Hard.
Proof. We proceed by reducing the NP-Hard bin packing problem. An instance of bin
packing consists of a set of m objects O = {o1, o2, ...., om} of different sizes and a
finite number of bins of capacity V . The goal is to pack objects in a way that mini-
mizes the number of bins used. Define an instance of our optimization problem such that
W = {w1, w2, ...., wm} is a set of workloads of m customers, such that each customers
is requesting a single node, and a finite number of resources with capacity V equal to the
price of the resource P . Assume that the cost of energy is zero. Designate the workloads
as the objects and the resources as bins.
Now let us assume that S is a solution to the optimization problem, which is the min-
imum total system cost to assign the workloads to resources. since P = V , observe that
this solution results in minimizing the number of resources used which in turn is the so-
lution to a bin packing problem. Given that bin packing is NP-Hard, the reduction shows
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that our optimization is also NP-Hard.
3.2.3 Greedy Heuristic
In this section, we propose a greedy algorithm that results in solutions to our mapping
problem, which we show to be effective, experimentally. The algorithm starts from an
initial valid solution and iterates over several greedy moves until it converges. The final
solution is a configuration based on which physical resources are going to be allocated to
the customers.
The initial solution is generated by randomly assigning workloads to resources, such
that each workload’s specific constrains are satisfied. Naturally, the initial solution’s total
cost is far more expensive than an optimal solution.
At each greedy move (iteration), the algorithm chooses a workload which has the high-
est current-to-optimal cost ratio r among all customer workloads. Calculating the optimal
cost of a workload is not trivial, however, we can calculate the utopian cost, a lower bound
on the optimal workload cost efficiently, where the utopian cost of a workload reflects
only the cost of energy and resources that the workload actually uses. The utopian cost is
calculated under the assumption that there is a perfect packing of the workload, with the
energy cost being the minimum throughout the customer’s specified workload start and
end times.
Once the workload with the highest r is identified, we proceed to relocate it such
that r is minimized. If the relocation results in reducing the total cost of the solution,
then the relocation (move) is accepted, the solution is updated, and the process is repeated.
Otherwise, the algorithm chooses the workload with the second highest ratio r and iterates.
The algorithm stops when the iteration step fails to find a move for any of the workloads.
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3.2.4 Pricing Service
The mapping service is designed to minimize the total aggregate cost of using resources.
However, we need a pricing service to apportion (distribute) this total cost across all cus-
tomers. This service requires an appropriate pricing mechanism, which ensures that the
interests of customers, particularly fairness in terms of costs that customers accrue for
the resources they acquire, and provides guarantees of no mistreatment of a customer’s
flexibility.
There are many ways to apportion the total cost across customers. For instance, one
option would be to divide the cost equally among customers. Clearly, this mechanism will
not be fair as it does not discriminate between customers with large jobs and customers
with small jobs. Another option would be to charge each customer based on the propor-
tional cost of each resource they utilize. As we will show next, such an option is also not
fair.
Consider an example of two customers A and B each with a single task workload with
50% resource utilization. Customer A is constrained to run during the highest energy cost
period. CustomerB has no such constraint. Let cl be the cost of running during low energy
period, and ch be the cost of running during high energy period. An optimized solution
would colocate customer A and B to run during the highest energy cost period with a total
cost of ch. For all costs of ch > 2 × cl, a proportional share pricing mechanism would
divide the total cost across both customers, thus forcing unfairly customer B to pay more
than what he/she would have paid (cl) had he/she run by herself at the lowest cost period.
A “rationally fair” pricing mechanism allocates the total cost over the customers in
accordance with each customer’s marginal contribution to the aggregate cost of using the
resources. Such mechanism should take into consideration not only the actual customer
workload demands, but also the effects of the workload constraints.
To quantify per-customer contribution, we resort to notions from economic game the-
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ory. In particular, we adopt the concept of Shapley value (Nisan et al., 2007), which is a
well defined concept from coalitional game theory that allows for fair cost sharing charac-
terization among involved players (customers).
Given a set of n customers U , we divide the total cost of the system C(U) by or-
dering the customers, say u1, u2, · · · , un, and charging each customer his/her marginal
contribution to the total system cost. Thus, u1 will be charged C(u1), u2 will be charged
C(u1, u2) − C(u1), etc. Since the ordering of customers affects the amount they will be
charged, a fair distribution should take the average marginal cost of each customer over
all possible ordering permutations. Then the marginal cost of φ(C) of each customer u is
defined as follows:
φu(C) =
1
N !
∑
pi∈SN
(C(S(pi, u))− C(S(pi, u) \ u)) (3.10)
where S(pi, u) is the set of players arrived in the system not later than u, and pi is a per-
mutation of arrival order of those customers. Thus player u is responsible for its marginal
contribution v(S(pi, u))− v(S(pi, u) \ u) averaged across all N ! arrival orders of pi.
Looking back at the previous example of two customers A and B, there are two possi-
ble ordering: B,A and A,B. For the first, the cost of B = cl and the cost of A = ch − cl.
For the second, the cost of A = ch, and the cost of B = 0. After averaging both costs, we
end up with a rationally fair individual cost distribution: B = cl
2
and A = ch − cl2 .
By adopting Shapley value as a rationally fair mechanism for allocating costs, cus-
tomers have the incentive to declare the flexibility (if any), because the pricing mechanism
guarantees that a customer’s cost will not increase because of flexibility. We formalize this
notion in the following theorem.
Theorem 2. The fair pricing mechanism under Shapley value guarantees no mistreatment
as a result of customer flexibility, i.e., φi(C) − φi(C)F ≥ 0, where φi(C) is the cost of
customer i and φi(C)F is the cost of flexible customer i under Shapley value.
Proof. The proof is by contradiction. Assuming that the opposite is true, i.e., φi(C) −
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φi(C)F < 0, implies that there exists at least one permutation whereC(S(pi, i))−C(S(pi, i)\
i) − C(S(pi, i))F + C(S(pi, i) \ i)F < 0. Since the configuration of other players did not
change, then C(S(pi, i) \ i)F = C(S(pi, i) \ i). Thus, C(S(pi, i)) − C(S(pi, i))F < 0.
This implies that the optimization solution OPT (i) resulting in C(S(pi, i)) is better than
the optimization solution OPT (i)F resulting in C(S(pi, i))F . But if OPT (i) is better than
OPT (i)F then the optimization should have found it, since the flexibility of the customer
contains the constrained version as well – a contradiction.
While computing the exact cost for each customer using Equation (3.10) is straight-
forward for small number of customers, finding the exact cost becomes infeasible as the
number of customers increases. Thus, we resort to computing an estimate of the Shapley
value using sampling.7 We utilize Castro’s (Castro et al., 2009) polynomial time estima-
tion of Shapley value, which not only achieves a good estimation of the original Shapley
value, but also provides bounds on the estimation error.
Let the vector of estimated Shapley values based on all possible N ! permutations be
Sh = (φ1(C),
φ2(C), · · ·φn(C)); Let the vector of estimated Shapley values based on m sample per-
mutations be Shˆ = (φˆ1(C), φˆ2(C), · · · , φˆn(C)). Using the central limit theorem, Castro’s
technique calculates the number of permutationsm needed such that P (|φi(C)− φˆi(C)| ≤
) ≥ 1 − α, where  is the error bound, and α is the confidence factor. Calculating the
number of samples m required to achieve the bound P (|φi(C) − φˆi(C)| ≤ ) ≥ 1 − α
requires knowing the standard deviation σ, which is an unknown value. In our setting, to
calculate σ, we first (conservatively) take the standard deviation σi of each customer to be
ωh − ωl: ωl reflects the cost incurred by the customer under the assumption that there is
an optimal packing of the workload with minimum cost of energy, and ωh reflects the cost
7Estimating Shapley value has proven to be effective in calculating the contribution of customers to the
effective network peak demand (Stanojevic et al., 2010).
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incurred by the customer under the assumption that the workload is the only workload in
the system with a maximal cost of energy. A worst case value on σ could be calculated by
taking σ = max(σ1, σ2, · · · , σi) for all customers i.
Let φˆi(C)F be the flexibility of a customer using a Shapley value sampling technique.
The mistreatment guarantee by the system no longer holds. However, as we show in
Theorem 3, we can bound the mistreatment of the customer based on the original Shapley
value.
Theorem 3. The fair pricing mechanism under an estimated Shapley value bounds the
mistreatment of a customer as a result of his/her flexibility from the original Shapley value
to be ≤  i.e., P (φˆi(C)F − φi(C) ≤ ) ≥ 1 − α2 , where φˆi(C)F is the sampled cost of
flexible customer i, φi(C) is the cost of customer i under Shapley value,  is the error
bound, and α is the confidence factor.
Proof. Using a Shapley value sampling technique, we have P (|φˆi(C)F −φi(C)F | ≤ ) ≥
1 − α, thus, P (φˆi(C)F − φi(C)F ≤ ) ≥ 1 − α2 . But we know from Theorem 5 that
φi(C)F ≤ φi(C), thus, P (φˆi(C)F − φi(C) ≤ ) ≥ 1− α2 .
The above theorem provides a bound on the error between the estimated Shapley value
and the actual Shapley value. Although useful, it lacks the power to increase customers’
confidence because the actual shapley value calcuation is computationally inefficient, and
the theorem does not provide customers the motivation to declare their flexibility by
bounding the error between the estimated Shapley value, and the estimated Shapley value
calculated as a result of a customers flexibility. Theorem 4 provides a bound on the error.
Theorem 4. The fair pricing mechanism under estimated Shapley value bounds the mis-
treatment of a customer as a result of his/her flexibility to be ≤ 1 + 2, i.e. φˆi(C)F ≤
φˆi(C) + 1 + 2 with probability (1 − α2 )2, where φˆi(C)F is the sampled cost of flexible
customer i, φˆi(C) is the sampled cost of customer i, 1 and 2 are the sample error bounds,
and α is the confidence factor.
Proof. Using the Shapley value sampling technique, we have the following results: |φi(C)−
φˆi(C)| ≤ 1 and |φˆi(C)F − φi(C)F | ≤ 2 with probability (1 − α). Thus, P ((φi(C) −
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φˆi(C)) ≤ 1) ≥ 1− α2 and P (φˆi(C)F−φi(C)F ≤ 2) ≥ 1− α2 . Since the sampling process
is independent, The probability of (φi(C)−φˆi(C)) ≤ 1 and φˆi(C)F−φi(C) ≤ 2 is equal
to (1− α
2
)2.
In addition, from Theorem 2, we have φi(C)F ≤ φi(C). Therefore we have φˆi(C)F ≤
2 + φi(C)F ≤ 2 + φˆi(C) + 1 with probability (1− α2 )2.
Finally, an added property of Shapley and sampled Shapley value is budget balance
i.e. the total cost of customers is always equal to the total cost of the resources used.
This property works as incentive for providers or resellers, since it guarantees that they are
going to get a revenue which covers the resources they lease.
3.3 Experimental Evaluation
In this section, we present results from extensive experimental evaluations of CloudPack.
Our main purpose is to establish the feasibility of our proposed service as an underlying
mechanism to make effective use of a provider’s IaaS and still achieve a fair distribution of
costs among customers, by (1) establishing the efficacy of our greedy heuristic by compar-
ing it to optimally allocated workloads, (2) evaluating the cost incurred by the customer to
use such a system to allocate a workload compared to the utopian cost, and (3) measure
the benefit of a customer from flexibility.
Figure 3·3: High Performance Computing Workloads
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Workload Models: To evaluate our experiments, we synthetically generate workloads
based on the workload models (shown in Figure 3·2), such as batch, and MapReduce
workloads. We generate two pipeline workload versions: Webserver which has a single
node with an execution length equal to the length of the epoch, and a chain workload
which has a variable number of sequential tasks.8 In addition, we enrich our set of work-
loads with two additional High Performance Computing workloads (c.f. Figure 3·3) for
Protein annotation workflow (PAW), and Cognitive Neuroscience (fMRI) (Yu et al., 2005).
We believe that this set of workload models is representative for many cloud based appli-
cations. (Amazon EC2, 2013; Windows Azure, 2013) We assume homogeneous resources
with the fixed cost part equal to 10 cents per hour, a resource capacity equal to one, and
an epoch consisting of twenty four hours where customers configurations are calculated
at the beginning of the epoch. To calculate the number of samples m required to estimate
a Shapley costs, we take  = 0.1, and α = 0.05. Based on available server power con-
8We vary the length of the chain workload in our experiments.
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sumption measurements provided by Koomey (Koomey, 2007), specifically for mid-range
server, we assume that a physical resource’s power consumption is 500 watts per hour.
Energy Cost: To model the energy cost, we use real energy costs from the Ameren website
(Ameren, 2011). Ameren publishes energy costs daily on an hourly basis. We get energy
cost for a one month period (from 08/01/11 to 08/31/11) and average them per hour. Figure
3·4 shows the average price of energy for this period over a 24-hour period. The cost of
energy reflects a diurnal pattern – higher during the day and cheaper at night.
Efficacy of our greedy Heuristic: In this experiment, we evaluate the performance of our
greedy heuristics compared to an optimal mapping of tasks. Since knowing an optimal
mapping is difficult (bin packing is NP-hard), we resort to generating workloads for which
we know (by construction) that an optimal mapping exists (London˜o et al., 2009).
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We do so by simulating a set of physical machines for the duration of an epoch, and
repeatedly creating fragments that sum up to a physical machine’s full capacity. We gen-
erate fragments based on a uniform distribution between zero and one, thus the average
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number of fragments per resources is two.9. We proceed in a round-robin fashion over
the set of workload models in our disposal (except the batch), and greedily embed each
workload over the physical machines. Once no more workloads can be embedded, we
assign the remaining unembedded fragments as part of a batch workload. By construction,
we know that a “perfect” mapping exists (with every resource being fully utilized for the
entire epoch).
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Figure 3·6: Per workload cost comparison
We set the start time and end time of all workloads to be the beginning and end of
the epoch, respectively. Next, we place the resulting workloads to be the input to our
greedy heuristic. Our purpose from this experiment is to evaluate how far our heuristic is
from an optimal mapping. Therefore, we assume that the cost of electricity is fixed (i.e.,
independent of time).
Figure 3·5 shows the ratio of mapping achieved using our algorithm relative to an
optimal mapping. The x-axis shows the number of physical machines used, and the y
9If the generated fragment is greater than the leftover resource capacity, then we assign the fragment the
remaining resource capacity.
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axis shows the ratio of workload mapping achieved using our heuristic over that of an
optimal mapping. The results are reported with 95% confidence. The figure shows that
our algorithm’s performance is highly comparable to the optimal. Furthermore, as we
increase the number of physical machines, the ratio decreases.
Fair Pricing Scheme vs. Utopian Customer Cost: Unlike the previous experiment,
which aimed to show the efficacy of our heuristic by comparing its performance to an
optimally-allocated set of workloads, the purpose of this experiment is to highlight the
fairness of our game-theoretic inspired pricing scheme in comparison to the utopian cost of
the customer. As we alluded before, the utopian cost is the (possibly unrealistic) minimal
possible cost – reflecting only the cost of the energy and resources the customer actually
uses.
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Figure 3·7: Workloads with batch mix
To generate workloads, we start by selecting a workload model based on a uniform
distribution where each workload model: HPC (fMRI, PAW), WebServer, MapReduce
(MR), Chain, and batch get equal percentages (20%) of the total workload population.
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Once a workload is selected, we generate a start time randomly for the workload to exe-
cute, and set the end time of the workload to be the start time plus the length of execution
of the workload. This is an easy step since all of the workloads except chain have fixed
structures. For chain workloads, we generate the number of consecutive resource requests
based on an exponential distribution with a mean of six. If the end time is greater than the
duration of the epoch, then we exclude that workload, and proceed to generate a new one,
otherwise we accept the generated workload as part of the overall workload population.
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Figure 3·8: Effect of Flexibility
To model the utilization of the webserver workload, we use a method of generating
the workloads based on an exponential distribution whose mean is modulated by a Sine
function. This is done to model the diurnal pattern (Dilley, 1996) of higher web server load
during the day, and lower web server load at night. For the remaining workload models,
we generate the utilization of requests based on a uniform distribution between 0.2 and 1.
Figure 3·6 shows the distribution of costs based on sampled Shapley value for 30 work-
loads, where all workload models have equal percentage of workload population (20%).
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We also show the utopian cost, as well as the cost incurred by the customer had she opted
to execute her workload by herself (i.e. no colocation), which we denote as Worst cost. As
shown, approximate Shapley value is close to the utopian cost. An interesting observation
is the ratio between the utopian and approximate cost is highest for webserver workloads,
while batch workloads are very close to the utopian. In fact, we also observe that batch
workloads can even pay less than their utopian. This is due to the fact that batch workloads
are the least restrictive workloads in terms of modeling (no edges between tasks), and have
complete time flexibility, while webservers have the least flexibility.
To further investigate this phenomena, we proceed to measure the sensitivity of work-
load costs to fluctuation in energy costs. To model variability in energy cost, we use the
distribution of energy highlighted in Figure 3·4, and modulate it by multiplying it with α,
where α varies between 0 and 2.5. For each workload model, we generate 50 workloads
and calculate the cost of colocation using the modulated energy cost. We generate two ad-
ditional variations of chain workloads with length based on exponential distribution with
mean 12 and 18 respectively. We define the efficiency ratio as the ratio between the actual
customer cost over the utopian cost. Figure ?? highlights our results. The x-axis plots
the changing values of α. For α = 1, the cost of energy reflects the actual cost shown in
Figure 3·4. As highlighted, inflexible workloads, such as the webserver suffer most as a
result of increase in energy cost with overall increase of more than 20 percent, while batch
workloads do not show any increase.
Given the fluidity (maximal flexibility) of batch workloads, we investigate their effect
when colocated with other workload models. We performed experiments using the same
settings as the previous experiment: set the value of α = 1, and for each workload, we mix
it with different percentages of batch workloads. Figure 3·7 shows the measured efficiency
ratio for different percentages of batch workload mix. We observe that pipeline based
workloads like chain and webserver are a better fit for batch workloads than HPC or MR
workloads. One reason which is based on observing the actual mapping outcome is due to
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the existence of parallel branches in MR and HPC models, which provides these workloads
– unlike chain and webserver workloads – an additional opportunity for mapping.
Benefit from flexibility: To measure the effect of flexibility on the overall reduction in
cost, we performed experiments using the same setting as before, while allowing the ex-
tension of start time and end time of workloads by σ, for different values of σ (hours).
Figure 3·8 shows the effect of customer flexibility on workloads.10 As expected, the more
flexible a workload is, the better the efficiency ratio.
3.4 Related Work
Economic Models For Resource Management: Several resource management tech-
niques have been proposed for large-scale computing infrastructures using various micro-
economic models such as auctions, commodity markets, and iterative combinatorial ex-
change (Buyya et al., 2009; Wolski et al., 2001; AuYoung et al., 2009; Parkes et al.,
2005). Amazon EC2 spot instance is a prime example of one of these markets. Customers
bid for resources, and will be allocated such resources as long as their bid is higher than
the market price at the time of allocation. Once the demand for resources increases thus
increasing the market price, Amazon redistributes these resources to other customers. Un-
like EC2 spot instance which does not provide an SLA regarding the allocation period,
in CloudPack, customers are guaranteed to execute throughout the entire time of their
allocation.
The work by Londono et al. (London˜o et al., 2009) outline a colocation game which
allows for task colocation. In that setting, a customer’s workload consists of a single
task and colocation interactions are driven by the rational behavior of customers, who are
free to relocate and choose whatever is in their best interest (minimize their workload’s
cost). In our Setting, a customer’s workload consists of multiple tasks and we optimize
10We do not include models of webserver and chains with average length 18 since they do not allow for
much flexibility in a 24-hour epoch.
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the allocation of resources and apportion costs using the game-theoretic-inspired Shapley
concept – what we devise is a pricing mechanism and not a game. As a result, each
customer ends up paying a marginal cost.
Unlike all of the models referenced above, CloudPack allows for an explicit consider-
ation of the flexibility of customers (as opposed to having such a flexibility be expressed
through the strategic choices of customers).
Data Center Energy Management: Minimizing the operating cost of data centers is a
very active research topic. Along these lines, there has been significant breakthroughs
in terms of optimizing the use of resources through efficient server power management
(Chase et al., 2001; Raghavendra et al., 2008; Gandhi et al., 2009), optimized work-
load distribution and consolidation which results either in powering off unused resources
(Heller et al., 2010) or better cooling (Parolini et al., 2008). Qureshi et al. (Qureshi
et al., 2009), suggest migrating service requests from a data center to another such that
the computation cost is minimized, without violating delay constraints. In (Raghaven-
dra et al., 2008), the authors highlight the need for coordination among different energy
management approaches since in the absence of coordination, these approaches are likely
to interfere with one another in unpredictable (and potentially dangerous) ways. The au-
thors propose and validate a power management solution that utilizes control theory for
coordination of different approaches.
A common characteristic in the above-referenced, large body of prior work is that
the IaaS provider is doing the optimization, which does not provide any incentive for
customers. In our model, we aim to minimize the overall operational cost of the datacenter,
and provide the transparency that allows flexible customers to take advantage of their
flexibility.
Workflow scheduling: Different workflow management and scheduling tools have been
proposed that focus on scheduling DAGs with the purpose of optimizing the makespan and
consider QoS properties like deadlines and/or budget constraints (Ramakrishnan et al.,
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2011; Yu et al., 2005; Mandal et al., 2005; Henzinger et al., 2011; Sakellariou et al.,
2007; Buyya et al., 2000). Nimrod/G (Buyya et al., 2000), offers advance-in-time resource
reservation for workloads based on cost or time optimization. Henzinger et al. (Henzinger
et al., 2011) provide a static scheduling framework that is based on small state abstractions
of large workloads, Similar to previous work, Our model aims to minimize the overall
operational cost of the datacenter. However, we provide a provably fair pricing mechanism
which distributes the cost of leasing resource over customers and provides them with the
incentive to declare their flexibility.
Service Level Agreements: There has been significant amount of research on various
topics related to SLAs. The usage of resource management in grids have been considered
in (Czajkowski et al., 2002; Netto et al., 2007); issues related to specification of SLAs
have been considered in (Keller and Ludwig, 2003); and topics related to the economic
aspects of SLAs usage for service provisioning through negotiation between consumers
and providers are considered in (Barmouta and Buyya, 2003; Burchard et al., 2004). An
inherent assumption in such systems is that the customer’s SLAs are immutable. We break
that assumption by allowing the customer to provide multiple yet functionally equivalent
forms of SLAs. Our service utilizes this degree of freedom to achieve a better colocation.
Languages and Execution Environments: Workflow/dataflow languages have been pro-
posed since the sixties, with IBM job control language (IBM, 2011) a prime example.
Since then, different languages and execution engines have been developed (Parkes et al.,
2005; Murray et al., 2011; Isard et al., 2007; Dean and Ghemawat, 2004; Deelman et al.,
2004). These languages modeled coordination or dependencies among tasks (programs)
as DAGs. Task dependencies reflect data dependencies between tasks. In our language,
workloads define resource requests and dependencies are model customer temporal toler-
ance or flexibility.
Lubin et al. (Lubin et al., 2008) describe resource requests in the form of a tree based
bidding language (TBBL), where resources are mapped to the leaves of the tree, and inner
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nodes model logical operations among customer requests. Although we believe that our
model can be described using TBBL, such description would be inefficient due to the
exponential increasing number of nodes resulting from a customer’s flexibility.
3.5 Summary
IaaS pricing models for resources are meant to reflect the operational costs and profit mar-
gins for providers to deliver virtualized resources to customers subject to an underlying
SLAs. While the operational costs incurred by providers are dynamic – they vary over
time depending on factors such as energy cost, cooling strategies, and aggregate demand
– the pricing models extended to customers are typically fixed – they are static over time
and independent of aggregate demand. This disconnect between the dynamic cost incurred
by a provider and the fixed price paid by a customer results in an economically inefficient
marketplace. In particular, it does not provide incentives for customers to express work-
load scheduling flexibilities that may benefit them as well as providers.
In this chapter, we utilize a dynamic pricing model for cloud resources that better re-
flects the costs incurred by IaaS providers, and gives cloud customers the opportunity and
incentive to take advantage of any scheduling flexibilities they might have regarding the
provisioning of their workloads. We presented CloudPack: a strategic service for colo-
cation of customer workloads. CloudPack provides (1) a resource specification language
that allows customers to formally express their flexibility using Directed Acyclic Graphs,
(2) an algorithm that optimizes the use of cloud resources to minimize total costs while
allocating clients’ workloads, and (3) a game-theoretic inspired pricing mechanism that
achieves a rationally fair distribution of incurred costs over customers. sing extensive sim-
ulation, we show the practical utility of our CloudPack strategic service and the efficacy
of the resulting marketplace in terms of cost savings.
Chapter 4
Type-Theoretic Periodic Model for SLAs
In the previous chapter, we presented CloudPack strategic service, which provides in-
centives for users to declare their flexibility, and utilizes a mapping service which takes
advantage of such flexibilities. The output of CloudPack is a virtual configuration {C}
which identifies a mapping (or clustering) from a set of VMs to a set of resource descrip-
tions. This mapping allows a customer (or a VM thereof) to acquire appropriate fractions
of shared fixed-capacity resources for unencumbered use subject to well-defined, binding
SLAs that ensure the satisfaction of minimal QoS requirements.
Currently, the de-facto language for expressing SLAs mirrors how VMs are provi-
sioned in a virtualized setting, which are guaranteed through the underlying scheduling
mechanisms. These scheduling mechanisms operate at a macroscopic scale (e.g., enforc-
ing specific resource utilization ratios over relatively long time scales). While appropriate
for most applications, such coarse SLAs do not cater well to the needs of real-time (Kim
et al., 2009b; Twitter-Storm, 2012; Cucinotta et al., 2008; Phan et al., 2011) or latency-
sensitive applications (Craciunas et al., 2010; Babcock, 2011), whose QoS constraints
require resource allocations at a more granular scale – e.g., through the specification of a
worst-case periodic resource utilization.
A very effective mechanism for dealing with this mismatch is the use of hierarchical
scheduling, whereby the granularity of the reservations is refined as virtualization layers
are traversed. Using hierarchical scheduling, resources are allocated by a parent scheduler
at one level of the hierarchy to a child scheduler (or a leaf application) at the next level
48
49
of the hierarchy. Conceptually, at any given layer of this hierarchy, the parent scheduler
can be seen as allocating a virtual slice of the host at some granularity which is further
refined by lower-layer schedulers, until eventually appropriated and consumed by a leaf
application.
Hierarchical scheduling (and in particular hierarchical CPU scheduling) has been a
topic of research for over a decade because it allowed multiple scheduling mechanisms
to co-exist on the same infrastructure – i.e., regardless of the underlying system sched-
uler. For example, Goyal et al (Goyal et al., 1996) proposed a hierarchical scheduling
framework for supporting different application classes in a multimedia system; Shin and
Lee (Shin and Lee, 2005) further generalized this concept, advocating its use in embedded
systems. Along the same lines, there has been a growing attention to building hierarchi-
cal real-time scheduling frameworks supporting different types of workloads (Regehr and
Stankovic, 2001; Shin and Lee, 2003; Easwaran et al., 2007; Henzinger and Matic, 2006;
Wandeler and Thiele, 2006).
A common characteristic (and/or inherent assumption) in the above-referenced, large
body of prior work is that the “clustering” (or grouping) of applications and/or schedulers
under a common ancestor in the scheduling hierarchy is known a priori based on domain
specific knowledge, e.g., all applications with the same priority are grouped into a single
cluster, or all applications requiring a particular flavor of scheduling (e.g., periodic real-
time EDF or RMS) are grouped into a single cluster managed by the desired scheduling
scheme. Given such a fixed hierarchical structure, most of this prior body of work is
concerned with the schedulability problem – namely deciding whether available resources
are able to support this fixed structure. In such a formulation, there is also an inherent
assumption that the SLAs associated with the various tasks (the leaves of the hierarchy)
are immutable, in the sense that any feasible mapping must satisfy these SLAs “verbatim”.
Assuming that the structure of a hierarchical scheduler is known a priori is quite jus-
tified when all applications under that scheduler are part of the same system. It is also
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justified in small-scale settings in which the number of such applications (and the scale
of the infrastructure supporting these applications) is small, and in which the set of ap-
plications to be supported is rather static. None of these conditions hold in the emerging
practices that fuel the use of virtualization technologies. In such settings, inferring the
structure of a feasible, efficient hierarchical scheduler is the challenge.1
In this chapter, we propose an expressive type-theoretic model for the representation of
real-time resource supply and demand and safe transformation of SLAs – a model that pro-
vides customers with a larger degree of control over the granularity of resource allocation.
Furthermore, given a set of tasks each of which specified by minimal resource utilization
requirements (SLAs), the problem we aim to address is that of mapping these tasks to the
leaves of a forest, whose internal nodes represent virtual hosts and whose roots represent
physical hosts.2 The set of nodes under a host comprise a set of colocated resource con-
sumers, which may be leaf nodes (application tasks) or internal nodes (virtual hosts). The
allocation of resources by a host to the set of colocated resource consumers under its con-
trol is done using one of any number of schedulers. Without loss of generality, we assume
that all leaves are periodic real-time tasks, and that the only scheduling strategy for hosts
is Rate Monotonic Scheduling (RMS).3
Our work provides a generalization of previous formulations in two substantial ways.
First, we do not assume that the structure of the hierarchy is known a priori, but rather
that it is to be inferred as part of the mapping problem. The scheduling hierarchy is not
an input (constraint) but rather an output. Second, we do not assume that the SLAs re-
1We note that even if all applications are catering to the same mission or if the number of applications
is small, determining a hierarchical scheduling structure is not a trivial problem. Scheduling in a multipro-
cessor environment (an NP-hard problem in general) can be seen as an instance of this problem where the
clusters are simply groups of applications assigned to the same processor.
2Our use of “physical” hosts is meant to imply that the resources available at these root nodes are beyond
the purview/control of our framework – they represent the external supply of the resource(s) being managed,
whether such supply is provided physically (e.g., a dedicated CPU) or virtually (e.g., a VM).
3While the analysis and transformations we provide in this chapter are based on RMS, we emphasize
that our framework and many of our results naturally extend to other types of schedulers.
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quested by tasks (or offered by hosts) are immutable. In particular, we recognize that it
could be the case that there are multiple, yet functionally equivalent, ways to express the
resource requirements of a periodic real-time task. Thus, it is possible to rewrite SLAs as
long as such rewriting is safe. Our ability to make such SLA transformations enables us to
consider different colocation possibilities (and associated hierarchical structures), thus al-
lowing us to explore alternative mappings, which we show to yield significant efficiencies.
This type-theoretic model, and safe rules for rewriting of SLAs serve as the main building
block for our MorphoSys operational service which we present in Chapter 5.
4.1 Background and Illustrative Examples
Liu and Layland (Liu and Layland, 1973) provided the following classical result for the
schedulability condition of n tasks, each of which requiring the use of a resource for Ci
out of every Ti units of time for i = 1 · · ·n, under RMS:
U =
n∑
i=1
Ci
Ti
≤ n( n
√
2− 1) (1)
Followup work, including that by Lehoczky et al (Lehoczky et al., 1989) and Kuo and Mok
(Kuo and Mok, 1991) showed that by grouping tasks in k clusters such that the periods of
tasks in each cluster are multiples of each other (i.e., Harmonic), a tighter schedulability
condition is possible – namely:
U =
n∑
i=1
Ci
Ti
≤ k( k
√
2− 1) (2)
Given a set of periodic tasks, it might be possible to obtain clusters of tasks with
harmonic periods by manipulating the period Ti of some of the tasks in the set. To illustrate
this point, consider the task set in Figure 4·1 (left). This task set consists of 5 clusters with
a total utilization of 1
4
+ 2
9
+ 3
17
+ 4
34
+ 5
67
= 0.840, which exceed the 0.743 bound from
Equation (1), and thus is not schedulable. Figure 4·1 (right) shows the result of applying
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the aforementioned transformation (of reducing the allocation periods) for some of the
tasks. This transformed task set consists of one cluster with a total utilization of 0.890,
which satisfies the bound from Equation (2), and thus is schedulable.
C 1 2 3 4 5
T 4 9 17 34 67
C 1 2 3 4 5
T 4 8 16 32 64
Figure 4·1: Example of task transformations.
Obviously, for such a manipulation (as well as many others we will exemplify later
in the chapter) to be possible, we must establish that it is safe to do so. For example, if
the application underlying the periodic task allows the period Ti to be changed (e.g., the
periodic task is a periodic zero-order hold feedback measurement process), then reducing
the period Ti without reducing the requested resource time Ci is a safe transformation,
since it ensures that the task is in effect getting a larger fraction of the resource.
To explain why the above transformation may not be safe (even if it results in an
increase in the fraction of the resource alloted to the task), we note that if the period of the
application underlying the periodic task cannot be changed (e.g., it is synchronized with a
physically-bound process such as the 30hz refresh rate of a frame buffer), then applying
the above transformation may lead to missed deadlines. To illustrate this point, consider a
task that requires C = 1 time units of the resource every period T = 5 time units. While
reducing the allocation period for this task from T = 5 to T ′ = 4 would result in that
task being alloted the resource for a larger fraction of time (25% as opposed to 20%), as
shown in Figure 4·2, it is possible for that task to miss its original deadlines. In that figure,
the upper row shows the periodic boundaries as originally specified (T = 5), whereas the
lower row shows a periodic allocation with (T ′ = 4), with “X” marking the times when
the resource is allocated.
In the above example, the fact that the transformation we considered resulted (or may
result) in missed deadlines does not mean that it cannot be used. In particular, if the
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Figure 4·2: Illustration: Reducing the allocation period may result in
missed deadlines.
SLA associated with the periodic task in question allows for some percentage of deadline
misses, then if one is able to bound the deadline misses resulting from the transformation
– and consequently show that the SLA is not violated – then the transformation is indeed
safe.
The above illustrative examples provide a good handle on the premise and on the range
of questions that need to be considered in support of our hierarchical schedule inference
problem, and the ones we address in the remainder of this chapter – namely: How could
the SLAs of applications requiring predictable access to resources be captured in a con-
cise task model? What are examples of transformations that might be applied to such task
models? How do these transformations affect task SLAs? Are these transformations com-
positional with respect to safety? Could this framework be presented to its potential users
(i.e., cloud customers – either on the supply or demand sides) through familiar (and well
developed) programming concepts such as typing, type checking, and type inference?
4.2 A Type-Theoretic Model for SLAs
As we established earlier, SLAs can be seen as encapsulators of the resources supplied
by hosts (producers) and demanded by tasks (consumers). While this concept is generic
enough for a wide variety of resources, in this section, we provide a specific model for
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SLAs – namely, one that supports periodic, real-time resource supply and demand.4 We
also provide the basic type-theoretic-inspired definitions that allow us to establish subtyp-
ing relationships between SLAs.
4.2.1 Periodic Supply/Demand SLA Types
Definition 1. A Service Level Agreement (SLA) type τ is defined as a quadruple of natural
numbers (C, T,D,W ), C ≤ T , D ≤ W , and W ≥ 1, where C denotes the resource
capacity supplied or demanded in each allocation interval T , and D is the maximum
number of times such an allocation is not possible to honor in a window consisting of W
allocation intervals.
As is common in the real-time literature, the above definition assumes that the periodic
capacity could be allocated as early as the beginning of any interval (or period) and must be
completely produced/consumed by the end of that same interval (i.e., allocation deadline
is T units of time from the beginning of the period).
The concept of SLA types is general enough to capture the various entities in our
hierarchical scheduling framework. The following are illustrative examples.
An SLA of type (1, 1, 0, 1) could be used to characterize a uniform, unit-capacity sup-
ply provided by a physical host. An SLA of type (1, n, 0, 1), n > 1 could be used to char-
acterize the fractional supply provided under a General Processor Sharing (GPS) model to
n processes. An SLA of type (k, k ∗ n, 0, 1), n > 1, k ≥ 1 could be used to characterize
the fractional supply provided in a round robin fashion to n processes using a quantum k.
In all of the above examples, the SLA type does not admit missed allocations (by virtue of
setting D = 0). In the remainder of this chapter, we refer to SLAs of the form (C, T, 0, 1)
– simply denoted using the shorthand (C, T ) as hard SLAs, and we refer to the general
quadruple form as soft SLAs. We also use the (C, T ) notation when the consideration of
D and W is immaterial.
4Readers familiar with real-time scheduling work should note that our periodic, real-time SLA model
mirrors existing periodic task models in the literature (e.g., (West et al., 2004; Hamdaoui and Ramanathan,
1995; Bernat et al., 1999; Zhang et al., 2004; Buttazzo et al., 1998; Chantem et al., 2006)).
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An SLA of type (1, 30) could be used to represent a task that needs a unit capacity
C = 1 over an allocation period T = 30 and cannot tolerate any missed allocations (hard
deadline semantics). An SLA of type (1, 30, 2, 5) is similar in its periodic demand profile
except that it is able to tolerate missed allocations (soft deadline semantics) as long as
there are no more thanD = 2 such misses in any window ofW = 5 consecutive allocation
periods.
In the above examples, there are two interpretations of what it means to satisfy an SLA
type (C, T,D,W ), depending on whether the allocations are defined using overlapping
or non-overlapping time intervals. The following definitions – of what it means for a
schedule to strongly or weakly satisfy an SLA – formalize these interpretations. First, we
do so for SLAs of the form (C, T ) (i.e., those that do not admit missed allocations). Next,
we generalize these definitions for general SLA types of the form (C, T,D,W ).
4.2.2 Strong and Weak Satisfaction and Subtyping of Hard SLAs
Definition 2. A schedule α is a function from N to {0, 1}.
α : N→ {0, 1}
A schedule α is said to weakly satisfy (denoted by w) or strongly satisfy (denoted by
s) an SLA type (C, T ) if the resource is allocated for C units of time in non-overlapping
(fixed) or overlapping (sliding) intervals of length T , respectively.5
Definition 3. α w (C, T ) iff for every Q ≥ 0 and every m = Q ∗ T
α(m) + · · ·+ α(m+ T − 1) ≥ C
Definition 4. α s (C, T ) iff for every m ≥ 0
α(m) + · · ·+ α(m+ T − 1) ≥ C
5Strong satisfiability can be seen as underscoring a pinwheel scheduling model (Holte et al., 1989),
whereas weak satisfiability can be seen as underscoring the traditional strictly periodic model.
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Fact 1. Strong satisfiability implies weak satisfiability: If α s (C, T ) then α w (C, T ).
The set [(C, T )]w is defined as comprising all schedules that weakly satisfy (C, T ).
Similarily, [(C, T )]s is defined as comprising all schedules that strongly satisfy (C, T ).
Formally:
Definition 5. [(C, T )]w = {α : N→ {0, 1} | α w (C, T )}
Definition 6. [(C, T )]s = {α : N→ {0, 1} | α s (C, T )}
Fact 2. [(C, T )]s ⊆ [(C, T )]w.
We are now ready to introduce weak and strong SLA subtyping relationships (denoted by
Cw and Cs, respectively) as follows:
Definition 7. (C, T )Cw (C ′, T ′) iff [(C, T )]w ⊆ [(C ′, T ′)]w
Definition 8. (C, T )Cs (C ′, T ′) iff [(C, T )]s ⊆ [(C ′, T ′)]s
4.2.3 Strong and Weak Satisfaction and Subtyping of Soft SLAs
We now generalize the above definitions for (the more general) soft SLAs. To do so,
we extend our definitions of schedules, strong and weak SLA satisfaction, and of SLA
subtyping.6
Definition 9. Aα,C,T is a function from N to {0, 1}. Aα,C,T : N→ {0, 1}
Aα,C,T (m) =
{
0 if α(m) + · · ·+ α(m+ T − 1) < C
1 if α(m) + · · ·+ α(m+ T − 1) ≥ C
A schedule α is said to weakly satisfy (denoted by w) or strongly satisfy (denoted by
s) an SLA type (C, T,D,W ) if the resource is allocated for C units of time in at least
W −D out of everyW non-overlapping (fixed) or overlapping (sliding) intervals of length
W ∗ T , respectively.
6While conceptually similar to the simpler hard SLA definitions, the consideration of missed allocations
requires a more elaborate notation (which could be skipped on a first read).
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Definition 10. α w (C, T,D,W ) iff for every Q ≥ 0 and every m = Q ∗W ∗ T
Aα,C,T (m) +Aα,C,T (m+ T ) + · · ·+Aα,C,T (m+ (W − 1) ∗ T ) ≥ W −D
Definition 11. α s (C, T,D,W ) iff for every Q ≥ 0 and every m = Q ∗W
Aα,C,T (m) +Aα,C,T (m+ 1) + · · ·+Aα,C,T (m+ (W − 1)) ≥ W −D
Fact 3. Strong satisfiability implies weak satisfiability: If α s (C, T,D,W ) then α w
(C, T,D,W ).
The set [(C, T,D,W )]w is defined as comprising all schedules that weakly satisfy
(C, T,D,W ). Similarily, [(C, T,D,W )]s is defined as comprising all schedules that strongly
satisfy (C, T,D,W ). Formally:
Definition 12. [(C, T,D,W )]w = {α : N→ {0, 1} | α w (C, T,D,W )}.
Definition 13. [(C, T,D,W )]s = {α : N→ {0, 1} | α s (C, T,D,W )}.
Fact 4. [(C, T,D,W )]s ⊆ [(C, T,D,W )]w
We generalize the notion of weak and strong subtyping for soft SLAs of the form
(C, T,D,W ) as follows:
Definition 14. (C, T,D,W )Cw(C ′, T ′, D′,W ′) iff [(C, T,D,W )]w ⊆ [(C ′, T ′, D′,W ′)]w.
Definition 15. (C, T,D,W )Cs (C ′, T ′, D′,W ′) iff [(C, T,D,W )]s ⊆ [(C ′, T ′, D′,W ′)]s.
4.3 SLA Subtyping and Transformations
In this section, we present a set of SLA transformations that exemplify (and certainly do
not exhaust) the range of scheduling results that could be “coded into” the type-theoretic
framework that underlies our hierarchical scheduling inference and verification frame-
work.7 Each one of the transformations presented in this section is cast within a subtyping
7We emphasize that many results from the vast real-time scheduling theory literature could be translated
into type transformations and leveraged in our framework.
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theorem. Intuitively, establishing a subtyping relationship between two SLAs implies that
we can safely substitute one for the other (e.g., transform the (supply-side) SLA of a vir-
tual host from a given type to a supertype thereof, or transform the (demand-side) SLA
of a task from a given type to a subtype thereof). We start with transformations based on
strong subtyping, and follow that with transformations based on weak subtyping.
Theorem 5. (C, T )Cs (C ′, T ′) iff one of the following conditions holds:
1. T ≤ T ′ and C ≥ C ′/K where K = bT ′/T c.
2. T ≥ T ′ and C ≥ T − T ′ + C ′.
Proof. 8
Condition 1: [If] Observe that K ∗ T non-overlapping intervals will be completely over-
lapped by T ′, and necessarily provide an allocation of K ∗ C, establishing the subtyping
relationship.
[Only If] Suppose α s (C, T ). This implies that for every m ≥ 0: α(m) + · · · + α(m +
T − 1) ≥ C. Given that K ∗ T ≤ T ′ and K ∗ C ≥ C ′, it follows that
α(m) + · · ·+ α(m+ (K ∗ T )− 1) ≥ K ∗ C ≥ C ′
Therefore α  s(C ′, T ′) and (C, T )Cs (C ′, T ′).
Condition 2: [If] Since T ≥ T ′, it follows that one interval of length T must overlap with
at least one sliding interval of length T ′ (shown in Figure 4·3). An allocation C in a single
interval of length T should satisfy all sliding intervals of length T ′ that are fully overlapped
by the interval T . In the worst case, we need to consider an adversarial allocation of the
entire interval spanned by T−T ′, leaving at least one interval with an unsatisfied allocation
(first interval in Figure 4·3). To satisfy all the sliding intervals overlapping the interval T ,
we need an additional allocation of C ′. Thus we need an allocation C ≥ T − T ′ + C ′.
8This proof (as well as others in this chapter) was mechanically verified using the theorem prover of
(Lapets, 2009).
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Figure 4·3: Allocation throughout T − T ′ leaves at least one unsatisfied
interval.
[Only If] Suppose α s (C, T ). This implies that for every m ≥ 0: α(m) + · · · +
α(m + T − 1) ≥ C. We also have T ≥ T ′ and C ≥ T − T ′ + C ′, which implies that
α(m) + · · ·+ α(m+ T − 1) ≥ C. Let γ = T − T ′, then
α(m) + · · ·+ α(m+ T ′ − 1) ≥ C − γ ≥ C ′
Hence α  s(C ′, T ′) and (C, T )C s(C ′, T ′).
Lemma 1. Given the periods T and T ′ such that T ≤ T ′/2. Then an interval of length T ′
would contain at least (K − 1) intervals of length T where K = bT ′/T c.
Proof. Figure 4·4 highlights the existence of a schedule such that T ′ overlaps (K − 1) ∗T
intervals where T ′ = 7 and T = 3 and K = 2. Assume the existance of a schedule where
Figure 4·4: Example of T ′ overlapping (K − 1) ∗ T intervals
T overlaps only with (K − 2) ∗ T ′ intervals as shown in Figure 4·5. We observe that
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Figure 4·5: Schedule where T overlaps with (K − 2) ∗ T ′
T = x+ (K − 2) ∗ T ′ + y. From the definition we have K ∗ T ′ ≤ T . Therefore,
K ∗ T ′ ≤ x+ (K − 2) ∗ T ′ + y
2T ′ ≤ x+ y.
But by definition x < T ′ and y < T ′ – a contradiction.
Theorem 6. (C, T )Cw (C ′, T ′) if one of the following conditions holds:
1. T ≤ T ′/2 and C ≥ C ′/(K − 1) where K = bT ′/T c.
2. T > T ′ and C ≥ T − (T ′ − C ′)/2.
3. T ′/2 < T ≤ T ′ and T − (T ′ − C ′)/3 ≤ C.
Proof.
Condition 1: T ≤ T ′/2 implies that K ≥ 2. According to Lemma 1 (see above), an
interval of length T must overlap with at least K − 1 fixed intervals of length T ′. These
K − 1 intervals provide an allocation of (K − 1) ∗ C ′, enough for interval T . Thus,
(K − 1) ∗ C ′ ≥ C and C ′ ≥ C/(K − 1).
Condition 2: Consider any interval I ′ of length T ′. Since T > T ′, either I ′ will be com-
pletely overlapped by an interval I of length T , or it will be overlapped by two intervals
of length T (as shown in Figure 4·6). For any interval I of length T , denote the left and
right boundaries of I using l(I) and r(I), respectively. Let x be the offset of l(I ′) from
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Figure 4·6: T ′ is overlapped by two intervals of size T
l(I1) and y be the offset of r(I ′) from l(I2). We observe that (T ′− y) + x = T , leading to
C ≥ 1/2(x+ (T − y) + C) and C ≥ T − (T ′ − C ′)/2 as a sufficient condition.
Condition 3: Consider any interval I ′ of length T ′. Since T ′/2 < T ≤ T ′, I ′ will overlap
with either two or three intervals of length T . The case in which I ′ overlaps two intervals
of length T follows from Condition 2, resulting in C ≥ (2T ′ − T + C ′)/2. The case in
which I ′ overlaps three intervals I1, I2, and I3 of length T is shown in Figure 4·7. Let x
Figure 4·7: T ′ is overlapped by three intervals of size T
be the offset of l(I ′) from l(I1) and y be the offset of r(I ′) from l(I3). We observe that
(T ′ − y) + x = 2T . Thus, a sufficient condition is C ≥ 1/3(x + (T − y) + C) and
C ≥ T − (T ′ − C ′)/3. Thus a bound for both cases is the maximum of the two bounds,
namely C ≥ T − (T ′ − C ′)/3.
Conjecture 1. The converse of Theorem 6 holds. That is, if (C, T )Cw (C ′, T ′) then
1. T ≤ T ′/2 and C ≥ C ′/(K − 1) where K = bT ′/T c.
2. T > T ′ and C ≥ T − (T ′ − C ′)/2.
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3. T ′/2 < T ≤ T ′ and T − (T ′ − C ′)/3 ≤ C.
Proof. We provide a proof for condition 1.
Condition 1: Suppose α w (C, T ). This implies that for every Q ≥ 0 and every m =
Q ∗ T : α(m) + · · ·+ α(m+ T − 1) ≥ C. Given that K ∗ T ≤ T ′ and T ≤ T ′/2, we have
K ≥ 2 and (K − 1) ∗ T < T ′. Given that (K − 1) ∗ C ≥ C ′, we get:
α(m) + · · ·+ α(m+ ((K − 1) ∗ T )− 1) ≥ K − 1 ∗ C ≥ C ′
Therefore (C, T )Cw (C ′, T ′).
Lemma 2. Let (C, T )Cs (C ′, T ′) such that T ≤ T ′ and C ′/K ≤ C where K = bT ′/T c,
then missing an interval of length T will result in missing an interval of length T ′.
Proof. Assume missing an interval of length T corresponds to missing two overlapping
intervals of length T ′ as shown in Figure 4·8. This implies that the second interval of
Figure 4·8: Misses assuming T ≤ T ′
length T ′ will get at most C ′ − 1 resource units. But the second interval of length T ′
overlaps K ∗ T non-overlapping intervals, where each interval needs to supply it with at
least dC ′/Ke units. Since the second interval of T gets only C ′−1 computation times, one
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of the K non-overlapping intervals provided it with an allocation time less than dC ′/Ke.
Thus one of the K non-overlapping intervals has not been satisfied – a contradiction.
Therefore, missing an interval of length T will result in missing an interval of length T ′.
Lemma 3. Let (C, T ) Cs (C ′, T ′) such that T ≥ T ′ and C ≥ T − T ′ + C ′, then missing
an interval of length T will result in missing an interval of length T ′.
Proof. Assume missing an interval of length T corresponds to missing two intervals of
length T ′ as shown in Figure 4·9. This implies that the second interval of length T ′ will
Figure 4·9: Misses assuming T ≥ T ′
get at most C ′ − 1 resource units. But by definition, the second interval of length T needs
to contain T −T ′+C ′ allocation units. That interval will receive at most T −T ′+C ′− 1
allocation units – a contradiction. Therefore, missing an interval of length T will result in
missing an interval of length T ′.
Theorem 7. (C, T,D,W )Cs (C ′, T ′, D′,W ′) if one of the following conditions holds:
1. (T ≤ T ′ and C ≥ C ′/K) and D ≤ D′ and W ≥ D ∗W ′/D′, where K = bT ′/T c.
2. (T ≥ T ′ and C ≥ T − T ′ + C ′) and D ≤ D′ and W ≥ D ∗W ′/D′.
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Proof.
Condition 1: The proof for the bracketed part of the conjuntion is identical to that under
Condition 1 of Theorem 5. For the remaining part, Lemma 2 (see appendix), which states
that every missed interval of length T ′ corresponds to missing an interval of length T ,
implies that D ≤ D′ must hold.
Condition 2: The proof for the bracketed part of the conjuntion is identical to that under
Condition 2 of Theorem 5. For the remaining part, Lemma 3 (see appendix), which states
that every missed interval of length T corresponds to missing an interval of length T ′,
implies that D ≤ D′ must hold.
Conjecture 2. The converse of Theorem 7 holds. That is, if (C, T,D,W )Cs(C ′, T ′, D′,W ′)
then
1. (T ≤ T ′ and C ≥ C ′/K) and D ≤ D′ and W ≥ D ∗W ′/D′, where K = bT ′/T c.
2. (T ≥ T ′ and C ≥ T − T ′ + C ′) and D ≤ D′ and W ≥ D ∗W ′/D′.
Lemma 4. Given (C, T,D,W ) Cs (C, T,D′,W ′) or (C, T,D,W ) Cw (C, T,D′,W ′), it
is necessary for D/W ≤ D′/W ′.
Proof. We provide counter-examples under different possible values of D and W .
• D ≤ D′ andW ≤ W ′. Then unlessD/W ≤ D′/W ′, we could have (C, T,D,D)Cs
(C, T,D′,W ′) or (C, T,D,D)Cw (C, T,D′,W ′). Contradiction.
• D ≤ D′ and W ≥ W ′ Then necessarily D/W ≤ D′/W ′.
• D ≥ D′ andW ≤ W ′ Then unlessD/W ≤ D′/W ′, we could have (C, T,W,W )Cs
(C, T,D′,W ′) or (C, T,W,W )Cw (C, T,D′,W ′). where D = W . Contradiction.
• D ≥ D′ andW ≥ W ′ Then unlessD/W ≤ D′/W ′, we could have (C, T,W,W )Cs
(C, T,D′,W ′) or (C, T,W,W )Cw (C, T,D′,W ′). Contradiction.
1.5
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Theorem 8. (C, T,D,W )Cw (C ′, T ′, D′,W ′) if one of the following conditions holds:
1. (T ≤ T ′/2 and C ≥ C ′/(K − 1)) and D ≤ D′/2 and W ≥ D ∗W ′/D′ ∗ (K + 1)
where K = bT ′/T c.
2. (T > T ′ and C ≥ T−(T ′−C ′)/2) andD ≤ D′/2K andW ≥ D∗W ′/D′∗(K+1)
where K = bT ′/T c.
3. (T ′/2 < T ≤ T ′ and T−(T ′−C ′)/3 ≤ C) andD ≤ D′/2 andW ≥ 2∗D∗W ′/D′.
Proof. We use the fact from Lemma 4 (see above) that D/W ≤ D′/W ′ is a necessary
condition.
Condition 1: The proof for the bracketed part of the conjuntion is identical to that under
Condition 1 of Theorem 6. For the remaining part, we note that since missed deadlines
might be stacked at the end of one window and at the beginning of the next contributing
to a window of size W, it follows that D ≤ D′/2. Also, since K + 1 consecutive intervals
of length T will span one interval of length T ′, it follows that every missed interval of
length T out of K + 1 intervals will result in missing an interval of length T ′. Thus,
W ≥ (K + 1) ∗ (D ∗W/D′) must hold.
Condition 2: The proof for the bracketed part of the conjuntion is identical to that under
Condition 2 of Theorem 6. For the remaining part, in the worst case, missing an interval
of length T results in missing up to (K + 1) ∗ T ′ intervals, where K = bT ′/T c. Thus
D ≤ D′/(K + 1) must hold as well as W ≥ (K + 1) ∗ (D ∗W/D′). However, since
missed deadlines might be stacked at the end of one window and at the beginning of the
next contributing to a window of size W, it follows that D ≤ D′/2(K + 1) must hold.
Condition 3: The proof for the bracketed part of the conjuntion is identical to that under
Condition 3 of Theorem 6. For the remaining part, the proof is similar to that in Condition
2 by taking K = bT ′/T c and consequently K = 1. Thus, W ≥ (K + 1) ∗ (D ∗W/D′)
must hold.
Conjecture 3. The converse of Theorem 8 holds. That is, if (C, T,D,W )Cw(C ′, T ′, D′,W ′)
then
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1. (T ≤ T ′/2 and C ≥ C ′/(K − 1)) and D ≤ D′/2 and W ≥ D ∗W ′/D′ ∗ (K + 1)
where K = bT ′/T c.
2. (T > T ′ and C ≥ T−(T ′−C ′)/2) andD ≤ D′/2K andW ≥ D∗W ′/D′∗(K+1)
where K = bT ′/T c.
3. (T ′/2 < T ≤ T ′ and T−(T ′−C ′)/3 ≤ C) andD ≤ D′/2 andW ≥ 2∗D∗W ′/D′.
4.4 Additional Transformations
Having characterized some basic notions of subtyping for both overlapping and non-
overlapping SLA types, for our experimental evaluation – which we consider in the next
sections – we will focus on non-overlapping SLA types. Thus, in this section, we present
additional transformations that allow for safe rewriting of such types.
Theorem 9. Let τ = (KC,KT ) be an SLA type for some K ≥ 1 and τ ′ = (C, T ) be a
host-provided SLA type. Then τ ′ Cw τ .
Proof. One can observe that one interval of τ will contain K intervals of τ ′ with each
interval providing C computation time. Thus τ is satisfied.
Definition 16. (C ′, T ′)Cw,a,b (C, T ) where a is the bound on the missed deadlines over b
intervals of length T .
Theorem 10. Let τ = (C, T ) be an SLA type, and τ ′ = (C ′, T ′) be a host-provided SLA
type, where T ′ = KT for some K > 1 then:
1. If 0 ≤ C ′ < K ∗(C−1)+1 then τ ′Cw,a,b τ , where a = K ∗T and b = K. Moreover
in such a case, α will miss at least one allocation deadline every K intervals.
2. For every J ∈ {1, . . . , K − 1}, if
K ∗ (C − 1) + (J − 1) ∗ (T − (C − 1)) + 1
≤ C ′ < K ∗ (C − 1) + (J) ∗ (T − (C − 1)) + 1
then τ ′ Cw,a,b τ , where a = (K − J) and b = K
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3. For J = K, if
K ∗ (C − 1) + (J − 1) ∗ (T − (C − 1)) + 1 ≤ C ′ ≤ T ′
then τ ′ Cw τ .
Proof.
Condition 1: Since T ′ = KT , we have K intervals. No matter how the distribution of C ′
is going to be over the K intervals, it is always the case that the resource allocation will be
less that the KC units needed over the K intervals. Thus we conclude that the schedule
will always include at least one interval with a missed allocation.
Condition 2: Consider the left inequality in the conjunction, i.e., K ∗ (C − 1) + (J − 1) ∗
(T − (C − 1))+ 1 ≤ C ′. Assume that there are (K − J) unsatisfied intervals with at most
(K − J) ∗ (C − 1) allocation units. Thus, there should be J satisfied intervals containing
at least C ′ − (K − J) ∗ (C − 1) allocation units. Therefore we have:
(K − J) ∗ T < C ′ − (K − J) ∗ (C − 1)
C ′ > (K − J) ∗ T + (K − J) ∗ (C − 1)
C ′ > J ∗ (T − (C − 1)) +K ∗ (C − 1)
Since (K − J) ∗ T is the total time in all the satisfied intervals, it follows that the total
time in the satisfied interval is strictly less than the allocations in the satisfied interval – a
contradiction. Therefore,
C ′ ≤ J ∗ (T − (C − 1)) +K ∗ (C − 1)
C ′ < J ∗ (T − (C − 1)) +K ∗ (C − 1) + 1.
Now, consider the right inequality in the conjunction, i.e., C ′ < K ∗ (C − 1) + (J) ∗
(T − (C − 1)) + 1. If C ′ < K ∗ (C − 1) + (J − 1) ∗ (T − (C − 1)) + 1, then there
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exists a schedule such that the number of satisfied interval is strictly less than J . Let
C ′ = K ∗ (C−1)+(J −1)∗ (T − (C−1)) < K ∗ (C−1)+(J −1)∗ (T − (C−1))+1.
We can simply distribute C − 1 allocation units over K intervals such that none of the
intervals are satisfied. Furthermore, we distribute T − (C − 1) allocation units over J − 1
windows, thus completely filling J − 1 intervals with T allocation units. Thus, we end up
with at least J − 1 satisfied intervals.
Condition 3: To guarantee all intervals, in the worst case, we need to have K − 1 intervals
filled with T allocation units. In addition, we need to have at least C allocation units in
the last interval. By substituting K for J in the above equation we get:
C ≥ K ∗ (C − 1) + (K − 1) ∗ (T − (C − 1)) + 1
K ∗ (C − 1) + (K − 1) ∗ T − (K − 1) ∗ (C − 1) + 1
(C − 1) + (K − 1) ∗ T + 1
C + (K − 1) ∗ T.
Theorem 11. Let τ = (C, T ) be an SLA type and τ ′ = (C, T ′) be a host-provided SLA
type, where (T + C)/2 < T ′ < T and C ≤ T ′. If m = lcm(T, T ′)/T , and n =
lcm(T, T ′)/T ′ where lcm is the least common multiple, then
1. We can guarantee at least s = n−m+1 satisfied intervals out of total m intervals.
2. We can guarantee at least l = d m
(C + 1)
e satisfied intervals out of the total m
intervals.
We can bound the number of missed deadlines every m intervals to be a = m−max(s, l).
Therefore τ ′ Cw,a,b τ where a = m−max(s, l) and b = m.
Proof. Condition 1: Since T > T ′, we observe that the number of satisfied intervals of
length T is at least equal to the number of completely overlapping intervals of length T ′.
Let f(T, T ′) be the number of completely overlapped unique intervals of τ in τ ′, then
f(T, T ′) = f(
T
gcd(T, T ′)
,
T ′
gcd(T, T ′)
)
69
where gcd is the greatest common divisor of T and T ′. Thus T
gcd(T,T ′) and
T ′
gcd(T,T ′) are
prime with respect to each other. Let R = {K ∗T ′ mod T | 1 ≤ K ≤ T}, then |R| = T .
Furthermore R = {1, . . . , T}.9 Since the remainders in R are unique, let us mark the
remainders on a circle starting from 1 and ending at T . We observe that every remainder
that is marked at the region starting from 1 to T
gcd(T,T ′) − T
′
gcd(T,T ′) will not pass the cycle
ending at T because T > T ′. In addition, the interval that starts at position T will also not
pass the cycle, therefore the total number of overlapping intervals is:
T ′
gcd(T, T ′)
− T
gcd(T, T ′)
+ 1
=
lcm(T, T ′)
T ′
− lcm(T, T
′)
T
+ 1
= n−m+ 1.
Condition 2: Since T ′ < T , the first interval will always be satisfied. To bound the
number of missed allocations, we assume an adversary whose purpose is to maximize
the number of missed allocations by allocating the resource to intervals that are already
satisfied. Under such conditions, we prove that every C + 1 intervals of length T will
contain at least one satisfied interval.
Consider any schedule, assume it has a sub-sequence S ofC+1 unsatisfied intervals of
length T denoted by T1, . . . , Tc+1 where T1 = [t, t+ T ], . . . , Tc+1 = [t+ CT, t′]. Exactly
C intervals of length T ′ are completely contained in S denoted as T ′1, . . . , T
′
c. Let T
′ start
at t1 and Tc end at t2. The total computation time in [t1, t2] is at most equal to the total
computation time in [t, t′]. The total computation time scheduled in [t1, t2] = C ∗C = C2.
Since all the intervals Ti in S are unsatisfied, the total computation time scheduled for
each interval of length T can be at most C − 1. Therefore the total computation time in
[t, t′] ≤ (C + 1) ∗ (C − 1) = C2 − 1. Contradiction. S must contain some satisfied
intervals. To generalize, we have m intervals of length T . Since every C + 1 intervals of
9For simplicity, we choose to enumerate from 1 to T instead of from 0 to T − 1.
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Figure 4·10: Adversary trying to miss maximum possible deadlines
length T will contain at least one satisfied interval, we can bound the number of missed
allocations to be at most equal to m− d m
(C+1)
e.
We also define a two step transformation of an SLA type by applying the transforma-
tion in Theorem 10 followed by applying the transformation in Theorem 11.
Theorem 12. Let τ1 = (C1, T1), and τ2 = (C2, T2) such that τ2 Cw,a,b τ1 by applying the
transformation in Theorem 10. Let τ3 = (C3, T3) such that τ3 Cw,x,y τ2 by applying the
transformation in using Theorem 11. Then τ2Cw,c,d τ1 where c = (b ∗x+(y−x) ∗ a) and
d = (b ∗ y).
Proof. τ2 Cw,a,b τ1 will miss at most a allocations over b intervals. τ3 Cw,x,y τ2 will miss
at most x allocations over y intervals. Every missed allocation in τ2 corresponds to the
failure of satisfying an entire window b in τ1, and every satisfied window in τ2 corresponds
to missing at most a allocations in τ2. Thus at most, the total number of missed allocations
over a window d = (b ∗ y) is the sum of all possible missed allocations c = (b ∗ x+ (y −
x) ∗ a).
Theorem 13. Applying the transformations in Theorems 10 and 11, in this order, is equiv-
alent to applying the transformations in Theorems 11 and 10, in this order. That is, the
two transformations commute.
Proof. Theorem 12 highlights results of applying Theorem 10 followed by Theorem 11.
We would like to show that the results for Theorem 11 followed by Theorem 10 are equal.
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τ2 Cw,a,b τ1 will miss at most a allocations over of b intervals. τ3 Cw,x,y τ2 will miss
at most x allocations over y intervals. Every missed allocation in τ2 corresponds to the
failure of satisfying an entire window b in τ1, and every satisfied window in τ2 corresponds
to missing at most a allocations in τ2. Thus at most, the total number of allocations over a
window d = (b ∗ y) is the sum of all possible missed allocations c = (b ∗ x+ (y− x) ∗ a).
Other two step transformations are possible – e.g., applying the transformation in The-
orem 9 followed by Theorem 10.
4.5 Inference of Efficient and Safe Colocations
With the underpinnings of our framework as well as the set of SLA transformations we
have developed (as exemplars) in place, in this section we show how to leverage our frame-
work to map a set of real-time, periodic tasks into a hierarchical scheduling structure. In
particular, we present sample results from extensive simulation experiments that demon-
strate the efficiencies that can be achieved through judicious colocation of periodic tasks
under separate physical/virtual hosts comprising a hierarchical scheduler. Before doing
so, we start by describing the specific strategy we use to come up with a colocation ar-
rangement.
4.5.1 Mapping Heuristic
Independent of the flexibility enabled through safe SLA transformations, the crux of the
problem at hand is that of identifying an efficient mapping of tasks to multiple hosts (each
of which underscoring a resource and associated scheduler). We say “efficient” as opposed
to optimal because multi-processor real-time scheduling has been shown to be NP-Hard
(Baruah et al., 1990; Leung and Whitehead, 1982) (and our problem by reduction is also
NP hard), thus requiring the use of heuristics. Many such heuristics (approximations) have
been proposed in the literature (e.g., based on the use of a bin packing or greedy strategy).
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Our safe SLA transformations provide us with another degree of freedom (i.e., another
dimension in the search space): Rather than finding the best packing of a set of tasks with
fixed SLA requirements (the original NP-hard problem), we have the flexibility of safely
manipulating the SLAs with the hope of achieving a better packing. Towards that end, we
have implemented heuristic algorithms that utilize Breadth First Search (BFS) and Depth
First Search (DFS) techniques to explore the solution search space.
Our (BFS or DFS) heuristic starts with a preprocessing stage, in which we generate all
possible transformations for each task (using our arsenal of safe transformations). Next,
it proceeds by setting up the search space (tree or forest) of all the alternative task sets
that could be colocated. Finally, it proceeds to explore that search space with the aim of
finding a feasible transformation.
In the worst case, our heuristic may end up searching the entire solution space, which
is obviously impractical.10 To manage the exponential nature of the search space, our
heuristic utilizes two optimization (pruning) strategies.
Our first optimization strategy adopts an early-pruning approach: at each stage of our
search, if the aggregate utilization (demanded SLA) of the tasks under consideration thus
far (whether these tasks are transformed or not) is greater than the capacity of the host
(supplied SLA), then we prune that branch of the tree on the assumption (not necessarily
correct) that a feasible solution cannot exist down that path.
Our second optimization adopts a smaller-degree-first approach: we build the search
space (tree) by greedily starting with tasks that have the smallest number of transforma-
tions. This ensures that when pruning is applied (using the above strategy) we are likely to
maximize the size of the pruned subspace. This optimization strategy has been shown to
be quite effective in reducing the solution search space for network embedding problems
10In case it is not clear, the colocation mapping techniques in this chapter are not meant to be used in an
on-line fashion. As a service supporting the use of virtualization infrastructures, these mappings are meant
to be applied over long time scales (and over a large number of tasks to benefit from the efficiencies of scale).
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(London˜o and Bestavros, 2008).
4.5.2 Experimental Evaluation
We evaluate the efficiency of our proposed mapping technique by comparing the schedu-
lability of a workload (comprising a set of synthetically-generated real-time period tasks)
with and without the application of our safe SLA transformations. We do so for both
uniprocessor (tree) and multiprocessor (forest) settings.
Uniprocessor Set-up and Results: Tasks are created by initially generating a period T
based on a uniform distribution between (Tmin, Tmax), followed by generating a periodic
resource (CPU) demand C uniformly at random between (α ∗ T and β ∗ T ), such that the
generated tasks are schedulable under RMS using the feasibility test of Liu and Layland
(Liu and Layland, 1973). Next, we perturb the task set by modifying the values of Cs
and T s such that the task set is no longer schedulable under RMS. These perturbed (C, T )
values constitute the SLAs of the tasks in the workload. For each such an unschedulable
workload, we define the overload as the difference between the aggregate SLA demand of
all tasks in the workload (i.e., the sum of the requested fractions of the resource) and the
utilization bound of RMS for the same task set.
To evaluate our mapping technique, we apply our heuristic to identify a possible set
of safe SLA transformations (if any) that would make the workload schedulable as de-
termined by the RMS test, reporting whether or not we are successful in transforming an
unschedulable task set to a schedulable one, the number of tasks that were transformed,
and the specific transformations that were applied. Each experiment consisted of evaluat-
ing 25 random task sets (using the same settings) to obtain a success ratio. To ascertain
statistical significance by reporting a margin of error (ErrMargin), we report the average
results of running 40 independent experiments.
Table 4.1 present results for α = 0.15 and β = 0.25 with D = 0 and W = 1, i.e.,
under a hard SLA setting whereby no misses are allowed. The results show that as the
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Overload SuccessRate ErrMargin Unmodified
0 - 7% 52.27% 1.28% 57.62%
7% - 14% 26.27% 1.09% 57.94%
14% - 21% 7.73% 0.73% 61.61%
21% - 28% 1.47% 0.30% 59.09%
28% - 35% 0.13% 0.09% 60.00%
Table 4.1: Results for hard SLAs on a uniprocessor.
Overload SuccessRate ErrMargin Unmodified
0 - 7% 36.80% 1.28% 57.40%
7% - 14% 20.53% 0.87% 62.16%
14% - 21% 5.33% 0.74% 65.91%
21% - 28% 0.13% 0.09% 75.00%
Table 4.2: Results for hard SLAs on a uniprocessor. (α = 0.02 and β =
0.02)
overload (Overload) increases, the chances of finding a feasible transformation (Success-
Rate) decreases. An interesting observation from these results is that the majority of tasks
(Unmodified) do not need transformations. Similar observations were noted for other set-
tings of α and β as shown in Tables 4.2 and 4.3.
In the next set of experiments, we report on the effectiveness of our transformations
when soft SLAs are considered (i.e., with arbitrary D and W . Notice that in this case, we
are able to apply a wider range of transformations (compared to the previous hard SLA
setting). We use the same model described above to generate C and T . For each task,
we choose W uniformly at random between Wmin and Wmax, and choose D uniformly at
random between 0 and θ ∗W .
Since RMS’ schedulability test does not allow us to account for the flexibility resulting
the soft SLAs, we use the following empirical approach to determine if the task set (with-
out transformations) is schedulable. We initially use the feasibility test to check whether
the generated tasks are schedulable, if they are not, then we simulate task execution using
a greedy RMS to validate whether the tasks are schedulable. The greedy RMS tries to
schedule tasks following the regular RMS, but once a minimum W − D is satisfied, the
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Overload SuccessRate ErrMargin Unmodified
0 - 7% 36.93% 1.10% 57.94%
7% - 14% 17.33% 0.95% 62.65%
14% - 21% 2.80% 0.41% 64.38%
21% - 28% 0.27% 0.12% 75.00%
Table 4.3: Results for hard SLAs on a uniprocessor. (α = 0.005 and
β = 0.195)
task does not get scheduled again during the window W . If the task set is not schedulable,
we then apply our transformations and check whether they are schedulable using only the
schdulability test of RMS – thus providing a conservative measure of success since no task
in our task set would miss a single deadline, even though such misses are allowed under
soft SLAs.11
Table 4.4 presents results for α = 0.15 and β = 0.25, with random D and W as
described above. Again, these results show that as the overload increases, the chances
of finding a feasible transformation decreases. However, having tasks that allow some
flexibility in missing deadlines allowed us to find feasible transformations under higher
overloads. Another interesting observation is that (unlike the case with hard SLAs), as the
overload increases more tasks are amenable to transformations.
Multiprocessor Set-up and Results: Many multiprocessor scheduling algorithms and
associated schedulability tests have been proposed in the literature (e.g., (Lauzac et al.,
1998; Burchard et al., 1995; Andersson et al., 2001)). For our purposes, we use the
schedulability condition from Andersson et al (Andersson et al., 2001), which rely on a
global static priority scheduling algorithm – namely that any number of arbitrary tasks can
be scheduled on m identical multiprocessors if U(t) < m2/3m−2, where U(t) is the sum
of the utilization of the set of tasks. However if the tasks were harmonic, then the bound
would be U(t) < m2/2m− 1.
11We note that checking for schedulability using greedy RMS is likely to significantly improve our results
(but it would also increase our search space since not much pruning can be done in that case).
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Overload SuccessRate ErrMargin Unmodified
0 - 7% 90.00% 0.64% 54.71%
7% - 14% 66.53% 1.79% 48.01%
14% - 21% 48.93% 1.24% 43.97%
21% - 28% 28.93% 0.99% 39.13%
28% - 35% 17.07% 0.90% 36.83%
35% - 42% 7.06% 0.64% 27.73%
42% - 49% 4.27% 0.48% 31.82%
49% - 56% 2.93% 0.36% 29.07%
56% - 63% 2.00% 0.31% 32.20%
63% - 70% 0.93% 0.21% 17.39%
70% - 77% 0.67% 0.19% 21.43%
77% - 84% 0.80% 0.20% 14.29%
84% - 91% 0.13% 0.09% 33.33%
Table 4.4: Results for soft SLAs on a uniprocessor.
In our experiments, we use Andersson et al’s schedulability condition to determine the
number of processors needed to satisfy the SLA demand of the task set (ProcBefore). Next,
we apply our mapping technique to identify an efficient packing into a smaller number of
processors (ProcAfter) that makes use of the safe SLA transformations in our arsenal.
Unlike the uniprocessor case, and given the much larger search space in a multiprocessor
setting, we modified our system so it would stop after a certain percentage reduction (e.g.,
a threshold of 50%) in the number of multiprocessors needed to support the task set is
achieved.
Tables 4.5 and 4.6 present results for α = 0 and β = 0.5 and α = 0 and β =
0.75, respectively. T is generated uniformly at random between Tmin and Tmax, and C is
generated uniformly at random between α∗T and β∗T withW = 1 andD = 0 (hard SLA
setting). As shown, with the use of transformations, we are able to decrease the number of
processors needed to support the workload’s SLA by a factor of two, matching our target
threshold.
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ProcBefore SuccessRate AvgTasks ProcAfter Unmodified
3 94.89% 4.67 2.00 78.03%
4 96.67% 5.84 2.03 76.51%
5 99.33% 6.92 2.72 73.90%
6 99.78% 8.25 3.04 69.81%
7 100.00% 9.64 3.48 67.60%
8 100.00% 10.88 4.08 68.00%
9 100.00% 12.10 4.44 65.99%
10 100.00% 13.63 5.05 65.62%
11 100.00% 15.10 5.48 64.00%
12 100.00% 16.28 6.1 64.39%
13 100.00% 17.71 6.6 64.06%
14 100.00% 18.82 7.12 64.65%
15 100.00% 20.36 7.65 64.07%
16 100.00% 21.40 8.24 64.06%
Table 4.5: Results for hard SLAs on multiprocessors (β = 0.5)
4.6 Related Work
Numerous previous studies dealt with hierarchical scheduling frameworks (Regehr and
Stankovic, 2001; Shin and Lee, 2003; Easwaran et al., 2007; Henzinger and Matic, 2006;
Wandeler and Thiele, 2006). Regehr and Stankovic (Regehr and Stankovic, 2001) intro-
duced a hierarchical scheduling framework in support of various types of guarantees. They
use rewriting rules to convert a guarantee provided under a specific scheduling algorithm
to a guarantee provided under another. This notion of rewriting is different from ours as it
does not accommodate workload transformations.
Shin and Lee(Shin and Lee, 2003) present a compositional real-time scheduling frame-
work based on workload bounding functions, and resource bounding functions. They uti-
lize a tree data structure, where a child scheduling system is the immediate descendant of
the parent scheduling system, and the parent scheduling system is the immediate ancestor
of the child scheduling system. Their model assumes that the parent and children schedul-
ing systems can utilize different types of scheduling algorithms. Under their framework
any given system composed of a workload, resources, and a scheduling algorithm, will be
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ProcBefore SuccessRate AvgTasks ProcAfter Unmodified
3 92.00% 3.16 2.00 65.81%
4 92.67% 3.97 2.06 70.83%
5 98.22% 4.86 2.63 67.43%
6 98.67% 5.69 3.17 64.47%
7 99.78% 6.54 3.46 63.25%
8 100.00% 7.49 4.16 65.09%
9 100.00% 8.25 4.54 62.19%
10 100.00% 9.22 5.16 63.19%
11 99.78% 10.02 5.62 62.44%
12 99.78% 10.83 6.1 61.00%
13 100.00% 11.79 6.72 61.37%
14 100.00% 12.82 7.27 62.56%
15 100.00% 13.6 7.74 61.79%
16 100.00% 14.49 8.54 63.52%
Table 4.6: Results for hard SLAs on multiprocessors (β = 0.75)
schedulable if the minimum resource curve bounds the maximum workload curve. This
model is extended further in (Easwaran et al., 2007) to include context switching overhead
and incremental analysis.
Our work complements these models, which did not focus (or consider) the problem
of inferring the scheduling hierarchy (which set of tasks to be colocated under a common
scheduler). We believe that this capability is crucial, especially when coupled with the
possibility of safely transforming the workload characteristics, which is a novel aspect of
our work.
The idea of transforming task periods for improving schedulability is not new. It was
highlighted in (Sha et al., 1986; Sha and Goodenough, 1990), where the authors defined a
period transformation method that involves halving the C and T elements of the periodic
task specification. The purpose of this transformation was to increase the priority of a task
under RMS. In our work, we consider much more general transformations targeting not
only hard, but also soft deadline semantics, and which are derived for overlapping as well
as traditional, non-overlapping intervals.
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The work by Buttazzo et al (Buttazzo et al., 1998) and its generalization in (Chantem
et al., 2006) present an elastic work model based on a tasks defined using a tuple (C, T,
Tmin, Tmax, e) where T is the period that the task requires, while Tmin and Tmax define
the max and min periods that a task can accept. Our transformations allows us to serve
workloads under completely different (C, T ) server supplied resources.
As we have emphasized throughout, the real-time scheduling literature is huge, in
particular as it relates to scheduling algorithms and task models (Liu and Layland, 1973;
Buttazzo et al., 1998; West et al., 2004; Hamdaoui and Ramanathan, 1995; Bernat et al.,
1999; Zhang et al., 2004; Chantem et al., 2006; Atlas and Bestavros, 1998). We view our
contributions mostly as providing a layer above “scheduling” – a layer that leverages the
many results in the literature to enable SLA transformations.
4.7 Summary
With respect to the use of virtualization technologies for resource management purposes,
its value proposition is highly dependent on our ability to identify judicious mappings
of physical resources to virtualized instances that could be acquired and consumed by
applications subject to desirable performance (e.g., QoS) bounds. These bounds are often
spelled out as a Service Level Agreement (SLA) contract between the resource provider
(hosting infrastructure) and the resource consumer (application task). By necessity, since
infrastructure providers must cater to very many types of applications, SLAs are typically
expressed as fixed fractions of resource capacities that must be allocated (or are promised)
for unencumbered use. That said, the mapping between “desirable performance bounds”
and SLAs is not unique. Indeed, it is often the case that multiple SLA expressions might
be functionally equivalent with respect to the satisfaction of these performance bounds.
Having the flexibility to transform SLAs from one form to another in a manner that is safe
would enable hosting solutions to achieve significant economies of scale.
This chapter presented a particular incarnation of this vision targeting the colocation of
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periodic real-time systems. The particular approach we advocate (and the specific tools we
have developed) rely on a type-theoretic modeling of SLAs and transformations thereof.
In that regard, we have presented a specific type-theoretic model for the specification of
the SLAs of periodic, real-time resource supply and demand (for hosts and tasks, respec-
tively), along with a number of provably-safe SLA type transformations. Using that formal
framework, we have developed a methodical approach for the inference of efficient and
safe assignment of colocated periodic, real-time tasks to the physical and virtual hosts that
constitute a hierarchical scheduler. Our experimental results support our expectation that
the flexibility afforded from safe SLA transformations has the potential to yield significant
savings.
Chapter 5
Efficient Colocation of QoS-Constrained
Workloads
The value proposition of IaaS offerings (Amazon, 2010; Eucalyptus, 2010) is highly de-
pendent on the efficient utilization of cloud resources (Barroso and Ho¨lzle, 2009). For
an IaaS provider, this necessitates a judicious mapping of physical resources to fixed-size
virtualized instances that could be acquired over prescribed, fixed periods (e.g., daily or
hourly). To be flexible, an IaaS provider must be able to offer a range of such fixed-size
instances so as to cater to a wide range of customer needs.
Currently, IaaS provider’s instance offerings extended to customers are typically in the
form of fixed-size SLAs, which mirrors how virtual machines are provisioned – through
the specification of resource capacities to be allocated on average, over fairly long time
scales. While appropriate for many applications, such coarse SLAs do not cater well to
the needs of applications that require resource allocations at a more granular scale but are
not inherently “real time” workloads.
Given the wide range of applications currently supported in an IaaS setting, exam-
ples including latency-sensitive, interactive, image acquisition applications, IP telephony
and streaming applications – not to mention envisioned services, e.g., in support of cyber-
physical systems (Craciunas et al., 2010; Rutrell, 2013) – it would be impractical for an
IaaS provider to support special-purpose SLAs that are tailor-made for each such applica-
tion and service, and which can be efficiently verifiable through measurement or auditing
of allocated resources. Rather, a more practical approach calls for the development of a
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common model for expressing SLAs – a model that would cater well to the widely differ-
ent types of applications that are likely to be colocated on an IaaS infrastructure.
In Chapter 4, we provided a type-theoretic formalism for studying safe transformations
of real-time workloads, and provided an off-line heuristic for efficiently mapping individ-
ual tasks to hosts in a multiprocessor setting. We used a generalized type for the specifi-
cation of real-time task SLAs, comprising a quadruple of natural numbers (C, T,D,W ),
C ≤ T , D ≤ W , and W ≥ 1, where C denotes the resource capacity demanded in each
allocation interval T , and D is the maximum number of times that the task could tolerate
missing an allocation in a window consisting of W allocation intervals. We showed that
this type-theoretic model is expressive enough to represent different categories of real-
time tasks, and established a set of safe transformation theorems which provide us with
the means to rewrite SLA S as SLA S ′ such that resource allocations that satisfy S ′ would
provably also satisfy S. Our extensive experimental evaluation showed that safe trans-
formations on real-time workloads enable efficient multiprocessor scheduling. In general,
satisfying SLA S ′ would require more of the underlying resources than the original SLA
S. Nevertheless, such a transformation may be advantageous to the IaaS provider as it may
result in a more efficient colocation of customer workloads (tasks) – e.g., by making such
workloads harmonic and hence subject to looser schedulability bounds (Lehoczky et al.,
1989; Kuo and Mok, 1991).
In this chapter, we propose that the periodic resource allocation and consumption
persented in Chapter 4 be used for a more granular expression of SLAs. On the one hand,
this expressive model provides customers with a larger degree of control over the granular-
ity of resource allocation, and on the other hand enables providers to leverage flexibilities
in customers’ SLAs for the efficient utilization of their infrastructures. This SLA model
is equally expressive for traditional cloud application as well as for the aforementioned
QoS-constrained applications; it enables providers to cater to a wider customer base while
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providing them with the requisite measurement and auditing capabilities.1
In that regard, we present MorphoSys:2 an operational service that allows the ma-
nipulation of arbitrary workloads in a dynamic setting. The ability to make such safe
SLA transformations enables providers to consider a wider range of colocation possibil-
ities, and hence achieve better economies of scale. Results from extensive trace-driven
simulations of colocated Video-on-Demand (VOD) servers in a cloud setting show that
potentially-significant reduction in wasted resources (by as much as 60%) are possible
using MorphoSys.
5.1 SLA Model: Fluidity
As we alluded before, we believe that a periodic resource allocation model is appropriate
for expressing SLAs in an IaaS setting. Thus, in this section we extend the real-time task
SLA model proposed in Chapter 4 for the purpose of expressing general SLAs of IaaS
customer workloads – which may not be inherently “real time”. In particular, we extend
the SLA model to allow for the modeling of “fluid” workloads.
A fluid workload is one that requires predictable periodic allocation of resources (i.e.
not best effort), but has flexibility in terms of how such periodic allocations are disbursed
(i.e. not real-time). For instance, a fluid workload may specify a periodic need for re-
sources as long as the disbursement of these cycles is guaranteed over some acceptable
range of periods. For example, a fluid workload may specify the need for 10K cycles per
second as long as these cycles are disbursed over a fixed period in the range between 100
msec and 10 secs. Thus, a disbursement of 1K cycles every 100 msecs is acceptable as is
a disbursement of 100K cycles every 10 secs. But, a disbursement of 200K cycles every
1Virtualization is not only enabling IaaS offerings, but also it is enabling a cloud-like management of
resources in traditional settings such as the “Single Chip” cloud computer (Chip-Cloud, 2010). Thus, while
IaaS motivates the MorphoSys operational service presented in this chapter, we note that this framework is
also applicable in traditional multiprocessing settings.
2MorphoSys can be seen as catalyzing the “morphosis” of a set of SLAs – namely, morphing SLAs to
enable more efficient colocation.
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20 secs would be unacceptable as it violates the upper bound imposed on the allocation
period, and so would an allocation of 100 cycles every 10 msecs as it violates the lower
bound.
It is important to highlight that our periodic allocation is less stringent than what a
“real-time” workload may require, but more stringent than what typical IaaS virtualization
technologies are able to offer. Unlike real-time systems, there is no notion of deadlines,
but rather an expectation of resource allocations at a prescribed predictable rate.
Definition 17. An SLA τ is defined as a tuple of natural numbers (C, T, Tl, Tu, D,W ),
such that 0 < C ≤ T , Tl ≤ T ≤ Tu, D ≤ W , and W ≥ 1, where C denotes the resource
capacity supplied or demanded during each allocation interval T , Tl and Tu are lower
and upper bounds on T , and D is the maximum number of times that the workload could
tolerate missing an allocation in a window consisting of W allocation intervals. 3
According to the above definition, an SLA of type (C, T, Tl, Tu, D,W ) represents
a fluid workload which requires an allocation of C every interval T , where T can vary
between Tl and Tu as long as the ratio C/T is consistent with the original SLA type. The
following are illustrative examples, which are meant to show the range of SLAs that we
are able to express using this generalized model.
An SLA of type (2, 4, 2, 8, 0, 1) represents a fluid workload that demands a capacity
C = 2 every allocation interval T = 4, however the original SLA would still be satisfied
if its gets a capacity C ′ = 4 every allocation interval T ′ = 8 since the ratio C ′/T ′ is equal
to C/T .
Without loss of generality, we restrict our attention to workloads for which D = 0 and
W = 1. Allowing different D and W would not change MorphoSys other than providing
us with even more flexibility for colocation (due to availability of additional set of rewriting
rules), and hence better performance.
3Clearly, if Tl = Tu = T , then our SLA model degenerates to the real-time task model defined in Chapter
4.
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Fluid Transformations: In addition to the transformations implied by Theorems 6-11
from Chapter 4, we introduce the following tranformation for fluid workloads.
Theorem 14. Given a fluid SLA type τ = (C, T, Tl, Tu), if Tl ≤ T ′ ≤ Tu and C ′ =
dC ∗ T ′/T e then the SLA type τ ′ = (C ′, T ′, Tl, Tu) satisfies τ .
Proof. C ′ = dC ∗ T ′/T e implies the ratio of C ′/T ′ ≥ C/T . Tl ≤ T ′ ≤ Tu implies that T ′
is an acceptable allocation period for fluid workload (based on the definition). Therefore
τ ′ = (C ′, T ′, Tl, Tu) satisfies τ
5.2 MorphoSys: Operational Service
We consider an IaaS setting consisting of any number of homogeneous instances (PMs).4
Each workload (served with a VM instance) is characterized by an SLA that follows the
definition above – namely τ = (C, T, Tl, Tu, D,W ). The MorphoSys colocation frame-
work consists of two major components: a Workload Assignment Component (WAC) and
a Workload Repacking Component (WRC). WAC assigns workloads to PMs in an on-
line fashion using a prescribed assignment policy. WRC performs workload redistribution
across PMs to optimize the use of cloud resources.
5.2.1 Workload Assignment Component (WAC)
Figure 5·1 provides an overview of the main elements of WAC. WAC is invoked upon the
arrival of a request for a VM allocation, in support of a workload specified by an SLA.
WAC uses one of two heuristics to select the PM that could potentially host the VM: First
Fit (FF) and Best Fit (BF). FF assigns the VM to the first PM that can satisfy the VM’s
SLA, whereas BF assigns the VM to the fullest – most utilized – PM that can still satisfy
the VM SLA.
4Again, we emphasize that while we present our framework in the context of computational supply and
demand – using terminologies such as physical and virtual machines – MorphoSys is equally applicable to
other types of resources.
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Figure 5·1: The WAC Component of MorphoSys.
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If it is not possible for WAC to identify (using FF or BF) a PM (currently in use)
that could host the newly-arriving VM, then WAC attempts to rewrite the SLA of the VM
(safely) in the hopes that it would be possible to assign the VM (subject to the transformed
SLA) to an existing PM. To do so, WAC proceeds by generating a safe SLA transformation
and attempts to use either FF or BF to find an assignment. This process is repeated until
either one of the safe SLA transformations results in a successful assignment of the VM
to a PM, or WAC runs out of possible safe SLA transformations. In the latter case, WAC
may invoke the WRC repacking component to repack already utilized hosts in an attempt
to assign the workload, or alternatively WAC can simply instantiate a new PM to host the
newly-arriving VM.
In the worst case, the complexity of WAC is O(k ∗ n) where k is the largest number
of possible task transformations, and n is the number of hosts in the system. Based on ex-
perimental observations (inferred by traces from real-workloads), k << n, which implies
that in practice, WAC scales linearly with the number of hosts.
5.2.2 Workload Repacking Component (WRC)
Repacking is an essential component that allows the remapping/reclustering of workloads.
WRC is needed because IaaS environments may be highly dynamic due to the churn
caused by arrival and departure of VMs, and/or the need of customers to change their
own resource reservations. Over time, such churn will result in under-utilized hosts which
could be managed more efficiently if workloads are repacked.
Repacking Heuristic: Remapping a set of workloads to multiple hosts efficiently is the
crux of the problem. We say “efficient” as opposed to optimal because multi-processor
real-time scheduling has been shown to be NP-Hard (Garey and Johnson, 1979) (and our
problem by reduction is also NP-Hard), and thus we resort to heuristics. In particular, we
implemented repacking heuristic algorithms that utilize Breadth First Search (BFS) and
Depth First Search (DFS) techniques to explore the solution space.
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Given the set of task transformations, our (BFS or DFS) heuristic proceeds by setting
up a search space of all the alternative task sets that could be considered for colocation.
It then proceeds to explore the search space with the aim of finding a feasible colocation.
In the worst case, our heuristic may end up searching the entire solution space, which is
obviously impractical. To manage the exponential nature of the search space, our heuristic
utilizes two strategies, which proved highly effective.
Our first strategy is based on an early-pruning approach: at each stage of our search, if
the aggregate utilization of the workloads under consideration thus far is greater than the
current capacity of the “best” solution found based on our adopted schedulability condi-
tion, then we prune that branch of the tree on the assumption that a feasible solution cannot
exist down that path. Initially, we set the “best” solution to be the total number of hosts
used prior to repacking.
Our second strategy is based on a smaller-degree-first-search approach: we build the
search space by greedily starting with tasks that have the smallest number of transforma-
tions. This ensures that when pruning is applied, it will likely maximize the size of the
pruned subspace. This optimization strategy was shown to be quite effective in reduc-
ing the solution search space for network embedding problems (London˜o and Bestavros,
2008). For practical purposes, we set an upper-bound on the execution time of the repack-
ing heuristic, which we take to be 5 minutes for services operating on hourly “pay-as-you-
go” reservations.
Repacking Policies: WRC could be instantiated based on one of three possible repacking
policies: No Repacking (NR), Periodic Repacking (PR), and Forced Repacking (FR). NR
is used to disable WRC, PR allows repacking to run at designated epochs/periods based
on a system defined parameter. FR allows repacking to be applied in a “on line” fashion
(triggered by the WAC).
Migration Policies: The effectiveness of the repacking policy depends on the ability to
migrate workloads from one host to another. However, adding hosts increases the total
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number of workloads to be repacked which in turn results in an increase in the total service
turnaround time. Thus we model three types of migration policies: No Migration (NM),
Constrained Migration (CM), and Unconstrained Migration (UM). NM policy allows for
repacking on the condition that workloads will not migrate from the host to which they
are assigned. This approach will naturally consider one host at a time, and is suitable
for running WAC in an “online” fashion. CM and UM policies allow for workloads to
migrate from one host to another as long as it results in a more efficient repacking of
these workloads. This is suitable when WAC is run in an “offline” fashion. The difference
between CM and UM is in the host selection criteria: UM considers all system hosts,
whereas CM considers hosts that satisfy a host selection condition.
Host Selection Condition: A host is a candidate for repacking if it satisfies a condition on
its utilization. Let 0 < φ < 1 be the average host utilization, which we define as follows.
φ =
∑n
i=1 ui
n
where ui > 0 is the utilization of host i. Furthermore, let ω =
∑k
i=1Ci/Ti be the sum
of the utilizations of the workloads on a specific host (based on the original workload SLA
and not the transformed workload SLA). A host is a candidate for repacking if φ− ω ≥ ,
where 0 <  ≤ 1 is a tunable parameter (CM reduces to UM, when  = 0).
The logic for all WRC variants is shown in Figure 5·2.
1: if NM then
2: ∀i ∈ Hosts {Hosts is the set of all PM}
3: Repacking Heuristic(Hi)
4: else
5: CHosts ← GetCandidateList(Repack Param) {returns hosts based on the
Repack Param which can be either CM or UM}
6: Repacking Heuristic(CHosts)
7: end if
Figure 5·2: The WRC Component of MorphoSys.
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5.3 Experimental Evaluation
In this section we present results from extensive experimental evaluations of the Mor-
phoSys framework. Our main purpose in doing so is to establish the feasibility of our
proposed service by: (1) comparing the schedulability of QoS workloads, with and with-
out applying our safe SLA transformations, (2) evaluating the effect from using different
migration policies on the efficiency of colocation, (3) evaluating the effect of changes in
the mix of fluid and non-fluid workloads, and (4) evaluating the effect of changing the
flexibility of fluid workloads on the efficiency of colocation.
Simulation Setup: Our setting is that of a cloud storage service used to host a large
number of streaming servers. This setting is general enough to represent different forms
of applications, such as a cloud content provider streaming and other multimedia services
(e.g. Netflix). Typically for such applications, the disk I/O constitues the bottleneck of the
overall system performance (Cherkasova and Staley, 2003; Barker and Shenoy, 2010). The
maximum throughput delivered by a disk depends on the number of concurrent streams it
can support without any SLA violation.
To drive our simulations, we utilize a collection of video traces from (Van der Auwera
et al., 2008; Seeling et al., 2004).5 We assume that the underlying system of the provider is
a disk I/O system that serves requests of different streaming servers using a fixed priority
scheduling algorithm, which we take to be Rate Monotonic. The usage of fixed prior-
ity algorithms for disk scheduling was suggested by Daigle and Strosnider (Daigle and
Strosnider, 1994), and Molano et al (Molano et al., 1997).
The video traces (Van der Auwera et al., 2008; Seeling et al., 2004) provide informa-
tion about the frames of a large collection of video streams under a wide range of encoder
configurations like H.264 and MPEG-4. We conducted our experiments with a subset of
30 streams, with HD quality, and a total duration of one hour each. We initially identify
5http://trace.eas.asu.edu/tracemain.html
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the period for serving a video stream request as the period of the I frames (a.k.a., Group
of Pictures, or GoPs). Overall, there were three unique periods in our collection of video
traces.
We model the SLA associated with each stream as follows: The SLA specifies a pe-
riodic (disk I/O) demand C over a periodic allocation time T . For a given stream, the
periodic demand C is set as follows:
C =
max(
∑n−1
i=0 bi)
θ ∗ T
where bi is the volume in bytes of the stream in interval [i ∗ θ ∗ T, (i+ 1) ∗ θ ∗ T ]. The
allocation period T is set to be equal to θ ∗ T ′, where T ′ is one of the three unique periods
in our video traces and θ (θ ≥ 1) models the tolerance of the client (the recipient of the
stream) to burstiness in the allocation over time. In particular, for any given value of θ, it
is assumed that the client is able to buffer (and hence absorb) up to T = θ ∗ T ′ seconds of
the stream (i.e., θ GoPs). 6 A large value for θ implies that the allocation is over a large
number of GoPs, and hence a tolerance by the client for a bursty disbursement of periodic
allocation. A small value for θ specifies a smoother disbursement over time. Each client
request specifies a value for the parameter θ which is chosen at random between a lower
bound β and an upper bound γ. In our experiments we set β = 1 and γ = 10. To model
the level of fluidity (flexibility) of an SLA, we allow the period T to range from (θ−σ)∗T ′
to (θ+σ) ∗T ′, where σ (θ ≥ σ ≥ 0) determines the allowable deviation from the nominal
allocation period. A non-fluid SLA is one where σ = 0.
We model churn in the system as follows. Client arrivals (requests for streams) are
Poisson (independent) with a rate λ. Poisson arrival processes for VoD have been observed
in a number of earlier studies (e.g., (Veloso et al., 2006)). A client’s session time is set to
be the length of the entire stream served to the client. The specific stream requested by the
6In particular, for any given value of θ, it is assumed that the client is able to buffer (and hence absorb)
up to T = θ ∗ T ′ seconds of the stream (i.e., θ GoPs).
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client is chosen uniformly at random from among all streams in the system.
In our experiments, our purpose is to evaluate the efficiency of computing a colocation
configuration for our workloads, as opposed to the performance of system deployment.
Thus, to measure the efficiency of a colocation strategy X , we report the Colocation Effi-
ciency (CE), which is defined as follows:
CE = 1− W (X)
W (FF )
whereW (X) is the amount of wasted (unallocated) resources when colocation strategy
X is used, and W (FF ) is the measure of wasted resources when our baseline First-Fit
(FF) strategy is used. Thus, CE can be seen as the degree to which a strategy is superior
to FF (the reduction in wasted resources relative to FF, which according to theoretical
bounds (Liu and Layland, 1973) , can be up to 30%). In our experiments, all CE values
are calculated with 95% confidence.
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Figure 5·3: Colocation Efficiency: Baseline Results
Relative Performance of Various Strategies: Recall that the assignment of an incoming
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workload (request) is done using WAC, which attempts various SLA transformations on
an incoming request until the potentially transformed request is possible to assign to a host
(disk) using either First-Fit or Best-Fit.
In a first set of experiments, we compared the performance of WAC with No Repack-
ing under both FF and BF (namely FF-NR and BF-NR) to that of the plain FF and BF
heuristics (i.e., without attempting any SLA transformations). Figure 5·3 shows the re-
sults we obtained when varying the arrival rate (λ) for the different packing strategies: BF,
FF-NR, and BF-NR.
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Figure 5·4: Effect of fluid SLAs when only fluid transformations are al-
lowed, σ = 1, (a) FF-NR. (b) BF-NR.
In general, the performance of BF is only marginally better that FF, whereas both FF-
NR and BF-NR show measurable (up to 20%) improvement over both FF and BF, with
BF-NR performing slightly better than FF-NR. These results suggest that there is a mea-
surable improvement in colocation efficiency even when minimal SLA transformations are
allowed (namely the transformation of the SLA of the incoming request only).
To evaluate the benefit from repacking and migration, we ran a similar experiment
with the repacking policy set to Forced Repacking (FR). Figure 5·3 shows the measured
CE values for different arrival rates (λ) and different repacking strategies. Our “online”
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repacking strategies with no migration – namely FF-NM and BF-NM – improved coloca-
tion efficiency significantly. For lower arrival rates, CE was around 0.4, implying a 40%
reduction in wasted (unallocated) resources compared to FF. For moderate and higher ar-
rival rates, the reduction is more pronounced around 50%.
Figure 5·3 also shows results of experiments in which various migration policies are
enabled – namely Constrained Migration (CM) and Unconstrained Migration (UM). Both
approaches result in better performance compared to NM approaches, yielding CE values
between 0.55 and 0.6.
To summarize, this initial set of experiments suggests that, even in the absence of any
fluidity in the workload (SLA flexibility), a reduction of up to 60% in the wasted resources
is to be expected through the use of SLA transformations and repacking.
Benefit from Fluid Transformations: To measure the effect of fluidity on the overall
colocation efficiency, we performed experiments using the same setting as before, while
allowing a certain percentage of the requests to be fluid (with σ = 1), and only allowing
fluid transformations to be applied. In other words, non-fluid workloads were not subjected
to any transformations.
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Figure 5·5: Effect of fluidity level when only fluid transformations are
allowed, λ = 1, (a) FF-NR. (b) BF-NR.
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Figures 5·4 (a) and (b) show the results we obtained using both FF-NR, and BF-NR,
respectively, for various mixes of fluid and non-fluid workloads. As the result suggests,
having a mix with even a small percentage of fluid workloads results in improvements
(up to 20%) that are comparable to what we obtained when transformation of non-fluid
workloads was allowed with no repacking (cf. Figure 5·3).
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Figure 5·6: Combined benefit from applying both fluid and non-fluid
transformations, (a) FF-NR. (b) BF-NR.
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Figure 5·7: Effect of fluidity level when both fluid and non-fluid transfor-
mations are allowed, λ = 1: (a) FF-NR (b) BF-NR.
In the previous experiment, we fixed the fluidity level (σ = 1) and studied the effect of
changes in the mix of fluid versus non-fluid SLAs. Figure 5·5 (a) and (b) show results of
additional experiments in which we changed the level of fluidity (the parameter σ) while
keeping the value of λ = 1, for various mixes of fluid and non-fluid workloads. The
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results show that only small levels of flexibility (σ < 2) provided most of the achievable
improvements when only fluid transformations are considered.
Combined Benefit from Fluid and non-Fluid Transformations: Fixing the level of
fluidity to a small value (σ = 1), Figures 5·6 (a) and (b) show results from experiments in
which all possible transformations are allowed in a No-Repacking setting (i.e., FF-NR and
BF-NR) for different workload mixes. Figures 5·7 (a) and (b) show results of experiments
with similar settings – all possible transformations are allowed in a No-Repacking setting –
with λ = 1, and varying fluidity level σ (the flexibility parameter). The results (also shown
in Figure 5·8 for λ = 1 and σ = 1) show that the resulting performance is marginally better
(by only a few percentage points) than applying either non-fluid transformations or fluid
transformations.
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Figure 5·8: Effect of different types of transformations on the CE of FF-
NR (λ = 1).
System Scalability: In our experiments, the WAC component of MorphoSys was able to
handle large clusters of resources (disks) – up to 4, 000. If migration of workloads is not
enabled, WRC is able to handle even larger clusters in an “online” fashion. Enabling mi-
gration introduces significant computational overheads when dealing with large clusters.
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This makes the use of migration in WAC more practical for “off-line” (batch) use.
In a typical IaaS setting, there might be even more than a few thousand resources under
management, which would be more than what a single WAC instance can handle. We note
that in such cases, a practical solution would be to group the resources under management
into separate clusters, each of which is managed by a single WAC.
We note that our measurement of scalability deals only with the computational aspect
of MorphoSys (namely, computing efficient colocation configuration). In actual deploy-
ments, scalability will also depend on additional considerations due to system overheads
that are dependent on the specific setting. For IaaS settings like the one considered in the
experiments we presented in this chapter (colocation of streaming servers), one would not
expect much reconfiguration overheads except that of migrating and merging user stream
requests.7 However, in other settings involving more significant overheads (e.g., the han-
dling of large memory VM images to allow VM migration across hosts), the scalability of
MorphoSys will depend on the efficient management of such aspects.
5.4 Related Work
Service Level Agreements (SLAs): There has been a significant amount of research on
various topics related to SLAs. The usage of resource management in grids have been
considered in (Czajkowski et al., 2002; Netto et al., 2007); issues related to specification
of SLAs have been considered in (Keller and Ludwig, 2003); and topics related to the
economic aspects of SLAs usage for service provisioning through negotiation between
consumers and providers are considered in (Barmouta and Buyya, 2003; Burchard et al.,
2004). A common characteristic (and/or inherent assumption) in the above-referenced
body of prior work is that the customer’s SLAs are immutable. We break that assumption
7The effect of such overheads can be reduced using a number of ways including manipulation of stream
playout rates (Krishnan and Little, 1997), or by inserting secondary content in the stream (Basu et al., 1999)
(e.g. as done in systems like Crackle (Crackle, 2012)).
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by recognizing the fact that there could be multiple, yet functionally equivalent ways of ex-
pressing and honoring SLAs. Our MorphoSys framework utilizes this degree of freedom
to achieve significantly better colocation.
VM Colocation: VM consolidation and colocation are very active research topics (e.g.,
the work by Jason et al (Sonnek and Chandra, 2009)) that aim to minimize the operating
cost of data centers in terms of hardware, energy, and cooling, as well as providing a poten-
tial benefit in terms of achieving higher performance at no additional cost. Much work has
gone into studying the consolidation of workloads across various resources: CPU, mem-
ory, and network (Cardosa et al., 2009; Du et al., 2010; Nathuji and Schwan, 2008; Wood
et al., 2009; Meng et al., 2010). Wood et al (Wood et al., 2009) promote colocation as a
way to minimize memory utilization by sharing portions of the physical memory between
multiple colocated VMs. Network-aware consolidations have been studied in (Meng et al.,
2010). Colocation has also been explored as a means of reducing the power consumption
in data centers, for example by Cardosa et al (Cardosa et al., 2009). We note that in all
these works, the specification of the resource requirements for a VM is static and based on
some fixed average requested capacities. In our work, the specification of resource needs
is much more expressive as it allows VMs to control their resource allocation time-scale,
as well as expose any flexibilities VMs may have regarding such timescale.
Real-Time Scheduling: Different scheduling algorithms were suggested to deal with
scheduling of periodic/aperiodic hard real-time and soft-real time tasks (Davis and Burns,
2009) (and the references within). In addition, variants of proportional-share scheduling
algorithms – based on the concept of Generalized Processor Sharing (GPS) have been
suggested (Brandt et al., 2003; Duda and Cheriton, 1999) – which allow the integration of
different classes of applications. These approaches however do not take into consideration
reservation of resources and fairness in allocating resources. The work by Buttazzo et al
(Buttazzo et al., 1998) present an elastic task model based on a task defined using a tuple
(C, T, Tmin, Tmax, e), where T is the period that the task requires, Tmin and Tmax define the
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maximum and minimum periods that a task can accept. Our SLA model allows us to ex-
press classes of applications that are more general than the elastic task model. Moreover,
the SLA transformations that we utilize allow us to serve workloads under completely
different (C, T ) server supplied resources.
Hierarchical Scheduling: In (Shin and Lee, 2003; Regehr and Stankovic, 2001; Shin and
Lee, 2005; Henzinger and Matic, 2006), hierarchical scheduling was introduced in order to
address the problem of accommodating the colocation of real-time and non-real-time tasks
on the same host. Regehr and Stankovic (Regehr and Stankovic, 2001) introduced a hier-
archical scheduling framework providing various types of guarantees. They use rewriting
rules to transform a guarantee provided under a specific scheduling algorithm to another.
Shin and Lee (Shin and Lee, 2003) present a compositional scheduling framework based
on workload bounding functions, and resource bounding functions. They utilize a tree data
structure where the parent and children scheduling system may possibly utilize different
types of scheduling algorithms. Under their framework, any given system composed of
a workload, resources, and a scheduling algorithm, will be schedulable if the minimum
resource curve bounds the maximum resource curve. Unlike the work presented in this
chapter, these models assume a pre-determined static scheduling hierarchy and do not
focus (or consider) the problem of inferring such a hierarchy (which set of tasks to be
colocated under a common scheduler) which is crucial aspect to achieve better efficiency
in an IaaS setting.
Resource Allocation in Distributed Settings: Different approaches have been suggested
to deal with resource allocation in distributed settings (Netto et al., 2007; Foster et al.,
1999; Castillo et al., 2009; Lin and Dinda, 2005; Buyya et al., 2000; Czajkowski et al.,
1999) among many others. In these works, the main mechanisms used for providing QoS
guarantees to users are through resource reservations. Such reservations can be immedi-
ate, undertaken in advance (Foster et al., 1999), or flexible (Netto et al., 2007). To achieve
efficient allocation and increased resource utilization, these approaches model workloads
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as having a start time and end time. Under such approaches the resources allocated to a
workload would still be based on a percentage reservation, which results in performance
variability specifically for periodic workload requests. Our work complements these mod-
els by allowing for an expressive SLA model that admits the specification of constraint
flexibilities. We believe that providing this capability is crucial for the deployment of QoS-
constrained workloads while at the same time ensuring efficient utilization of resources.
This is the case, especially when such capabilities are coupled with the possibility of safely
transforming the workload characteristics.
5.5 Summary
In this chapter, we utilized the SLA model proposed in Chapter 4 to manage QoS-constrained
workloads in IaaS settings. Our SLA model supports an expressive specification of the
requirements for various classes of applications, thus facilitating auditability and perfor-
mance predictability using simple measurement techniques. We presented the architectural
and algorithmic blueprints of MorphoSys: an operational service which utilized work-
load SLA transformations (exploiting any flexibility therein) for efficient management
of QoS-constrained workloads in the cloud. We evaluated our framework by consider-
ing a cloud storage service scenario, and performed extensive evaluation using real video
traces. The results reported in this chapter – which suggest significant reduction in unal-
located (wasted) resources of up to 60 percent – underscore the potential from deploying
MorphoSys-based services.
Chapter 6
Operational Support for Colocation
As we alluded before, In an IaaS setting, more efficient resource utilization could be
achieved by appropriately colocating applications from multiple IaaS customers on the
same instance. Thus in this thesis, we outlined a CaaS framework that consists of two
set of services: (a) a strategic “match making” service that aims to identify groupings (or
coalitions) of VMs that reflect the best interest of each individual customer, and (b) opera-
tional service can be seen as implementing what it takes to enable and carry out (act upon)
the strategic choices made by (or on behalf of) customers.
For our CaaS framework to be practical, we must demonstrate that the set of services it
provides, do not negatively impact the IaaS value proposition. CaaS strategic services are
off-line, in the sense that they could be carried out as background, control-plane processes:
while they may consume resources, they have no negative impact on the performance of
customer VMs. CaaS operational services, on the other hand, are on-line, in the sense that
they involve the manipulation of (or interaction with) the VMs themselves, e.g., for perfor-
mance profiling or migration purposes. Thus CaaS operational services could potentially
have a negative impact on the performance of customer VMs.
In this chapter, we set out to demonstrate that the operational service could be imple-
mented in such a way so as to make such an impact negligible. In particular, we present
a scheduling algorithm that is able to identify and carry out a VM group migration plan
efficiently. As a proof of concept demonstrating practicality and efficiency, and to enable
us to report concrete performance metrics, we present Xen Colocation System (XCS) – a
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prototypical implementation of CaaS on top the Xen hypervisor. Our experimental eval-
uation – quantifying the cost-benefit as well as the performance overheads of CaaS – is
based on measurements obtained by deploying real applications using XCS, as well as
measurements obtained from extensive trace-driven experiments (using PlanetLab traces).
6.1 Colocation as a Service
Recall, CaaS services (as well as the data and control flows between them) are illustrated
in Figure 1·1 (cf. Chapter 1). The strategic service invoked periodically, every epoch, pro-
duces a desirable configuration which acts as the input to the migration service, which in
turn issues migration commands to relocate VMs so as to realize that desirable configura-
tion. The focus of this chapter is on the two major components of the operational service:
migration services, and monitoring and profiling services.
The migration component is needed at the beginning of any epoch in which a new
VM configuration is requested. It takes as input the current as well as the desirable VM
configuration and produces a concurrent migration plan, which it carries out by issuing
migration commands to the constituent VMs.
The monitoring (profiling) component1 is responsible for tracking CPU, network and
memory utilization of each VM. It tracks the usage of resources over a predefined interval
α. This service is offered through two engines. The System Monitoring Engine (SME)
runs on the physical machine and monitors all colocated user instances on that physical
machine, SME is also responsible for the execution of the migration commands received
from the migration service. the User Monitoring Engine (UME) provides monitoring from
within each VM, and can be used by customers to gather additional, finer resolution in-
formation (e.g., to measure application specific QoS characteristics, which may be needed
1The main purpose of this component is to provide users with the raw data that enables them to adjust
their reservations. Users might adopt different techniques to analyze/process this data (e.g., averaging or
statistical time series analysis/prediction).
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for future provisioning purposes). All data gathered by either SME or UME for a partic-
ular VM is available to the VM’s owner (the customer or a software agent thereof), who
may utilize such data to adjust future resource reservations (e.g., for the next reservation
epoch).
6.2 The XCS Prototype
In this section we present the Xen Colocation Service (XCS): a prototype implementation
of our CaaS framework. We chose the open-source Xen platform (Barham et al., 2003)
because it supports physical resource reservations, as well as live migration using itera-
tive bandwidth adapting (pre-copy or post-copy) memory page transfer algorithms (Clark
et al., 2005; Hines et al., 2009).
We note that our CaaS framework could be realized atop other virtualization tech-
nologies such as VMware (VMware, 2012), Openstack (OpenStack, 2012), or hosted as a
service on top of systems such as Kittyhawk (Appavoo et al., 2008).
The XCS Cluster: Our XCS prototype consists of a cluster of 3.2 GHz quad-core hosts
(the PMs), each of which with 3 GB of memory. The servers are connected to each other
using a one gigabit Ethernet, and to a network file server containing the VMs’ disk images.
One of the PMs is dedicated to supporting the various XCS functionalities and services,
while the remaining PMs are free to host VM instances of different sizes. All PMs run
Xen 3.4.2, and all hosted VMs run different versions of Linux Fedora distribution.
Each PM in the cluster consists of a Virtual Machine Monitor (VMM) and at least one
VM instance. VM instances are allocated specific fractions of the PM resources using Xen
reservation APIs. In particular, for the CPU, we use the cap option of Xen. This option
caps the CPU cycles that a domain is able to get through the Xen credit scheduler, which
assigns the CPU bandwidth fairly across all domains without exceeding the assigned cap
levels, even if the physical host has idle CPU cycles. For memory, we are able to allocate
specific amounts of physical RAM to each VM. As for network bandwidth, and since
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the Xen API does not provide for an explicit allocation of network bandwidth, we have
implemented a Linux packet filter to support it.
XCS’s strategic and run-time support services are java based applications. The user
and system monitoring engines (UME and SME) are implemented in python. The SME is
set up to collect and report statistics about CPU, network, and memory utilizations every
5 seconds. The monitoring engine is also used to execute migration commands with the
use of Xen’s migration and resource reservation commands.
The XCS PCG Strategic Service: Recall that our CaaS framework calls for the imple-
mentation of a strategic service that is responsible for initiating any necessary reconfig-
uration of the VMs in the cluster. In our XCS prototype, we have chosen to implement
a specific strategic service based on the Process Colocation Game (PCG) game-theoretic
formulation in (London˜o et al., 2009).2
Under PCG, each PM has a fixed cost (e.g., corresponding to what an IaaS provider
would charge for it). This cost is split among all VMs (users) sharing the PM in proportion
to their fractional use of the PM’s resources.This customer pricing is assessed periodically,
every colocation epoch – taken to be 5 minutes in our XCS implementation. Under PCG,
each VM (player) is able to entertain a “move” to a different PM, if such a move would
reduce its cost (at the next epoch). So, if xi is the utilization of the resource by user i and
the total utilization of the resource is U =
∑
i xi, then the cost for user i is ci = P · xi/U ;
where P is a constant denoting the price of the resource.
The process colocation games model, where customer interactions is driven by their
rational behavior, has two attractive properties. First, it is shown that the interaction among
customers for VM colocation purposes converges to a Nash Equilibrium (NE), i.e. a state
where no customer in the system is incentivized to migrate. Second, it is shown that the
Price of Anarchy (the ratio between the overall cost of all customers under the worst-case
2The XCS prototype could be easily adapted to support other choices such as CloudPack.
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NE and that under a socially- optimal solution) is bounded.3
To support PCG within our XCS prototype, we have implemented APIs for the work-
load specification component allowing users to specify the various resource reservations
they require (see Figure 1·1). Users can change such settings at any time (e.g., as a result
of changes in the workload, resulting in degraded performance as reported by the profiling
services), but such changes are not effective until the strategic services are invoked again
at the end of the current colocation epoch to effect the colocation in the following epoch.
The XCS strategic service we have implemented can be seen as carrying out the PCG
game every epoch. For a given VM (player), this is done by evaluating if there is a “better
response” for such a player – i.e., a colocation that reduces the overall cost of the player
– in the upcoming epoch. This cost reduction may be required to be above some pre-
defined threshold to avoid relocations that are not justifiable (relative to the overhead of
underlying migrations). By letting players take (random) turns in evaluating and executing
their better responses, the PCG game eventually (and typically very rapidly) converges to
a Nash Equilibrium – when no cost-reducing moves are possible for any player (VM) in
the system. As depicted in Figure 1·1, at this point, the XCS strategic service reports this
new configuration to the migration service, which realizes it for the next epoch.
When new users (VMs) join the XCS cluster, they are assigned exclusive PMs, and
they are charged accordingly for the remainder of the current epoch. By invoking the XCS
strategic services, such users are able to participate in the next PCG epoch, and thus are
able to find cost-effective colocations. User departures result in the deallocation of the
corresponding VMs (and associated reservations), thus excluding such users from being
part of the next PCG epoch.
The XCS Accounting Component: In addition to the cost that each user incurs as a result
3For PMs with homogeneous capacities and unit prices (which is the case in our setting), the Price
of Anarchy (PoA) is 3/2 (London˜o et al., 2009), which is quite efficient since there is no approximation
algorithm for the on-line bin-packing problem with an approximation ratio better than 3/2 (Vazirani, 2004).
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of their own use of resources, the various CaaS services themselves consume resources that
must be accounted for as well (e.g., in our XCS prototype, CaaS services are hosted on
a VM that consumes resources just like any customers VM would). The cost of CaaS
services constitute an overhead that must be borne by the parties beneting from CaaS
services (provider, reseller, or customers). Clearly, there are many ways to appropriate the
cost of such overhead. For instance, if customers are to collectively bear such costs, one
option may be to charge only the users who use the strategic service. Another option would
be to distribute the cost in proportion to the benet that customers begets from relocation.
Yet, a third option (and the one we adopt in our XCS prototype) would be to charge
customers equally, independent of whether they benet from the CaaS services or not.
We have implemented an accounting component that apportions the cost of using all
XCS services on all system users, equally. Here we note that we have considered other
choices for how to apportion the overhead costs of XCS over all users,4 but opted to stick
to this simple approach, which has the added advantage of being highly scalable to a large
number of users.
The XCS Migration Component: The XCS migration service is responsible for effi-
ciently realizing the colocation configuration obtained through the XCS strategic service
(i.e., the NE outcome of the PCG). In particular, given a configuration for the current
epoch, the migration service must determine the set of VMs that must be migrated as well
as the ordering of such migrations so as to realize the configuration requested by the strate-
gic service in the most efficient way. For example, as illustrated in Figure 6·1, consider a
current configuration in which VM1 and VM2 are colocated on the same PM, while VM3
is by itself. If for the next epoch, the strategic service requests the colocation of VM2 with
4Other strategies such as charging only the users who migrate would be counter intuitive to use since our
system tries to minimize the number of migrations, and an efficient migration service (such as DTM and
UTM) might end up migrating users who might not have requested to migrate. Dividing the cost over the
players who benefit from the system was another option we considered. Given the selfish nature of system
users, such an approach would result in introducing complexities (by making the strategic and accounting
services inter-dependent – e.g., the pricing we used for PCG would not hold).
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Figure 6·1: Mapping the Virtual Configuration into a Physical Configura-
tion.
VM3 (instead of VM1), then it will be necessary to migrate VM2 from the first PM to the
second, or else to migrate VM1 from the first PM to the second and migrate VM3 from
the second PM to the first. Which of these two options to follow is a decision that the
migration service must determine and execute. To that end, we have developed two migra-
tion services: A Data Transfer Minimization (DTM) migration service and a User Transfer
Minimization (UTM) migration service. DTM aims to minimize the amount of data that
needs to be transferred in the system, whereas UTM aims to minimize the number of users
(VMs) that are migrated. In the next section, we describe the algorithms underlying both
DTM and UTM, showing that they are within a constant factor of the optimal.
The XCS Monitoring and Profiling Services: The XCS monitoring service uses a similar
approach to those presented in (Kim et al., 2009a; Wood et al., 2007; Jones et al., 2006;
Gupta et al., 2006). The monitoring engines send their data to the profiling service whose
purpose is to generate a profile of the users’ resource utilization. Users may opt to use this
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information to change their resource reservations, which will only be effective during the
next reconfiguration epoch. We implemented profiling models based on the Exponential
Weighted Moving Average (EWMA) and percentiles profiling (95 percentile), with the
option of changing the user reservation only upon user consent.
The SME runs as a service in Domain-0 and provides the system with information
about the volume of the user workload – specifically processor, network and memory
utilization. To track CPU usage of VMs, we utilize the xenmon (Gupta et al., 2005)
monitoring tool because of its low CPU utilization. Network monitoring uses the Linux
/proc/net/dev interface, which allows us to monitor the number of bytes sent and received
on each Xen bridged interface. Monitoring a VM’s main memory is non trivial, since Xen
only provides a reservation bound on the amount of each VM’s main memory usage. To
that extent, we use the working set size as an indicator. To estimate the working set size of
each VM, we use the technique defined in (Wood et al., 2007; Jones et al., 2006), where
the reads and writes to each swap partition are possible to monitor as they reside on the
network and can be tracked. This technique allows us to infer accurately information about
the memory usage of the system during high load periods.
The UME runs inside the VM and provides two options for gathering CPU, memory,
and network utilization: through the /proc interface or through dstat process (Dstat,
2010) monitoring tool. Since users have full control over their VMs, they are able to
employ their own monitoring and profiling scripts. The profiling service API is designed
to accept input from a possibly-user-modified monitoring service.
6.3 Efficient Migration in XCS
In this section, we present the efficient migration strategies adopted in XCS.
VM Bundles: We elaborate on the example configuration in Figure 6·1. Assume that the
memory footprint of VM2 (i.e., its size) is 1, whereas that of VM1 and of VM3 is 1,000.
Migrating VM2 alone would cost 1, but migrating both VM1 and VM3 (swapping them)
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would cost 2,000. Thus, a sensible approach would be to avoid migrating VMs with larger
footprints. While such an approach would work for the case illustrated in Figure 6·1, it
will be rather inefficient for other cases. In particular, if we replace each of VM1 and
VM3 with 2,000 VMs, each of which with size 0.5, then an algorithm that chooses not to
migrate VMs with larger footprints will end up migrating 4,000 VMs of size 0.5, instead
of a single VM of size 1. This demonstrates that the cost of migration using such a simple
heuristic can be arbitrarily large, when compared to the optimal solution. This leads us to
the idea of VM bundles, which we define next.
Given two VM configurations – one for the current epoch and another for the next
epoch – a VM bundle is defined to comprise all VMs that are colocated on the same PM
in both configurations. VM bundles (or simply bundles) define the entities that migration
heuristics must handle.
Basic Definitions and Notation: Let S(x) be the memory footprint of bundle x. Let
M(P ) be the cost of migrating a set of bundles P , which equals the size of all the bundles
in P that need to relocate from their current PMs to new PMs. We define `(x) to be the
PM where bundle x is located (in the current/old configuration) and `′(x) to be the PM
where bundle x should be relocated (in the next/new configuration).
Figure 6·2: DTM keeps the biggest bundle x and relocates all αk, βk bun-
dles.
Consider bundle x in the configuration illustrated in Figure 6·2. We denote by {αk},
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the set of bundles that will be colocated with x in the new configuration,5 and we denote
by {βk} the set of bundles that were colocated with x in the previous configuration – i.e.,
`′(αk) = `′(x) and `(βk) = `(x). Let Ak denote the set of bundles colocated with αk in
the old configuration, and let Bk denote the set of bundles colocated with βk in the new
configuration – i.e., `(αk) = `(Ak) and `′(βk) = `′(Bk).
Algorithm 1 DTM(P)
1: x← argy∈P maxS(y)
2: `′(x)← `(x)
3: for all αk colocated with x in the new configuration do
4: `′(αk)← `(x)
5: end for
6: P ′ ← P − ({x}+⋃∀k{αk}+⋃∀k{βk})
7: DTM(P ′)
8: for all βk colocated with x in the old configuration do
9: `(βk)← `′(Bk) (determined by the recursive call)
10: end for
Data Transfer Minimization (DTM): To minimize the total data migrated, we use the
greedy Algorithm 1 (over bundles) shown below. The algorithm works recursively by
pinning the bundle x with the largest footprint (Step 1) to the PM it is currently in, thus
ensuring that this bundle will not move (Step 2). Then, the bundles to be colocated with x
in the new configuration, i.e., αk are moved into the same PM (Steps 3-5). Once the loca-
tion of all bundles that used to be colocated with x in the old configuration is determined
(as a result of the recursive call in Step 7), these bundles are moved to their new PM (Steps
8-10).
An important aspect of our DTM algorithm relates to the resources needed to migrate
VMs, since the spatial capacities of existing PMs may not be able to accommodate such
swapping. Thus, we distinguish between spatially constrained settings in which the PMs
are memory constrained (i.e., migration may require the use of intermediate PMs) and spa-
tially unconstrained settings in which the PMs are not memory constrained (i.e., migration
5Conveniently, we use k for enumeration and omit quantifiers over k.
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does not require the use of intermediate PMs). Figure 6·3 illustrates such a case wherein
no physical machine can hold 3 VM’s at the same time, necessitating the use of an extra
(or intermediate) PM.
Figure 6·3: An example where we need a temporarily machine to swap
VM2 and VM4.
This DTM greedy algorithm is not optimal. Taking for example the configuration in
Figure 6·1, if VM2 has slightly larger memory footprint it won’t move thus causing both
VM1 and VM3 to move. The sum of memory footprint of VM1 and VM3 would be
slightly less than twice the footprint of VM2, in this case our heuristic is slightly less than
twice as optimal.
The following theorem establishes a constant-approximation bound on DTM’s perfor-
mance relative to an optimal algorithm.
Theorem 15. In spatially unconstrained settings, the DTM algorithm results in at most
twice the amount of data transfer incurred by an optimal algorithm, whereas in spatially
constrained settings, it results in at most four times the amount of data transfer.
Proof. The basic idea underlying the proof is the observation that, at each time step, the
optimal solution may choose to keep only two other bundles instead of the biggest one
which DTM chooses to keep. All other bundles (which were or will be colocated with the
biggest bundle) would have to move anyway. Thus, by choosing the biggest bundle, DTM
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forces only two bundles, smaller in size by definition, to migrate. Thus our algorithm is a
2-approximation.
Figures 6·2 and 6·4 show two mutually exclusive migration decisions. In the first
(Figure 6·2), bundle x gets to stay at the the same PM and bundles αk,∀k and βk,∀k
migrate. The cost of migration is:
M1(P ) =
m∑
k=1
S(αk) +
n∑
k=1
S(βk) +M(P
′)
where M(P ′) is the cost to migrate the rest of the bundles as mentioned in the notation
section.
Figure 6·4: In option 2, we relocate bundle x and all the bundles αk, βk, ∀k
except αj and βi.
In the second option (Figure 6·4), x will be the one migrating. This option is general
enough to cover all other possibilities as we only have two options, to keep x or to migrate
x. By definition only one of the β bundles, if any, denoted βi is allowed to stay in the
same PM, while all other β bundles will migrate along with x. Only one α bundle, if any,
denoted αj will stay while all the other α bundles will migrate. The cost of migration in
this case is
M2(P ) = S(x) +
m∑
k=1k 6=j
S(αk) +
n∑
k=1k 6=i
S(βk) +M(P
′
c)
Notice that M(P ′c) is a constrained version of M(P
′) as all the bundles in the set Bi
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will have to migrate in, because βi will stay in the same PM. Also all bundles in the set Aj
will have to migrate, because αj will stay in the same PM. This is not the case in the first
option as one of the bundles of each of the sets Bi and Aj is allowed to stay in the same
PM. Thus, if we use the same migration algorithm, denoted Alg, on both P ′ and P ′c we are
certain that
MAlg(P
′) ≤MAlg(P ′c)
DTM always chooses the first option. Thus,
MDTM(P ) =M1(P )
Now, assume the existence of an Oracle (OPT) that knows the optimal way to migrate
the set of bundles P by returning the minimum of the two options:
MOPT(P ) = min {M1(P ),M2(P )}
If OPT chooses the first option, then the cost for migrating {αk∀k, βk∀k} is the same
as DTM. Thus
MOPT(P ) =
m∑
k=1
S(αk) +
n∑
k=1
S(βk) +MOPT(P
′)
By induction, if we assume that
MDTM(P
′) ≤ 2 ∗MOPT(P ′)
then
m∑
k=1
S(αk) +
n∑
k=1
S(βk) +MDTM(P
′) ≤ 2 ∗ (
m∑
k=1
S(αk) +
n∑
k=1
S(βk)) + 2 ∗MOPT(P ′)
which means MDTM(P ) ≤ 2 ∗MOPT(P ).
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If OPT chooses the second option (to migrate x and keep αj and βi), then by definition
S(αj), S(βi) ≤ S(x), otherwise they would have been chosen as x. The maximum penalty
for choosing the first option would be when S(αj) = S(βi) = S(x)− . Starting from the
induction case where we assume that:
MDTM(P
′) ≤ 2 ∗MOPT(P ′)
MOPT(P
′) ≤MOPT(P ′c)
MDTM(P
′) ≤ 2 ∗MOPT(P ′c)
m∑
k=1
S(αk) +
n∑
k=1
S(βk) +MDTM(P
′) ≤
S(aj) + S(βi) + 2 ∗ (
m∑
k=1k 6=j
S(αk) +
n∑
k=1k 6=i
S(βk))+
2 ∗MOPT(P ′c)
MDTM(P ) ≤ 2 ∗ S(x) + 2 ∗ (
m∑
k=1k 6=j
S(αk) +
n∑
k=1k 6=i
S(βk)) + 2 ∗MOPT(P ′c)
MDTM(P ) ≤ 2 ∗MOPT(P )
By iteratively choosing x as the biggest bundle in the set P , resulting in the set P ′ such
that |P ′| < |P |. Eventually P will be empty. The base case is when the remaining set is
empty. In this case MDTM(φ) = MOPT(φ) = 0. Thus in spatially unconstrained setting,
MDT results in 2-approximation of the optimal.
In spatially constrained settings, we might want to move a VM to a destination PM but
there is no free space in its memory for it.
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We can solve any swapping problem in our DTM by simply migrating all the VMs that
need to migrate, initially, to temporary machines then migrating them back to their final
destination. In this case we double the amount of data migrated. On the other hand the best
case for optimal solution is when it doesn’t need to do an VM swapping. Thus the amount
of the data migrated in the optimal case remains the same. Thus our DTM algorithm with
swapping all migrating machines is at worst 4 times the optimal solution with swapping
no machine. Thus, in this case DTM is 4-approximation at worst.
User Transfer Minimization (UTM): Rather than minimizing the amount of data move-
ment resulting from a reconfiguration, UTM minimizes the number of VMs affected (dis-
rupted) by the reconfiguration. The UTM algorithm is identical to that of DTM, except
that the “size” of a bundle is taken to be the number of VMs that constitute the bundle
(as opposed to the memory footprint of the bundle). The performance bounds for UTM
are also similar to those of DTM – a 2-approximation for unconstrained settings and a
4-approximation for constrained settings.
Concurrent Migration Scheduling: Our base implementation of DTM (UTM) produces
migration requests sequentially to minimize the intermediary space needed to hold VMs
as they are moved in an out of PMs. While efficient in space, performing migrations
sequentially can be a time consuming process, especially for large clusters.6 To minimize
migration time, it would be natural to issue migration commands in parallel. However,
since migration can have an effect on both the source and destination PMs (in terms of
resources consumed) as well as a global impact on network bandwidth consumption, we
must ensure that concurrently executing migrations do not conflict.
The problem of parallelizing migrations is similar to a scheduling problem for storage
systems, which was proven to be NP-complete (Hall et al., 2001) by reducing it to the
6Notice that prolonging the time it takes to realize a new configuration does not necessarily imply per-
formance degradation for the hosted VMs, since for a given VM, any significant impact on performance will
be due to live migrations involving that VM.
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graph edge coloring problem. In (Hall et al., 2001), the authors present heuristics to solve
the problem under various constraints. For XCS migrations services, we follow a similar
approach by developing a service that maximizes the number of concurrent migrations,
while ensuring that no source, destination, or intermediary PM is involved in more than
one VM migration at a time (i.e., either sending or receiving, but not both).
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Figure 6·5: Performance of DTM (a) and UTM (b) algorithms: Under
exponential (a & c) and powerlaw (b & d) session times
6.4 Performance Evaluation
In this section we present results from extensive experimental evaluations of our XCS
prototype. Our main motivation is to establish the feasibility of CaaS as incarnated in
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our XCS prototype by: (1) contrasting the performance of various XCS design choices,
e.g., DTM versus UTM, (2) show that the impact of deploying XCS on the performance
of hosted VMs is minimal, (3) quantify the potential monetary gains that users of XCS
services may stand to achieve.
DTM versus UTM: We use trace-driven workloads to contrast the performance of DTM
versus UTM. The traces we use were derived from publicly available PlanetLab traces of
CoMon (Park and Pai, 2006). PlanetLab is an example of a hosting infrastructure that al-
lows researchers to submit tasks that utilize various resources from the PlanetLab servers.
The traces we used give us snapshots of PlanetLab server capacities, as well as the uti-
lization of the slices assigned to the various tasks (users) colocated on each server. The
main advantage of this data set is that it gives us a realistic distribution of typical task
utilizations on a fairly large scale.
We used the PlanetLab data set to synthesize a workload in which user (VM) arrivals
are Poisson with a rate λ, and in which user (VM) session times follow either an expo-
nential or a powerlaw distribution with a mean δ. Each user (VM) session acquires a slice
with resource utilizations that are drawn from the Planet Lab data set. In our experiments,
we set the arrival rate to be λ = 10 users/epoch, and we set the average session times
to δ = 10 epochs (for an average of 100 VMs in the system). We also assume the exis-
tence of only one intermediary PM to be used to perform swappings if needed (this is a
conservative assumption).
We ran the experiment for 150 epochs, with the first 30 epochs used for warm-up.
Every epoch (of five minutes), the XCS strategic service is invoked on behalf of all users
in the system, and the resulting colocation configuration is realized using either DTM or
UTM. Figures 6·5(a) and 6·5(b) show the percentage the data migrated in the system (by
normalizing the amount of data transferred by the total amount of data in the system).
As expected, these results show that DTM incurs much less data transfer overhead than
UTM. Figures 6·5(c) and 6·5(d) show the percentage of the VMs migrated (by normalizing
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the number of migrations by the total number of VMs in the system). Surprisingly, the
performance of both UTM and DTM is quite similar. The results in Figures 6·5 show that
the results under exponential and powerlaw session times are quite similar. Overall, these
results confirm that the DTM algorithm is superior to the UTM algorithm.
Impact of XCS Migrations on VM Performance: We consider the effect of frequent live
migrations on the performance of a migrating VM as well as on the performance of non-
migrating VMs, which might be impacted by overheads due to data transfers or other over-
heads underlying live migration. To do so, we use a baseline VM running the (TPC-W)
web application benchmark (Wayne D. Smith, 2010). Our choice of the TPC-W bench-
mark is motivated by the fact that I/O-bound applications are more prone to disruption of
service due to migrations than CPU-Bound applications. The TPC-W benchmark models
an Amazon-bookstore-like web application that provides workload generators that simu-
late multiple concurrent browser clients accessing the application. Our TPC-W benchmark
uses MySQL 5.05 and runs on Tomcat version 5. All experiments are repeated multiple
times, and all results are reported with 95% confidence.
To measure the impact of XCS migration services on the migrated VM, we use a setting
consisting of two PMs. We run a single VM that hosts the TPC-W web application on one
of the two PMs, and we perform migrations of that VM from the PM it is running on to the
other PM under a variety of conditions. We use the TPC-W workload generator to create
350 clients which are run (on external hosts) against the TPC-W server for 300 seconds,
allowing for server throughput and response time metrics to be collected.7
Figure 6·6(a) shows the average throughput of the TPC-W server, measured in Web
Interactions per Second (WIPS). Figure 6·6(b) shows the corresponding average response
time observed by clients, measured in milliseconds. The migration rate (on the horizontal
axis) is measured in Hertz and ranges from one migration every 100 seconds, to one mi-
7The impact of VM live migration on VM performance is well documented in the literature, e.g., (Clark
et al., 2005; Voorsluys et al., 2009).
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Figure 6·6: Impact of migration on throughput (a) and response time (b).
gration every 20 seconds. As indicated by the results in Figure 6·6, and as expected, as
the TPC-W server is migrated more frequently, its throughput is decreased (by as much
as 15%) and its response time is increased (by as much 30%). These results are quite en-
couraging since the rate with which a single VM is likely to migrate is likely to be much
less than the rates we used. With an epoch of 5 minutes, the maximum migration rate for
a VM is once every 300 seconds.
We now turn our attention to the impact of XCS on VMs that are not involved in
migrations (e.g., due to contention over system resources, such as network bandwidth,
CPU, and memory). We do so using a setting involving two VMs on two PMs. One of
the VMs is pinned to one of the PMs whereas the other is made to relocate back and forth
between the two PMs every colocation epoch. The non-migrating VM runs the TPC-W
web application benchmark (as before), whereas the migrating VM is configured to use
various percentages of the PM resources (to evaluate the impact of contention over various
resources).
In particular, we report results for two extreme settings. In the first, the migrating VM
is CPU-bound, i.e., it hosts an application that uses 100% of the CPU cycles allocated
to it by XCS. In the second, the migrating VM is network-I/O-bound, i.e., it hosts an
application that uses 100% of the network bandwidth allocated to it by XCS. In both
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of these cases, we perform XCS migrations at different rates. And, as before, we use
the workload generator provided with TPC-W to measure performance (throughput and
response time) with 350 clients for 300 seconds.
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Figure 6·7: Impact of XCS services on non-migrating TPC-W VM: Effect
on throughput.
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Figure 6·8: Impact of XCS services on non-migrating TPC-W VM: Effect
on response time.
Figures 6·7(a) and 6·8(a) show the average throughput and response times of the TPC-
W server in the presence of an I/O-bound migrating VM, whereas Figures 6·7(b) and
6·8(b) show the same results for a CPU-bound migrating VM. As with our results for
migrating VMs, we note that the impact of XCS migration on non-migrating VMs is also
more pronounced as migration rates increase. However, we note that the impact in this case
(even with fairly high migration rates) is minimal – limited to a 5% decrease in throughput
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and a 4-7% increase in response time.
Overall Cost Savings: We use our XCS prototype to measure the cost savings that are
possible to achieve per user. To do so, we run the system with a random set of 100 users
(VMs) selected from the PlanetLab workload. We assume that if users opt not to use
our system, then they will end up paying a unit cost. Using our system, the XCS system
calculates the cost of each user (including the amortized cost of running all XCS services
– strategic and operational).
Figure 6·9(a) shows the cumulative distribution function (CDF) of the cost savings ac-
crued by users (the difference between the unit cost of using a PM exclusively and the cost
of colocation through the XCS system). These results suggest that (at least for PlanetLab-
like workloads) more than 50% of the users achieve savings upwards of 50% – with the
average cost saving for all users being 33%. Our results also show that the amortized costs
of the XCS services are insignificant compared to the actual savings achieved by most
users (VMs). In particular, the average cost per user is 0.64, of which only 0.01 accounts
for the amortized cost of running the various XCS services.
To appreciate the cost savings achievable through the use of XCS, we also calculate
the cost inflation ratio (CIR). For a given user, CIR is the ratio of the actual cost borne by
the user to the Utopian cost for that user, where the Utopian cost is the minimal possible
cost – reflecting only the cost of the resources that the user actually uses. Utopian costs
are achievable only if a perfect packing of the VMs into PMs is possible. Figure 6·9(b)
shows the CDF of the CIR for all users: Almost 40% of all users end-up with costs that
are indistinguishable from Utopian costs (i.e., with a CIR approaching 1) and over 95% of
all users achieve a CIR less than 1.5, which is the best approximation ratio known for bin
packing.
System Scalability: The main overheads in XCS are those attributed to supporting strate-
gic services (namely the better-response computation needed for PCG) and supporting
migration services (namely the data transfers underlying live migrations). For strategic
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Figure 6·9: CDF of user cost savings (a) and inflation ratio (b).
services, supporting up to 500 users in real-time was shown to be quite feasible (London˜o
et al., 2009). Beyond that, finding better-responses may become computationally expen-
sive and reaching NE take a long time. For migration using DTM, our experiments suggest
that supporting hundreds of users is quite feasible with respect to data transfer overheads.
For extremely large clusters with high churn rates (either high arrival/departure rates or
high reservation adjustment rates), the total amount of data transfers in support of XCS
migrations might become an impediment to scalability. Even beyond these large scales, it
is possible to boost scalability by partitioning users into clusters — based on broad criteria
(e.g., based on geographical proximity or based on similarity in session lifetimes or work-
load characteristics). These clusters could be managed using independent XCS services.
6.5 Related Work
VM consolidation and colocation are very active research topics. The goal of minimizing
the operational cost of a data center (in terms of hardware, energy, and cooling), as well as
providing a potential benefit in terms of achieving higher performance at no additional cost
has been considered by Jason et al(Sonnek and Chandra, 2009). Also, a lot of work has
gone into studying the consolidation of workloads across various resources: CPU, memory
and network. Wood et al (Wood et al., 2009) promote colocation as a way to minimize the
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actual memory utilization by sharing portions of the physical memory between multiple
colocated VMs. Network-aware consolidations have been addressed in (Kim et al., 2009a;
Govindan et al., 2007; Stage and Setzer, 2009; Khanna et al., 2006). In (Khanna et al.,
2006), the authors consolidate VMs in a way similar to bin packing, while providing a
monitoring technique that triggers migrations to resolve hotspots. Colocation has also been
explored as the means for reducing the power consumption in data centers, for example by
Cardosa et al (Cardosa et al., 2009).
Another consideration when consolidating IaaS VM workloads is the fact that IaaS
environments may be highly dynamic due to the churn caused by arrival and departure of
VMs, and/or the need of customers to change their own resource reservations in tandem
with changes in the workloads that their VMs must handle. In such settings, complex sets
of VM migrations must be performed in such a way that the impact on performance is
minimized.
VM migration mechanisms have an impact on CPU and network capacity. Recent
work (Nelson et al., 2005; Sapuntzakis et al., 2002; Wood et al., 2007; Ranjan et al.,
2002; Bradford et al., 2007; Liu et al., 2009) considered ways to migrate VMs so as to
minimize CPU and network overheads, with careful consideration so as not to violate a
client SLAs. We note that these mechanisms are designed for the benefit of the infrastruc-
ture provider, and indeed are carried out without the knowledge or consent of VM owners.
They are done for the sole purpose of reducing the total cost of operation of the data center
by reducing cooling and electricity costs. In our system, the purpose of migration is radi-
cally different (and so would be the resulting VM configurations). In particular, we view
CaaS not as an optimization framework to minimize the provider’s operational costs, but
rather as a framework that enables an efficient marketplace that empowers various parties
– customers, providers, aggregators, and resellers – to maximize their utilities.
CaaS strategic services bring into consideration the economics of the system from
the customer’s (selfish) perspective. Many resource management systems have been de-
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veloped for large-scale computing infrastructures (Wolski et al., 2001; Gomoluch and
Schroeder, 2004; Buyya et al., 2009; Buyya et al., 2000; AuYoung et al., 2009) using
various micro-economic models, such as commodity markets, auctions, double-auctions,
and combinatorial auctions. The choice of PCG (London˜o et al., 2009) implementation in
XCS was motivated by the fact that in colocation games performance is a constraint that
is enforced by means of a resource reservation mechanism, and the cost is variable and
depends on the reserved fraction of each resource, thus tt is budget-balanced and it satises
a notion of fairness. Moreover, the Price of Anarchy is bounded, and the bound is the same
as the best-known approximation ratio for a centrally computed solution.
6.6 Summary
Significant cost savings could be realized by supplying cloud tenants with the means to
efficiently colocate their workloads on cloud resources. In this chapter, we showed the
feasibility of designing operational services in support of colocation. We instantiated these
services on a Xen virtualization platform by implementing and evaluating an XCS proto-
type. Our work on XCS Operational service made use of specific design and implementa-
tion choices; extensive experimental evaluation highlights the feasibility and efficiency of
our framework.
Chapter 7
Conclusion
Infrastructure as a Service is a compelling paradigm for the deployment of distributed
applications and services on the Internet, with many providers seizing the opportunity to
set forth the excess (unutilized) capacity of their datacenter to be leased by customers in
the form of virtual machines subject to SLAs.
The value proposition of IaaS offerings necessitates efficient mapping of physical re-
source to VMs. This process involves non-trivial optimizations that depend on many fac-
tors, including time and location dependant factors. Despite these complexities, most IaaS
resource offerings extended to customers are typically in the form of fixed-size, fixed-price
SLAs. Although these models are simple, these type of offerings have serious drawbacks.
In this thesis, we present contributions that address the drawbacks of fixed-size, fixed-price
SLAs.
7.1 Summary of Contributions
Our first contribution is the design, modeling, and development of Colocation as a Service
(CaaS) a framework for resource management that allows colocation of customer work-
loads on the IaaS provider infrastructure in such a way that the infrastructure is efficiently
utilized, while satisfying the interests of customers. Our framework consists of two major
services: strategic and operational. CaaS strategic services provide customers the means
to specify their workloads, giving them the opportunity and incentive to take advantage of
any tolerances (flexibility) they may have regarding scheduling of their workloads. CaaS
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operational services provide the information necessary for, and carry out the reconfigura-
tions mandated by strategic services.
An advantage of our framework, is that it can be incorporated and offered as a (distin-
guishing) feature by IaaS providers. It could be developed as a mechanism that allows an
IaaS reseller to leverage the efficiencies resulting from IaaS customer aggregation, allow-
ing it to offer more economical IaaS offerings to customers who are willing to colocate
with others. It could be used in a peer-to-peer fashion to allow IaaS customers to form
coalitions that benefit from colocation.
Our second contribution is utilizing a dynamic pricing model to address the ineffi-
ciency of fixed-price SLAs and give customers the opportunity and incentive to take ad-
vantage of any flexibilities they may have regarding the provisioning of their workloads.
We present CloudPack: a framework for workload colocation, which provides customers
with the ability to formally express their workloads along with their temporal flexibilities
using DAGs, optimizes the use of cloud resources to minimize total costs while allocat-
ing clients’ workloads, and utilizes Shapley valuation to rationally – and thus fairly in a
game-theoretic sense – attribute costs to the customers. We used statistical methods to
overcome the complexity of estimating Shapley valuation. Using extensive simulation, we
show the practical utility of our CloudPack colocation framework and the efficacy of the
resulting marketplace in terms of cost savings. Thus, CloudPack provides the means and
mechanisms for the benefit of both customers and providers.
Motivated by the fact that the mapping between what constitutes desirable performance
and SLAs is not unique. Our third contribution is the development of a type-theoretic for-
mulation for resource supply and demand. The formulation allows us to model SLAs for
applications that require more granular access to resources. Furthermore, it provides the
theoretical means to rewrite SLAs as long as such rewriting is safe. Towards that goal,
we presented MorphoSys: an operational service that allows the manipulation of SLAs to
enable efficient colocation of arbitrary workloads. Based on extensive experimental eval-
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uation, we show that exploiting such flexibilities yields significant gains for the provider.
The final contribution of this thesis, is to establish the practicality of our proposed
framework by presenting XCS – a prototype implementation of CaaS on top of Xen hy-
pervisor. XCS makes specific choices with respect to the various elements of the CaaS
framework in general and the operational services in particular. It features a novel concur-
rent migration heuristics which are shown to be efficient; and offers monitoring at both the
hypervisor and VM layers. Extensive experimental results obtained by running PlanetLab
trace-driven workloads on the XCS prototype confirm the premise of CaaS – by demon-
strating the efficiency and scalability of XCS, and by quantifying the potential cost savings
accrued through the use of XCS.
7.2 Open Research Directions
Future research directions include efficient workload migration, extending our type-theoretic
formulation into different domains, development of pricing mechanism for cloud resources,
and progression towards a cloud exchange.
Workload Migration: VM migration has been studied in offline or online (live) settings,
with different proposals and optimization to achieve seamless and efficient VM migra-
tion. Several leading virtualization vendors (e.g., VMware, Xen) are offering migration
technologies as part of their product offerings. Although essential, the main focus of this
research is on the efficient, fast and live migration of a single VM from one physical
machine (PM) to another. In a cloud provider datacenter, due to different events (e.g.,
PM failures, software upgrades, network reconfigurations, and customer churn) there is
the need to efficiently migrate not only a single VM but the efficient migration of a set
(Cluster) of VMs between PMs. Inefficient VMs migration can result in degradation in
performance and violation of SLAs.
Type-theoretic formulation for cloud storage: With the emergence of Big Data, cloud
storage is becoming an essential component of cloud computing with applications request-
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ing different SLAs to guarantee performance of access, privacy, and fault tolerance of its
data. Currently, IaaS provider’s storage offerings extended to customers is also in the form
of fixed-size SLA. Similar to CPU resource supply and demand, such mapping of requests
to resources is not unique. The type-theoretic formulation (cf. Chapter 4) for the rep-
resentation of resource supply and demand can be generalized to allow for specification
of storage requests and development of a set of rewriting rules that allows for efficient
utilization of resources.
Pricing Cloud Resources: Resource pricing is an important and essential component of
any cloud offering. Under-pricing or over-pricing may lead to significant loss of revenue
for the cloud provider. Thus from the cloud provider’s perspective it is essential to develop
an efficient, mathematically sound, and revenue generating pricing models for resources.
From the customer’s perspective, it is desirable to have a fair pricing component that in-
creases the transparency and enhances the trust between the customer and provider. One
way to achieve this is by developing efficient methods to calculate and publish real-time
resource prices. Note that the pricing component can have different pricing policies de-
pending on the type of markets for resource offerings (e.g. Amazon reserved instance,
Amazon EC2, and Amazon Spot).
Towards a cloud exchange: The thesis highlights the feasibility and benefits of designing
and building a CaaS framework. It also advocates the use of economic approaches as effi-
cient mechanisms for workload management in the cloud. To quantify the practical utility
of CaaS, the framework needs to be deployed in an actual cloud setting, and evaluated at
a large scale by cloud customers to manage their workloads. Currently, cloud providers
have no economic incentive to adopt and deploy such frameworks, which hinders not only
the practical usability of the CaaS framework, but also the emergence of other types of
markets. Efforts underway at Boston University Hariri Institute (Hariri Institute, 2013) are
of significant importance in providing the resources for the deployment of CaaS as well as
providing opportunities for market based approaches with different pricing mechanisms to
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be designed, deployed, and validated by actual customers to highlight their practical bene-
fits. These efforts pave the way towards a more general research proposal of combinatorial
cloud exchange, which among other properties allows for complex user behavior such as
acting both as resource consumer and resource provider.
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