Abstract
Introduction
We optimize signal processing algorithms by applying algebraic identities to computations in algorithms to reduce implementation cost. We handle one-dimensional and multidimensional signal processing algorithms that involve both fine grain and coarse grain computation. We represent algorithms in an algebraic notation in which operators (systems) are applied to functions (signals). Algorithms and implementation cost can be programmed directly into the environment or imported from another environment. Once optimized, algorithms can be exported to other environments.
By rearranging computation in algorithms, our automated tools can search for a form of the algorithm that is globally optimal or satisfies design constraints. For example, we recently designed a touchtone decoder [ 1 11 using the Ptolemy design environment [I] [ 121. Ptolemy generated assembly code that required more data memory that was available on the target digital signal processor board. By rewriting the decoder algorithm using simple identities with the goal of reducing data memory usage, Ptolemy generated code that fit on the board.
processing algorithms, we need
In order to automate the optimization of signal comprehensive collections of algebraic identities for signal processing algorithms, search mechanisms to apply the rules in an intelligent manner, and accurate estimates of implementation cost.
We address each issue after discussing the background for this work. We end the paper with examples.
Background
Automated rearrangement systems based on applying algebraic identities to algorithms represented as algebraic expressions have produced efficient implementations of the following one-dimensional multirate signal processing algorithms: commutativity of an upsampler and downsampler in polyphase forms for rational rate changes [ 131, and multiband structures for optimal detectors based on the
In [13] , the automated rearrangement system performed an exhaustive search for all alternative implementations. Because of the exhaustive search, this approach is severely limited because the searching requires an exponential a m o u n t of time a n d memory in t h e number of rearrangement rules and algorithm subexpressions. In [ 141, the automated rearrangement system applied heuristics to reduce the search. For example, the heuristics rearrange a set of parallel computations if and only if the parallelism (regularity) in the branches would be maintained. A similar system exists for morphological algorithms [ 191.
An algebraic notation is convenient for describing and analyzing algorithms. Algorithms in an algebraic notation become a sequence of equations. Equations are represented in an expression tree in which the nodes are operators (systems) and the leaves are functions (signals). For Figure 1 , it is possible to analyze the algebraic representation to derive the properties of the system such as stability, causality, linearity, and so forth, in terms of h[n]. We have not specified the data types for the system h[n] and the signals x[n] and y[n], nor how computation in the algorithm will proceed. The algorithm will work properly if it processes one sample at a time. If it were to process two samples at a time, then the flow graph in Figure l a 
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Algebraic Identities
The first step in an algebraic algorithm design environment is identifying and deriving the key identities used in optimizing algebraic expressions. The identities either simplify or rearrange expressions. Simplification removes redundant operations from an expression and therefore lowers implementation cost. Rearrangement produces a new equivalent expression that may sometimes give a lower or a higher or the same implementation cost.
One set of algebraic identities relies on the properties of the operator (system). Example properties, which include linearity and commutativity, are given in Table 1 [22] . This approach allows a compact representation of algebraic identities [13] [14] . For example, the fact that the order of two linear time-invariant systems in cascade can be switched can be captured in one identity. In this way, we can add a new operator without needing to add any new identities, thereby avoiding an exponential explosion in the number of identities to capture all possible combinations for an identity. The identities based on system properties apply to a wide class of algorithms. We supplement the identities based on system properties. We use the identities for one-dimensional multirate digital signal processing operations report by Myers [13] and Cove11 [14] . We also add the collection of multidimensional multirate digital signal processing identities reported by Evans et al. [15] .
System Property Meaning
We have encapsulated all of these identities in the computer algebra environment Mathematica [2 11 as if/then rules. We represent operators using the form
For example, a digital finite impulse response (FIR) filter with filter coefficients 1, 2 and 1 operating on signal x[n] becomes
Algebraic identities are expressed as conditional rules, e.g.
This rule rewrites an interpolator, represented as digital FIR filter that follows an upsample operation, in polyphase form. This particular rule has a similar form in multiple dimensions. Evans et al. released a comprehensive set of identities in the form of rewrite rules for one-dimensional and multidimensional signal processing algorithms as part of the freely distributable Signal Processing Packages [22] for Mathematica [21] . The identities included over 60 rearrangement rules (13 are based on system properties) and 78 simplification rules. The packages also include hundreds of additional rules for computing onedimensional and multidimensional Laplace, Fourier, 
Search Techniques
Search techniques are susceptible to an exponential explosion in memory usage if they keep track of the equivalent forms they generate. In the worst case, both breath-first and depth-first searches have to build an exhaustive list of all of the possible equivalent forms to search for the optimal solution. We avoid having to keep track of all of the equivalent forms by using hill climbing and simulated annealing search techniques, which only keep a single state in memory [23] .
Hill climbing and simulated annealing are informed searches in that they take advantage of structure in the expression to be optimized. Both approaches require an expression to optimize, a list of rearrangement rules, a successor function, a maximum number of iterations, and an evaluation function, as input arguments. The successor function takes an expression and a list of rearrangement rules and returns a list of equivalent expressions called successor states. The evaluation function measures the implementation cost of an expression and is used to rank equivalent forms.
Hill climbing takes the original expression as the current state. To find the next state, it generates the successor states by applying a set of rearrangement rules to each node in the expression tree. From the successor states, hill climbing chooses the successor state with the lowest implementation cost. The process continues until no successor state can be found with a lower implementation cost. In the solution space, hill climbing may terminate at a local minimum, become trapped in a flat valley, or oscillate in a crevice. When it fails to make progress, it can be restarted at a randomly chosen subexpression. If enough iterations are allowed, this approach will eventually find the optimal solution with respect to the rearrangement rules. Simulated annealing is similar to hill climbing except that at every step, it chooses a random state from among the successor states. If the new state decreases the implementation cost, then it is always taken. Otherwise, the new state is taken with a probability that decays exponentially with the number of iterations performed so far. Our current experiments in applying hill climbing to rearranging polynomial expressions show that it outperforms the traditional search techniques of breadthfirst and depth-first searching in execution time and memory usage to find the same optimal answer.
An example of using hill climbing to optimize the implementation of polynomial expressions is shown in Figure 2 . The successor function returns a list of all possible pairs of a x" + b xm terms from the current expression in factored form. The evaluation function is simply the number of operators (number of nodes in the expression tree). Hill climbing quickly finds the optimal implementation of the polynomial, which is Horner's form.
We have implemented depth-first, breadth-first, hill climbing, and simulated annealing search functions in a set of freely distributable Heuristic Search Packages for Mathematica. Accompanying the packages is an electronic notebook showing several examples of heuristic searches applied to optimize the computation of polynomials. The Heuristic Search Packages are available on the World Wide Web at http: //www.wolfram.com/ from Mathsource.
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Estimates of Implementation Cost
As we mentioned in Section 2, algorithm rearrangement must be performed with knowledge of how the algorithm will be computed in order to prevent introducing deadlock into the algorithm, and measure implementation cost. The way an algorithm processes data is described by a model of computation. Dataflow models of computation, for example, express only the actual data dependencies that exist in an algorithm, S O they track the flow of data. Dataflow models naturally describe data-intensive operations such as multirate digital signal processing algorithms.
In dataflow, an algorithm can be scheduled in a variety of ways, but the schedule must honor the dependencies of data in the algorithm. Synchronous dataflow [2] models each operator (system) as a consumer and producer of a fixed number of data samples for each of its inputs and outputs. All of the data that is produced gets consumed. The model imposes that the flow of data cannot change in a way that is dependent on the value of data so that the model can be converted into a schedule (an ordering of computation) that is deterministic and fixed. The schedule can be repeated periodically without requiring unbounded memory. This type of data processing is well-suited for digital signal processing in which an algorithm is applied to every input sample or block of input samples over and over again. Figure 4 shows a simple algorithm consisting of two components (subexpressions) labelled A and B. The algorithm is modeled as a block diagram (graph) using Synchronous Dataflow (SDF). In the SDF graph, component A must execute three times and component B must execute twice to balance the production and consumption of data samples. Several possible schedules exist, e.g. AAABB and 3(A) 2(B) and A 2(A B). In the first schedule, A is executed three times to produce a total of 6 samples which are stored in a buffer. For each invocation of A and B, the code implementing them is replicated. The second schedule uses a buffer of the same size, but requires much less program memory. The third schedule reduces the buffer size to four samples but trades this improvement for an increase in program memory. The implementation cost is a weighted sum of data memory, program memory, and execution time. The "best" schedule depends on the weights of the cost function, the schedule, and the implementation of A and B. In order to obtain efficient rearrangements of algorithms, we need to get feedback from a software environment that can measure the implementation cost. 
Examples
Armed with the rules governing multidimensional multirate signal processing and informed search techniques to apply the rules, we investigate the optimization of signal processing expressions. Since the use of Ptolemy and the Signal Processing Packages and the Heuristic Search Packages are still under development, we will give an example of automatically simplifying an expression using each of the four search techniques. The search techniques will attempt to optimize the following one-dimensional multirate digital signal processing operation: ++21,n + t 2 , n + t 3 , n -
The downarrow represents downsampling, and the uparrow represents upsampling. We will use a simple evaluation function that measures the number of subexpressions. The result of simplifying the above algorithm by the various search techniques is given in Table 2 . 
Conclusion
In order to automate the optimization of signal processing algorithms, we need comprehensive collection of algebraic identities for signal processing algorithms, search mechanisms to apply the rules in an intelligent manner, and accurate estimates of implementation cost.
We have implemented the first two as extensions to the Mathematica computer algebra environment. In order to obtain accurate estimates of implementation cost, we rely on the data memory usage, program memory usage, and execution time estimates returned by the Ptolemy software environment.
In our approach, we optimize one-dimensional and multidimensional multirate digital signal processing algorithms. Our approach allows the algorithms to have arbitrary granularity. The algorithms can contain coarse grain computations such as filters and resamplers, as well as fine grain computations such as additions and multiplications. Our approach can support multiple models of computation for the same algorithm, unlike approaches taken by [13] [14] [19] [24] [25]. A model of computation does not describe what task a subexpression computes but instead how it interfaces to the rest of the algorithm. In contrast, algebraic rearrangement takes into account the tasks that neighboring subexpressions perform when optimizing the entire algorithm. Combining optimizations performed by scheduling algorithms in loop with the complementary optimizations performed by algebraic r e a r r a n g e m e n t will produce highly o p t i m i z e implementations.
