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4Abstract
Complex-valued representation of a two-component real-valued time series yields addi-
tional physical insights that are lost otherwise. The spectral representation theorem allows
us to study covariance stationary complex-valued random sequences in the frequency do-
main, and this is known as rotary spectral analysis. It is a widely-used technique for study-
ing elliptical motions in ocean currents, wind etc. An important and useful parameter in
rotary spectral analysis of scalar complex-valued time series is the rotary coefficient. It
measures the tendency of vectors to rotate in a clockwise or counter-clockwise manner. We
derive the theoretical distribution of the rotary coefficient estimator and apply our results
to ocean current speed and direction measurements at six depths in the Labrador Sea.
Canonical correlation techniques are commonly employed in the analysis of a pair of
vector-valued random variables. We introduce a framework to extend classical multivariate
analysis techniques such as canonical correlation analysis, partial least squares, and mul-
tivariate linear regression, to define coherence – a measure of correlation in the frequency
domain. In the statistical analysis of complex-valued time series, we refer to a time se-
ries as proper/improper according to whether it is uncorrelated/correlated with its complex
conjugate. In earlier work, complex-valued signals were assumed to be proper for the sim-
ple reason that it led to a simpler algebra. However, the loss in performance caused by
overlooking the potential impropriety of such data is realized to be significant, and there-
fore, when the data is improper, information contained in the complementary covariance
structure must be considered. Since impropriety in the time domain may not necessarily
correspond to impropriety at all frequencies, we propose a generalized likelihood ratio test
which may be used to test propriety of a discrete time complex-valued process at a given
frequency.
5Finally, the idea of vector circulant embedding is exploited to yield a frequency domain
bootstrap methodology. With the help of three example parameters involved in the study of
multi-channel complex-valued time series, we illustrate how our method allows us to draw
statistical inference such as confidence intervals. Our method can prove useful in cases
where no theoretical distributional results are available, or to check the effect of nuisance
parameter estimates where theoretical results are available.
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Chapter 1
Introduction
This thesis deals with the study of complex-valued time series. A complex-valued time
series {Zt, t ∈ Z} is a time-indexed sequence of complex random variables. Complex-
valued signals may appear naturally, e.g. Quadrature Phase-Shift Keying (QPSK) and Bi-
nary Phase-Shift Keying (BPSK) signals in communications, or may be formed by com-
bining two real-valued signals, say Xt and Yt, to produce the complex-valued time series
{Zt = Xt + iYt, t ∈ Z}. For example, an analytic signal corresponding to a given real-
valued signalXt is a complex-valued signal of the form Zt = Xt+iYt, where the imaginary
component Yt is the Hilbert transform of Xt. The main question concerning the latter is
whether the complex-valued representation Zt of a bivariate real-valued signal [Xt, Yt] of-
fers any advantage. In the case of analytic signals, the complex-valued representation pro-
vides a more concise description of the original real-valued signal by removing redundant
information in the negative frequencies (due to symmetry of the spectrum). Other examples
from signal processing research show that the complex-valued representation often allows
us to view ‘important’ (of interest) information leading to physical insights that would not
otherwise emerge. For example, in imaging, the phase of the complex image carries sig-
nificant information; in tracking objects, the magnitude of the signal has little or almost
no variation and it is only the phase of the complex-valued signal that needs to be moni-
tored. These examples suggest that the complex-valued representation of a two-component
real-valued time series is particularly useful for modelling processes in the complex plane
where motion is described via an intensity and a direction component. When dealing with
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vector time series such as current and wind, the recorded time series is usually converted
to an Earth-referenced coordinate system consisting of two orthogonal horizontal compo-
nents and a vertical component, [Emery and Thomson, 1998]. In oceanography, horizontal
velocities are typically resolved as:
w = u+ iv
where u is the projection of the velocity vector on the zonal axis and v is the projection of
the velocity vector on the meridional axis. Studies involving such orthogonal components
– wind vectors in meteorology [Hayashi, 1982], ocean currents in oceanography [Emery
and Thomson, 1998], and more generally, the eastward and northward plane representation
of the variation of a velocity vector [Calman, 1978], bring out some useful features of the
complex-valued approach. In such examples, there is a clear interdependence between the
two real components, and jointly processing them in the complex domain allows us to con-
veniently study changes in the dynamics of both. Use of the complex-valued approach was
first introduced in [Gonella, 1972], a seminal paper in the oceanography literature, follow-
ing which other contributions [Hayashi, 1982; Mooers, 1973] also dealing with complex
wind and current vectors appeared. This approach has increasingly become popular since
then. More recently, examples have been found in studies processing neuronal recordings.
Experimental studies [Mandic et al., 2007] have shown that the problem of detecting syn-
chronized spike events in a pair of neuronal signals, considered to be a challenging problem
in the real domain, can be solved in a straightforward manner using the phase of the corre-
sponding complex-valued signal. Following this, methods to appropriately complexify real
spike sequences are being proposed. Numerous examples of the complex-valued approach,
some of which have been listed above, are found across a wide variety of disciplines. This
approach brings with it a new statistical structure which poses different problems, both in
the time and frequency domain. In this thesis, our aim is to explore and provide solutions
to some of these problems which are discussed below in §1.1.
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1.1 Some Issues on Complex-Valued Signals
Before we proceed with a discussion on the issues addressed in this thesis, we provide
a brief introduction to some basic theory. We begin our introduction with an important
classification of random processes based on their statistical structure – a real-valued random
process {Xt} can either be stationary or nonstationary. {Xt} is strictly stationary if the
whole family of its finite dimensional distributions is invariant under a common translation
of the time arguments [Brillinger, 1975]. It is obviously not feasible to check this in practice
for any given data set, and so, a weaker assumption of second-order stationarity is allowed.
A second-order stationary process has a constant mean with the covariance between any
two points only depending on their relative positions rather than their absolute positions in
the time series. It provides a framework in which the mean and covariance of the random
process evolve in a controlled manner. In practice, the classification of a time series as
stationary or nonstationary depends on the period of observation, since the time series can
appear stable in a particular time window but it may not be the case as we increase the size
of our window. Note that a complex-valued process {Zt} is second-order stationary if and
only if its real and imaginary component processes are jointly second-order stationary. A
very useful result in the study of stationary processes is the spectral representation theorem.
It allows us to view stationary processes as being driven by random harmonic oscillations.
This provides motivation for frequency domain processing which can sometimes lead to
information that is difficult or impossible to realise in the time domain. The spectral density
function SZ(f), also called the power spectrum, captures the second-order statistics in the
frequency domain. As the name suggests, it measures how the variance (power) of the
process is distributed across frequencies, or in other words, gives the contribution of each
constituent frequency to the total variance of the process.
Following [Chandna and Walden, 2011] to immediately illustrate the very different
physical insights gained from the real-valued or complex-valued view of a two-component
time series in the frequency domain, we use ocean current speed and direction time series
recorded at a mooring in the Labrador sea [Lilly and Rhines, 2002; Lilly et al., 1999]. The
eastward (zonal) and northward (meridional) measurement of current speed at the depth of
110m are associated with {Xt} and {Yt}, respectively. Fig. 1.1(a) shows estimated spectra
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Figure 1.1: Analysis of Labrador Sea data for depth of 110m. The above plot shows (a)
estimated spectra of eastward (thin line) and northward (thick line) current velocities, and
(b) estimated counterclockwise spectra (thin line) and clockwise spectra (thick line) for
complex-valued currents (eastward=real part, northward = imaginary part). For both plots,
the semi-diurnal tide, (frequency shown by dashed line), has been estimated and removed
from the spectra. c©IEEE
SˆX(f) (thin line) and SˆY (f) (thick line) for {Xt} and {Yt} respectively, obtained using the
multitaper spectral estimation technique (discussed in §2.4). As the spectra of real-valued
time series are symmetric about f = 0, only positive frequencies are shown. Fig. 1.1(b)
shows spectral estimates SˆZ(f) (thin line) and SˆZ(−f) (thick line) for the complex-valued
process {Zt}, also estimated via the multitaper technique. As spectra of complex-valued
processes is not symmetric in general, we overplot SˆZ(−f) on the positive frequency side.
The dashed vertical line in each of the two subplots shows the semi-diurnal tidal frequency.
The line at this frequency is estimated and removed (discussed later in §2.6), so that the
spectra do not involve tidal effects and only constitute variance due to the residual cur-
rent after tide removal. From Fig. 1.1 we see that although there are small differences
between SˆX(f) and SˆY (f), no systematic effect is visible around the tidal frequency, how-
ever by looking at the spectra of complex-valued series we see a marked systematic effect:
SˆZ(−f), f > 0, known as the clockwise spectrum clearly dominates SˆZ(f), f > 0, the
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counter-clockwise spectrum, over a band of frequencies around the semi-diurnal tidal fre-
quency. Such an effect is noted to be of interest to oceanographers, [Emery and Thomson,
1998; Gonella, 1972; Sarma and Gangadhara Rao, 1989; van Haren and Millot, 2004; Zhil-
iang et al., 2007] and is measured by the rotary coefficient .
For a complete description of the second-order statistics of a zero mean complex-valued
second-order stationary process, covariance between the process and its conjugate process
in addition to the usual autocovariance, must be taken into account. Such a sequence is said
to be proper/improper depending on whether it is uncorrelated/correlated with its complex
conjugate at all/some lags. In other words, {Zt} is proper if the relation sequence de-
fined by {E{Zt+τZt}, τ ∈ Z} is identically zero. Much of the earlier literature focused on
proper complex signals. Examples of proper signals are found in real-world applications
e.g. QPSK and BPSK signals in communications, however, most complex signals made
complex for convenience of representation e.g. wind vector model, EEG signals etc. are
usually found to be improper. In earlier work, the assumption of propriety was mainly
enforced to simplify the algebra. This brings mathematical convenience since a large pro-
portion of statistical theory on real random variables can be extended to proper complex
random signals in a direct manner. This is evident, for example, from the similarity in
forms of the Gaussian probability density function (PDF) for real and proper complex ran-
dom vectors, [Goodman, 1963]. More recent studies, e.g. [Picinbono and Chevalier, 1995;
Schreier and Scharf, 2010] work with the general case of improper random variables. So
on one hand, proper random vectors are easier to deal with and simplify our algebra con-
siderably, on the other hand, in light of the symmetries in the joint second-order statistics
of the bivariate real-valued series that are necessary for the sequence to be proper, the as-
sumption is often considered implausible. One way to mitigate the statistical losses that
occur from treating an improper time series as proper or vice versa is by considering suit-
able hypothesis tests. [Ollila and Koivunen, 2004; Schreier et al., 2006a], and [Walden
and Rubin-Delanchy, 2009] formulate the problem of testing propriety differently and es-
sentially describe how one may test the null hypothesis of a lag-τ relation sequence being
identically zero.
The relational spectrum denoted by RZ(f), in a way analogous to the power spectrum,
measures how each constituent frequency contributes to the total lag-0 covariance between
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the process and its conjugate. Impropriety in the frequency domain is characterized by a
non-zero value of the relational spectrum at the frequency of interest. Since the relational
spectrum is obtained via a Fourier transform of the relation sequence, propriety in the time
domain is equivalent to propriety at all frequencies. A non-zero relation sequence, on the
other hand, may not necessarily correspond to statistically significant non-zero values of
the relational spectrum at all frequencies. Thus, a complex process which is improper in
the time domain may be proper or improper in the frequency domain. This highlights the
need for a frequency-specific test for propriety. The above listed references on hypothesis
tests only test for propriety in the time domain. With frequency domain often being more
suitable to analyse the behavior of complex random signals, some literature focusing on
frequency domain propriety of vectors is desirable.
For a complete analysis and understanding of complex random signals, in generality
assumed to be improper, it is important to be equipped with an efficient and accurate simu-
lation methodology. When the second-order statistics of the underlying model are a priori
specified, an exact simulation methodology can be achieved using, for example, the exact
circulant embedding procedure for real-valued processes. The simulation technique dis-
cussed in [Percival, 2006] concentrates on simulation of proper complex-valued processes
using this idea. Although, an approximate simulation methodology for improper processes
has been discussed [Rubin-Delanchy and Walden, 2007], an exact simulation technique is
not found.
A related problem which frequently appears in practice is one where instead of a fully
specified model, we are only supplied with a portion of a realization from the process. Like
most statistical problems, the goal is to obtain reliable measures of uncertainty, for exam-
ple, confidence intervals, standard errors etc. for random variables of interest. Bootstrap
techniques approach this problem by resampling from the given data set – either directly
or by fitting a model – to create replicate data sets from which the variability of such quan-
tities can be estimated. This is very useful for problems where analytical solutions are not
available. In recent years, in particular, resampling methods in the frequency domain have
become increasingly popular. Earlier work in this area is driven by the idea of resampling
a periodogram spectral estimate using its asymptotic distribution. In general, asymptotic
properties of the Fourier coefficients have been exploited to provide resampling methods
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in order to devise confidence intervals for the spectral density [Franke and Ha¨rdle, 1992].
Later, several modifications of such methods were suggested, also allowing inference for
a wider class of statistics [Dahlhaus and Janas, 1996; Janas and Dahlhaus, 1994]. An
issue of concern with such periodogram resampling techniques is their inability to pro-
duce samples in the time domain. However, recent work in this area e.g. Time-Frequency-
Toggle (TFT) bootstrap [Kirch and Politis, 2011] and Autoregressive Aided Periodogram
Bootstrap (AAPB) [Kreiss and Paparoditis, 2003] overcomes this problem. Since a scalar
complex-valued time series is derived from a bivariate real-valued time series, bootstrap
methodologies for vector-valued time series data are needed. While searching for such
techniques, we found that most bootstrap algorithms for dependent data are only capable
of handling real-valued data sets generated from scalar processes. Since we are mainly
interested in frequency domain statistics of a second-order stationary process, we could
benefit from the use of a vector-valued frequency domain bootstrap technique which accu-
rately captures the second-order statistics of a given finite length realization.
1.2 Aims and Objectives of this Thesis
This thesis makes several contributions related to the issues briefly discussed above. We
list these by chapter. In Chapter 2 we present an introductory treatment of multi-channel
second-order stationary complex-valued processes. Statistical concepts for studying complex-
valued processes are introduced. We present a short summary of second-order statistics of
Complex Autoregressive processes of order 1 and 2 i.e. CAR(1) and CAR(2) models and
discuss a direct simulation methodology to generate realizations from such models in the
case when second-order statistics are a priori specified. The second part of this chap-
ter introduces spectral theory of complex-valued stationary sequences. This allows us to
formally introduce measures of coherence for a pair of complex-valued sequences. We
summarize some of the commonly used spectral estimation techniques following which
the Labrador Sea data set, that was used for illustration above, is described. This data set is
used to illustrate our results in subsequent chapters.
In Chapter 3 we provide some results related to the rotary coefficient. The rotary co-
efficient indicates the sense and ellipticity of rotation in the complex plane. We cite a few
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examples where the rotary coefficient has proved useful. In geophysics, plots of declina-
tion versus inclination at different sites around the globe have been searched for any clear
patterns of looping, [Dodson, 1979; Runcorn, 1959; Thompson, 1982]. Here, the rotary
coefficient has been used as a means to determine the sense and ellipticity of looping as a
function of frequency, [Barton, 1983; Denham, 1975]. In meteorology, it is used to study
characteristics of wind direction fluctuations [Maitani, 1983]. In oceanography, [Zhiliang
et al., 2007] employ the rotary coefficient to study diurnal and semi-diurnal tidal currents
at a station in the Southern Yellow Sea (SYS). Some interesting properties are revealed,
for example, it is found that tidal motions in the upper ocean are almost circular, whereas
baroclinic tidal motions at the bottom are nearly linear. This may help oceanographers un-
derstand some physical problems associated with the rotary structure of baroclinic currents,
e.g. the mixing process induced by baroclinic tidal currents. Other examples can be found
e.g. [Maitani, 1983; Sarma and Gangadhara Rao, 1989; van Haren and Millot, 2004].
Clearly, there has been a widespread use of the rotary coefficient, however, a statistical
analysis of its estimator, allowing for example, the setting of confidence intervals, was not
found in our literature and is the topic of Chapter 3. The PDF of a rotary coefficient estima-
tor based on the multitaper spectral estimation approach is derived under the assumption
that the given sample follows a Gaussian distribution. We discuss how confidence intervals
for the true rotary coefficient which appears as a parameter in the PDF of the estimator, can
be estimated. Simulation experiments are performed to check the effect of replacing a true
nuisance parameter with appropriate estimates. We show how the assumption of Gaus-
sianity required for our theoretical results can be checked using multivariate Q-Q plots,
following which the Labrador Sea data is analysed.
Chapter 4 deals with a study of canonical correlation analysis techniques. We show how
these techniques can be transported to the frequency domain to study coherence between
a pair of complex-valued vectors. In Chapter 5, we formulate a likelihood ratio test for
propriety of complex-valued vectors in the frequency domain. Apart from the well-known
chi-squared approximation of the distribution of the Wilk’s statistic, we describe a direct
simulation technique to estimate critical values. Our test relies on the property of asymp-
totic independence of certain transformed random variables in the frequency domain, and
so we perform two sets of simulation experiments: (i) where pseudo-independent random
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variables are used, and, (ii) in a typical scenario.
Chapter 6 and 7 concentrate on the simulation problems mentioned earlier. In Chapter 6
we present an exact simulation technique for generating realizations from a multi-channel
improper complex-valued process with an a priori specified second-order statistics. So far,
only an approximate methodology has been discussed in literature related to this topic. Our
technique is based on the idea of circulant embedding. We also discuss the use of Cholesky
factorization to obtain realizations from an improper multi-channel second-order stationary
complex-valued process. The two exact techniques are compared based on the total time
taken to simulate a length-N realization from a given CARmodel. We conduct experiments
for different values of N and using two CAR models.
Chapter 7 concentrates on the problem of generating realizations from nonparametric
spectral estimates of complex vector-valued time series. Motivated by the work of [Percival
and Constantine, 2006], algorithms based on two different vector circulant embedding tech-
niques are presented. A review of some relevant resampling methods for dependent data
allows us to place our contribution to the bootstrap literature in context. We discuss how
the two conditions of Gaussianity and short-memory required for our algorithm to work,
can be examined in practice. We illustrate the use of our algorithm for the analysis of three
important physical parameters in the study of multi-channel complex-valued time series
in the frequency domain, namely, the rotary coefficient, conjugate coherence, and mean
ellipse orientation. Theoretical and bootstrap confidence intervals (from our algorithm) for
the three chosen parameters are derived from the Labrador Sea data, for comparison. The-
oretical confidence intervals for the first two parameters are obtained using the PDFs of
the corresponding estimators (PDF of the rotary coefficient estimator is derived in Chapter
3 and PDF of conjugate coherence estimator follows from [Goodman, 1963]). The third
parameter which gives the mean of the random ellipse at each frequency is a tricky one.
The PDF of the mean ellipse orientation estimator is derived, however, we find that, even
with the knowledge of this PDF, computation of theoretical confidence intervals for the true
mean orientation is computationally intractable. This exemplifies the practical usefulness
of our algorithm.
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Chapter 2
Complex-Valued Stationary Processes
In this chapter we present an introduction to some basic notation and results required to
study multi-channel complex-valued second-order stationary random vectors in the fre-
quency domain. §2.1 deals with the second-order statistics of real and complex-valued
random vectors, including a brief discussion on complex Gaussian vectors. Complex au-
toregressive (CAR) models are discussed in §2.2. CAR models are used in simulation
studies in the subsequent chapters. A direct simulation technique for generating realiza-
tions from such CAR models is also included in this section. The spectral representation
of second-order stationary processes is discussed in §2.3. Some useful spectral estimation
techniques are included in §2.4. We discuss the concept of coherence in §2.5. Finally, in
§2.6 we discuss how spectral estimates can be obtained for the Labrador Sea data set that
is used to illustrate results presented in this thesis.
2.1 Random Vectors
A real-valued process {Xt} is said to be second-order stationary (SOS) (or weakly sta-
tionary, covariance stationary) if, for all n ≥ 1, for any t1, t2, . . . , tn contained in the
index set, and for any τ such that t1 + τ, t2 + τ, . . . , tn + τ are also contained in the
index set, all first- and second-order joint moments of Xt1 , Xt2 , . . . , Xtn exist, are finite
and equal to the corresponding joint moments of Xt1+τ , Xt2+τ , . . . , Xtn+τ , [Percival and
Walden, 1993]. It follows that for a p-variate zero mean real-valued SOS process of the
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formXt = [X1,t, X2,t, . . . , Xp,t]T , where T denotes transposition,
E{XtXTu } = E{Xt−uXT0 } (shift by τ = −u)
= E{X0XTu−t} (shift by τ = −t),
where E stands for expectation. The above equations show that the covariance of a SOS
process depends only on their relative and not absolute positions in time t. For SOS real-
valued processes, the autocovariance sequence {sX,τ} is given by
sX,τ = cov{Xt+τ ,Xt} = E{Xt+τXTt } = E{XτXT0 },
where the last step follows from second-order stationarity of {Xt}. Note that for a uni-
variate process, i.e. p = 1, sX,τ = E{Xt+τXt} = E{XtXt+τ} = sX,−τ . For p > 1,
we see that sTX,τ = E{XtXTt+τ} = sX,−τ . The covariance matrix of a length-N real-
ization {X0, . . . ,XN−1} from a second-order stationary process {Xt}, is given by ΣX =
{(ΣX)i,j; 0 ≤ i, j ≤ N − 1}, where (ΣX)i,j = cov(Xi,Xj) = sX,i−j , which is clearly a
p× p matrix, making ΣX an Np×Np block matrix.
2.1.1 Complex-valued processes
Consider a discrete parameter complex-valued random process {Zt = Xt + iYt; t ∈ Z}.
{Zt} is SOS iff {Xt} and {Yt} are jointly second-order stationary, i.e. their joint first and
second order moments are invariant under a shift in time, [Percival and Walden, 1993]. So
the mean of {Zt}, say μZ = E{Zt} = E{Xt}+ iE{Yt} = μX + iμY, where μX and μY
are real-valued constant mean vectors, and μZ is a complex-valued constant mean vector,
are all independent of t.
Given a process {Zˇt} with a non-zero mean, we can form a zero-mean process Zt =
Zˇt−E{Zˇt}, by simply subtracting the mean of the process. Now, let rel{.} denote the co-
variance between the process and the conjugate process i.e. rel{Zˇt+τ , Zˇt} = cov{Zˇt+τ , Zˇ∗t }.
Then since cov{Zˇt+τ , Zˇt} = cov{Zt+τ ,Zt} and rel{Zˇt+τ , Zˇt} = rel{Zt+τ ,Zt}, second-
order statistics of the original process remain unchanged. So without loss of generality, we
will from here onwards assume that all SOS processes have a mean of zero. Let H denote
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conjugate transpose, then for τ > 0, define the autocovariance of {Zt} as
cov{Zt+τ ,Zt} = E{Zt+τZHt }
= E{Xt+τXTt }+ E{Yt+τY Tt }
+ i[E{Yt+τXTt } − E{Xt+τY Tt }], (2.1)
and autorelation
rel{Zt+τ ,Zt} = E{Zt+τZTt }
= E{Xt+τXTt } − E{Yt+τY Tt }
+ i[E{Yt+τXTt }+ E{Xt+τY Tt }]. (2.2)
The above two equations show that {Zt} is SOS if and only if cov{Zt+τ ,Zt} and
rel{Zt+τ ,Zt} are only functions of τ . In this case we obtain the autocovariance sequence
{sZ,τ ; τ ∈ Z}, with sZ,τ ≡ cov{Zt+τ ,Zt} and the autorelation sequence {rZ,τ ; τ ∈ Z},
with rZ,τ ≡ rel{Zt+τ ,Zt}. It is straightforward to check that sZ,−τ = sHZ,τ (complex
Hermitian) and rZ,−τ = rZ,τ (complex symmetric). Using this notation, equations (2.1)
and (2.2) become
sZ,τ = sXX,τ + sYY,τ + i[sYX,τ − sXY,τ ];
rZ,τ = sXX,τ − sYY,τ + i[sYX,τ + sXY,τ ]. (2.3)
Here we define sZ,lm,τ ≡ (sZ,τ )lm and rZ,lm,τ ≡ (rZ,τ )lm. From the above definitions it
follows that,
sZ,lm,τ = s
∗
Z,ml,−τ and rZ,lm,τ = rZ,ml,−τ , 1 ≤ l,m ≤ p,
where ∗ denotes complex conjugation. We assume that, for 1 ≤ l,m ≤ p,
∞∑
τ=−∞
|sZ,lm,τ | <∞ and
∞∑
τ=−∞
|rZ,lm,τ | <∞,
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so that their Fourier transforms exist and are bounded and continuous. Also, conversely we
may express covariance sequences of the real-valued components in terms of covariances
of the complex-valued process, i.e.
sXX,τ =
1
2
Re{ sZ,τ + rZ,τ }; sYY,τ = 1
2
Re{sZ,τ − rZ,τ};
sXY,τ =
1
2
Im{−sZ,τ + rZ,τ}; sYX,τ = 1
2
Im{sZ,τ + rZ,τ}, (2.4)
where Re{.} and Im{.} denote the real and imaginary parts of the term, respectively. Con-
sider a length-N column vector Z = [Z0, Z1, . . . ZN−1]T , which can be considered to be a
portion of a realization from a SOS scalar complex-valued process {Zt} with zero mean,
autocovariance sequence {sZ,τ} and autorelation sequence {rZ,τ}. The covariance matrix
of Z, i.e. ΣZ = E{ZZH}, has the form
ΣZ =

sZ,0 s
∗
Z,1 s
∗
Z,2 . . . s
∗
Z,N−1
sZ,1 sZ,0 s
∗
Z,1 . . . s
∗
Z,N−2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
sZ,N−1 sZ,N−2 sZ,N−3 . . . sZ,0
 (2.5)
or (ΣZ)j,k = sZ,j−k. Note that ΣZ is an N × N Hermitian Toeplitz matrix. Further, we
define the relation matrix of Z asRZ = E{ZZT}. This is of the form
RZ =

rZ,0 rZ,1 rZ,2 . . . rZ,N−1
rZ,1 rZ,0 rZ,1 . . . rZ,N−2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
rZ,N−1 rZ,N−2 rZ,N−3 . . . rZ,0
 , (2.6)
an N × N symmetric Toeplitz matrix (since rZ,−τ = rZ,τ , τ ∈ Z). Due to (2.5) we may
write
ΣZ ≡ Toeplitz{cˇ, rˇ}
where cˇ ≡ [sZ,0, . . . , sZ,N−1] and rˇ ≡ [sZ,0, s∗Z,1, . . . , s∗Z,N−1], i.e ΣZ has a Toeplitz struc-
ture and is completely specified by cˇ and rˇ which appear as its first column and first row
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respectively. Similarly, the symmetric relation covariance matrix
RZ ≡ Toeplitz{r˘} with r˘ ≡ [rZ,0, . . . , rZ,N−1].
Let Ip denote the p× p identity matrix. Consider the p-variate zero mean complex-valued
SOS process Zt = [Z1,t, . . . , Zp,t]T , and the complex augmented vector process
Ut :=
[
Zt
Z∗t
]
=
[
Xt + iYt
Xt − iYt
]
=
[
Ip iIp
Ip −iIp
][
Xt
Yt
]
= TpVt, say, (2.7)
so that Vt denotes the length-2p real-valued vector
Vt = [X1,t, . . . , Xp,t, Y1,t, . . . , Yp,t]
T ≡ [XTt ,Y Tt ]T , (2.8)
and
Ut = [Z1,t, . . . , Zp,t, Z
∗
1,t, . . . , Z
∗
p,t]
T ≡ [ZTt ,ZHt ]T . (2.9)
Given a length-N realization from the p-dimensional process {Zt}, let U denote the cor-
responding 2p×N sample matrix. Then we define the augmented covariance matrix of Z
as the covariance matrix of U , i.e ΣU = E{UUH}, which has the form,
ΣU =
[
ΣZ RZ
R∗Z Σ
∗
Z
]
, (2.10)
where now since Z is a p-variate process, ΣZ is an Np × Np block Toeplitz matrix with
the (j, k)th block given by sZ,j−k. Similarly, RZ is an Np × Np block symmetric matrix
with the (j, k)th block given by rZ,j−k. Note that the covariance and the relation matrix of
Z, both appear in (2.10). This structure was introduced in [Picinbono, 1996] and has been
used extensively in the second-order analysis of complex-valued signals.
Let sV,τ denote the lag-τ covariance sequence of Vt, i.e.
sV,τ = E{Vt+τV Tt } =
[
sXX,τ sXY,τ
sYX,τ sYY,τ
]
. (2.11)
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Then since Ut = TpVt, it follows that
sU,τ = TpsV,τT
H
p . (2.12)
Let ΣV denote the covariance matrix of V , i.e. ΣV = E{V V T}, which takes the form
ΣV =
[
ΣXX ΣXY
ΣYX ΣYY
]
=
1
2
[
Re{ΣZ +RZ} Im{RZ −ΣZ}
Im{RZ +ΣZ} Re{ΣZ −RZ}
]
, (2.13)
due to the set of equations in (2.4). Since ΣZ and RZ control the second-order statistics
of {Zt}, it is important to consider conditions which guarantee a NND ΣU. Let ΣZ be a
non-negative definite (NND), complex Hermitian matrix, and RZ be a complex symmetric
matrix. ThenΣZ andRZ are, respectively, the covariance and relation matrix of a complex
random vectorZ iffΣ∗Z−RHZΣ−1Z RZ is NND, assuming thatΣZ is invertible. The forward
implication follows simply from [Kreindler and Jameson, 1972, IIa] – conditions guaran-
teeing a NND partitioned matrix, a proof for the converse part can be found in [Picinbono,
1996]. Note that ifRZ ≡ 0, this matrix becomesΣZ in which case no additional condition
is required.
2.1.2 Proper vectors
A SOS complex-valued process {Zt} is said to be proper if the relation sequence {rZ,τ , τ ∈
Z} is identically zero for all lags τ . From the form of rel{Zt+τ ,Zt} in (2.2) we see that
if {Xt} and {Yt} are uncorrelated then the complex-valued process {Zt} is proper iff
cov{Xt+τ ,Xt} = cov{Yt+τ ,Yt} for all lags τ ∈ Z. Note that for a non-zero real random
vector , the covariance and relation sequences coincide and so in general, they are improper.
Some authors (e.g. [Picinbono, 1996]) refer to proper random vectors as circular. Strictly
speaking, circularity is a stronger version of propriety. A vector is said to be circular if its
probability distribution is rotationally invariant. So a mean zero vector Z is circular if Z
and Zeiα have the same probability distribution for a given real α, [Schreier and Scharf,
2010]. Clearly,
E{(Zeiα)(Zeiα)H} = E{ZZH}, (2.14)
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but
E{(Zeiα)(Zeiα)T} = ei2αE{ZZT}, (2.15)
which shows that second-order statistics of Z are unchanged for arbitrary α, only ifRZ =
0. Therefore, a proper random vector is only second-order circular. Also due to (2.15 ) it
is clear that a circular random variable is always proper. So in the special case of Gaus-
sian random variables propriety is equivalent to circularity, or Zeiα and Z are statistically
identical.
2.1.3 Complex Gaussian random vectors
The zero mean p-dimensional complex random vector Z = [Z1, . . . , Zp]T is said to be
complex Gaussian if its real and imaginary component processes, i.e. X = [X1, . . . , Xp]T
and Y = [Y1, . . . , Yp]T are jointly Gaussian, i.e.
V =
[
X
Y
]
∼ N2p(0,ΣV), (2.16)
where the notation means that the vector V has the distribution of a 2p-real vector-valued
Gaussian variate with a mean of zero and a NND covariance matrix ΣV. The joint PDF of
X and Y or the PDF of V in (2.16) is well-known and given by [Hamilton, 1994]
f(v) ≡ f(x,y) = (2π)−p(detΣV)−1/2 exp
(
−1
2
vHΣ−1V v
)
, (2.17)
where v,x, and y represent V ,X , and Y respectively. The PDF of the complex Gaussian
vector Z is obtained simply by expressing (2.17) in terms of the second-order statistics of
Z, i.e. in terms of ΣZ andRZ. The formula follows from matrix algebra techniques using
equivalences between ΣV and ΣU, and is given by [Picinbono, 1996]
f(z) ≡ f(u) = (π)−p(detΣZ)−1/2 exp
(
−1
2
uHΣ−1U u
)
, (2.18)
which is expressed in terms of u = [zT , zH ]T , variable representing U , and ΣU, or equiv-
alently, in terms of z, z∗,ΣZ andRZ. This distribution will be denoted by NC2p(0,ΣU).
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We know that for a pair of real-valued Gaussian random vectors, zero correlation
guarantees independence. The same result holds in the case of proper complex Gaus-
sian distributed random vectors, i.e. two complex Gaussian random vectors, say Z1 and
Z2 are independent iff they are proper and uncorrelated. This follows from the fact that
Z1 = X1 + iY1 and Z2 = X2 + iY2, are independent iff [X1, Y1] and [X2, Y2] are indepen-
dent. Then since,
cov{Z1, Z2} = E{(X1 + iY1)(X2 − iY2)}
= cov{X1, X2}+ cov{Y1, Y2}+ i[cov{Y1, X2} − cov{X1, Y2}], and
rel{Z1, Z2} = E{(X1 + iY1)(X2 + iY2)}
= cov{X1, X2} − cov{Y1, Y2}+ i[cov{Y1, X2}+ cov{X1, Y2}], (2.19)
it is clear that Z1 and Z2 are independent iff cov{Z1, Z2} = 0 and rel{Z1, Z2} = 0.
2.2 Complex Autoregressive Processes
A complex autoregressive process of order l, denoted by CAR(l) is of the form [Picinbono
and Bondon, 1997]
Zt =
l∑
u=1
φuZt−u + ζt, (2.20)
where φ1, . . . , φl are complex constants with |φu| 6= 0, u = 1, . . . , l and {ζt}t∈Z is a doubly
white noise sequence with zero mean, variance σ2ζ , and relation rζ . In our notation, the
complex-valued sequence {ζt}t∈Z satisfies the following set of equations:
E{ζt} = 0,
sζ,τ ≡ cov{ζt+τ , ζt} = σ2ζδτ,0,
rζ,τ ≡ rel{ζt+τ , ζt} = rζδτ,0, (2.21)
where δj,k denotes the Kronecker delta. Clearly, a CAR(l) model can be fully specified in
terms of l+ 2 parameters {φ1, . . . , φl, σ2ζ , rζ}. In general, the doubly white noise sequence
{ζt} is an improper complex-valued process; with rζ = 0, rζ,τ ≡ 0, and {ζt} reduces to
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what is known as proper white noise, which we shall denote by {²t}. Let ζ = [ζ, ζ∗]T ,
denote the complex augmented vector process, then since
sζ,0 =
[
sζ,0 rζ,0
r∗ζ,0 s
∗
ζ,0
]
=
[
σ2ζ rζ
r∗ζ σ
2
ζ
]
(2.22)
is the covariance matrix of ζ , it must be NND, i.e. we must have
|rζ |/σ2ζ ≤ 1. (2.23)
We study second-order statistics of CAR(1) and CAR(2) models which are required for
simulation experiments later. First consider a CAR(1) model
Zt = φ1Zt−1 + ζt. (2.24)
We see that for τ > 0,
E{ZtZ∗t−τ} = φ1E{Zt−1Z∗t−τ}+ E{ζtZ∗t−τ}
which implies that
sZ,τ = φ1sZ,τ−1, (2.25)
since for any τ > 0, Z∗t−τ involves ζ∗t−τ and from (2.21) we know that sζ,τ =E{ζtζ∗t−τ} = 0
for τ > 0 and so E{ζtZ∗t−τ} = 0 in the above equation. Proceeding in a similar manner we
get,
rZ,τ = φ1rZ,τ−1 for τ > 0. (2.26)
From (2.24), we also have
E{ZtZ∗t } = φ∗1E{ZtZ∗t−1}+ E{Ztζ∗t }, (2.27)
which implies that
sZ,0 = φ
∗
1sZ,1 + σ
2
ζ , (2.28)
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as Zt involves ζt and sζ,0 = σ2ζ . Then (2.25) and (2.28) combine to give the variance of the
process as
sZ,0 =
σ2ζ
1− |φ1|2 . (2.29)
Similarly, we get
rZ,0 =
rζ
1− φ21
(2.30)
Due to the recursions in (2.25) and (2.26), it is clear that second order properties of a
CAR(1) process can be completely specified in terms of sZ,0 and rZ,0, which in turn are
determined by σ2ζ , rζ and φ1. Proceeding exactly as above for the CAR(2) model
Zt = φ1Zt−1 + φ2Zt−2 + ζt, (2.31)
(post multiplying by Z∗t−τ , Zt−τ and taking the expected value to get sZ,τ , rZ,τ respectively)
we get the following two equations:
sZ,τ = φ1sZ,τ−1 + φ2sZ,τ−2;
rZ,τ = φ1rZ,τ−1 + φ2rZ,τ−2, (2.32)
where τ > 1. Thus the complete lag-τ covariance sequence {sZ,τ ; τ ∈ Z} and relation
sequence {rZ,τ ; τ ∈ Z} of a CAR(2) model can be determined from the first two values of
each sequence i.e {sZ,0, sZ,1} and {rZ,0, rZ,1}, and the coefficients {φ1, φ2}.
A necessary and sufficient condition for a CAR(l) process to represent a SOS process
is that the roots of the polynomial equation φ(z) given by
φ(z) = 1−
l∑
j=1
φjz
j, (2.33)
lie outside the unit circle [Rubin-Delanchy and Walden, 2007].
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2.2.1 Direct simulation of CAR(l) processes
From the form of the CAR(l) process {Zt} in (2.20), it is clear that to obtain a length-N
realization from {Zt}, we need start-up values Z0, Z1, . . . Zl−1, and a realization from the
doubly white noise sequence {ζt}. From [Picinbono and Bondon, 1997], we know that any
complex SOS process whether proper or improper, can be written as the output of a widely
linear filter driven by proper white noise {²t}. In particular, ζt may be written as
ζt =
∞∑
t=−∞
gζ,l²t−l +
∞∑
t=−∞
hζ,l²
∗
t−l (2.34)
where {gζ,l} and {hζ,l} are sequences of complex constants, and {²t} is proper white noise
with autocovariance sequence {s²,τ = σ2² δτ,0, τ ∈ Z} and r²,τ = 0 for τ ∈ Z. From
[Rubin-Delanchy and Walden, 2007, eqns. (8) and (9)] it follows that with σ2ζ = 1,
ζt = gζ,0²t + hζ,0²
∗
t (2.35)
where
gζ,0 = [(1− {1− |rζ |2}1/2)/2]1/2, and hζ,0 = rζ/[2gζ,0],
and the problem of generating ζt is reduced to generating proper Gaussian white noise {²t}
with variance σ2² . This is done by setting ²t = ²X,t + i²Y,t, where {²X,t} and {²Y,t} are
zero mean uncorrelated real-valued Gaussian white noise sequences each with variance
σ2²/2 ( recall that a zero mean complex scalar process is proper if and only if its real and
imaginary components are uncorrelated and have equal variance. This is clear from the
form of rel{Z1, Z2} with Z1 ≡ Z2 ≡ Z in (2.19)). Note that here rζ must be chosen so that
(2.23) holds.
Next, we need start-up values Z0, Z1, . . . Zl−1 to start the recursive simulation. One
way is to set the first l values to zero, simulate a much longer sequence, say of length
L = 4N and then throw away all but the last N values. This removes the start-up transients
caused by setting the initial values to zero. A second approach is to choose stationary
start-up values, i.e. given φ1, . . . , φp for which all roots of the polynomial equation in
(2.33) lie outside the unit circle, and σ2ζ and rζ such that |rζ | < σ2ζ , we first find sequences
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sZ,0, sZ,1, . . . sZ,l−1 and rZ,0, rZ,1, . . . rZ,l−1 from which start-up values Z0, Z1, . . . Zl−1 (for
example, by Cholesky decomposition of the corresponding covariance matrix, see [Rubin-
Delanchy and Walden, 2008, Appendix]) are obtained.
2.3 Spectral Representation
We first present the spectral representation theorem, a fundamental result due to [Crame´r,
1942], in the study of stationary random processes. This representation allows us to directly
obtain the spectrum of such a process, making it central to the study of stationary stochastic
processes in time series analysis. Here is a version from [Percival and Walden, 1993, §4.1].
Theorem 1. Let {Zt} be a SOS real or complex-valued discrete parameter process with
zero mean. Then there exists a complex-valued process {Z(f)} such that
Zt =
∫ 1/2
−1/2
ei2πftdZ(f), (2.36)
where the stochastic integral on the right-hand side of the above equation is equal to Zt
in the mean square sense, i.e. E{|Zt −
∫ 1/2
−1/2 e
i2πftdZ(f)|2} = 0. The stochastic process
{Z(f)} has the following properties:
(i) E{dZ(f)} = 0 for all |f | ≤ 1/2;
(ii) E{|dZ(f)|2} ≡ dS(I)Z (f), say, for all |f | ≤ 1/2, where the bounded nondecreasing
function S(I)Z (.) is called the integrated spectrum of {Zt}; and
(iii) for any two distinct frequencies f and f ′ contained in the interval [−1/2, 1/2],
cov{dZ(f ′), dZ(f)} = E{dZ(f ′)dZH(f)} = 0. (2.37)
This is known as the orthogonal increment property of {Z(f)}.
Equation (2.36) is called the spectral representation of {Zt}, which says that any dis-
crete parameter SOS process can be expressed as an infinite sum of complex exponentials
{ei2πft} oscillating at frequencies f , with random amplitudes |dZ(f)| and random phases
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arg{dZ(f)} (where arg{.} denotes the argument of a complex number). The orthogonal
increment property of {Z(f)} i.e. prop. (iii) in Theorem 1, is particularly very useful. Us-
ing the spectral representation for Zt i.e. (2.36), we can write the autocovariance function
sZ,τ = E{Zt+τZ∗t } as
sZ,τ =
∫ 1/2
−1/2
ei2πfτE{|dZ(f)|2} =
∫ 1/2
−1/2
ei2πfτdS
(I)
Z (f), (2.38)
which follows from prop. (ii) mentioned above. If the integrated spectrum S(I)Z (.) is differ-
entiable everywhere with a derivative denoted by SZ(.), then the above equation becomes
sZ,τ =
∫ 1/2
−1/2
SZ(f)e
i2πfτdf. (2.39)
The function SZ(.) is called the spectral density function (SDF) of {Zt}. Note that SZ(f)df =
E{|dZ(f)|2}. Since {sZ,τ} is a deterministic sequence, the above equation shows that
{sZ,τ} is the inverse Fourier transform of SZ(f), so that SZ(f) may be retrieved using a
discrete Fourier transform (DFT) of {sZ,τ}, i.e.
SZ(f) =
∞∑
τ=−∞
sZ,τe
−i2πfτ . (2.40)
As sZ,0 gives the variance of the process {Zt}, from (2.39) we have,
var{Zt} = sZ,0 =
∫ 1/2
−1/2
SZ(f)df, (2.41)
i.e. the SDF of the process measures how the variance of the process is distributed across
different frequencies. SZ(f)df in particular, measures the contribution to the variance of
the process due to oscillations at frequencies in a small interval around f .
Suppose a continuous time process {Z(t)} is sampled at equally spaced time inter-
vals of duration Δt to obtain a discrete time sequence {Zt}, i.e. Zt ≡ Z(tΔt), t =
0,±1,±2, . . .. Aliasing is an effect which causes different signals to become indistin-
guishable when sampled. For example, samples of a sinusoid of frequency f sampled at
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intervals ofΔt are indistinguishable from sinusoids of frequency f ±N/Δt for anyN ∈ Z
(see [Percival and Walden, 1993, Fig. 99] for an illustration of the aliasing effect). These
frequencies i.e. f ±N/Δt are called aliases of frequency f . The highest frequency that is
not an alias of a lower frequency is 1/(2Δt) and is known as the Nyquist frequency, which
we shall denote by fN . We shall restrict our attention to frequencies f such that |f | ≤ fN .
With Δt = 1, fN = 1/2 we have f ∈ [−1/2, 1/2], which explains the range of integration
in Theorem 1.
Spectral representation for a p-dimensional process {Zt}, where Zt = [Z1,t, . . . , Zp,t]
follows in an analogous manner, i.e. there exists a p-dimensional complex-valued orthogo-
nal increment process {Z(f)} such that
Zt =
∫ 1/2
−1/2
ei2πftdZ(f), (2.42)
in the mean square sense. The properties of {Z(f)} also follow directly. In this case, the
SDF of the p-dimensional process {Zt}, denoted by SZ(f) is a p× p matrix of the form
SZ(f) =

S11(f) . . . S1p(f)
.
.
.
.
.
.
Sp1(f) . . . Spp(f)
 , (2.43)
where Sjj(f), j = 1, . . . , p denote the SDF of the jth component process {Zj,t}, and off-
diagonal entries Sjk(f), j, k = 1, . . . , p denote the cross spectral density function (CSDF)
for processes {Zj,t} and {Zk,t}. Also, it follows that Sjk(f)df = E{dZj(f)dZ∗k(f)}. As
in the case of a scalar complex-valued process, we have
SZ(f) =
∞∑
τ=−∞
sZ,τe
−i2πfτ , (2.44)
and
sZ,τ =
∫ 1/2
−1/2
SZ(f)e
i2πfτdf, (2.45)
i.e. the SDF SZ(f) forms a Fourier pair relationship with the covariance sequence{sZ,τ}.
Similarly, taking the Fourier transform of the relation sequence {rZ,τ} we get RZ(f),
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which is known as the relation spectral density function or just the CSDF of {Zt} and
{Z∗t }. In terms of the orthogonal increment functions, Rjk(f)df = E{dZj(f)dZk(−f)},
j, k = 1, . . . , p.
Next, we consider relationships between spectra of complex-valued processes i.e. SZ(f)
and RZ(f), with spectra of the corresponding real-valued component processes such as
SXX(f),SXY(f) and SYY(f). We note that the SDF of the augmented vector process
{Ut} is given by
SU(f) =
∞∑
τ=−∞
sU,τe
−i2πfτ
=
∞∑
τ=−∞
TpsV,τT
H
p e
−i2πfτ
= Tp
∞∑
τ=−∞
sV,τe
−i2πfτTHp = TpSV(f)T
H
p . (2.46)
Here SU(f) and SV(f) are 2p× 2p matrices of the form
SU(f) =
[
SZ(f) RZ(f)
R∗Z(f) S
∗
Z(−f)
]
, (2.47)
and
SV(f) =
[
SXX(f) SXY(f)
SYX(f) SYY(f)
]
. (2.48)
Using Tp from (2.7) together with (2.46), we see that
SZ(±f) = SXX(f) + SYY(f)± 2Im{SXY(f)};
RZ(f) = SXX(f)− SYY(f) + i2Re{SXY(f)}. (2.49)
2.4 Spectral Estimation
Following [Percival and Walden, 1993], we briefly present a discussion on some well
known techniques for nonparametric spectral estimation from a given finite length real-
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ization of a SOS zero-mean process. Nonparametric spectral estimators unlike parametric
ones, do not assume a functional form for the SDF, and are essentially based on the theo-
retical relationship between the SDF SZ(.) and the covariance sequence {sZ,τ}, i.e.
SZ (f) = Δt
∞∑
τ=−∞
sZ,τe
−i2πfτΔt , for |f | ≤ fN . (2.50)
Let Z1,0, . . . , Z1,N−1 denote a length-N realization from a SOS zero-mean scalar-valued
process {Z1,t}. We present a summary of some commonly used spectral estimation tech-
niques below.
2.4.1 Periodogram
A periodogram is a naive spectral estimator obtained simply by replacing sZ,τ in (2.50) by
an estimate sˆZ,τ given by
sˆZ,τ =
1
N
N−τ∑
t=0
ZtZt+|τ |. (2.51)
Since sˆZ,τ is defined for |τ | ≤ N − 1, the summation over τ in (2.50) runs over −(N −
1), . . . , (N − 1) which amounts to defining sˆZ,τ = 0 for |τ | ≥ N. Substituting (2.51) in
place of sZ,τ in (2.50), truncating the sum at τ = ±(N−1), and doing a change of variables
in the double summation, leads to the periodogram spectral estimator Sˆ(p)Z (f). It is shown
that
Sˆ
(p)
Z1
(f) = |JZ1(f)|2, where JZ1(f) =
Δ
1/2
t√
N
N−1∑
t=0
Z1,te
−i2πftΔt . (2.52)
Given a second realization Z2,0, . . . , Z2,N−1 from {Z2,t}, the cross periodogram estimate is
given by
Sˆ
(p)
12 (f) = JZ1(f)J
∗
Z2
(f). (2.53)
The periodogram estimator is known to be asymptotically unbiased. Obviously, in practice,
the number of data samples N may not be large enough for the bias to vanish. More
importantly, it is observed that for most reasonable values of N , there is a significant bias
in the periodogram for spectra with high dynamic range. This bias is attributed to the
problem of leakage which occurs if spectral functions have large magnitudes relative to
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narrow frequency bands to which they correspond, causing the power to shift or leak to
neighbouring frequencies.
From (2.53), the cross relation periodogram estimate for Z1,t and Z2,t also follows as,
Rˆ
(p)
12 (f) = JZ1(f)J
∗
Z∗2
(f). (2.54)
Since
JZ∗2 (f) =
Δ
1/2
t√
N
N−1∑
t=0
Z∗2,te
−i2πftΔt =⇒ J∗Z∗2 (f) = JZ2(−f), (2.55)
we get
Rˆ
(p)
12 (f) = JZ1(f)J
∗
Z∗2
(f) = JZ1(f)JZ2(−f). (2.56)
2.4.2 Direct Spectral Estimation
The technique of tapering was introduced by Blackman and Tukey, 1958 [Blackman and
Tukey, 1958] to reduce the bias in a periodogram. For a given length N , a data taper is a
sequence {ht, t = 0, . . . , N−1} of constants with
∑N−1
t=0 |ht|2 = 1, which when multiplied
with the given length N realization to form h0Z1,0, . . . , hN−1Z1,N−1 attempts to reduce the
bias in the periodogram by considering estimates of the form
Sˆ
(d)
Z1
(f) = |JZ1(f)|2 where JZ1(f) = Δ1/2t
N−1∑
t=0
htZ1,te
−i2πftΔt , (2.57)
which are called direct spectral estimators. In a similar manner, cross direct spectral esti-
mators and cross direct relation spectral estimators are defined as,
Sˆ
(d)
12 (f) = JZ1(f)J
∗
Z2
(f) and Rˆ(d)12 (f) = JZ1(f)JZ2(−f), (2.58)
respectively. Note that if we take ht = 1/
√
N for 0 ≤ t ≤ N − 1 (this is called the
rectangular or default taper) in (2.57) then Sˆ(d)Z1 (f) = Sˆ
(p)
Z1
(f), which is why direct spectral
estimators are also known as modified periodograms. Two well-known set of data tapers
are sine tapers and Slepian tapers. We shall return to this later in the section. While
tapering does reduce bias due to leakage, the variance of direct spectral estimators fails to
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vanish in the limit as N →∞. This makes them inconsistent. Two methods to recover the
information lost due to tapering and hence reduce the variance are discussed below.
2.4.3 Welch’s Overlapped Segment Averaging (WOSA)
TheWOSA estimate is obtained by partitioning the time series into a finite number of over-
lapping blocks with a fixed percentage of overlap for any two adjacent blocks; computing
a direct spectral estimate based on the data in each block and then averaging these individ-
ual direct spectral estimates together to form an overall spectral estimate. The reason for
constructing overlapping blocks is that it reduces the overall variance due to two reasons.
Firstly, overlapping recovers some of the information contained in the covariance sequence
between pairs of data values in adjacent non-overlapping blocks, and secondly it compen-
sates somewhat for the effect of tapering the data in individual blocks, i.e., data values that
are assigned a lower weight in one block can have a higher weight in another block. Let
NB denote the total number of blocks, then a WOSA spectral estimate SˆWOSAZ (.) is given
by
SˆWOSAZ (f) =
1
NB
NB−1∑
j=0
Sˆ
(d)
Z,jN0
(f) (2.59)
where
Sˆ
(d)
Z,l (f) =
∣∣∣∣∣Δ1/2t
NS−1∑
t=0
htZt+le
−i2πftΔt
∣∣∣∣∣
2
= |J (l)Z (f)|2 with 0 ≤ l ≤ N −NS, (2.60)
where NS denotes the number of points in each block; N0 is a positive integer that controls
the amount of overlap between segments and must satisfy N0 ≤ NS and N0(NB − 1) =
N − NS , while {ht} is a data taper appropriate for a series of length NS . However, the
conventional use of WOSA using a Hanning data taper (ht = cos(t), 1 ≤ t ≤ N ), [Percival
and Walden, 1993, p. 210] with 50% overlap of blocks, can still suffer from leakage for
spectra with high dynamic range, in which case the multitaper technique is useful. Cross-
spectral WOSA estimates can be defined in a similar manner; we move on to the more
useful multitaper technique.
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2.4.4 Multitaper spectral estimation
As the name suggests, this spectral estimation technique is based on utilizing several dif-
ferent data tapers. The estimate is obtained by averaging direct spectral estimators corre-
sponding to each taper. Consider a set of K data tapers {hk,t}, k = 0, . . . ,K − 1. Then a
multitaper spectral estimator Sˆ(mt)Z (.) takes the form
Sˆ
(mt)
Z (f) =
1
K
K−1∑
k=0
Sˆ
(d)
Z,k(f), (2.61)
where
Sˆ
(d)
Z,k(f) =
∣∣∣∣∣Δ1/2t
N−1∑
t=0
hk,tZte
−i2πftΔt
∣∣∣∣∣
2
= |JZ,k(f)|2, (2.62)
where {hk,t} is a data taper for the kth direct spectral estimate Sˆ(d)Z,k(f). The idea behind
averaging over K such estimators is to produce an estimator with a variance smaller than
that of any of the K direct spectral estimators. This suggests that the tapers be chosen in a
way such that the resulting individual direct spectral estimators Sˆ(d)Z,0(f), . . . , Sˆ
(d)
Z,K−1(f) are
as uncorrelated as possible. This is achieved if the data tapers are orthogonal in the sense
that
N−1∑
t=0
hj,thk,t = 0 for all j 6= k. (2.63)
Since K increases with N , averaging over K direct spectral estimators as in (2.61) also
makes Sˆ(mt)Z (.) a consistent estimator, [Walden, 2000]. Similarly, multitaper spectral esti-
mators for cross-spectra and relational spectra may be defined. Now consider the p-variate
process Zt = [Z1,t, . . . , Zp,t]T . Since the augmented covariance matrix of Z contains the
complete second-order structure, one may directly obtain all multitaper spectral estimates
from it. GivenZ0, . . . ,ZN−1, let Sˆ(mt)U (.) denote the multitaper spectral estimator given by
Sˆ
(mt)
U (f) =
1
K
K−1∑
k=0
JU,k(f)J
H
U,k(f) =
[
Sˆ
(mt)
Z (f) Rˆ
(mt)
Z (f)
Rˆ
(mt)∗
Z (f) Sˆ
(mt)
Z (−f)
]
, (2.64)
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where JU,k(f) is defined exactly as in (2.62), i.e.
JU,k(f) = Δ
1/2
t
N−1∑
t=0
hk,tUte
−i2πftΔt ,
= TpΔ
1/2
t
N−1∑
t=0
hk,tVte
−i2πftΔt ,
= TpJV ,k(f)
= [JTZ,k(f),J
H
Z,k(−f)]T (2.65)
which may be written as
JU,k(f) ≡ [J1,k(f), . . . , Jp,k(f), J∗1,k(−f), . . . , J∗p,k(−f)]T . (2.66)
Next, we turn our attention to the two sets of data tapers mentioned earlier. Let
Hk(f) = Δt
N−1∑
t=0
hk,te
−i2πftΔt . (2.67)
and set
Hˉ(f) = 1
K
K−1∑
k=0
Hk(f) where Hk(f) = 1
Δt
|Hk(f)|2. (2.68)
Then the fraction of energy lying in the frequency band [−W,W ], i.e.
∫W
−W |Hˉ(f)|2df∫∞
−∞ |Hˉ(f)|2df
, (2.69)
gives a measure of frequency concentration corresponding to the tapers {hk,t}. The Slepian
tapers are derived as sequences which maximize this measure of frequency concentration
subject to the constraint that they form an orthonormal family. Such tapers are optimal in
the sense of energy concentration, however, their use in practice is limited as their compu-
tation is rather tricky. Alternatively, a set of easily computable orthonormal tapers is the
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sine tapers given by [Walden et al., 1995]
hk,t =
(
2
N + 1
)1/2
sin
(
(k + 1)π(t+ 1)
N + 1
)
, t = 0, 1, . . . , N − 1. (2.70)
The use ofK sine tapers yields a resolution bandwidth of 2WN where [Walden et al., 1995]
WN =
(K + 1)
2(N + 1)Δt
. (2.71)
In practice, the number of tapersK may be determined by the technique of window closing.
The idea is to start with an arbitrary but large bandwidth WN , and compute a sequence
of spectral estimates by closing the window, i.e. by progressively decreasing WN . The
objective is to choose a value for K (corresponding to WN ) such that the corresponding
spectral estimates are neither too smooth, nor too erratic and the fine features in the SDF
are not blurred.
The spectral or frequency concentration of sine tapers is very close to the optimal con-
centration of Slepian tapers. Also, due to (2.71) we see that the estimation bandwidth WN
for multitaper spectral estimators based on sine tapers only varies with the number of tapers
K and so can be varied easily. In contrast, the Slepian sequences need to be recomputed
for a different choice of bandwidth W (see (2.69)).
We now list some very useful statistical properties of {JV,k(f), k = 0, . . . ,K − 1}.
Suppose that {Vt} is a zero mean Gaussian distributed random variable. Then clearly
JV,k(f) given by (2.65) is a finite linear combination of Gaussian distributed random vari-
ables and so is itself Gaussian distributed. Assuming that the resolution bandwidth is nar-
row enough to ensure that the components of the SDF are essentially constant across it, it
is shown that [Rubin-Delanchy, 2008, §4.1.2]
cov{JV,k(f)} = E{JV,k(f)JHV,k(f)} = SV(f). (2.72)
So we can write
JV,k(f) ∼ NC2p(0,SV(f)). (2.73)
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Also, it is derived in [Rubin-Delanchy, 2008, pp. 72-74] that as N →∞,
cov{JV,j(f),JV,k(f)} = E{JV,j(f)JHV,k(f)} = 0 for j 6= k, (2.74)
i.e. {JV,k(f), k = 0, . . . ,K − 1} are pairwise uncorrelated. Further to this, it is shown
that [Rubin-Delanchy, 2008, §4.1.2] JV,k(f) is an asymptotically proper random variable
i.e. E{JV,k(f)JTV,k(f)} = 0 for each k = 0, . . . ,K − 1. This together with (2.73) and
(2.74) tells us that asymptotically (as N →∞) {JV,k(f), k = 0, . . . ,K − 1} is a sequence
of independent and identically distributed (i.i.d) random variables. For finite N , pairwise
uncorrelatedness (2.74) and propriety can only be justified for frequencies in the range
WN ≤ |f | ≤ fN −WN , where 2WN is the bandwidth induced by tapering.
2.5 Coherence
When presented with a pair of random processes, one is often interested to learn the extent
to which the outcome of one can be predicted from knowledge of the other. The degree of
correlation plays a key role in linear prediction based on a minimum mean squared error
(MMSE) approach. A commonly used measure of correlation for a pair of zero mean
complex-valued variables Z1 and Z2 is
γ =
E{Z1Z∗2}√
E{|Z1|2}E{|Z2|2}
, (2.75)
which has the exact form of Pearson’s product-moment correlation coefficient defined for a
pair of real random variables. Since γ in general is a complex-valued quantity, it is common
practice to use the magnitude squared correlation i.e. |γ|2. Several other measures of
correlation between a pair of real-valued random processes as well as their complex-valued
extensions have been studied in the literature and are discussed in Chapter 4. Note that
such measures of correlation only tell us how processes are linearly correlated in the time
domain. With increasing popularity of frequency domain signal processing it is important
to be able to measure linear correlation between the corresponding frequency components.
For a pair of zero mean complex valued SOS processes {Zl,t} and {Zm,t}, coherence is
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simply defined as correlation between the corresponding random weights {dZl(f)} and
{dZm(f)}, i.e.
γlm(f) =
E{dZl(f)dZ∗m(f)}√
E{|dZl(f)|2}E{|dZm(f)|2}
. (2.76)
Since E{|dZl(f)|2} = Sll(f) and E{dZl(f)dZ∗m(f)} = Slm(f), we define the magnitude-
squared ordinary coherence as [Gonella, 1972]
γ2lm(f) =
|Slm(f)|2
Sll(f)Smm(f)
. (2.77)
A second coherence quantity is the magnitude-squared conjugate coherence, which is de-
fined as the ordinary magnitude-squared coherence between {Zl,t} and {Z∗m,t}, and is given
by [Gonella, 1972]
γ2lm∗(f) =
|Rlm(f)|2
Sll(f)Smm(−f) . (2.78)
With l = m we get conjugate coherence for a scalar complex-valued process {Zl,t} as
γ2ll∗(f) =
|Rll(f)|2
Sll(f)Sll(−f) . (2.79)
Using the Cauchy-Schwarz inequality it can be shown that the above defined magnitude-
squared coherence coefficients take values between 0 and 1.
2.6 Labrador Sea data
To illustrate the working of simulation and analysis techniques developed as part of our
work, we consider data collected from a 12-month mooring located at a site in water of
∼ 3500m depth in the Labrador Sea. A 15 instrument mooring spanned depths from 98m
to 3486m beneath the surface. All the mooring instruments except the uppermost recorder
returned good data. The plan of the experiment is described in [Lilly et al., 1999].
The data consists of N = 9186 samples of horizontal ocean current velocity at six
depths (in meters) – 110, 760, 1260, 1760, 2510, and 3476. Due to failure of the uppermost
recorder, the first set of data is incomplete. For this reason, we restrict our attention to the
first 7000 sample points for each time series. As discussed earlier in Chapter 1, we form
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complex-valued time series Xj,t + iYj,t for all depths j = 1, . . . , 6, and t = 0, . . . , N − 1,
where {Xj,t} and {Yj,t} are associated with ocean current measurements in the eastward
and northward directions, respectively. We form the zero-mean complex-valued time series
{Xj,t − Xˉj} + i{Yj,t − Yˉj}, j = 1, . . . , 6, where Xˉj and Yˉj denote sample mean values of
Xj,t and Yj,t, t = 0, . . . , N − 1, respectively. The sample interval is Δt = 1h, giving a
Nyquist frequency of fN = 1/(2Δt) = 0.5Hz.
We note that the set of observations in the window t = 2010 to t = 3609, displayed in
Fig. 2.1 exhibit oscillations which indicate that our data set consists of non-stationary time
series. We suspect that the fine wiggles correspond to the semi-diurnal tide that appears
once in every 12 hours and 25.2 minutes i.e. at a frequency of 1/12.42 = 0.0805 c/hr. This
can also be observed from Fig. 2.1. Since the sampling interval is Δt = 1hr., in each block
of 200 time units marked on the x-axis in Fig. 2.1, we would expect to see the semi-diurnal
tidal fluctuations around the 200/12.42 ≈ 16th observation. The Thomson’s mean removal
method [Thomson, 1982] described below allows us to remove the line component at the
exact semi-diurnal tidal frequency of f = 0.0805 c/hr and reshape the spectrum around
this frequency. Also, from Fig. 2.3, we note that the spectra of each of the six time series is
very dominant at low frequencies. This suggests that other apparent oscillations in the time
series arise from low-frequency fluctuations rather than a trend in the time series [Granger
and Hatanaka, 1964].
We identify the corresponding length N = 3609 − 2010 + 1 = 1600 complex-valued
time series at the given depths with {Z1,t}, . . . , {Z6,t}, t = 0, . . . , N−1 respectively. These
are shown as blue (real part) and red (imaginary part) lines in Fig. 2.1. We obtain multitaper
spectral estimates for each of the six complex-valued time series as described above with
K = 12 sine tapers and observe that some spectral estimates contain lines or block-like
characteristics (e.g. see Fig. 2.2 (a) around f = 0). From the theorem on classification
of spectra [Percival and Walden, 1993, p. 141], we know that if the integrated spectrum
consists entirely of an absolutely continuous component then the process is said to have a
purely continuous spectrum; or if the integrated spectrum consists entirely of a step func-
tion the process is said to have a purely discrete or line spectrum. In the case when it
contains both, with the SDF of the absolutely continuous component corresponding to a
nonwhite process, the process is said to have a mixed spectrum. Clearly, Fig. 2.2 (a) is the
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case of a mixed spectra. To deal with the problem of a mixed spectrum, Thomson [Thom-
son, 1982] suggested an approach to reshape the spectrum around the frequency containing
the line component to get a good spectral estimate of the background continuum. For a
line component at f = f1, multitaper spectral estimate for the neighbouring frequencies is
given by [Percival and Walden, 1993, pp. 498-499],
Sˆ
(mt)
Z (f) =
1
K
K−1∑
k=0
∣∣∣∣JZ,k(f)− Cˆ1Hk(f − f1)(Δt)1/2
∣∣∣∣2 for f1 −WN ≤ f ≤ f1 +WN , (2.80)
where
Cˆ1 = (Δt)
1/2
∑K−1
k=0 JZ,k(f1)Hk(0)∑K−1
k=0 H
2
k(0)
. (2.81)
A related issue is concerning the value of spectral estimates at zero frequency. We men-
tioned earlier that if E{Zt} = μ 6= 0, then one can simply consider the mean removed time
series Zt − μ, in which case we would define JZ,k(f) as
JZ,k(f) = (Δt)
1/2
N−1∑
t=0
hk,t(Zt − μ)e−i2πftΔt . (2.82)
When the true mean value μ is not known, μ is replaced by the sample mean value, i.e.
JZ,k(f) = (Δt)
1/2
N−1∑
t=0
hk,t(Zt − 1
N
N−1∑
s=0
Zs)e
−i2πftΔt . (2.83)
The zero frequency corresponds to a constant term and so the power of a centered series
at zero frequency should be zero. However, from the above equation we see that the direct
spectral estimator corresponding to the kth taper, i.e. |JZ,k(f)|2 can be non-zero at zero
frequency unless we choose a rectangular data taper (for example JZ,k(0) 6= 0 if hk,t is the
kth sine taper whereas with hk,t = 1/
√
N , JZ,k(0) = 0). Using Thomson’s method it is
found that the reshaped ‘mean corrected’ direct spectral estimator is given by
|JZ,k(f)|2 =
∣∣∣∣∣Δ1/2t
N−1∑
t=0
hk,t(Zt − Dˆ1)e−i2πftΔt
∣∣∣∣∣
2
, (2.84)
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where Dˆ1 = 2Cˆ1.
Fig. 2.2 displays clockwise multitaper spectral estimates before and after line removal
at frequency f1 = 0.0805 c/hr. using (2.80). For all frequencies, the kth direct spectral esti-
mator was computed using (2.84) and so the mean-corrected spectral estimates are shown.
As spectral density often varies over orders of magnitudes, spectral distributions are usually
plotted on a logarithmic scale.
Fig. 2.3 shows the estimated counterclockwise (thin) and clockwise (thick) spectra for
the ocean current and speed direction time series at six depths. Again, the vertical dashed
line in the plot marks the semi-diurnal tidal frequency. The line at this frequency is esti-
mated and removed so that the spectra are for the residual current after tide removal. Of
great interest to oceanographers are deep ocean motions well away from boundaries, espe-
cially in the internal wave frequency band between about 10−2 and 1 c/h. Fig. 2.3 covers
this band, fairly central to which is the semi-diurnal tidal frequency (dashed). At a slightly
lower frequency than the main tide will be the local inertial frequency which is latitude
dependent.
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Figure 2.1: Eastward (blue) and Northward (red) components of ocean current speed at six
depths in the Labrador Sea.
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Figure 2.2: Clockwise multitaper spectral estimates (a) before tide removal and (b) after
tide removal, at frequency f = 0.0805 c/hr. for series at depth 110m.
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Figure 2.3: Estimated counterclockwise spectra (thin line) and clockwise spectra (thick
line) for complex-valued currents (eastward = real part, northern = imaginary part) at depths
(meters) (a) 110 (b) 760 (c) 1260 (d) 1760 (e) 2510 and (f) 3476. The semi-diurnal tide
(frequency shown by dashed line), has been estimated and removed from the spectra. The
vertical dotted lines mark a set of four frequencies (c/hr) (a) 0.0518, (b) 0.06, (c) 0.0697,
and (d) 0.1095, chosen for data analysis in §3.7.
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Chapter 3
The Rotary Coefficient
Suppose {Zt} is a zero-mean covariance-stationary complex-valued process, then due to
the spectral representation theorem (Theorem 1 in §2.3) we may write
Zt =
∫ 1/2
−1/2
ei2πftdZ(f), (3.1)
where Z(f) is a random function of f with zero mean and uncorrelated increments. View-
ing the integral as an infinite sum, the theorem allows us to represent the complex-valued
process indexed by t as the weighted sum of complex exponentials with the weights defined
in the frequency domain, and hence provides a link between time and frequency domain.
From (3.1), we see that the contribution to Zt at frequencies f and −f is
Zt(f) = dZ(f)e
i2πft + dZ(−f)e−i2πft, (3.2)
which is the parametric equation of a random ellipse, comprising the addition of two op-
positely rotating circular motions with random amplitudes |dZ(f)| and |dZ(−f)|, and
random phases arg |dZ(f)| and arg |dZ(−f)|, respectively [Emery and Thomson, 1998,
pp. 428-429], [Schreier and Scharf, 2010, p. 7]. Traditionally, a positive frequency is
associated with counterclockwise motion and a negative frequency with clockwise mo-
tion. Note that, the complex constants |dZ(f)|eiθ+ , θ+ = arg{dZ(f)} and |dZ(−f)|eiθ− ,
θ− = arg{dZ(−f)}, fix the amplitude and phase of the two circular motions (over time t).
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So the spectral representation theorem allows us to decompose the complex-valued time
series {Zt}, into two oppositely polarised components, also known as rotary components
(at a given frequency magnitude), and hence provides a way to analyze {Zt} according to
its rotational sense. This is why, the study of complex-valued time series in the frequency
domain is usually referred to as rotary spectral analysis. This method is particularly useful
when motion is expected to be regular only in one sense of rotation, e.g. it is typically ob-
served that currents in the northern hemisphere are predominantly clockwise [Emery and
Thomson, 1998, p. 427], so that we may deal with only one of the two rotary components.
A key quantity in rotary spectral analysis is the rotary coefficient. For a given frequency,
this coefficient measures the tendency of vectors to rotate in a clockwise or counterclock-
wise manner depending on which of the two oppositely polarized components has a larger
magnitude. It is then natural to consider the rotary coefficient, defined as [Emery and
Thomson, 1998, p. 431], [Gonella, 1972]
ρ(f) =
SZ(f)− SZ(−f)
SZ(f) + SZ(−f) , (3.3)
where SZ(.) is the power spectrum for the process {Zt}. This coefficient satisfies −1 ≤
ρ(f) ≤ 1 and provides an objective means of quantifying the rotation associated with
the asymmetry of the spectrum. Let f > 0. Then if ρ(f) = +1 (i.e., SZ(−f) = 0),
motion is all counterclockwise at that frequency, whereas if ρ(f) = −1 (i.e., SZ(f) = 0),
motion is all clockwise at that frequency, and if ρ(f) = 0, there is rectilinear motion
(unidirectional flow). From the definition of the rotary coefficient, one may say that ρ(f)
gives a partition of the total power i.e. SZ(f) + SZ(−f) = Stotal, say, in the sense that if
SZ(f) contributes more (less) to the total power in comparison to SZ(−f), then the motion
is counterclockwise (clockwise).
We begin with some useful properties of the rotary coefficient in §3.1. The rotary co-
efficient estimator is introduced in §3.2 following which we discuss some of its statistical
properties such as the PDF, bias, mean-square error, and confidence intervals in §3.3. We
present simulation experiments in §3.4. Two statistical tests for testing the hypothesis of
rectilinear motion are described in §3.5. The problem of testing the assumption of Gaus-
sianity for vector-valued data sets is addressed in §3.6. Results are presented in §3.7.
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3.1 Some useful properties
(i) One of the most useful properties of the rotary coefficient is that it is invariant under
coordinate rotation. Consider rotating the two-dimensional real-valued vector Vt =
[Xt, Yt]
T
, counterclockwise by an angle θ, i.e., say,
V θt =
[
Xθt
Y θt
]
=
[
cos θ − sin θ
sin θ cos θ
][
Xt
Yt
]
Then,
Zθt = X
θ
t + iY
θ
t
= (Xt cos θ − Yt sin θ) + i(Xt sin θ + Yt cos θ)
= Zte
iθ (3.4)
Using the spectral representation theorem,
Zt =
∫ fN
−fN
ei2πftΔtdZ(f)
which together with (3.4) implies that,
Zθt =
∫ fN
−fN
ei2πftΔtdZ(f)eiθ =
∫ fN
−fN
ei2πftΔtdZθ(f),
say, where dZθ(f) = dZ(f)eiθ. Now, for |f | ≤ 1/2
SθZ(f)df = E{dZθ(f)(dZθ(f))∗} = E{dZ(f)dZ∗(f)} = SZ(f)df
which shows that ρθ(f) = ρ(f).
(ii) Secondly, due to (2.49) we see that ρ(f) in (3.3) may also be written as
ρ(f) =
2Im{SXY (f)}
SXX(f) + SY Y (f)
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since SXY (−f) = S∗XY (f). So a test for rectilinear motion at frequency f i.e. ρ(f) =
0, is equivalent to Im{SXY (f)} = 0, which is equivalent to a test for real structure of
SV(f), i.e. whether SV(f) = Re{SV(f)} + iIm{SV(f)} is real-valued. Two tests
for rectilinear motion are discussed in §3.5.
(iii) In optics, it is common to introduce an angle −π/4 ≤ χ ≤ π/4, such that χ(f)
obtained through
sin(2χ(f)) =
SZ(f)− SZ(−f)
SZ(f) + SZ(−f) , (3.5)
approximates the expected ellipse shape, [Schreier and Scharf, 2010, p. 210]. This
makes sense because as ρ(f) tends to 1 or −1, motion becomes purely counter-
clockwise or clockwise circular. So, larger the magnitude of the rotary coefficient,
less is the difference between the lengths of major and minor axis of the rotation
ellipse.
Another potential application of the rotary coefficient follows from [Mooers, 1973],
where it is mentioned that the ratio
R(f) =
1 + ρ(f)
1− ρ(f) , (3.6)
may be a good indicator of the validity of the ‘low spatial coherence hypothesis.’ The
hypothesis and its relationship to R(f) and hence ρ(f) is not clearly understood and
needs to be explored.
3.2 A Rotary Coefficient Estimator
We use the multitaper spectral estimation technique to compute the rotary coefficient esti-
mator, i.e.,
ρˆ(f) =
Sˆ
(mt)
Z (f)− Sˆ(mt)Z (−f)
Sˆ
(mt)
Z (f) + Sˆ
(mt)
Z (−f)
. (3.7)
We recall from §2.4, that the basic idea of multitaper spectral estimation is to use a set of K
orthogonal data tapers to calculate direct spectral estimates Sˆ(d)Z,k(f), k = 0, . . . ,K − 1,
and then average them across the different tapers to produce the final multitaper esti-
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mate Sˆ(mt)Z (f). So given a length-N sample Z0, . . . , ZN−1, we consider K data taper
sequences of the form {hk,t}N−1t=0 , k = 0, . . . ,K − 1 where
∑N−1
t=0 hj,thl,t = 0 for j 6=
l; j, l = 0, . . . ,K − 1, which are assumed to satisfy properties enumerated in [Walden,
2000, pp. 770-771].
Form the product hk,tUt of the tth value of the kth real valued taper, k = 0, . . . ,K − 1,
with the tth value of the sequence Ut, and compute
JU,k(f) = Δ
1/2
t
N−1∑
t=0
hk,tUte
−i2πftΔt
= TΔ
1/2
t
N−1∑
t=0
hk,tVte
−i2πftΔt
= TJV,k(f) = [JZ,k(f), J
∗
Z,k(−f)]T ,
where JZ,k(f) = Δ1/2t
∑N−1
t=0 hk,tZte
−i2πftΔt
. Then,
Sˆ
(mt)
U (f) =
1
K
K−1∑
k=0
JU,k(f)J
H
U,k(f) =
[
Sˆ
(mt)
Z (f) Rˆ
(mt)
Z (f)
Rˆ
∗(mt)
Z (f) Sˆ
(mt)
Z (−f)
]
. (3.8)
For convenience, we will drop the superscript (mt) and from now on, in this chapter, SˆU(f),
SˆZ (f), RˆZ (f) etc. shall refer to the corresponding multitaper spectral estimate. Let
Aˆ(f) :=
SˆZ(−f)
SˆZ(f)
=
∑K−1
k=0 |J∗Z,k(−f)|2∑K−1
k=0 |JZ,k(f)|2
, (3.9)
so that due to (3.8) we may rewrite the estimator,
ρˆ(f) =
SˆZ(f)− SˆZ(−f)
SˆZ(f) + SˆZ(−f)
=
1− Aˆ(f)
1 + Aˆ(f)
, (3.10)
after dividing the numerator and denominator by SˆZ(f). Assume that {Vt = [Xt, Yt]T , t ∈
Z} is distributed as a zero-mean Gaussian random variable. Then from §(2.4.4) we know
that as N → ∞, {JV,k(f), k = 0, 1, . . . ,K − 1} are distributed independently and iden-
tically with a complex bivariate Gaussian distribution of mean 0 and covariance matrix
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SV(f), i.e.
JV,k(f) ∼ NC2 (0,SV(f)), 0 < |f | < fN . (3.11)
Since JU,k(f) = TJV,k(f), and T ∈ C2×2, we have [Andersen et al., 1995, p. 23]
JU,k(f) ∼ NC2 (0,TSV(f)TH), 0 < |f | < fN (3.12)
so that,
JU,k(f) ∼ NC2 (0,SU(f)), 0 < |f | < fN , (3.13)
due to (2.46). Also from §(2.4.4), we know that in the case of a finite N , {JV,k(f), k =
0, . . . ,K − 1}, WN < |f | < fN −WN are approximately uncorrelated, proper, complex
Gaussian distributed (due to the assumption of Gaussianity of {Vt}) random variates, with
mean zero and covariance matrix SV(f). Since proper, pairwise uncorrelated Gaussian
random variates are independent, it follows that {JV,k(f), k = 0, . . . ,K − 1} for WN <
|f | < fN −WN are independent. Note that for finite N , the independence of JV,k(f) and
the result (3.13) can only be justified for frequencies in the range WN < |f | < fN −WN .
For |f | = 0, fN , JV,k(f) is a real-valued Gaussian random variable and hence cannot
be proper. In fact, it is improper with
cov{JV,k(f),J∗V,j(f)} = cov{JV,k(f),JV,j(f)} = SV(f)δk,j , (3.14)
due to the orthogonality of data tapers.
3.3 Statistical properties of the rotary coefficient estimator
3.3.1 Probability density function
Let Wk = [Wk,1,Wk,2]T , k = 0, 1, . . . ,K − 1, denote a size K random sample of bi-
variate complex Gaussian vectors, each NC2 (0,Σ). Let W1 =
∑K−1
k=0 |Wk,1|2 and W2 =∑K−1
k=0 |Wk,2|2. The PDF of W = W2/W1 is derived from the marginal density functions
ofW1 andW2 as
fW (w) =
∫ ∞
0
∣∣∣∣dw2dw
∣∣∣∣ fW2(ww1)fW1(w1)dw1, (3.15)
3.3 Statistical properties of the rotary coefficient estimator 61
-1 -0.5 0 0.5 1
0
2
4
6
8
(a)
-1 -0.5 0 0.5 1
0
2
4
6
8
(b)
-1 -0.5 0 0.5 1
0
2
4
6
8
10
(c)
x
-1 -0.5 0 0.5 1
0
5
10
15
20
(d)
x
Figure 3.1: PDF fρˆ(x) for K = 12 and (a) ρ = 0 (b) ρ = 0.3 (c) ρ = 0.5 and (d) ρ = 0.8
using γ2∗ = 0, 0.5, 0.9 shown as solid, dashed and dotted lines, respectively.
where w,w1, w2 are variables representing W,W1,W2, respectively. Clearly, as W =
W2/W1, dw2/dw = w1. Then, (3.15) together with [Miller, 1980, p.66, eqn.(1.11)] leads
to the following PDF for W [Miller, 1980, p. 92]:
fW (w) =
wK−1(c22w + c11)
B(K,K)(detΣ)K [(c22w + c11)2 − 4|c12|2w]K+1/2 , w > 0, (3.16)
where cjk represents the (j, k)th entry of Σ−1, i.e. Σ−1 =
[
c11 c12
c∗12 c22
]
, and B(K,K) =
Γ2(K)/Γ(2K), with Γ denoting the Gamma function, is the beta function (e.g. [Gradshteyn
and Ryzhik, 1994]).
We note that with Wk ≡ JU,k(f) for 0 < |f | < fN in the asymptotic case, and
WN < |f | < fN −WN in the finite N case, the ratio Aˆ(f) in (3.9) is of the form W2/W1.
Hence, statistical properties of Aˆ(f) may be derived from that of W2/W1 by replacing Σ
with SU(f). From (3.16), it follows that the PDF of Aˆ(f) is given by,
fAˆ(a) =
aK−1(a+ q)qK(1− γ2∗)K
B(K,K)[(a+ q)2 − 4aqγ2∗ ]K+(1/2)
, a ≥ 0, (3.17)
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where,
q(f) =
SZ(−f)
SZ(f)
=
1− ρ(f)
1 + ρ(f)
. (3.18)
Note that this is very similar in form to the ratio Aˆ(f) defined in (3.9), the only difference
being that this is the ratio of true spectral densities as opposed to the estimated ones. Also,
γ2∗(f) =
|RZ(f)|2
SZ(f)SZ(−f) (3.19)
is the conjugate coherence of {Zt}. For brevity, we have suppressed the frequency depen-
dence of Aˆ, q and γ2∗ in (3.17). In what follows, we will often suppress explicit frequency
dependence where it is understood. We note that the PDF of Aˆ in (3.17) can be rewritten
in the form,
fAˆ(a) =
aK−1(a+ q)qK(1− γ2∗)K
B(K,K)[a2 + q2 − 2aq + 4aq − 4aqγ2∗ ]K+(1/2)
=
aK−1(a+ q)qK(1− γ2∗)K
B(K,K)[a2{1 + (q2/a2)− 2(q/a) + 4(q/a)(1− γ2∗)}]K+(1/2)
=
(1 + q/a)(q/a)K(1− γ2∗)K
aB(K,K)[(1− [q/a])2 + 4(q/a)(1− γ2∗)]K+(1/2)
.
Now, ρˆ = (1− Aˆ)/(1+ Aˆ)⇒ Aˆ = (1− ρˆ)/(1+ ρˆ). Let x represent ρˆ, then as a represents
Aˆ, we have a = (1 − x)/(1 + x). Transforming the random variable from Aˆ to ρˆ, we get
the PDF of ρˆ as
fρˆ(x) =
∣∣∣∣dadx
∣∣∣∣ fAˆ(1− x1 + x
)
=
∣∣∣∣ −2(1 + x)2
∣∣∣∣ fAˆ(1− x1 + x
)
,−1 < x < 1 (3.20)
Then (3.20) and (3.20) combine to give:
fρˆ(x;K, ρ, γ
2
∗) =
2(1 + yρx)y
K
ρx(1− γ2∗)K
(1− x2)B(K,K)[(1− yρx)2 + 4yρx(1− γ2∗)]K+(1/2)
(3.21)
where
yρx =
(1− ρ)(1 + x)
(1 + ρ)(1− x) , (3.22)
and |ρ|, |x|, and γ2∗ < 1. Note that the PDF of the rotary coefficient estimate ρˆ(f) depends
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on the degrees of freedom, K which is the number of tapers used for multitaper spectral
estimation, and two parameters, firstly ρ(f), the true value of the rotary coefficient, and
secondly γ2∗(f), the conjugate coherence. Let P (f) denote the degree of polarization of
the process {Ut}. Then P 2(f) = 1 − 4[det{SU(f)}/tr2{SU(f)}], where det{.} and
tr{.} denote determinant and trace, respectively [Medkour and Walden, 2008, eqn. (13)].
However, as
det{SU(f)}
tr2{SU(f)} =
SZ(f)SZ(−f)− |RZ(f)|2
[SZ(f) + SZ(−f)]2 ,
1− P 2(f) = 4SZ(f)SZ(−f)[1− γ
2
∗(f)]
[(SZ(f) + SZ(−f))]2 . (3.23)
Since 1− ρ2(f) = 4SZ(f)SZ(−f)/[SZ(f) + SZ(−f)]2, (3.23) becomes
1− P 2(f) = [1− ρ2(f)][1− γ2∗(f)]. (3.24)
Thus, given any two of ρ2(f), γ2∗(f), P 2(f), the third is determined. Using the fact
that (1 − γ2∗(f)) < 1, we get P 2(f) ≥ ρ2(f) and similarly, (1 − ρ2(f)) < 1 implies
P 2(f) ≥ γ2∗(f). Alternatively, one may observe these inequalities using the fact that the
arithmetic mean (SZ(f) + SZ(−f))/2 is always greater than or equal to the geometric
mean
√
SZ(f)SZ(−f) in (3.23). The PDF of the rotary coefficient estimator, ρˆ(f), is pa-
rameterized in terms of the true rotary coefficient ρ(f), the conjugate coherence γ2∗(f),
(which together determine P 2(f) as in (3.24)), and the number of tapers, K. The reason
why we parameterize our PDF in terms of γ2∗(f) and not P 2(f) is because γ2∗(f) leads to a
more convenient form of the PDF, involving yρx, in the sense that when ρ and x are simul-
taneously negated yρx → 1/yρx, however (3.21) remains unchanged after such an inversion
of yρx, and the only term involving x in (3.21) is (1 − x2) which is clearly invariant to
a change in the sign of x. Fig. 3.1 shows the PDF of the rotary coefficient estimator for
K = 12 and different values of ρ and γ2∗ . The PDF for negative values of ρ is the reflection
around x = 0 of the PDF for the corresponding absolute value.
3.3 Statistical properties of the rotary coefficient estimator 64
-1 0 1
-0.02
0
0.02
bi
as
(a)
-1 0 1
-0.02
0
0.02 (b)
-1 0 1
0
0.02
0.04
0.06
rotary coefficient
m
ea
n 
sq
ua
re
d 
er
ro
r
(c)
-1 0 1
0
0.02
0.04
0.06
rotary coefficient
(d)
Figure 3.2: Bias and mean-squared error of ρˆ as a function of the true value ρ. (a) Bias
when γ2∗ = 0.1, (b) bias when γ2∗ = 0.7, (c) MSE when γ2∗ = 0.1, and (d) MSE when
γ2∗ = 0.7, with K = 12 (solid), 16 (dashed) and 20 (dotted). c©IEEE
3.3.2 Bias and Mean-squared error
Two important properties of ρˆ namely the bias, E(ρˆ)− ρ, and mean-squared error E{(ρˆ−
ρ)2} (variance plus squared bias) are shown in Fig. 3.2 for γ2∗ = 0.1, 0.7 and K = 12
(solid), 16 (dashed), and 20 (dotted). These properties are readily computed from moments
derived numerically using the PDF (3.21). From Fig. 3.2(a) we see that bias is positive for
negative values of ρ, zero for ρ = 0, and negative for positive values of ρ. Mean-squared
error is symmetric in ρ, and largest at ρ = 0. Both bias and MSE decrease with increasing
K and increasing γ2∗ .
3.3.3 Confidence intervals
Consider a fixed value of ρ. Given a level of significance α, a 100(1 − α)% confidence
interval for ρˆ is obtained from the distribution function Fρˆ(x;K, ρ, γ2∗) of ρˆ as described
below. Let ηq(ρ) denote the qth quantile of ρˆ corresponding to the fixed value of ρ, i.e.
Fρˆ(ηq;K, ρ, γ
2
∗) = q. Then,
Fρˆ(ηα/2;K, ρ, γ
2
∗) = α/2 = 1− Fρˆ(η1−α/2;K, ρ, γ2∗) (3.25)
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so that
Pr[ηα/2(ρ) ≤ ρˆ ≤ η1−α/2(ρ)] = 1− α, (3.26)
and [ηα/2(ρ), η1−α/2(ρ)] is the 100(1 − α)% confidence interval for ρˆ, given ρ. With α =
0.05 and γ2∗ = 0.5, we obtain 95% confidence regions for ρˆ – see Fig. 3.3 for (a) K = 12,
and (b)K = 16. For a set of equispaced values of ρ (on the x-axis) in the range [−1, 1], we
first solve the equation
Fρˆ(ηα/2;K, ρ, γ
2
∗)− α/2 = 0, (3.27)
for ηα/2(ρ). This can be done using a standard zero-finding algorithm (e.g. fzero in Mat-
lab). And then, η1−α/2(ρ) is obtained in a similar manner. These plots are shown in Fig. 3.3.
For any given value of ρ, the region between ηα/2(ρ) and η1−α/2(ρ) projects a 95% confi-
dence interval for ρˆ . For example, for ρ = −0.22, a 95% confidence interval for ρˆ is given
by
[ηα/2(−0.22), η1−α/2(−0.22)], (3.28)
as shown in Fig. 3.3(a) (see the dotted lines). In practice, one often has to deal with the
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Figure 3.3: 95% confidence regions for ρ when γ2∗ = 0.5 and (a)K = 12 and (b)K = 16.
The horizontal lines mark ρˆ = 0.7 and the intervals defined by the vertical dashed lines
are the 95% confidence intervals for ρ. The dotted lines in (a) mark the 95% confidence
intervals for ρˆ. See text for details.
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reverse situation, i.e. we compute an estimate ρˆ, and are interested in finding a confidence
interval for the true unknown value ρ. Confidence intervals for ρ are found by using the
reverse strategy – see the dashed lines in Figs. 3.3(a) and 3.3(b). Given an estimate ρˆ,
we draw a horizontal dashed line across the plot through this point and find its point of
intersection with η1−α/2(ρ) at ρ1 say, and with ηα/2(ρ) at ρ2 say. Then
[ρ1, ρ2] ≡ [ρ1(ρˆ;α,K, γ2∗), ρ2(ρˆ;α,K, γ2∗)]. (3.29)
defines a 95% confidence interval for ρ. The interval is random since it depends on ρˆ, the
known quantities K and α, and the nuisance parameter γ2∗ . The resulting 95% confidence
intervals for ρ with ρˆ = 0.7 and (a) K = 12 is [0.5180, 0.8214], and for (b) K = 16
is [0.5479, 0.8073]. As expected, confidence regions shrink with increasing complex de-
grees of freedom K. Computationally, given an estimate ρˆ of ρ, the right end point of the
confidence interval for ρ is that value of ρ for which
Fρˆ(ρˆ;K, ρ, γ
2
∗)− α/2 = 0. (3.30)
The other end point is likewise found by solving Fρˆ(ρˆ;K, ρ, γ2∗)−(1−α/2) = 0 for ρ. 95%
confidence regions for a fixed value ofK = 12 and increasing values of γ2∗ with (a) 0.1, (b)
0.3, (c) 0.5 and (d) 0.8 are shown in Fig. 3.4. We see that confidence regions shrink in size
with increasing values of γ2∗ . Thus, interval widths narrow as K increases, and also as γ2∗
increases. The latter is explained by the fact that increasing γ2∗ corresponds to increasing
P 2 (P 2 ≥ γ2∗).
3.4 Simulations
We observe that the confidence interval (3.29) requires the knowledge of γ2∗ , but, in practice
this will not be known. So we will need to replace γ2∗ with an estimator which has good
statistical properties and is also easy to implement. The objective of this section is to test
coverage probabilities when γ2∗ is estimated, debiased, and then included in (3.29), in place
of the unknown true value of γ2∗ . This is done via a simulation study as explained below.
We use three different matrices playing the role of SU(f):
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Figure 3.4: 95% confidence regions for ρ using K = 12 and (a) γ2∗ = 0.1 (b) γ2∗ = 0.4 (c)
γ2∗ = 0.7 and (d) γ2∗ = 0.9.
S
(1)
U =
[
10 −1 + 2i
−1− 2i 3
]
;S
(2)
U =
[
10 7 + i
7− i 10
]
;
and
S
(3)
U =
[
3 i
−i 10
]
.
We recall that the spectral matrices S(j)U (f), j = 1, 2, 3, are of the form[
SZ(f) RZ(f)
R∗Z(f) SZ(−f)
]
where SZ(f) ≥ 0, SZ(−f) ≥ 0, and RZ(f) are chosen such that each S(j)U , j = 1, 2, 3 is
NND. We compute ρ as in (3.3) and γ2∗ given by (3.19) for each model matrix. For S(1)U ,
ρ = (1 − 3/10)/(1 + 3/10) = 0.54 and γ2∗ = | − 1 + 2i|2/(10 × 3) = 0.17; for S(2)U ,
ρ = 0, γ2∗ = 0.5 and for S
(3)
U , ρ = −0.54, γ2∗ = 0.03.
The next step is to simulate bivariate complex Gaussian vectors JU,k, k = 0, . . . ,K−1
as in (3.13). This is done as explained below. From [Brillinger, 1975, p. 89], we know that
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if a 2p-vector-valued variate [Re{Z}, Im{Z}]T ∼ N2p(0,Φ), where
Φ =
1
2
[
Re(Σ) −Im(Σ)
Im(Σ) Re(Σ)
]
, (3.31)
for a p × p covariance matrix Σ, then the complex-valued vector Z ∼ NCp (0,Σ). So
to simulate a p-variate complex Gaussian Z ∼ NCp (0,Σ), we proceed as explained be-
low [Medkour and Walden, 2007b, p. 885]. Given Σ, form the corresponding real-valued
covariance matrix Φ as in (3.31). Then the idea is to generate a real-valued vector from
N2p(0,Φ). Let Φ = QΛQT , where Q2p×1 consists of the eigenvectors and Λ2p×2p con-
sists of the eigenvalues of Φ on its diagonal. Let Z = [Z1, . . . ,Z2p]T ∼ N2p(0, I). Define
G = QΛ1/2Z so that E{GGT} = Φ, and G = [G1, . . . , G2p]T ∼ N2p(0,Φ). Then
Z = [Z1, . . . , Zp]
T where Zj = Gj + iGp+j, j = 1, . . . , p is the required Gaussian vector.
For each model matrix, JU,k, k = 0, . . . ,K − 1 as in (3.13) are obtained using the
method described above and then combined as in (3.8) to compute SˆU. We work with
K = 12 and K = 16. For each model matrix, 5000 independent realizations of SˆU
were produced and consequently 5000 realizations of ρˆ from (3.7) and γˆ2∗ from (3.19) were
computed.
An unbiased conjugate coherence estimate based on multitaper spectral estimation, i.e.
using bivariate samples {JU,k(f), k = 0, 1, . . . ,K − 1} is, (e.g. [Medkour and Walden,
2007a, eqn. (24)])
γ˜2∗ = 1− (1− γˆ2∗)2F1(1, 1;K; 1− γˆ2∗), (3.32)
where 2F1(a, b; c; y) is the hypergeometric function with 2 and 1 parameters and argument
y. A second debiased estimate, γˉ2∗ , is found using the simpler formula,
γˉ2∗ =
Kγˆ2∗ − 1
K − 1 , (3.33)
obtained by empirical means [Benignus, 1969, eqn. (2) and (3)]. Since both these debiased
estimates can be negative, they must be modified to max{0, γ˜2∗} and max{0, γˉ2∗}, respec-
tively, and hence may be referred to as quasi-unbiased estimators.
The simulation results are given in Table 3.1. We see that the coverage probabilities
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Table 3.1: Percentage of simulated random intervals containing ρ when conjugate coher-
ence is known or estimated.
K Nominal Model Conj. coherence
% γ2∗ γ˜
2
∗ γˉ
2
∗
1 89.90 89.36 89.80
90 2 89.94 88.92 89.94
3 89.52 88.98 89.42
12
1 95.38 94.80 95.04
95 2 95.36 94.20 94.78
3 95.06 94.64 94.84
1 89.90 89.36 89.80
90 2 89.72 89.40 89.80
3 90.24 89.86 90.10
16
1 95.38 94.80 95.04
95 2 95.00 94.44 94.86
3 95.04 94.70 94.98
closely match the nominal levels whether the exact conjugate coherence is used to define
(3.29), or whether either of the debiased estimates (3.32) or (3.33) are used. The fact that
we get close to nominal coverage when the conjugate coherence nuisance parameter is not
known but rather is estimated and debiased, particularly using (3.33), is the key to making
the calculation of confidence intervals for the rotary coefficient of great practical utility.
3.5 Testing for Rectilinear Motion
In §3.1 we discussed that a test for rectilinear motion, i.e. ρ(f) = 0 at a given frequency
f , is equivalent to a test for real structure of the spectral matrix SV(f), i.e., to test whether
SV(f) = Re{SV(f)} + iIm{SV(f)} is real valued. The likelihood ratio test for testing
the hypothesisH0 : Im{SV(ν)} = 0 againstH1 : Im{SV(ν)} 6= 0, for a chosen frequency
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ν > 0 is given by [Carter et al., 1976],
T1(ν) =
det{KSˆV(ν)}
det{KRe{SˆV(ν)}}
=
det{SˆV(ν)}
det{Re{SˆV(ν)}}
. (3.34)
In the bivariate case (2p = 2), the test statistic T1(ν) has a beta distribution with parameters
K − 1 and 1/2, denoted by B(K − 1, 1/2), with density function
fT1(t|H0) =
1
B(K − 1, 1/2)(1− t)
−1/2tK−2, 0 < t < 1. (3.35)
Its distribution function is given by
FT1(t) =
∫
0
t 1
B(K − 1, 1/2)(1− s)
−1/2sK−2ds
= I(t; 1/2,K − 1), (3.36)
where I(t; b, c) denotes the incomplete beta function,
I(t; b, c) =
1
B(b, c)
∫ t
0
xb−1(1− x)c−1dx. (3.37)
The null hypothesis is rejected for small values of T1(ν). So if α = Pr(T1 < cα), then
α = I(cα, 1/2,K − 1), and {c : I(c, 1/2,K − 1) = α} is critical region for a size α test.
Alternatively, one may test the complex-valued SDF for symmetry at the chosen fre-
quency, i.e. test for rectilinear motion based on the equality of SZ(f) and SZ(−f), for a
given f . From [Medkour and Walden, 2007b] we see that one can test the hypothesis
H0 : SZ(ν) = SZ(−ν), (3.38)
independent of the unknown RZ(ν), using the test statistic
T2(ν) = − log
{
4
SˆZ(ν)SˆZ(−ν)− |RˆZ(ν)|2
[SˆZ(ν)− SˆZ(−ν)]2
}
. (3.39)
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The PDF of this test statistic under the null hypothesis is given by
fT2(t
′|H0) = 1
B(K − 1, 1/2)e
−t′(K−1)(1 + e−t
′
)(1/2)−K (3.40)
where −∞ < t′ <∞, and the distribution function
FT2(t
′|H0) = Pr(T2 ≤ t′) = 1− Ie−t′/(1+e−t′ )
(
K − 1, 1
2
)
. (3.41)
By differentiation, it is shown [Medkour and Walden, 2007b, p. 884] that the likelihood
ratio fT2(t′|H1)/fT2(t′|H0) is a monotonic increasing function which proves that this is a
right sided test. Given the size of the test, say α, we find t′1−α such that FT2(t′1−α|H0) =
1 − α and the null hypothesis is rejected if the sample value t′ of the test statistic is such
that t′ > t′1−α. The critical values for both the tests are shown in Fig. 3.5, for significance
levels α = 0.01 (solid) and α = 0.05 (dashed) as K increases from 2 : 100. It is clear that
T (ν) given by (3.34) is always positive; T2(ν) on the other hand, can be negative. From
Fig. 3.5(b), we see that critical values for T2(ν) lie in the range [−4, 4]. We also note that
critical values for α = 0.05 (solid line) become positive for K ≈ 6; critical values for
α = 0.01 (dashed) are negative for most practical values of K.
Next, we illustrate how the statistical theory developed in §3.3 can be used to study the
Labrador Sea data introduced earlier. We recall from §2.6 that a length N = 1600 sample
with a sampling interval of Δt = 1hr. is considered. We employed K = 12 sine tapers to
obtain multitaper spectral estimates for the six complex-valued time series. Firstly, since
the theoretical PDF of ρˆ is derived under the assumption of the underlying sample V being
Gaussian, we must examine our length N = 1600 samples for the same. This is discussed
below.
3.6 Gaussianity
We know that a vector time series {Vt ≡ [Xt, Yt]T} is Gaussian if and only if all of its
finite dimensional distributions are multivariate Gaussian [Brillinger, 1975, p. 36]. Thus,
theoretically to be able to conclude that {Vt} is a Gaussian time series, one must examine
the complete family of finite dimensional distributions, for example, [Xt, Yt]T , [Xt, Yt+1]T ,
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Figure 3.5: Critical values corresponding to significance levels α = 0.05 (solid line) and
α = 0.01 (dashed line) for (a) testing whether Im{SV(f)} = 0 and, (b) a variance equality
test of the form SZ(f) = SZ(−f), for a given f .
[Xt−1, Yt, Yt+1]T , [Xt, Xt+1, Yt, Yt+1]T , for Gaussianity. In reality, it is impossible to ex-
haust all possible combinations, however, to ensure that the assumption of Gaussianity is
not obviously contradicted by the data, one may examine the vector Vt for Gaussianity
– a necessary, but not sufficient condition for Gaussianity of {Vt}. So if [Xt, Yt]T does
not agree with bivariate Gaussian distribution, we know that {Vt} is not Gaussian; on the
other hand, if [Xt, Yt]T agrees with the bivariate Gaussian distribution, we do not have any
evidence to reject the Gaussianity of {Vt}.
The univariate Q-Q plot s a well-known diagnostic tool and is often used to test if a
given data set comes from a specified probability distribution. Q-Q plots for multivariate
samples have been discussed in the literature, e.g. [Dhar et al., 2013; Liu et al., 1999;
Marden, 1998], but so far their use in practical applications has been limited. This is
probably because the multivariate case does not follow a straightforward extension and the
software to implement it is not easily available. Also, since Q-Q plots are a visual graphic
tool, they are not practically viable for testing Gaussianity of high dimensional vectors.
Several other tests for testing multivariate Gaussianity are found in the literature [Rencher
and Christensen, 2012, Chapter 4]. For example, a generalisation of the univariate test
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based on the skewness and kurtosis measures for assessing multivariate Gaussianity is given
in [Mardia, 1970]. Mardia advocated using the skewness and kurtosis statistics as they are
distribution-free under multi-Gaussianity. However, as noted by [Henze and Zirkler, 1990],
the test based on skewness and kurtosis measures is not consistent against every fixed non-
Gaussian alternative distribution. Motivated by this, a class of ‘omnibus’ tests, meaning
tests for which consistency is established for a wide, specified class of distributions have
been studied in the literature. [Henze and Zirkler, 1990] and [Doornik and Hansen, 2008]
are two such tests. Since we are dealing with a bivariate vector Vt = [Xt, Yt]T , the visual
Q-Q plots can be conveniently used to detect non-Gaussianity in our case. Out of the three
techniques described in [Dhar et al., 2013; Liu et al., 1999; Marden, 1998], only the latest
approach [Dhar et al., 2013] can be considered to be a natural multivariate extension of
univariate Q-Q plots. This is because unlike other methods, it results in the usual univariate
Q-Q plot when applied to a scalar time series.
3.6.1 Multivariate QQ-plots
We know that to compare a set of normalized sample observations X1, . . . , XN (sample
mean and standard deviation of zero and unity) with distribution function FX , against a
reference distribution F0, the scalar Q-Q plot given by {(Xj, ηj), j = 1, . . . , N}, where ηj
denotes the jth quantile of the reference distribution F0, is considered. The idea behind
this is the following. For j = 1, . . . , N , compute the rank of each Xj , say r(Xj) = k, and
compare the qj = k/(N + 1)th quantiles of both F0 and FX . Then, since the qjth quantile
of FX is F−1X (qj) = F
−1
X (k/(N + 1)) = X(k) = Xj , due to (C.6), the scalar Q-Q plot
follows. Points clustering about a 45◦ line indicate that FX ≡ F0.
Multivariate Q-Q plots are based on the idea of geometric (or spatial) quantiles, e.g.
[Chaudhuri, 1996; Koenker and Bassett Jr., 1978; Marden, 1998; Small, 1990]. It was
observed in [Brown and Hettmansperger, 1987, 1989] that geometrically, it seemed mean-
ingful for a multivariate quantile to possess a direction in addition to a magnitude. With
this in mind, the range of quantiles for univariate data which typically varies from 0 to 1,
was shifted so that q ∈ (−1, 1). This shift in the range results in a different set of quantiles
called geometric or spatial quantiles. The qth geometric quantile of a distribution function
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FX corresponding to a random variable X , is ηq such that
EFX{SIGN(ηq −X)} = q, (3.42)
where SIGN is the sign function, i.e. SIGN(y) = −1, 0, 1 if y < 0,= 0, > 0 respectively.
Thus, q = P (ηq > X) − P (ηq < X) = 2FX(ηq) − 1, so q ∈ (−1, 1) and FX(ηq) =
(q + 1)/2, which means that the qth geometric quantile is equal to the usual (q + 1)/2th
quantile. This definition leads to a centre-to-outward (in positive and negative directions)
ranking (based on q) of values as opposed to the usual unidirectional ranking. q in definition
(3.42) may be interpreted as the average direction (+ or -) one must go to move from X to
ηq, averaging over all X .
Similarly, for p-variate data, the qth geometric quantile, say ηq , is that vector in Rp
for which the average unit vector pointing from X to ηq has length q. So quantiles for
X ∈ Rp follow from (3.42) with an obvious modification – as ηq such that,
EFX
{
(ηq −X)
||ηq −X||
}
= q, (3.43)
where ||.|| denotes the Frobenius norm. Thus, the sample qth geometric quantile ηˆq must
(at least approximately) satisfy
1
N
N∑
j=1
Xj 6=ηˆq
ηˆq −Xj
||ηˆq −Xj|| = q. (3.44)
The expression on the left of (3.44) is called the multivariate rank function corresponding
to ηˆq and we denote it by r(ηˆq), [Marden, 1998, p. 815].
We consider the bivariate case where we want to compare N sample bivariate observa-
tions {Vj ≡ [Xj, Yj]T , j = 1, . . . , N} against reference distribution F0 ≡ N2(0, I2). The
first step is to centre and sphere (normalize) the data Vt, by subtracting the sample mean and
multiplying by the inverse of the sample covariance matrix to obtain {Vˇj, j = 1, . . . , N},
say. Next, following the well-known scalar Q-Q plot approach, the idea is to compute the
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spatial ranks of Vˇj, j = 1, . . . , N using (3.44), i.e.
qj = r(Vˇj) =
1
N
∑
k=1:N ;Vˇk 6=Vˇj
Vˇj − Vˇk
||Vˇj − Vˇk||
∈ R2, j = 1, . . . , N, (3.45)
and then compute the qjth spatial quantiles of the spherical bivariate Gaussian distribution,
which may be found as [Marden, 1998, Appendix A.2],
ηqj = (qj/||qj||)f−1(||qj||) ∈ R2, (3.46)
where
f(δ) =
δ√
2
e−δ
2/2Γ(
p
2
+ 1
2
)
Γ(p
2
+ 1)
1F1
(
p
2
+
1
2
;
p
2
+ 1;
δ2
2
)
, (3.47)
and 1F1(a; b; z) is the confluent hypergeometric function, 1F1(a; b; z) =
∑∞
j=0 cjz
j/j!,
cj = Γ(a+ j)Γ(b)/Γ(a)Γ(b+ j). To estimate f−1(||q||), we set h(t) = f(t)− ||q||, then a
solution to h(t) = 0 is t˜ such that f(t˜) = ||q|| =⇒ t˜ = f−1(||q||). We use the command
fzero in MATLAB to solve h(t) = 0.
With Vˇj = [Xˇj, Yˇj]T and qj = [qj1, qj2]T , we construct a pair of Q-Q plots: one from
{(Xˇj, t˜jqj1/||qj||), j = 1, . . . , N} and another from {(Yˇj, t˜jqj2/||qj||), j = 1, . . . , N}. If
the points in these scatter plots are tightly clustered around the 45◦ line passing through
the origin, then we can say that the reference distribution fits the data well. Note that
the reference line in these multivariate scatter plots checks for the equality of quantiles
rather than the scatter plot being linear as in the one-dimensional Q-Q plots generated
by Matlab. This means that the quantiles to be compared must be normalized to have a
standard deviation of unity.
It is interesting to note that this extension of univariate quantiles to multivariate quan-
tiles does not require ordering of multivariate samples, as it directly defines the multivariate
rank function q, (3.44). Thus, this approach extends the distribution function F to the mul-
tivariate case such that F−1 can be viewed as an extension of the quantile function. We
know that in the scalar case, the distribution function FP characterizes the probability mea-
sure P , i.e. FP = FQ ⇐⇒ P = Q. A useful result follows from [Koltchinskii, 1997,
p. 446] which says that the geometric quantiles characterize multivariate distributions in
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the sense that two multivariate distributions are the same if and only if their corresponding
geometric quantiles match.
3.7 Data Analysis
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Figure 3.6: The empirical quantiles of the eastward ocean current speed data against the-
oretical spherical Gaussian quantiles, at six depths (meters) (a) 110, (b) 760, (c) 1260, (d)
1760, (e) 2510, and (f) 3476. The dashed diagonal line is the ideal 45◦ line. c©IEEE
Fig. 3.6 and 3.7 display bivariate Q-Q plots corresponding to data measured along
the eastward direction, i.e. {Xj,t, t = 0, . . . , N − 1}, and along the northward direction,
i.e. {Yj,t, t = 0, . . . , N − 1}, for each j = 1, . . . , 6. We see a good agreement between the
quantiles for both components. Since for finite N , our results are valid for frequencies in
the rangeWN ≤ |f | ≤ fN −WN , we see that with N = 1600 andK = 12, bandwidthWN
given by (2.71) is 0.0041 c/h. So our validity range becomes 0.0041 ≤ |f | ≤ 0.4959, not
very different to the asymptotic range 0 ≤ |f | ≤ 0.5.
Fig. 3.8 shows the estimated rotary coefficient (solid dot) and corresponding 95% con-
fidence intervals (solid horizontal bars) for the six observation depths at the frequencies
(c/hr) (a) 0.0518, (b) 0.06, (c) 0.0697, and (d) 0.1095. These frequencies are marked with
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Figure 3.7: The empirical quantiles of the northward ocean current speed data against
theoretical spherical Gaussian quantiles, at six depths (meters) (a) 110, (b) 760, (c) 1260,
(d) 1760, (e) 2510, and (f) 3476. The dashed diagonal line is the ideal 45◦ line.
dotted lines in Fig. 2.3 which displays the multitaper spectral estimates for each of the six
complex-valued time series. From Table 3.1, we know that the second debiased estimate of
the squared conjugate coherence γˉ2∗ gives slightly better coverage, which is what we use to
compute our confidence intervals.
In Fig. 3.8(c), where f = 0.0697 c/hr, we firstly see that the rotary coefficient is very
close to−1 at all depths, this is evident from the fact that the estimated confidence intervals
are very narrow. This is what would be expected as an ideal theoretical outcome at the local
inertial frequency, which is thus identified, suggesting that the statistical methodology has
performed impressively well. For f = 0.1095 c/hr, slightly higher than the semi-diurnal
tidal frequency of 1/12.4167 = 0.0805 c/hr, the rotary coefficient is more uncertain, but
does not appear to deviate greatly from about−0.8. For the first two of the four frequencies,
Fig. 3.8 (a) and (b), the most notable feature is the large deviations towards 0 at shallow
depths.
Alternatively, we have plotted the estimated rotary coefficient as shown in Fig. 3.9 for
time series at depths (a) 760m and (b) 3476m, along with 95% confidence intervals, at a
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Figure 3.8: Estimated rotary coefficient (solid dot) and corresponding 95% confidence
intervals (solid horizontal bars) for the six observation depths at frequencies (c/hr) (a)
0.0518, (b) 0.06, (c) 0.0697, and (d) 0.1095. Dotted lines delineate estimated change with
depth. c©IEEE
regular (but coarse for clarity) frequency spacing. We notice that the confidence intervals
are only narrow for frequencies on either side of, but not too near the main tidal frequency.
We also test for rectilinear motion for the above mentioned time series on a finer frequency
grid using the test for real structure discussed in § 3.5. The heavy bars in Fig. 3.10 show
frequencies at which the null hypothesis of rectilinear flow, i.e. H0 : ρ = 0 is not rejected
at the 5% level. This can also be observed from Fig. 3.9. If we draw a horizontal line across
the plot at ρˆ = 0, then we see that rectilinear flow hypothesis is not rejected for frequencies
where the confidence interval includes zero and vice versa, which means that results from
our hypothesis test are entirely consistent with the confidence intervals in Fig. 3.9.
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Figure 3.9: Variation of estimated rotary coefficient as function of frequency for series
at depths (a) 110m and (b) 760m, showing 95% confidence intervals (solid vertical bars)
at a regular frequency spacing. The semi-diurnal tidal frequency is shown by the vertical
dashed line.
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Figure 3.10: Variation of estimated rotary coefficient as function of frequency for series at
depths (a) 110m and (b) 760m. The frequencies at which the null hypothesis of rectilinear
motion is not rejected are marked with a solid dot (heavy bars). The semi-diurnal tidal
frequency is shown by the vertical dashed line.
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Chapter 4
Vector Coherence
Coherence, also known as frequency domain correlation was introduced in Chapter 2,
where ordinary coherence γlm(f) for a pair of complex-valued processes {Zl,t} and {Zm,t}
was defined as the Pearson’s product-moment correlation between the corresponding or-
thogonal increment processes {dZl(f)} and {dZm(f)}. Conjugate coherence γlm∗(f) was
similarly defined as the correlation between {dZl(f)} and {dZ∗m(−f)}. A study of linear
association between a pair of vector-valued variables, also called multivariate association,
is commonly used in many areas of research ranging from subjects like psychometrics and
behaviormetrics in the social sciences to areas like geophysics and oceanography in the
natural sciences. Canonical correlation theory provides measures of vector correlation with
different invariance properties to deal with different types of situations. Since the study of
real-valued variables in the frequency domain involves complex-valued variables, measures
of coherence for a pair of complex-vectors are required to analyse both real and complex
vector-valued variables in the frequency domain. We begin with an introduction to canon-
ical correlation analysis in §4.1, following which a unifying treatment of three correlation
analysis techniques is presented in §4.2. Some well-known measures of vector correlation
are summarized. A brief discussion on measuring correlation between complex-valued
vectors, is included. §4.3 introduces a framework for linear prediction involving the com-
plex frequency domain orthogonal increments, which provides a straightforward extension
of canonical correlation measures to define coherence between a pair of complex-valued
vectors.
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4.1 Introduction
Let X = [X1, . . . , Xp]T ∈ Rp and Y = [Y1, . . . , Yq]T ∈ Rq denote two real vector-valued
variables. Linear association between X and Y is a measure of dependence based on a
linear model of the form
Y = βX +E (4.1)
where β ∈ Rq×p consists of regression coefficients which determine the relationship be-
tween the variables to be explained in Y , and the explanatory variables in X , and E de-
notes the error in linearly predicting Y fromX . Correlation coefficients measure the extent
to which explanatory variables in X can predict Y based on such a linear model. For ex-
ample, the Pearson product moment coefficient provides a measure of linear dependence
between two scalar variables. To study linear dependence between a pair of vector-valued
variables, special techniques are employed. This is because the maximum possible correla-
tion between two vectors may not be visible in the observed basis. The following example
illustrates this point.
Example: We know that if X ∼ N(0, σ2X) and Y ∼ N(0, σ2Y ), then the correlation be-
tween X and Y , denoted as corr(X,Y ) is given by
corr(X,Y ) =
E{XY }
σXσY
.
Now consider random variables X = [X1, X2]T ∼ N2(0, I2) and Y = [Y1, Y2]T ∼
N2(0, I2) such that X1 +X2 = Y1 + Y2. Then correlation between X and Y i.e.,
corr(X,Y ) = [corr(Xj, Yk)]j,k=1,2 = E{XY T},
is calculated to be [
0.5 0.5
0.5 0.5
]
, (4.2)
which indicates a weak correlation of 0.5, despite the fact that there is a perfect linear
relationship between X and Y in one dimension. This suggests studying correlation be-
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tween X and Y by transforming them to an optimal basis. The general idea is to find
transformations such that correlations between the transformed variables is maximized.
Let X and Y have a mean of zero. Then this problem is mathematically formulated
as follows. Let m = min{p, q}, then the problem is to find A ∈ Rm×p and B ∈ Rm×q
such that all partial sums over absolute values of component-wise correlations between
ξ = AX ∈ Rm and η = BY ∈ Rm are maximized, i.e.
max
A,B
l∑
j=1
|E{ξjηj}|, l = 1, . . . ,m, (4.3)
(e.g. [Schreier, 2008]). The above optimization problem, in its complete generality does
not have a closed form solution. A set of general constraints that one may wish to im-
pose, together with solutions to the corresponding constraint optimization problem have
been studied [Ramsay et al., 1984, p. 409]. Different combinations and special cases of
these constraints either define or include some classical multivariate analysis techniques
like Canonical Correlation Analysis (CCA), Partial Least Squares (PLS) and Multivari-
ate Linear Regression (MLR). We discuss these constraints and corresponding solutions
to (4.3) in the next section. Note that the optimization problem (4.3) aims to maximize
correlation between ξ and η in every subspace of dimension l ≤ m, and therefore allows
the assessment of correlation in a lower-dimensional subspace (of rank 1 ≤ l ≤ m), which
is desirable in certain applications.
4.2 Techniques for Correlation Analysis
Consider the following two constraints, [Ramsay et al., 1984]
C1. AUAT = Im and C2. BVBT = Im, (4.4)
where U ∈ Rp×p and V ∈ Rq×q are symmetric positive definite matrices, and Im denotes
the m × m identity matrix. We first consider methods allowing orthogonal transforma-
tions of X and Y . CCA and PLS are studied as special problems. Next, we consider the
combination of an orthogonal and a linear constraint which includes the MLR technique.
4.2 Techniques for Correlation Analysis 83
4.2.1 Orthogonal transformations
A. Canonical correlation analysis – C1 with U ≡ ΣXX and C2 with V ≡ ΣYY
Canonical correlation theory was first introduced by Hotelling [Hotelling, 1936] to de-
scribe relationship between two sets of vectors. Canonical correlation theory shows
that there exist linear transformations AC ∈ Rm×p and BC ∈ Rm×q such that the
transformed variables defined by ξC = ACX = [ξC,1, . . . , ξC,m]T and ηC = BCY =
[ηC,1, . . . , ηC,m]
T
, also known as canonical variates, are such that
(i) ξC,j’s, j = 1, . . . ,m are mutually uncorrelated with unit variance, i.e.
cov{ξC,j , ξC,k} = δj,k
(ii) ηC,j’s, j = 1, . . . ,m are mutually uncorrelated with unit variance, i.e.
cov{ηC,j , ηC,k} = δj,k
(iii) ξC,j are uncorrelated with all ηC,k except ηC,j with E{ξC,jηC,j} = dC,j ,
i.e. cov{ξC,j , ηC,k} = dC,jδj,k. Here dC,j denotes the jth canonical correlation.
The above constraints may be expressed in matrix form as E{ξCξTC} = ACΣXXATC =
Im and E{ηCηTC} = BCΣYYBTC = Im. Here AC and BC are said to be ΣXX and
ΣYY orthogonal, respectively. The subscript C is used to indicate that transformations
A andB in the optimization problem (4.3) correspond to constraints (i)-(iii) of CCA.
Using the method of Lagrange multipliers for constrained optimization it is shown that
the squared canonical correlations d2C,j , j = 1, . . . ,m can be obtained as eigenvalues
of the matrix Σ−1XXΣXYΣ
−1
YYΣYX [Hooper, 1959]. Also, if vj = [vj1, . . . , vjp]T , j =
1, . . . , p, denotes the jth eigenvector corresponding to eigenvalue d2C,j , then
AC = V
T , where V = [v1, . . . , vm] ∈ Rp×m (4.5)
defines the transformation onX . Similarly, length-q eigenvectors ofΣ−1YYΣYXΣ−1XXΣXY
define the transformation BC on Y . Another form of solution to the CCA problem
(i.e. (4.3) with constraints (i)-(iii) of CCA) is found in [Schreier, 2008], and is pre-
sented here
AC = F
T
C Σ
−1/2
XX ; BC = G
T
CΣ
−1/2
YY , (4.6)
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where FC ∈ Rp×m andGC ∈ Rq×m are orthogonal matrices determined by the singular
value decomposition of
HC = Σ
−1/2
XX ΣXYΣ
−T/2
YY = FCDCG
T
C . (4.7)
Here DC = diag{dC,1, . . . , dC,m}, where dC,j = E{ξC,jηC,j} are normalized such that
0 ≤ dC,j ≤ 1. Thus, canonical correlations may also be computed as singular values of
the p × q matrix HC . The columns and rows of FC and GTC are orthonormal vectors
and are called the basis vectors in view of (4.6).
Using the following result from linear algebra, it is straightforward to check that the
above two forms of solution found in [Hooper, 1959] and [Schreier, 2008], are alterna-
tive ways to obtain canonical correlations via transforms AC andBC .
Let U ∈ Rp×q and V ∈ Rq×p so that products UV ∈ Rp×p and V U ∈ Rq×q are
defined. Suppose that λ 6= 0 is an eigenvalue of the matrix UV with the corresponding
eigenvector denoted by k, then UV k = λk =⇒ V UV k = λV k, which shows that
λ 6= 0 is also an eigenvalue of the matrix V U with the corresponding eigenvector given
by V k.
First we note that, with U ≡ Σ−1XXΣXY and V ≡ Σ−1YYΣYX, it follows that UV ≡
Σ−1XXΣXYΣ
−1
YYΣYX and V U ≡ Σ−1YYΣYXΣ−1XXΣXY have the same eigenvalues d2C,j ,
j = 1, . . . ,m and their eigenvectors, vj = [vj1, . . . , vjp]T , and say uj = [uj1, . . . , ujq]T
are related to each other via uj = Σ−1YYΣYXvj .
Now, let FC ≡ [fC ,1, . . . , fC ,m] where fC,j = [fC ,j1, . . . , fC ,jp]T , j = 1, . . . ,m de-
notes the jth length-p column. Then, due to (4.7) we know that fC,j are eigenvectors
of the matrixHCHTC corresponding to eigenvalues, say λj, j = 1, . . . ,m, i.e.
(HCH
T
C )fC ,j = Σ
−1/2
XX ΣXYΣ
−1
YYΣYXΣ
−1/2
XX fC,j = λjfC,j , (4.8)
Pre-multiplying the above equation with Σ−1/2XX , it follows that λj’s are also the eigen-
values ofΣ−1XXΣXYΣ
−1
YYΣYX, with corresponding eigenvectors given by vj = Σ
−1/2
XX fC,j .
Since d2C,j denote the eigenvalues of Σ−1XXΣXYΣ−1YYΣYX, we get λj = d2C,j for all
j = 1, . . . ,m; secondly, vj = Σ−1/2XX fC,j implies that V T ≡ F TC Σ−1/2XX which is identi-
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cal toAC in (4.6).
Next, we state an important result related to canonical correlations – the eigenvalues
of Σ−1XXΣXYΣ
−1
YYΣYX are a set of maximal invariants for measuring affine depen-
dence between X and Y [Eaton, 1983, p. 405]. This means that (i) the eigenvalues of
Σ−1XXΣXYΣ
−1
YYΣYX i.e. squared canonical correlations d2C,j are invariant under affine
transformations such asX → AX + a, and Y → AY + b for some a ∈ Rp, b ∈ Rq,
and (ii) every other statistic that is invariant under an affine transformation of X and Y
is a function of the eigenvalues of Σ−1XXΣXYΣ
−1
YYΣYX, or d
2
C,j , j = 1, . . . ,m.
Let X˜ = LX and Y˜ = MY , whereL andM are non-singular linear transformations.
Also, let DC,XY denote the diagonal canonical correlation matrix for X and Y , i.e.
DC ,XY = diag{d2C,1, . . . , d2C,m}. Then due to the invariance property mentioned above,
DC,XY ≡DC,X˜Y ≡DC,XY˜ ≡DC,X˜Y˜. (4.9)
B. Partial Least Squares – C1 and C2 with U ≡ Ip ≡ V
Two different, but closely related techniques exist under the name of PLS regression,
one where the roles ofX and Y are not interchangeable, thus providing an asymmetric
assessment, and the other allowing for a symmetric treatment of X and Y .
Given samples, X1, . . . ,XN from X , and Y1, . . . ,YN from Y , with corresponding
errors E1, . . . ,EN , let X = [X1, . . . ,XN ]T ∈ RN×p, Y = [Y1, . . . ,YN ]T ∈ RN×q
and E = [E1, . . . ,EN ]T ∈ RN×q, then expressing (4.1) in terms of the corresponding
samples Y,X, and E, we have
Y = XβT + E. (4.10)
If X and Y are scaled to have a mean of zero, the least square solution to the matrix
of regression coefficients β in (4.10) is given by βˆ = YTX(XTX)−1 which clearly, is
not defined when XTX is not invertible. This is known as the problem of collinearity
in MLR. The idea of PLS originated from the work of Wold [Wold, 1966] who sug-
gested it as a way to deal with the problem of collinearity. It aims to predict Y from
X , by combining features from Principal Component Analysis (PCA) and MLR. To
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understand the idea behind PLS, we briefly review the theory of principal components.
PCA aims to find linear combinations of variables inX that best describeX in a lower
dimensional subspace. Given X ∈ RN×p, it allows us to write
X = TXP TX (4.11)
where TX = [t1, . . . , ta] ∈ RN×a consists of length-N eigenvectors tj, j = 1, . . . , a
a ≤ min{N, p}, of XXT ∈ RN×N and similarly, PX = [p1, . . . ,pa] ∈ Rp×a consists
of eigenvectors pj of XTX ∈ Rp×p respectively. Note that XPX = TXP TXPX = TX .
The transformed matrix TX is called the score matrix and PX is known as the loading
matrix. The idea behind PLS is to find principal components of X with respect to Y ,
i.e. find optimal linear combinations of the variables in X that best represent Y , say
TXY = XPXY , and replace the singular matrix X in (4.10) by the score matrix TXY ,
i.e. solve
Y = TXY βT + E (4.12)
instead of (4.10). The score matrix TXY is orthogonal and hence invertible, and the
least square solution to the regression coefficient matrix β is well-defined.
This form of PLS, what we call the original PLS , has been very popular in chemomet-
rics (computational chemistry) [Ho¨skuldsson, 2005; Phatak and De Jong, 1998; Wold
et al., 1984] and sensory evaluation [Martens and Næs, 1991]. Later, a symmetric ver-
sion of PLS regression was introduced [Bookstein, 1994], numerous applications of
which are found in the analysis of brain imaging data [Bookstein, 1994; McIntosh and
Lobaugh, 2004]. Symmetric PLS regression unlike the original PLS involves a sym-
metric treatment of variables X and Y . It aims to find transformations AP and BP to
solve (4.3) with ξP = APX and ηP = BPY with constraints, [Abdi, 2010]:
APA
T
P = Im, and BPBTP = Im, (4.13)
restricting transformation matrices AP and BP to be row-orthogonal. [Ramsay et al.,
1984, Theorem. 1] provides a solution to the maximization problem (4.3) under the
above set of constraints. It is shown thatAP andBP are obtained from a singular value
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decomposition of the form
HP = ΣXY = FPDPG
T
P , (4.14)
by setting
AP = F
T
P ;BP = G
T
P . (4.15)
Note that the computation of canonical correlations DP from (4.14) does not involve
any matrix inversion. CCA on the other hand, requires the computation of Σ−1XX and
Σ−1YY, (see (4.7)). This could be a problem in practice, when their sample versions
ΣˆXX ≡ XTX and ΣˆYY ≡ YTY are close to being singular.
The solution to PLS in its original form (asymmetric version) is obtained via a recursive
optimization problem, the form of which in [Wold, 1966] shows that it involves iterative
type of constraints, also discussed in [Ramsay et al., 1984]. The results in [Ramsay
et al., 1984] provide a solution to the maximization problem under C1, C2 type of
constraints considered above, but can also be extended to fit the original form of PLS
into this general constraint optimization framework. We add this to our list of future
work.
4.2.2 An orthogonal-linear transformation
C. C1 with U ≡ Ip and C2 with V ≡ ΣYY
In some situations, orthogonality conditions may not be required on both variables,
but only on one variable, say X , and any linear transformation may be applied on
the other variable Y . Let ξ = AMX and η = BMY in (4.3) with AMATM = Im.
In order to achieve identifiability, an overall scale constraint is imposed, for example,
tr{ηηT} = m. This leads to the following constraint on BM , [Ramsay et al., 1984]
C3. tr{BMΣYYBTM} = m. (4.16)
Note that C2 with V = ΣYY is a sufficient condition for C3 to hold. A solution to this
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optimization problem is given by [Ramsay et al., 1984, Theorem. 3]
BM ∝ AMΣXYΣ−1YY (4.17)
where
AM = Im if p = m and AM = QT if p > m (i.e.m = q), (4.18)
whereQ is given by the eigendecomposition
ΣXYΣ
−1
YYΣYX = QDMQ
T . (4.19)
Alternatively, canonical correlations may be obtained by defining
AM = F
T
M and BM = GTMΣ
−1/2
YY , (4.20)
where FM andGM are derived from singular value decomposition of
HM = ΣYXΣ
−T/2
XX = FMDMG
T
M . (4.21)
Note that the subscripts M here correspond to the problem of MLR where Y is to be
estimated from X . This is because the MLR estimate of Y in terms of X is given
by Yˆ = βˆX = (YTX)(XTX)−1X = ΣˆYXΣˆ−1XXX , with the corresponding MSE
[Schreier and Scharf, 2010, p.107]
E||Yˆ − Y ||2 = tr{ΣˆYY − ΣˆYXΣˆ−1XXΣˆXY}. (4.22)
where, using the fact that the trace of a product of matrices commutes under their cyclic
permutations, we are able to show that the MSE (4.22) in estimating Y from X is
invariant under an orthogonal transformation of Y and a non singular linear transfor-
mation ofX – the constraints considered here.
A Useful Note: We point out that CCA and symmetric PLS allow for a symmetric
assessment of linear association between X and Y , whereas PLS in its original form
as well as MLR provide an asymmetric treatment. In addition to this, one may consider
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the ‘type of constraints’ to choose a suitable correlation analysis technique for a given
problem. For example, it is natural to impose constraints C1 (U - orthogonal) and C2
(V- orthogonal) onX and Y for problems in multidimensional scaling, [Ramsay et al.,
1984].
4.2.3 Measures of Correlation
A correlation function in the metric W is defined as a mapping ρ : Rp×1 × Rq×1 → [0, 1]
if for all non-zero scalars r and s, and when X and Y are not both zero, [Ramsay et al.,
1984]
(i) ρ(rX,Y ) = ρ(X, sY ) = ρ(X,Y )
(ii) ρ(X,Y ) = ρ(Y ,X)
(iii) ρ(X,Y ) = 1 ifX = sY
(iv) ρ(X,Y ) = 0 iff E{XTWY } = 0.
These conditions are necessary but not sufficient to ensure a useful measure of correlation.
A given set of vectors may be similar or dissimilar in a number of ways and one may
capture some aspects of their relationships while ignoring others. For example, following
the converse of (iii), one may devise other situations leading to unit correlations.
Several measures of correlation coefficients based on techniques discussed above are
available [Coxhead, 1974; Rozeboom, 1965; Yanai, 1974]. An appropriate choice for a
measure of correlation between a given pair of real vector-valued variables may be made
depending on the invariance structure of the problem at hand. A summary of previously
proposed measures of correlation for a symmetric assessment betweenX and Y , including
some new definitions can be found in [Cramer and Nicewander, 1979]. These measures are
also discussed here briefly.
Consider the scalar multiple regression case, i.e. q = 1 in (4.10) so that Y ∈ RN×1.
Given an estimate βˆ, the residual vector is defined as E = Y−XβˆT = Y− Yˆ, from which
we get
Y = Yˆ+ E. (4.23)
4.2 Techniques for Correlation Analysis 90
Therefore,
YTY = (Yˆ+ E)T (Yˆ+ E) = βˆXTXβˆT + ETE. (4.24)
Since YTY =
∑N
j=1 Y
2
j , we refer to YTY as the total sum of squares (SSY ), βˆXTXβˆT
as the explained sum of squares (SSX) and ETE as the residual sum of the squares (SSE).
Clearly, the above equation is scalar-valued. In the case when q > 1, terms in (4.24) become
matrix-valued, i.e. YTY ≡ ΣˆYY ∈ Rq×q, ETE ≡ ΣˆEE ∈ Rq×q and XTX ≡ ΣˆXX ∈ Rp×p .
Below, we summarize some measures of vector correlation.
(i) The Hotelling-Rozeboom Measure – [Hotelling, 1936; Rozeboom, 1965]
This coefficient is defined as,
ρˆhr = 1− |ΣˆEE||ΣˆYY|
= 1−
m∏
j=1
(1− dˆ2C,j). (4.25)
Comparing ρˆhr with the coefficient of multiple correlation R2 (in the scalar case),
given by
R2 =
SSX
SSY
= 1− SSE
SSY
, (4.26)
we see that one may interpret ρˆhr as the ratio of the explained variance (generalized)
to the total generalized variance. It is clear from definition (4.25) that if any one of
the canonical correlations is equal to 1, the product term in ρˆhr vanishes and ρˆhr = 1,
irrespective of the other canonical correlations. Now, since d2C,j , j = 1, . . . ,m are the
eigenvalues ofHCHTC , we may write
ρˆhr = 1− det{Ip −HCHTC}. (4.27)
Another interpretation of ρˆhr follows in the jointly Gaussian case, where it also deter-
mines the mutual information between X and Y as [Scharf and Mullis, 2000],
I(X;Y ) = −1
2
log |Im − DˆCDˆTC |
= −1
2
log Πmj=1(1− dˆ2C,j)
= −1
2
log(1− ρˆhr).
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Another version of the above definition is proposed in [Cramer and Nicewander, 1979,
eqn. 27] and is given by,
ρˆcn1 = 1−
|ΣˆEE|1/m
|ΣˆYY|1/m
= 1−
[
m∏
j=1
(1− dˆ2C,j)
]1/m
, (4.28)
which is equal to 1 minus the geometric mean of (1− dˆ2C,j).
(ii) The Coxhead-Shaffer-GilloMeasure [Coxhead, 1974; Popper Shaffer and Gillo, 1974]
First consider the scalar multiple regression case i.e. q = 1. Given N independent
observations Y1, . . . , YN , it is easy to see that
N∑
j=1
N∑
l=1
(Yj − Yl)2 = 2N × SSY (4.29)
i.e. total SSY is proportional to sum of the squared distances between any two obser-
vations. Thus, the coefficient of multiple correlation
Rˆ2 =
SSYˆ
SSY
=
2NSSYˆ
2NSSY
. (4.30)
In the q > 1 case, given samples Y1, . . . ,YN , we have
N∑
j=1
N∑
l=1
(Yj − Yl)TM(Yj − Yl) = tr
{
M
N∑
j=1
N∑
l=1
(Yj − Yl)(Yj − Yl)T
}
= 2Ntr{MΣˆYY} (4.31)
for somemetric defined by the positive definite q×qmatrixM , instead of (4.29). Two
correlation coefficients are defined, one with M = Σˆ−1EE, [Cramer and Nicewander,
1979, eq. (13)]
ρˆcsg =
tr{Σˆ−1EEΣˆYˆYˆ}
tr{Σˆ−1EEΣˆYY}
=
∑m
j=1 αj dˆ
2
C,j∑m
j=1 αj
, (4.32)
where αj = 1/(1 − dˆ2C,j). Thus, ρˆcsg is a weighted average of the squared canon-
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ical correlations where the jth weight is given by the reciprocal of one minus the
jth squared sample canonical correlation. This coefficient can also be expressed as
[Cramer and Nicewander, 1979, eq. (25)],
ρˆcsg = 1− m∑m
j=1
1
1−dˆ2C,j
, (4.33)
where the second term on the right gives the harmonic mean of 1− dˆ2C,j (reciprocal of
the arithmetic mean of the reciprocals). Clearly, if any one of the canonical correla-
tions approaches unity, ρˆcsg approaches 1. ρˆcsg can also be expressed in terms of HC
as follows [Cramer and Nicewander, 1979],
ρˆcsg =
tr{HCHTC (Ip −HCHTC )−1}
tr{(Ip −HCHTC )−1}
. (4.34)
An interesting interpretation is in the case where Y denotes a measurement for input
variable X with noise E [Scharf and Mullis, 2000]. Then ΣˆYY = ΣˆXX + ΣˆEE =
S+N say, where S andN stand for covariances of the signal and noise. It is shown
that the eigenvalues of the signal to noise matrix SN−1 are given by dˆ2C,j/(1−dˆ2C,j) =
αj dˆ
2
C,j [Schreier, 2008]. Considering this ρˆcsg in (4.32) can be viewed as a normalized
SNR.
A new correlation coefficient is obtained with M = Σˆ−1YY in (4.31), [Hooper, 1959,
eqn. (28)]
tr{Σˆ−1YYΣˆYˆYˆ}
tr{Σˆ−1YYΣˆYY}
=
tr{Σˆ−1YYΣˆYXΣˆ−1XXΣˆXY}
q
=
∑
j dˆ
2
C,j
q
=
ρˆh
q
, (4.35)
where the first step in the above equation follows from the fact that
ΣˆYˆYˆ = yˆ
T yˆ = βˆxTxβˆT = (ΣˆYXΣˆ
−1
XX)ΣˆXX(Σˆ
−1
XXΣˆXY) = ΣˆYXΣˆ
−1
XXΣˆXY,
(4.36)
and where
ρh = tr{Σ−1YYΣYXΣ−1XXΣXY}, (4.37)
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also known as the trace correlation was originally defined by [Hooper, 1959]. It is
straightforward to see that
tr{HCHTC} = tr{Σ−1XXΣXYΣ−1YYΣYX} = tr{Σ−1YYΣYXΣ−1XXΣXY}. (4.38)
Clearly, ρ2h = 0 if X and Y are independent. A useful property of the trace correla-
tion is that if X and Y are independent, then Nρˆ2h is asymptotically distributed as a
χ2ν variate, where ν = rank(ΣXX)rank(ΣYY). Note that the asymptotic distribution
of ρˆh under the hypothesis of independence does not dependent on the marginal dis-
tributions of X and Y , and in this sense ρˆh is said to be asymptotically robust. Thus
for a sufficiently large N , one may set-up a hypothesis test for independence of X
and Y , even when their marginal distributions are not known.
An interpretation of the trace correlation coefficient is that it controls the MSE in
estimating ηC from X , [Schreier, 2008]. The estimate ηˆC is given by [Schreier and
Scharf, 2010, p. 104]
ηˆC(X) = DCξC , (4.39)
with the minimum MSE (MMSE) given by
E(||ηˆC(X)−ηC ||2) = tr{Σηη−ΣηξΣ−1ξξ ΣHηξ} = tr{Im−DCDTC} = m−
m∑
j=1
d2C,j
(iii) The Hotelling-Cramer measure ρˆhc [Cramer, 1974; Hotelling, 1936]
This measure is defined as
ρˆhc =
|ΣYˆYˆ|
|ΣYY| =
m∏
j=1
dˆ2C,j ≡ det{HCHTC}, (4.40)
which is analogous to the coefficient of determination Rˆ2 in the sense that both are
defined as ratios of some functions of predicted to actual values of Y . Note that the
product of canonical correlations is equal to the ratio of the generalized variance of
Yˆ to that of Y .
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Let the canonical correlations be ordered such that
dˆC,1 ≥ dˆC,2 ≥ . . . ≥ dˆC,m ≥ 0. (4.41)
Then, the above measures of correlation are ordered as [Cramer and Nicewander,
1979]
ρˆhc ≤ dˆ2C,m ≤ ρˆh ≤ ρˆcn1 ≤ ρˆcsg ≤ dˆ2C,1 ≤ ρˆhr. (4.42)
Now, all the above definitions are in terms of canonical correlations dˆC,j , j = 1, . . . ,m
obtained from the technique of CCA. A general measure of correlation called the RV-
coefficient [Robert and Escoufier, 1976] expressed in terms of transformationsA and
B that may be applied onX and Y is
RV (AX,BY ) =
tr{AΣYXBTBΣXYAT}√
tr{(AΣXXAT )2}tr{(BΣYYBT )2}
. (4.43)
SubstitutingAC andBC from (4.6) in the above equation, we get
RV (ACX,BCY ) =
1√
pq
tr{Σ−1YYΣYXΣ−1XXΣXY} =
1√
pq
ρh, (4.44)
i.e. RV (ACX,BCY ) is proportional to the trace correlation ρh. Similarly, with
constraints of symmetric PLS, we get
RV (APX,BPY ) =
tr{ΣYXΣXY}√
tr{Σ2XX}tr{Σ2YY}
. (4.45)
As ΣXX and ΣY Y are symmetric matrices, the above may be written as [Robert and
Escoufier, 1976]
RV (APX,BPY ) =
tr{ΣYXΣXY}√
tr{ΣXXΣTXX}tr{ΣYYΣTYY}
≡ tr{HPH
T
P }√
tr{ΣXXΣTXX}tr{ΣYYΣTYY}
(4.46)
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Finally, with constraints of MLR, we get
RV (AMX,BMY ) =
tr{ΣXYBTMBMΣYX}
mtr{ΣXX} =
tr{ΣXYΣ−1YYΣYX}
mtr{ΣXX} =
1
m
ρm,
(4.47)
asAMA
T
M = Im andBTMBM = Σ−1YY from (4.20), and where
ρm =
tr{ΣXYΣ−1YYΣYX}
tr{ΣXX} ≡
tr{HMHTM}
tr{ΣXX} , (4.48)
is the definition proposed and studied in [Court et al., 1963] and is also known as the
redundancy index, since it quantifies the dependency between a pair of vectors. It
controls the MMSE in estimating Y fromX [Schreier, 2008].
4.2.4 Complex Vector-Valued Case
Let Z ∈ Cp and W ∈ Cq denote two complex vector-valued random variables. In the
study of linear association between a pair of complex vector-valued random variables Z
andW , three correlation quantities are defined:
(a) between Z andW called rotational correlation,
(b) between Z andW ∗ called reflectional correlation, and
(c) between [ZT ,ZH ]T and [W T ,WH ]T called total correlation.
These measures of correlation are defined in a way similar to the definitions available in the
real vector-valued case and are discussed in [Schreier, 2008]. Note that such coefficients
measure correlation between vectors in the time domain. In applications involving fre-
quency domain analysis of data sets, coherence between vectors is an important parameter.
For example, we know that the distribution of the rotary coefficient estimator is a function
of conjugate coherence γ2∗(f). In the study of a pair of scalar complex-valued processes,
say {Zl,t} and {Zm,t}, two measures of coherence – ordinary coherence γ2lm(f) and con-
jugate coherence γ2lm∗(f) are defined. They are also known as inner and outer coherence,
respectively [Mooers, 1973]. These measures have been used to study coherence between
wind (say {Z1,t}) and ocean current (say {Z2,t}) at a chosen site [Gonella, 1972]. In the
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next section, we provide a framework to introduce measures of coherence between a pair
of complex-valued vectors.
4.3 Vector Coherence
The technique of canonical correlation analysis, since proposed by Hotelling [Hotelling,
1936], has been widely used in many statistical areas, including time series analysis. In
time series analysis, it is often used to reveal the underlying structure of the data for model
identification. For example, analysis of canonical correlations between the set of present
and past values and the set of present and future values of the time series is used to identify
a vector autoregressive moving average (VARMA) model for the given multivariate time
series [Min and Tsay, 2005]. [Gonella, 1972] motivated the complex-valued representa-
tion of a two-component time real-valued time series based on the argument that the study
of a pair of two-component real-valued time series, say [X1,t, Y1,t] and [X2,t, Y2,t] via their
complex-valued representations Z1,t = X1,t+iY1,t and Z2,t = X2,t+iY2,t not only provides
physical insights but also circumvents the following two problems that are encountered oth-
erwise – (a) coherence measures for the corresponding real Cartesian components are not
invariant under coordinate rotation, i.e. they are dependent on the orientation of the coor-
dinate system in which the observations were made – this makes them sensitive to errors in
the recorded data, and (b) an analysis of [X1,t, Y1,t] and [X2,t, Y2,t] provides four coherence
values of equal significance rather than a unique measure of coherence. Following this,
definitions for inner (rotational or ordinary) and outer (reflectional or conjugate) coherence
measures for a pair of complex-valued time series {Z1,t} and {Z2,t}were defined. [Mooers,
1973] also includes a discussion of such measures.
We realize that in applications where the two components of a real vector-valued ob-
servation do not arise from two orthogonal components, forming a complex-valued series
and analyzing coherence via inner and outer coherence may not be of any interest. In such
cases, one is particularly interested in a scalar measure of coherence. Given the popularity
and usefulness of frequency domain analysis, this has received very little attention. The
only contribution found is [Levikov and Sokolov, 1997] where a matrix measure of co-
herence for real vector-valued variables is introduced. From our discussion in §4.2, it is
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clear that canonical correlation analysis techniques for a pair of real vector-valued vari-
ables provide us with unique measures of correlation which are invariant under a rotation
of the coordinate axes (follows from the invariance properties) [Crosby et al., 1993]. We
use these techniques to study coherence for the more general case of complex vector-valued
variables.
4.3.1 Framework
Let Zt = [Z1,t, . . . , Zp,t]T and Wt = [W1,t, . . . ,Wq,t]T denote two complex vector-valued
processes. Let dZ(f) = [dZ1(f), . . . , dZp(f)]T and dW (f) = [dW1(f), . . . , dWq(f)]T
denote the corresponding orthogonal increment processes.
(a) Consider the problem of estimating Wt from Zt based on a linear filter model of the
form,
Wt = A ∗Zt +Et, (4.49)
where A ∈ Cq×p, Et is a vector random noise uncorrelated with the input vector Zt
and ∗ denotes convolution. This can be written in the matrix form as
W1,t
W2,t
.
.
.
Wq,t
 =
∑
u

a11,u . . . . . . a1p,u
a21,u . . . . . . a2p,u
.
.
.
.
.
.
aq1,u . . . . . . aqp,u


Z1,t−u
Z2,t−u
.
.
.
Zp,t−u
+

E1,t
E2,t
.
.
.
Eq,t
 (4.50)
Thus, for j = 1, . . . , q,
Wj,t =
∑
u
aj1,uZ1,t−u +
∑
u
aj2,uZ2,t−u + . . . +
∑
u
ajp,uZp,t−u + Ej,t (4.51)
The spectral representation theorem allows us to write Wj,t, Ej,t, j = 1, . . . , q and Zl,t,
l = 1, . . . , p as
Wj,t =
∫ fN
−fN
ei2πftΔtdWj(f); Zl,t =
∫ fN
−fN
ei2πftΔtdZl(f) and
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Ej,t =
∫ fN
−fN
ei2πftΔtdEj(f).
Substituting Z1,t from above in the first term of (4.51), we get
∑
u
aj1,uZ1,t−u =
∑
u
aj1,u
∫ fN
−fN
ei2πf(t−u)ΔtdZ1(f)
=
∑
u
aj1,ue
−i2πfuΔt
∫ fN
−fN
ei2πftΔtdZ1(f)
= Aj1(f)
∫ fN
−fN
ei2πftΔtdZ1(f), say.
Proceeding in exactly the same way for each term in (4.51), the uniqueness of Fourier
transform [Yaglom, 1962] allows us to write
dWj(f) = Aj1(f)dZ1(f) + . . . + Ajq(f)dZp(f) + dEj(f) (4.52)
where Ajl(f) =
∑
u ajl,ue
−i2πfuΔt
. In vector notation,
dW (f) = A(f)dZ(f) + dE(f). (4.53)
A correlation coefficient based on (4.53) measures the extent to which dW (f) can
be linearly predicted from dZ(f) and therefore may be called rotational coherence,
or simply, ordinary coherence. Comparing (4.53) with (4.1), corresponding canonical
coherence measures based on CCA, MLR and PLS type of constraints may be obtained
via,
H(f) = F (f)D(f)GH(f) (4.54)
where
HC(f) = S
−1/2
ZZ (f)SZW(f)S
−H/2
WW (f),
HM(f) = SZW(f)S
−H/2
WW (f),
HP (f) = SZW(f),
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follow from (4.7), (4.14), and (4.21) respectively. Here subscripts C , M and P refer to
CCA, MLR, and PLS, respectively.
(b) Next, consider the problem of estimating Wt from Z∗t based on,
Wt = B ∗Z∗t + E˜t, (4.55)
where B ∈ Cq×p, and E˜t is a vector random noise uncorrelated with the input vector
Z∗t . Proceeding in exactly the same manner we get,
dW (f) = B(f)dZ∗(−f) + dE˜(f). (4.56)
Again, comparing the above with (4.1), we have
H˜(f) = F˜ (f)D˜(f)G˜H(f) (4.57)
where
H˜C(f) = S
−1/2
ZZ (f)RZW(f)S
−T/2
WW (−f),
H˜M(f) = RZW(f)S
−T/2
WW (−f),
H˜P (f) = RZW(f).
(c) Consider the linear-conjugate-linear, also known as widely linear estimation ofWt,
Wt = A ∗Zt +B ∗Z∗t . (4.58)
Here Wt depends linearly on both Zt and its conjugate Z∗t , hence the name widely
linear. The widely linear transformation is often represented via the augmented vector
notation, as [
Wt
W ∗t
]
=
[
A B
B∗ A∗
][
Zt
Z∗t
]
, (4.59)
Clearly, (4.58) and (4.59) represent the same system as the second equation in (4.59) is
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redundant. However, it is important to note that estimation based on (4.58) corresponds
to estimating Wt from [ZTt ,ZHt ]T which is not the same thing as jointly estimating
Wt and W ∗t from [ZTt ,ZHt ]T , i.e. estimation based on (4.59). Thus, in the context of
estimation, (4.58) and (4.59) must be regarded as different models. This leads to
dW (f) = A(f)dZ(f) +B(f)dZ∗(−f) + dE(1)(f), (4.60)
in addition to the augmented model[
dW (f)
dW ∗(−f)
]
=
[
A(f) B(f)
B(−f) A(−f)
][
dZ(f)
dZ∗(−f)
]
+ dE(2)(f). (4.61)
For coherence coefficients based on the widely linear model (4.60), we have
H˙(f) = F˙ (f)D˙(f)G˙H(f) (4.62)
where
H˙C(f) = S
−1/2
ZZ (f)
[
SZW(f) RZW(f)
]
S
−H/2
WW (f),
H˙M(f) =
[
SZW(f) RZW(f)
]
S
−H/2
WW (f),
H˙P (f) =
[
SZW(f) RZW(f)
]
,
and
SWW(f) =
[
SWW(f) RWW(f)
R∗ZZ(−f) S∗WW(−f)
]
. (4.63)
Total coherence coefficients based on (4.61) are defined via
Hˉ(f) = Fˉ (f)Dˉ(f)GˉH(f) (4.64)
where
HˉC(f) = S
−1/2
ZZ (f)SZW(f)S
−H/2
WW (f),
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HˉM(f) = SZW(f)S
−H/2
WW (f),
HˉP (f) = SZW(f),
and
SWW(f) =
[
SWW(f) RWW(f)
R∗WW(−f) S∗WW(−f)
]
;SZW (f) =
[
SZW(f) RZW(f)
R∗ZW(−f) S∗ZW(−f)
]
.
(4.65)
We note that for a real scalar-valued process {Xt},
Xt = X
∗
t =⇒
∫ fN
−fN
ei2πftΔtdX(f) =
∫ fN
−fN
e−i2πftΔtdX∗(f)
=
∫ fN
−fN
ei2πftΔtdX∗(−f), (4.66)
implying that dX(f) = dX∗(−f). Therefore, in the case when Zt andWt are real vector-
valued random variables, dZ(f) = dZ∗(−f), and dW (f) = dW ∗(−f). Therefore, (a),
(b) and (c) are equivalent and the three types of coherence measures between Zt and Wt
simply reduce to rotational coherence.
4.3.2 Measures of Vector Coherence
Following the above discussion it is clear that measures of vector coherence corresponding
to measures of correlation discussed in §4.2.3 may be defined. Note that the trace corre-
lation ρh in (4.37) is also expressed as ρh = tr{HCHTC} in (4.38). So the corresponding
ordinary (rotational), conjugate (reflectional), widely-linear, and total measures of coher-
ence between Z andW , respectively, are:
ρh(f) = tr{HC(f)HHC (f)} = tr{S−1ZZ(f)SZW(f)S−1WW(f)SHZW(f)}, (4.67)
ρ˜h(f) = tr{H˜C(f)H˜HC (f)} = tr{S−1ZZ(f)RZW(f)S−1WW(−f)RHZW(f)}, (4.68)
ρ˙h(f) = tr{H˙C(f)H˙HC (f)} = tr{S−1ZZ(f)SZW(f)S−1WW(f)SHZW(f)}, (4.69)
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ρˉh(f) = tr{HˉC(f)HˉHC (f)} = tr{S−1ZZ(f)SZW(f)S−1WW(f)SHZW(f)}. (4.70)
These coherence coefficients correspond to the trace correlation ρh discussed in §4.2.3 and
so their interpretations follow. For example, conjugate coherence ρcsg∗(f) may be defined
using (4.34) and interpreted as the normalized SNR ≡ SZZ(−f)S−1EE(f).
With p = 1 = q, ordinary (conjugate) coherence coefficients corresponding to corre-
lation coefficients discussed in §4.2.3 are the same as inner (outer) coherence defined in
[Gonella, 1972; Mooers, 1973]. Next, we draw attention to an interesting observation re-
garding the matrix coherence measure ρls,XY (f) discussed in [Levikov and Sokolov, 1997].
It is defined as
ρls,XY(f) =
1
2
[MS−1YY(f) + S
−1
YY(f)M ], (4.71)
whereM = SYX(f)S−1XX(f)SHYX(f). Taking the trace of ρls,XY(f) we get,
tr{ρls,XY(f)} = 1
2
tr{MS−1YY(f) + S−1YY(f)M}
=
1
2
(tr{MS−1YY(f)}+ tr{S−1YY(f)M})
= tr{MS−1YY(f)}
= tr{SYX(f)S−1XX(f)SHYX(f)S−1YY(f)}
= tr{S−1YY(f)SYX(f)S−1XX(f)SHYX(f)}
as tr is linear and commutative under cyclic permutations. Thus, tr{ρls,XY} = ρh,YX(f) =
ρh,XY(f), which shows that the trace of the matrix coherence measure defined by [Levikov
and Sokolov, 1997] is the frequency domain version of the well-known trace correlation.
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Chapter 5
A Frequency Domain Test for Propriety
of Complex Vector-Valued Signals
In this chapter we study the problem of testing propriety for a discrete time complex vector-
valued process at a given frequency. The complete specification of the second-order statis-
tics of a zero mean complex random vector must take into account the complementary
covariance – covariance between the vector process and its conjugate – in addition to the
usual covariance. We recall from §2.1.2 in Chapter 2 that a complex-valued process is
proper/improper according to whether it is uncorrelated/correlated with its complex con-
jugate. While propriety provides the advantage of working with simpler statistics, forcing
this assumption can lead to significantly poor results. The loss in performance caused by
overlooking the potential impropriety of the data signal is realized to be significant, and
this has sparked a notable interest in conducting tests for impropriety/propriety. [Ollila
and Koivunen, 2004; Schreier et al., 2006a,b; Walden and Rubin-Delanchy, 2009] have de-
veloped methods for testing whether the lagged covariance sequence between the process
and its conjugate is identically zero. Note that a complex-valued process {Zt} is proper
iff {rZ,τ} ≡ 0 which is iff RZ(.) ≡ 0. In the case when {rZ,τ} is not identically zero,
RZ(f) at a given frequency f , may be zero/ non-zero, i.e. {Zt} may be proper/improper
at f . Therefore, propriety in the time domain is equivalent to propriety in the frequency
domain (i.e. the corresponding spectrum is zero at all frequencies), however, the fact that
an improper signal in the time domain may correspond to propriety at certain frequencies,
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highlights the need for a frequency-specific test for propriety. We derive a Generalized
Likelihood Ratio (GLR) test for propriety at a given frequency in §5.1 and illustrate how
our test may be implemented for use. The proposed GLR test statistic is expressed in terms
of canonical coherences between the process and its conjugate. We conclude the chapter
with some simulation experiments and results.
5.1 Generalized Likelihood Ratio Test
Again, suppose that Vt = [XTt ,Y Tt ]T = [X1,t, . . . , Xp,t, Y1,t, . . . , Yp,t]T denotes a real 2p-
dimensional vector-valued Gaussian stationary process. Given a length-N sample V0, . . . ,
VN−1, form hk,tVt using a suitable set of K length-N data taper sequences {hk,t}, k =
0, . . . ,K − 1, and compute
JV,k(f) = Δ
1/2
t
N−1∑
t=0
hk,tVte
−i2πftΔt . (5.1)
From our discussion in Chapter 2, we know that under the assumed taper properties, as
N →∞, with the number of degrees of freedom,K fixed, {JV,k(f), k = 0, 1, . . . ,K − 1}
are proper, i.i.d random variables such that
JV,k(f) ∼ NC2p(0,SV(f)), 0 < |f | < fN , (5.2)
for k = 0, . . . ,K − 1. As JU,k(f) = TJV,k(f), as N →∞, with K fixed, {JU,k(f), k =
0, 1, . . . ,K−1} are also a set of proper, i.i.d random variables each of which are distributed
as
JU,k(f) ∼ NC2p(0,SU(f)), 0 < |f | < fN , (5.3)
where SU(f) = TSV(f)TH has the form
SU(f) =
[
SZ(f) RZ(f)
RHZ (f) S
T
Z(−f)
]
∈ C2p×2p. (5.4)
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The PDF of JU,k(f) – a proper Gaussian vector in C2p is given by [Picinbono, 1996]
π−2p[det(SU(f))]−1 exp
{−JHU,k(f)S−1U (f)JU,k(f)} . (5.5)
For reasons of clarity, here we have used exp instead of the symbol e (used earlier) to
denote the exponential function. From now on, we shall use the notation e or exp for the
exponential function depending on the the size of the argument term.
The independence of JU,k(f)’s allows us to write the joint PDF of JU,0(f), . . . ,
JU,K−1(f) as the product of their marginal densities given by (5.5). Then the likelihood
function of SU (f) given JU,0(f), . . . ,JU,K−1(f) denoted as
g(SU (f)|JU,0(f), . . . ,JU,K−1(f)) is given by
g(SU |JU,0, . . . ,JU,K−1) = π−2Kp[det(SU(f))]−K exp
{
−
K−1∑
k=0
JHU,k(f)S
−1
U (f)JU,k(f)
}
.
(5.6)
Since SˆU(f) is the sample covariance matrix of {JU,k(f); k = 0, 1, . . . ,K − 1}, i.e.
SˆU(f) =
1
K
K−1∑
k=0
JU,k(f)J
H
U,k(f) =
[
SˆZ(f) RˆZ(f)
RˆHZ (f) Sˆ
T
Z(−f)
]
, (5.7)
the likelihood function in the above equation can be expressed as
g ≡ π−2Kp[det(SU(f))]−K exp
{
−Ktr[S−1U (f)SˆU(f)]
}
, (5.8)
where dependence of g on its arguments is suppressed temporarily for convenience. This
form of the likelihood function follows easily from the explanation given below.
For convenience, letAk = [a11,k, a21,k, . . . , a(2p)1,k]T represent the 2p×1 vector JU,k(f),
and B = (bjl)j,l=1,...,2p represent the 2p × 2p matrix S−1U (f). Then, clearly the argument
of the exponential term in (5.6) is of the form −∑K−1k=0 AHk BAk. We note that the matrix
product
AHk BAk =
2p∑
j=1
[(
2p∑
l=1
aHl1,kblj
)
aj1,k
]
. (5.9)
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Now, for convenience, let us consider the case p = 1, then
AHk BAk =
(
2∑
l=1
aHl1,kbl1
)
a11,k +
(
2∑
l=1
aHl1,kbl2
)
a21,k, (5.10)
so that
K−1∑
k=0
AHk BAk =
K−1∑
k=0
(aH11,kb11a11,k + a
H
21,kb21a11,k + a
H
11,kb12a21,k + a
H
21,kb22a21,k)
= K
1
K
K−1∑
k=0
(aH11,ka11,kb11 + a
H
21,ka11,kb21 + a
H
11,ka21,kb12 + a
H
21,ka21,kb22)
= Ktr{ΣˆAB} = Ktr{BΣˆA}, (5.11)
where ΣˆA = 1KΣ
K−1
k=0 AkA
H
k .
Now, for a finite value of N , {JU,k(f); k = 0, 1, . . . ,K − 1} are proper random vari-
ables with
JU,k(f) ∼ NC2p(0,SU(f)), for WN < |f | < fN −WN . (5.12)
Therefore, in practice, it is important to choose a sufficiently large value of N (for approx-
imate independence) and restrict implementation of this test to frequencies in the range
WN < |f | < fN −WN .
The GLR test statistic for
H0 : RZ(f) = 0 versus H1 : RZ(f) 6= 0,
whereWN ≤ |f | < fN −WN , is given by ratio of the likelihood function (5.8) with SU(f)
constrained to have zero off-diagonal blocks, i.e. RZ(f) = 0 to the likelihood function
with SU(f) unconstrained, i.e.
max
SU(f):RZ(f)=0
gJ
max
SU(f)
gJ
:= δ, (5.13)
The unconstrained maximum likelihood estimate of the covariance matrix SU(f) is given
by the corresponding sample covariance matrix SˆU(f) in (5.7), thus maximum likelihood
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estimate of SU(f) under the constraintRZ(f) = 0 is,
S˘U(f) =
[
SˆZ(f) 0
0 SˆTZ(−f)
]
. (5.14)
Then, from (5.8) and (5.13) it follows that
δ1/K =
(det S˘U(f))
−1 exp
{
−tr(S˘−1U (f)SˆU(f)
}
(det SˆU(f))−1 exp
{
−tr(Sˆ−1U (f)SˆU(f)
}
= det(S˘−1U (f)SˆU(f))×
[
exp
{
−tr(S˘−1U (f)SˆU(f)− I2p)
}]
, (5.15)
using the fact that 1/ det(A) = det(A−1). From (5.7) and (5.14) we see that
S˘−1U (f)SˆU(f) =
[
Ip Sˆ
−1
Z (f)RˆZ(f)
Sˆ−TZ (f)Rˆ
H
Z (f) Ip
]
. (5.16)
Thus (5.15) becomes
δ1/K = det(S˘−1U (f)SˆU(f)) = det
[
Ip Sˆ
−1
Z (f)RˆZ(f)
Sˆ−TZ (−f)RˆHZ (f) Ip
]
,
= det(Ip − Sˆ−1Z (f)RˆZ(f)Sˆ−TZ (−f)RˆHZ (f))
=
det(SˆZ(f)− RˆZ(f)Sˆ−TZ (−f)RˆHZ (f))
det(SˆZ(f))
=
det(SˆU(f))
det(SˆZ(f)) det(SˆZ(−f))
:= l(f), (5.17)
where the last equation also follows directly from det(S˘−1U (f)SˆU(f)) and (5.14) using
the fact that det(S˘−1U (f)) = 1/ det{S˘U(f)}. Now, the GLR test may be based on any
of the above equivalent forms. We recommend using the last form (5.17), as unlike other
formulations it does not involve computation of either Sˆ−1Z (f) or Sˆ−TZ (−f). Although very
similar in form to the test statistic discussed in [Schreier et al., 2006a] for testing propriety,
our test is designed to examine second-order statistics in the frequency domain.
By definition of the GLR test statistic (5.13), we shall reject the null hypothesis of
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RZ (f) = 0, for small values of l(f). For a given size α, the rule is to reject H0 iff
l(f ;N,K, p) ≤ c, (5.18)
where Pr(l(f ;N,K, p) ≤ c|H0) = α. Note that, here we have used the more precise
notation l(f ;N,K, p) which indicates the dependence of the GLR test on the sample size
N , degrees of freedom K, and dimension p of the complex vector Z.
Note that for a given α ∈ Cp×p, RZ(f) = E{dZ(f)dZT (−f)} = 0 implies that
RαZ(f) = αE{dZ(f)dZT (−f)}αT = 0, i.e. propriety is invariant to a linear trans-
formation of the underlying variable. This suggests that our test for propriety should
also possess this property, more specifically, the decision rule for our GLR test must be
invariant to linear transformation of the observed sample. Consequently, suppose that
J˜Z,k(f) = LJZ,k(f) for a non-singular linear transformation L ∈ Cp×p, then
J˜U,k(f) =
[
L 0
0 L∗
]
JU,k(f) ≡ LJU,k(f). (5.19)
We recall that a statistic is said to be invariant under the action of a group g(.) if its value
does not depend on whether a sample S or g(S) is observed. It is said to be maximal in-
variant if every other invariant statistic is a function of it. From our discussion in §4.2 and
[Eaton, 1983, p. 405], we know that canonical correlation theory provides a set of maxi-
mal invariants for such problems. Specifically, the eigenvalues of Σˆ−1XXΣˆXYΣˆ−1YYΣˆYX are
proved to be maximally invariant under affine transformations of the observed samples X
and Y . In this case, we want the GLR test for propriety based on JU,k(f) to be identical to
the GLR test based on J˜U,k(f). A linear transformation of the form (5.19) indicates that we
are concerned with invariance under the group action SˆU(f)→ LSˆU(f)LH . Applying the
result (mentioned above) from canonical correlation theory to the elements of JU,k(f) =
[JTZ,k(f),J
H
Z,k(−f)]T , we conclude that the eigenvalues of Sˆ−1Z (f)RˆZ(f)Sˆ−TZ (−f)RˆHZ (f)
are a set of maximal invariants for the GLR test.
Let kˆ2j (f), j = 1, . . . , p denote the eigenvalues of Sˆ−1Z (f)RˆZ(f)Sˆ−TZ (−f)RˆHZ (f).
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Then from (5.17) it follows that for WN ≤ |f | < fN −WN ,
l(f) = det(Ip − Sˆ−1Z (f)RˆZ(f)Sˆ−TZ (−f)RˆHZ (f))
= Πpj=1(1− kˆ2j (f)). (5.20)
Note that kˆ2j (f)’s are the sample reflectional canonical coherencies of Z. This provides
an alternative form of our test statistic expressed entirely in terms of the sample canonical
coherences kˆ2j (f)’s. We again point out the similarity in form of our frequency domain
test statistic with the GLR test statistic used to test propriety in the time domain, [Schreier
et al., 2006a; Walden and Rubin-Delanchy, 2009], given by
T1 = Π
p
j=1(1− kˆ′2j ), (5.21)
where kˆ′2j are the sample reflectional canonical correlations.
5.1.1 Distribution of GLR Test Statistic
FromWilk’s theorem [Young and Smith, 2005, p. 132] we know that underH0, asK →∞,
− 2 log δ = −2K log l(f) d→ χ2ν (5.22)
where d→ denotes convergence in distribution and χ2ν denotes chi-square distribution with
ν degrees of freedom. Here ν is the difference between the number of free real parameters
under H0 and H1. From the form of the spectral matrices appearing in SU(f), we see that
the number of free parameters underH0 are 2(p+2(p2−p)/2) = 2p2, and 2p2+2p2 = 4p2
under H1. Thus, the difference ν = 4p2 − 2p2 = 2p2.
This is a very useful and convenient result when the exact distribution of the GLR test
statistic is analytically intractable. We point out that K here denotes the number of tapers
used for multitaper spectral estimation and not the sample sizeN , which is usually the case.
For a given value of N , K could be as small as 10. Since (5.22) is an asymptotic result,
K must be sufficiently large to expect a reasonable χ2ν approximation to −2K log l(f).
If a suitable simulation technique to generate a length-N sample is available, one may use
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Figure 5.1: Empirical CDF plots for −2K log(l) (solid line) against χ22p2 (dashed line)
with p = 1 for (a) K = 6, (b) K = 10, (c) K = 12, (d) K = 20, (e) K = 80, and (f)
K = 5000.
(5.22) to determine a suitableK and then generate a length-N sample whereN is chosen to
provide a reasonable bandwidth corresponding to the determined value forK. For example,
in multitaper spectral estimation with sine tapers, an a priori chosen bandwidth WN = w
say, implies N ≈ [(K +1)/2w]− 1, (2.71). Alternatively, one may use a direct simulation
scheme to estimate critical values as discussed in §5.1.2.
Fig. 5.1 displays empirical CDF plots for−2K log(l0),where l0 denotes the test statistic
l under H0, against the χ22p2 distribution using the model (5.30) considered for simulation
in §5.2. The empirical CDF plot is obtained using 10 000 values of the GLR test statistic
under the null. The exact simulation procedure is discussed in §5.1.2. Also, as this model
corresponds to a scalar complex-valued process, p = 1. From the plots it is clear that the
distribution of −2K log(l0) is comparable to that of χ22p2 for values of K as small as 20.
In general, we would expect this value of K, where it begins to agree with the asymptotic
χ22p2 distribution to vary depending on the underlying model.
Note: Due to similarity in forms of l(f) in (5.20) and T1 in (5.21), we are moti-
vated to check whether an alternative approximate approach used to obtain critical val-
ues for the time domain statistic T1 works for our frequency domain statistic l(f). The
GLR test for propriety was first derived in [Schreier et al., 2006a], however details on
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the computation of critical values are only found in [Walden and Rubin-Delanchy, 2009].
They study the problem of testing propriety in the time domain by re-formulating it in
terms of the covariance structure of the corresponding 2p-variate real-valued process Vt =
[X1,t, . . . , Xp,t, Y1,t, . . . , Yp,t]
T
. They show that testing the null hypothesis of propriety is
identical to the problem of testing that a covariance matrix has a ‘complex structure,’ a
well-known problem in the statistical literature [Andersson and Perlman, 1984]. Here the
term complex structure refers to a real-valued matrix having the form[
A1 −A2
A2 A1
]
, (5.23)
where A1 is symmetric, A2 is anti-symmetric so that (A1 + iA2)H = A1 + iA2, i.e.
A1 + iA2 is Hermitian. Using the real-valued formulation, they arrive at the following two
test statistics,
T1 = Π
p
j=1(1− kˆ′2j ) and T2 =
p∑
j=1
kˆ′2j , (5.24)
where T1 coincides with the GLR test. We note that it is the form of the rth moment of
the test statistic T1 under the null hypothesis derived in [Andersson and Perlman, 1984],
that leads to Box’s χ2 approximation to the asymptotic distribution of T1 as discussed in
[Walden and Rubin-Delanchy, 2009]. This makes the computation of critical values for T1,
and hence the implementation of GLR test straightforward.
Another useful result for directly simulating the critical values of these test statistics
is observed in [Walden and Rubin-Delanchy, 2009]. This result states that under the null
hypothesis, ΣV = Σ˙V has the complex structure, and there exists a C ∈ C such that
CΣ˙VC
T = I2p (e.g. [Andersson et al., 1983]). As the two test statistics in (5.24) are
invariant to a linear transformation of the samples, their covariance matrix is invariant to a
group action of the form Σ˙V → CΣ˙VCT= I2p. Recall that kˆ′2j are canonical correlations
and are hence derived from the product of partitioned matrices in Σ˙V. Thus, the above
result allows one to obtain critical values for T1 and T2 by simply simulating samples from
I2p, and without requiring knowledge of the true theoretical covariance matrix ΣV.
Since the frequency domain test is formulated in a different framework, the key results
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of [Walden and Rubin-Delanchy, 2009] mentioned above cannot be adapted to yield similar
procedures for obtaining critical values for the frequency domain test statistic l(f). We
provide details of a direct simulation scheme to estimate critical values for our test.
5.1.2 Critical Values by Simulation
Note that under the null hypothesis of propriety RZ(f) ≡ 0, and
JU,k(f) ∼ NC2p(0,SU0(f)), WN < |f | < fN −WN , (5.25)
where for a given f ,
SU0(f) =
[
SZ(f) 0
0 STZ(−f)
]
. (5.26)
GivenSU0(f), one may proceed by directly simulating JU,0, . . . ,JU,K−1 fromNC2p(0,SU0(f)),
(e.g. see §3.4) and combine them to form
SˆU0(f) =
1
K
K−1∑
k=0
JU,k(f)J
H
U,k(f), (5.27)
from which
lˆ0(f) =
det{SˆU0(f)}
det{SˆZ(f) det{SˆTZ(−f)}
, (5.28)
can be computed. Repeating the above process, say T times, provides an empirical distri-
bution function of lˆ0(f) from which the size α critical value can be found.
Obviously, in practice, the true spectral matrix SZ(f) and hence SU0(f) is unknown.
Given a length-N , p-variate complex-valued time series Z1, . . . ,ZN , we obtain critical
values for our test in the following manner. Obtain an averaged multitaper spectral estimate
Sˆ
(mt)
Z (f) based on a suitable set of K data tapers, and consider
Sˆ
(mt)
U0
(f) =
[
Sˆ
(mt)
Z (f) 0
0 Sˆ
(mt)T
Z (−f)
]
. (5.29)
Then, repeat the simulation procedure outlined above with Sˆ(mt)U0 (f) instead of SU0(f) in
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(5.26), to obtain lˆj0(f), j = 1, . . . , T , and hence an empirical distribution function plot of
the GLR test statistic from which, a size α critical value can be identified.
5.2 Simulation Results
The two main purposes of conducting our simulation study are – (a) to compare the per-
formance of our test for a given N in the case when JU,k’s are simulated as independent
random variables and in the case where we expect JU,k’s to be approximately independent
due to the asymptotic result (5.2), and (b) the effect, if any, of using Sˆ(mt)U0 (f) instead of the
unknown SU0(f) to estimate critical values by direct simulation.
I. We first perform a simple experiment to study the performance of our test when the
JU,k’s are simulated as independent random variables. Consider
SU =
[
4 ra
r∗a 5
]
(5.30)
with (i) ra = 1 + i, (ii) ra = 0.7, (iii) ra = 0.07, (iv) ra = 0.007, and (v) ra = 0. For
each K, we implement the simulation procedure described above with T = 10 000.
We use the command cdfplot in MATLAB to obtain an empirical distribution function
plot of lˆ0(f) from which the size α critical value, say c, is identified. As this procedure
is based on SU0(f), given by (5.26), the same critical value c is obtained (for a given
K) irrespective of the value of ra.
We conduct Monte Carlo experiments to examine the performance of our test. We
run the simulation procedure of §5.1.2, MC = 5000 times, with SU instead of SU0 ,
to obtain lˆj, j = 1, . . . ,MC . Table 5.1 reports (#{j : lˆj ≤ c}/MC) × 100 or the
rejection percentage for each model, for a size α = 0.05 test withK = 20, 40, and 80.
We see that our test rejects the null hypothesis of propriety with a close to nominal
level of 5% for ra = 0, ra = 0.007 and ra = 0.07, and detects the more significant
values of ra = 0.7 and ra = 1 + i, which are rejected with a much higher percentage
for a given K. We see that the rejection percentage increases even further as we
increase K. Thus, the power of our test for the alternative values of r = 1 + i and
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Table 5.1: Rejection percentage based on our GLR test for propriety.
K r = 1 + i r = 0.7 r = 0.07 r = 0.007 r = 0
20 42.47 13.34 5.22 5.10 5.18
40 73.83 22.39 5.24 5.08 5.22
80 96.54 40.86 5.48 5.16 5.04
r = 0.7, increases as K is increased from K = 20 to K = 80. This is due to (5.27)
and (5.28) which show how our test statistic is dependent on estimates obtained via
an averaging operation overK values. Since higher values ofK lead to more reliable
estimates of SˆU(f), we’d expect higher accuracy. We also observe that for large
values of K = 40 and K = 80, the power of our test statistic for r = 1 + i is higher
than the power for r = 0.7. This is what we would expect since |1+i| = 1.4142 > 0.7.
II. A second simulation study is performed to check the performance of our test in prac-
tice when we are only supplied with a univariate length-N complex-valued time series
Z1, . . . , ZN . We conduct our experiments using a scalar (p = 1) CAR(1) model,
Zt = φ1Zt−1 + ζt, (5.31)
where {ζt} is a complex-valued doubly white noise sequence with variance σ2ξ and
relation rξ. The CAR(1) parameters are chosen to be φ1 = 0.5eiπ/3, σ2ξ = 1 and
(a) rξ = 0.01, and, (b) rξ = 0.1. We use the direct simulation technique (discussed
in §2.2.1) to generate length N = 5000 realizations Z1, . . . , ZN from each of the
two CAR(1) models specified above. Next, we obtain averaged multitaper spectral
estimates Sˆ(mt)Z (f) based on a set of K = 80 sine tapers, providing a bandwidth of
0.0081.
Fig. 5.2 compares the χ22 distribution against empirical CDF of −2K log(lˆj0(f)), j =
1, . . . , T based on T = 10 000 simulations from Sˆ(mt)U0 (f) for rξ = 0.01, as described
in §5.1.2, for a set of six equi-spaced frequencies (a) f = 0.0200, (b) f = 0.1,
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Figure 5.2: Comparison of the χ22 distribution (dashed) with an empirical CDF plot for
−2K log(lj0(f)), j = 1, . . . , T (solid line) based on T = 10 000 simulations from the
averaged multitaper spectral matrix SˆU0(f) for the CAR(1) model with φ1 = 0.5eiπ/3,
σ2ξ = 1 and rξ = 0.01 at (a) f = 0.0200, (b) f = 0.1, (c) f = 0.18, (d) f = 0.26, (e)
f = 0.34, and, (f) f = 0.42.
(c) f = 0.18, (d) f = 0.26, (e) f = 0.34, and, (f) f = 0.42, chosen from the
interval (WN , fN −WN) ≡ (0.0081, 0.4919) with N = 5000 and K = 12. We see a
good agreement between the two distributions for both the CAR(1) models, and hence
implement our test directly based on the transformed test statistic (5.22), i.e.
reject H0 iff − 2K log{l(f)} ≥ χ22p2(1− α) (5.32)
for a chosen size α test.
We perform size α = 0.05 tests overMC = 5000 repetitions for each frequency with,
(i) rξ = 0.01, (ii) rξ = 0.1, and (iii) rξ = 0.2; the rejection percentages are reported in
Table 5.2. We see that our test rejects propriety with a percentage close to the nominal
level of 5% when rξ = 0.01, and with a much higher percentage for relatively higher
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Table 5.2: Rejection percentages for CAR(1) models with φ1 = 0.5eiπ/3 based on our GLR
test for propriety.
rξ = 0.01 rξ = 0.1 rξ = 0.2
f RZ(f) % RZ(f) % RZ(f) %
0.02 0.0068 + 0.0115i 5.42 0.0681 + 0.1155i 18.62 0.1362 + 0.2309i 61.62
0.10 0.0103 + 0.0106i 5.74 0.1032 + 0.1062i 19.42 0.2065 + 0.2125i 62.50
0.18 0.0143 + 0.0033i 5.30 0.1434 + 0.0330i 18.52 0.2869 + 0.0660i 62.98
0.26 0.0101− 0.0030i 5.40 0.1013− 0.0303i 20.04 0.2026− 0.0605i 62.50
0.34 0.0065− 0.0038i 5.46 0.0646− 0.0385i 18.84 0.1292− 0.0769i 61.86
Table 5.3: Rejection percentages for CAR(1) models with φ1 = 0.9 based on our GLR test
for propriety.
rξ = 0.01 rξ = 0.1 rξ = 0.2
f RZ(f) % RZ(f) % RZ(f) %
0.02 0.4133 6.22 4.1333 21.28 8.2667 63.20
0.10 0.0283 5.56 0.2827 19.64 0.5653 62.50
0.18 0.0096 5.04 0.0958 19.50 0.1916 62.52
0.26 0.0052 5.32 0.0520 19.66 0.1040 62.38
0.34 0.0036 5.16 0.0360 19.20 0.0721 62.84
values of rξ = 0.1, and 0.2 (which also corresponds to relatively higher values of
RZ(f) for each frequency f ).
We also conducted experiments with φ1 = 0.9 (near to non-stationarity), σ2ξ = 1 and
(a) rξ = 0.01, (b) rξ = 0.1, and (c) rξ = 0.2 in the CAR(1) model given by (5.31).
A comparison of the χ22 distribution with an empirical CDF plot of −2Klog{lj0(f)},
similar in form to Fig. 5.2 confirms that the test may be performed directly based on
(5.32). The results of our experiments are shown in Table 5.3 above.
Again, from our results for rξ = 0.01, we see that the null hypothesis of propriety is
rejected close to the nominal level of 5%. Also, from the rejection percentages in the
other two columns, it is evident that the probability of rejecting the null hypothesis
when the alternative is true, i.e. the power of the test, increases as the alternative value
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of RZ(f) moves away from the null hypothesis of RZ(f) = 0.
We also performed our test by identifying critical values from empirical CDF plots
of lˆj0(f), j = 1, . . . , T as discussed in §5.1.2 and obtained very similar results. This
suggests that whenK is not as large, and χ22p2 does not provide a good approximation,
one may proceed by estimating critical values by simulation.
For the case p = 1, our test statistic may be expressed as
l(f) = 1− |RˆZ(f)|
2
SˆZ(f)SˆZ(−f)
, (5.33)
therefore, based on (5.32), we reject H0 iff
|RˆZ(f)|2
SˆZ(f)SˆZ(−f)
> 1− e−(χ22(1−α))/2K . (5.34)
We recall that the expression on the left hand side of the above equation is the con-
jugate coherence of Z. Fig. 5.3 displays the true relational spectrum for the CAR
models (i) rξ = 0.01, and (ii) rξ = 0.1, together with the corresponding conjugate co-
herence function (thick line) based on a single realization. The dashed line shows the
lower bound 1 − e−(χ22(1−α))/2K = 0.0384, with K = 80 and α = 0.05, for our GLR
test to reject the null hypothesis of propriety. From these plots we can easily identify
the set of frequencies at which our test will reject the null hypothesis of propriety,
namely the frequencies for which conjugate coherence (thick line) is above the lower
bound in (5.34) (dashed line).
A simulation study using a vector CAR model is desirable. Since examples of well-
defined stationary vector CAR(l) models are not found in the literature, we add this to
our list of future work.
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Figure 5.3: Real (smooth solid) and imaginary (dotted) parts of the true relational spectrum
RZ(f) of the CAR(1) model with (i) rξ = 0.01, and, (ii) rξ = 0.1. The dashed horizontal
line marks a size α = 0.05 lower bound on conjugate coherence estimates (thick line), for
our GLR test to reject the null hypothesis of RZ(f) = 0.
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Chapter 6
Exact Simulation of Improper Complex
Vector-Valued Signals
Unlike earlier work, complex-valued signals are now assumed to be improper in gen-
eral. The impropriety of complex-valued signals has proved useful in certain applications,
e.g. blind separation of complex Gaussian sources using independent component analysis
is made possible due to the impropriety of the Gaussian sources. Other examples are found
in the area of digital communications and array processing, [Schreier and Scharf, 2010].
Due to the increased usefulness of improper complex-valued signals, it is important to be
able to efficiently and accurately simulate them.
We consider the problem of simulating realizations from an improper complex-valued
Gaussian stationary process with a priori prescribed second-order statistics. An approx-
imate frequency domain technique is discussed in [Rubin-Delanchy and Walden, 2007].
This simulation method is based on the result that any complex second-order stationary
process can be written as the output of a widely linear filter driven by proper white noise.
We present a time domain approach based on the circulant embedding technique to simu-
late exact realizations from a fully-specified improper complex vector-valued process. The
idea of circulant embedding has been used earlier to simulate exact realizations from proper
complex scalar-valued Gaussian stationary processes [Percival, 2006]. In the case of proper
complex random variables, the relation sequence is null and so the algorithm proceeds in a
manner similar to that for real-valued processes.
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The circulant embedding method exploits the Toeplitz structure of the covariance ma-
trix of a real-valued Gaussian stationary process to generate realizations from it [Chan and
Wood, 1999; Dietrich and Newsam, 1997; Helgason et al., 2011; Wood and Chan, 1994].
This technique has two potential advantages over competing simulation techniques for real-
valued vectors. First, this method yields exact realizations, i.e. the statistical properties of
the underlying process generating each realization are theoretically identical to the statis-
tical properties of the target stationary process [Wood and Chan, 1994]. And secondly, it
is based on the discrete Fourier transform which can be computed efficiently using a fast
Fourier transform (FFT) algorithm.
In §6.1 we demonstrate how the use of augmented statistics allows us to transform
the simulation problem from the complex domain to the real domain. §6.2 begins with
a discussion on circulant embedding techniques for generating realizations from a scalar
real-valued process (e.g. [Dietrich and Newsam, 1997; Wood and Chan, 1994]). Later, two
circulant embedding techniques for vector-valued processes – found in [Chan and Wood,
1999] and [Helgason et al., 2011] are discussed. §6.3 illustrates how our approach may
be implemented for two test models. The Cholesky factorization method to obtain exact
realizations from an improper complex-valued process is discussed in §6.4. A comparison
of the two exact methods based on the time taken to generate a length-N time series is
performed.
6.1 Transformation from complex to the real domain
Let {Zt} denote a p-variate complex Gaussian discrete time stochastic process whose tth
element t ∈ Z is the column vector Zt = [Z1,t, . . . , Zp,t]T where each component has the
form Zj,t = Xj,t +iYj,t j = 1, . . . , p, and a mean of zero. We recall that the p processes are
assumed to be jointly second-order stationary so that cov{Zl,t+τ , Zm,t} ≡ E{Zl,t+τZ∗m,t}
and rel{Zl,t+τ , Zm,t} ≡ E{Zl,t+τZm,t}, 1 ≤ l,m ≤ p, are functions of τ ∈ Z only. The
corresponding matrix autocovariance sequence is given by,
sZ,τ = cov{Zt+τ ,Zt} = E{Zt+τZHt },
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where sZ,lm,τ ≡ (sZ,τ )lm, and the corresponding matrix autorelation sequence is
rZ,τ = rel{Zt+τ ,Zt} = E{Zt+τZTt },
with rZ,lm,τ ≡ (rZ,τ )lm. Since Ut = [ZTt ,ZHt ]T = TpVt, where
Tp =
[
Ip iIp
Ip −iIp
]
from (2.7), and
Vt = [X1,t, . . . , Xp,t, Y1,t, . . . , Yp,t]
T ≡ [XTt ,Y Tt ]T , (6.1)
if we can simulate a length-N realization from the real-valued process {Vt} with the cor-
rect dependence structure, then a transformation to Ut followed by the extraction of Zt
fromUt provides the required length-N realization. Now from (2.11) and (2.12), we know
that
sU,τ = TpsV,τT
H
p , (6.2)
where
sV,τ =
[
sXX,τ sXY,τ
sYX,τ sYY,τ
]
. (6.3)
Also by the definition of Ut
sU,τ = E{Ut+τUHt } =
[
sZ,τ rZ,τ
r∗Z,τ s
∗
Z,τ
]
.
Then, due to (6.2) we may write
sV,τ = ApsU,τA
H
p , (6.4)
where
Ap = T
−1
p =
1
2
[
Ip Ip
−iIp iIp
]
, p ≥ 1. (6.5)
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Thus, the problem of efficiently simulating from a p-variate complex-valued process
{Zt} is reduced to the problem of efficiently simulating from the corresponding 2p-variate
real-valued process {Vt} with second-order structure dictated by (6.4). We make use of the
circulant embedding technique to simulate realizations from {Vt} as this method is exact
and computationally fast.
6.2 Simulation via Circulant Embedding
The earliest application of circulant embedding in the context of simulation is by Davies
and Harte, 1987 [Davies and Harte, 1987] who used the approach for simulating a uni-
variate Gaussian stationary process. This technique was later rediscovered and extended
independently by Dietrich and Newsam in 1993 [Dietrich and Newsam, 1993] and Chan
and Wood in 1994 [Wood and Chan, 1994], to simulate univariate Gaussian stationary pro-
cesses on a finite rectangular grid on Rd (d ≥ 1). This work was motivated by a desire to
examine numerical performance of estimators of the fractal dimension (ratio of change in
detail to change in scale) of rough surfaces [Wood and Chan, 1994]. The surface is viewed
as a realization of a continuous Gaussian stationary process and so a method to simulate
Gaussian stationary processes on a very fine grid is required. Cholesky factorization has
been widely used for simulation purposes as it is exact in principle and does not require
stationarity of the underlying process. However, it breaks down when the number of grid
points d is moderately large. This is due to large storage requirements in the implemen-
tation of the Cholesky approach. Cholesky factorisation of an N × N matrix has storage
requirements of O(N2). So Cholesky factorisation of a matrix of order 50, 000 × 50, 000
is beyond the capacity of most computers, however, the method based on circulant embed-
ding can comfortably deal with N = 50, 000 in many cases, even on a relatively modest
computer [Wood and Chan, 1994]. A great practical interest led to a sizeable geostatis-
tics literature on this problem. Some well-known techniques for generating scalar-valued
realizations are matrix factorization techniques, spectral methods and the turning bands
method [Wood and Chan, 1994]. The choice between these techniques usually boils down
to a trade-off between speed and accuracy. A notable feature of the circulant embedding
method is that it provides both the desirable properties – a fast as well as an exact technique.
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Consider a length-m vector c = {c0, c1, . . . , cm−1}. Then Cm = circ{c} is an m ×m
circulant matrix given by:
Cm =

c0 c1 c2 . . . c(m−1)
c(m−1) c0 c1 . . . c(m−2)
.
.
.
.
.
.
.
.
. . . .
.
.
.
c1 c2 c3 . . . c0
 . (6.6)
So anm×m circulant matrix is fully characterized by a length-m vector which appears as
its first row and each consecutive row is a right cyclic shift of the row above it. We state
below a very useful result on circulant matrices which tells us that any m × m circulant
matrix is diagonalized by the m×m Fourier matrix.
Theorem 2. An m × m circulant matrix Cm =circ{c}, can be expressed as Cm =
FmΛmF
H
m , where Λ =diag{λ0, λ1, . . . , λm−1} is a diagonal matrix of eigenvalues of Cm
and each eigenvalue λk of Cm is given by the discrete Fourier transform (DFT) of the
elements of c, i.e.
λk =
m−1∑
j=0
cjexp
(−i2πjk
m
)
, k = 0, 1, . . . ,m− 1; (6.7)
Fm is an m×m unitary matrix with (j, k)th element given by
(Fm)j,k = m
−1/2 exp
(−i2πjk
m
)
; 0 ≤ j, k ≤ m− 1, (6.8)
(also see Appendix B).
A proof for this result can be found on [Brockwell and Davis, 1991, p.134].
Now, suppose that we wish to simulate a length-N realizationX = {X0, X1, . . . , XN−1}
from a scalar real-valued Gaussian stationary process {Xt}. The basic idea behind the cir-
culant embedding approach is to embed the covariance matrix of X in a larger circulant
matrix and then exploit the circulant structure to simulate a vector from the circulant co-
variance matrix. The reason for seeking a circulant embedding is Theorem 2, i.e. the fact
that if Cm is an m × m circulant matrix then it is diagonalised by a Fourier matrix, i.e.
6.2 Simulation via Circulant Embedding 124
Cm = FmΛmF
H
m , where the Fourier matrix Fm is anm×m unitary matrix whose (j, k)th
entry is given by exp(−i2πjk/m)/√m,Λm is a diagonal matrix of eigenvalues ofCm, and
FHm denotes the conjugate transpose of Fm [Barnett, 1990]. LetB := FmΛ1/2m Z, where Z
is a length-m column vector of i.i.d random variables from a zero-mean standard normal
distribution, then cov(B) = E{BBH} = Cm. Since Fm is a Fourier matrix, one can
obtainB by applying a FFT on the sequence of diagonal elements of Λ1/2m Z.
Note that the circulant embedding approach is based on the assumption that the circu-
lant matrix Cm is a well-defined covariance matrix, i.e. it is symmetric and non-negative
definite (NND). The circulant embedding matrix in most scalar embedding schemes (e.g.
[Dietrich and Newsam, 1997; Wood and Chan, 1994]) is symmetric, and one can always
obtain a symmetric circulant matrix in multivariate schemes, for example, in [Chan and
Wood, 1999] by choosing an appropriate embedding size, or automatically due to the em-
bedding design [Helgason et al., 2011]. The NND assumption on Cm on the other hand,
need not be true for any given process. Examples can be found in [Helgason et al., 2011,
§3.3.5]. However, [Wood and Chan, 1994, Prop. 2] and its multivariate extensions [Chan
and Wood, 1999, p. 268] and [Helgason et al., 2011, Theorem 3.1] – specific to the form of
the extended algorithms – guarantee the existence of an embedding size corresponding to a
NND circulant embedding matrix under the following two conditions on the second-order
structure of the process –
- absolute summability of the lag-τ covariance matrix, and,
- positive definiteness of the spectral density matrix.
We present a summary of circulant embedding techniques – an algorithm for scalar-valued
processes [Wood and Chan, 1994] in §6.2.1, and two algorithms for the multivariate case:
[Chan and Wood, 1999] – a well-known contribution to this topic, and [Helgason et al.,
2011] – a more recent development in §6.2.2.
6.2.1 Scalar-Valued Process
Suppose we wish to generate a length-N realization X = [X0, X1, . . . , XN−1]T from a
zero-mean real-valued scalar Gaussian stationary process {Xt} with covariance sequence
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{sX,τ ; τ ∈ Z}. The covariance matrix of X is ΣX = {(ΣX )ij; 0 ≤ i, j ≤ N − 1} where
(ΣX )ij = E{XiXj} = sX,|i−j|. As mentioned earlier, circulant embedding algorithms
proceed by embedding ΣX in a sizem > N circulant matrix in a way that the first N rows
and columns of the circulant matrix comprise ΣX . An outline of the algorithm [Wood and
Chan, 1994] is given below. Define ΣX˜ = circ {c}, where c = {c0, . . . , cm−1} and
cj =
sX,j 0 ≤ j ≤ bm/2c;sX,m−j bm/2c < j ≤ m− 1; (6.9)
withm ≥ 2(N−1), ensuring thatΣX appears in the top left corner ofΣX˜ . From Theorem
2, it is clear that if we define X˜ = FmΛ1/2m Z , Λ1/2m = diag{λ1/20 , . . . , λ1/2m−1} where Λm
denotes the diagonal matrix of eigenvalues of ΣX˜ , and Z = [Z0,Z1, . . . ,Zm−1]T is a
vector of independent standard normal random variables, then X˜ ∼ Nm(0,ΣX˜ ). Due to
the embedding design the first N entries of X˜ haveΣX as the covariance matrix, i.e. ifX
denotes [X˜0, . . . , X˜N−1]T , then X ∼ N(0,ΣX ) is the required length-N realization. This
simulation procedure may be implemented as follows:
(i) Compute the eigenvalue matrix Λm = diag{λ0, . . . , λm−1} of ΣX˜ using a DFT of
the form (6.7); set Gm = Λ1/2m Z , where Z = [Z0,Z1, . . . ,Zm−1]T is a vector of
independent standard normal random variables,
(ii) X˜ := FmGm, i.e.
X˜k = m
−1/2
m−1∑
j=0
Gje
−i2πjk/m, k = 0, 1, . . . ,m− 1. (6.10)
Clearly, the main operations involved are computation of the eigenvalue matrix using (6.7)
and X˜ (and hence X) using (6.10). These computations can be performed extremely
efficiently using the one-dimensional fast Fourier transform algorithm, most particularly
whenm is a power of 2. It is important to note that ΣX˜ is a covariance matrix and hence it
must be defined in a way that it is NND. As ΣX˜ = FmΛmFHm ,ΣX˜ andΛm are congruent,
which means that ΣX˜ is NND if and only if Λm is NND. So to check that ΣX˜ is NND for
a particular value ofm, we merely need to check that the entries in diag{λ0, . . . , λm−1} are
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non-negative. If for a particularm,ΣX˜ fails to be NND, a recommendation is to increasem
[Wood and Chan, 1994, Prop. 2]. So we choosem = 2g for some g such thatm ≥ 2(N−1),
subject to ΣX˜ being NND.
6.2.2 Vector-Valued Process
The scalar circulant embedding approach has been extended to generate realizations from
a vector-valued process in two different ways:
(a) Replace the scalar lag-τ covariance sequence by the matrix lag-τ covariance sequence
of the vector-valued process, in the above scalar circulant embedding approach [Chan
and Wood, 1999],
(b) Obtain each scalar component of the vector-valued process using a scalar circulant
embedding algorithms. These components do not have the required cross-covariance
structure, and this is achieved by imposing additional conditions on the cross-covariance
structure of the random Gaussian vectors used to generate each scalar component [Hel-
gason et al., 2011].
We study the above two methods in some detail to draw out useful and problematic char-
acteristics for our application. We wish to generate at least one length-N realization
V = [V T0 , . . . ,V TN−1]T with Vt ≡ [XTt ,Y Tt ]T as defined by (2.8), with {sV,τ} given
by (6.4). For example, when p = 1,
V = [[X1,0, Y1,0], . . . , [X1,N−1, Y1,N−1]]T . (6.11)
Next, we state an important result which is used in both the vector circulant embedding
algorithms described below, to increase simulation efficiency.
Result 1. Consider two complex random vectors Z1 and Z2 such that E{Z1ZT2 } = 0 and
E{Z1ZH2 } = 2Σ, then
E{Re{Z1}[Re{Z2}]T} = E{Im{Z1}[Im{Z2}]T}
= Σ, (6.12)
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E{Re{Z1}[Im{Z2}]T} = E{Im{Z1}[Re{Z2}]T}
= 0. (6.13)
Proof. Since E{Z1ZT2 } = 0, decomposing Z1 and Z2, into their real and imaginary com-
ponents, we get,
E{Re{Z1}[Re{Z2}]T − Im{Z1}[Im{Z2}]T} = 0; (6.14)
E{Re{Z1}[Im{Z2}]T + Im{Z1}[Re{Z2}]T} = 0. (6.15)
Similarly, as E{Z1ZH2 } = 2Σ,
E{Re{Z1}[Re{Z2}]T + Im{Z1}[Im{Z2}]T} = 2Σ; (6.16)
E{Re{Z2}[Im{Z1}]T − Im{Z2}[Re{Z1}]T} = 0. (6.17)
Firstly, adding (6.14) and (6.16), and secondly, subtracting (6.14) from (6.16), we get
E{Re{Z1}[Re{Z2}]T} = E{Im{Z1}[Im{Z2}]T}
= Σ. (6.18)
Next, adding (6.15) and (6.17), and secondly, subtracting (6.15) from (6.17), we get
E{Re{Z1}[Im{Z2}]T} = E{Im{Z1}[Re{Z2}]T}
= 0, (6.19)
as required.
Vector Circulant Embedding Method-I
The first approach is formulated in [Chan and Wood, 1999]. Now, the covariance sequence
for {Vt} is
sV,τ = E{Vt+τV Tt }, τ ∈ Z. (6.20)
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For τ > 0, sV,−τ = E{Vt−τV Tt } = sTV,τ . It follows that ΣV – the lag-τ covariance matrix
of V , is a block Toeplitz matrix given by
ΣV =

sV,0 s
T
V,1 s
T
V,2 . . . s
T
V,N−1
sV,1 sV,0 s
T
V,1 . . . s
T
V,N−2
.
.
.
.
.
.
.
.
.
.
.
.
sV,N−1 sV,N−2 sV,N−3 . . . sV,0
 (6.21)
Analogous to the scalar case, the idea is to embed the 2pN × 2pN block Toeplitz matrix
ΣV , in a larger block circulant matrix, say ΣV˜ , and then simulate a vector, say V˜ such that
cov{V˜} = ΣV˜ . The procedure is discussed below.
Define the block circulant matrix ΣV˜ = bcirc{c}, c = {c0, . . . , cm1−1} with
cj =
sTV,j 0 ≤ j ≤ bm1/2c;sV,m1−j bm1/2c < j ≤ m1 − 1; (6.22)
with the recommendation m1 ≥ 2N − 2, [Chan and Wood, 1999]. Again, for ΣV˜ to be
a valid covariance matrix it must be symmetric and NND. Consider the case N = 3. As
m1 ≥ 2N − 2, we start with the minimal embedding, i.e, we choose m1 = 2N − 2 = 4.
Then ΣV˜ is 2pm1 × 2pm1 block circulant matrix of the form:
ΣV˜ =

sV,0 s
T
V,1 s
T
V,2 sV,1
sV,1 sV,0 s
T
V,1 s
T
V,2
sTV,2 sV,1 sV,0 s
T
V,1
sTV,1 s
T
V,2 sV,1 sV,0
 .
For convenience, we consider the case p = 1, so that each sV,τ is a 2× 2 matrix. It is clear
that for ΣV˜ to be symmetric ΣV˜ = ΣTV˜ , i.e. the jth row and jth column of ΣV˜ must be
identical for each j = 1, . . . , 2m1. From the form of ΣV˜ shown above, it is clear that if
sV,2 is not symmetric then (ΣV˜)16 is not equal to (ΣV˜)61 and so ΣV˜ is not symmetric. If
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instead we take m1 = 5, then
ΣV˜ =

sV,0 s
T
V,1 s
T
V,2 sV,2 sV,1
sV,1 sV,0 s
T
V,1 s
T
V,2 sV,2
sV,2 sV,1 sV,0 s
T
V,1 s
T
V,2
sTV,2 sV,2 sV,1 sV,0 s
T
V,1
sTV,1 s
T
V,2 sV,2 sV,1 sV,0

,
which is symmetric irrespective of the sV,τ ’s. Note that if the jth block in the kth row of
the above matrix is sV,τ , then the jth block in the kth column is sTV,τ and so the matrix
is bound to be symmetric. So in general we can only take m1 to be even if sV,m1/2 is
symmetric, and if it isn’t we must choose m1 to be odd. In view of the high likelihood of
choosingm1 odd, it seems better to recommend
m1 > 2N − 2. (6.23)
Now as ΣV˜ is a 2pm1 × 2pm1 block circulant matrix, it follows from Theorem 3 in Ap-
pendix B that
ΣV˜ = (Fm1 ⊗ I2p)diag{λ0, . . . ,λm1−1}(Fm1 ⊗ I2p)H , (6.24)
where I2p is the 2p× 2p identity matrix, and,
λk =
m1−1∑
j=0
cje
−i2πjk/m1 , k = 0, 1, . . . ,m1 − 1. (6.25)
When m1 is odd, cj = cTm1−j for j = 1, . . . ,m1 − 1. When m1 is even, cj = cTm1−j for
j = 1, . . . ,m1− 1, j 6= m1/2, and sV,m1/2 is symmetric. We also know that w−jk = wm1−jk
for wk = ei2πk/m1 . Using these results it readily follows that λHk = λk, i.e., λk is Hermitian
for each k and has the eigenvalue decomposition [Bernstein, 2009, p. 270]
λk = RkDkR
H
k , k = 0, 1, . . . ,m1 − 1, (6.26)
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where Rk is a 2p × 2p unitary matrix with columns being the eigenvectors of λk, and
Dk = diag{D1,k, . . . ,D2p,k} is a real diagonal matrix containing the eigenvalues of λk.
Now from [Bernstein, 2009, p. 43]
(diag{R0D1/20 , . . . ,Rm1−1D1/2m1−1})H = diag{D1/20 RH0 , . . . ,D1/2m1−1RHm1−1}. (6.27)
Then from (6.24) we see that
(Fm1 ⊗ I2p)diag{R0D1/20 , . . . ,Rm1−1D1/2m1−1}Z ′ (6.28)
where Z ′ = [Z0,Z1, . . .Z2pm1−1]T is a vector of independent N(0, 1) variables, has ΣV˜
as in (6.24) as its covariance matrix i.e it is distributed as a N2pm1(0,ΣV˜) variate. Let
Z = Z(1) + iZ(2) where, independently, Z(α) ∼ N(0, I2pm1), α = 1, 2 and set
V˜ ≡ (Fm1 ⊗ I2p)diag{R0D1/20 , . . . ,Rm1−1D1/2m1−1}Z. (6.29)
Then, sinceZ is proper,E{ZZT} = 0, while nowE{ZZH} = 2I2pm1 so thatE{V˜V˜
T} =
0 andE{V˜V˜H} = 2ΣV˜ . Then withZ1 ≡ V˜ ≡ Z2 andΣ ≡ ΣV˜ , in Result 1. proved above
it follows that
E{Re{V˜}Re{V˜}T} = E{Im{V˜}Im{V˜}T}
= ΣV˜ , and (6.30)
E{Re{V˜}Im{V˜}]T} = E{Im{V˜}Re{V˜}T}
= 0. (6.31)
Equation (6.30) tells us that the real and imaginary parts of V˜ are vectors having the cor-
rect covariance, while (6.31) tells us that the real and imaginary components of V˜ are
uncorrelated and hence independent under Gaussianity. This provides us with two inde-
pendent realizations in a single application of the embedding approach. Since the sec-
ond step in the algorithm involves computing the discrete Fourier transform of each block
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cj, j = 0, . . . ,m1− 1, we wishm1 to be as highly composite as possible so as to maximise
the efficiency of the FFT algorithm. Suppose that we initially choose m1 = 2g for some g
such thatm1 ≥ 2N − 2. Sincem1 is even we need to check whether sV,m1/2 is symmetric;
if yes, we proceed with the chosen value for m1, else we choose m1 = 3g for some g such
that m1 > 2N − 2. In either case we need to check that ΣV˜ is NND. By (6.24), ΣV˜ and
diag{λ0, . . . ,λm1−1} are congruent and therefore,
ΣV˜ is NND iff λkis NND for k = 0, 1, . . . ,m1 − 1. (6.32)
So to check that ΣV˜ is NND for a particular value of m1, we need merely check that the
entries of diag{D1,k, . . . , D2p,k} are non-negative for each k. In practice, the following
algorithm may be used to generate realizations of the complex vector-valued process.
Algorithm I
1. Choose a suitable m1 > 2N − 2 as described above.
2. Find the sequence of 2p × 2p matrices {λk} for k = 0, 1, . . .m1 − 1 as given by
(6.25) using a FFT algorithm.
3. For each k, determineRk andDk in (6.26)
4. For each k, simulate two real 2p-variate independent standard normal vectors, i.e.Z(α)k ∼
N(0, I2p);α = 1, 2 and set
Bk = RkD
1/2
k (Z(1)k + iZ(2)k ). (6.33)
5. Use the FFT algorithm to compute
V˜j = m
−1/2
1
m1−1∑
k=0
Bke
−i2πkj/m1 , j = 0, . . . ,m1 − 1. (6.34)
Note that for each j, V˜j is a complex-valued length-2p column vector. Re{V˜l} and
Im{V˜l}, l = 0, 1, . . . N − 1 are two independent real-valued realizations of Vt in
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(2.8).
6. Finally to extract realizations from the corresponding complex-valued process, define
Ul = TpRe{V˜l}, l = 0, 1, . . . , N − 1. The top p values of Ul form a realization of
[Z1,l, . . . , Zp,l]
T
. An additional independent realization follows by utilizing values
corresponding to the imaginary component, i.e. TpIm{V˜l}.
If diag{D1,k, . . . , D2p,k} are not non-negative for each k, we may proceed in one of the
two ways justified by [Chan and Wood, 1999] – increase the sizem1 and start again, or, set
the negative eigenvalues to zero. Obviously, the latter approach reduces this technique to
an approximate procedure.
Vector Circulant Embedding Method-II
The second embedding algorithm [Helgason et al., 2011] is a natural extension of the cir-
culant embedding technique used for the scalar case in the sense that each stationary com-
ponent of the vector-valued process is constructed by using the scalar circulant embedding
method. So this method primarily involves embedding the covariance and cross-covariance
matrices of Vt (rather than embedding the single covariance matrix of V as in the first ap-
proach), and the correct cross-covariance structure between these components is achieved
separately.
We associate a vector Wl with each of the 2p components of Vt. We define Wl =
[Xl,0, Xl,1, . . . , Xl,N−1]T and Wl+p = [Yl,0, . . . , Yl,N−1]T for l = 1, . . . , p. The N × N
matrices Σqr = E{WqW Tr }, q, r ∈ {1, . . . , 2p} fully determine the covariance structure
of V . Also let,
sqr,i−j ≡ (Σqr)ij, i, j = 0, . . . , N − 1. (6.35)
We note that the covariance matrices Σqq, q = 1, 2 are symmetric (as sqq,i−j = sqq,j−i)
while the cross-covariance matrices Σqr, q 6= r are not symmetric in general, rather Σrq =
ΣTqr.
The aim is to construct, for q, r ∈ {1, . . . , 2p}, a circulant matrix Σ˜qr which has Σqr
appearing as an N ×N block-matrix in the upper-left corner. For q ≤ r, define the 2m2 ×
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2m2 matrix Σ˜qr = circ{cqr}, cqr = {cqr,0, . . . , cqr,2m2−1} with
cqr,j =
sqr,j 0 ≤ j ≤ m2;sqr,−(2m2−j) m2 < j ≤ 2m2 − 1, (6.36)
where 2m2 is the size of the embedding matrix. A sufficient condition for the matrix Σ˜qr
to contain Σqr in its upper-left corner is that m2 ≥ N. So the first row of the circulant
embedding matrix Σ˜qq for q = 1, . . . , 2p is
cqq =
[
sqq,0 sqq,1 . . . sqq,m2−1 sqq,m2 sqq,m2−1 . . . sqq,1
]
, (6.37)
and the first row of the circulant matrix Σ˜qr for q < r is
cqr =
[
sqr,0 sqr,1 . . . sqr,(m2−1) sqr,m2 sqr,−(m2−1) . . . sqr,−1
]
, (6.38)
for a suitably chosen value for m2.
Now Σrq = ΣTqr, so obtain Σ˜qr for q > r by setting Σ˜qr = Σ˜Trq. This is also circulant
and contains Σ˜qr in its upper-left corner. Define m3 = 2m2. Using Theorem 2, we may
write
Σ˜qr = Fm3ΛqrF
H
m3
; q, r ∈ {1, . . . , 2p}, (6.39)
where Λqr = diag{λqr,0, . . . , λqr,m3−1} are m3 ×m3 diagonal matrices with entries com-
putable using an FFT as follows
λqr,k =
m3−1∑
j=0
cqr,je
−i2πjk/m3 (6.40)
for k = 0, 1, . . . ,m3−1. As sqq,τ = sqq,−τ , by a simple expansion of (6.40) it can be shown
that the diagonal entries of Λqq are real. On the other hand, the diagonal entries of Λqr are
complex-valued in general. From (6.39), Λqr = FHm3Σ˜qrFm3 , so that
ΛHqr = F
H
m3
Σ˜HqrFm3 = F
H
m3
Σ˜rqFm3
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which, again using (6.39) implies that
ΛHqr = Λrq. (6.41)
With (6.39) in mind, define
W˜ =

W˜1
.
.
.
W˜2p
 =

Fm3Λ
1/2
11 Z1
.
.
.
Fm3Λ
1/2
(2p)(2p)Z2p
 , (6.42)
where Z1, . . . ,Z2p are length-m3 random vectors such that Zq = Z(1)q + iZ(2)q , q =
1, . . . , 2p and Z(α)q , α = 1, 2 are independent standard normal variables, i.e., Z(α)q ∼
N(0, Im3). SinceZ(1)q andZ(2)q are independent random variables with the same covariance
matrix of Im3 , Zq is proper, i.e. E{ZqZTq } = 0.
The covariance matrix for Wq is given by cov{W˜q} = 2Σ˜qq since E{ZqZHq } = 2Im3
and E{ZqZTq } = 0. The cross-covariance between W˜q and W˜r will be determined from
dependence between the random vectors Z1, . . . ,Z2p. Clearly, we must define W˜ such that
2Σ˜qr ≡ Cov{W˜q, W˜r}
= E{W˜qW˜Hr }
= E{(Fm3Λ1/2qq Zq)(Fm3Λ1/2rr Zr)H}
= Fm3Λ
1/2
qq E{ZqZHr }Λ1/2rr FHm3 ,
where using (6.39) we see that
2Λqr = Λ
1/2
qq E{ZqZHr }Λ1/2rr (6.43)
=⇒ E{ZqZHr } = 2Λ−1/2qq ΛqrΛ−1/2rr (6.44)
:= Ωqr,
= diag{ωqr,0, . . . , ωqr,m3−1}
since the right-side of (6.43) consists of a product of diagonal matrices. Clearly Ωqq =
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diag{ωqq,0, . . . , ωqq,m3−1} = 2Im3 . Once we know Ωqr for q ≤ r then Ωrq = ΩHqr from
(6.41) and (6.43), so that
ωrq,j = ω
∗
qr,j . (6.45)
Now if λqq,j = 0 for some j, then the jth element of Λ1/2qq Zq is also zero and so the
choice of (Zq)j ≡ Zq,j in (6.42) is irrelevant. So when λqq,j = 0 or λrr,j = 0, we can
set ωqr,j = E{Zq,jZ∗r,j} = 0. This is satisfied by taking Zq,j independent of Zr,j , so no
additional restrictions are imposed by ωqr,j = 0. Also note that each ωqr,j denotes the
covariance between the jth terms of Zq and Zr. Consequently define a vector Z˘j made up
of the jth terms of the 2p components:
Z˘j = [Z1,j, . . . ,Z2p,j ]T (6.46)
for j = 0, . . . ,m3− 1. LetQj denote the covariance matrix of Z˘j , i.e. Qj =E{Z˘jZ˘Hj }, so
that
Qj = [ωqr,j ]1≤q,r≤2p =

ω11,j . . . ω1(2p),j
.
.
.
.
.
.
ω(2p)1,j . . . ω(2p)(2p),j
 (6.47)
Using (6.45) this can be written as
Qj =

ω11,j ω12,j . . . ω1(2p),j
ω∗12,j ω22,j . . . ω2(2p),j
.
.
.
.
.
.
.
.
.
ω∗1(2p),j ω
∗
2(2p),j . . . ω(2p)(2p),j
 . (6.48)
From the discussion following (6.42), it is clear that cov(W˜ ) = 2Σ˜, where Σ˜ is the block
matrix
Σ˜ =

Σ˜11 . . . Σ˜1(2p)
.
.
.
.
.
.
.
.
.
Σ˜(2p)1 . . . Σ˜(2p)(2p)

2pm3×2pm3
, (6.49)
and since we wish to synthesize W˜ we require that Σ˜ is NND. It is shown in [Helgason
et al., 2011, Theorem 2.1] that block matrix Σ˜ in (6.49) is NND:
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1. iffQj, j = 0, 1, . . . ,m3 − 1 are NND and Λqq, q = 1, . . . , 2p, are NND, and also,
2. iff the set of matrices Θk := [λqr,k]1≤q,r≤2p k = 0, . . . ,m3 − 1 are NND.
Σ˜ is assumed NND in what follows. Then due to the above result, the Hermitian matrices
Qj for each j are NND. Let Pj denote the Cholesky factor of Qj , i.e.
Qj = PjP
H
j . (6.50)
LetM(α)j ∼ N2p(0, I2p/2) independently for α = 1, 2; setMj = M(1)j + iM(2)j . Then
random vectors defined by Z˘j = PjMj have the requisite covariance matrix Qj . Further
sinceMj are proper Gaussian vectors, E{MjMTj } = 0 which implies that E{Z˘jZ˘Tj } =
0, i.e. {Z˘j, j = 0, 1, . . . ,m3 − 1} are proper Gaussian vectors, just like the {Zq, q =
1, . . . , 2p}. Then,
E{W˜qW˜ Tr } = Fm3Λ1/2qq E{ZqZTr }Λ1/2rr F Tm3 = 0,
Also E{W˜qW˜Hr } = 2Σ˜qr, which is real-valued. WithZ1 ≡ W˜q,Z2 ≡ W˜r, andΣ ≡ Σ˜12
in (1) we see that for any 1 ≤ q, r ≤ 2p,
E{Re{W˜q}Re{W˜r}T} = E{Im{W˜q}Im{W˜r}T} (6.51)
= Σ˜qr,
E{Re{W˜q}Im{W˜r}T} = E{Im{W˜q}Re{W˜r}T} (6.52)
= 0.
Equation (6.51) tells us that the real or imaginary parts of the generated W˜q, W˜r have the
covariance matrix Σ˜qr withΣqr in the upper-left corner, and (6.52) tells us that these Gaus-
sian terms are independent, so that effectively two realizations are generated. In practice,
the following algorithm may be employed.
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Algorithm II
1. Choose a suitable m3 ≥ 2N .
2. For q ≤ r, r = 1, . . . , 2p, calculate {cqr,j} from (6.35) and (6.38). Then calculate
[λqr,k]1≤q≤r≤2p for k = 0, . . . ,m3 − 1 via an FFT using (6.40).
3. Using (6.44), thus find Ωqr for q ≤ r, r = 1, . . . , 2p. Then by (6.47) all the elements
of theQj’s are known.
4. Calculate Cholesky factor Pj for each j = 0, . . . ,m3 − 1 as in (6.50).
5. Calculate the diagonal matrices made up of the jth terms of the Λ1/2qq matrices, say,
Λ
1/2
j = diag{λ1/211,j, . . . , λ1/2(2p)(2p),j}, (6.53)
for j = 0, 1, . . . ,m3 − 1.
6. For j = 0, 1, . . . ,m3 − 1, generate an independent vector Mj , and hence form
Λ
1/2
j Z˘j = Λ1/2j PjMj .
7. Compute the FFT of Λ1/2j Z˘j and define
V˜k = m
−1/2
3
m3−1∑
j=0
Λ
1/2
j Z˘je−i2πjk/m3 , (6.54)
for k = 0, . . . ,m3 − 1. Observe that
W˜ T1
.
.
.
W˜ T2p
 ≡ [V˜0, . . . , V˜m3−1]. (6.55)
8. Re{V˜l}, l = 0, . . . , N − 1 and Im{V˜l}, l = 0, . . . , N − 1 are two independent real-
valued vector realizations.
9. The last step is the same as in the first algorithm.
6.2 Simulation via Circulant Embedding 138
The conditions for NND of Σ˜ given by [Helgason et al., 2011, Theorem 2.1] also stated
above should be checked for the chosen embedding size m3. [Helgason et al., 2011, The-
orem 3.1] states that if {sV,τ} are absolutely summable, and the corresponding spectral
density matrix is positive definite over all frequencies |f | ≤ 1/2 then for large m3, the
matrix Σ˜ is NND. Therefore, the recommendation is to simply increase m3, if the NND
condition is not satisfied for the chosen value of m3.
It is interesting to note that in context of the problem dealt with in Chapter 7, we need
not worry about a check for NND of the circulant embedding matrix.
Time Reversibility
A time series {Vt, t ∈ Z} is said to be time-reversible if the series {Vt} and {V−t} have
the same finite-dimensional distribution. Since a zero-mean Gaussian process {Vt} is com-
pletely defined by its covariance sequence, it is clear that time-reversibility in this case is
equivalent to sV,τ = sV,−τ = sTV,τ for τ ≥ 1, where the last equality follows from station-
arity of {Vt}. Consequently, it follows that sqr,τ = sqr,−τ for all pairs q, r ∈ {1, . . . , 2p}.
Under such reversibility, (6.38) is also suitable form2 = N−1. For example whenN = 4,
m2 = N − 1 = 3, the top-left embedded 4× 4 matrix in Σ˜qr is
sqr,0 sqr,−1 sqr,−2 sqr,−3
sqr,1 sqr,0 sqr,−1 sqr,−2
sqr,2 sqr,1 sqr,0 sqr,−1
sqr,−3 sqr,2 sqr,1 sqr,0

which, in order to be equal to Σqr, requires that sqr,−m2 = sqr,m2 , which is true under
time-reversibility. In the time-reversible case, [Helgason et al., 2011, Theorem 3.2] gives
conditions on {sV,τ} under which Σ˜ is guaranteed to be NND.
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6.3 Examples: Complex Autoregressive Processes
6.3.1 Models
We consider the simulation of two improper complex autoregressive (CAR) processes
using the circulant embedding approach. This corresponds to the choice p = 1 and
Vt = [Xt, Yt]
T
. These can of course be simulated iteratively as discussed in §2.2.1, and
are used here only for illustration. We consider two zero-mean second-order stationary
models,
(a) the CAR(1) model Zt = φ1Zt−1 + ζt where ζt is a zero-mean Gaussian doubly white-
noise sequence. We use φ1 = 0.5eiπ/3, rζ = 0.6eiπ/6 and σζ = 1. |φ1| < 1 guarantees
a second-order stationary CAR(1) model. Recall that, a necessary and sufficient con-
dition on SZ(f) and RZ(f) in order that they form, respectively, the spectrum and the
relational cross spectrum for a complex-valued second-order stationary process are,
[Picinbono and Bondon, 1997]
SZ(f) ≥ 0, SZ(f) 6= SZ(−f),
RZ(f) = RZ(−f),
|RZ(f)|2 ≤ SZ(f)SZ(−f).
Also, since Rζ(f) = rζ and Sζ(f) = σ2ζ , we must choose rζ and σζ such that |rζ |/σ2ζ ≤
1. As rZ,0 = rζ/[1 − φ21], choosing a non-zero value for rζ leads to an improper
CAR(1) process. This is one of the models used for testing the approximate simulation
algorithm in [Rubin-Delanchy and Walden, 2007, Sections III and V].
(b) the CAR(2) model Zt = φ1Zt−1 + φ2Zt−2 + ζt with σζ and rζ as in (a) and φ1, φ2
chosen such that the roots of the polynomial equation 1− φ1z − φ2z2 = 0, lie outside
the unit circle. This provides a stationary CAR(2) model. So we first choose the roots
of the above equation as z1 = 1.1ei2πf0 and z2 = 1.05e−i2πf0 with f0 = 1/10 as in
[Rubin-Delanchy and Walden, 2008, Section V-D]. We obtain the coefficients φ1 and
φ2 given the roots z1, z2 as φ1 = (1/z1) + (1/z2) and φ2 = −1/(z1z2).
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6.3.2 Embedding size
For both the circulant embedding algorithms the embedding size depends on the symmetry
of the matrix covariance sequence {sV,τ}. For a second-order stationary complex-valued
process {Zt}, from (2.4), we know that
sXY,τ =
1
2
Im(−sZ,τ + rZ,τ ) and sYX,τ = 1
2
Im(sZ,τ + rZ,τ ),
where Im(.) denotes the imaginary part of the expression in the brackets. For sV,τ to be
symmetric for any τ > 0, and in particular τ = m1/2, we require from (6.3) that
sXY,τ = sYX,τ ⇔ Im(sZ,τ ) = 0, (6.56)
due to the above equation. It is clear from (2.25) that for a CAR(1) process sZ,τ = φτ1sZ,0
where sZ,0 is real-valued and so the sequence {sZ,τ} for τ > 0 is real-valued if and only
if φ1 is real-valued. Since φ1 is in general complex-valued (6.56) does not hold. Hence,
for embedding method I we choose, m1 = 3g where g is a positive integer chosen to be as
small as possible subject tom1 ≥ 2N − 2 andΣV˜ being NND, and for embedding method
II we choose m2 ≥ N (such that m3 = 2m2 = 2g for some positive integer g) subject to
Qj, j = 0, . . . ,m3 and Λqq, q = 1, . . . , 2p being NND or equivalently Σ˜ being NND.
For the CAR(2) model considered above, we compute the covariance sequence {sZ,τ}
and relation sequence {rZ,τ} by first computing {sZ,0, sZ,1} and {rZ,0, rZ,1} as discussed in
[Rubin-Delanchy and Walden, 2008], and then use (2.32) to compute sZ,τ and rZ,τ for τ >
2. Fig. 6.1 shows plots of sXY,τ (solid line) and sY X,τ (dashed line) for τ = 0, . . . , N − 1,
which clearly do not coincide. So m1 andm2 are chosen exactly as in the CAR(1) case.
Fig. 6.2 (a) and (b) show the average multitaper estimates of the spectrum and the
relational spectrum over 500 simulations of length N = 500 realizations of the CAR(1)
process obtained using our approach implemented with the first embedding method; (c)
and (d) are also multitaper spectral estimates, but computed from a realization obtained via
the direct recursive autoregressive algorithm. For each simulation, K = 6 sine tapers were
used. Similarly, Fig. 6.3 displays plots of multitaper spectral estimates for realizations from
the CAR(2) model. There is a good agreement.
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Figure 6.1: sXY,τ (solid line) and sY X,τ (dashed line) for the CAR(2) process.
6.4 Simulation by Cholesky Factorization
We provide details on the simulation of a length-N realization Z0, . . . ,ZN−1 from a zero-
mean second-order stationary complex-valued process with covariance sequence {sZ,τ}
and relation sequence {rZ,τ} using Cholesky factorization. Let D denote the Cholesky
factor of ΣV in (6.21) such that ΣV = DDT . Then B := DZ where Z ∼ N(0, I2pN)
is a vector of independent standard normal random variables, has ΣV as its covariance
matrix. Thus B provides a realization for V = [V T0 , . . . ,V TN−1]T , where for each j =
0, 1, . . . , N − 1, Vj = [X1,j, . . . , Xp,j, Y1,j, . . . , Yp,j ]T from which Zl,j = Xl,j + iYl,j ,
l = 1, . . . , p and hence Z1,j, . . . , Zp,j , j = 0, . . . , N − 1 are obtained.
6.4.1 Simulation Timings
We compare this technique to our approach based on circulant embedding in terms of the
total time taken to generate a length-N realization. Table 6.1 lists the average time T (over
500 replications) to generate two independent length-N realizations from the CAR(1) and
CAR(2) models mentioned above using the Cholesky factorisation technique (Tchol) and
using the first (Tcirc1) and second (Tcirc2) circulant embedding methods.
The one-off setting up of the statistical structures for the simulation schemes is not
included in the times: e.g., timings for the embedding methods start with the embeddings
(not the calculation of the covariances to embed), while timing for the Cholesky method
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Figure 6.2: Average multitaper spectral estimates for the CAR(1) process over 500 simula-
tions. (a) SˆZ(f) and (b) RˆZ(f) are obtained from lengthN = 500 realizations withK = 6,
simulated using the first circulant embedding algorithm with m1 = 37; (c) and (d) are the
same but obtained using the direct recursive autoregressive algorithm. Real and imaginary
parts are indicated by a solid and dashed line respectively.
starts with the Cholesky decomposition (and does not include the setting-up of ΣV).
Here we have used m1 = 37,m3 = 210 for N = 500; m1 = 37,m3 = 211 for N =
1000; m1 = 38,m3 = 212 for N = 1500; m1 = 38,m3 = 213 for N = 2500; and
m1 = 3
9,m3 = 2
13 for N = 4000. From the table we see that as N increases, the
method based on Cholesky factorisation takes much longer compared to the time taken
by any of the two embedding methods. Note that for a given value of N , the time taken
by any embedding method is a function of the corresponding embedding size (m1 or m3).
Observe that the same value for m1 works for N = 500 and N = 1000 (the same is true
for N = 1500 and N = 2500). This is why, when using the first embedding method, it
takes roughly the same time to generate either a length N = 500 or a length N = 1000
series, but much longer to generate a length N = 1500 series. Similarly, as we go from
N = 2500 to N = 4000, the same value for m3 = 213 works, but m1 is increased from
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Figure 6.3: Average multitaper estimates for the CAR(2) process over 500 simulations.
(a) SˆZ(f) and (b) RˆZ(f) are obtained using length n = 500 realizations simulated via
the first circulant embedding algorithm (m1 = 37), (c) and (d) are the same but obtained
using the direct recursive autoregressive algorithm with stationary start-up values. Real and
imaginary parts are indicated by a solid and dashed line respectively.
m1 = 3
8 to m1 = 39, which is why it takes roughly the same time to generate either a
length N = 2500 or a length N = 4000 series, using the second embedding method. In
general, we cannot say that the first embedding method is faster than the second, as the
second method is quicker than the first for N = 4000.
6.4 Simulation by Cholesky Factorization 144
Table 6.1: The average time (in seconds) to generate a length-N realization based on
Cholesky factorization (Tchol) and using the first (Tcirc1) and second (Tcirc2) circulant em-
bedding methods. The embedding sizes used are m1 = 37,m3 = 210 for N = 500;
m1 = 3
7,m3 = 2
11 for N = 1000; m1 = 38,m3 = 212 for N = 1500; m1 = 38,m3 = 213
for N = 2500; andm1 = 39,m3 = 213 for N = 4000.
Model N Tchol Tcirc1 Tcirc2
500 0.0291 0.0795 0.0658
1000 0.2757 0.0820 0.1211
CAR(1) 1500 1.0159 0.2494 0.2506
2500 2.8936 0.2820 0.4480
4000 7.0429 0.6988 0.5017
500 0.0304 0.0868 0.0760
1000 0.1365 0.0992 0.1941
CAR(2) 1500 0.3277 0.2703 0.3345
2500 1.1067 0.2901 0.6830
4000 3.7651 0.8336 0.6969
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Chapter 7
Generating Multivariate Time Series
using Nonparametric Spectral Estimates
In the previous chapter we have described a simulation method to generate exact realiza-
tions from a perfectly-specified complex vector-valued Gaussian stationary process. While
this is useful for pure simulation purposes, our focus in this chapter is different. In prac-
tice, we are often given a single realization of a complex-valued p-vector-valued process
from which we estimate parameters of interest and the aim is to draw inference on the
true parameter values. For real-valued scalar time series [Percival and Constantine, 2006]
considered generating portions of realizations whose SDF is given by an estimated SDF
derived from the observed time series, thus producing simulated time series whose statis-
tical properties closely resemble the time series under study. From our discussion in §6.2,
we recall that circulant embedding methods allow us to generate exact realizations from the
specified Gaussian stationary process provided the embedding size corresponds to a NND
embedding matrix. [Percival and Constantine, 2006] showed that it is always possible to
use the exact circulant embedding for simulating a scalar time series from a suitable SDF
estimate of a scalar Gaussian stationary process.
We study the multivariate case. From our discussion in §6.1, it is clear that once we
have an algorithm for generating real vector-valued time series {Vt}, we can generate the
corresponding complex-valued time series {Zt} by applying transformation (2.7). We may
work with parameters formulated in terms of the complex-valued process and hence its
7.1 Method for scalar time series 146
properties via bootstrapping or with parameters expressed in terms of the corresponding
real-valued time series.
We briefly discuss the scalar time series approach [Percival and Constantine, 2006] in
§7.1. Our multivariate approach is presented in §7.2, where we show how the two vector
circulant embedding techniques can be extended to develop a bootstrap methodology. An
algorithmic implementation based directly on smoothed SDF estimates from the observed
time series makes it a very convenient technique. A literature review of some relevant
bootstrap techniques is included in §7.3. A couple of necessary checks that must be per-
formed on the original time series prior to the use of either of the two algorithms, have
been discussed. Finally, in §7.4 we show how one of our technique can be applied to the
Labrador Sea data set to analyse three important parameters in the study of multi-channel
complex-valued time series.
7.1 Method for scalar time series
Suppose we are given a length-N realization [X0, . . . , XN−1]T from a zero-mean real-
valued scalar Gaussian stationary process {Xt} with covariance sequence {sX,τ ; τ ∈ Z}
and SDF SX(f), f ∈ [−1/2, 1/2]. Let SˆX(.) denote a nonparametric spectral estimate of
SX(.) such that SX(.) ≥ 0 for all |f | ≤ 1/2. Then, by Wold’s theorem (e.g., [Priestley,
1981, p. 139]) the spectral estimate SˆX(.) is the true spectrum of some scalar Gaussian
stationary process, say {Xˆt}. It is shown [Percival and Constantine, 2006] that for all
non-negative nonparametric spectral estimators that can be expressed in the form
SˆX(f) = Δt
N−1∑
τ=−(N−1)
sˆX,τe
−i2πfτΔt , (7.1)
(where {sˆX,τ} is an estimate of {sX,τ} such that sˆX,τ = sˆX,−τ and sˆX,τ = 0, |τ | ≥ N ) it is
always possible to generate exact realizations from {Xˆt} using circulant embedding. Most
of the well-known spectral estimators like direct spectral estimators, multitaper spectral es-
timators and Welch’s overlapped segment averaging estimators (WOSA) can be expressed
in the required form given by (7.1) and are also non-negative, so this method is widely
applicable.
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We recall the scalar circulant embedding algorithm discussed in §6.2.1 and consider the
choice m = 2M with M ≥ N . Therefore, the embedding matrix is given by ΣX˜ = circ
{c} with c = {c0, . . . , c2M−1}, where
cj =
sX,j 0 ≤ j ≤M ;sX,2M−j M < j ≤ 2M − 1. (7.2)
Then the kth eigenvalue of ΣX˜ may be written as,
λk =
2M−1∑
j=0
cje
−i2πjk/2M ,
=
M∑
j=0
sX,je
−i2πjk/2M +
2M−1∑
j=M+1
sX,2M−je−i2πjk/2M , (7.3)
for all k = 0, 1, . . . , 2M − 1. Let fk = k/(2MΔt). Then replacing {sX,τ} in (7.3) by
{sˆX,τ} gives,
λk =
M∑
τ=0
sˆX,τe
−i2πfkτΔt +
(2M−1)∑
τ=M+1
sˆX,2M−τe−i2πfkτΔt
=
M−1∑
τ=0
sˆX,τe
−i2πfkτΔt +
(M−1)∑
τ=1
sˆX,τe
−i2πfk(2M−τ)Δt (∵ M ≥ N, sˆX,M = 0)
=
M−1∑
τ=0
sˆX,τe
−i2πfkτΔt +
(M−1)∑
τ=1
sˆX,τ e
−i2πk︸ ︷︷ ︸
1
e−i2πfk(−τ)Δt
=
M−1∑
τ=−(M−1)
sˆX,τe
−i2πfkτΔt (∵ sˆX,−τ = sˆX,τ )
=
N−1∑
τ=−(N−1)
sˆX,τe
−i2πfkτΔt (∵ M ≥ N)
= SˆX(fk) (7.4)
Since SˆX(f) ≥ 0 for |f | ≤ 1/2, it follows that λk ≥ 0 for all k, and hence the circulant
embedding matrix ΣX˜ is NND. This shows that the exact circulant embedding method
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guarantees exact realizations from a Gaussian stationary process whose SDF is dictated
by a non-negative nonparametric spectral estimate provided that we choose the embedding
sizem = 2M ≥ 2N .
7.2 Generating multivariate time series
Given a length-N time series from the vector-valued process {Vt}, let SˆV(f) denote a
smoothed spectral estimate. We consider NND properties of such estimated spectral matri-
ces [Chandna and Walden, 2013, p. 6].
7.2.1 NND properties of estimated spectral matrices
We rename the length-2p vector Vt in (2.8) as Vt = [V1,t, . . . , V2p,t]T . Let SˆV(f) denote an
estimate of the SDF matrix corresponding to {Vt} of the form,
SˆV(f) = Δt
N−1∑
τ=−(N−1)
sˆV,τe
−i2πfτΔt . (7.5)
Here {sˆV,τ} denotes an estimate of the matrix covariance sequence {sV,τ}, such that
sˆV,τ = sˆ
T
V,−τ and sˆV,τ = 0 for |τ | ≥ N . Then SˆV(f) is a 2p× 2p matrix of the form
SˆV(f) =

SˆV,11(f) . . . SˆV,1(2p)(f)
.
.
.
.
.
.
.
.
.
SˆV,(2p)1(f) . . . SˆV,(2p)(2p)(f)
 , (7.6)
where SˆV,qr(f) estimates the cross-spectrum between the qth and rth terms of {Vt}.
It is well-known that the true spectral matrix SV(f) is NND [Brillinger, 1975, p. 233].
We consider spectral matrix estimators constructed as follows [Walden, 2000]. Define the
complex demodulate of the qth process q = 1, . . . , 2p by ωq,t ≡ Vq,t exp(i2πftΔt), which
corresponds to shifting all the frequency components of Vq,t by f . The process {ωq,t} is
also a zero mean stationary process. For any two processes {Vq,t} and {Vr,t} consider
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cross-spectral estimators which can be written in the bilinear form
SˆV,qr(f) = Δt
N−1∑
s=0
N−1∑
t=0
Vq,sΦs,tVr,te
i2πf(t−s)Δt = ΔtΩHq ΦΩr, (7.7)
where Ωq is the column vector [ωq,0, . . . , ωq,N−1]T . The weight matrix Φ ∈ RN×N is not a
function of frequency and is independent of {ωq,t} and {ωr,t}. The matrix Φ is symmetric
and NND, the latter ensuring that SˆV,ll(f) ≥ 0. For the case p = 1, we have
SˆV(f) = ΔtΩΦ2Ω
H , (7.8)
where
Ω =
[
ΩH1 0
0 ΩH2
]
and Φ2 =
[
Φ Φ
Φ Φ
]
, (7.9)
i.e., Φ2 is the 2 × 2 block matrix of Φ’s. Note that SˆV(f) and Φ2 are congruent. As Φ
is NND, so is Φ2 [Bernstein, 2009, p. 301], and hence non-negative definiteness of SˆV(f)
follows. When p = 2, we replace Φ2 by Φ4, the 4 × 4 block matrix of Φ’s (which is also
NND by iteration), and replace Ω by the block matrix with diagonal entries ΩH1 , . . . ,ΩH4 ;
then SˆV(f) is again NND, and so on.
Estimators which can be written in the specified bilinear form include multitaper esti-
mators, WOSA (Welch’s overlapped segment averaging) estimators discussed in §2.4, in-
cluding others like Parzen or Papoulis lag window estimators [Percival and Walden, 1993].
It is assumed hereafter that SˆV(f) is NND. Another advantage of using such bilinear es-
timators is that all such bilinear estimators can be rewritten as an average of K direct
cross-spectrum estimators, where K is the rank of Φ, i.e.
SˆV,qr(f) =
Δt
K
K−1∑
k=0
γk
[
N−1∑
s=0
hk,sVq,se
−i2πfsΔt
][
N−1∑
t=0
hk,tVr,te
i2πftΔt
]
, (7.10)
where the γk’s are positive weights and the {hk,t}’s are real-valued orthonormal tapers for
k = 0, . . . ,K − 1. Such a bilinear estimator is an example of (7.5) since it can be written
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as
SˆV,qr(f) = Δt
N−1∑
τ=−(N−1)
sˆ
(bil)
V,qr,τe
−i2πfτΔt , (7.11)
where
sˆ
(bil)
V,qr,τ =
Δt
K
K−1∑
k=0
γk.

∑N−τ−1
t=0 hk,t+τVq,t+τhk,tVr,t, τ = 0, . . . , N − 1∑N−1
t=−τ hk,t+τVq,t+τhk,tVr,t, τ = −1, . . . ,−(N − 1)
0, |τ | > N,
(7.12)
for which sˆ(bil)V,τ = (sˆ
(bil)
V,−τ )
T
. Then, due to the form of Ut in (2.7), as discussed in Chapter
2, the equivalent spectrum estimator for Ut follows from
SˆU(f) = TpSˆV(f)T
H
p . (7.13)
Note that SˆZ(f) is the top-left p× p sub-matrix of SˆU(f). The bilinear form we choose to
use here is the standard multitaper estimator as described in §2.4.
7.2.2 Algorithm I
Let SˆV(f) denote a spectral estimate obtained using one of the spectral estimation tech-
niques mentioned above. Then, due to the non-negative definiteness of SˆV(f), we know
that SˆV(f) is the true spectrum of some vector-valued Gaussian stationary process, say
{Vˆt}, [Yaglom, 1962, p. 24]. We recall that circulant embedding techniques allow us to
generate realizations from an a priori specified covariance sequence. Since equations of
the form (7.4) relate spectral estimates to the eigenvalues of the univariate circulant embed-
ding matrix, it assists in directly obtaining a realization from {Xˆt} using the SDF estimate
SˆX(f). We’ve seen above that (7.4) is derived using the fact that the covariance sequence of
any real scalar-valued process is symmetric. We know that the covariance sequence {sV,τ}
of the vector-valued process {Vt} is not symmetric, in fact, sV,−τ = sTV,τ .
We consider the first multivariate embedding method discussed in §6.2.2. Replacing
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sV,τ by sˆV,τ in (6.22), and letting fk = k/(m1Δt), (6.25) becomes
λk =
bm1/2c∑
τ=0
sˆTV,τe
−i2πfkτΔt +
(m1−1)∑
τ=bm1/2c+1
sˆV,m1−τe
−i2πfkτΔt
=
bm1/2c∑
τ=0
sˆV,−τe−i2πfkτΔt +
bm1/2c−δ∑
τ=1
sˆV,τe
−i2πfk(m1−τ)Δt ,
where b.c denotes integer part, δ = 1 ifm1 is even, and 0 ifm1 is odd. So we have,
λk =
bm1/2c∑
τ=0
sˆV,−τe−i2πfkτΔt +
bm1/2c−δ∑
τ=1
sˆV,τe
−i2πfk(−τ)Δt
=
bm1/2c∑
τ=0
sˆV,−τe−i2πfkτΔt +
−1∑
τ=−(bm1/2c−δ)
sˆV,−τe−i2πfkτΔt
=
bm1/2c∑
τ=−(bm1/2c−δ)
sˆV,−τe−i2πfkτΔt .
If we choose m1 > 2N − 2 as recommended (6.23), then sˆV,τ = 0 for |τ | ≥ N , ensures
that
λk =
(N−1)∑
τ=−(N−1)
sˆV,−τe−i2πfkτΔt . (7.14)
Transposing the above equation we get
λTk =
(N−1)∑
τ=−(N−1)
sˆTV,−τe
−i2πfkτΔt = SˆV(fk). (7.15)
Since SˆV(fk) is NND, using the fact that the transpose of a NND matrix is NND, we
see that λˆk is NND. This shows that the first circulant embedding method can always be
used to generate time series using suitable nonparametric spectral estimates of the given
time series. Given a length-N portion of a vector-valued time series {Vt}, our simulation
technique may be implemented as follows:
1. First choose an m1 > 2N − 2 such that m1 = 2g for some g ∈ Z+, and estimate the
spectral matrix SˆV(fk), fk = k/(m1Δt), k = 0, . . . ,m1 − 1 using one of the spectral
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estimation techniques mentioned above (multitaper, WOSA etc.)
2. Set λk = SˆTV(fk), k = 0, . . . ,m1 − 1.
The rest of the algorithm is as steps 3-6 of Algorithm I in §6.2.2.
7.2.3 Algorithm-II
Now we consider the second circulant embedding method discussed in §6.2.2. Let SˆV,qr(f)
denote a suitable nonparametric estimate of SV,qr(f), given by
SˆV,qr(f) =
(N−1)∑
τ=−(N−1)
sˆV,qr,τe
−i2πfτΔt , (7.16)
where {sˆV,qr,τ} is an estimate of the cross-covariance sequence {sV,qr,τ} with {sˆV,qr,τ} =
{sˆV,rq,−τ} and {sˆV,qr,τ} = 0 for |τ | ≥ N . Replacing sV,qr,τ by sˆV,qr,τ in (6.36), and letting
fk = k/(m3Δt), when q ≤ r (6.40) becomes
λqr,k =
m2∑
τ=0
sˆV,qr,τe
−i2πfkτΔt +
m2−1∑
τ=1
sˆV,qr,−τe−i2πfk(2m2−τ)Δt
=
m2∑
τ=0
sˆV,qr,τe
−i2πfkτΔt +
m2−1∑
τ=1
sˆV,qr,−τe−i2πke−i2πfk(−τ)Δt
=
m2∑
τ=0
sˆV,qr,τe
−i2πfkτΔt +
m2−1∑
τ=1
sˆV,qr,−τe−i2πfk(−τ)Δt
=
m2∑
τ=0
sˆV,qr,τe
−i2πfkτΔt +
−1∑
τ=−(m2−1)
sˆV,qr,τe
−i2πfkτΔt
=
m2∑
τ=−(m2−1)
sˆV,qr,τe
−i2πfkτΔt , (7.17)
and provided we take m2 ≥ N , this becomes
λqr,k =
N−1∑
τ=−(N−1)
sˆV,qr,τe
−i2πfkτΔt
= SˆV,qr(fk). (7.18)
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From the second circulant embedding method described in §6.2.2 we recall that the embed-
ding matrix Σ˜ is NND if and only if the matricesΘk = [λqr,k]1≤q,r≤2p for k = 0, . . . ,m3−1
are NND. Due to (6.41), we know that λ∗qr,k = λrq,k. This together with (7.18) allows us to
write,
Θk =

SˆV,11(fk) SˆV,12(fk) . . . SˆV,1(2p)(fk)
Sˆ∗V,12(fk) SˆV,22(fk) . . . SˆV,2(2p)(fk)
.
.
.
.
.
.
.
.
.
.
.
.
Sˆ∗V,1(2p)(fk) Sˆ
∗
V,2(2p)(fk) . . . SˆV,(2p)(2p)(fk)
 . (7.19)
But SˆV,qr(fk) = Sˆ∗V,rq(fk), so thatΘk = SˆV(fk). which is itself NND for k = 0, . . . ,m3−
1.
So under the restriction m3 ≥ 2N , (i.e., m2 ≥ N ), we can generate exact realizations
from a multivariate Gaussian stationary process whose SDF is specified by a NND spectral
estimate. Given a length-N portion of a vector-valued time series {Vt}:
1. Choose anm3 ≥ 2N , such thatm3 = 2g for some g ∈ Z+, and estimate SˆV(fk), k =
0, . . . ,m3−1 using one of the spectral estimation techniques mentioned earlier (mul-
titaper, WOSA etc.)
2. Using (7.18) form [λqr,k]1≤q,r≤2p, k = 0, . . . ,m3 − 1.
3. The rest of the algorithm is as steps 3-9 of Algorithm II in §6.2.2.
7.2.4 Computational complexity
We examine the computational cost to generate bootstrap pseudo-series from a given 2p-
variate length-N time series using a single implementation of algorithms I and II discussed
above.
I. In algorithm-I, computation of SˆV(fj), j = 0, . . . ,m1 − 1 in the first step, requires
the calculation of JV,k(fj), k = 0, . . . ,K − 1 via an FFT of the form
JV,k(f) =
m3−1∑
t=0
hk,tVte
−i2πftΔt , (7.20)
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which involves 2p scalar FFT’s on sequences of length-m1, and hence a computational
cost of O(pm1 log2(m1)). Step (3) involves eigendecomposition of size 2p× 2p Her-
mitian matrices λk, k = 0, . . . ,m1 − 1, and so this step has a computational cost of
O(m1p
3). For each k = 0, . . . ,m1 − 1, step (4) involves O(p2) complex number
multiplications, a total cost of O(m1p2). In step (5), we compute FFT of the sequence
{Bj, j = 0, . . . ,m1 − 1}, where each Bj is a p × p matrix, and therefore, takes
O(pm1 logm1) operations.
II. Similarly, the first step in Algorithm-II, requires the computation of JV,k(f), k =
0, . . . ,K − 1, i.e.
JV,k(f) =
m3−1∑
t=0
hk,tVte
−i2πftΔt , (7.21)
and so has a computational cost of O(pm3 log(m3)). The Cholesky factorization of
size 2p×2pmatricesQj, j = 0, . . . ,m3−1 in step (4) has a computational complexity
ofO(m3p3). In step (6), we form the productPjMj, j = 0, . . . ,m3−1, each of which
involves O(p2) complex number multiplications, and hence a total cost of O(p2m3).
As in step (1), the computational cost of the FFT in step (7) is again O(pm3 log(m3)).
Total Cost: The final Step (6) common to both the algorithms is a transformation of
the two real-valued time series – Re{V˜l} and Im{V˜l} – to Ul, l = 0, . . . , N − 1.
This involves O(p2N) multiplications. Since p << N , in total, O(pm1 log(m1)) and
O(pm3 log(m3)) operations are needed for algorithms I and II, respectively.
7.3 Resampling Dependent Data
The basic principle underlying bootstrap methods is to recreate the relation between the
process and the sample by suitably resampling from the given data set. Let X0, . . . , XN−1
denote observations from an experiment on a random variable X . It is well known that
the idea of independent resampling does not work for dependent data as simple bootstrap
sampling imposes mutual independence on the components Xj effectively assuming that
their joint CDF is FX0(x0) × . . . × FXN−1(xN−1) and thus sampling from its empirical
estimate FˆX0(x0) × . . . × FˆXN−1(xN−1). This is obviously incorrect for dependent data,
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e.g. in the case of a scalar time series process {Xt} where the observations are generally,
mutually correlated.
Two well-known time-domain resampling methods for dependent data are model-based
resampling and block resampling. These techniques for dependent data also rely on some
sort of repeatedness within the data. The model-based resampling method proceeds by fit-
ting a model to the data, constructing residuals from the fitted model followed by a simple
resampling of the independently distributed residuals. Re-applying the defining equation(s)
of the model to innovations resampled from residuals produces a bootstrap pseudo-series.
The procedure is simple to apply, but depends entirely on identifying the structure of the
model from the given data. The block resampling method, as the name suggests, constructs
bootstrap data by resampling either overlapping or non-overlapping blocks from the origi-
nal data and then pasting these end-to-end to form a new series. An issue of concern with
block-based bootstrap procedures is that it often leads to bootstrap time series that are less
dependent than the original data, [Ha¨rdle et al., 2003].
In recent years, bootstrap methods in the frequency domain have become very popular.
[Franke and Ha¨rdle, 1992] is one of the first papers to discuss a periodogram based resam-
pling scheme to compute confidence intervals for the spectral density. Given realizations
X0, . . . , XN−1, from a linear process {Xt} of the form
Xt =
∞∑
j=−∞
γt−j²j, (7.22)
with {²t} a normal white noise process, and γj such that |γj| decrease sufficiently fast as
j → ±∞, let aj and bj, j = 0, . . . , N − 1 denote the corresponding Fourier coefficients,
i.e.
aj =
1√
N
N−1∑
t=0
Xt cos(−2πfjt); bj = 1√
N
N−1∑
t=0
Xt sin(−2πfjt). (7.23)
Clearly,
aj + ibj = 1/
√
N
N−1∑
t=0
Xte
−i2πfjt = J (p)X (f). (7.24)
Then aj and bj are asymptotically independent N(0, SX(fj)) random variates [Brillinger,
1975, Theorem 4.4.1], or equivalently, a2j + b2j = |J (p)X (fj)|2 = Sˆ(p)X (fj), are asymptotically
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independent exponentially distributed with expectation SX(fj) [Brillinger, 1975, Theorem
5.2.6].
The approach in [Franke and Ha¨rdle, 1992] is based on the fact that the scaled peri-
odogram values Sˆ(p)X (fj)/SX(fj) are asymptotically pivotal since
Sˆ
(p)
X (fj)
SX(fj)
∼ exp(1)
i.e., their asymptotic distribution is free of any unknown parameters. Later, this approach
was pursued in different set-ups to include a wider class of statistics, for example, to devise
confidence intervals for autocovariances [Janas and Dahlhaus, 1994], ratio statistics such
as autocorrelations [Dahlhaus and Janas, 1996], and in regression models [Hidalgo, 2003].
These methods involve resampling the periodogram and are hence known as periodogram
bootstrap methods. A recent addition to this topic is the Autoregressive Aided Periodogram
Bootstrap (AAPB) of [Kreiss and Paparoditis, 2003]. Their scheme uses a parametric (au-
toregressive) fit to capture the essential features of the data followed by a nonparametric
correction in the frequency domain to mimic the structure not represented by the parametric
fit. So, at first, a usual residual based autoregressive (AR) bootstrap of fixed order p ∈ N
is applied to obtain bootstrap samples X+0 , . . . , X+N−1. Let SAR(f) denote the true spectral
density of the theoretical AR(p) model, and Sˆ(p)X+(f) denote the periodogram of the sample
X+0 , . . . , X
+
N−1. Then periodogram bootstrap samples given by
S?X(f) = qˆ(f)Sˆ
(p)
X+(f), (7.25)
where qˆ(f) is the correction function that converges in probability to SX(f)/SAR(f), im-
plies that
E+(S?X(f))
p→ SX(f)
SAR(f)
E{Sˆ(p)X+(f)}
p→ SX(f), (7.26)
where E+ denotes the conditional expectation given X1, . . . , XN , and which shows that
the bootstrap samples S?X(f) mimic the correct second-order structure. A common feature
of all the above discussed bootstrap techniques is that they sample the periodogram and do
not produce a bootstrap pseudo-series in the time domain. Hence, they can only be used to
draw inference on statistics that are functionals of the periodogram.
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Frequency domain methods which can produce bootstrap time series have also been
discussed in our literature. The oldest method is the phase scrambling approach of [Theiler
et al., 1992], (also discussed in [Braun and Kulperger, 1997]) which has received signifi-
cant attention in the physics literature. The approximate independence of the periodogram
ordinates (due to the result [Brillinger, 1975, Theorem 5.2.6] mentioned earlier) suggests
that some sort of independent scrambling can also be performed in the frequency domain.
It is clear that to preserve the second-order statistics of the data, the spectrum must be pre-
served. In particular, the periodogram values Sˆ(p)X (fk) = Δt|J (p)X (fk)|2 for each k must
be preserved when constructing new samples. Phase scrambling methods, as the name
suggests, keep |J (p)X (fk)| fixed, but randomize their phases θk = arg{J (p)X (fk)}, which are
known to be asymptotically uniformly distributed on [0, 2π), independent of the |J (p)X (fk)|.
This method was later extended to generate surrogate data for time series with several si-
multaneously measured variables, [Prichard and Theiler, 1994]. Since each bootstrap time
series generated via the phase scrambling methods has exactly the same mean and peri-
odogram as the original given time series, it cannot be used to approximate distributions of
statistics that are a function of the first and second-order moments. So its use is confined to
statistics that are linear contrasts. It is interesting to note that, this method was specifically
developed to test the hypothesis of time series linearity or long-range dependence [Davison
and Hinkley, 2007; Kirch and Politis, 2011] based on [Brillinger, 1975, Theorem 4.4.1]
mentioned above.
More recent techniques like the Time-Frequency-Toggle (TFT) [Kirch and Politis, 2011]
and hybrid bootstrap [Jentsch and Kreiss, 2010] do not have this problem and can be used
for a wider class of statistics. The TFT approach, as the name suggests, transforms the
given time domain sample to the frequency domain, appropriately resamples both the phase
and magnitude of the Fourier coefficients in addition to some smoothing (of Fourier coef-
ficients), and then transforms them back to yield a bootstrap pseudo-series in the time do-
main. They suggest adapting the periodogram resampling approach of [Franke and Ha¨rdle,
1992] to bootstrap Fourier coefficients (e.g. see [Kirch and Politis, 2011]). The TFT ap-
proach is also described in detail as part of comment (c) below.
Recall that in the AAPB approach mentioned earlier, X+0 , . . . , X+N−1 denotes a boot-
strap sample obtained from a usual residual based AR bootstrap. A modification to the
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AAPB approach to produce bootstrap samples in the time domain is discussed in [Jentsch
and Kreiss, 2010]. It is based on the fact that
Sˆ
(p)
X+(fj) = |J (p)X+(fj)|2, where J (p)X+(fj) =
1√
N
N−1∑
t=0
X+t e
−i2πfjtΔt , (7.27)
which suggests that if appropriate corrections of q˜(fj) =
√
qˆ(fj) are applied to J (p)X+(fj)
instead of the periodogram Sˆ(p)X+(fj) in (7.25), then due to (7.27), which provides a one-to-
one correspondence between X+1 , . . . , X+N and J
(p)
X+(f1), . . . , J
(p)
X+(fN), bootstrap samples
in the time domain can be obtained. They also realize that most results required for the
univariate scheme are one-to-one transferable to the multivariate case, allowing them to
extend the modified AAPB approach to bootstrap multivariate linear time series. This is
known as the multiple hybrid bootstrap. So far, there is very little literature on bootstrap-
ping multivariate time series. For example, [Paparoditis, 1996] introduced a parametric
bootstrap for vector-valued autoregressive time series of infinite order, and [Berkowitz and
Diebold, 1998] extended the approach of [Franke and Ha¨rdle, 1992] to the multivariate
case. The first method is a parametric one, restricted to a very narrow class of time series
processes, whereas the second method carries the limitation of [Franke and Ha¨rdle, 1992],
i.e. only resamples the periodogram. Though the use of our proposed algorithm as a boot-
strap procedure also has some limitations, it generally seems applicable in situations where
the above two methods may fail to apply.
Comments
(a) We realize that the use of our simulation procedure as a bootstrap technique is restric-
tive in the sense that we use Gaussian random variables (Step 4. in algorithm-I and
Step 7. in algorithm-II), thus forcing our bootstrap sample paths to be Gaussian. So if
a higher order property holds true, our algorithm will approximate it with a Gaussian
process considering only the second-order moment structure. The fact that the FFT
ordinates are asymptotically distributed as i.i.d. normal random variables leads to two
very different bootstrap techniques – (i) where they only utilize the fact that the FFT
ordinates are i.i.d. random variables, leading to the residual bootstrap, [Franke and
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Ha¨rdle, 1992; Kirch and Politis, 2011], and (ii) based on sampling the Fourier coef-
ficients as independent normal random variables, which leads to the wild bootstrap,
[Franke and Ha¨rdle, 1992]. Clearly, the well-known wild bootstrap technique is also
restrictive in this sense. Since the Fourier coefficients are asymptotically normal un-
der very general assumptions, this problem seems inevitable in most frequency domain
methods. This suggests that before applying such techniques, including our method-
ology for bootstrap, we must ensure that the original sample does not show notable
departures from Gaussianity.
(b) Note that our simulation methodology works under the assumption of sˆV,τ = 0, for
|τ | ≥ N . So the SDF estimators in our algorithm correspond to covariance sequence
that is finitely supported, i.e. it is non-zero only at finitely many points. This leads
to spectral estimates that are continuous at the zero frequency. Contrariwise, the
covariance sequence of a second order stationary long-memory process decays very
slowly towards zero, in fact, in a manner that the sum of (lag) covariances of the pro-
cess diverges, [Lahiri, 2003]. This non-summability condition in the time domain is
equivalent to an unbounded spectral density at zero frequency. More specifically, the
SDF of a long-range dependence process is characterized by a power law behavior,
SV(f) ∼ |f |−α where 0 < α < 1, for small frequencies, i.e. there is a pole in the spec-
trum at the origin. As a consequence, spectral estimates for long-memory processes
are not reliable at frequencies close to zero. We recommend that the spectral estimate
be carefully examined for a sharp increase at small frequencies around the origin.
(c) Given a length N time series X0, . . . , XN−1, the TFT bootstrap method mentioned
above generates bootstrap pseudo-series X?0 , . . . , X?N−1, via an inverse Fourier trans-
form of the form
X?k =
1√
N
N−1∑
j=0
(a?j + ib
?
j)e
i2πjk/N , for k = 0, . . . , N − 1, (7.28)
where a?j and b?j , j = 0, . . . , N − 1 are a sequence of suitably resampled Fourier
coefficients. For example, using the wild bootstrap approach for resampling the Fourier
7.3 Resampling Dependent Data 160
coefficients, i.e.
a?j =
√
SˆX(fj)Z
(1)
j ; b
?
j =
√
SˆX(fj)Z
(2)
j (7.29)
where Z(1)j and Z
(2)
j are standard normal random variables, the kth sample of the TFT
bootstrap pseudo-series becomes
X?k =
1√
N
N−1∑
j=0
√
SˆX(fj)e
i2πkfjZj (7.30)
where Zj = Z(1)j + iZ
(2)
j , and SˆX(f) denotes a smoothed periodogram. Therefore, the
bth bootstrap sample, b = 1, . . . , B is generated as
X?k(b) =
1√
N
N−1∑
j=0
√
SˆX(fj)e
i2πfjkZj(b). (7.31)
Clearly, we may write (7.30) in vector notation as
X = FHN Λ
1/2Z (7.32)
whereX = [X?0 , . . . , X?N−1]T , Z = [Z0, . . . , ZN−1]T ,
Λ = diag{SˆX(f0), . . . , SˆX(fN−1)}T , and dependence on b is suppressed temporarily.
Then the covariance matrix of X is E{XXH} = FHN ΛF TN = FHN ΛFN , since FN is
symmetric.
From [Davis, 1979, Thm. 3.2.3] we know that givenΛ = diag{λ1, . . . , λN}, the matrix
defined as C = FNΛFHN is a circulant matrix, i.e. C = circ{c0, . . . , cN−1} where
cj, j = 0, . . . , N − 1 are the coefficients of a polynomial r(z) = c0 + c1z + . . . +
cN−1zN−1 which satisfies r(e−i2πj/N ) = λj, j = 0, . . . , N − 1. Now, let {s˜X,τ} denote
the lag-τ covariance sequence corresponding to the smoothed periodogram, i.e.
SˆX(fj) =
(N−1)∑
τ=−(N−1)
s˜X,τe
−i2πfjτ , j = 0, 1, . . . , N − 1. (7.33)
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The above may be rewritten as
SˆX(fj) =
bN/2c∑
τ=0
s˜X,τe
−i2πfjτ +
N−1∑
τ=bN/2c+1
s˜X,N−τe−i2πfjτ , j = 0, 1, . . . , N − 1, (7.34)
i.e. SˆX(fj), j = 0, 1, . . . , N − 1 is a polynomial in e−i2πj/N with coefficients
s˜X,0, s˜X,1, . . . , s˜X,bN/2c−1, s˜X,bN/2c, s˜X,bN/2c−δ, . . . , s˜X,1, (7.35)
where δ = 1 if N is even and δ = 0 otherwise. Therefore, due to the theorem men-
tioned above,
FNΛF
H
N = circ{s˜X,0, s˜X,1, . . . , s˜X,bN/2c−1, s˜X,bN/2c, s˜X,bN/2c−δ, . . . , s˜X,1}, (7.36)
where Λ = diag{SˆX(f0), . . . , SˆX(fN−1)}. We observe that for any given C such that
C = circ{c0, . . . , cN−1}, CT = circ {c0, cN−1, cN−2, . . . , c1}. Then, from the form of
FNΛF
H
N in (7.36), it is clear that FHN ΛFN = (FNΛFHN )T is also circulant with
FNΛF
H
N = circ{s˜X,0, s˜X,1, . . . , s˜X,bN/2c−δ, s˜X,bN/2c, s˜X,bN/2c−1, . . . , s˜X,1}, (7.37)
We note that for samples generated via the TFT bootstrap (7.30), the (sample) covari-
ance sequence will only match the specified covariance sequence for lags less than
equal to bN/2c. We illustrate this with the help of an example, say N = 4. Due to
(7.37) we see that, samples are derived from the circulant covariance matrix:
s˜X,0 s˜X,1 s˜X,2 s˜X,1
s˜X,1 s˜X,0 s˜X,1 s˜X,2
s˜X,2 s˜X,1 s˜X,0 s˜X,1
s˜X,1 s˜X,2 s˜X,1 s˜X,0
 , (7.38)
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whereas, the prescribed sample covariance matrix is
s˜X,0 s˜X,1 s˜X,2 s˜X,3
s˜X,1 s˜X,0 s˜X,1 s˜X,2
s˜X,2 s˜X,1 s˜X,0 s˜X,1
s˜X,3 s˜X,2 s˜X,1 s˜X,0
 . (7.39)
Therefore, length-N samples generated using the TFT bootstrap, will only have the
required covariance structure for lags ≤ bN/2c. An earlier reference [Dai and Guo,
2004] which describes the same bootstrap method for the more general case of vector-
valued time series seems to have been neglected. In the scalar case, their method is
equivalent to (7.30) and so their methodology also suffers from the same problem. We
note that in the p-vector valued case described by [Dai and Guo, 2004], a length-N
bootstrap sample is given by
Vˇ = (FHN ⊗ Ip)diag{(Sˆ1/2X (fj)), j = 0, . . . , N − 1}Z, (7.40)
where Z = [ZT0 , . . . ,ZTN−1]T is an Np × 1 vector formed by stacking N p-variate
random variables such that Zj ∼ NC(0, Ip). Therefore, the vector-valued case derives
samples from Gaussian distribution with covariance matrix:
Cov{Vˇ} ≡ E{VˇVˇH} = (FHN ⊗ Ip)diag{SˆX (fj), j = 0, 1, . . . , N − 1}(FHN ⊗ Ip)H ,
= [(FN ⊗ Ip)diag{SˆX (fj), j = 0, 1, . . . , N − 1}(FN ⊗ Ip)H ]T ,
which due to [Thm. 3, Appendix B] can be expressed as an Np × Np block circulant
matrix. An argument similar to that in the scalar case can be made to show that the
covariance sequence of the generated p-vector valued samples match the prescribed
covariance sequence only for lags ≤ bN/2c.
So even though asymptotically, our bootstrap methodology is identical to [Kirch and
Politis, 2011] (for the scalar case) and [Dai and Guo, 2004] in general, using the spec-
tral matrix at 2M frequencies whereM ≥ N in our algorithm, ensures that our samples
have the correct second-order statistical structure for all lags τ ≤ N − 1, unlike the
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above two techniques. Also, the consistency of the spectral estimators allowed for our
algorithm [Walden, 2000, p. 785] guarantees that asymptotically our samples have the
correct second-order structure.
7.4 Results
We again use ocean current measurements from the Labrador Sea §2.6, to test the perfor-
mance of our algorithm by comparing theoretical confidence intervals against bootstrap
confidence intervals for three example parameters. We recall that the measurement of cur-
rent speed in the eastward and northward direction are associated with, respectively, the
real component {Xt}, and the imaginary component {Yt}, of the complex-valued process
{Zt}. We identify the six scalar complex-valued time series as {Z1,t}, {Z2,t}, . . . , {Z6,t}
if necessary; if one of these is understood we use {Zt}. We describe our computations and
results for each of the three parameters below.
(i) The first parameter is the rotary coefficient. For convenience, we reproduce the defi-
nition here. Let f > 0, then the rotary coefficient defined as
ρ(f) =
SZ(f)− SZ(−f)
SZ(f) + SZ(−f) , (7.41)
measures the rotation associated with the asymmetry in the spectrum of a single
complex-valued process. The estimator ρˆ(f) follows by replacing SZ(±f) in (7.41)
by the diagonal entries of the 2× 2 matrix SˆU(f) (2.64). The distribution function of
ρˆ and hence theoretical confidence intervals for ρ also depend on a nuisance param-
eter – the magnitude squared conjugate coherence γ2∗(f). A debiased estimate γˉ2∗(f)
is plugged into the formula to obtain theoretical confidence intervals, as discussed
in Chapter 3. We verify the efficacy of the plug-in estimate γˉ2∗(f) by comparing the
theoretical confidence intervals to the bootstrap confidence intervals.
A summary of some well-known bootstrap confidence interval approximations is in-
cluded in Appendix C. Empirical comparisons [Shao and Tu, 1995, pp. 166-170]
show that in terms of coverage probability, the percentile methods (e.g. basic per-
centile and bias-corrected-accelerated (BCA)) perform better than other bootstrap
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confidence interval estimation techniques like the basic bootstrap and the studentized
bootstrap. The basic bootstrap and studentized bootstrap confidence interval approx-
imations often include invalid parameter values (if there is a constraint on the param-
eter e.g. −1 ≤ θ ≤ 1) and typically have a substantial coverage error. One of the
reasons could be poor variance estimates needed for the studentized limits obtained
from a second level bootstrap. The percentile confidence limits, on the other hand,
are fairly simple to compute. Also, they do not include invalid parameter values.
Another major advantage of the percentile methods is that they are transformation
respecting. Since the BCA method does not apply in the time series case, we use
the basic percentile method for our comparison study. Bootstrap confidence arcs for
angular random variables are also included in Appendix C.
From the data samples {Vt = [Xt, Yt]T , t = 0, . . . , N − 1} for any of the six ocean
current time series, we obtain multitaper spectral estimate SˆV(f) using K = 12
sine tapers. Then SˆU(f) follows from (7.13), using which the rotary coefficient
estimate ρˆ(f) is computed. Next, we use our algorithm to generate a new sample
{V ?t , t = 0, . . . , N − 1}, compute spectral estimates Sˆ?Z(±f), and hence obtain
ρˆ?(f). This is repeated B = 9999 times to obtain bootstrap rotary coefficient esti-
mates ρˆ?1(f), . . . , ρˆ
?
B(f) from which a 100(1 − α)% percentile confidence interval is
obtained. Fig. 7.1 displays 95% theoretical confidence intervals (thin horizontal bars)
based on the rotary coefficient estimate (solid dot) and bootstrap percentile confidence
limits (thick horizontal bar) for each of the six time series at frequencies (a) 0.0518,
(b) 0.0600, (c) 0.0697, and (d) 0.1095. Clearly, we see a good agreement between the
theoretical and simulated confidence intervals.
(ii) The second parameter we consider is conjugate coherence for a pair of complex-
valued time series (also called outer coherence). Given any two complex-valued pro-
cesses {Zl,t} and {Zm,t}, it is the magnitude squared coherence between {Zl,t} and
the conjugate process {Z∗m,t}, given by
γ2lm∗ =
|Rlm(f)|2
Sll(f)Smm(−f) . (7.42)
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Figure 7.1: Estimated rotary coefficient (solid dot) and corresponding 95% confidence
intervals (solid horizontal bars) based on the theoretical distribution of the estimator (thin
line) and simulated percentile confidence intervals (thick line) for the six observation depths
at frequencies (c/hr) (a) 0.0518, (b) 0.06, (c) 0.0697, and (d) 0.1095. 9999 bootstrap repli-
cations and 12 tapers were used. c©IEEE
Let ξt = [ξ1,t, . . . , ξp,t]T denote a p-variate complex Gaussian random process. For
a length-N sample, ξ1, . . . , ξN , where ξk = [ξ1,k, . . . , ξp,k]T , k = 1 . . . , N, let Σˆξ =
(1/N)
∑N
j=1 ξjξ
H
j denote the sample covariance matrix of ξ. Also, letA = NΣˆξ, and
Aj,k denote the (j, k)th entry ofA−1, then the sample conditional coherence between
ξp and ξp−1 with respect to (ξp−2, . . . , ξ1) is given by [Goodman, 1963, eqn. (1.12)]
|Ap−1,p|2(Ap−1,p−1Ap,p)−1. (7.43)
The PDF of this quantity is also derived in [Goodman, 1963]. Given {Zl,t} and
{Zm,t}, and p = 2, let ξk ≡ [ξ1,k, ξ2,k]T = [Jl,k(f), J∗m,k(−f)]T , k = 0, . . . ,K − 1,
where Jl,k(f) and J∗m,k(−f) are computed as before using a suitable set of K data ta-
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pers. Since Rˆlm(f) = 1/K
∑K−1
k=0 Jl,k(f)Jm,k(−f) and Sˆll(f) = 1/K
∑K−1
k=0 |Jl,k(f)|2,
the sample covariance matrix is,
Σˆξ =
[
Sˆll(f) Rˆlm(f)
Rˆml(f) Sˆmm(−f)
]
, (7.44)
and the quantity (7.43) becomes
|Rˆlm(f)|2
Sˆll(f)Sˆmm(−f)
, (7.45)
i.e. it corresponds to the sample outer coherence estimate γˆ2lm∗(f). Then, the PDF of
γˆ2lm∗(f) follows from [Goodman, 1963, eqn. (1.14)] as
fγˆ2lm∗(x;K, γ
2
lm∗) = (K − 1)(1− γ2lm∗)K(1− x)K−2 2F1(K,K; 1; γ2lm∗x), (7.46)
where 2F1(a, b; c; z) denotes the hypergeometric function. Also, the dependence of
γ2lm∗ on f is temporarily suppressed. The theoretical confidence intervals for γ2lm∗(f)
are based on this PDF and are computed using the sample outer coherence estimates
from the original series.
From SˆU(f), we firstly compute coherence estimates γˆ2lm∗(f) to look for higher
conjugate coherencies. Fig. 7.2 shows plots of estimated conjugate coherencies (a)
γ234∗(f) and (b) γ232∗(f), where the dashed vertical bars indicate frequencies where
the coherence estimates exceed 0.4, namely f = 0.02971, 0.03963, 0.04192, 0.04344
(c/hr.) in (a) and f = 0.0394, 0.04092, 0.04245, 0.04398 (c/hr.) in (b). From these
plots we see that there is high coherence between the series at depths 3 and 4 as well
as the series at depths 3 and 2, in a small band of frequencies around 0.04 c/hr. How-
ever, a comparison of coherence values on either side of this frequency band reveals
that {Z3,t} and {Z∗4,t} are significantly coherent with γ234∗ ≈ 0.4, whereas, very low
coherence values are observed between {Z3,t} and {Z∗2,t} with γ232∗ ≈ 0.1. This may
be of interest to oceanographers.
For each pair of l = 3,m = 4 and l = 3,m = 2, we generated B = 9999 boot-
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strap samples from the original time series [Xl,t, Xm,t, Yl,t, Ym,t]T , t = 0, . . . , N −
1, from which 4 × 4 spectral matrix estimates Sˆ?U,1(f), . . . , Sˆ?U,B(f), and hence
γˆ?lm∗,1(f), . . . , γˆ
?
lm∗,B(f) are obtained. Then, we compute 95% bootstrap confidence
intervals using the basic percentile method. From (7.46) we note that the PDF of
γˆ2lm∗(f) for any given frequency f , depends on the true value of the conjugate co-
herence γ2lm∗(f). We recall that the PDF of the rotary coefficient estimate ρˆ(f) also
depends on the true parameter ρ(f). The computation of theoretical confidence inter-
vals for ρ(f) from an estimate ρˆ(f) has been discussed in Chapter 3. The theoretical
confidence intervals for γ2lm∗(f) based on an estimate γˆ2lm∗(f) from the original se-
ries is obtained in exactly the same way. The results are shown in Fig. 7.3. At each
frequency the thin vertical bar denotes the theoretical confidence interval based on
the estimated coherence, γˆ2lm(f) (solid dot) and the thick vertical bar on the right
gives the bootstrap simulated confidence interval. There is a very good agreement
between the simulated and theoretical confidence limits. We notice that for γ234∗(f)
at f = 0.02971, the confidence intervals include very low coherencies, close to zero,
whereas for other frequencies around 0.04, the confidence intervals appear substan-
tially non-zero. Since γ2lm∗(−f) = γ2ml∗(f), confidence intervals for conjugate coher-
ence at corresponding negative frequencies are the same.
Similarly, with ξk ≡ [J1,k(f), J2,k(f)]T , PDF of the ordinary coherence estimate,
γˆ2lm(f) =
|Sˆlm(f)|2
Sˆll(f)Sˆmm(f)
, (7.47)
follows from [Goodman, 1963, eqn. (1.14)], and has exactly the same form as the
PDF in (7.46) with γ2lm∗(f) replaced by γ2lm(f), i.e.
fγˆ2lm(x;K, γ
2
lm) = (K − 1)(1− γ2lm)K(1− x)K−2 2F1(K,K; 1; γ2lmx). (7.48)
This means that, 95% confidence intervals for γ2lm(f) with similar values for γˆ2lm(f)
as encountered above for γˆ2lm∗(f), will also be as wide.
(iii) The third parameter is the mean orientation. For a single complex-valued process
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Figure 7.2: The estimated conjugate coherence (a) γˆ234∗ for series {Z3,t} and {Z4,t}, and
(b) γˆ232∗ for series {Z3,t} and {Z2,t}. The vertical dashed lines mark four frequencies where
the coherence exceeds 0.4, namely f = 0.02971, 0.03963, 0.04192, 0.04344 (c/hr.) in (a),
and f = 0.0394, 0.04092, 0.04245, 0.04398 (c/hr.) in (b).
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Figure 7.3: 95% confidence intervals for (a) γ234∗(f), and (b) γ232∗(f) at the four frequencies
given in the text (left to right). The thin vertical bar denotes the theoretical confidence
interval based on the estimated coherence, γˆ2lm(f) (solid dot) and the thick bar gives the
bootstrap simulated confidence interval. 9999 bootstrap replications and 12 tapers were
used.
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Figure 7.4: Debiased conjugate coherence estimates, (a) and (b) show plots of γˉ22∗(f).
The vertical dashed lines in (a) and (b) indicate frequencies in f (a)2 and f (b)2 , respectively.
Similarly, (c) and (d) show plots of γˉ25∗(f), and the frequencies in f (a)5 and f (b)5 , respectively
{Zt}, mean orientation of the random ellipseZt(f) is given by θ(f) = arg{RZ(f)}/2
[Rubin-Delanchy and Walden, 2008]. Therefore, an estimate θˆ(f) = arg{RˆZ(f)}/2
follows from a K-degrees-of-freedom estimator of RZ(f) in (2.64). Let φ(f) =
RZ(f) and φˆ(f) = RˆZ(f). Then φˆ(f) expressed as
arg
{
1
K
K∑
k=1
JZ,k(f)(J
∗
Z,k(−f))∗
}
(7.49)
has the form of a multi-look phase difference studied in [Lee et al., 1994]. Under the
assumption of Gaussian stationarity of {Zt}, the PDF of φˆ(f) is given by [Lee et al.,
1994, eqn. (18)]
gφˆ(t;φ, γ
2
∗ ,K) =
Γ(K + 1/2)(1− γ2∗)Kβ
2
√
πΓ(K)(1− β2)K+1/2 +
(1− γ2∗)K
2π
2F1(K, 1; 1/2, β
2), (7.50)
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with β = |γ∗| cos(t − φ), −π ≤ t < π, and γ2∗ < 1 (with f temporarily sup-
pressed). Now gφˆ(t;φ, γ2∗ ,K) defines the circular distribution of a random variable
over [−π, π). From the theory on circular statistics we know that the mean of the
circular random variable φˆ is the direction φμ which satisfies the equation, [Fisher,
1995]
E{sin(φˆ− φμ)} = 0 (7.51)
Proceeding exactly as in [Rubin-Delanchy and Walden, 2007, Section IV-B], it fol-
lows readily that φμ = φ(f) satisfies this equation, and therefore the mean of φˆ(f) is
φ(f). Now, we know that the pth quantile, 0 ≤ p < 1, for a linear random variable X
with CDF FX(x) is ap such that
FX(ap) = p. (7.52)
If we apply the same definition to define quantiles of the circular random variable
φˆ(f), we must solve for ap such that∫ ap
−π
fφˆ(t;φ, γ
2
∗ ,K)dt = p, 0 ≤ p < 1, (7.53)
which is ambiguous for the simple reason that the search for ap starting from −π
can be lead in two directions. To avoid this confusion, the median value is used as
reference point. Let φ˜p denotes the pth quantile of φˆ, so that φ˜0.5 is the median. Then
the pth quantile φ˜p of the distribution of φˆ is defined by
∫ φ˜p
φ˜0.5−π
fφˆ(t;φ, γ
2
∗ ,K)dt = p, 0 ≤ p < 1, (7.54)
(see [Fisher, 1995, eqn. (3.18)], with the obvious misprint corrected).
Again, the distribution of φˆ depends on the true parameter φ(f) and the nuisance
parameter γ2∗(f) (similar to the case of the first parameter), and so we proceed in
exactly the same way to compute the theoretical confidence intervals for φ(f) =
arg{RZ(f)} based on φˆ(f) from (7.50). To compute a 100(1 − α)% confidence
interval for φ we need to estimate quantiles φ1 and φ2 so that P (φ1 < φ < φ2) =
7.4 Results 172
1− α. Given an outcome φˆ0, solve for φ1 and φ2 such that
Fφˆ(φˆ0;φ1, γ
2
∗ ,K) = α/2 = 1− Fφˆ(φˆ0;φ2, γ2∗ ,K), (7.55)
or
P (φˆ(φ1, γ
2
∗ ,K) ≤ φˆ0) = α/2 = 1− P (φˆ(φ2, γ2∗ ,K) ≤ φˆ0). (7.56)
We replace the unknown nuisance parameter γ2∗ by γˉ2∗ , and due to (7.54) solve∫ φˆ0
φ˜0.5−π
fφˆ(t;φ1, γˉ
2
∗ ,K)dt = α/2 = 1−
∫ φˆ0
φ˜0.5−π
fφˆ(t;φ2, γˉ
2
∗ ,K)dt. (7.57)
for φ1 and φ2. This involves the median φ˜0.5 which is unknown and must be estimated.
From (7.54), the median of φˆ is the direction φ˜0.5 such that∫ φ˜0.5
φ˜0.5−π
fφˆ(t;φ, γ
2
∗ ,K)dt =
1
2
=
∫ φ˜0.5+π
φ˜0.5
fφˆ(t;φ, γ
2
∗ ,K)dt, (7.58)
which cannot be solved for φ˜0.5, unless we know the true parameter value φ. This
makes the computation of confidence intervals for φ difficult. We tried to implement
this problem (7.58) in Matlab using a nested fzero (zero-finding algorithm), but just
specifying a compatible sets of search intervals for both φ and φ˜0.5 is a tedious task.
If φ = φ1 then E{φˆ} = φ1 and if φ = φ2 then E{φˆ} = φ2, where E denotes the
circular mean in the sense of (7.51), so to make the solution of (7.58) computationally
tractable, we replace the median in the lower limit by the mean φ and just solve for
the single unknown φ, i.e.
φ1 :
∫ φˆ0
φ1−π
gφˆ(t;φ1, γˉ
2
∗ ,K)dt = α/2; φ2 :
∫ φˆ0
φ2−π
gφˆ(t;φ2, γˉ
2
∗ ,K)dt = 1− α/2.
(7.59)
Unless the PDF of φˆ is heavy-tailed at its extremities near φ˜ ± π this replacement of
the median by the mean should not matter. We restore the dependence on f which
was temporarily suppressed. Having thus found φ1(f) and φ2(f), a 100(1 − α)%
confidence interval for θ(f) = φ(f)/2 is given by [φ1(f)/2, φ2(f)/2]. Note again
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that the theoretical confidence limits are based on γˉ2∗(f) – a debiased estimate of the
conjugate coherence from the original time series – which can have a large variance
for small values of γ2∗(f).
We perform our comparisons separately for {Z2,t} and {Z5,t} and keeping the above
in mind, consider two sets of frequencies (a) for which γ2l∗ > 0.5, l = 2, 5, namely
f
(a)
2 = 0.039, 0.041, 0.041, 0.045 (c/hr.) for series 2 and f (a)5 = 0.0397, 0.0412,
0.0427, 0.0549 (c/hr.) for series 5; and (b) for which γ2l∗, l = 2, 5, is much lower,
namely f (b)2 = 0.1602, 0.1877, 0.2014, 0.2564 (c/hr.) for series 2, and f (b)5 = 0.2472,
0.2793, 0.3021, 0.3937 (c/hr.) for series 5. Fig. 7.4 shows plots of (a) γˉ22∗(f), and (b)
γˉ25∗(f), where the vertical dashed lines indicate the chosen set of frequencies in f
(a)
l ,
and f (b)l , l = 2, 5.
The bootstrap confidence intervals are computed as described before. So from SˆU(f),
we compute the mean orientation estimator θˆ(f) = arg{RˆZ(f)}/2. Then from {Vt ≡
[Xl,t, Yl,t]
T , t = 0, . . . , N − 1}, we generated a new sample {V ?t , t = 0, . . . , N − 1}
using our algorithm and calculated θˆ?(f) = arg{Rˆ?Z(f)}/2. For l = 2, 5, this is re-
peated B = 9999 times to get bootstrap mean orientation estimates θˆ?1(f), . . . , θˆ?B(f),
from which a 100(1 − α)% likelihood-based confidence arc was obtained. As dis-
cussed in Appendix C, the likelihood-based arc subtends the smallest angle subject to
the constraint that it contains (1−α)B of the bootstrap values. Results for the two sets
of frequencies f (a)l (γˉ2l∗ > 0.5) and f (b)l are shown in Fig. 7.5 and Fig. 7.6, respectively,
using the same style of plot as for Fig. 7.3. Again, agreement between the simulated
and theoretical intervals is good, especially given the computational difficulty of find-
ing the theoretical confidence intervals for this angular random variable. We observe
that for both series 2 and 5, confidence intervals for mean orientation corresponding
to frequencies with a higher conjugate coherence value are narrower in comparison to
the other set of frequencies which correspond to relatively smaller conjugate coher-
ence. This makes sense, since a higher conjugate coherence corresponds to a higher
degree of polarisation, which means that there is less variation in the orientation of
the corresponding ellipse (e.g. [Rubin-Delanchy and Walden, 2008]).
A comparison of histogram plots based on bootstrap values φˆ?1(f), . . . , φˆ?B(f) to the
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PDF of φˆ(f) for series 2 and 5 at a set of chosen frequencies – see Fig. 7.7 and 7.8 –
confirms the accuracy of our technique. The unknown true parameters φ(f) and γ2∗(f)
in the PDF of φˆ(f) are replaced with corresponding estimates φˆ(f) and γˉ2∗(f) based
on the original time series. We see a good agreement between the the theoretical and
bootstrap PDFs. It is important to note that a discrepancy between the two could be
due to poor estimates that have been plugged-in the theoretical PDF of φˆ(f). In fact,
in examples like f = 0.3021 (see Fig. 7.4(d)) where the coherence estimates are very
close to zero, it is probably more reasonable to expect our simulation methodology to
provide more accurate results.
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Figure 7.5: (a) 95% confidence intervals for mean orientation in radians for series 2 at
four frequencies: f (a)2 ≡ 0.039, 0.041, 0.041, 0.045, and, (b) 95% confidence intervals for
mean orientation for series 5 at four frequencies: f (a)5 ≡ 0.0397, 0.0412, 0.0427, 0.0549.
In both the plots, the thin vertical bar denotes the theoretical confidence interval based on
the estimated parameter θˆ(f) (solid dot) and the thick bar gives the bootstrap simulated
confidence interval. 9999 bootstrap replications and 12 tapers were used.
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Figure 7.6: (a) 95% confidence intervals for mean orientation in radians for series 2 at four
frequencies: f (b)2 ≡ 0.1602, 0.1877, 0.2014, 0.2564, and, (b) 95% confidence intervals for
mean orientation for series 5 at four frequencies: f (b)5 ≡ 0.2472, 0.2793, 0.3021, 0.3937.
In both the plots, the thin vertical bar denotes the theoretical confidence interval based on
the estimated parameter θˆ(f) (solid dot) and the thick bar gives the bootstrap simulated
confidence interval. 9999 bootstrap replications and 12 tapers were used.
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Figure 7.7: A comparison of empirical histograms based on samples φˆ?1(f), . . . , φˆ?B(f)
generated via our algorithm against the theoretical PDF fφˆ(t; φˆ(f), γˉ2∗(f),K) for {Z2,t}, at
frequencies (c/hr) (a) 0.0390 (b) 0.0410 (c) 0.1877 and (d) 0.2564. 9999 bootstrap replica-
tions and 12 tapers were used.
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Figure 7.8: A comparison of empirical histograms based on samples φˆ?1(f), . . . , φˆ?B(f)
generated via our algorithm against the theoretical PDF fφˆ(t; φˆ(f), γˉ2∗(f),K) for {Z5,t}, at
frequencies (c/hr) (a) 0.0390 (b) 0.0410 (c) 0.1877 and (d) 0.2564. 9999 bootstrap replica-
tions and 12 tapers were used.
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Chapter 8
Conclusion
We have explored and addressed some of the key problems in the analysis of multi-channel
complex-valued time series. Wherever possible, our results were illustrated using the
Labrador sea data set. Emphasis has been laid on practical issues of concern. For example,
results developed in this thesis rely on the assumption of Gaussianity, which is commonly
assumed for theoretical reasonings in the statistical literature. Since we are interested in
a p-variate complex-valued process, where p ≥ 1, even the simplest case of p = 1, in-
volves a bivariate real-valued process and therefore, scalar Q-Q plots which are by far the
most commonly available graphical tool for testing the assumption of Gaussianity, are not
sufficient. A survey of literature on testing joint Gaussianity of real-valued vectors was
performed. From a practical point of view, we found the technique of [Dhar et al., 2013]
based on geometric quantiles particularly attractive. It results in the well-known scalar Q-Q
plots when applied to a univariate sample and in this sense provides a natural extension. It
is summarized in §3.6 and applied to the Labrador sea data set in §3.7 .
Chapter 3 provides a statistical study of the rotary coefficient. Rotary spectral analysis
of a single complex-valued time series involves the study of an elliptical motion at each
frequency. The rotary coefficient classifies the direction of motion as either clockwise or
counterclockwise by measuring which, if, one of the two oppositely rotating circular mo-
tions dominate. It is an important parameter in the study of kinematics of a single complex-
valued time series. A statistical study of the rotary coefficient estimator for a discrete-time
Gaussian SOS process has been presented. The PDF of rotary coefficient estimator based
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on the multitaper spectral estimation approach utilizing K data taper sequences, for a finite
K, is derived. Issues of practical interest such as: (a) the estimation of confidence intervals
for the true rotary coefficient, and (b) the effect of replacing the unknown true nuisance
parameters with suitable estimates via a simulation study, have been addressed in §3.3.3
and §3.4, respectively. Our simulation experiments reveal that confidence intervals based
on two conjugate coherence estimates also provide an excellent coverage. This is clear
from Table 3.1. This makes the confidence interval estimation procedure of great practical
interest. An example on how our theoretical results may be used to obtain confidence limits
for the true rotary coefficient has been demonstrated on the recorded data set. It would be
interesting to extend the analysis to a bivariate complex-valued time series, to understand
the role played by a cross-rotary coefficient measuring how the clockwise rotating compo-
nent of one dominates the counterclockwise rotating component of the other, in the study
of two elliptical motions, at a given frequency.
Chapter 4 extends correlation analysis for a pair of vectors in the time domain to the
frequency domain. A significant portion of the literature on canonical correlation tech-
niques is found in applied work in areas like psychometrics and behavioral metrics where
correlation-based analysis of a pair of variables representing some features of interest is
often a pre-processing step. A unifying discussion of three classical multivariate analy-
sis techniques – Canonical Correlation Analysis (CCA), Partial Least Squares (PLS) and
Multivariate Linear Regression (MLR) – has been provided under a general constraint opti-
mization framework in §4.2. In our discussion, we also refer to the original paper [Ramsay
et al., 1984] which contains theoretical justification for each of the three canonical tech-
niques. A framework to transport CCA techniques from the time domain to the frequency
domain is provided in §4.3. This allows us to provide analogous measures for coherence
between a pair of real or complex vector-valued time series. We would like to explore po-
tential applications or the usefulness of vector coherence functions that have been defined.
In Chapter 5 we investigate the problem of testing propriety in the frequency domain.
The problem of testing propriety at a particular frequency has not been mentioned in our
literature before. Since the analysis of both real and complex-valued time series in the fre-
quency domain generally involves complex-valued variables, a frequency-wise separation
of proper random variables from the improper ones, may assist in further analysis of vari-
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ables in the frequency domain. On this front, a generalized likelihood ratio test for propriety
of a discrete-time Gaussian SOS process at a given frequency is proposed in §5.1. Simu-
lation experiments presented in §5.2 confirms the usefulness of our test. We note that this
statistical test can be expressed in terms of canonical (conjugate) coherence functions,and
this brings to light a useful property of vector coherence functions defined in Chapter 4.
Chapter 6 summarizes circulant embedding techniques for generating exact realizations
from scalar and vector-valued Gaussian stationary process with specified second-order
statistics. We also discuss how the idea of circulant embedding can be used to generate
realizations from an improper complex-vector-valued process with specified statistics. We
illustrate this procedure with the help of two examples in §6.3.
Chapter 7 deals with the problem of generating statistically similar samples from a
given complex-vector-valued sample. Statistical parameters derived from a p-variate complex-
valued time series can equivalently be expressed in terms of the joint statistics of the cor-
responding 2p-variate real-valued time series. This means that even for the simplest case
of p = 1, a procedure to simulate bivariate real-valued samples is required. A survey of
resampling techniques for dependent data reveals that most of the techniques available in
our literature only apply to real-valued scalar time series. In §7.2, we show how two fre-
quency domain resampling techniques based on the vector circulant embedding methods
discussed in Chapter 6 can be formulated for this purpose. Their use is demonstrated with
the help of three important parameters in the study of multi-channel complex-valued time
series, namely, the rotary coefficient, conjugate coherence, and mean orientation of an el-
lipse. A comparison of theoretical confidence intervals with bootstrap confidence intervals
for each of the three parameters derived from the recorded data set, confirms the accuracy
and usefulness of our technique.
181
References
Abdi, H. (2010). Partial least squares regression and projection on latent structure re-
gression (PLS regression). Wiley Interdisciplinary Reviews: Computational Statistics 2,
97–106.
Andersen, H. H., M. Højbjerre, D. Sørensen, and P. S. Eriksen (1995). Linear and Graph-
ical Models, for the Multivariate Complex Normal Distribution, Lecture Notes in Statis-
tics, 101. Springer-Verlag.
Andersson, S. A., H. K. Brons, and S. T. Jensen (1983). Distribution of eigenvalues in
multivariate statistical analysis. The Annals of Statistics 11, 392–415.
Andersson, S. A. and M. D. Perlman (1984). Two testing problems relating the real and
complex multivariate Normal distributions. Journal of Multivariate Analysis 15(1), 21–
51.
Barnett, S. (1990). Matrices: Methods and Applications. Clarendon Press, Oxford.
Barton, C. E. (1983). Analysis of palaeomagnetic time series - Techniques and applications.
Surveys in Geophysics 5, 335–368.
Batschelet, E. (1981). Circular Statistics in Biology. Academic Press, London.
Benignus, V. A. (1969). Estimation of the coherence spectrum and its confidence interval
using the fast Fourier transform. IEEE Transactions on Audio and Electroacoustics 17,
145–150.
Berkowitz, J. and F. X. Diebold (1998). Bootstrapping multivariate spectra. Review of
Economics and Statistics 80(4), 664–666.
REFERENCES 182
Bernstein, D. S. (2009). Matrix Mathematics: Theory, Facts, and Formulas. Princeton
University Press.
Blackman, R. B. and J. W. Tukey (1958). Measurement of Power Spectra. Dover Publica-
tions.
Bookstein, F. L. (1994). Partial least squares: A dose-response model for measurement in
the behavioral and brain sciences. Psycoloquy 5, 1.
Braun, W. J. and R. J. Kulperger (1997). Properties of a Fourier bootstrap method for time
series. Communications in Statistics - Theory and Methods 26, 1329–1336.
Brillinger, D. R. (1975). Time Series: Data Analysis and Theory. Holt, Rinehart and
Winston, New York.
Brockwell, P. J. and R. A. Davis (1991). Time Series: Theory and Methods. Springer Series
in Statistics.
Brown, B. M. and T. P. Hettmansperger (1987). Affine invariant rank methods in the bi-
variate location model. Journal of the Royal Statistical Society, Series B (Methodologi-
cal) 49, 301–310.
Brown, B. M. and T. P. Hettmansperger (1989). An affine invariant bivariate version of
the sign test. Journal of the Royal Statistical Society, Series B (Methodological) 51,
117–125.
Bruce, A. G. and R. D. Martin (1989). Leave-k-out diagnostics for time series. Journal of
the Royal Statistical Society. Series B (Methodological) 51, 363–424.
Calman, J. (1978). On the interpretation of ocean current spectra. Part 1: The kinematics
of three-dimensional vector time series. Journal of Physical Oceanography 8, 627–643.
Carter, E. M., C. G. Khatri, and M. S. Srivastava (1976). Nonnull distribution of likelihood
ratio criterion for reality of covariance matrix. Journal of Multivariate Analysis 6, 176–
184.
REFERENCES 183
Chan, G. and A. T. A. Wood (1999). Simulation of stationary Gaussian vector fields.
Statistics and Computing 9, 265–268.
Chandna, S. and A. Walden (2013). Simulation methodology for inference on physical
parameters of complex vector-valued signals. Accepted for publication in IEEE Trans-
actions on Signal Processing.
Chandna, S. and A. T. Walden (2011). Statistical properties of the estimator of the rotary
coefficient. IEEE Transactions on Signal Processing 59, 1298–1303.
Chaudhuri, P. (1996). On a geometric notion of quantiles for multivariate data. Journal of
the American Statistical Association 91, 862–872.
Court, A., R. W. Lenhard, and H. A. Salmela (1963). Variability shown by hourly wind
soundings. Journal of Applied Meteorology 2, 99–104.
Coxhead, P. (1974). Measuring the relationship between two sets of variables. British
Journal of Mathematical and Statistical Psychology 27, 205–212.
Cramer, E. M. (1974). A generalization of vector correlation and its relation to canonical
correlation. Multivariate Behavioral Research 9(3), 347–351.
Cramer, E. M. and W. A. Nicewander (1979). Some symmetric, invariant measures of
multivariate association. Psychometrika 44(1), 43–54.
Crame´r, H. (1942). On Harmonic Analysis in Certain Functional Spaces. Almqvist and
Wiksells.
Crosby, D. S., L. C. Breaker, and W. H. Gemmill (1993). A proposed definition for vector
correlation in geophysics: Theory and application. Journal of Atmospheric and Oceanic
Technology 10, 355–367.
Dahlhaus, R. and D. Janas (1996). A frequency domain bootstrap for ratio statistics in time
series analysis. The Annals of Statistics 24(5), 1934–1963.
Dai, M. and W. Guo (2004). Multivariate spectral analysis using Cholesky decomposition.
Biometrika 91(3), 629–643.
REFERENCES 184
Davies, R. B. and D. S. Harte (1987). Tests for Hurst effect. Biometrika 74, 95–101.
Davis, P. J. (1979). Circulant Matrices. Wiley-Interscience.
Davison, A. C. and D. V. Hinkley (2007). Bootstrap Methods and their Application. Cam-
bridge University Press.
Denham, C. R. (1975). Spectral analysis of paleomagnetic time series. Journal of Geo-
physical Research 80, 1897–1901.
Dhar, S. S., B. Chakraborty, and C. P. (2013). Comparison of multivariate distributions
using Quantile-Quantile plots and related tests. Under revision in Bernoulli.
Dietrich, C. R. and G. N. Newsam (1993). A fast and exact method for multidimensional
Gaussian stochastic simulations. Water Resources Research 29, 2861–2869.
Dietrich, C. R. and G. N. Newsam (1997). Fast and exact simulation of stationary Gaus-
sian processes through circulant embedding of the covariance matrix. SIAM Journal on
Scientific Computing 18, 1088–1107.
Dodson, R. E. (1979). Counterclockwise precession of the geomagnetic field vector and
westward drift of the non-diole field. Journal of Geophysical Research 84, 637–644.
Doornik, J. and H. Hansen (2008). An omnibus test for univariate and multivariate normal-
ity. Oxford Bulletin of Economics and Statistics 70(s1), 927–939.
Eaton, M. L. (1983). Multivariate Statistics: A Vector Space Approach. Wiley.
Efron, B. and R. Tibshirani (1986). Bootstrap methods for standard errors, confidence
intervals, and other measures of statistical accuracy. Statistical Science 1, 54–75.
Emery, W. and R. Thomson (1998). Data Analysis Methods in Physical Oceanography.
Pergamon Press, New York.
Fisher, N. I. (1995). Statistical Analysis of Circular Data. Cambridge University Press.
Fisher, N. I. and P. Hall (1989). Bootstrap confidence regions for directional data. Journal
of the American Statistical Association 84(408), 996–1002.
REFERENCES 185
Franke, J. and W. Ha¨rdle (1992). On bootstrapping kernel spectral estimates. The Annals
of Statistics 20, 121–145.
Gonella, J. (1972). A rotary-component method for analysing meteorological and oceano-
graphic vector time series. Deep Sea Research and Oceanographic Abstracts 19, 833–
846.
Goodman, N. R. (1963). Statistical analysis based on a certain multivariate complex Gaus-
sian distribution (an introduction). The Annals of Mathematical Statistics 34, 152–177.
Gradshteyn, I. S. and I. M. Ryzhik (1994). Table of Integrals, Series and Products (5th
ed.). Academic Press, London.
Granger, C. W. J. and M. Hatanaka (1964). Spectral analysis of economic time series.
Princeton: Univ. Press.
Hamilton, J. D. (1994). Time Series Analysis. Cambridge University Press.
Ha¨rdle, W., J. Horowitz, and J. P. Kreiss (2003). Bootstrap methods for time series. Inter-
national Statistical Review 71, 435–459.
Hayashi, Y. (1982). Space-time spectral analysis and its applications to atmospheric waves.
Journal of the Meteorological Society of Japan 60, 156–171.
Helgason, H., V. Pipiras, and P. Abry (2011). Fast and exact synthesis of stationary multi-
variate Gaussian time series using circulant embedding. Signal Processing 91(5), 1123
–1133.
Henze, N. and B. Zirkler (1990). A class of invariant consistent tests for multivariate
normality. Communications in Statistics-Theory and Methods 19(10), 3595–3617.
Hidalgo, J. (2003). An alternative bootstrap to moving blocks for time series regression
models. Journal of Econometrics 117(2), 369–399.
Hooper, J. W. (1959). Simultaneous equations and canonical correlation theory. Econo-
metrica 27, 245–256.
REFERENCES 186
Ho¨skuldsson, A. (2005). PLS regression methods. Journal of Chemometrics 2, 211–228.
Hotelling, H. (1936). Relations between two sets of variates. Biometrika 28, 321–377.
Janas, D. and R. Dahlhaus (1994). A frequency domain bootstrap for time series. In
J. Sall and A. Lehman (Eds.), Proceedings of the 26th Symposium on the Interface. Com-
putationally Intensive Statistical Methods, pp. 423–425. Interface Foundation of North
America, Fairfax station, Virginia.
Jentsch, C. and J. P. Kreiss (2010). The multiple hybrid bootstrap - resampling multivariate
linear processes. Journal of Multivariate Analysis 101(10), 2320–2345.
Kirch, C. and D. N. Politis (2011). TFT-bootstrap: Resampling time series in the frequency
domain to obtain replicates in the time domain. The Annals of Statistics 39(3), 1427–
1470.
Koenker, R. and G. Bassett Jr. (1978). Regression quantiles. Econometrica 46, 33–50.
Koltchinskii, V. I. (1997). M -estimation, convexity and quantiles. The Annals of Statis-
tics 25, 435–477.
Kreindler, E. and A. Jameson (1972). Conditions for nonnegativeness of partitioned matri-
ces. IEEE Transactions on Automatic Control 17, 147–148.
Kreiss, J. P. and E. Paparoditis (2003). Autoregressive-aided periodogram bootstrap for
time series. The Annals of Statistics 31(6), 1923–1955.
Lahiri, S. N. (2003). Resampling Methods for Dependent Data. Springer.
Lee, J. S., K. W. Hoppel, S. A. Mango, and A. R. Miller (1994). Intensity and phase
statistics of multilook polarimetric and interferometric SAR imagery. IEEE Transactions
on Geoscience and Remote Sensing 32, 1017–1028.
Levikov, S. and S. Sokolov (1997). Coefficient of coherence in the case of two vector ran-
dom processes. Deep Sea Research Part I: Oceanographic Research Papers 44, 1329–
1338.
REFERENCES 187
Lilly, J. M. and P. B. Rhines (2002). Coherent eddies in the Labrador Sea observed from a
mooring. Journal of Physical Oceanography 32, 585–598.
Lilly, J. M., P. B. Rhines, M. Visbeck, R. Davis, J. R. Lazier, F. Schott, and D. Farmer
(1999). Observing deep convection in the Labrador Sea during winter 1994/95. Journal
of Physical Oceanography 29, 2065–2098.
Liu, R. Y., J. M. Parelius, and K. Singh (1999). Multivariate analysis by data depth: De-
scriptive statistics, graphics and inference, (with discussion and a rejoinder by Liu and
Singh). The Annals of Statistics 27, 783–858.
Maitani, T. (1983). Statistics of wind direction fluctuations in the surface layer over plant
canopies. Boundary-Layer Meteorology 26, 15–24.
Mandic, D. P., S. Javidi, G. Souretis, and V. S. L. Goh (2007). Why a complex valued
solution for a real domain problem. In IEEE Workshop on Machine Learning for Signal
Processing, pp. 384–389. IEEE.
Marden, J. I. (1998). BivariateQQ-plots and spider web plots. Statistica Sinica 8, 813–826.
Mardia, K. V. (1970). Measures of multivariate skewness and kurtosis with applications.
Biometrika 57(3), 519–530.
Martens, H. and T. Næs (1991). Multivariate Calibration. Wiley-Blackwell.
McIntosh, A. R. and N. J. Lobaugh (2004). Partial least squares analysis of neuroimaging
data: Applications and advances. Neuroimage 23, s250–s263.
Medkour, T. and A. T. Walden (2007a). Attenuation estimation from correlated sequences.
IEEE Transactions on Signal Processing 55, 378–383.
Medkour, T. and A. T. Walden (2007b). A variance equality test for two correlated complex
Gaussian variables with application to spectral power comparison. IEEE Transactions
on Signal Processing 55, 881–888.
Medkour, T. and A. T. Walden (2008). Statistical properties of the estimated degree of
polarization. IEEE Transactions on Signal Processing 56, 408–414.
REFERENCES 188
Miller, K. S. (1980). Hypothesis Testing with Complex Distributions. Robert E. Krieger,
New York.
Min, W. and R. S. Tsay (2005). On canonical analysis of multivariate time series. Statistica
Sinica 15, 303–323.
Mooers, C. N. K. (1973). A technique for the cross spectrum analysis of pairs of complex-
valued time series, with emphasis on properties of polarized components and rotational
invariants. Deep Sea Research and Oceanographic Abstracts 20, 1129–1141.
Ollila, E. and V. Koivunen (2004). Generalized complex elliptical distributions. In Sensor
Array and Multichannel Signal Processing Workshop Proceedings, pp. 460–464.
Otieno, B. S. and C. M. Anderson-Cook (2006). Measures of preferred direction for en-
vironmental and ecological circular data. Environmental and Ecological Statistics 13,
311–324.
Paparoditis, E. (1996). Bootstrapping autoregressive and moving average parameter esti-
mates of infinite order vector autoregressive processes. Journal of Multivariate Analy-
sis 57, 277–296.
Percival, D. B. (2006). Exact simulation of complex-valued Gaussian stationary processes
via circulant embedding. Signal Processing 86, 1470–1476.
Percival, D. B. and W. L. Constantine (2006). Exact simulation of Gaussian time series
from nonparametric spectral estimates with application to bootstrapping. Statistics and
Computing 16, 25–35.
Percival, D. B. and A. T. Walden (1993). Spectral Analysis for Physical Applications.
Cambridge University Press.
Phatak, A. and S. De Jong (1998). The geometry of partial least squares. Journal of
Chemometrics 11, 311–338.
Picinbono, B. (1996). Second-order complex random vectors and Normal distributions.
IEEE Transactions on Signal Processing 44(10), 2637–2640.
REFERENCES 189
Picinbono, B. and P. Bondon (1997). Second-order statistics of complex signals. IEEE
Transactions on Signal Processing 45, 411–420.
Picinbono, B. and P. Chevalier (1995). Widely linear estimation with complex data. IEEE
Transactions on Signal Processing 43, 2030–2033.
Popper Shaffer, J. and M. W. Gillo (1974). A multivariate extension of the correlation ratio.
Educational and Psychological Measurement 34(3), 521–524.
Prichard, D. and J. Theiler (1994). Generating surrogate data for time series with several
simultaneously measured variables. Physical Review Letters 73, 951–954.
Priestley, M. B. (1981). Spectral Analysis and Time Series, Volume 1: Univariate Series.
Academic Press.
Ramsay, J. O., J. T. Berge, and G. P. H. Styan (1984). Matrix correlation. Psychometrika 49,
403–423.
Rencher, A. and W. Christensen (2012). Methods of multivariate analysis, Volume 709.
John Wiley & Sons.
Robert, P. and Y. Escoufier (1976). A unifying tool for linear multivariate statistical meth-
ods: The RV-coefficient. Applied Statistics 25, 257–265.
Rozeboom, W.W. (1965). Linear correlations between sets of variables. Psychometrika 30,
57–71.
Rubin-Delanchy, P. (2008). Some New Results in the Analysis of Complex-Valued Time
Series. Ph. D. thesis, Imperial College, London.
Rubin-Delanchy, P. and A. T. Walden (2007). Simulation of improper complex-valued
sequences. IEEE Transactions on Signal Processing 55(11), 5517–5521.
Rubin-Delanchy, P. and A. T. Walden (2008). Kinematics of complex-valued time series.
IEEE Transactions on Signal Processing 56(9), 4189–4198.
REFERENCES 190
Runcorn, S. K. (1959). On the theory of the geomagnetic secular variation. Annales de
Geophysique 15, 87.
Sarma, M. S. S. and L. V. Gangadhara Rao (1989). Spectra of currents and temperature off
Godavari (east coast of India). Mahasagar 22, 29–36.
Scharf, L. L. and C. T. Mullis (2000). Canonical coordinates and the geometry of inference,
rate, and capacity. IEEE Transactions on Signal Processing 48(3), 824–831.
Schreier, P. J. (2008). A unifying discussion of correlation analysis for complex random
vectors. IEEE Transactions on Signal Processing 56, 1327–1336.
Schreier, P. J. and L. L. Scharf (2010). Statistical Signal Processing of Complex-Valued
Data. Cambridge University Press.
Schreier, P. J., L. L. Scharf, and A. Hanssen (2006a). A generalized likelihood ratio test for
impropriety of complex signals. IEEE Signal Processing Letters 13(7), 433–436.
Schreier, P. J., L. L. Scharf, and A. Hanssen (2006b). A statistical test for impropriety of
complex random signals. In IEEE International Conference on Acoustics, Speech and
Signal Processing, Volume 3, pp. III.
Shao, J. and D. Tu (1995). The Jackknife and Bootstrap. Springer Series in Statistics.
Small, C. G. (1990). A survey of multidimensional medians. International Statistical
Review 3, 263–277.
Theiler, J., S. Eubank, A. Longtin, B. Galdrikian, and J. D. Farmer (1992). Testing for
nonlinearity in time series: The method of surrogate data. Physica D: Nonlinear Phe-
nomena 58, 77–94.
Thompson, R. (1982). A comparison of geomagnetic secular variation as recorded by
historical, archaeomagnetic and palaeomagnetic measurements. Philosophical Transac-
tions of the Royal Society of London 306, 103–112.
Thomson, D. J. (1982). Spectrum estimation and harmonic analysis. Proceedings of the
IEEE 70, 1055–1096.
REFERENCES 191
van Haren, H. and C. Millot (2004). Rectilinear and circular inertial motions in the western
Mediterranean Sea. Deep-Sea Research Part I: Oceanographic Research Papers 51,
1441–1455.
Walden, A., E. McCoy, and D. Percival (1995). The effective bandwidth of a multitaper
spectral estimator. Biometrika 82, 201–214.
Walden, A. T. (2000). A unified view of multitaper multivariate spectral estimation.
Biometrika 87, 767–788.
Walden, A. T. and P. Rubin-Delanchy (2009). On testing for impropriety of complex-valued
Gaussian vectors. IEEE Transactions on Signal Processing 57(3), 825–834.
Wold, H. (1966). Estimation of principal components and related models by iterative least
squares. In P. Krishnaiah (Ed.), Multivariate Analysis, pp. 391–420. Academic Press,
New York.
Wold, S., A. Ruhe, H. Wold, and W. J. Dunn III (1984). The collinearity problem in
linear regression. The partial least squares (PLS) approach to generalized inverses. SIAM
Journal on Scientific and Statistical Computing 5, 735–743.
Wood, A. T. A. and G. Chan (1994). Simulation of stationary Gaussian processes in [0, 1]d.
Journal of Computational and Graphical Statistics 3, 409–432.
Yaglom, A. M. (1962). An Introduction to the Theory of Stationary Random Functions.
Dover Publications, New York.
Yanai, H. (1974). Unification of various techniques of multivariate analysis by means of
generalized coefficient of determination (G.C.D.). Behaviormetrics 1, 45–54.
Young, G. A. and R. L. Smith (2005). Essentials of Statistical Inference. Cambridge
University Press.
Zhiliang, L., H. Dunxin, T. Xiaohui, and W. Enbo (2007). Rotary spectrum analysis of tidal
current in the southern Yellow Sea. Chinese Journal of Oceanology and Limnology 25,
286–291.
192
Appendices
193
Appendix A
Distribution and Moments of Rotary
Coefficient Estimator
This appendix includes my attempt to theoretically derive a closed-form for the distribution
function and moments of the rotary coefficient estimator ρˆ.
A.1 Distribution of the rotary coefficient estimator
Let Fρˆ(.) denote the cumulative distribution function (CDF) of ρˆ(f) with PDF fρˆ(x) given
by (3.21). By definition,
Fρˆ(a) =
∫ a
−1
fρˆ(x)dx.
Define u = (1 + x)/(1− x), then yρx = qu and
Fρˆ(a) =
∫ 1+a
1−a
0
(1 + qu)qKuK(1− γ2∗)K
B(K,K)u[(1− qu)2 + 4qu(1− γ2∗)]K+(1/2)
du
= C
[
qK
∫ 1+a
1−a
0
uK−1√
R2K+1
+ qK+1
∫ 1+a
1−a
0
uK√
R2K+1
]
(A.1)
where C = (1− γ2∗)/B(K,K) ; R = q2u2 + 2qu(1− 2γ2∗) + 1.
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Figure A.1: CDF’s of rotary coefficient estimator obtained using analytical and numerical
methods for K = 12, γ2∗ = 0.5, with ρ = 0.5 in (a) and (c), and ρ = −0.2 in (b) and (d),
respectively. See text for details.
From [Gradshteyn and Ryzhik, 1994, eq. (2.263.1)] :∫
um√
R2K+1
du =
um−1
(m− 2K)c
√
R2K−1
− (2m− 2K − 1)b
2(m− 2K)c ×∫
um−1√
R2K+1
du− (m− 1)a
(m− 2K)c
∫
um−2√
R2K+1
du, (A.2)
where a, b, c correspond to coefficients of the quadratic R = cu2 + bu + a. Clearly, for
m = 1 or m = 2 the above integral involves an integral of the type
∫
1/
√
R2K+1du which
is given by [Gradshteyn and Ryzhik, 1994, eq. (2.263.4)]:∫
1√
R2K+1
du =
2(2cu + b)
(2n− 1)Δ√R2n−1 ×[
1 +
n−1∑
k=1
8k(n− 1)(n− 2) . . . (n− k)
(2n− 3)(2n− 5) . . . (2n− 2k − 1)
ck
Δk
Rk
]
(A.3)
where Δ = 4ac − b2. Using (A.2) along with (A.3) for m = K − 1 and m = K and
substituting these values in (A.1), we get the value of the distribution function at a. This
method to obtain the distribution function was implemented in Matlab. Clearly, the value
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of the integral in (A.1) at a = 1 involves a limit; we evaluate this using the function limit
available in the symbolic toolbox in Matlab. Fig. A.1 (a) and (b) display the CDF of ρˆ(f)
obtained via the substitution of (A.2) and (A.3) in (A.1), together with the numerical CDF
in (c) and (d), using K = 10, γ2∗ = 0.5 and two values of ρ = 0.5, and ρ = −0.2. The two
graphs are comparable. Clearly, no closed- form for the CDF is forthcoming. In practice,
CDF may be obtained by a numerical integration of the PDF (3.21). Nonetheless, this
comparison allows us to illustrate how a traditional recipe involving numerous integrals
can be put to practice using the tools available in Matlab and which gives us results that are
comparable to the standard numerical techniques employed.
A.2 Moments of the distribution
The rth moment of ρˆ is given by E{ρˆr} = ∫ 1−1 xrfρˆ(x)dx.
E{ρˆr} =
∫ 1
−1
2xr(1 + yρx)y
K
ρx(1− γ2∗)K
(1− x2)B(K,K) [(1− yρx)2 + 4yρx(1− γ2∗)]K+1/2
dx
To solve the above integral we put: (1 + x)/(1− x) = u, then the above reduces to:
E{ρˆr} = q
K(1− γ2∗)K
B(K,K)
∫ ∞
0
(1 + u)r(1 + qu)uKdu
u(1− u)r√(R2K+1) (A.4)
where q = (1 − ρ)/(1 + ρ); R is of the form cu2 + bu + a with c = q2; b = 2q(1 − 2γ2∗)
and a = 1. For anym ≥ 0, define:
Im =
∫ ∞
0
umdu
(1− u)r√(R2K+1)
Using binomial expansion (A.4) can be rewritten as:
E{ρˆr} = C
r∑
l=0
(
r
l
)
[Il+K−1 + qIl+K ] (A.5)
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where C = qK(1− γ2∗)K/B(K,K). Thus, the problem is to solve Im which is done by
substituting: 1− u = z. So,
Im =
∫ ∞
1
(1− z)mdz
zr
√
R2k+11
where R1 = c(1− z)2 + b(1− z) + a = c1z2 + b1z + a1, say.
Again, using binomial expansion in the numerator:
Im =
m∑
p=0
(
m
p
)
(−1)p
∫ ∞
1
zp−r√
R2K+1
dz (A.6)
The above integral reduces to one of the following forms depending on the values of p and
r:
Case I: p = 0, r ≥ 1∫
1
zr
√
R2K+1
dz =
1
(r − 1)a1zr−1
√
R2K−11
− (2K + 2r − 3)b1
2(r − 1)a1
×
∫
dz
zr−1
√
R2K+1
− (2K + r − 2)c1
(r − 1)a1
∫
dz
zr−2
√
R2K+1
given by [Gradshteyn and Ryzhik, 1994].
Case II: p > 0, r ≥ 1, p = r ∫
1√
R2K+1
dz (A.7)
which is given by (A.3).
Case III: p > 0, r ≥ 1, p > r ∫
zK−r√
R2K+1
dz (A.8)
which is given by (A.2). Again, no closed-form for the rth moment is forthcoming.
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Appendix B
The Fourier Matrix
LetΠm denote them×m permutation matrix corresponding to the following permutation:
Πm(j) = j + 1 for j = 1, . . . ,m− 1 and Πm(m) = 1, i.e.
Πm =

0 1 0 . . . . . . 0
0 0 1 . . . . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 . . . . . . 1
1 0 0 . . . . . . 0

m×m
,
whose entries are all 0 except that in the jth row, the entryΠm(j) equals 1.
Lemma 1. Let m ≥ 1 be any fixed integer. Let w = ei2π/m = cos(2π/m) + i sin(2π/m).
Then,
Πm = FmΩF
H
m ,
where Ω = diag(1, w−1, w−2 . . . , w−(m−1)) and Fm is the m × m Fourier matrix whose
(j, k)th entry is given by m−1/2e−i2πjk/m.
Proof. We first note that them×m Fourier matrix Fm can also be written using the above
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notation as:
Fm = m
−1/2

1 1 1 . . . 1
1 w−1 w−2 . . . w−(m−1)
1 w−2 w−4 . . . w−2(m−1)
.
.
.
.
.
.
.
.
.
.
.
.
1 w−(m−1) w−2(m−1) . . . w−(m−1)(m−1)

.
Now, the jth row ofFm is 1/
√
m(w−(j−1)0, w−(j−1)1, w−(j−1)2, . . . , w−(j−1)(m−1)). Hence,
the jth row of FmΩ is (1/
√
m)(w−(j−1)rw−r), r = 0, 1, . . . ,m−1. The kth column of F ∗m
is (1/
√
m)(w(k−1)r), r = 0, 1, . . . ,m− 1. Thus, the (j, k)th element of FmΩF ∗m is
1
m
m−1∑
r=0
w−jr+(k−1)r =
1
m
m−1∑
r=0
wr(−j+k−1)
=
1 if j = (k − 1) mod m0 if j 6= (k − 1) mod m
= Πm.
Since Fm is symmetric, we get the required result.
Theorem 3. A is an mp×mp block circulant matrix iff it can be expressed in the form
A = (Fm ⊗ Ip)diag(Sk; k = 0, 1, . . . ,m− 1)(Fm ⊗ Ip)H , (B.1)
where Ip denotes the p× p identity matrix and Sk are arbitrary matrices of order p.
Proof. IfA is a block circulant matrix of the form A = bcirc{A0, . . . ,Am−1}, then it can
be expressed as, [Davis, 1979, Thm. 5.6.2]
A =
m−1∑
j=0
[Πjm ⊗Aj].
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Now
Πjm ⊗Aj = (FmΩjFHm )⊗ (IpAjIp)
= (Fm ⊗ Ip)(Ωj ⊗Aj)(FHm ⊗ Ip),
where Ωj =diag{1, w−j, . . . , w−j(m−1)} Therefore,
A =
m−1∑
j=0
[Πjm ⊗Aj]
= (Fm ⊗ Ip)
m−1∑
j=0
(Ωj ⊗Aj)(FHm ⊗ Ip). (B.2)
Since Ωj ⊗Aj = diag{Aj,Ajw−j, . . . ,Ajw−j(m−1)} for j = 0, 1, . . . ,m− 1, we have
m−1∑
j=0
(Ωj ⊗Aj) = diag
{
m−1∑
j=0
Ajw
−jk; k = 0, 1, . . . ,m− 1
}
.
Substituting this in (B.2), and using the fact that (FHm ⊗ Ip) = (Fm ⊗ Ip)H we get the
required result. Conversely, given (B.1), consider a sequence of p × p matrices Bk, k =
0, 1, . . . ,m− 1 defined as
B0
B1
.
.
.
Bm−1
 = m−1/2(FHm ⊗ Ip)

S0
S1
.
.
.
Sm−1
 , (B.3)
where Fm is the m×m Fourier matrix. Then, [Davis, 1979, p.180-1]
diag{S0, . . . ,Sm−1} =
m−1∑
j=0
Ωj ⊗Bj. (B.4)
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This together with (B.1) implies that
A = (Fm ⊗ Ip)
m−1∑
j=0
Ωj ⊗Bj(FHm ⊗ Ip)H
= (
m−1∑
j=0
FmΩ
jFHm )⊗Bj
=
m−1∑
j=0
Πjm ⊗Bj
≡ bcirc{B0, . . . ,Bm−1},
where the last step follows from [Davis, 1979, Thm. 5.6.2].
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Appendix C
Bootstrap Confidence Intervals
Suppose that θˆ estimates a scalar parameter θ of interest. Based on the sample from which
θ was calculated, the technique of bootstrapping uses resampling to produce b bootstrap
outcomes θˆ?1, . . . , θˆ
?
b which are then used to draw inference on the true but unknown param-
eter θ, for example, by constructing confidence intervals around θ. The problem of finding
confidence intervals for θ based on a bootstrap sample θˆ?1, . . . , θˆ?b is discussed in [Davison
and Hinkley, 2007, Chapter 5] and summarized below.
For a given size α, we wish to compute a 100(1 − α)% confidence interval for θ. Let
ap denote the pth quantile of θˆ − θ, i.e. Pr(θˆ − θ ≤ ap) = p. Then aα/2 ≤ θˆ − θ ≤ a1−α/2
where
Pr(aα/2 ≤ θˆ − θ ≤ a1−α/2) = 1− α,
and a 100(1− α)% confidence interval for θ is given by,
[θˆ − a1−α/2, θˆ − aα/2]. (C.1)
The distribution of θˆ − θ is usually unknown in which case the quantiles of θˆ − θ are
approximated in one of the following ways, [Davison and Hinkley, 2007, §5.2].
1. Normal approximation
The simplest approach is to apply a N(0, σ2) approximation for θˆ− θ. Therefore, (C.1)
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becomes
[θˆ − σz1−α/2, θˆ + σz1−α/2], (C.2)
where z1−α/2 is the (1 − α/2)th quantile of the standard normal distribution N(0, 1).
Let σ2B and bB denote the variance and bias estimates of θˆ, respectively, based on B
bootstrap values of the statistic θˆ?1, . . . , θˆ?B , calculated as follows, [Davison and Hinkley,
2007, eqn. (2.7) and (2.8)]
bB =
1
B
B∑
j=1
θˆ?j − θˆ = ˉˆθ? − θˆ, (C.3)
and
σ2B =
1
B − 1
B∑
j=1
(θˆ?j − ˉˆθ?)2, (C.4)
where ˉˆθ? clearly denotes the mean of the bootstrap sample θˆ?1, . . . , θˆ?B. When σ2 in (C.2)
is unknown, it may be replaced with σ2B . A bias correction may also be applied,
[θˆ − bB − σBz1−α/2, θˆ − bB + σBz1−α/2]. (C.5)
A Q-Q plot of the simulated estimates θˆ?1, . . . , θˆ?B is used to assess whether the normal
approximation limits shall be used or not.
2. Basic bootstrap
This is based on approximating the quantiles of z = θˆ−θ by the corresponding quantiles
of z? = θˆ? − θˆ, which are obtained as follows. Each simulated sample is used to
calculate θˆ? and hence compute z?. The B simulated values of z? are ordered such
that z?(1) ≤ z?(2) . . . ≤ z?(B), and the pth quantile estimate of z is given by z?((B+1)p).
This is based on a result from order statistics which tells us that if X1, . . . , XB are
independently distributed with CDF FX , and if X(j) denotes the jth ordered value, then
E{X(j)} = F−1X
(
j
B + 1
)
, (C.6)
which implies that X((B+1)p) is a sensible estimate of F−1X (p). Here X((B+1)p) denotes
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the (B + 1)pth ordered value. B may be chosen so that (B + 1)p is an integer. [Davi-
son and Hinkley, 2007, pp.18-19]. Replacing ap in (C.1) by θˆ?((B+1)p) − θˆ, we get the
following confidence limits:
[2θˆ − θˆ?((B+1)(1−α/2)), 2θˆ − θˆ?((B+1)α/2)]. (C.7)
3. Studentized bootstrap method
This uses the form of the normal approximation limits (C.5) and is a modification of
the basic bootstrap method in the sense that it replaces the N(0, 1) approximation for
z = (θˆ−θ)/σ by a bootstrap approximation. Each simulated sample is used to calculate
θˆ?, and the standard deviation estimate σˆ?, which gives the bootstrap version of z as
z? = (θˆ? − θˆ)/σˆ?. The B simulated values of z? are ordered as above and the pth
quantile estimate of z is given by z?((B+1)p). Substituting this in (C.2) gives the following
confidence limits:
[θˆ − σBz?((B+1)(1−α/2)), θˆ − σBz?((B+1)(α/2))]. (C.8)
4. Percentile Methods
In many cases, a sensible transformation (e.g. a variance-stabilizing transformation) of
the parameter scale can improve coverage accuracy. Percentile methods implicitly use
the existence of a ‘good’ transformation and do not require the transformation to be
found. Two well-known percentile methods are:
(a) The basic percentile method
It assumes the existence of a symmetrizing transformation of θ, say U = h(θ), Uˆ =
h(θˆ) such that Uˆ has a symmetric distribution. It then approximates the quantiles of
Uˆ − U as in the basic bootstrap method. If ap denotes the pth quantile of Uˆ − U ,
then due to symmetry ap = −a1−p, and we can write aα/2 = −(Uˆ?((B+1)(1−α/2))−Uˆ)
and a1−α/2 = −(Uˆ?((B+1)(α/2)) − Uˆ). Substituting these in (C.1) gives bootstrap
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confidence limits for U as
[Uˆ?((B+1)(α/2)), Uˆ
?
((B+1)(1−α/2))], (C.9)
transforming which back to the θ scale gives
[θˆ?((B+1)(α/2)), θˆ
?
((B+1)(1−α/2))]. (C.10)
(b) Bias-corrected and accelerated method
This is also known as the the BCa method. This was introduced by Efron and Tib-
shirani [Efron and Tibshirani, 1986] as a refinement of the basic percentile method.
Theoretical comparisons show that the percentile limits typically differ from the ex-
act ones by terms of orderOp(N−1), whereas the difference is of the orderOp(N−3/2)
using the BCa method. Computation of the BCa confidence interval involves jack-
nife estimate of the influence function given by,
Ij =
N − 1
N
[
θˆ−j − 1
N
N∑
i=1
θˆ−i
]
, j = 1, . . . , N, (C.11)
where θˆ−j denotes the estimate of θ based onN −1 observations where the jth data
point is removed, [Shao and Tu, 1995]. An analogous estimate for the influence
function in the time series setting does not follow readily. Leave-k-out diagnostics
for time series have been studied [Bruce and Martin, 1989], but only in the context
of autoregressive integrated moving average (ARIMA) model fitting for time series.
Three types of bootstrap confidence arcs have been defined for angular (also known as
circular) data – symmetric arc, equal-tailed arc, and likelihood-based arc, [Fisher and Hall,
1989]. These are discussed below:
1. Symmetric arc
A 100(1− α)% symmetric confidence arc is given by
{(cos θ, sin θ) : |θˆ − θ| ≤ Δ}, (C.12)
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whereΔ is found such that (1−α)B of the bootstrap values θˆ? satisfy |θˆ?− θˆ| ≤ Δ.
Let ψb = |θˆ?b − θˆ| for all b = 1, . . . , B. Since 0 ≤ ψb < π, it is not periodic and we
may treat it as a data set obtained from observing a linear variable (e.g. [Batschelet,
1981, p. 4]). So let ψ(1), . . . , ψ(B) denote the values sorted in an increasing order.
Then Δ ≡ ψ(m) where m = B − bBα + 0.5c (e.g. [Otieno and Anderson-Cook,
2006]). From (C.12), we see that the 100(1− α)% symmetric confidence arc can be
written as
{(cos θ, sin θ) : θˆ −Δ ≤ θ ≤ θˆ + Δ}, (C.13)
or simply the interval
[θˆ −Δ, θˆ + Δ]. (C.14)
2. Equal-tailed arc: A 100(1− α)% equal-tailed confidence arc is given by
{(cos θ, sin θ) : θ1 ≤ θˆ − θ ≤ θ2}, (C.15)
where θ1 and θ2 are chosen such that αB/2 of the bootstrap values θˆ? satisfy θˆ? ≤ θ1
and αB/2 of the bootstrap values θˆ? satisfy θˆ? ≥ θ2. Again, let ψ˜b = θˆ?b − θˆ,
b = 1, . . . , B, then clearly −π ≤ ψ˜b < π. Proceeding as above, let ψ˜(1), . . . , ψ˜(B)
denote the values sorted in an increasing order. Then θ1 ≡ ψ˜((B+1)(α/2)) and θ2 ≡
ψ˜((B+1)(1−α/2)), using which the equal-tailed confidence arc can be written as
{(cos θ, sin θ) : θˆ − ψ˜((B+1)(1−α/2)) ≤ θ ≤ θˆ − ψ˜((B+1)(α/2))}, (C.16)
or simply the interval
[θˆ − ψ˜((B+1)(1−α/2)), θˆ − ψ˜((B+1)(α/2))]. (C.17)
3. Likelihood-based arc: A 100(1− α)% likelihood-based confidence arc is given by
{(cos θ, sin θ) : θ1 ≤ θˆ ≤ θ2}, (C.18)
where θ1 and θ2 are chosen such that the arc defined by (C.18) subtends the smallest
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angle subject to the constraint that it contains (1 − α)B of the bootstrap values. Let
ψˇb = θˆ
?
b ∈ [−π/2, π/2), b = 1, . . . , B, and ψˇ(1), . . . , ψˇ(B) denote the values sorted in
an increasing order. Then θ1 ≡ ψˇ((B+1)(α/2)) and θ2 ≡ ψˇ((B+1)(1−α/2)), using which
the equal-tailed confidence arc can be written as
{(cos θ, sin θ) : ψˇ((B+1)(α/2)) ≤ θ ≤ ψˇ((B+1)(1−α/2))}, (C.19)
or simply the interval
[ψˇ((B+1)(α/2)), ψˇ((B+1)(1−α/2))]. (C.20)
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