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Bernoulli Hyperplane Percolation
Marco Aymone, Marcelo R. Hila´rio, Bernardo N. B. de Lima and Vladas
Sidoravicius
Abstract We study a dependent site percolation model on the n-dimensional Eu-
clidean lattice where, instead of single sites, entire hyperplanes are removed inde-
pendently at random.We extend the results about Bernoulli line percolation showing
that the model undergoes a non-trivial phase transition and proving the existence of
a transition from exponential to power-law decay within some regions of the sub-
critical phase.
1 Introduction
In Bernoulli site percolation on the Zn-lattice, vertices are removed independently
with probability 1− p. For n ≥ 2, the model undergoes a phase transition at pc =
pc(Z
n) ∈ (0,1): For p < pc all the connected components are finite almost surely
whereas, for p > pc, there exists an infinite connected component almost surely
[2]. In a different percolation model on Zn, n≥ 3, called Bernoulli line percolation,
instead of single sites, bi-infinite lines (or columns) of sites that are parallel to the
coordinate axes are removed independently. This model, that was introduced in the
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physics literature by Kantor [8] and later studied both from the numerical [5, 12] and
mathematical [7] points of view, also exhibits a phase transition as the probability of
removal of single lines is varied. However the geometric properties of the resulting
connected components differ substantially in these two models. In fact, while for
Bernoulli site percolation the connectivity decay is exponential except exactly at the
critical point [3, 1, 10], for Bernoulli line percolation, transitions from exponential to
power-law decay occur within the subcritical phase [7, Theorem 1.2]. In the present
paper we study a higher dimensional version of the Bernoulli line percolation model
that we call Bernoulli hyperplane percolation. In this model, for fixed n ≥ 3 and k
with 1≤ k≤ n we remove from Zn entire (n− k)-dimensional ‘affine hyperplanes’.
We introduce the model precisely in the following section.
1.1 Definition of the model and main results
In this section we define the Bernoulli hyperplane percolation model.
It can be formulated in terms of orthogonal projections onto “the coordinate hy-
perplanes” as follows: For n≥ 2 and 1≤ k ≤ n we write
I = I (k;n) := {I ⊂ [n] : #I = k}, (1)
where [n] := {1, . . . ,n}. For a fixed I ∈I (k,n) we denote ZkI the set of all the linear
combinations of the canonical vectors (ei)i∈I with integer coefficients, that is,
Z
k
I :=
{
∑
i∈I
xiei ∈ Z
n : xi ∈ Z for all i ∈ I
}
. (2)
Since each one of the
(
n
k
)
sets ZkI is isomorphic to the Z
k-lattice they will be called
the k-dimensional coordinate hyperplanes of Zn. Let us define, independently on
each ZkI , a Bernoulli site percolation ωI ∈ {0,1}
Z
k
I with parameter pI ∈ [0,1] that
is, a process in which (ωI(u))u∈ZkI
are independent Bernoulli random variables with
mean pI ∈ [0,1]. We interpret this as, each site u ∈ Z
k
I is removed (that is ωI(u) = 0)
independently with probability 1− pI.
Let piI : Z
n → ZkI stand for the orthogonal projection from Z
n onto ZkI
piI
(
n
∑
i=1
xiei
)
:= ∑
i∈I
xiei. (3)
The Bernoulli (n,k)-hyperplane percolation on Zn is the process ω = (ω(v))v∈Zn ∈
{0,1}Z
n
, where
ω(v) = ∏
I∈I
ωI(piI(v)). (4)
We denote p = (pI)I∈I . Each entry pI ∈ [0,1] is called a parameter of p. We write
Pp for the law in {0,1}
Z
n
of the random element ω defined in (4).
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Sinceω(v) = 1 if and only if ωI(piI(v)) = 1 for all I ∈I (k,n), we may interpret
the process ω in terms of removal of sites in Zn as follows: v is removed (that is
ω(v) = 0) if and only if, for at least one of the I ∈I (k;n) its orthogonal projection
into ZkI has been removed in ωI . One can easily check that this is equivalent to
perform independent removal (or drilling) of (n− k)-dimensional hyperplanes that
are parallel to the coordinate hyperplanes.
Let [o ↔ ∞] denote the event that the origin belongs to an infinite connected
component of sites v such that ω(v) = 1 and [o=∞] its complementary event. Also
denote [o↔ ∂B(K)] the event that the origin is connected to some vertex lying at
l∞-distance K from it via a path of sites v such that ω(v) = 1.
Our first result generalizes Theorem 1.1 in [7].
Theorem 1. Let n≥ 3 and 2≤ k ≤ n− 1. The Bernoulli (n,k)-hyperplane percola-
tion model undergoes a non-trivial phase transition, that is: If all the parameters of
p are sufficiently close to 1 then Pp(o↔ ∞) > 0. On the other hand, when all the
parameters of p are sufficiently close to 0 then Pp(o↔ ∞) = 0.
The proof of Theorem 1 will be divided into two parts. The second assertion
which concerns the regime in which all the parameters are small is proved in Section
2 (see Remark 1 therein). In Section 3 we prove the first assertion which concerns
the regime in which all the parameters are large (see Remark 3 therein).
Our next result states that for some range of the parameter vector p the connec-
tivity cannot decay faster than a power law.
Theorem 2. Let n ≥ 3 and 2 ≤ k ≤ n− 1. If, for all I ∈ I (k;n), the parameters
pI < 1 are sufficiently close to 1, then there exists c= c(p) > 0 and α = α(p) > 0
such that
Pp(o↔ ∂B(K), o= ∞)≥ cK
−α (5)
for every integer K > 0.
In the special case k = 2 we can determine more precisely some regions of the
parameter space for which power-law decay holds:
Theorem 3. Let n ≥ 3 and k = 2 and assume that pI > 0 for every I ∈ I (k;n).
Denote I j := {1, j} and assume that pI j > pc(Z
2) for every 2 ≤ j ≤ n. Assume
further that pI < 1 for some I ∈I \ {I2, . . . , In}. Then there exist c= c(p)> 0 and
α = α(p)> 0 such that (5) holds for every integer K > 0.
Having stated our main results, we now provide some remarks about the contri-
bution of this paper.
The case k = 1 does not admit a (non-trivial) phase transition. In fact, as soon
as pI > 0 for every I, drilling (n− 1)-dimensional hyperplanes has the effect of
splitting the lattice into finite rectangles. The case k = n corresponds to Bernoulli
site percolation (here we interpret 0-dimensional hyperplanes as being just single
sites). For these reasons in the above statements we have 2 ≤ k ≤ n− 1. Moreover,
the case k= n−1 corresponds to the Bernoulli line percolation model studied in [7]
so the results are not novel in this specific case.
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Theorem 3, that only concerns the case k = 2, states that when the Bernoulli site
percolation processesωI defined on the n−1 coordinate planes that contain e1 are all
supercritical, then power-law decay holds regardless of the values of the parameters
fixed for the Bernoulli percolation processes in the remaining
(
n−1
2
)
hyperplanes
(provided that at least one of these is smaller than 1). It generalizes the first statement
in [7, Theorem 1.2]. Of course, the arbitrary choice of fixing the ‘direction’ 1 is made
purely for convenience; any other choice would result in an analogous result.
Still for k = 2, the same argument used to prove Equation (1.3) in [7] can
be employed to show that if pI < pc(Z
2) for at least
(
n−1
2
)
+ 1 parameters, then
Pp(o↔ ∂B(K)) is exponentially small in K, see Remark 2 for a sketch of the ar-
gument. Hence, like in Bernoulli line percolation, there is a transition from expo-
nential to power-law decay in the subcritical phase. This contrasts with the classi-
cal Bernoulli site percolation in which exponential decay holds everywhere outside
the critical point [1, 3, 10] and raises the question whether the phase transition for
Bernoulli hyperplane percolation is sharp in the sense that the expected size of the
cluster containing a vertex is finite in the whole subcritical regime. For Bernoulli
site percolation sharpness is an immediate consequence of exponential decay.
Let us now briefly comment on some related results obtained for percolation
models presenting infinite-range correlations along columns. One of these models
is the so called Winkler’s percolation [13] for which a power-law decay as in (5) has
been proved by Ga´cs [4] whenever the model is supercritical. For another model
called corner percolation, although all the connected components are finite almost
surely, Pete [11] has obtained a power-law lower bound for Pp(o ↔ ∂B(K)) . A
variation of Bernoulli line percolationwas studied in [6]. In this paper, only columns
that extend along a single direction are removed and Bernoulli line percolation is
performed on the remaining graph. Here (5) holds in some parts of the subcritical
phase and throughout the whole supercritical phase.
We finish this section presenting a brief overviewof the remainder of the paper. In
Section 1.2 we introduce some of the notation that will need. Section 2 is devoted to
the study of the subcritical phase, that is, the regime in which infinite clusters occur
with null probability. Lemma 2 identifies values of the parameters which falls inside
the subcritical phase and thus implies the second assertion in Theorem 1. We also
present other results that add more information about the subcritical phase including
bounds on the parameters that guarantee exponential decay of correlations (Remark
2). In Section 3 we prove the existence of the supercritical phase, that is, the regime
in which there exists at least one infinite open cluster with probability one. This
corresponds to the first assertion in Theorem 1. In Section 4 we present the proof
of Theorem 3 and show how to modify it in order to obtain a proof for Theorem
2. These are perhaps the most interesting results in our work since they highlight
the presence of power-law decay of connectivity in some regimes and show that the
transition from the subcritical to the supercritical phase is more delicate than that
exhibited by ordinary percolation models with finite range dependencies.
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1.2 Notation
In this section we make precise the notation and definitions used in the previous
section and introduce some further notation that will be used in the remainder of the
paper.
The n-dimensional Euclidean lattice (here called simply the Zn-lattice) is the
pair Zn = (V (Zn),E(Zn)) whose vertex set V (Zn) is composed of vectors x =
(x1, . . . ,xn) ∈ R
n having integer coordinates xi and E(Z
n) is the set of pairs of ver-
tices in V (Zn) lying at Euclidean distance one from each other, called edges (or
bonds). Vertices x ∈ V (Zn) will also be called sites. We abuse notation using Zn to
refer both to the Zn-lattice and to its set of vertices. We denote ‖x‖ = ∑ni=1 |xi| the
l1-norm of x= (x1, . . . ,xn) ∈ Z
n .
The vertex o= (0, . . . ,0) ∈ Zn will be called the origin. Note that it also belongs
to each one of the ZkI . We write B(K) := [−K,K]
n∩Zn for the l∞-ball of radius K
centered at o. For a given I ∈ I (k;n), we will also use B(K) instead of piI(B(K))
for the corresponding box contained in the hyperplanes ZkI (recall the definitions of
the index set I (k;n) in (1) and of the k-dimensional coordinate hyperplanes ZkI in
(2)).
Consider Ω = {0,1}Z
n
endowed with the canonical sigma-field F generated by
the cylinder sets. A probability measure µ on (Ω ,F ) is called a site percolation
on Zn. Any random element (ω(v))v∈Zn which is distributed as µ is also called a
percolation process in Zn. For p∈ [0,1], we denote Pp be the probability measure in
(Ω ,F ) under which the projections (ω(v))v∈Zn are i.i.d. Bernoulli randomvariables
of mean p. This is the so-called Bernoulli site percolation on Zn with parameter p.
Fix integers n ≥ 3 and 2 ≤ k ≤ n− 1 and let pI ∈ [0,1] for each I ∈ I (k;n).
Consider ΩI = {0,1}
Z
k
I endowed with the canonical sigma-field FI . The definition
of Bernoulli site percolation with parameter pI extends to Z
k
I naturally yielding the
measures PpI on (ΩI ,FI). The probability measure Pp which was defined below
(4), is the unique measure in (Ω ,F ) satisfying
Pp =
(
⊗I∈Ik,n PpI
)
◦ω−1 (6)
where ω is defined in (4). We will denote Ep(·) the expectation with respect to PP.
Let G be either Zn or ZkI for some I ∈I . Given η = (η(x))G ∈ {0,1}
G, we say
that a site x ∈ G is η-open when η(x) = 1. Otherwise x is said η-closed. A site
x ∈ Zn is said ωI-open if piI(x) ∈ Z
k
I is ωI-open, i.e., if ωI(piI(x)) = 1. Otherwise, x
is said ωI-closed. Since x is ω-open if and only if it is ωI-open for all I ∈I (k,n)
and since the percolation processes ωI are independent we have
Ep(ω(o)) = Pp(ω(x) = 1) = ∏
I∈I
pI . (7)
Therefore one can show that
Pp
(
all sites in B(R) are open
)
=
[
Ep(ω(o))
](2R+1)k
(8)
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which is similar to the Bernoulli site percolation case where the exponent (2R+1)k
has to be replaced by (2R+ 1)n.
Let G be either Zn or ZkI for some I ∈I . A path in G is either a finite set Γ =
{x0,x1, . . . ,xm} or an infinite set Γ = {x0,x1,x2 . . .} such that xi ∈G for all i, xi 6= x j
whenever i 6= j and ||xi−xi−1||= 1 for all i= 1, . . . ,m. For η = (η(x))x∈G ∈ {0,1}
G
we denote Vη = Vη (G) = {x ∈ G : η(x) = 1}. For such η we say that x,y ∈ Vη are
connected and write x↔ y if there exists a path composed exclusively of η-open
sites that starts at x and finishes at y. Otherwise, we write x= y. For A ⊂ Zn, we
write x↔ A if x↔ y for some y ∈ A. We say that G ⊂ Vη is a connected component
(or a cluster) of Vη when every pair of sites x,y ∈ G is such that x↔ y. In addition,
for x ∈G we denote by Vη(x) = Vη(x;G) the maximal connected component in Vη
containing x, that is, Vη(x;G) = {y ∈ G : x↔ y in η}. We say that a site x belongs
to an infinite connected component in Vη and denote it x↔ ∞ if #Vη(x) = ∞.
We say that the Bernoulli (n,k)-hyperplane percolation exhibits a non-trivial
phase transition if there exists p=(pI)I∈I with pI > 0 for all I ∈I and q=(qI)I∈I
with qI < 1 for all I ∈I , such that Pp(o↔ ∞) = 0 and Pq(o↔ ∞)> 0. The set of
all p for which Pq(o↔ ∞) > 0 is called the supercritical phase whereas the set of
all p for which Pp(o↔ ∞) = 0 is the subcritical phase.
For x ∈ ZkI we denote by
PI(x) := pi
−1
I (x) = {z ∈ Z
n : piI(z) = x} (9)
the pre-image of x under piI , so that {PI(x) : x ∈ Z
k
I } foliates Z
n into disjoint ‘par-
allel (n− k)-dimensional afine hyperplanes’. Observe that
inf
{
‖v−w‖ : v ∈PI(x),w ∈PI(y)
}
= 1 if and only if ‖x− y‖= 1.
Let I ∈I (k;n). The graph H = H (I) with vertices V (H ) := {PI(x) : x ∈ Z
k
I },
and with edges linking pairs of vertices PI(x) and PI(y) satisfying
inf{||v−w|| : v ∈PI(x),w ∈PI(y)}= 1
is called a Zk-decomposition of Zn. Notice that H is isomorphic to Zk.
For a fixed x ∈ ZkI , the projection pi[n]\I : Z
n → Zn−k
[n]\I
maps PI(x) isomorphically
to Zn−k
[n]\I
which is, in turn, isomorphic to Zn−k. Thus for each v ∈ Zn−k
[n]\I
, there exists
a unique u ∈ PI(x) such that pi[n]\I(u) = v. We say that v is PI(x)-closed if there
exists J ∈I (n;k)\{I} for which u is ωJ-closed. Otherwise we say that v is PI(x)-
open. Observe that if x and y are different vertices in ZkI and v ∈ Z
n−k
[n]\I
we might
have that v is PI(x)-open and PI(y)-closed.
We say that T ⊂ Zn surrounds the origin if there exists a partition of Zn \ T =
A∪B such that:
A is connected, o ∈ A and #A< ∞; (10)
inf{‖a− b‖ : a ∈ A,b ∈ B} ≥ 2. (11)
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Similar definitions can be made replacing Zn by any of the ZkI . A useful fact that we
will use below it that Vω(o) is finite if and only if there exists T ⊂Z
n that surrounds
the origin and whose sites are all ω-closed (and similarly for VωI ).
2 The existence of a subcritical phase
This section is dedicated to the existence of a subcritical phase. Indeed we show that
Bernoulli hyperplane percolation does not present infinite connected components
a.s. when some of the parameters of p are sufficiently small. This corresponds to the
second assertion in Theorem 1 which is a consequence of Lemma 2 below. Roughly
speaking, Lemma 2 asserts that the probability that a given site belongs to an infinite
open cluster vanishes as soon as a single parameter pI is taken subcritical and at
least other (well-chosen) n− k parameters do not equal 1. In order to get the same
conclusion, Lemma 3 requires that n/k parameters are subcritical regardless of the
fact that the other parameters can even be equal to 1. Remark 2 contains the sketch
of an argument showing that if we get sufficiently many subcritical parameters then
actually exponential decay holds (hence infinite connected components cannot exist
a.s.). We begin with the following deterministic result which will also be useful in
Section 4 when we present a proof of Theorem 3.
Lemma 1. Let ω be as in (4) and fix I ∈ I (k;n). Assume that the two following
conditions hold:
i) The cluster VωI (o;Z
k
I ) is finite;
ii) There exists T ⊂ Zn−k
[n]\I
that surrounds the origin in Zn−k
[n]\I
and such that every
v ∈ T is PI(x)-closed for every x ∈ VωI (o;Z
k
I ).
Then Vω(o;Z
n) is finite.
Proof. Assume that there exists an infinite path {o = z1,z2, . . .} ⊂ Z
n starting at
the origin and composed of ω−open sites only. Let T be as in Condition ii) and
A⊂ Zn−k
[n]\I
be the corresponding set given as (10) and (11). We claim that zi satisfies
piI(zi) ∈ VωI (o,Z
k
I ) and pi[n]\I(zi) ∈ A for all i= 1,2, . . . (12)
Since VωI (o;Z
k
I ) and A are finite this would contradict the fact that all the zi’s are
distinct.
Since z1 = o, (12) holds for i = 1. Now assume that (12) holds for some i ≥ 1.
Since ‖zi− zi+1‖= 1, either we have ‖pi[n]\I(zi+1)−pi[n]\I(zi)‖= 1 and ‖piI(zi+1)−
piI(zi)‖= 0 or else ‖pi[n]\I(zi+1)−pi[n]\I(zi)‖= 0 and ‖piI(zi+1)−piI(zi)‖= 1. In the
first case, let x= piI(zi) = piI(zi+1). We have piI(zi+1) ∈ VωI (o,Z
k
I ). Moreover, since
‖pi[n]\I(zi+1)−pi[n]\I(zi)‖ = 1, we have pi[n]\I(zi+1) ∈ A∪T . But pi[n]\I(zi+1) is not
PI(x)-closed, so pi[n]\I(zi+1) /∈ T , therefore we must have pi[n]\I(zi+1) ∈ A. In the
second case, zi ∈ PI(x) and zi+1 ∈ PI(y), where ‖x− y‖ = 1 and x ∈ VωI (o;Z
k
I )
thus, since ωI(y) = 1 we must have that y ∈ VωI (o;Z
k
I ). Also pi[n]\I(zi) = pi[n]\I(zi+1)
and hence pi[n]\I(zi+1) ∈ A. Therefore, (12) follows by induction. ⊓⊔
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We use Lemma 1 in order to prove the following result that settles the existence
of a subcritical phase proving the second assertion in Theorem 1.
Lemma 2. Assume that pI < pc(Z
k) for some I ∈ I (k;n) and that pJi < 1 for the
n− k distinct Ji ∈I (k;n) such that #(I∩J1∩ . . .∩Jn−k) = k−1. Then Vω(o;Z
n) is
finite Pp-a.s.
Proof. The proof is divided into 2 cases:
First case: k = n− 2, k ≥ 2:
Let us assume for simplicity that I = {1, . . . ,k}, J1 = {1, . . . ,k− 1,k+ 1} and
J2 = {1, . . . ,k− 1,k+ 2} (thus pI < pc(Z
k) and pJ1 , pJ2 < 1). Let H = H (I) be
the Zk-decomposition of Zn associated to I. Then H is isomorphic to Zk and each
site of H is isomorphic to Z2. Since pI < pc(Z
k), there exists a.s. a (random)
non-negative integer N such that VωI (o;Z
k
I ) ⊂ B(N). In particular, Condition i) in
Lemma 1 holds a.s. and all we need to show is that Condition ii) holds a.s. on the
event [VωI (o;Z
k
I )⊂ B(N)] for each fixed N.
To this end, first recall that for each x ∈ ZkI , PI(x) = {z ∈ Z
n : piI(z) = x}.
Since pJ1 < 1, the Borel-Cantelli Lemma guarantees that, almost surely, there ex-
ists x∗k+1 ∈ N such that ωJ1(x1, . . . ,xk−1,x
∗
k+1) = ωJ1(x1, . . . ,xk−1,−x
∗
k+1) = 0, for
all (x1, . . . ,xk−1) ∈ [−N,N]
k−1∩Zk−1. This implies that for each x= (x1, . . . ,xk) ∈
[−N,N]k ∩Zk
ω(x1, . . . ,xk,x
∗
k+1,xk+2) = ω(x1, . . . ,xk,−x
∗
k+1,xk+2) = 0, ∀xk+2 ∈ Z.
In other words, for each x∈B(N)⊂ZkI the set ofPI(x)-closed sites of pi[n]\I(PI(x))⊂
Z
2
[n]\I contains the lines {(0, . . . ,0,x
∗
k+1,s) : s∈ Z} and {(0, . . . ,0,−x
∗
k+1,s) : s ∈Z}.
Similarly, we find x∗k+2 such that for each x= (x1, . . . ,xk) ∈ [−N,N]
k ∩Zk
ω(x1, . . . ,xk,xk+1,x
∗
k+2) = ω(x1, . . . ,xk,xk+1,−x
∗
k+2) = 0, ∀xk+1 ∈ Z.
Hence for each x ∈ B(N)⊂ ZkI , the set of PI(x)-closed sites of pi[n]\I(PI(x))⊂ Z
2
contains the lines {(0, . . . ,0, t,x∗k+2) : t ∈ Z} and {(0, . . . ,0,−t
∗
k+2) : t ∈ Z}. There-
fore, for each fixed N, Condition ii) in Lemma 1 holds a.s. in the event VωI (o;Z
k
I )⊂
[−N,N]k with T ⊂Z2[n]\I the rectangle delimited by the lines {(0, . . . ,0,x
∗
k+1,s) : s ∈
Z}, {(0, . . . ,0,−x∗k+1,s) : s∈Z}, {(0, . . . ,0, t,x
∗
k+2) : t ∈Z} and {(0, . . . ,0, t,−x
∗
k+2) :
x ∈ Z}. This completes the proof in the case n= k+ 2.
The general case n= k+ l, k, l ≥ 2:
Let us assume for simplicity that I = {1, . . . ,k} and Ji = {1, . . . ,k− 1,k+ i} for
1≤ i≤ l. Let H = H (I) be the Zk-decomposition of Zn associated to I. Then H
is isomorphic to Zk and each site in H is isomorphic to Zl . Similarly as above,
condition pI < pc(Z
k) implies that Condition i) in Lemma 1 holds a.s. Hence we
only need to show that pJi < 1 for 1 ≤ i ≤ l implies that Condition ii) in the same
Lemma holds a.s. Similarly as above, for each 1≤ i≤ l, the family of random vari-
ables {ωJi(x1, . . . ,xk−1,xk+i) : −N ≤ x1, . . . ,xk−1 ≤ N,xk+i ∈ Z} are independent,
Bernoulli Hyperplane Percolation 9
and hence by the Borel-Cantelli Lemma there exists a.s. a set of nonnegative inte-
gers {x∗k+i}
l
i=1 such that ωJi(x1, . . . ,xk−1,x
∗
k+i) =ωJi(x1, . . . ,xk−1,−x
∗
k+i) = 0, for all
−N ≤ x1, . . . ,xk−1 ≤ N and all i = 1, . . . , l. This implies that, for every i = 1, . . . , l,
the set of PI(x)-closed sites of pi[n]\I(PI(x)) contains the hyperplane
Ti :=
{
z= (0, . . . ,0,zk+1, . . . ,zk+l) ∈ Z
l
[n]\I : zk+i =±x
∗
k+1
}
.
This shows that Condition ii) holds a.s. with
T := {0}× ·· ·×{0}× ∂
(
[−x∗k+1,x
∗
k+1]× . . .× [−x
∗
k+l,x
∗
k+l ]
)
∩Zl[n]\I .
⊓⊔
Remark 1 (Proof of the second assertion in Theorem 1). It follows directly from the
statement of Lemma 2 that when the parameters pI are sufficiently small (e.g. if
they all belong to the interval (0, pc(Z
k))) then percolation does not occur. Notice,
however, that Lemma 2 provides much more detail on the location of the subcritical
phase in the space of parameters.
The next result also implies the existence of the subcritical phase. Strictly speak-
ing, it only holds in the particular setting when k divides n and, although it will not
be used it in the remainder of the paper, we decided to include it here because it
adds some further information to the phase diagram in this specific setting. Its proof
also uses Lemma 1.
Lemma 3. Assume that k divides n, and let ω be a Bernoulli (n,k)-hyperplane
percolation process. Let I1, . . . , In/k ∈ I (k;n) be a partition of [n]. If for each
1≤ j ≤ n/k we have pI j < pc(Z
k), then Vω(o;Z
n) is finite Pp-a.s.
Proof. Write n = lk. Without loss of generality, assume that for each 1 ≤ j ≤ l,
I j = {( j− 1)k+ 1, . . . , jk}. We will argue by induction on l ≥ 2.
We begin fixing l = 2. Let H = H (I1) be the Z
k-decomposition of Z2k corre-
sponding to I1. Then each site PI1(x) of H is isomorphic to Z
k. We want to verify
that Conditions i) and ii) in Lemma 1 hold a.s. with I = I1. Since pI1 < pc(Z
k), the
cluster VωI1
(o,ZkI1 ) is finite a.s., hence Condition i) holds a.s. Let us condition on
VωI1
(o,ZkI1 ) and show that Condition ii) also holds a.s.
Since l= 2 we haveZn−k
[n]\I
=ZkI2 . Now, since pI2 < pc(Z
k), the cluster VωI2 (o,Z
k
I2
)
is finite a.s. Hence, almost surely, there exists T ⊂ ZkI2 that surrounds the origin
and whose sites are ωI2 -closed. In particular, they are PI1(x)-closed for every x ∈
Vω1(o,Z
k
I1
). This shows that Condition ii) in Lemma 1 holds a.s. with I = I1. This
concludes the proof for the case l = 2.
Now, assume that the result holds for some l ∈ N and let n = (l+ 1)k. Since
pI1 < pc(Z
k), Condition i) in the same lemma holds a.s.with I= I1. Let us condition
on the cluster Vω˜1(o;Z
l
I1
) and show that Condition ii) holds.
Since Zlk[n]\I1
is isomorphic to Zlk we can define naturally Bernoulli (lk,k)-
hyperplane percolation processes on it. In fact, one can show that (ω˜(v))v∈Zlk
[n]\I1
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defined as
ω˜(v) = ∏
J∈I (k;n)
J∩I1=∅
ωI(piJ(v))
is indeed such a percolation process. Since for each 2 ≤ j ≤ l+ 1 we have pI j <
pc(Z
k), one can use the induction hypothesis to obtain that Vω˜(o;Z
lk
[n]\I1
) is finite
almost surely. Thus, almost surely, there exists a set T ⊂ Zlk[n]\I1
that surrounds the
origin in Zlk[n]\I1
and whose sites are all ω˜-closed. Therefore, for each v ∈ T , there
exists J ∈I (k;n)\ I1 such that ωJ(v) = 0 which means that v is PωI1 (x)-closed for
every x∈ ZkI1 , in particular, for every x∈ VωI1 (o;Z
k
I1
). This establishes Condition ii).
The result follows by induction. ⊓⊔
We close this section presenting a sketch to a proof for the existence of regimes
in which the connectivity decay is exponential.
Remark 2 (Exponential decay). Assume that at least
(
n−1
k
)
+ 1 of the parameters
I ∈ I (k;n) satisfy pI < pc(Z
k). If the event
[
o↔ ∂B(K)
]
holds for some integer
K > 1 then there must be at least one site x=(x1, . . . ,xn)∈ ∂B(K) for which [o↔ x].
Such a x has at least one coordinate, say xio , with xio = K. By continuity of the
projections into the coordinate planes, the events
[
o↔ piJ
(
∂B(K)
)]
must occur for
all the indices J ∈ I (k;n) containing io. This amounts for exactly
(
n−1
k−1
)
indices,
hence by our assumption, there must be at least one of these indices J for which pJ <
pc(Z
k). This implies that PpJ
(
o↔ piJ
(
∂B(K)
))
decays exponentially fast [1, 10]
(see also [3] for a more elementary proof). Therefore, Pp
(
o↔ ∂B(K)
)
must also
decay exponentially fast.
3 The existence of a supercritical phase
Our aim in this section is to prove that configurations in Bernoulli hyperplane per-
colation contain infinite connected components almost surely as soon as the param-
eters of p are large enough. According to (7) this is equivalent to Ep
(
ω(o)
)
being
sufficiently close to 1. This is the content of the next result which readily implies
the first assertion in Theorem 1.
Theorem 4. Let 2 ≤ k ≤ n− 2 and ω be as in (4). If Ep(ω(o)) is sufficiently close
to 1, then Pp(o←→ ∞)> 0.
Remark 3 (Proof of the first assertion in Theorem 1). By (7), Ep(ω(o)) can be ar-
bitrarily close to 1 provided that all the pI are sufficiently large (all of them still
smaller than 1). Therefore, the first assertion in Theorem 1 follows readily from
Theorem 4.
In percolation, such a result is usually obtained with the help of Peierls-type ar-
guments, that is, by restricting the process to the plane Z2 and showing that, as long
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as the control parameter are made large enough, large closed sets surrounding the
origin in Z2 are very unlikely. In our case, restricting the model to Z2 is not useful
since the plane will be disconnected into finite rectangles. We therefore replace Z2
with an subgraph resembling a plane that is inclined with respect to the coordinate
axis in order to gain some independence.
For that we will use the following auxiliary result whose proof relies on elemen-
tary arguments and is presented in the Appendix.
Lemma 4. Let 2 ≤ k ≤ n− 1. There exist orthogonal vectors w1 and w2 in Z
n with
‖w1‖= ‖w2‖ such that the linear application A :R
2→Rn given by A(x,y) = xw1+
yw2 satisfies the following properties:
i. For every I ∈I (k;n) the mapping piI ◦A : Z
2 → Z#I is injective;
ii. There exists a constant c = c(w1,w2) > 0 such that for every I ∈ I (k;n), and
every u and v in R2, ‖piI(Au−Av)‖ ≥ c‖u− v‖.
For the rest of this section we fix the dimension n, the vectors and w1 and w2,
and the corresponding linear application A as in Lemma 4. We define G0 = A(Z
2).
By Condition i. in Lemma (4) for every 2 ≤ k ≤ n− 1, the Bernoulli (n,k)-
hyperplane percolation process ω restricted to G0 has i.i.d. states i.e., the process
η0 := {ω(Av)}v∈Z2 is a standard Bernoulli site percolation process in Z
2 with pa-
rameter p = Ep(ω(o)). Thus, for p close to 1, η0 has an infinite cluster a.s. whose
image under A is also an infinite set composed of ω-open sites in Zn. However, G0
is not necessarily a connected subgraph of Zn and thus we did not prove that this set
is indeed and infinite open cluster. To fix this issue we will add sites to G0 in such
a way to guarantee that we get a connected subgraph G ⊂ Zn. Now the family of
random variables {ω(x)}x∈G may no longer be independent. However it will still
dominate an independent family as long as the parameters pI are large enough. This
will allow us to find an infinite cluster in G a.s.
3.1 Construction of the graph G
Let w1 and w2 be as above and denote w1 = (α1, . . . ,αn) and w2 = (β1, . . . ,βn). Let
p0 = q0 = o and define inductively for 1≤ j ≤ n:
p j = p j−1+α je j,
q j = q j−1+β je j.
Given u,v ∈ Zn such that u− v= ze j for some z ∈ Z, denote [u,v] = {w ∈ Z
n : w=
u+ l(z/|z|)e j, l = 0, . . . , |z|} (if z= 0, then u= v so set [u,v] = {u}). Let Γ (0,0) :=⋃n
j=1[p j−1, p j]∪ [q j−1,q j] and Γ (x,y) = {A(x,y)+ v : v ∈ Γ (0,0)} which contains
a path that starts at A(x,y) and ends at A(x+ 1,y) and another that starts at A(x,y)
and ends at A(x,y+ 1). Therefore, if we denote
G :=
⋃
(x,y)∈Z2
Γ (x,y),
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then, when regarded as a subgraph of the Zn lattice, G is connected.
As mentioned above, we will study the percolation process restricted to G which
we hope will dominate a supercritical percolation process. In implementing these
ideas, the standard results of Liggett, Schonmann and Stacey [9] are very useful.
Before we state it precisely, let us give the relevant definitions.
A random element
(
f (x)
)
x∈Zn
∈ {0,1}Z
n
is said of class C(n,χ , p) if for ev-
ery x ∈ Zn and S ⊂ Zn such that inf{‖a− x‖ : a ∈ S} ≥ χ , we have P
(
f (x) =
1|( f (a))a∈S
)
≥ p. Such elements appear naturally when performing one-step renor-
malization arguments. We are ready to state a result that will help to control the
process restricted to G and will also be used in Section 4. It consists of a rephrasing
of the part of the statement of Theorem 0.0 in [9] that serves our purposes.
Theorem 5 (Theorem 0.0 in [9]). For every ρ > 0 and χ there exists p0 such
that every random element ( f (x))x∈Zn of class C(n,χ , p) with p > p0 dominates
stochastically an i.i.d. family of Bernoulli random variables (g(x))x∈Zn such that
P(g(x) = 1) = ρ . Moreover, ρ can be taken arbitrarily close to 1 provided that p0
is also made sufficiently close to 1.
Let {η(x,y)}(x,y)∈Z2 be such that
η(x,y) =
{
1, if all sites in Γ (x,y) are open,
0, otherwise.
(13)
Lemma 5. There exists χ ∈N and s= s(Ep(ω(o))) such that, under Pp, the process
η given by (13) is of class C(2,χ ,s). Furthermore, s can be made arbitrarily close
to 1 provided that all the parameters pI is made close enough to 1.
Proof. For x∈Zn and R> 0, let B(x;R) be the set of sites y∈Zn such that ‖x−y‖≤
R. Let R= ‖w1‖= ‖w2‖. Observe that for each v∈Z
2 we have thatΓ (v)⊂B(Av;R).
In particular, for all I ∈I (k;n), piI(Γ (v))⊂ piI(B(piI ◦Av;R)). By Lemma 4-ii. there
exists c> 0 such that
‖piI(Av−Au)‖ ≥ c‖u− v‖.
Thus, the choice χ = 3R/c gives that piI(B(piI ◦Au;R)) and piI(B(piI ◦Av;R)) are
disjoint provided that ‖v− u‖ ≥ χ . In particular η(v) is independent of {η(u) : u ∈
Z
2,‖v− u‖ ≥ χ}.
Since Γ (v)⊂ B(Av;R) we can use (8) to obtain
Pp(η(v) = 1)≥ Pp
(
all sites in B(Av,R) are open
)
≥
[
Ep(ω(o))
](2R+1)k
.
Hence η is of class C
(
2,3R/c, [Ep(ω(o))]
(2R+1)k
)
. ⊓⊔
We are now ready to present the proof of 4.
Proof (Proof of Theorem 4). In light of Theorem 5, we can choose all pI < 1 suf-
ficiently close to 1 so that Eω(o) = ∏I∈I pI is large enough to guarantee that the
process η defined in (13) dominates stochastically a standard supercritical Bernoulli
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site percolation process in Z2. In particular, with positive probability we have that
Vη(o) is infinite. We conclude by observing that each path {o,v1,v2 . . . ,} ∈Z
2 of η-
open sites such that lim j→∞ ‖v j‖= ∞ can be mapped into a path {o,x1,x2, . . .} ⊂ G
with lim j→∞ ‖x j‖= ∞ and whose sites are ω-open. ⊓⊔
4 Polynomial decay of connectivity
In this section we prove Theorem 3 and indicate the few modifications that lead
to the proof of Theorem 2. Our method follows essentially the ideas presented in
[7] for Bernoulli line percolation. However, there is a complication and we need to
adapt Lemma 4.7 therein to the higher dimension setting. The main problem is that
the proof presented in [7] only works in 3-dimensions. We replace that result by our
Proposition 1 whose proof relies on Lemma 6.
4.1 Crossing events
Given integers a < b and c < d and {η(x)}x∈Z2 ∈ {0,1}
Z
2
we say that there is a
bottom to top crossing in the rectangle R := [a,b]× [c,d]∩Z2 if there is a path
{(x0,y0), . . . ,(xT ,yT )} ⊂ R of η-open sites such that y0 = c and yT = d. We de-
note BT (R) the event that such a cross occur that is, the set of all the configu-
rations η for which there is a bottom to top crossing in R. Similarly, we say that
there is a left to right crossing in the rectangle R if there exists a path of open sites
{(w0,z0), . . . ,(wH ,zH)} ⊂ R with w0 = a and wH = b, and similarly, we denote this
event by L R(R).
Let N and {m j}
n
j=2 be non-negative integers and denote
B= B(N,m2, . . . ,mn) := [0,N]× [0,m2]× . . .× [0,mn]∩Z
n.
Throughout this section wewill regard the first coordinate as measuring the height of
the rectangle B. Thus, for a random element {η(x)}x∈Zn ∈ {0,1}
Z
n
, we can refer to
bottom to top crossings in B: We denote by BT (B) the set of all the configurations
for which there exists a path of η-open sites {x0, . . . ,xT} ⊂ B such that pi{1}(x0) = 0
and pi{1}(xT ) = N.
Let k= 2 and I j = {1, j}, 2≤ j≤ n. Notice that the set piI j (B)⊂Z
2
I j
is isomorphic
to a rectangle in Z2 with side lengths m j and N corresponding to the jth and first
coordinate respectively. Define
ξ (x) = ωI2 (piI2(x)) · · ·ωIn(piIn(x))
Notice that ξ ≤ ω (see (4)). If there is a bottom to top crossing in B of sites x ∈ Zn
that are ωI j -open for all 2 ≤ j ≤ n (which is to say, ξ ∈ BT (B)) then a simple
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projection onto the coordinate planes Z2I j show that ωI j ∈ BT (piI j (B)) for all 2 ≤
j ≤ n. Our next result states that the converse is also true. For that, given paths
that cross the projections piI j (B) from top to bottom we will need to construct a
path inside B which is projected under piI j to the given crossing in piI j (B). Although
it may sound somewhat intuitive that it is possible to do so, we did not find any
existing proof for this fact. Therefore, we have produced a combinatorial proof that
may be interesting in its own.
Proposition 1. Let k= 2. For each i= 2, . . . ,n, let γI j : {0}∪ [H j]→ piI j (B) be a path
composed of ω j-open sites such that: pi{1} ◦ γI j (0) = 0, pi{1} ◦ γI j (H j) = N and for
all 0≤ t < H j we have pi{1} ◦ γI j (t)< N. Then there exists a path λ : {0}∪ [T ]→ B
whose sites are ωI j -open and satisfying that for every j= 2, . . . ,n, piI j (λ (0)) = γI j (0)
and that piI j (λ (T )) = γI j (H j). In particular, if ωI j ∈BT (piI j (B)) for all 2≤ j ≤ n,
then there exists a bottom to top crossing in B whose sites are ωI j -open for each
2≤ j ≤ n.
Proposition 1 implies that [ξ ∈ BT (B)] =
⋂n
j=2BT (piI j (B)) hence, by indepen-
dence:
P(ξ ∈BT (B)) =
n
∏
j=2
PpI j
(BT (piI j (B)), (14)
where P stands for ⊗I∈I (k;n)PpI . For n = 3 and k = 2, this result has already been
proved in [7, Lemma 4.7]. Here we extend this result for any n≥ 3 and k = 2.
For the proof of Proposition 1 we use the following lemma that is inspired by the
Two Cautious Hikers Algorithm discussed by G. Pete in [11, page 1722].
Lemma 6. Let N and {Ti}
n
i=1 be non-negative integers. Let, for each i ∈ [n], Si :
{0}∪ [Ti]→{0}∪ [N] be functions satisfying:
i. |Si(t)− Si(t− 1)|= 1, ∀t ∈ [Ti] ;
ii. 0≤ Si(t)< N, for all 0≤ t < Ti;
iii. Si(0) = 0 and Si(Ti) = N.
Then there exists T ∈N and fi : {0}∪ [T ]→{0}∪ [Ti], 1≤ i≤ n, that satisfy:
a) | fi(t)− fi(t− 1)|= 1, for all t ∈ [T ];
b) S1 ◦ f1(t) = S j ◦ f j(t), for all t ∈ {0}∪ [T ], for each 1≤ j ≤ n;
c) S1( f1(0)) = 0 and S1( f1(T )) = N.
Before we give a proof for this lemma let us clarify its statement. The functions Si
can be thought of as n different randomwalks parametrized by t ∈ {0, . . .Ti} and that
can at each step jump one unit up, one unit down or remain put. They are required
to start at height 0, to remain above 0 and finish at height N. The conclusion is that
it is possible to introduce delays to the individual random walks or even require
them to backtrack (by means of composing them the fi’s) so that they will all be
parametrized by the same interval {0, . . . ,T} and always share the same height for
any time inside this interval. The arguments in [11] can be modified in order to
obtain a proof for n= 2. Below we present a proof that works for general n.
Proof (Proof of Lemma 6). LetG=(V (G),E(G)) be a graph with vertex setV (G)={
v= (t1, . . . , tn) ∈N
n : ti ∈ {0, . . . ,Ti} and S1(t1) = S j(t j) for every 1≤ j ≤ n
}
and
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whose edge set E(G) consists of the pairs of vertices v = (t1, . . . , tn) and w =
(s1, . . . ,sn) such that |ti− si|= 1, for all 1≤ i≤ n. Similarly to [11], we have:
Claim: The degrees of every vertex v ∈ V (G) are even, except for (0, . . . ,0) and
(T1, . . . ,Tn) that are the unique vertices that have degree 1.
Proof of the claim: It is simple to verify that (0, . . . ,0) and (T1, . . . ,Tn) have degree
one.
For i ∈ [n] and t ∈ {0}∪ [Ti], we say that t is of type:
(i,/) if Si(t+ 1) = Si(t− 1)+ 2;
(i,\) if Si(t+ 1) = Si(t− 1)− 2;
(i,∨) if Si(t+ 1) = Si(t− 1) and Si(t+ 1) = Si(t)+ 1;
(i,∧) if Si(t+ 1) = Si(t− 1) and Si(t+ 1) = Si(t)− 1.
Notice that if v= (t1, . . . , tn) ∈ V (G) has at least one ti of type (i,∨) and at least
one t j of type ( j,2,−) its degree in G has to be equal to zero. This is because
Si(ti± 1) = Si(ti) + 1 = S j(t j) + 1, and S j(t j ± 1) = S j(t j)− 1, and hence Si(ti±
1)− S j(t j± 1) = 2 which implies that every possibility for the entries (ti± 1) and
(ti± 1) of a neighbor of v would lead to an element that does not belong to V (G).
Thus, a necessary condition for the degree of v to be different from 0 is that there is
a partition [n] = A∪B such that for all j ∈ B, t j is of type ( j,/) or ( j,\) and, for all
i ∈ A either every ti is of type (i,∨) or every ti is of type (i,∧).
In the case that v= (t1, . . . , tn) ∈ G is such that all ti are of type (i,/) or (i,\) we
have that v has exactly two neighborhoodsw and w′ ∈V (G):
w=
(
ti+1{ti is of type (i,/)}−1{ti is of type (i,\)}
)n
i=1
,
w′ =
(
ti−1{ti is of type (i,/)}+1{ti is of type (i,\)}
)n
i=1
.
In the case that v = (t1, .., tn) ∈ V (G) is such that exactly k entries, say {ti j}
k
j=1
are of type (i,∨) and the other n− k entries are of type (i,/) or (i,\), we obtain that
v has exactly 2k neighborhoods. This follows by induction on k, by observing that
each of the two possibilities ti j ±1 imply Si j(ti j ±1) = Si j (ti j )+1. Similarly, this is
also true in the case that exactly k distinct {ti j}
k
j=1 are of type (i,∧) and the other
n− k are of type (i,/) or (i,\). This completes the proof of the claim.
Let v∗ = (T1, . . . ,Tn) and o = (0, . . . ,0) be the unique vertices of G that have
degree 1. Let H be the largest connected subgraph of G that contains o. The sum
∑v∈H degree(v) is twice the number edges of H , in particular it is an even number.
Thus, ∑v∈H \{o}degree(v) is an odd integer, and this holds if and only if v
∗ ∈ H .
Hence, o and v∗ are in the same connected component of G, which implies the
existence of a number T ∈N and path γ : {0}∪ [T ]→G with γ(0) = o and γ(T ) =
v∗. The choice fi(t) = pi{i}(γ(t)) completes the proof. ⊓⊔
Proof (Proof of Proposition 1). Assume that for each 2 ≤ j ≤ n, there exist non-
negative integers H j and paths of ωI j -open sites γI j : {0}∪ [H j]→ piI j (B) such that:
pi{1} ◦ γI j (0) = 0, pi{1}◦ γI j (H j) =N and for all 0≤ t <H j we have pi{1} ◦ γI j (t)<N.
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For each 2≤ j≤ nwe define recursively a sequence of times (τ j(0),τ j(1), . . . ,τ j(Tj))
as follows:
τ j(0) =0;
τ j(t+ 1) = inf{s ∈ [τ j(t)+ 1,H j]∩N : |pi{1}(γI j (s)− γI j (s− 1))|= 1},
and we define Tj as the first time at which τ j(Tj) = H j.
Let S j := pi{1} ◦ γI j ◦ τ j, for each 2 ≤ j ≤ n. Then {S j}
n
j=2 satisfy Conditions i.-
iii. in Lemma 6. Hence, there exists a non negative integer T > 0 and { f j}
n
j=2 that
satisfy Conditions a-c in the same lemma.We claim that the function λ : {0}∪[T ]→
B denoted by λ (t) = (λ1(t), . . . ,λn(t)) where
λ1(t) = S2 ◦ f2(t) = · · ·= Sn ◦ fn(t),
λ j(t) = pi{ j} ◦ γI j ◦ τ j ◦ f j(t), 2≤ j ≤ n,
has the following properties:
i. λ (t) is ωI j -open for all 2≤ j ≤ n;
ii. For each 1≤ t ≤ T , λ (t) and λ (t− 1) are connected by a path γt of sites that are
ωI j -open for all 2≤ j ≤ n;
iii. λ1(0) = 0 and λ1(T ) = N.
The proof will be complete once we show that these three conditions are valid.
One can check readily that Condition iii. holds. So we now prove the validity of the
other two.
Validity of Condition i. Notice that, for all t ∈ [T ],
piI j (λ (t)) =
(
λ1(t),λ j(t)
)
=
(
S j ◦ f j(t),pi{ j} ◦ γI j ◦ τ j ◦ f j(t)
)
=
(
pi{1} ◦ γI j ◦ τ j,pi{ j} ◦ γI j ◦ τ j ◦ f j(t)
)
= γI j ◦ τ j ◦ f j(t).
Since every site in γI j is ωI j -open, we have ωI j (piI j (λ (t))) = ωI j (γI j ◦τ j ◦ f j(t)) = 1.
Validity of Condition ii. For each t ∈ [T ] we have either λ1(t) = λ1(t − 1)+ 1 or
λ1(t) = λ1(t − 1)− 1. Let us assume the former holds. The latter can be treated
similarly.
There are integers {x j}
n
j=2 such that
λ (t)−λ (t− 1) = (1,x2,x3, . . . ,xn),
and in particular:
γI j ◦ τ j ◦ f j(t)− γI j ◦ τ j ◦ f j(t− 1) = e1+ x je j.
We claim that λ (t)− e1 is ωI j -open for all 2 ≤ j ≤ n. To see this, notice that
piI j (λ (t)− e1) = γI j ◦ τ j ◦ f j(t)− e1, and that only two possibilities may happen:
either f j(t)− f j(t − 1) = −1 or f j(t)− f j(t − 1) = +1. In any case, denoting
a j = f j(t)− f j(t− 1), we have
γI j ◦ τ j ◦ f j(t)− e1 = γI j (τ j ◦ f j(t)− a j),
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and hence λ (t)−e1 also is ωI j -open for all 2≤ j≤ n. Let p0 = λ (t), p1 = λ (t)−e1,
and pk = pk−1− xkek, 2 ≤ k ≤ n. In particular, pn = λ (t− 1). Let [p j, p j+1] be the
path that goes along the line segment of points x ∈ Zn that has p j and p j+1 as its
extremes. We claim that γt =
⋃n
j=1[p j−1, p j] is a path of sites fulfilling Condition ii.
Start with y in the line segment [p1, p2]. Thus, pi1(y) = pi1(p1) and it is ωI j -open for
all 2 ≤ k ≤ n: The case k = 2, follows from the definition of γI2 and τ2; for k > 2
we have ωIk (piIk (y)) = ωIk (piIk (p1)) = 1. Inductively, each y in the line segment
[p j, p j+1] has the following properties:
pi1(y) = pi1(p1)
ωIk (piIk (y)) = ωIk (piIk (pn)) = 1, for each 2≤ k ≤ j,
ωI j+1 (piI j+1(y)) = 1, by the definition of γI j+1 and τ j+1,
ωIk (piIk (y)) = ωIk (piIk (p1)) = 1, for each j+ 1< k ≤ n.
This completes the proof. ⊓⊔
4.2 Percolation on a renormalized lattice
In this section we will define a percolation process in a renormalized lattice whose
sites can be matched to hypercubes from the original lattice, called boxes. We re-
strict ourselves to the case k = 2 so that the projections of theses boxes into the
coordinate planes are given by squares. The boxes are called good depending on
whether some crossings occur inside and around some of these projected squares
as illustrated in Figure 1. Taking the side of the boxes to be large enough, we can
guarantee that boxes are good with large probability, so that the percolation pro-
cesses induced by good boxes in the renormalized lattice dominates a supercritical
site percolation process. This implies the existence of arbitrarily long paths of good
boxes. The directed nature of the dependencies introduces some complications in
showing stochastic domination, and in order to gain some kind of independence we
will need to look at oriented portions of the renormalize lattice as the one illustrated
in Figure 3.
Before we proceed, we recall a classical fact about crossing events.
Remark 4. Let p> pc(Z
2). If c> 0 is large enough (depending on p) then
lim
N→∞
Pp(BT ([0,⌊c logN⌋]× [0,N]∩Z
2)) = 1, (15)
where and ⌊x⌋ denotes the integer part of a real number x.
From now on, given y ∈ Zn, we use the notation
B(y;N) =: [y1,y1+N− 1]× . . .× [yn,yn+N− 1]∩Z
n.
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Furthermore, we define:
B j(y;N) := piI j
(
B(y;N)∪B(y+Ne1;N)∪B(y+Ne j;N)
)
.
In the next definition, we still stick with the convention that the first coordinate x1
measures the height of each B j(y;N):
Definition 1. Given ωI j ∈ {0,1}
Z
k
I j , we say B j(y;N) is ωI j -good when
ωI j ∈BT (piI j (B(y;N)∪B(y+Ne1;N)))∩L R(piI j (B(y;N)∪B(y+Ne j;N))).
Furthermore, given (ωI j )
n
j=2, we say that B(y;N) is good if for all j = 2, . . . ,n,
B j(y;N) is ωI j -good (see Figure 1).
e2 e3
e1
Fig. 1 The projection into the subspace spanned by e1, e2 and e3 of a set of four adjacent boxes
that are ωI2 -good and ωI3 -good.
For fixed N ∈N we say that γ :N→ Zn is a path of good boxes if
for each t ∈N, B(γ(t);N) is a good box and
γ(t+ 1) = γ(t)+Ne jt for some jt ∈ [n].
(16)
In what follows we will make use of the following lemma whose proof can be done
following exactly the same lines as in [7, Lemmas 4.10 and 4.11]. The idea is to
iterate the use of Proposition 1 to pass from one good box to the next one following
a path contained inside these boxes whose sites are ωI j -open for each 2 ≤ j ≤ n
(as done in [7, Lemma 4.10]). This is possible because the definition of good boxes
entails the existence of a system of crossings inside the projections of these boxes
into the respective Z2I for which Proposition 1 apply as shown in Figure 1. Being
able to pass from one good box to the next adjacent one, all we need to do is to
concatenate the paths in order to obtain a path starting in the first good box in the
sequence and ending at the last one (as done in [7, Lemma 4.11]).
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Lemma 7. Let N ∈N and γ :N→Zn be a path of good boxes. Then for each t ∈N,
there exists a path of sites {x0, . . . ,xT} ⊂ ∪
t
s=0B(γ(s);N) that are ωI j -open for each
2≤ j ≤ n, and with x0 ∈ B(γ(0);N) and xT ∈ B(γ(t);N).
Let p0 = o and r0 = 2. For N ∈N and t ∈ Z, define recursively
pt = pt−1+Nert , (17)
where rt ∈ {2,3 . . . ,n} is such that t ≡ rt − 2 mod (n− 1). Roughly speaking, as t
increases the values of rt run through the set {2,3, . . . ,n} cyclically. As an example,
when n= 4 we have r0 = 2,r1 = 3,r2 = 4,r3 = 2,r4 = 3,r5 = 4, and so on. As for the
points pt , they form a directed sequence whose increments are segments of length
N, each oriented along one of the directions in {e2,e3, . . . ,en}. The orientation of
these segments follow the same cyclic pattern as rt .
Let ν = (ν(t,x))(t,x)∈Z2 be the random element in {0,1}
Z
2
defined as
ν(t,x) := 1[B(pt +Nxe1;N) is good]. (18)
e2 e3
e4
Fig. 2 Let n = 4 and k = 2. The darker boxes are the projections into the subspace spanned by
e2,e3,e4 of boxes B(pt +Nxe1;N) for t = 0, . . .,15 and arbitrary x (light gray boxes where added
to help visualization). There are only 11 such boxes that are visible from this perspective which
correspond to indices t with rt = 2 or rt = 4. The other 5 boxes corresponding to rt = 3 are not
visible because they lie behind other boxes colored in light gray.
The process ν can be thought as a percolation process in a renormalized (that
is, rescaled) lattice where sites are now boxes of the type B(pt +Nxe1;N) (for
(t,x) ∈ Z2). The cyclic nature of rt and the choice of the sequence pt as in (17)
allows us to derive some properties of this renormalized lattice. On the one hand,
the projection into the subspace spanned by e2, . . .en is given by a spiral sequence
of neighboring boxes which is isomorphic to a line of boxes sharing a face, see Fig-
ure 2. On the other hand, the projection into the subspace spanned by e1,ei,e j for
i, j ∈ {2, . . . ,n} and i 6= j resembles a jagged wall of boxes as illustrated in Figure
3 which is isomorphic to a plane of adjacent boxes. This specific shape guarantees
that, for the process ν , the statuses of distant boxes in this renormalized lattice are
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e3
e2
e1
Fig. 3 Let n= 4 and k = 2. This picture shows the projection into the subspace spanned by e1,e2
and e3 of the boxes B(pt +Nxe1;N) for t = 0, . . . ,15 and x= 0, . . . ,9.
independent as they will have disjoint projections into the Z2I j subspaces. This is the
content of the next lemma:
Lemma 8. For the random element ν given as in (18), the variable ν(t,x) is inde-
pendent of {ν(s,y) : |t− s| ≥ 2(n−1) or |y−x| ≥ 2}. In particular, the process ν is
of class C(2,χ , p) for some p> 0.
Proof. Let (t,x) ∈ Z2 be fixed. Since the event that the box B(y;N) is good is mea-
surable with respect to the σ -algebra generated by the family of random variables
n⋃
j=2
{ωI j (v) : v ∈ B j(y;N)},
all we need to show is that, for each 2≤ j≤ n, the sets B j(pt+Nxe1;N) and B j(ps+
Nye1;N) are disjoint in both cases |t− s| ≥ 2(n− 1) or |y− x| ≥ 2.
If |y− x| ≥ 2 we have that for each 2 ≤ j ≤ n the distance between B j(pt +
Nxe1;N) and B j(ps +Nye1;N) is at least 1, and this is also true in the case that
|t − s| ≥ 2(n− 1), since, in this case, we have that except for the first coordinate,
each coordinate of ps− pt has absolute value at least 2N. ⊓⊔
Once the range of dependency is controlled for the process ν , we use Theorem 5
in order to have it dominated from below by a supercritical Bernoulli process:
Lemma 9. Assume that for each 2 ≤ j ≤ n we have pI j > pc(Z
2). Then for every
ε > 0 there exists N =N(ε) ∈N such that the process ν = (ν(t,x))(t,x)∈Z2 (cf. (18))
dominates stochastically a standard Bernoulli site percolation process in Z2 with
parameter p > 1− ε .
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Proof. We write P=⊗I∈I (k;n)PpI . Since for all (t,x)∈ Z
2 we have that P(ν(t,x) =
1) = P(ν(0,0) = 1), in view of Theorem 5 and the previous Lemma, we only need
to show that P(ν(0,0) = 1) can be made arbitrarily close to 1 for suitable large
N. Recall that the box B(o;N) is good if for each 2 ≤ j ≤ n, B j(o;N) is ωI j -good.
Observe that for j 6= l, the events [B j(o;N) is ωI j -good] and [Bl(o;N) is ωIl -good]
are independent. Hence, all we need to show is that the assumption pI j > pc(Z
2)
implies that the probability that each B j(o;N) is ωI j -good can be made arbitrarily
close to 1 for each j, for a suitable choice of a large non negative integer N, which
may depend on p j. By the FKG inequality, we have:
P(B j(o;N) is ωI j -good )≥PpI j
(
BT (piI j (B(y;N)∪B(y+Ne1;N))
)
×
PpI j
(
L R(piI j (B(y;N)∪B(y+Ne j;N))
)
.
The fact that each probability in the right-hand side above can be made arbitrarily
close to 1 by choosing N sufficiently large follows from the fact that pI j > pc(Z
2)
together with classical crossing probability estimates for supercritical Bernoulli site
percolation (for instance Eq. (15) in Remark 4 is sufficient). ⊓⊔
4.3 Proof of Theorems 3 and 2.
We start this section presenting the proof for Theorem 3. Roughly speaking, it con-
sists of three steps. First find a path spanning a rectangle in the renormalized lattice
that is very elongated in the vertical direction. This path can be mapped to a path
of good boxes in the original lattice. Lemma 7 allows to obtain a long path of sites
in the original lattice that are ωI j open for every j = 2, . . . ,n. Comparison with a
supercritical percolation process in the renormalized lattice, shows that this step can
be accomplished paying only a constant probability cost. The second step consist
of guarantying that the sites in this long path are also ωI open for every index I
that does not contain the coordinate 1. The geometry of our construction allows to
accomplish this step by paying only a polynomial path in the length of the path.
An extra polynomial probability cost needs to be payed in order to require that the
long path starts at the origin. The third and last step consists in guarantying that the
origin does not belong to an infinite connected component. This accomplished by
construction a closed set surrounding the origin much in the spirit of Lemma 1 .
Again only polynomial probability cost is necessary to accomplish this step.
At the end of this section we indicate the modifications that need to be performed
in the proof in order to obtain a proof of Theorem 2.
Proof (Proof of Theorem 3). Let ε > 0 be such that 1− ε > pc(Z
2) and {η(x)}x∈Z2
be a Bernoulli site percolation process on Z2 with parameter 1− ε , hence supercrit-
ical. Fix N ∈N (depending on ε) large enough so that the claim in Lemma 9 holds,
i.e., the process {ν(x)}x∈Z2 defined in (18) dominates {η(x)}x∈Z2 stochastically.
Let
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O1 =
{
ν ∈BT ([0,⌊co logK⌋]× [0,K]∩Z
2)
}
.
In view of Remark 4, we can choose a large constant co > 0 (depending on ε) such
that
liminf
K→∞
P
(
O1)≥ liminf
K→∞
P
(
η ∈BT ([0,⌊co logK⌋]× [0,K]∩Z
2)> 0. (19)
The value of co will be kept fixed from now on.
e3
e2
e1
e3
e2
e1
Fig. 4 Let n = 4 and k = 2. On the left: The projection of the set Z 2(K;N) into the subspace
spanned by e1, e2 and e3 in a situation where K = 9 and ⌊co logK⌋ = 15 (only 10 zig-zag steps
appear, instead of 15 because indices t for which rt = 4 lead to steps towards a fourth dimension).
On the right: the union of the boxes corresponding to a piece of a path of boxes inside Z (K;N). In
order for the event O1 to happen, one needs the existence of such a path crossing the region from
bottom to top.
Recall the definition of a path of good boxes as being a directed sequence of sites,
each lying at distance N from the preceding one, and such that the corresponding
boxes of size N are good (see (16)). In light of Lemma 7, the occurrence of O1
entails the existence of a path of good boxes {z0, . . . ,zT} ⊂ Z
n with pi{1}(z0) = 0
and pi{1}(zT ) = NK, and such that each good box B(zi;N) is contained in the set
Z 2(K;N)⊂ Zn defined as
Z
2(K;N) :=
⋃
(t,x)∈Z2 :
0≤t≤⌊co logK⌋,0≤x≤K
B(pt +Nxe1;N). (20)
Roughly speaking, the set Z 2(K;N) is the subset of Zn that comprises all the sites
inside boxes of size N in a portion of the renormalized lattice resembling a thicken-
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ing of width N of a jagged rectangular region of side co log(K) and height K. The
reader might find it useful to consult Figure 4 in order to clarify the definition of
the set Z 2(K;N) and the definition of the event O1. Note however that the picture
may be a little bit misleading because for K large, the jagged wall region depicted
therein should look very elongated in the e1 direction.
Let O2 be the event that every site z ∈ Z
2(K;N) is ωI-open for all the indices
I ∈ I (2;n) such that I ∩ {1} = ∅. Notice that, for every index I ∈ I (2;n) that
does not include the coordinate 1 each of the boxes appearing in the l.r.s. of (20)
projects to a square in Z2I containing N
2 sites. Moreover, using the cyclic nature of
the rt , we can conclude that as t runs over the interval 0, . . . ,⌊co logK⌋, the amount
of different projections into each Z2I that one needs to check in order to determine
the occurrence of O2 does not exceed c
′ logK for some positive universal constant
c′ = c′(n,co) (for instance c
′ = 3(n− 1)−1co). See Figure 5 for an illustration of
these projections.
e2 e3
e4
e2 e3
Fig. 5 On the left: the darker region is the projections of the Z 2(K;N) into the subspace spanned
by e2, e3 and e4. The spiral contains co⌊logK⌋ boxes of size N. On the right: the projection of the
boxes into Z2{2,4} and Z
2
{3,4}. These projections contain no more than c
′ logK squares with N2 sites
(for some constant c′ = c′(co,n)> 0).
Therefore, we have
P(O2)≥ ∏
I∈I (2;n);
{1}∩I=∅
pI
c′ log(K)N2 = exp
(
c′N2 logK ∑
I∈I (2;n);
{1}∩I=∅
log pI
)
.
Let us define
α2 := c
′N2 ∑
I∈I (2;n);
{1}∩I=∅
log( 1
pI
)
so that we have
P(O2)≥ exp(−α2 logK) = K
−α2
which is to say that the probability of O2 is bounded below by a term that is propor-
tional to a negative power of K with exponent α2.
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By Lemma 7, on the eventO1 there exists a path γ : {0}∪[T ]→Z
2(K;N) of sites
that are ωI j−open for all 2≤ j ≤ n such that pi{1}(γ(0)) = 0 and pi{1}(γ(T )) = NK.
On the event O1 ∩O2, the sites in γ are actually ω-open. Unfortunately, this path
may not start at o. In order to fix this issue, let us introduce the event O3 that all the
sites z ∈ Zn with pi{1}(z) = −1 and such that z+ e1 ∈ Z
2(K;N) are ωI j -open for
each 2 ≤ j ≤ n. Since there are no more than cNn−1 logK such sites, P(O3) is also
proportional to a negative power of K. Moreover, on the event O2 ∩O3 these sites
are ω-open.
Now, on the event O1 ∩O2∩O3, o and γ(0) are connected by a path of ω-open
sites λ : {0}∪ [J]→ Zn, with λ (0) = o, λ (J) = γ(0) and pi{1}(λ ( j)) =−1 for every
j = 1, . . . ,J− 1. In other words, we have:
O1∩O2∩O3 ⊂ [o↔ ∂B(NK)]. (21)
Having constructed the eventsO1, O2 and O3 whose occurrence implies the exis-
tence of a long ω-open path starting at the origin, we now construct events on which
the cluster containing the origin is finite. This is done by first requiring that the ori-
gin in Z2{2,3} is enclosed by a circuit composed of ω{2,3}-closed sites only and then
requiring that there exists a set S surrounding the origin in Zn−2
[n]\{2,3}
whose edges
are P{2,3}(x)-closed for every for every x inside the circuit.
Indeed, let O4 be the event in which all sites in the square circuit in Z
2
{2,3} given
by
∂
(
([−2,4Nco⌊logK⌋+ 1]× [−2,4Nco⌊logK⌋+ 1])∩Z
2
{2,3}
)
are ω{2,3}-closed. Since the perimeter of this circuit is less than cN logK, for some
c > 0, the probability that O4 occurs is bounded below by a negative power of K.
Moreover, on the event O4, the origin of Z
2
{2,3} is surrounded by a ω{2,3}-closed cir-
cuit, therefore, Vω{2,3}(o;Z
2
{2,3}) is finite, which is to say that Condition i. in Lemma
1 is satisfied. Note also that the circuit encloses the projection of Z 2(K;N) into
Z
2
{2,3}.
Now, similarly to Condition ii. in Lemma 1, letO5 be the event in which there ex-
ists S ⊂ Zn−2
[n]\{2,3}
that surrounds the origin satisfying that inf{‖s‖ : s ∈S } ≥ 3NK
and that each site s ∈ S is P{2,3}(x)−closed for all x ∈
(
[−1,4Nco⌊logK⌋]×
[−1,4Nco⌊logK⌋]
)
∩Z2{2,3}. Following exactly the same type of Borel-Cantelli ar-
gument as in the proof of Lemma 2, we obtain that P(O5) = 1.
On the event O4∩O5, Conditions i.-ii. in the statement of Lemma 1 are satisfied.
Therefore
O4∩O5 ⊂ [o= ∞]. (22)
Combining (21) and (22) we get
Pp(o↔ ∂B(NK), o= ∞)≥ P(O1∩O2∩O3∩O4∩O5),
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Since O1,O2,O3, O4 and O5 are independent events, the fact that the probabilities
of O1 and O5 are uniformly bounded below by a positive constant, and that the
remaining events have probability proportional to a negative power of K finishes the
proof. ⊓⊔
We now indicate a few modifications to the proof of Theorem 3 that lead to
Theorem 2.
Proof (Sketch of the proof for Theorem 2).
One major ingredient for the proof of power law decay of the truncated connec-
tivity function in the case k= 2 to hold in a wider range of parameters p is Lemma 1
that has a two-dimensional appealing. It is not clear to us how to obtain an analogous
counterpart for k ≥ 3. Moreover, our renormalization arguments that relies on this
result provides a suitable N for which the process of good boxes dominates stochas-
tically a supercritical Bernoulli percolation requiring only that the parameters pI j
stay above pc(Z
2) (see Lemma 9).
In this line of reasoning, our first modification consists in fixing N = 1 and re-
defining the notion of good boxes for boxes of type B(y;N). For N = 1, B(y;1)
consists of a single point, i.e., B(y;1) = {y}. We say that B(y;1) is good if y is
ωI-open for all I ∈I (k;n) for which I∩{1} 6=∅.
With this notion of good boxes, a path of good boxes (as appearing in the state-
ment of Lemma 7) is simply a path of sites that are ωI-open for all I ∈ I that
contains 1 as an element, i.e., Lemma 1 holds trivially. Furthermore, Lemma 8 holds
with N = 1. In particular, if for all I ∈I (k;n) for which I∩{1}= {1}we choose all
parameters pI < 1 to be close enough to 1, then stochastic domination as in Lemma
9 holds with 1− ε > pc(Z
2).
The rest of the proof follows by fixing N = 1 and repeating the proof of Theorem
3 with some minor adaptations. ⊓⊔
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Appendix
In this appendix we present a proof of Lemma 4 that relies on elementary linear
algebra arguments.
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Proof (Proof of Lemma 4). Let L :Rn→Rn−2 be the linear application: L(x1, . . . ,xn)=
(y1, . . . ,yn−2) where
y j = x j+ xn−1+ jxn, for each 1≤ j ≤ n− 2.
Let v1,v2 ∈R
n be the vectors:
v1 =(−1, . . . ,−1,1,0),
v2 =(−1,−2,−3, . . . ,−(n− 2),0,1).
LetU :R2 →Rn be the linear applicationU(x,y) = xv1+ yv2, and denote
KerL := {v ∈Rn : Lv= 0},
RanU = {Uu : u ∈R2}.
We claim that KerL= RanU , and that piI ◦U is injective for all I ⊂ [n] with #I ≥ 2.
In fact, from the definition of L we obtain that v= (x1, . . . ,xn)∈KerL if and only
if Lv= (y1, . . . ,yn−2) satisfies y j = 0 for all 1≤ j ≤ n−2, and this equality holds if
and only if x j =−(xn−1+ jxn). In particular, v ∈ KerL if and only if
v= xn−1v1+ xnv2.
This shows that KerL= RanU .
To prove the second statement of our claim, we begin by observing the fact that:
For each I ⊂ [n] with #I = 2 the linear application piI ◦U :R
2 →R2 is injective.
To see that this is true, let I = {i, j}, with 1 ≤ i < j ≤ n. Then the possibilities for
the matrix piI ◦U are:
a)
(
−1 −i
−1 − j
)
, b)
(
−1 −i
1 0
)
, c)
(
−1 −i
0 1
)
, and d)
(
1 0
0 1
)
,
where a) corresponds to j ≤ n− 2; b) corresponds to j = n− 1; c) corresponds to
i≤ n−2 and j= n; d) corresponds to i= n−1. In any case we have |detpiI ◦U | ≥ 1
which implies injectivity.
It follows now that for all I ⊂ [n] with #I ≥ 2 the linear application piI ◦U :R
2 →
R
#I is injective. In fact, if for u,v∈R2 we have piI ◦Uu= piI ◦Uv, then in particular,
for each J ⊂ I with #J = 2 we have piJ ◦Uu= piJ ◦Uv which implies u= v.
Since v1 and v2 are linearly independent (overR), by the Gram-Schmidt process
there exists w˜1, w˜2 ∈ R
n orthogonal and such that their linear span is equal to the
linear span of v1 and v2:
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w˜1 = v1,
w˜2 = v2−
〈v1,v2〉
〈v1,v1〉
v1
= v2+
(2− n)
2
v1.
In particular, w1 = 2‖w˜2‖w˜1 and w2 = 2‖w˜1‖w˜2 are orthogonal, ‖w1‖ = ‖w2‖ and
both belong to Zn. Hence the linear application A : Z2 →Rn given by
A(x,y) =xw1+ yw2
=U(2x‖w˜2‖+ y(2− n)‖w˜1‖,2y‖w˜1‖)
is such that RanA⊂KerL∩Zn. Let H : Z2 → Z2 be the linear application
H =
(
2‖w˜2‖ (2− n)‖w˜1‖
0 2‖w˜1‖
)
.
Then H is injective and A =U ◦H. Hence for each I ⊂ [n] with #I ≥ 2, the linear
application piI ◦A= piI ◦U ◦H is injective, since H and piI ◦U are injective. Defining
c= min
I⊂[n]
inf
x∈R2
‖x‖=1
‖piI ◦Ax‖> 0
completes the proof. ⊓⊔
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