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ABSTRACT 12 
In this study we propose an approach to predicting the probability that river waters will exceed 13 
a water quality standard. The study used a two-part generalised linear modelling approach 14 
within a Bayesian framework. Binomial regression was used to model the probability that a 15 
water quality standard would be exceeded and included two factors - the difference between 16 
sampling sites and difference between years of sampling. Using a Bayesian approach meant 17 
that information could be drawn from all observations from all sites, across all years, and that 18 
all results would come with a measure of uncertainty. Furthermore, although some known 19 
factors could not be included in the binomial regression, they could be included using Bayes’ 20 
rule to enhance and inform the results. This approach was applied to assessing the probability 21 
of nitrate concentrations in English river waters exceeding the current nitrate water quality 22 
standard of 11.3 mg N /l. The study showed that  the Bayesian approach decreased the measures 23 
 




of uncertainty in the predicted outcomes was reduced by an average of 60% and increased the 24 
effective sample size by 64%.The best-fit model had a root mean square error (RMSE) of 7.9% 25 
which equated to an error of ± 1 sample above the water quality standard for the median site. 26 
When interaction of factors could be included, then RMSE decreased to 3.8%. It was not 27 
possible to include a diurnal cycle, owing to a paucity of sub-daily sampling, but there was a 28 
significant seasonal cycle and so outputs could be adjusted by means of Bayes’ rule to predict 29 
water quality standard exceedance each month. Comparison with the current method of 30 
classification shows no significant difference between five out of the six lowest classifications 31 
with only the highest classification being correlated with the estimated exceedence rate. With 32 
respect to nitrate in English river waters, the average exceedance rate was 8.3% but was 33 
declining at a statistically-significant rate of 0.09 %/yr2. 34 
 35 
1. Introduction 36 
The development of water quality standards has meant that maximum allowable concentrations 37 
of water quality determinands have been considered important (e.g., United States’ Clean 38 
Water Act - USEPA, 1976). An example of this is development of nitrate (NO3-) water quality 39 
standards in the UK and in the European Union for surface and groundwaters where the 40 
maximum allowable concentration was set at 11.3 mg-N/l (50 mg-NO3/l – EC Directive 41 
1991/676 – Official Journal, 1991). With any of these standards there are a number of issues, 42 
as there is not always guidance as to what constitutes “failure”. For example, if river-water 43 
NO3- concentrations were measured once a month for a year and the concentration exceeded 44 
11.3 mg-N/l only once, then would the river be considered to have failed the standard? 45 
Alternatively, would it be necessary for the average of the nitrate concentration to be greater 46 
than 11.3 mg-N/l? In both cases, either where a number of samples exceed a standard or an 47 
average, then further questions immediately arise. Firstly, how many samples are required and 48 
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what level of exceedance predicates failure of the NO3- standard? For the example, if the site 49 
exceeded 1 in 12 samples, what would have happened if only 10 samples had been taken or if 50 
the one that exceeded the standard been missed? Secondly, what average is being considered: 51 
could this involve an assumption of the distribution, that is, are the data normally or log 52 
normally distributed? Even if a non-parametric approach is considered, is the mode or the 53 
median to be used? Of course, there is no reason to use a measure of the average, or expected 54 
value of the chosen distribution, and indeed a percentile could be used (e.g., 95th percentile). 55 
With any of these measures comes the possibility of uncertainty and we would propose that 56 
when considering the exceedance of a standard, it is the distribution of the water quality 57 
determinand that is being sought, from which appropriate measures (e.g., expected value) 58 
should be chosen.  59 
 For any water quality monitoring programme, it is always a sample of the water quality 60 
that is being taken, yet it is the population of the water quality that we wish to know about. 61 
This difference between sample and population means makes inference from our samples to 62 
the actual distribution of a water determinand (e.g., nitrate) will involve uncertainty and so 63 
there is also a requirement to determine within what uncertainty an answer is acceptable. 64 
Within the Water Framework Directive (WFD – EC Directive 2000/60 – Official Journal, 65 
2000), European Union countries are mandated to improve surface waters to both good 66 
ecological and good chemical status. The ecological and chemical status is to be monitored in 67 
river basin districts with regular sampling and assessment on statistics of that observational 68 
data (Carstensen, 2007). However, which statistical measure should be used is not mentioned 69 
within the Directive and is left to the choice of individual national regulatory bodies. The 70 
different choices of which measure is used makes comparison between member states difficult. 71 
McBride and Ellis (2001) and Smith et al. (2001) have proposed a binomial approach in dealing 72 
with breaches of the Clean Water Act (USEPA, 1976). The binomial probability distribution is 73 
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a discrete probability distribution of the number of successes in a sequence of independent 74 
experiments. In this case, each sample collected at a site is considered as being an independent 75 
experiment and each of these samplings can be viewed as having one of only two outcomes - 76 
success or failure (i.e., whether the measured concentration meets or exceeds the defined 77 
standard). 78 
 In understanding the distribution of a water quality determinand, the uncertainty in an 79 
inference about that distribution will improve with an increased sample size, but time and 80 
financial constraints will always limit the number of samples that can be collected at an 81 
individual site. Indeed, the improvement of uncertainty decreases with increased sampling and 82 
so the return upon increased effort of sampling diminishes, raising the question of sampling 83 
efficiency. Simply expanding sampling increases costs disproportionately to value of the 84 
added data. This study therefore proposes that a consistent and coherent method is needed by 85 
which the most efficient use of the available data is used to provide the maximum information: 86 
Bayesian analysis allows more efficient use of public funds in this context. Therefore, we 87 
propose that, in understanding whether or not a water quality standard has been breached, a 88 
Bayesian model is used.  89 
Qian (2015) has argued that to improve estimation at any one site cross-sectional water 90 
quality monitoring data should be used, that is, sites should be compared together in an analysis 91 
of variance (ANOVA) – that is a normal distribution of data is assumed and this can be referred 92 
to as a general linear model. It is not necessary to restrict ANOVA to a normal distribution, but 93 
the method can be generalised to other distributions including a discrete probability distribution 94 
(eg. the binomial distribution), and therefore the study’s approach was generalised linear 95 
modelling. Further, as with general linear modelling within a generalised linear modelling 96 
approach, it is possible to consider cross-sectional data in the context of explanatory factors, 97 
the interactions of factors, and covariates. Where factors are taken independent categorical 98 
5 
 
variables and covariates are independent continuous variables. Within the context of water 99 
quality sampling, a factor could be the month of sampling, while a covariate could be the river 100 
flow at the time of sampling. Furthermore, the binomial modelling can be conducted within a 101 
Bayesian framework. Conducting statistical modelling within a Bayesian framework brings 102 
several advantages. Firstly, the Bayesian approach can combine sources of information in a 103 
coherent and consistent manner and this includes the use of prior information; within the 104 
context of water quality studies, the prior information would be from other sites and previous 105 
sampling. Secondly, the process is always within a probabilistic framework and results can be 106 
presented as probability distributions and so it is easy to give a measure of uncertainty on any 107 
prediction. Thirdly, the results of the modelling (the posterior) can be used as the prior 108 
information for the next analysis and so, this way, information builds. 109 
. Bayesian approaches nhave been used to support and direct parameter choices and 110 
uncertainty analysis in physical water quality models (eg. urban wastewater quality – Dotto et 111 
al., 2012). Krueger (2017) used a Bayesian approach to improve interpretation of the low 112 
frequency monitoring data typical of national monitoring schemes. Krueger (2017) considered 113 
concentrations of dissolved oxygen, orthophosphate and ammonium by multiple approaches 114 
using both continuous and discrete probability distributions. However, that approach did not 115 
include factors or covariates to improve the inference. Worrall et al. (2019) advanced on this 116 
Bayesian approach by considering a Bayesian generalised linear model of specific conductance 117 
in surface waters and so this approach combined the elements recommend by Qian (2015) and 118 
Krueger (2017). However, by considering specific conductance, Worrall et al. (2019) did not 119 
have to consider discrete probability relative to a water quality standard. 120 
 Therefore, the purpose this study was to combine the benefits of fitting a binomial 121 
distribution to understand the probability of exceeding a defined water quality standard, 122 
drawing upon cross-sectional data, its known factors and covariates, and with all the statistical 123 
6 
 
modelling within a Bayesian framework. The approach developed was applied to 124 
understanding water quality in the case of nitrate concentrations of English river waters. 125 
 126 
2. Approach and Methodology 127 
2.1. Study dataset 128 
This study considered nitrate data from all English river water sampling sites from 2005 to 129 
2017 that were collected by the Environment Agency (https://environment.data.gov.uk/water-130 
quality/view/landing). The data were selected if they were part of routine monitoring of all 131 
river water sites. Data reported as being collected as a response to pollution incidents were not 132 
included as these are more likely to include greater values and their additional sampling would 133 
distort the sample frequency.  The sites include streams, rivers and artificial drainage ditches 134 
but not any lakes, ponds or waste effluent discharges. Because of the large number of sample 135 
sites, and the variability in sampling frequencies, only sites with at least 10 data points and 136 
where those data came from more than one year were included. This selection was, in part, to 137 
help the statistical modelling by improving estimation of inter-year variation, but also reduce 138 
the number of sites - even after the use of these two criteria there were data from 7942 sites 139 
that could be included in the analysis. Two factors were included, firstly, the difference 140 
between sampling years, henceforward referred to as the “Year factor”, and, secondly, the 141 
difference between sampling sties, henceforward referred to as the “Site factor”. The 142 
interaction between these two terms was considered. The possible inclusion of other factors 143 
and covariates is discussed below. 144 
 145 
2.2. Binomial regression 146 
The binomial modelling was performed within the well-tested and efficient WinBUGS 147 
software (version 14 – Lunn et al. 2013) using Monte Carlo Markov Chain (MCMC) techniques 148 
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using the Metropolis-Hastings sampler. Prior distributions on the constant and levels of each 149 
factor were chosen as vague and as the WinBugs. For the constant term the prior is 150 
approximated as normal distribution with mean = 0 and standard deviation = 10, similarly the 151 
prior distribution of each level in each factor was set as a normal distribution with mean = 0 152 
and standard deviation = 2.5. The length of the MCMC chain was 30,000 cycles after a 10,000 153 
burn in cycles with samples saved every 10 cycles and with 1 chain. Model fit was tested using 154 
a number of approaches. First, that the 95% credible interval for any factor does not include 155 
zero, this is henceforward referred to as being significantly different from zero at a probability 156 
of 95%. Note that in a Bayesian analysis the equivalent of the confidence interval in frequentist 157 
statistics is the credible interval. Second, that inclusion of the factor, interaction, or covariate 158 
caused the total model deviance to decrease – the deviance is a goodness of fit measure and is 159 
a generalization of the idea of using the sum of squares of residuals in ordinary least squares. 160 
Third, that the inclusion of an additional factor, interaction or covariate decreased the deviance 161 
information criterion (DIC). It is generally true that inclusion of factors, interactions or 162 
covariates will decrease the total deviance of a model as their inclusion means greater degrees 163 
of freedom for fitting, and so the DIC accounts for the inclusion of more fitting parameters 164 
against the additional fit of the model by penalising for additional parameters relative to the fit 165 
of the model – it is general case of Aikake Information Criterion. Finally, it was also possible 166 
to directly compare the fit of the model to the observed data, that is, the predicted exceedence 167 
rate a site to the observed exceedence rate at the same site and this comparison was done using 168 
the root mean square error (RMSE). 169 
No covariates were considered in the initial model development although, for reasons 170 
outlined below, Year will later be included as a covariate. Although it is easy to consider a 171 
number of plausible covariates, they were not available for each site. For example, most sites 172 




2.3. Inclusion of allied factors 175 
The date and time of sampling was known for each observation; however, it was difficult to 176 
include these two as factors. Although multiple samples were taken at each site in each year, 177 
this was not the case for month of the year or time of day. The typical sampling frequency was 178 
only once a month and so there was not multiple sampling within any one month from which 179 
a proportion of success and failure of exceedence could be reasonably made. Similarly, with 180 
typically only one sample per month per site, the range of the times of day that were included 181 
was minimal and so impossible to calculate a sensible distribution of successes and failures for 182 
time of day for each site. For these known controls that could not be included in the generalised 183 
linear modelling, then Bayes’ rule could be applied separately to inform and update inference. 184 
By using Site and Year factors in the binomial modelling, the method is capable of predicting 185 
the probability of exceeding 11.3 mg N/l at any site included in the analysis for any year in the 186 
study period, but by looking across all the observations it was possible to test whether 187 
exceedence rates vary between months, and between times of day, and apply these probabilities 188 
to modify the predicted probabilities: this can be achieved by straightforward application of 189 




  (i) 192 
 193 
where: 𝑃𝑃(𝐴𝐴|𝐵𝐵)= the probability of A given that B is true; 𝑃𝑃(𝐵𝐵|𝐴𝐴) = the probability of B given 194 
A; P(A) = the probability of A; and P(B) = the probability of B. In this case 𝑃𝑃(𝐴𝐴|𝐵𝐵) is the 195 
probability of exceeding 11.3 mg N/l at a site in month B; 𝑃𝑃(𝐵𝐵|𝐴𝐴) the probability of it being 196 
month B given that 11.3 mg N/l has been exceeded at a site; P(A) the probability of exceeding 197 
11.3 mg N/l at a site; and P(B) is the probability of month B: this latter terms acts to normalise 198 
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so that ∑ 𝑃𝑃(𝐴𝐴|𝐵𝐵)121 = 𝑃𝑃(𝐵𝐵). Likewise, this approach can be viewed in terms of the time of day 199 
of sampling and so given a prediction of the probability of exceeding 11.3 mg N/l for a given 200 
site in a given year. Then, given knowledge of the seasonal and diurnal cycle in probability of 201 
exceeding 11.3 mg N/l, it is possible to estimate the probability of exceeding at any site at any 202 
time. The entire dataset was examined to assess 𝑃𝑃(𝐵𝐵|𝐴𝐴) where B is month of the year and time 203 
of day. 204 
 205 
2.4. Validation 206 
As a means of validating and demonstrating the modelling approach several approaches were 207 
taken. 208 
First, approach was to test the projection of results on the basis of the trend in the data. 209 
To do this assessment, the data from 2017 were held back and the model calculated from 2005 210 
to 2016 was applied to those new data for that year. To project the model forward to 2017, the 211 
Year factor was considered as a covariate instead of as a factor and the binomial model was re-212 
calculated for all data for all sites between 2005 and 2016 using the Site factor but Year was 213 
included as a covariate and not as a factor. To assess this projection a binomial model was 214 
calculated using only the observations from 2017, and therefore, only Site was used as a factor. 215 
The results of the analysis of 2017  were compared to those predicted for 2017 based upon 216 
projection from all previous results given year as a covariate.  217 
Secondly, to compare to this projection on the basis of the trend using Year as a 218 
covariate, predictions for 2016 based upon including site and year as factors (not as a covariate) 219 
were compared with predictions of the binomial model based upon results for 2017 alone. This 220 
test was used to see whether the probabilities for one year are a good prediction for a subsequent 221 
year and performed better than using Year as a covariate, i.e. performing better than basing 222 
estimates on the time trend within the data.  223 
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Thirdly, to test predictions within the the time series of the available data as opposed to 224 
projections beyond the available data, the predictions of binomial modelling for the year 2015 225 
based on using year as factor compared to year as a covariate were compared. This comparison 226 
enables to assess the method when year is used a covariate and when used a factor. 227 
 228 
As a means of demonstrating the comparison between weak and strong priors the 229 
predictions of the model applied only to the data from 2015, were compared to the predictions 230 
for 2015 based on all years of data from 2005 to 2016.  231 
 232 
 233 
2.5. Comparison to current method 234 
With respect to assessment of nitrate concentrations in surface waters in England, the approach 235 
used by English regulators has been to use Weibull’s method. The Weibull method is a non-236 
parametric approach to estimate the percentiles of a distribution (Ellis et al., 1993). The Weibull 237 
method was applied for any site for which there were at least 19 samples over a four-year period 238 
(2009 – 2014) leading up to the period assessment with respect to nitrate vulnerable zones. The 239 
samples are ordered and 95th percentile is then the concentration in the rth sample where for the 240 
95th percentile this is the value of the rth ranked observation where:  241 
 242 
𝑟𝑟 = 0.95(𝑛𝑛 + 1) (ii) 243 
 244 
where: r = rank of the 95th percentile sample; and n = number of samples. Note that for this 245 
approach there must be 19 samples, and that also if the r is not an integer the value of r is 246 
rounded down. 247 
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It is possible, within this non-parametric Weibull method, to assess the uncertainty in 248 
the assessment using an application of the binomial distribution (see supplementary material). 249 
The Environment Agency applied the non-parametric Weibull method to English surface 250 
running waters and classified sites according to both the 95th percentile and the confidence 251 
interval on this estimate – note that they chose to use the 90% confidence interval, (i.e., the 252 
interval between the 5th and 95th percentiles). Note that the confidence interval and the credible 253 
intervals have distinct definition between frequentist and Bayesian statistical approaches but 254 
for practical purposes have the same interpretation. The classification of surface running waters 255 
was then based upon the following intervals:  256 
1: at least 95% confidence that the 95th  percentile concentration is ≤ 11.3 mg N/l;  257 
2: at least 75% confidence that the 95th  percentile concentration is ≤ 11.3 mg N/l;  258 
3: at least 50% confidence that the 95th  percentile concentration is ≤ 11.3 mg N/l;  259 
4: at least 50% confidence that the 95th  percentile concentration is > 11.3 mg N/l;  260 
5: at least 75% confidence that the 95th  percentile concentration is > 11.3 mg N/l;  261 
6: at least 95% confidence that the 95th  percentile concentration is > 11.3 mg N/l. 262 
Although these are the rules as set out in Bewes et al. (2015), the actual classification method 263 
used in England was not based on nitrate but “total inorganic nitrogen” which was in fact the 264 
sum of the nitrate, nitrite and ammonia data available at any site – in this study we applied the 265 
classification based on nitrate concentration data alone, as nitrate is the overwhelmingly 266 
dominant component of total inorganic nitrogen concentrations in British rivers (Jarvie et al., 267 
2018).  268 
The Weibull method, based as it is on rank position, can only be constrained to give an 269 
uncertainty within the bounds of the values measured. In this study, the non-parametric Weibull 270 
method was applied to the available nitrate concentration data with respect to 2016 (i.e., based 271 
on the years 2012 to 2016) to predict the classification of the sites according to the current 272 
12 
 
method. For those sites for which the Weibull method was possible, the exceedence rate was 273 
also calculated, and the Bayesian binomial modelling approach was applied to predict the 274 
probability of exceeding 11.3 mg N/l and the uncertainty in that probability estimate.  The 275 
output of this study’s approach can be compared with the current approach, and therefore the 276 
classification and its uncertainty can be judged.  277 
 278 
2.6. Examples of Application 279 
The method developed was illustrated by application to three specific sites. The three specific 280 
sites were chosen to the cover the spectrum of available information, that is, one site was chosen 281 
which only just qualified for this study whereby there was only 10 samples over just two years 282 
(River Cole at Box Mill Lane – sampled only in 2005 and 2006). The second site was chosen 283 
to present the average site information that is where there were 144 samples over 12 years 284 
(River Rother at Canklow). Finally, one of the sites with the largest sampling frequency (River 285 
Deben at Cretingham) where there were 472 samples over 12 years. Within these categories, 286 
sites were chosen where they were close to average exceedence; after all there would little point 287 
demonstrating this method for sites where there was either never any observations above 11.3 288 
mg N/l or for sites where the observations were predominantly above 11.3 mg N/l.  289 
 290 
3. Results 291 
In total there 921117 measurements of nitrate at 11476 sites in routine monitoring in England. 292 
When the constraint of the site having to be sampled in more than one year is applied there 293 
were 639,508 measurements of nitrate in the routine, planned monitoring of English running 294 
surface waters for 7,942 sites which qualified under the criteria set with 95,352 combinations 295 
of site and year (Figure 1). Of the 639,508 nitrate measurements, 53,258 concentrations were 296 
at, or exceeded, 11.3 mg N/l, that is an overall probability of exceeding 11.3 mg N/l of 0.083 297 
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(8.3%) – henceforward, the probability of exceeding the defined water quality standard will be 298 
referred to as the “exceedance rate”. Given that the median and modal number of samples per 299 
year was 12, then an observed exceedence rate of 8.3 % is equivalent to one exceedence per 300 
year per site. The observed exceedence rate per year, regardless of the site, varied from 6.4% 301 
in 2008 to 9.9% in 2011.  302 
 303 
3.1. Binomial modelling 304 
Fitting a binomial model to the data with only the Year factor showed that there were significant 305 
differences (judged by the 95% credible interval) between years. However, when Year was 306 
used as a covariate, then there was a significant decrease in the exceedence rate over the course 307 
of the period of the study period with the average rate of decrease being 0.09% /yr2, that is, 308 
declining from a mean annual exceedence rate of 8.8% in 2005 to 7.8% in 2016. The value of 309 
the Deviance rises from 131 when Year is included as factor to a Deviance of 1,006 when Year 310 
is included as a covariate. The fit of the model with Year as a factor gave an RMSE of 14.6%; 311 
note this is the percentage error on exceedence rate as a percentage and so at the average 312 
observed exceedence rate of 8.3% then this RMSE is ±1.2%. Therefore, at the average site, the 313 
fit of the binomial model, using only the Year factor, is equivalent to ±1 exceedence per year 314 
per site. The annual predicted exceedence rate could also be expressed as varying from a 315 
minimum of 6.4 ± 0.3% in 2008 to a maximum of 10.0 ± 0.3% in 2011 - where the uncertainty 316 
is expressed as the 95% credible interval on the annual exceedence rate. However, changes 317 
over time in this dataset may be due to changes in the pattern of sampling between sites and 318 
times of year. For example, over the period since 2005, sampling moved to focus on sites and 319 
times of year where detecting concentrations in excess of 11.3 mg N/l were more likely and so 320 
actually mask a larger decline in exceedence rate. Although it was possible that inclusion of 321 
individual sites changed over the period of the study, the mean length of record for any site 322 
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was 7.5 years and there was no significant change in the overall number of sites that were 323 
sampled in each year – the minimum number was 3,645 in 2013 with a maximum of 6,415 in 324 
2006. Although there is no direct evidence for selective sampling inclusion of site as a factor 325 
in this analysis would therefore improve the analysis of the trend over the period of the study. 326 
However, first we will consider the Site factor alone. 327 
 When only the Site factor was considered, the mean annual exceedence rate varied from 328 
0.008 to 98.7%. The RMSE when considering only the Site factor was 8.2%, which for the 329 
average site would be an error of ±0.7 exceedences per year. 330 
 Including both the Site and Year factors did lead to a reduction in the Deviance and a 331 
reduction in DIC; however, the RMSE did not change, remaining at 8.2%, and so we conclude 332 
that the majority of the variance in the model is explained by the Site factor and only as small 333 
amount is explained by the variation between years. However, the variation between years was 334 
now independent of site variation. When the Site factor was then considered, it was 335 
independent of the sampling differences between years and the predicted range was between 336 
0.006% and 99% - it should be noted that the binomial model will not predict either 0% or 337 
100%. The distribution of the predicted exceedence rate when compared with the observed 338 
exceedence rate shows a particular problem with this type of data (Figure 2). The observed data 339 
are discrete in that it is only possible to either observe or not observe a sample over 11.3 mg 340 
N/l and it is not possible to measure half a exceedence. Given that the median and modal 341 
number of samples per site per year was 12, then 1 exceedence per year is 9%. 342 
Correspondingly, two exceedences per year is 17%, and the distribution of observed results 343 
(Figure 2) shows that indeed peaks in the distribution are focused on 8 and 16%. However, the 344 
binomial model predicts a continuous probability and gives an expected value of 8.2%. This 345 
contrast between the scales upon which data can be observed and data can be calculated 346 
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represents a fundamental problem and almost a fundamental limit to the fit of any probability 347 
model, if fit is defined in terms of RMSE.  348 
 The next advance was to include the interaction term between Site and Year factors; 349 
this interaction term represents the nature of the trend at individual sites. However, due to the 350 
nature of the sampling it was not possible to estimate the interaction term at each site.  Of the 351 
95,352 possible site-year combinations since 2005, there were 13,188 site-year combinations 352 
where it was possible to estimate the interaction term. For the same dataset of sites and years 353 
of data, when the interaction term was included, the Deviance fell to 4,577. For these same 354 
sites and years, the Deviance was 6,924 (for model using Site factor only) and 5,488 (for model 355 
using Site and Year as factors but not their interaction). The RMSE of the interaction of 3.2%, 356 
that is, at the median sampling rate this approach would be out by one exceedence every 3 357 
years. If the best combination of models was used, i.e.  accepting estimates for those where an 358 
interaction term could be used wherever possible but otherwise the estimate based upon the 359 
Site and Year factors only was taken, and in which case the RMSE decreased to 7.9%, that is, 360 
not much impact over using only factors and not their interaction. Alternatively, directly 361 
comparing the exceedence rate estimated from Site and Year factors with the exceedence rate 362 
estimated from Site and Year factors including their interaction give a significant(probability 363 
of intercept and gradient being different from zero at probability of at least 95%) equation: 364 
 365 
𝜃𝜃𝑆𝑆𝑆𝑆 = 0.01 + 0.93𝜃𝜃𝑆𝑆+𝑆𝑆 n = 13187, r2 = 0.89  (iii) 366 
 (0.0007) (0.002) 367 
 368 
where: 𝜃𝜃𝑆𝑆+𝑆𝑆 = exceedence rate estimated from Site and Year factors; and 𝜃𝜃𝑆𝑆𝑆𝑆= exceedence rate 369 
estimated from Site and Year factors including their interaction term. The values in the brackets 370 
below Equation (iii) are the standard errors in those terms and thus it is easy to see that the 371 
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gradient of Equation (iii) is significantly different from the unity and so the fit of this equation 372 
implies that on average the 𝜃𝜃𝑆𝑆+𝑆𝑆is an overestimate of 𝜃𝜃𝑆𝑆𝑆𝑆. 373 
It is possible to map the predicted probability and uncertainty on those predictions for 374 
any year in the dataset. For the year 2015 (Figure 3) the mean probability varied from 94 to 375 
0.1% with credible intervals varying from 92% (±46%) to 0.2% (±0.1%), that is, for some sites 376 
there almost complete uncertainty as to the probability of exceeding 11.3 mg N/l while for 377 
others there is almost complete certainty.  378 
The site that was the most certain is the River Meon upstream of the Warnford fish farm 379 
where 133 samples over 11 years have an average of 6.49 mg N/l and a coefficient of variation 380 
of 8.0%. The most uncertain site was Lunt Meadows where 10 samples were taken over 3 years 381 
and had an average of 10.1 mg N/l and a coefficient of variation of 40.0%. The comparison 382 
between the credible interval on the mean probability of exceeding 11.3 mg N/l and the sample 383 
size shows a significant relationship (Figure 3) with the credible interval declining in 384 
proportion to 1
√𝑛𝑛�








  R2 = 0.59 (v) 389 
 390 
where: CI = 95% credible interval. When each site was assigned to either Equation (iv) and (v) 391 
and plotted a spatial pattern emerges (Figure 4) whereby those following Equation (iv) are in 392 
areas dominated by permeable geology while those sites in areas dominated by impermeable 393 
geology follow Equation (v). For those sites following Equation (iv) the improvement (i.e. 394 
decrease in CI), is smaller with the same increase in sample size when compared to those sites 395 
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following Equation (v), for example an increase from a sample size of 6 to 12 would mean a 396 
29% decrease in the CI for both those following Equation (iv) and (v), but for those sites 397 
following Equation (v) this an actual decrease of this would be from ±0.26 to ±0.16 while for 398 
Equation (iv) it would ±0.07 to ±0.05. However, the CI is always lower for sites following 399 
Equation (iv) than those following Equation (v) except for the very highest values of n, i.e., CI 400 
is lower for sites dominated by permeable geology and groundwater flow and we can interpret 401 
this as being due to the buffering effect of groundwater flow paths making inherently less 402 
variable than monitoring sites on impermeable geology. 403 
 By comparing results for 2015 based on a strong or weak prior information, the results 404 
of the strong prior, i.e., results for 2015 based on all years of available data, were on average 405 
17% higher than those of the weak prior (Figure 5a). Comparing the uncertainty on the 406 
estimates then standard deviation based on the strong prior is on average 60% smaller than that 407 
based upon the weak prior (Figure 5b), i.e., the more information included in the analysis the 408 
more precise the result. However, it should be noted that, in some cases, the precision of the 409 
estimation based upon the strong prior was worse than that for the weak prior. Expansion of 410 
the distribution around the estimate will occur when there is disagreement between the prior 411 
and the observed information which in this case means that the data for 2015 was different 412 
from that in the preceding years. Given Equations (iv) and (v) a 60% improvement in the 413 
magnitude of the standard is equivalent to a 64% increase in sample size, i.e., for the average 414 
site with 12 samples in 2015 the uncertainty in when using strong prior information is 415 
equivalent to having 19 samples in that year. 416 
 417 
3.2. Comparison to current method 418 
A comparison of the classification based upon the Weibull approach and the exceedence rate 419 
at each site (based upon only data over the same time period as the Weibull approach) was used 420 
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to classify the data. This showed that, although the exceedence rate increased with the 421 
classification, there was in fact no significant difference between classification 1 through 5 and 422 
only those sites with classification of 6 were actually significantly more likely to have detect 423 
above 11.3 mg N/l (Figure 6).  424 
 425 
3.3. Inclusion of allied factors 426 
When the frequency of exceedence was considered across the months of the year, then there 427 
was a significant seasonal cycle in exceedence rate across the year (Figure 7). The highest 428 
exceedence rate was found for November (9.5 ±0.2%) but this was not significantly different 429 
from the exceedence rate in January but was significantly different from the month with the 430 
third highest exceedence rate (October – 9.0 ± 0.2%). The months of February, March, May, 431 
September, October, and December were not significantly different from each other, but this 432 
group of months were significantly different from the months showing the lowest rates of 433 
exceedence (April, June, July, and August) with the lowest rate of exceedence in July (7.2± 434 
0.2%). In contrast to the significant seasonal cycle there was no significant diurnal cycle 435 
discernible within this dataset – high-frequency studies of individual rivers have demonstrated 436 
diurnal cycles in the nitrate concentration (Halliday et al., 2013). The frequency of sampling 437 
varies considerably across the diurnal cycle with only a few hundred samples per hour taken 438 
after 18:00 hours and 08:00 hours, i.e., the only sampling that occurs overnight is from those 439 
sites where an automatic sampler has been deployed and there were just four such sites across 440 
England during the study period – only 1% of the sampling that could be considered by this 441 
study were taken between 18:00 and 0800 hours. Between the 0800 and 1700 hours there are 442 
several thousand samples an hour peaking for between 1100 and 1200 hours when 20% of all 443 




3.4. Validation 446 
Exceedence rates were compared for 2017 between data from only that year and, as predicted, 447 
based upon the time trend across all the datasets from 2005 to 2016. The exceedence rate based 448 
upon observations from only 2017 was on average 33% higher than that predicted on the basis 449 
of the trend. When estimates for 2016 were compared to those observed for 2017 then the 450 
estimates for 2016 were 12% higher than observed for 2017. When the comparison was made 451 
between results calculated for 2015 based on the Year as a factor and Year as a covariate shows 452 
that estimates based upon Year as a covariate were on average 20% higher than those when 453 
Year was used as a factor. This comparison suggests that, where no particular pattern of 454 
behaviour was observed, then the previous year would appear to be a better predictor of the 455 
current year than using the trend in the data.   456 
 457 
3.5. Application 458 
When applied at the low sampling frequency site, the method was able to predict the 459 
exceedence rate across the entire study period although, in comparison to the predicted 460 
probabilities of exceedence at the other sites, the uncertainty on the median estimate is very 461 
large (±20% - Figure 8a). For the sites with higher total sampling, the exceedence rate follows 462 
the pattern of annual and seasonal cycles in the nitrate observations, with median exceedence 463 
rate increasing at times when observed concentrations increased (Figure 8b). It should be noted 464 
that a direct comparison between the observed concentrations and the predicted probabilities is 465 
not possible. For the highly sampled site (Figure 8c) it was reasonable to compare the observed 466 
annual exceedence rate to the predicted annual exceedence rate (Figure 9) and in which case 467 
we might conclude that the years 2007 and 2011 were unusual. 468 
 469 
4. Discussion  470 
20 
 
This study has proposed that a binomial model approach can work well with current water 471 
quality regulation and monitoring schemes. An alternative would be the use of a negative 472 
binomial distribution whereby observations are continued until a specified number of failures 473 
have been observed, In the case of nitrate concentrations this could mean that the probability 474 
of getting one sample above the 11.3 mg N/l standard in a fixed number of observations could 475 
be predicted. Such as approach would require each sampling location to be visited a pre-476 
arranged number of times. Rather than predicting the probability of a sample being over the 477 
limit or the number of samples that will be over a defined limit the actual distribution of the 478 
nitrate concentration and base assessment on that distribution. The current approach used by 479 
the Environment Agency in England is in effect a reconstruction of the distribution without 480 
stating what that distribution would be – a non-parametric approach. Thus, an alternative here 481 
would not be to use Bayesian analysis to estimate the probability of exceeding 11.3 mg N- /l 482 
but rather to estimate the distribution of the nitrate concentration at each monitoring site based 483 
upon the observed data but by using a Bayesian approach drawing upon all observations across 484 
all monitoring sites to improve the inference at any one site. Once the distribution at each site 485 
has been estimated then any number of metrics could be read from it and this would not be 486 
restricted to non-parametric measures such as median. However, such an approach does 487 
introduce a second-order uncertainty in to the problem, that is, what is the correct distribution 488 
(e.g., a gamma or normal distribution). Within Bayesian generalised linear model development 489 
assessing which of a range of distributions is applicable is relatively easy to assess as the model 490 
deviances can be compared. Krueger (2017) did try different disstributions, both discrete and 491 
continuous, in their study of a range of water quality determinds. However, is one distribution 492 
type equally applicable to all sites across an area the size of England, for example, would a log-493 
normal distribution be a best-fit everywhere or would not a mixture of gamma and log-normal 494 
be better depending upon the characteristics of the site? 495 
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 Could we have improved on the method presented here? The estimation presented here 496 
would improve with additional factors, their interactions or covariates. This study has already 497 
considered, but could not use, hour of the day as a factor but in interaction with the Site factor 498 
it might be possible to include the estimate of the diurnal cycle at each monitoring site. The 499 
interaction between the Site and Year factors has been shown to greatly improve the uncertainty 500 
in the prediction of the probability and so any improvement in sampling that ensure this 501 
interaction term can be estimated would greatly improve this model. In this study so far, no 502 
covariates have been included but the method could readily accommodate covariates if suitable 503 
covariates could be found. One obvious covariate for assessing probabilities in river water 504 
quality would be the river discharge. It is easy to develop a hypothesis based upon the 505 
relationship between nitrate concentrations and river discharge, for example, where 506 
concentrations decline or increase with higher river discharges, river discharge should be a 507 
good covariate; however, only 675 of the monitoring sites included here were actually co-508 
located with river gauging stations. Figure 4 also suggests the nature of the underlying aquifer 509 
in the monitored catchments maybe a useful categorical variable. Other catchment properties 510 
may also be useful, e.g., rainfall, but all catchment properties are precisely collinear with 511 
monitoring site. So if Site is included as factor in any statistical model then catchment 512 
properties are irrelevant, however, if the aim were to extend predictions to unmonitored 513 
catchments then relationship to catchment properties will be useful. More covariates may come 514 
from other water quality parameters measured at the same monitoring sites as included for 515 
nitrate in this study. Other water-quality determinands that might be expected to covary 516 
because of correlated biogeochemistry, or parameters could be chosen because they share 517 
hydrological pathways. To exploit the availability of covariates and the possibility of 518 
estimating the interaction of factors, an alternative strategy would be to focus upon a subset of 519 
sites at river gauging stations. 520 
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 This method was applied to the nitrate concentration of English river waters and showed 521 
that over the period of the study (2005-2017) there was a significant decline in the rate at which 522 
the water standard was being exceeded, that is, relative to the water quality standard English 523 
river waters had improved. The UK has a number of measures to help mitigate and reduce 524 
nitrate pollution of surface and ground waters and Nitrate Pollution Prevention Regulations 525 
were brought in in 2008 and updated in 2015 (Nitrates Pollution Prevention Regulations, 2015) 526 
to help implement the EU Nitrates Directive (Official Journal of the European Commission, 527 
1991) by extending the area of the country that was designated as a nitrate vulnerable zone 528 
(NVZ). As of 2017, 58% of the England’s land area (76000 km2) is now within an NVZ 529 
(Environment Agency, 2016). This study has not used designation of the sites as a covariate or 530 
conversely used the exceedence rates to assess the effectiveness of site designation in 531 
controlling nitrate pollution of river waters. However, the comparison between this study’s 532 
binomial modelling approach and current, non-parametric Weibull method shows that the latter 533 
was overly sensitive below the highest classification, due to a method that was insensitive at 534 
the relatively small numbers of samples that could be considered at most sites. However, a 535 
better comparison would be to compare estimates from the modelled distribution of the nitrate 536 
rather than probability of exceedance. Modelling to nitrate concentration could include the 537 
same set of factors and potential covariates as used in this study for modelling the probability 538 
of exceedance and use a range of distributions that suit nitrate concentration data distributions 539 
which are both truncated at 0 mg N/l and by analytical detection limit. 540 
  541 
6. Conclusions 542 
This study developed a two-part Bayesian binomial regression model for estimating the 543 
exceedence rate of exceeding a given water quality standard. The approach draws upon cross-544 
sectional data allowing for observations at different sites and across differing years to improve 545 
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inference about the rate of exceeding a given water quality at any one site. This study has shown 546 
the advantage of a Bayesian approach: by drawing upon information from multiple years and 547 
multiple sites, this improves precision of exceedence rates. Even when factors could not be 548 
included in the binomial regression, they could be considered via a two-part application of 549 
Bayes’ rule. In application to the nitrate concentrations of English river waters, the analysis 550 
showed a significant decline in detecting nitrate above the agreed water quality standard. The 551 
use of statistical models within a Bayesian framework provides a coherent and consistent 552 
method for handling monitoring data making maximum use of public funds. 553 
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Figure 1. Location of sites for which sufficient data were available for this study. 603 
 604 
Figure 2. The distribution of the predicted mean probability of exceedence in comparison to 605 
the observed exceedence rate (total n for this study was 53,258) 606 
 607 
Figure 3. a) Map of the mean probability of detecting nitrate above a concentration of 11.3 608 
mg N/l (the exceedence rate) for 2015. The credible interval of the predictions of exceedence 609 
in 2015 with b) the 2.5% lower credible limit; and c) the 97.5% upper credible interval. 610 
 611 
Figure 4. Spatial distribution of the sites distributed by those following Equation (iv) or (v). 612 
 613 
Figure 5. Comparison of a) mean probability of a sample exceeding 11.3 mg N-NO3/l, and b) 614 
the 95% credible interval, estimated based on data only from 2015 (weak prior) or based 615 
upon all data (strong prior). 616 
 617 
Figure 6. Comparison of classification of sites by the Weibull approach and the predicted 618 
mean probability of a sample exceeding 11.3 mg N/l. 619 
 620 
Figure 7. The annual cycle by month in the probability of a sample exceeding 11.3 mg N/l. 621 
 622 
Figure 8. Application of the modelling approach to: a) River Colne at Box Mill Lane – low 623 
frequency sampled site; b) River Rother at Canklow – the average frequency sampled site; 624 




Figure 9. Comparison of the annual observed exceedence rate for the River Deben at 627 
Cretingham and the predicted exceedence rates from the binomial model. 628 
