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Os líquidos iónicos (LIs), ou sales fundidas a temperatura ambiente, son
considerados hoxe en día como un dos materiais avanzados máis prome­
tedores e están a atraer moita atención nas últimas dúas décadas debido
as súas interesantes propiedades. Os LIs son materiais formados unica­
mente por ións que se atopan en estado líquido a temperaturas inferiores
a 100 !C. É xeralmente admitido que esta baixa temperatura de fusión
obtense debido as grandes asimetrías entre anións e catións, as cales de­
bilitarían a enerxía de rede evitando así obter un sólido cunha lata sime­
tría. As súas propiedades, tales como a súa baixa presión de vapor, a súa
nano estructuración ou a sía gran resistencia a diferencias de potencial
os fan desexables para aplicacións tales como a catálise, fluídos térmi­
cos, lubricantes ou dispositivos electroquímicos. É nesta última aplica­
ción a que será obxecto de estudo preferente nesta tese. Ademais, os LIs
son considerados disolventes de deseño, debido a que é posible combi­
nar diferentes anións e catións dando lugar a millóns de combinacións
posibles. Debido a isto é posible escoller a combinación que reúna as
propiedades óptimas para unha tarefa en concreto.
O interese do uso de LIs en dispositivos electroquímicos debese a
que teñen unha gran ventá electroquímica, é dicir, se manteñen estables
baixo un amplo rango de diferencias de potencial. Esto debería permitir
en teoría a fabricación de dispositivos electroquímicos con un rango de
voltaxe de funcionamento maís amplo e, no caso concreto de dispositi­
vos para o almacenamento de enerxía, permitiría unha maior potencia
e capacidade. Nestas aplicacións a rexión do espazo onde ten lugar as
interaccións maís relevantes é na interfase eléctrodo­líquido. Ademais,
para conseguir un rendemento maior é frecuentemente desexable traba­
llar con eléctrodos que teñan un cociente superficie volume grande. Polo
tanto, resulta imprescindíbel coñecer detalladamente como se compor­
tarán os LIs cando se atopen confinados en recintos con poros nanomé­
tricos. Este será polo tanto o obxectivo principal da tese, o análise da
estructura e dinámica d LIs baixo condicións de nano­confinamento. O
estudo do confinamento será realizado por partes, comezando polo es­
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tudo de como a propia nano estruturación inherente dos LIs afecta a súa
estrutura, pasando polo análise da estrutura dos LIs en interfases planas
e rematando co estudo de LIs próticos e apróticos confinados dentro de
unha nano estructura topoloxicamente complexa.
Para obter istos resultados foron utilizadas ferramentas computacio­
nais, isto nos permite ter una ccesaccesoo directo ás propiedades micros­
cópicas dos LIs. Para este estudo utilizaremos diferentes técnicas depen­
den da da precisión coa que necesitemos traballar. En concreto as dúas
ferramentas que foron maís utilizadas foron a simulación por dinámica
molecular clásica (MD) e a simulación usando a teoría do funcional den­
sidade cuántica (DFT). As simulacións por MD foron as utilizadas para
para estudar as propiedades dos LIs en escalas espaciais de decenas de
nm e temporais de decenas de ns. Neste método non se incluen de forma
os electróns dos átomos e polo tanto se asume que non hay unha va­
riación das densidades electrónicas durante o transcurso da simulación.
Para a realización destas simulacións se utilizou a suite de simulación
de código aberto GROMACS1 xunto co campo de forzas OPLS­AA,2
o cal é amplamente utilizado para simulacións de líquidos. Pola outra
banda, os cálculos DFT foros os empregados para a obtención e carac­
terización de estruturas de equilibrio cunha gran precisión en escalas
espaciais subnanométricas. O programa escollido para á realización de
ditos cálculos DFT foi o programa comercial VASP.3 Este programa
resolve as ecuacións de Kohn­Sham utilizando unha expansión da den­
sidade electrónica do sistema en ondas planas. Para á execución deste
programa empregáronse diferentes funcionais de intercambio e corre­
lación dependendo do sistema a estudar, en concreto empregáronse os
funcionais PBE e B3LYP.
1Mark James Abraham, Teemu Murtola, Roland Schulz, Szilárd Páll, Jeremy C
Smith, Berk Hess, and Erik Lindahl, GROMACS: High performance molecular simulations
through multi level par allelism from laptops to supercomputers, SoftwareX, 1(19–25), 2015 (.)
2William L Jorgensen, David S Maxwell, and Julian Tirado ­Rives, Development and
testing of the OPLS all ­atom force field on con formational energetics and properties of organic
liquids, J. Am. Chem. Soc., 118(45), 11225–11236 (1996).
3GeorgKresse and Jürgen Furthmüller, Efficient iterative schemes for ab initio total
 energy calculations using a plane wave basis set, Phys. Rev. B, 54(16), 11169 (1996).
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Comezamos o estudo da estructura baixo confinamento dos LIS no
Capítulo 4 cunha avaliación da validez do campo de forzas a empre­
gar durante os seguintes estudos. En concreto se avaliaron as diferen­
cias na estructura en na dinámica dunha mistura de bis­(trifluorometil­
sulfonil)­amida (TFSI) 1­butil­3­metilimidazolio (BMIM) con bis­(tri­
fluorometilsulfonil)­amida de litio. Para elo realizaronse simulacións
MD con campos de forzas polarizables e non­polarizables. O campo
de forzas non­polarizable que escollimos para o estudo foi o OPLS­
AA, mentras que para o campo de forzas polarizable escollimos o AP­
PLE&P.4Ademais, se engadiu unha versión do campo de forzas AP­
PLE&P cos términos de polarización desactivados (APPLE&P­NP), pe­
ro se modificar ningún outro parámetro do potencial co fin de avaliar se
é preciso recalcular os parámetros de un campo de forzas ao acender ou
apagar os termos de polarización. A escolla de este sistema debeuse a
que, debido ña elevada densidade electrónica presente non ións de litio,
a polarizabilidade do campo de forzas debería xogar un papel moi im­
portante nas propiedades deste sistema. Para istos sistemas analizáronse
tanta a estructura como a dinámica monoparticular. A primeira avaliá­
ronse a través da función de distribución radial (RDF) e a súa integral,
a cal se corresponde co número de coordinación a unha determinada
distancia. A dinámica, polo outra banda, avaliouse utilizando os despra­
zamentos cadráticos medios, a función de autocorrelación da caixa de
solvatación a función de autocorrelación de velocidades e a súa trans­
formada de Fourier, a densidade vibracional de estados. A estructura
mostrou estruturas moi similares para os dous campos de forzas com­
pletamente optimizados (OPLS­AA e APPLE&P), mostrando só peque­
nas diferencias nas distancias de equilibrio entre o litio eo LI. Pola outra
banda, o campo de forzas APPLE&P­NO mostrou unha coordinación
do litio moi diferente á obtida mediante os outras campos de forzas. No
tocante á dinámica a polarizabilidade xoga un papel moi relevante, con
grandes diferencias no desprazamento cadrático medio entre o campo
de forzas polarizable e o non­polarizable. A propiedade máis afectada
resultou ser a función de correlación da caixa de solvatación. Dita fun­
4O. Borodin, Polarizable force field development and molecu lar dynamics simulations of
ionic liquids, J. Phys. Chem. B, 113(33), 11463–11478 (2009).
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ción amosa un tempo de residencia do litio na súa caixa de solvatación
ordes de magnitude maiores no caso do campo de forzas non­polarizable
fronte ao polarizable, o cal pode asociarse a unha maior forza promedio
na configuración de equilibrio. Non obstante, un análise da densidade
vibracional de estados amosa que ámbolos dous campos de forzas pro­
ducen distribucións simulares, pero con corremento cara o azul para o
campo de forzas non­polarizable. Este estudio permítenos concluír que
os campos de forzas non­polarizables son adecuados para o estudo da
estructura, pero non para o estudo da dinámica. Ademais tamén nos per­
mite concluír que tras engadir a polarización a un campo de forzas é
preciso recalcular os seus parámetros.
Co noso campo de forzas debidamente validado continuamos o no­
so estudio analizando a nano estructura inherente ao LI (Capítulo ??).
Esta nano estructura impón un confinamento en rexións polares e apo­
lares intrínseco ao LI. Dito confinamento da lugar ao paradigma da sol­
vatación nano­estructurada, segundo o cal outras moléculas son disoltas
nas diferentes rexións do seno do LI atendendo a súa polaridade. Polo
tanto as moléculas polares se disolverán nos nano dominios polares do
LI e as apolares nos nano dominios apolares. Para comprobar este para­
digma se realizaron simulacións de MD de nitrato de etilamonio (EAN)
e nitrato de butilamonio (BAN) misturado con 1­propanol, 1­butanol
e 2­pentanol. A particularidade de estes alcohois ñe que amosan unha
cabeza polar e unha cadea alquílica apolar. Dado que son moléculas an­
fifílicas, segundo o paradigma da solvatación nanostructurada deberían
ser disoltas na interfase entre os nano dominios polar e apolar. Ade­
mais, este comportamento anfifílico o comparte xunto co catión do LI,
polo que deberíamos ver unha competición entre ambas moléculas pola
mesma rexión do seno do LI. Para avaliar esta competición estudamos
a estructura e a dinámica monoparticular de ditas misturas. A estructu­
ra foi avaliada utilizando a RDF, a función de distribución espacial e o
número de enlaces de hidróxeno por molécula.A dinámica foi avaliada
utilizando a función de correlación de velocidades e a súa transformada
de Fourier. As RDFs mostraron cambios significativos ao engadir al­
cohol fronte á distribución do LI puro. Pola outra banda, a función de
distribución espacial mostrou que, efectivamente, tanto o alcohol como
x
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o catión compiten pola mesma rexión do espazo ao redor dos anións,
coa salvedade de que a capacidade de formar múltiples enlaces de hi­
dróxeno do catión permítelle acceder a unha configuración bidentada.
O análise do número de enlaces de hidróxeno por molécula corroborou
dita imaxe mostrando un reemprazo gradual das moléculas do catión por
moléculas de alcohol a medida que a concentración de alcohol aumenta.
Pola outra banda, a dinámica non amosou diferencias significativas para
o LI puro e o misturado con alcohol. Esto nos permitiu concluír que a
imaxe proposta pola solvatación nano­estructurada é correcta e que en
LIs con unha amplia rede de enlaces de hidróxeno esta interacción é tan
importante como a interacción de Coulomb entre anións e catións.
A continuación procedimos a estudar a interfase eletrodo­LI para
sistemas con eléctrodos planos (Capítulos 6, 7 y 8). Comezamos estu­
dando a estructura da interfase nas direccións paralelas á interfase (Ca­
pítulo 6). Para o estudo utilizamos simulacións de [BMIM][BF4] (un LI
prótico) misturado con diferentes aditivos confinados entre dous eléc­
trodos de grafeno. O análise da estructura en ditas direccións mostrou
a existencia de dúas conformacións diferentes para os anións situados
máis preto do ánodo. Dependendo da composición exacta da mistura LI
máis aditivo, este se configuraba en patróns hexagonais ou de bandas.
Para o estudo de dito fenómeno plantexamos un modelo teórico basea­
do na teoría fenomenolóxica de Landau­Brazovskii. Este modelo predí a
existencia de diferentes fases, incluíndo patróns de bandas, hexagonais
e unha fase homoxénea. A configuración final do sistema segundo este
modelo debería depender só da densidade de carga efectiva na interfase.
Polo tanto o tipo de patrón obtido debería ser independente da compo­
sición do eléctrodo e do LI. Ademais, para confirmar estos resultados
realizamos simulacións de Monte Carlo de modelos xenéricos de ións
distribuídos sobre unha rede. Utilizando este modelo puidemos obter un
diagrama de fases de que patrón debería ser o resultante dependendo das
interaccións anión­catión e cuxos resultados estaban en acordo cos re­
sultantes de MD, Estos resultados teórico­computacionais predín polo
tanto a existencia de polo menos dous patróns posibles para os ións na
interfase electrodo­LI. Ademais, ditos patróns deberían ser modificables




Co fin de estudar como se produce o cambio entre estos patróns, no
Capítulo 7 realizamos un estudo extensivo das propiedades dos patróns
para unha mistura de [BMIM][BF4] con LiBF4 confinada entre dous
eléctrodos de grafeno. A estos eléctrodos se lles engadiron unha fracción
de defectos de vacantes co fin de crearmodificacións locais da densidade
de carga na interfase. Estos cambios nas densidades de carga deberían,
según o concluído no estudio anterior, ser capaces de modificar a es­
tructura bidimensional da interface. Para elo comezamos realizando un
estudo de como se ve modificada a estructura e a distribución de carga
do grafeno ao engadir vacantes. Este estudo preliminar mostrou que o
grafeno se mantén plano tras quitar un dos seus átomos, en oposición ao
que defendían algúns estudios previos da bibliografía. Ademais, usando
ditos resultados puidemos crear un modelo sinxelo de redistribución da
carga da vacante entre os seus átomos veciños. Utilizando este mode­
lo realizamos simulacións de MD con diferentes fraccións de defectos
distribuídos aleatoriamente polo eléctrodo. Os resultados de ditas simu­
lacións foron analizados utilizando a distribución da densidade, tanto na
dirección perpendicular como nas direccións paralelas á interfase, fun­
cións de correlación da densidade e distribucións de enerxía potencial
no eléctrodo. Ademais, se utilizou o algoritmo de Otsu para dividir a
interfase en rexións con e sin presenza de anións para unha avaliación
maís profunda das propiedades dos patróns. Este estudio mostrou que os
defectos non son capaces de alterar de forma significativa a estructura
do LI na dirección perpendicular á interfase. Ademais, este cambio non
se produce de forma gradual, se non que se produce de forma repentina
unha vez se supera unha fracción crítica de defecto. Este estudo amosou
ademais que a transición entre patróns bidimensionais pode modificar
propiedades macroscópicas do sistema.
Acabamos o estudo de interfases planas no Capítulo 8 estudando
misturas de [BMIM][BF4] con LiBF4 entre dous eléctrodos de borofeno.
Estos eléctrodos teñen a particularidade de ser rugosos a nivel atómico.
Este estudo foi pioneiro no estudo de interfases de borofeno con LI e
nos permite avaliar oss efectos que as rugosidades poden ter nas propie­
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dades do LI. Comezamos o estudo con un cálculo DFT da distribución
de cargas de unha monocapa de borofeno cargado. Estas distribucións
de carga utilizáronse a continuación para realizar simulacións de MD
do sistema. Nestas simulacións analizamos a estructura do LI a través
das distribucións de densidade (tanto na dirección perpendicular á in­
terfase de borofeno como nas direccións paralelas) e a distribución da
orientación dos ións na interfase. Ademais, a dinámica monoparticular
foi analizada usando a densidade vibracional de estados. A distribución
da densidade na dirección perpendicular ña interfase e a orientación dos
ións amosou resultados moi similares ao das simulacións de grafeno, o
cal indica que a estrutura é, a grandes rasgos, similar ña do LI confina­
do entre eléctrodos de grafeno. O análise da densidade bidimensional
amosou non obstante notables diferencias entre amos sistemas cunha
transición de un patrón hexagonal para o grafeno a un patrón de bandas
no borofeno. Este cambio parece esta inducido polas nano­rugosidades
do eléctrodo. Polo tanto podemos concluír que as rugosidades do eléc­
trodo afectan tan só á primeira capa de LI xunto á interfase, pero que
non producen efecto algún no seno do fluído.
Antes de proceder ao estudo de LIs dentro dunha estrutura topoloxi­
camente complexa realizamos un modelo teórico para explicar o trans­
porte en LIs (Capítulo 9). Este modelo intenta explicar as diferencias ex­
perimentais para a condutividade predita polo modelo de Bahe­Varela5
para altas concentracións de materia iónica. O noso modelo modela o
seno do fluído como unha mistura de rexións con alta e baixa mobintro­
ducimosilidade, da mesma forma que o modelo orixinal de Bahe­Varela.
Non obstante, introducimos unha dependencia extra para as frecuencias
de salto entre rexións. Mentras que no modelo orixinal as frecuencias
dependían unicamente do tipo de cela inicial, no noso novo modelo de­
penden tanto da celcelaa inicial como da final. Esto conleva a inclusión
de un novo termo na teoría que ten en conta o exceso de frecuencia de
salto entre as celas de diferente tipo. Este modelo pode ser utilizado para
explicar a condutividade de misturas de LIs e disolventes moleculares e
5L M Varela, J Carrete, M García, L J Gallego, M Turmine, E Rilo, and O Cabeza,
Pseudolattice theory of charge transport in ionic solutions: Corresponding states law for the
electric conductivity, Fluid Phase Equilibria, 298(2), 280–286 (2010)
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de disolucións electrolíticas en xeral en todo o rango de concentracións
con éxito.
Finalmente procedimos ao estudo do comportamento de LIs
próticos e apróticos dentro de estruturas topolóxicamente complexas
con múltiples poros interconectados (Capítulo 10). Para elo realiza­
mos simulacións de MD de un LI prótico (EAN) e un LI aprótico
([EMIM][BF4]) dentro de nanotubos de carbono (CNT) e dentro dunha
estrutura de carbono temperado en zeolita (ZTC). Esta estructura ZTC
contén poros en diferentes direccións do espazo que se interconectan
formando cavidades. Esto confírelle un gran cociente superficie volu­
me, o cal é desexable en eléctrodos reais. O estudo incorporou dúas
partes. Na primeira parte se analizaron as propiedades estruturais e
dinámicas dos LIs dentro de CNT de diferentes radios para o seu uso
como referencia das propiedades dos mesmos LIs dentro da ZTC. Para
as propiedades estruturais se utilizou a densidade, a RDF, así como a
súa integral tanto para os LIs dentro dos CNT como para dentro da ZTC.
Ademais, para os sistemas de CNTs se estudou o seu factor de estructura
e a densidade radial de partículas. Para a dinámica monoparticular
se estudaron os desprazamentos cadráticos medios e as densidades
vibracionais de estado. A estructura de ambos LIs dentro dos CNTs
amosa dous rexímenes ben diferenciados, un primeiro cando o radio
do CNT é inferior ao tamaño típico dun par iónico e un segundo cando
o radio é superior. No primeiro reximen, o correspondente aos CNTs
maís estreitos, a estructura está dominada por efectos estéricos e ambos
LIs amosan estruturas puramente unidimensionais. Cando se supera
o tamaño típico dun par iónico as interaccións coulombianas entre o
anión e o catión comezan a ser relevantes e se aprecian diferencias
estruturais entre ambos LIs a medida que se incrementa or radio e a
estructura deixa de ser unidimensional. Os LIs dentro de CNT amosan
ademais unha dinámica acelerada con respecto ao seno do fluído, con
un desprazamento cadrático medio maior e un desprazamento cara o
azul da densidade vibracional de estados. Pola outra banda, os mesmos
LIs dentro da ZTC amosa unha estrutura máis parecida á existente no
interior do fluído, o cal deixa entrever que o aumento da dimensiona­
lidade dentro de ditas estruturas xoga un rol fundamental. Ademais,
xiv
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a estrutura do LI prótico é máis parecida á do seno do fluído que a
do LI aprótico. Esta recuperación acelerada da estructura do interior
do LI libre parece estar causada pola rede de enlaces de hidróxeno
presente no LI prótico, que como vimos no segundo estudo desta tese
adoita xogar un papel moi relevante na estruturación do LI. A dinámica
pola outra banda amosa un comportamento parecido ña dos CNTs
para a densidade vibracional de estados con un desprazamento cara o
azul con respecto ao espectro do LI libre. O desprazamento cadrático
medio, non obstante, mantiveuse en reximen subdifusivo durante todo
o rango de estudo, en contraste coa difusión acelerada presente nas
simulacións dentro de CNTs. Ademais, propuxemos o estudo da ZTC
como unha estructura de dimensionalidade intermedia entre un e tres.
Isto nos permite modelar a estructura do LI dentro da ZTC como a
combinación de unha estrutura puramente unidimensional (obtida a
partir das simulacións dos LI dentro dos CNTs) e unha tridimensional.
Este modelo é capaz de predir a densidade do sistema e a coordinacións
dos ións utilizando a distribución de tamaño de poro da estrutura ZTC.
A dinámica, sen embargo, non é sinxela de calcular utilizando este
modelo e é preciso desenrolar traballo adicional nesta dirección (similar
ao presentado no Capítulo 9).
A tese finaliza con unhas conclusións xerais á toda a tese e listan­
do diferentes liñas de investigación futuras (Capítulo 11). A tese consta





Los líquidos iónicos (LIs), o sales fundidas a temperatura ambiente, se
consideran hoy uno de los materiales avanzados más prometedores y
han ganado mucha atención en las últimas dos décadas debido a sus
interesantes propiedades. Los LIs son materiales formados únicamente
por iones que se encuentran en estado líquido a temperaturas inferio­
res a 100 !C. Es generalmente admitido que esta baja temperatura de
fusión se obtiene debido a las asimetrías entre aniones y cationes, las
cuales debilitarían la energía de red evitando obtener un sólido con alta
simetría. Sus propiedades, tales como su baja presión de vapor, su nano­
estructuración o su gran resistencia a diferencias de potencial los hacen
deseables para aplicaciones tales como la catálisis, fluidos térmicos, lu­
bricantes o dispositivos electroquímicos. Es esta última aplicación la
que será objeto de estudio preferente en esta tesis. Además, los LIs son
considerados disolventes de diseño, debido a que es posible combinar
diferentes aniones y cationes dando lugar a millones de combinaciones
posibles. Debido a esto es posible escoger la combinación que reúna las
propiedades óptimas para una tarea en concreto.
El interés del uso de LIs en dispositivos electroquímicos se debe a
que tienen una gran ventana electroquímica, es decir, se mantienen es­
tables bajo un amplio rango de diferencias de potencial. Esto debería
permitir en teoría la fabricación de dispositivos con un mayor voltaje
de funcionamiento y, en el caso de dispositivos para almacenamiento
de energía, una mayor potencia y capacidad. En estas aplicaciones la
región del espacio donde tienen lugar las interacciones mas importan­
tes es la interfase electrodo­líquido. Además, para conseguir una mayor
rendimiento es frecuentemente deseable trabajar con electrodos con un
amplio cociente superficie­volumen. Por lo tanto, resulta imprescindible
conocer como se comportarán los LIs cuando se encuentren confinados
en recintos nanoporosos. Este será por lo tanto el objetivo principal de
la tesis, el análisis de la estructura y dinámica de LIs nano­confinados.
El estudio del confinamiento será realizado por partes, empezando por
como la propia nano­estructuración de los LIs afecta a su estructura, pa­
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sando por el análisis de la estructura de los LIs en interfases planas y
finalizando con el estudio de LIs próticos y apróticos confinados dentro
de una nano­estructura topológicamente compleja.
Para obtener estos resultados utilizaremos herramientas compu­
tacionales, que nos permiten un acceso directo a las propiedades
microscópicas de los LIs. Para el estudio utilizaremos diferentes
técnicas según la precisión con la que necesitemos trabajar. En concreto
las dos herramientas que más hemos utilizado fueron la simulación
por dinámica molecular (MD) y la simulación usando la teoría del
funcional densidad cuántica (DFT). Las simulaciones por MD fueron
utilizadas para estudiar los LIs en escalas espaciales de decenas de
nm y temporales de decenas de ns. En este método no se incluyen de
forma explícita los electrones de los átomos y se asume que no hay
variación de las densidades electrónicas en la simulación. Para realizar
estas simulaciones se usó la suite de simulación de código abierto
GROMACS1 y el campo de fuerzas OPLS­AA,2 el cual es ampliamente
utilizado para simulaciones de líquidos. Por otro lado, los cálculos DFT
fueron utilizados para la obtención y caracterización de estructuras
de equilibrio con gran precisión en escalas subnanométricas. Para la
realización de dichos cálculos DFT hemos utilizado el programa co­
mercial VASP.3 Este programa resuelve las ecuaciones de Kohn­Sham
utilizando una expansión de la densidad electrónica en ondas planas.
Se han utilizado diferentes funcionales de intercambio y correlación
dependiendo del sistema de estudio, en concreto se ha utilizado los
funcionales PBE y B3LYP.
Comenzamos el estudio de la estructura bajo confinamiento de los
LIs en el Capítulo 4 con una evaluación de la validez de los métodos
1Mark James Abraham, Teemu Murtola, Roland Schulz, Szilárd Páll, Jeremy C
Smith, Berk Hess, and Erik Lindahl, GROMACS: High performance molecular simulations
through multi level par allelism from laptops to supercomputers, SoftwareX, 1(19–25), 2015 (.)
2William L Jorgensen, David S Maxwell, and Julian Tirado ­Rives, Development and
testing of the OPLS all ­atom force field on con formational energetics and properties of organic
liquids, J. Am. Chem. Soc., 118(45), 11225–11236 (1996).
3GeorgKresse and Jürgen Furthmüller, Efficient iterative schemes for ab initio total
 energy calculations using a plane wave basis set, Phys. Rev. B, 54(16), 11169 (1996).
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utilizados. En concreto se evaluaron las diferencias en la estructura y
la dinámica de una mezcla de bis­(trifluorometilsulfonil)­amida (TFSI)
1­butil­3­metilimidazolio (BMIM) con bis­(trifluorometilsulfonil)­ami­
da de litio usando simulaciones MD con campos de fuerza polarizables
y no­polarizables. El campo de fuerza no­polarizable utilizado fue el
OPLS­AA, mientras que el polarizable fue el APPLE&P.4 Además, se
añadió una versión del campo de fuerzas APPLE&P con la polarización
apagada (APPLE&P­NP), pero sin modificar ningún otro parámetro del
potencial con el fin de evaluar si es necesario recalcular los parámetros
de un campo de fuerza al encender o apagar los términos de polariza­
ción. Este sistema fue escogido ya que, debido a la elevada densidad
electrónica de los iones de litio, la polarizabilidad del campo de fuerzas
debería jugar un papel muy importante en las propiedades del sistema.
Para estos sistemas se analizaron la estructura y la dinámica monoparti­
cular. La primera fue evaluada a través de función de distribución radial
(RDF) y su integral, la cual nos da el número de coordinación a una de­
terminada distancia. La dinámica, por otro lado, fue evaluada utilizando
desplazamientos cuadráticos medios, la función de autocorrelación de
la caja de solvatación, la función de autocorrelación de velocidades y su
transformada de Fourier, la densidad vibracional de estados. La estruc­
tura mostró estructuras muy similares para los dos campos de fuerzas
completamente optimizados (OPLS­AA y APPLE&P), con solo peque­
ñas diferencias en las distancias de equilibrio del litio. Por otro lado,
el campo de fuerzas APPLE&P­NP mostró una coordinación del litio
muy diferente a la obtenida con los otros campos de fuerzas. En lo to­
cante a la dinámica la polarizabilidad juega un papel muy relevante, con
grandes diferencias en el desplazamiento cuadrático medio. La propie­
dad más afectada es la función de correlación de la caja. Dicha función
muestra un tiempo de residencia del litio en su caja de solvatación órde­
nes de magnitud mayor en el caso del campo de fuerzas no­polarizable
que en el del polarizable. La función de autocorrelación de velocidades
muestra un menor tiempo de colisión en el caso del campo de fuerzas
no­polarizable, lo cual puede asociarse con una mayor fuerza promedio
4O. Borodin, Polarizable force field development and molecu lar dynamics simulations of
ionic liquids, J. Phys. Chem. B, 113(33), 11463–11478 (2009).
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en la configuración de equilibrio. Sin embargo un análisis de la densidad
vibracional de estados muestra que ambos campos de fuerza producen
distribuciones similares, pero con un corrimiento hacia el azul para el
campo de fuerzas no polarizable. Este estudio nos permite concluir que
los campos de fuerza no­polarizables son adecuados para estudiar la es­
tructura, pero no la dinámica y que tras añadir la polarización a un campo
de fuerzas es necesario recalcular sus parámetros.
Con el campo de fuerzas apropiadamente validado continuamos
nuestro estudio analizando la nano­estructura propia del LI (Capítulo
5). Esta nano­estructura impone un confinamiento en regiones polares
y apolares intrínseco al LI. Dicho confinamiento da lugar al paradig­
ma de la solvatación nano­estructurada, según el cual otras molécu­
las son disueltas en las diferentes regiones del seno del LI atendien­
do a su polaridad. Por lo tanto moléculas polares se disolverán en los
nano­dominios polares del LI y las apolares en los nano­dominios apo­
lares. Para comprobar este paradigma se realizaron simulaciones de MD
de nitrato de etilamonio (EAN) y nitrato de butilamonio (BAN) mez­
clado con 1­propanol, 1­butanol y 2­pentanol. La particularidad de es­
tos alcoholes es que muestran una cabeza polar y una cadena alquíli­
ca apolar. Dado que son anfifílicas, según el paradigma de la solvata­
ción nano­estructurada deberían ser disueltas en la interfase entre los
nano­dominios polar y apolar. Además, este comportamiento anfifílico
lo comparte con el catión del LI, por lo que deberíamos ver una compe­
tición entre ambas moléculas por la misma región del seno del LI. Para
evaluar esta competición estudiamos la estructura y la dinámica mono­
particular de dichas mezclas. La estructura fue evaluada utilizando la
RDF, la función de distribución espacial y el número de enlaces de hi­
drógeno por molécula. La dinámica fue evaluada utilizando la función
de correlación de velocidades y su transformada de Fourier. Las RDFs
no mostraron cambios significativos al añadir alcohol frente a la dis­
tribución del LI puro. Por otro lado, la función de distribución espacial
mostró que, efectivamente, tanto el alcohol como el catión compiten por
la misma región del espacio alrededor de los aniones, con la salvedad
de que la capacidad de formar múltiples enlaces de hidrógeno del ca­
tión le permite acceder a una configuración bidentada. El análisis del
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número de enlaces de hidrógeno por molécula corroboró dicha imagen
mostrando un reemplazo gradual de las moléculas del catión por mo­
léculas de alcohol a medida que la concentración de alcohol aumenta.
Por otro lado, la dinámica no mostró diferencias significativas para el LI
puro y el mezclado con alcohol. Esto nos permitió concluir que la ima­
gen propuesta por la solvatación nano­estructurada es correcta y que en
LIs con una amplia red de enlaces de hidrógeno esta interacción es tan
importante como la interacción de Coulomb entre aniones y cationes.
A continuación procedimos a estudiar la interfase electrodo­LI para
sistemas con electrodos planos (Capítulos 6, 7 y 8). Comenzamos estu­
diando la estructura de la interfase en las direcciones paralelas a la in­
terfase (Capítulo 6). Para ello utilizamos simulaciones de [BMIM][BF4]
con diferentes aditivos confinados entre dos electrodos de grafeno. El
análisis de la estructura en dichas direcciones mostró la existencia de
dos conformaciones diferentes para los aniones en el ánodo. Depen­
diendo de la composición exacta del LI, este se configuraba siguiendo
un patrón hexagonal o uno de bandas. Para estudiar dicho fenómeno
planteamos un modelo teórico basado en la teoría fenomenológica de
Landau­Brazovskii. Este modelo predice la existencia de diferentes fa­
ses, incluyendo patrones de bandas, hexagonales y una homogéneos. La
configuración final del sistema según este modelo depende solo de la
densidad de carga efectiva en la interfase y el tipo de patrones posibles
debería ser, por lo tanto, independiente del electrodo y del LI. Además,
para confirmar estos resultados realizamos simulaciones deMonte Carlo
de modelos genéricos de iones sobre una red. Usando este modelo pudi­
mos obtener un diagrama de fases de que patrón debería ser el resultante
dependiendo de las interacciones anión­catión y cuyos resultados con­
cuerdan con los de MD. Estos resultados teórico­computacionales pre­
dicen por lo tanto la existencia de al menos dos patrones posibles para
los iones en la interfase eletrodo­LI. Además, dichos patrones deberían
ser modificables externamente por cualquier interacción que pueda mo­
dificar la densidad de carga efectiva en el electrodo.
Con el fin de estudiar como se produce el cambio entre estos patro­
nes, en el Capítulo 7 realizamos un estudio extensivo de las propiedades
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de dichos patrones para una mezcla de [BMIM][BF4] con LiBF4 confi­
nada entre dos electrodos de grafeno. A estos electrodos se le añadieron
defectos de vacantes con el fin de crear modificaciones locales de la
densidad de carga en la interfase. Estos cambios en las densidades de
carga deberían, según el estudio anterior, ser capaces de modificar la es­
tructura bidimensional de la interfase. Para ello comenzamos realizando
un estudio de cómo se ve modificada la estructura y distribución de car­
ga del grafeno al añadir vacantes. Este estudio preliminar mostró que el
grafeno se mantiene plano tras quitar uno de sus átomos. Además, usan­
do dichos resultados creamos un modelo sencillo de redistribución de la
carga de la vacante entre sus átomos vecinos. Usando este modelo rea­
lizamos simulaciones de MD con diferentes fracciones de defectos dis­
tribuidos aleatoriamente. Los resultados de dichas simulaciones fueron
analizados usando la distribución de la densidad, tanto en la dirección
perpendicular como en las direcciones paralelas a la interfase, funciones
de correlación de la densidad y distribuciones de energía potencial en el
electrodo. Además, se utilizó el algoritmo de Otsu para dividir la inter­
fase en regiones con y sin aniones para una evaluación más profunda
de las propiedades de los patrones. Este estudio mostró que los defectos
no son capaces de alterar significativamente la estructura del LI en la
dirección perpendicular a la interfase. Sin embargo, estos defectos son
capaces de modificar el patrón en las direcciones paralelas a la interfase.
Además, dicho cambio no se produce de forma gradual, sino que se pro­
duce de forma repentina al superar una fracción crítica de defectos. Este
estudio mostró además que la transición entre patrones bidimensionales
puede modificar propiedades macroscópicas del sistema.
Acabamos el estudio de interfases planas en el Capítulo 8 estudian­
do mezclas de [BMIM][BF4] con LiBF4 confinado entre dos electrodos
de borofeno. Estos electrodos tienen la particularidad de ser rugosos a
nivel atómico. Este estudio fue pionero en el estudio de interfases de
borofeno con LI y nos permite evaluar los efectos que las rugosidades
puedan tener en el LI. Comenzamos el estudio con un cálculo DFT de
la distribución de cargas de una monocapa de borofeno cargado. Es­
tas distribuciones de carga fueron usadas a continuación para realizar
simulaciones de MD del sistema. En estas simulaciones analizamos la
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estructura del LI a través de las distribuciones de densidad (tanto en la
dirección perpendicular a la interfase como en las direcciones paralelas)
y de la orientación de los iones en la interfase. Además, la dinámica mo­
noparticular fue analizada usando la densidad vibracional de estados. La
distribución de la densidad en la dirección perpendicular a la interfase y
la orientación de los iones mostró resultados muy similares a las de las
simulaciones de grafeno, lo cual indica que la estructura es a grandes ras­
go similar a la del LI confinado entre electrodos de grafeno. El análisis
de la densidad bidimensional mostró sin embargo notables diferencias
entre ambos sistemas con una transición de un patrón hexagonal para el
grafeno a un patrón de bandas en el borofeno. Este cambio parece estar
inducido por las nano­rugosidades del electrodo. Por lo tanto podemos
concluir que las rugosidades del electrodo afectan solo a la primera capa
de LI junto a la interfase, pero que no producen efecto alguno en el seno
del fluído.
Antes de proceder al estudio de LIs dentro de una estructura topoló­
gicamente compleja realizamos unmodelo teórico para explicar el trans­
porte en LIs (Capítulo 9). Este modelo intenta explicar las diferencias
experimentales para la conductividad con el modelo de Bahe­Varela5
para altas concentraciones de materia iónica. Nuestro modelo modela el
seno del fluido como una mezcla de regiones de alta y baja movilidad,
de la misma forma que el modelo original de Bahe­Varela. Sin embar­
go, introdujimos una dependencia extra a las frecuencias de salto entre
regiones. Mientras que en el modelo original las frecuencias dependían
únicamente del tipo de celda inicial, en el nuevo modelo dependen tan­
to de la celda inicial como de la final. Esto conlleva la inclusión de un
nuevo término en la teoría que tiene en cuenta el exceso de frecuencia
de salto entre celdas de diferente tipo. Este modelo puede ser utilizado
para explicar la conductividad de mezclas de LIs y disolventes mole­
culares y de disoluciones electrolíticas en general en todo el rango de
concentraciones con éxito.
5L M Varela, J Carrete, M García, L J Gallego, M Turmine, E Rilo, and O Cabeza,
Pseudolattice theory of charge transport in ionic solutions: Corresponding states law for the
electric conductivity, Fluid Phase Equilibria, 298(2), 280–286 (2010)
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Finalmente procedimos al estudio del comportamiento de LIs
próticos y aproticos dentro estructuras topológicamente complejas
con multiples poros interconectados (Capítulo 10). Para ello hemos
realizado simulaciones MD de un LI prótico (EAN) y un LI aprótico
([EMIM][BF4]) dentro de nanotubos de carbono (CNT) y dentro de una
estructura de carbono templado en zeolita (ZTC). Esta estructura ZTC
contiene poros en diferentes direcciones del espacio que se interconec­
tan formando cavidades. Esto le confiere un gran cociente superficie
volumen deseable en electrodos reales. El estudio incorporó dos partes.
En la primera se analizan las propiedades estructurales y dinámicas de
los LIs dentro de CNTs de diferentes radios para usar como referencia
de las propiedades dentro de la ZTC. A continuación se estudiaron las
mismas propiedades dentro de la ZTC. Para las propiedades estruc­
turales se utilizó la densidad, la RDF, así como su integral tanto para
los CNTs como para la ZTC. Además, para los CNTs se estudió su
factor de estructura y la densidad radial de partículas. Para la dinámica
monoparticular se estudiaron los desplazamientos cuadráticos medios y
las densidades vibracionales de estado. La estructura de los LIs dentro
de los CNTs muestra dos regímenes diferentes, uno cuando el radio
del CNT es inferior al tamaño típico de un par iónico y otro cuando
es superior. En los CNTs más estrechos la estructura está dominada
por efectos estéricos y ambos LIs muestran estructuras puramente
unidimensionales. Cuando se supera el tamaño típico de un par iónico
las interacciones coulombianas anión­catión empiezan a ser importantes
y se aprecian diferencias estructurales entre ambos LIs a medida que
se incrementa el radio y la estructura deja de ser unidimensional. Los
LIs dentro de CNTs muestran además una dinámica acelerada con
respecto al seno del fluido, con un desplazamiento cuadrático medio
mayor y un desplazamiento hacia el azul de la densidad vibracional de
estados. Por otro lado, los mismos LIs dentro de la ZTC muestran una
estructura más parecida a la del interior del fluido, lo cual deja entrever
que el aumento de la dimensionalidad dentro de dichas estructuras
tiene un papel fundamental. Además, la estructura del LI prótico es
más parecida a la del seno del fluido que a la del LI aprótico. Esta
recuperación acelerada de la estructura del LI libre parece estar causada
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por la red de enlaces de hidrógeno presente en LI prótico. La dinámica
por otro lado muestra un comportamiento parecido a la de los CNTs
para la densidad vibracional de estados, mientras que en el rango de
estudio el desplazamiento cuadrático medio se mantuvo en régimen
subdifusivo. Además, proponemos estudiar la ZTC como una estructura
de dimensionalidad intermedia entre uno y tres. Esto nos permite
modelar la estructura del LI dentro de la ZTC como la combinación de
una estructura puramente unidimensional (obtenida de las simulaciones
de los CNTs) y una tridimensional. Este modelo es capaz de predecir
la densidad del sistema y la coordinación de los iones utilizando la
distribución de tamaño de poro de la estructura ZTC. La dinámica
sin embargo no es sencilla de calcular utilizando dicho modelo y es
necesario desarrollar trabajo adicional en esta dirección (similar al
presentado en el Capítulo 9).
La tesis finaliza con unas conclusiones generales y con potenciales
lineas de investigación futuras (Capítulo 11). Además se presenta una




Ionic liquids (ILs), or room temperature molten salts, are considered
nowadays as one of the most promising advanced materials and they
have attracted a lot of interest during the last two decades due to their
interesting properties. ILs are materials formed only by ions which are
liquid at temperatures lower than 100 ! C. This low melting temper­
ature is commonly attributed to the asymmetries between anions and
cations, which weaken the lattice energy and avoid the formation of a
high symmetry solid. Their properties, such as low vapour pressure,
their nanostructuration or their great endurance of high voltage differ­
ences make them desirable for applications such as catalysis, thermal
fluids, lubricants or electrochemical devices. This last application is the
one which will be the main object of study of this thesis. Moreover, ILs
are considered as designer solvents, because it is possible to combine
different anions and cations creating millions of different combinations.
Thus it is possible to choose the combination which result in the optimal
properties for a given task.
The interest of ILs for electrochemical devices is due to their wide
electrochemical window, i.e. they remain stable under a wide range of
voltages. This should allow in theory the creation of new devices with
a greater operating voltage and, if applied to energy storage devices,
to higher power and capacity. In these applications the region of the
space where the more relevant interactions take place is the electrode­
liquid interface. Moreover, in order to achieve a better performance
it is usually desirable to use electrodes with a large surface to volume
ratio. Therefore, it is critical to know how will the ILs behave when
they are confined inside nanoporous regions. This will be, therefore, the
main objective of this thesis, the analysis of the structure of ILs nano­
confined. This confinement study will be divided in pieces, starting by
analyzing how intrinsic nanostructuring of ILs affects their structure,
followed by an analysis of the structure of ILs at planar interface and




In order to obtain such results we will use computational tools.
These tools grants us a direct access to the microscopical properties of
ILs. In these studies we will use different tools depending on the preci­
sion required by the task in hand. More specifically the main tools used
are molecular dynamics (MD) simulations and quantum density func­
tional theory (DFT) calculations. MD simulations were used to study
ILs in spatial scales of tens of nm and temporal scales of tens of ns. In
this method the atomic electrons are not explicitly included and it is as­
sumed that no variation in the electronic levels take place during the sim­
ulation. In order to perform such simulations we used the open source
simulation suite GROMACS1 and the OPLS­AA force field,2 which is
widely used in liquid simulations. On the other hand, DFT calculation
were used in order to obtain and characterize equilibrium structures with
great precision in the subnanometric scale. For the realization of such
DFT calculation we used the commercial software VASP.3 This pro­
gram solves Kohn­Sham equations using a plane wave expansion of the
electronic density. Different exchange and correlation functionals were
used depending of the system of study, specifically the PBE and B3LYP
functionals were used.
We start the study of the structure of ILs under confinement in
Chapter 4 with a validation of the used methods. Specifically the differ­
ences in the structure and dynamics of a mixture of 1­ ethyl­ 3­ methylimi­
dazolium (EMIM) bis ­(trifluoromethylsulfonyl) ­imi de (TFSI) and lith­
ium bis ­(trifluoromethylsulfonyl) ­imide were evaluated using MD sim­
ulations with polarizable and non­polarizable force­fields. The OPLS­
AA was selected as the non­polarizable force field and the APPLE&P4
1Mark James Abraham, Teemu Murtola, Roland Schulz, Szilárd Páll, Jeremy C
Smith, Berk Hess, and Erik Lindahl, GROMACS: High performance molecular simulations
through multi level par allelism from laptops to supercomputers, SoftwareX, 1(19–25), 2015 (.)
2William L Jorgensen, David S Maxwell, and Julian Tirado­ Rives, Development and
testing of the OPLS all­ atom force field on con formational energetics and properties of organic
liquids, J. Am. Chem. Soc., 118(45), 11225–11236 (1996).
3GeorgKresse and Jürgen Furthmüller, Efficient iterative schemes for ab initio total
 energy calculations using a plane wave basis set, Phys. Rev. B, 54(16), 11169 (1996).
4O. Borodin, Polarizable force field development and molecu lar dynamics simulations of
ionic liquids, J. Phys. Chem. B, 113(33), 11463–11478 (2009).
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as the polarizable one. Moreover, a version of the APPLE&P force field
with the polarization switched off (APPLE&P­NP), but without modi­
fying any other parameter, was also used in order to evaluate if it is
necessary to recalculate the force field parameters after switching on or
off the polarization terms. The systemwas chosen due to their high elec­
tronic density of the lithium ions which makes the polarizabilty of the
force field very relevant for calculating the system properties. For these
system we analyzed the structure and the single­particle dynamics. The
former was evaluated using the radial distribution function and its integ­
ral, which return the coordination number at a given distance. On the
other hand, the dynamics was studied using the mean square displace­
ment, the cage correlation function, the velocity autocorrelation function
and its Fourier transform, the vibrational density of states. THe struc­
ture showed very similar results for the two fully optimized force fields
(OPLS­AA and APPLE&P), with only minor differences in the equilib­
rium distances of the lithium ion. On the other hand, the APPLE&P­NP
force field showed a very different lithium coordination to the obtained
with the other force fields. The dynamics, however, is very affected by
the polarizability with big differences in the mean square displacement.
The property that suffer the greater differences was the cage autocorrela­
tion function. This function show a residence time of lithium in tis solva­
tion cage that is order of magnitude higher in the non­polarizable po­
tential. The velocity autocorrelation function, however, shows a shorter
collision time in the non­polarizable force field, which can be associated
with stronger average forces in the equilibrium configuration. However,
the analysis of the vibrational density of states showed that both force
fields produce similar distributions, but with a blue­shift of the non­
polarizable one. This study allows us to conclude that non­polarizable
force fields are adequate for the study of the structure, but yield a quant­
itatively incorrect dynamics and that after adding polarization terms to
a potential it is required to recalculate its parameters.
With the force field properly validated we continue our study by
analyzing the nanostructured inherent to the IL (Chapter 5). This nano­
structure impose a confinement in polar and apolar regions intrinsic to
the IL. Such confinement in give rise to the nanostructured solvation
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paradigm, in which molecules are solvated in bulk IL according to their
chemical polarity. Thus, polar molecules will be solvated in the polar
nanodomains of the IL and the apolar ones in the apolar nanodomains.
In order to check the validity of this paradigm, MD simulations of ethyl­
ammonium nitrate (EAN) and buthylammoium nitrate (BAN) mixtured
with 1­propanol, 1­butanol and 2­pentanol were performed. The alco­
hol molecules have a polar head and an apolar alkyl chain, and are,
therefore, amphiphilic. Due to being amphiphilic, the nanostructured
solvation paradigm dictates that they should be solvated in the interface
between the polar and apolar nanodomains. Moreover, this very same
amphiphilic behaviour is present in the IL cations and we should, there­
fore, see a competition between bot molecules for the same region of
the bulk IL. In order to evaluate the effects of this competition we stud­
ied the structure and single­particle dynamics of such mixtures. The
structured was evaluated using the RDF, the spatial distribution func­
tion and the number of hydrogen bonds per molecule. The dynamics
was studied using the velocity autocorrelation function and its Fourier
transform. The RDFs did not show any relevant differences when the
alcohols were added compared to the pure IL. On the other hand, the
spatial distribution function showed that the IL cation and the alcohol
molecules compete for the same region surrounding the anions, with the
only difference that the capability of forming multiple hydrogen bonds
of the action allow them to access the bidentate configuration. The ana­
lysis of the number of hydrogen bonds per molecule corroborated this
picture, showing a gradual replacement of cation ions by alcohol mo­
lecules as the alcohol concentration increases. On the other hand the
dynamics did not show any significant differences for the pure IL and
the mixture of IL and alcohol. This allowed us conclude that the pic­
ture proposed by the nanostructured solvation in correct and that in ILs
with a wide hydrogen bond network this interaction is as important as
the Columbic interaction between anions and cations.
We proceed next to the study of the electrode­IL interface for sys­
tem with planar electrodes (Chapters 6, 7 and 8). We start the study by
analyzing the interface in the directions parallel to the interface (Chapter
6). In order to do that, we used simulations of [BMIM][BF4] with differ­
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ent additives confined between two graphene electrodes. The analysis
of the structure showed that in those directions there are two different
conformations for the anions at the anode. Depending on the exact com­
position of the IL it was structured following an hexagonal pattern of and
stripped one. In order to study this phenomena we created a theoret­
ical model based on the Landau­Brazovskii phenomenological theory.
This model predicted the existence of different phases, including the
stripped, the hexagonal and an homogenous one. The final configura­
tion of the system according to this model depends only on the effective
charge density at the interface and thus, the possible patterns should be
independent of te electrode and IL. Moreover, in order to confirm those
results, we performed Monte Carlo simulations using a generic model
for the IL placed over a lattice. Using these simulations we ere able to
create a phase diagram for the resulting pattern depending on the anion­
cation interactions, which yielded results in agreement wit theMD ones.
These theoretical­computational results predict, therefore, the existence
of at least two possible patterns for the ions at the electrode­liquid inter­
face. Moreover, such patterns should be modifiable by any interaction
that is able to modify the effective charge density at the electrode.
In order to study how does the change between these patterns hap­
pen, in Chapter 7 we perform an extensive study of the properties of the
patterns for a mixture of [BMIM][BF4] with LiBF4 confined between
two graphene electrodes. In these electrodes vacancy defects were ran­
domly added in order to create local perturbations of the charge density
at the interface. These changes in the charge density should, according
to the previous study, be able to modify the two­dimensional structure of
the interface. In order to do that, we made a preliminary study of how is
modified the charge distribution of graphene when vacancies are added.
This preliminary study allowed us show that graphene remains planar
with addition of a vacancy and to create a simple model for the redis­
tribution of the charge of the vacancy among its neighbours. Using this
model we preformedMD simulations with difference fraction of defects
randomly distributed. The results of the simulations were analyzed us­
ing the distribution of the density, both in the perpendicual and parallel
directions to the interface, correlation functions of he density and po­
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tential energy distribution in the electrode. Moreover, Otsu’s algorithm
was used to divide he interface in regions with and without anions in
order to perform a deeper evaluation of the properties of the patterns.
This study showed that the defects are not able to significantly modify
the IL structure in the direction perpendicular to the interface, However,
these defects are able to modify he pattern in the directions parallel to
the interface. Moreover, that change is not produced in a gradual way,
but it changes suddenly once a critical fraction of defects in achieved.
This study showed also that the transitions between the two­dimensional
patterns can modify macroscopic properties of the system.
We finish the study of planar interfaces in Chapter 8 with the study
of the same mixtures of [BMIM][BF4] with LiBF4 confined between
borophene electrodes. This electrodes have the particularity of having
roughness at the atomic level. This study is pioneer in the analysis of
IL­borophene interfaces and allow us to evaluate the effects that rough­
ness may have on the IL. We start the study with a DFT calculation fo
the charge distribution of a charged borophene layer. This charge distri­
bution is used then to perform MD simulations of the system. In these
simulations we analyzed the structure of the IL using the density distri­
bution (both in the perpendicular and parallel directions to the interface)
and the orientation of the ions at the interface. Moreover, the single­
particle dynamics was analyzed using the vibrational density of states.
The density distribution in the directions perpendicular to the interface
showed very similar results to the graphene ones, which indicates that
the structure is prettymuch the same than the one of IL confined between
graphene electrodes. The analysis in the parallel direction, however,
showed notable differences between both system with a transition from
an hexagonal pattern in the case of graphene to an stripped pattern for
the borophene. This change sees to be induced by the nano­roughness of
the electrode. Thus, we can conclude that the roughness of the electrode
only affect to the first layer of IL next to the interface, but they do not
produce any effect in the bulk IL.
Before proceeding to the study of IL inside a topologically complex
structure, we designed a theoretical model to predict the transport in ILs
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(Chapter 9). This model tries to explain the experimental differences of
the conductivity with the Bahe­Varela model5 for high concentrations of
ionic matter. Our model treats the IL bulk as a mixture of high and low
mobility regions, in the same way than the original Bahe­Varela model.
However, we introduce an extra dependence to the jumping frequencies
between the regions. While in the original model, jumping frequencies
were only dependent on the mobility of the initial region, in this new
model they depend on both the initial and final regions. This leads to the
inclusion of a new parameter in the theory that accounts for the jumping
frequency excess between region of different type. This model can be
successfully used to predict the conductivities of mixtures of ILS and
molecular solvents and electrolytic mixtures in the whole concentration
range.
Finally we proceed to the study of the behaviour of protic and
aprotic ILs inside topologically complex structures with multiple
interconnected pores (Chapter 10). For this study we performed MD
simulations of a protic (EAN) and an aprotic ([EMIM][BF4]) IL inside
carbon nanotubes (CNTs) and inside a zeolite­templated carbon (ZTC)
framework. This ZTC framework have multiple pores in different
directions that interconnect creating cavities. This gives a large surface
to volume ratio with is desirable in real electrodes. The study is split
in two parts. In the first one the structural and dynamic properties of
ILs inside CNTs of different radii to be used as a reference for the
properties inside the ZTC. Then the same properties properties are
analyzed inside the ZTC. The structural properties are analyzed using
the density, the RDF and its integral fo the ILs inside the CNTs and the
ZTC framework. Moreover, inside the CNTs the structure factor and
the radial density are also analyzed. The single­particle dynamics of the
ILs inside the ZTC and the CNTs is analyzed using the mean squared
displacement and the vibrational density of states. The structure of
the ILs inside the CNTs show two different regimes, one when the
radius of the CNT is smaller than the typical ion pair size and another
5L M Varela, J Carrete, M García, L J Gallego, M Turmine, E Rilo, and O Cabeza,
Pseudolattice theory of charge transport in ionic solutions: Corresponding states law for the
electric conductivity, Fluid Phase Equilibria, 298(2), 280–286 (2010).
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when it is higher. In the narrower CNTs the structure is dominated by
steric effects and both ILs show purely one­dimensional structures.
When the radius is higher than the typical ion pair size the anion­cation
Coulombic interactions start to be relevant and structural differences
between both ILs appear as the CNT radius increases and the structure
stops being purely one­dimensional. The ILs inside the CNTs show also
an accelerated dynamics with respect to the bulk one, showing a higher
mean square displacement and a blue­shift of the vibrational density of
states. On the other hand, the same ILs inside the ZTC structure show
a structure more similar to he bulk one, which suggest that the increase
of dimensionality inside those structures have a fundamental role.
Moreover, the structure of the protic IL is closer to its bulk one that
the aprotic IL. This accelerated recovery of the bulk structure seems to
be caused by the extensive hydrogen­bonding network present in the
protic IL. On the other hand, the dynamics shows a behaviour similar to
the CNTs for the vibrational density of states, while the mean squared
displacement slowed down and showed a subdiffusive regime in the
whole range of study. Moreover, we studied the ZTC as an structure
with a fractional dimensionality between one and three. This allows us
to model the structure of the IL inside the ZTC as a combination of a
purely one­dimensiona structure (obtained from the CNT simulations)
and three­dimensional one. Using this model we are able t predict the
density of the system and the ionic coordination using the pore size
distribution of the ZTC framework. The dynamics, however, cannot
be calculated easily using that model and more work in this direction
(similar to the present in Chapter 9) is required.
The thesis ends with some general conclusions to the thesis and po­
tential future research lines (Chapter 11). Moreover a list of publications
related, but not included, in this thesis is presented.
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Por favor, manténgase a la espera.
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Ғ*Ғ IҩҮңҰқҮңҩҨ қҨҞ ҪүҬҪҩҭҟ
Our future is stored inside a battery. Everybody carries at least one bat­
tery powered device in their day to day life, and the demand for battery
powered consumer gadgets is not going to stop. The beginning of the
Internet of Things and an increase in home automation is expected to
greatly increase the demand for consumer batteries. This fact alone is
enough to put battery related research, including more efficient batter­
ies and recovering and recycling of used batteries, in the center of many
research interests. Moreover, there are several challenges associated
with the decarbonation of the economy that require bigger and more
efficient batteries. Changing from traditional non­renewable energies,
like thermoeletricity, to renewable sources like wind energy in which
the energy output depends on uncontrollable sources (like wind speed)
creates many challenges in order to satisfy an energy demand with daily
cycles.1 In order to solve this mismatch between the harvesting and the
consumption of energy, energy storage schemes are required, among
which the use of batteries to store energy in low demand times and to
supply extra power to the grid under high demand is highly promising.
Moreover, the increasing demand of electric vehicles will require safer,
more compact and more powerful batteries.
Currently, rechargeable lithium batteries are used for mobile
applications, including small consumer devices and consumer electric
vehicles; while other technologies like redox flow batteries are being
designed targeting large­scale applications, like storing over­production
of energy by renewable sources due to their improved scalability and
almost unlimited life.2 Currently, there is an enormous research effort
directed towards finding which materials can improve the current




Among the materials with the most promising properties proper­
ties for electrochemical devices, including future batteries, ionic liquids
(ILs) play an outstanding role. These materials have been known since
1914,3 but they have attracted a lot of interest for the past 20 years. As
can be seen in Fig. 1.1 the number of publications related to ILs have
been increasing for the last two decades. The main properties that make
ILs a good candidate for their use in electrochemical devices are their
extremely low vapour pressure, high ionic conductivity and their large
electrochemical windows. These properties should allow to run elec­
trochemical devices with increased voltage, and therefore, capacity. We
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Figure 1.1: Evolution of the publications in ionic liquids since 1993. Blue, the
total number of publications with the topic "ionic liquids"; orange, fraction of all the
publications in the database whose topic is "ionic liquids"; green, fraction of all the
publications about simulations concerning also ionic liquids. The data was extracted
from the Web of Science on 2020 July 28 and smoothed for an easier visualization.
The total number of articles for 2020 is missing due to limited access to data.
In all electrochemical devices the region where most of the critical
interactions happen is in the solid electrolyte interface. However, this
region is arguably the less understood one of a battery,2 which is also
true for ILs. Computer simulations, such as molecular dynamics and
quantum density functional theory arise as very powerful tools to ana­
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lyze the interactions and structure of ILs. They have also the advant­
age of being relatively cheap, compared to the equivalent experimental
setups.
During these last two decades most of the research effort in ILs have
been devoted to studying and characterizing, both computationally4–9
and experimentally,10–17 bulk systems. However, in the last years an in­
creasing amount on interfacial properties have been reported, specially
using computational methods (see Part II of this thesis for the relevant
references). A proper study of these interfacial regions is no trivial task
however, due to the differences in characteristic times between solids
and liquids and considerable difficulties for direct experimental obser­
vation. Therefore, most studies of ILs at the interface have been focused
on the properties of the IL itself and not on its specific interactions with
the electrode.
When and IL is placed at a charged interface, it forms an electric
double layer (EDL). This EDL presents charge oscillations that spam for
a 1­2 nm that can be explained by overscreening or crowding effects.18
These charge oscillations have been extensively studied by many re­
search groups (see for example Refs. 19–26). However, these studies fo­
cus on the structure of the interface in the direction perpendicular to the
electrode’s surface. However, the EDL has indeed a three­dimensional
structure,27 an the structure in the directions parallel to the surface must
be studied also. However, the number of studies that take into account
the structure in these directions is much lower.28–31 Despite this lack of
research, some results indicate that there is a rich structure is these dir­
ections, and that there are at least two different configurations for the IL
at the interface.31 In this thesis we will carefully analyze the existence
and behaviour of those patterns and the driving force of these structures.
All these studies dealt with ILs confined between ideally planar in­
terfaces (see Ref. 32 for a review of simulations for non­planar inter­
faces). However, real world electrodes are not planar. In particular,
for energy storage devices, e.g. EDL capacitors, materials with a large
surface to volume ratio are desirable.33;34 Moreover, in order to achieve
high values of intensity is such devices it is also necessary to have struc­
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tures with different pore sizes in order to be able to quickly access the
narrower pores which have a higher surface to volume ratio.35 There
are several materials that can be used to fulfill this task such as carbide­
derived carbons;36;37 ordered mesoporous carbons CMK­3,38 CMK­5,39
and CMK­8;38 or zeolite­templated carbon (ZTC).40 Moreover, exper­
imental measurements of capacity inside ordered mesoporous carbons
show that the capacity has a maximum when the pore size is close to the
typical ion pair size.41
However, there is only a handful of studies that focus in studying
the properties of ILs inside topologically complex nanopores.42;43 This
thesis tries to fill this gap of knowledge in this matter by shedding light
on the behaviour of ILs inside this topologically complex nanostruc­
tures. Specifically, we will focus in a ZTC framework. These frame­
works have a pore size radius of the order o the typical ion pair size of
some the most widely used ILs (as we will see later in chapter 10).
Therefore, the main objectives of this thesis are:
1. Understanding the effect of confinement in IL, including their
nanostructuration, confinement in two­dimmensional and one­di­
mensional geometries.
2. Analyzing the properties of the three­dimensional EDL, including
the effect of defects and roughness of the interface.
3. Characterizing the structure and dynamics of ILs inside topologic­
ally complex nanostructures. These properties will be analyzed
for both protic and aprotic ILs and will be compared to the prop­
erties of ILs confined in simple geometries.
In order to achieve these objectives we will use different computational
tools. The main one will be molecular dynamics, which will used to
simulate the properties of the IL. However, we will use also quantum
density functional theory when calculations of charge distributions at
shorter length or time scales are required, and Monte Carlo methods to
efficiently map the phase space of theoretical models.
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The remaining of Part I contains a summary of the properties of
ILs and a chapter with the description of the methodology used in this
thesis. In Part II (including Chapters 4­10) of this thesis the results of
these thesis are detailed and discussed. Finally in Chapter 11 the main
conclusions of this thesis and future research topics are indicated.
Ғ*ғ LҬҩҪҟҬҮңҟҭ ҩҠ ңҩҨңҝ ҦңҫүңҞҭ
The first definition of an IL was given by PaulWalden in 1914 described
then as “materials composed of cations and anions, that melt around 100
!C or below as a arbitrary temperature limit”.44 This definition has been
pretty much unchanged up to present day. There are several synonyms
for materials that fall under this definition45;46 such as “room temper­
ature molten salt”, “low temperature molten salt”, “ambient temperat­
ure molten salt”, “ionic fluid”, “liquid organic salt”, “room­temperature
ionic liquid” or “nonaqueous ionic liquid”. In this thesis we will use
the term ”ionic liquids” to refer to these materials. Their low melting
points compared to “common” ionic material are considered to be due
to asymmetries between the anions and cations, which prevent the form­
ation of a proper ionic coordination and, therefore, produce low lattice
energies. It has been estimated that with the current available anions
and cations (some of which are represented in Fig. 1.2) that form ILs it
is possible to generate around a million of different binary ILs and 1018
ternary ILs.47 This number makes finding a set of properties common
to every IL a very difficult task. We can, however, find some properties
that are common to most ILs.48;49
ILs are usually composed of small inorganic anions, such as
PF –6 , NO –3 and BF –4 , and relatively large (compared to the anions)
organic cations, such as the alkyl­ammonium and the imidazolium
families. There are, however, notable exceptions to this rule, like the
bis(trifluoromethane)sulfonimide anion, widely used for electrochem­
ical applications, which is an organic molecule and is relatively large
compared to other common anions. Other like Cnmin­alkylsulfate










































Figure 1.2: Some of the most common cations and anions that form ILs.
very relevant classification of ILs that arise from the method used in
their synthesis. When the IL is created by a proton­transfer reaction
between an acid and a base without any solvent in the process, it is
called a protic ionic liquid,50;51 in contrast with aprotic ILs which are
synthesized with different methods. Protic ILs usually present many
hydrogen­bonds which heavily modify their properties.52.
Most of these novel solvents show interesting and unique properties
as:
• Very low vapour pressure/volatility: Due to strong interactions
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inside the IL, and to the requirement of forming ionic pairs before
vapourizing, their vapour pressure is very low, almost undetect­
able. Experimental measurements of ILs from the imidazolium
family show vapour pressures lower that 1 Pa,53;54 i.e. less than
one thousand that of water. This makes ILs good candidates for
their use as thermal fluids and in situations in which temperature
increases are expected.
• Low toxicity: ILs have a toxicity in line with other organic ma­
terials.55 However, their extremely low vapour pressures make
them safer to handle and avoids toxic emissions to the atmosphere.
Moreover, when used in catalytic processes they can be recovered
by distillation.56 For these reason they are usually classified as
green solvents.
• High viscosity: ILs have in general higher viscosities than other
common solvents due to being a highly charged medium. Their
viscosities range between 10 and 500 cP. This magnitude usually
shows a strong dependence with temperature. For instance, the
viscosity of [BMIM][PF6] changes from 286 cP at 293 K to 29 cP
at 343 K.57.
• Great thermal stability: Due to the previously discussed low va­
pour pressure, ILs remain in liquid state for a very broad range of
temperatures, compared to other molecular solvents. Their max­
imum temperature of practical operation is usually controlled not
by evaporation but by chemical instability.
• High electrochemical stability and good ionic conductivity:
Due to being composed only by ions and to their large liquid
range, ILs are capable of redistributing their charges under an
electric find allowing a fast migration of ions which provide a
good ionic conductivity. Moreover, they show high redox po­
tential, and, therefore, they are able to withstand high voltages.
The range of voltage than an IL can withstand is generally much
higher than other common solvents like water, with electrochem­
ical windows of more than 6 V having been reported.12 Their
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conductivities are also greater than for most common solvents
(# 10"1 S/m). Moreover, in protic ILs the Grotthuss mechanism
may be present58 greatly enhancing electrical conductivity. These
two properties are they key ones for their use in electrochemical
devices, such as batteries, super­capacitors or fuel cells.
• Solvation and variable chemical polarity: The large number of
cations and anions that form ILs provides a wide range of chem­
ical polarities and chemical groups to choose in order to design an
IL. This large number of possibilities allows tuning ILs to solvate
a huge variety of molecules. Moreover, most ILs contain both po­
lar and apolar regions which generates a nanostructuration inside
the bulk IL. This nanostructure is composed of two segregated
nanodomains with clearly defined chemical polarities. This am­
phiphilicity is the reason behind the high adaptability of ILs to
solvate a great number of substances. Moreover, it is possible to
tune the ability to solvate a specific material in order to make it
fully miscible or immiscible.46 This property grants ILs the title of
designer solvents, and it is behind the huge increase of the number
of available solvents.
• Nanostructured Solvation: Due to the previously discussed se­
gregation in two nanoregions with different chemical polarities,
the solvation of molecules inside ILs is selective.59 The nanodo­
mains inside ILs are quite stable and therefore solvated materials
must accommodate to this underlying structure. Moreover, the
highly polar/apolar character of these nanodomains, forces the
solute to be placed in a nanodomain with similar polarity. The
presence of a robust hydrogen­bond network in many ILs also
conditions the ability to solvate other molecules. For example
water may create clusters in ILs that lack such hydrogen­bond net­
work,60 while it is easily accommodated into the polar domains of
hydrogen­bonded ILs.61 This nanostructure also endows ILs with
the ability to solvate amphiphilic molecules without significant




In this chapter we will detail the main aspects of the methods used in
this thesis. The chapter is divided in two subsections: in the first one we
will detail the different computational tools (which are the main tools
used in this thesis), and in the second one we will show the basis of
the pseudolattice theory of ionic transport which will be used later in
Chapter 9.
ғ*Ғ ?ҩҧҪүҮқҮңҩҨқҦ ҮҩҩҦҭ
The main computational tools used in this thesis can be classified as
computer simulations. Computer simulations are complementary tools
to experimental measurements that allow us to access properties that are
not directly accessible using experiments. Moreover, computer simula­
tions can also be used as a cheap alternative to screen the properties of a
given set of materials due to the low cost of replicating the simulation for
different materials. Computer simulations can be used to study systems
in almost any scale, from nuclear reactions62 to gravitational waves.63
However, the time­scale that computer simulations are able to deal with
is strongly tied to the spatial resolution (see Fig. 2.1). Therefore, in or­
der to simulate systems during long times, the spatial resolution must be
very low. This means that in all simulations we must find a compromise
between the length and time scales involved.
All the computer simulations in this thesis can be classified as atom­
istic simulations. In this kind of simulations the length scale goes from
pm, when making quantum simulation of the electronic density of atoms
andmolecules, toµm in coarse grainedmolecular dynamics simulations.
On the other hand, time scales go from some ps for quantum simulations
to µs for molecular dynamics simulations. In this thesis the following


































Figure 2.1: Most widely used computer simulation methods according to their time
and length scales of application.
• Molecular dynamics.
• Quantum density functional theory.
• Monte Carlo simulations.
2.1.1 Molecular dynamics
Molecular dynamics (MD) is the main technique used in this thesis,
in particular classical MD. In classical MD we obtain the time evolu­
tion of the motion of a series of atoms through numerical integration
of Newton’s classical equations of motion. Despite the apparent sim­
plicity of MD, the method allows for a lot of flexibility including the
implementation of barostats, thermostats, algorithms for setting con­
straints (e.g. SHAKE algorithm),… Moreover, there are several open
source packages that allow for an easy setup of MD simulations, in­
clude tools for the analysis of the results and allow to parallelize the
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simulations. Among these simulation packages we want to highlight
GROMACS64;65 (GROningen MAchine for Chemical Simulations) for
its simplicity, great performance and built­in tools for postprocessing
and LAMMPS66 (Large­scale Atomistic/Molecular Massively Parallel
Simulator) for its modularity and flexibility to add and modify atomic
interactions. For these reasons, we chose GROMACS as our reference
suite for this thesis.
In order to follow the motion of the atoms we must discretize the
simulation time. The usual approach is to divide the whole simulation
in timesteps of constant size. Therefore, at the end of the simulation we
will have a trajectory consisting of different snapshots of the system.
These frozen images of the system are obtained in an algorithmic way










, i = 1, . . . , N , (2.1)
where V is the potential energy of the system comprising all the relevant
interactions in it. There are several integration algorithms that can be
used in order to obtain the next snapshot of the trajectory. One of the
most frequently used is the Velocity Verlet algorithm. In this algorithm
the positions and velocities are updated from the previous configuration












(vi(t+!t) = (vi(t) +
1
2
[(ai(t) + (ai(t+!t)]!t . (2.4)
Note that before updating the velocities we must recalculate the acceler­
ations using the updated positions for recalculating the forces. Another
common algorithm, and the one we will be using in the simulations con­
tained in this thesis, is the leap­frog algorithm. This algorithm has the
particularity that velocities are calculated at half timestep, i.e. they are
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not evaluated for same simulation time than the positions. However,
this is not usually a problem because the velocities are not stored in the
trajectory for all the simulation frames. The equations for updating the


























The basic algorithm for an MD simulation with a generic integration
algorithm is summarized in Fig. 2.2. There are, however, some topics
that must be taken into account before performing a MD simulation.
In order to start our simulation, we need an initial configurationwith
well defined positions and velocities. This is nominor task, as this might
very well condition the results of the simulation. A usual approach for
simulating liquids is to start with a random distribution of molecules in­
side a volume, such that there is no overlapping between the atomic van
der Waals spheres, and a distribution of velocities that follows Max­
well’s distribution for the desired temperature. The volume is chosen
such that the system has a density similar to the expected one. After
that, an energy minimization is performed in order to avoid configura­
tions with unrealistic energies. Finally, an MD simulation in the NPT
ensemble is performed in order to relax the system. Usually a good value
for the density is achieved in less than 1 ns and in less than 10 ns the sys­
tem is usually fully relaxed. The final configuration obtained from this
last simulation can now be used to perform the production simulation
run.
Another important topic are border effects. In order to avoid hav­
ing borders in our simulation and being able to simulate bulk material,
periodic boundary conditions are applied. These conditions create an
infinitely replicated system where the molecules that exit the simulation
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Figure 2.2: Scheme of the basic algorithm for MD simulations.
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Finally, the choice of a proper model for the potential energy, and
therefore the interactions, of the system is a crucial part of a classical
MD simulation, as the accuracy of the results is directly conditioned by
the accuracy of the force field modeling of the interactions in the system.
This potential energy must include all the interactions present in the sys­
tem (see Fig. 2.3 for a scheme of the most usual interaction present in
MD simulations of classical liquids). The collection of physical models
and the parameters used to define the potential energy of the system is
what constitutes a force field. There are several force fields available in
the literature including OPLS,67;68 CL&P,69 APPLE&P,70 GROMOS,71
AMBER,72 CHARMM.73 In this thesis, our reference force field will
be the OPLS­AA68 (Optimized Potentials for Liquid Simulations, All­
Atom), whose components will be summarized in the following. Note
that these models are not exclusive of this force field, but are shared by
many of the other force fields.
The OPLS­AA force field includes intermolecular and intramolecu­
lar interactions defined as:68
V = Vbonded + Vnonbonded (2.8)
Vbonded = Vbonds + Vangles + Vdihedrals (2.9)
Vnonbonded = VLJ + VCoulomb . (2.10)
The bonded interactions are made up of the interactions between two
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On the other hand Vnonbonded is computed only between atoms that
are separated by three or more bonds. Moreover, in the special case
where the atoms are separated by exactly three bonds the interaction is
scaled by a fudge factor fij = 0.5. The nonbonded interactions can





























For both expressions the fudge factor fij has a value of 0.5 for atoms
that are separated by exactly three bonds and a value of 1 for atoms that
are separated by at least four bonds (including atoms in different mo­
lecules). This factor is empirically added in order to be able use the
same parameters for the calculation of intra­ and inter­molecular non­
bonded interactions.74
However, the OPLS­AA force field does not include anymany body
interaction. One of the relevant interactions in ILs is the polarization of
the electronic densities. This polarization can be modeled with a many
body potential, and it is included in the APPLE&P force field, which
has been used in this thesis. There are multiple ways of modeling this
interaction, the used in the APPLE&P potential is based on including
induced dipoles in the simulation with fixed polarizabilities. Therefore,









where (E0i is the total electrostatic field at the atomic site i due to per­
manent charges and (µi is the induced dipole at the atomic site i. These
are calculated as:
(µi = +i (E
tot
i , (2.17)
where +i is the isotropic polarizability and (E toti is the total electric field
(produced both by fixed charges and induced dipoles) at the atomic site
i. Note that in order to prevent the so­called “polarization catastrophe”
when two dipoles get too close to each other (including intramolecular
interactions of dipoles) a Thole screening is applied,75 which smears the
induced dipoles.
Moreover, due to the previously mentioned need for periodic
boundary conditions, there are infinite possible images for a given
particle. In order to avoid interactions with these replicas a cutoff range
for the interaction is set, so for each pair of atoms there is only one
image with a nonzero contribution to the energy. This can be easily
done for the Lennard­Jones potential, but it is not possible for the
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Coulomb potential due to its infinite interaction range. However, if we
evaluate this interaction in the Fourier space, we find that it is possible
to evaluate it and therefore we compute the resulting interaction of the
infinite images of the atoms. In order to make this computation of the
electrostatic interactions methods like the particle mesh Ewald method
(PME)76 or the particle­particle­particle­mesh (P3M).77
2.1.2 Quantum mechanical simulation: density functional the­
ory
Despite the usefulness of classical MD, this level of theory is not
always enough for accurately describing the interactions in the system.
Moreover, classical MD discards any explicit information about the
electronic interactions and the electronic states. In order to take into
account the electronic degrees of freedom one must use the quantum
hamiltonian:







































where the latin indexes correspond to electronic coordinates and the
greek ones to nuclear coordinates. The terms in the hamiltonian can
be easily interpreted as the kinetic energy of the electrons, the inter­
action between electrons, the electron­nucleus interaction, the interac­
tion between nucleii and the kinetic energy of the nucleii. Using the
Born­Oppenheimer approximation,78 it is possible to decouple the nuc­
lear degrees of freedom from the electronic ones, which simplifies the
hamiltonian retaining only the first three terms. However, even after
this approximation, computing the wavefunction for systems with many
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electrons is too demanding making it unsolvable for modern computing
capabilities.
A different approach to this many­body problem is given by the
Hohenberg­Kohn theorems.79 These theorems state that:
1. The external potential energy (and therefore the total energy) is a
unique functional of the electronic density.
2. The electronic density which minimizes the total energy is the
density of the ground state.
These theorems effectively turns solving the Schrödinger equation
into a minimization problem. However, they do not provide a way for
calculating such energy from the electronic density. This problem was
solved by Kohn and Sham introducing quasi­electrons. These quasi­
electrons behave as non­interacting particles on an effective potential
(Veff) and have the same density than the real electrons.79 The introduc­
tion of these quasi­particles results in the Khon­Sham equations, which







'i((r) = *i'i((r) , (2.19)
where the i index correspond to each of the quasi­electrons and 'i to
their orbitals. These equations effectively reduces one many­body prob­
lem to many one­body problem. The effective potential can be divided
in three contributions:
Veff((r) = V
%((r) + VH((r) + Vxc((r) , (2.20)
where V % is the external potential (including the electrostatic potential
created by the nucleii), VH is the Hartree term for the electron­electron
repulsion and Vxc is the exchange and correlation potential. The Hartree
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%)d3(r % , (2.21)
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where #((r) is the total electronic density the system, which can be cal­





This total density has the property of being equal to the density of the
real electrons. On the other hand, the exchange and correlation term
(Vxc) includes all the many body interactions, which are not included in
the other terms. Despite being a formally exact theory, a functional form
for this term is not provided. However, there are several approximations
to this functional, which we will cover later. From Eqs.(2.19) and (2.20)
it is also possible to calculate the total energy of the system as:




VH((r)#((r)d(r + Exc [#] (2.23)
where Exc is the exchange and correlation energy, and Tks is the Kohn­






($'†i ((r)($'i((r) . (2.24)
Therefore, the calculation of the energy of a configuration involves a
self­consistent loop where the density which yields the minimum energy
is searched.
As previously commented, there are several approximations to the
exchange and correlation functional that provide quantitatively correct
results. Some of the most used families for approximating this func­
tional are the local density approximation (LDA), the generalized gradi­
ent approximation (GGA) and the hybrid functionals.
• Local density approximation (LDA): In this approximation,
the value of the exchange and correlation energy depends only
upon the value of the electronic density at each point of the space.
Moreover, the usual approach is to model the interaction as a
homogeneous electron gas. With this approach, the exchange and
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correlation energies are treated separately, so the total exchange
an correlation energy can be written as:
Exc = Ex + Ec , (2.25)
and, therefore, the exchange and correlation potential are also ad­
ditive:







In this approximation, the exchange energy can be calculated ana­





















while the correlation energy can be numerically calculated under
the same approximation. This approximation should work well
with smooth electronic densities.
• Generalized gradient approximation (GGA): In this family of
approximations, instead of having an functional that depends only
on the local value of the electronic density, as in the LDA ap­
proximation, a dependency on the first derivative of the electronic
density is added. Therefore, the general expression for the ex­








There are versions of this approximation, known as meta­GGA,
which also takes into account the second derivative of the elec­










• Hybrid functionals: This functionals are composed by an empir­
ical mixing of exact energy given by Hartree­Fock’s theory and
one (or several) of the previously mentioned functionals. For in­
stance, one of themost widely used hybrid functionals, the B3LYP
hybrid functional, is calculated as:















with a0 = 0.20, ax = 0.72 and ac = 0.81. The GGA energy is
computed using the exchange functional Becke 8880 and Lee’s ex­
change functional,81 while the LDA correlation is computed using
the VWN functional.82
Note that there are spin polarized versions of these approximations
that instead of using the total electronic density in the *xc depend on the
up and down electronic spin densities:
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. (2.34)
In this thesis we have used the commercial software VASP83;84 for
the DFT calculations. Moreover the PBE GGA functional85 and the




2.1.3 Monte Carlo simulations
Monte Carlo (MC) simulations, and Monte Carlo methods in gen­
eral, are a collection of techniques based on random processes that are
widely used for integration and simulation processes. The common
characteristic of these methods is that instead of exploring the phase
space in a deterministic manner, it is done in an stochastic one. These
methods are specially powerful to analyze the phase space of multidi­
mensional system as the convergence ratio is O(N"1/2) independently
of the dimensionality of the data. This makes MC simulations a very
interesting method to study systems with a large number of degrees of
freedom.
MC simulations are used in material science in order to simulate
different properties. The resulting values from MC simulations con­
verge to the results from MD simulations if the ergodicity of the system
is granted. In general terms, a system can be said to be ergodic if after
a long enough time a system in evolution is able to reach any point in
the phase space. If this condition is met, then the average value meas­
ured following the time evolution of the system and integrating over the
phase space coincide.
In a conventional MC simulation we are going to produce an
stochastic trajectory in the phase space in order to calculate average
values,* these values will be equivalent to the ones that would be
calculated using a time dependent method (see Fig. 2.4 for a visual
representation of the equivalence of deterministic and stochastic tra­
jectories). However, for these values to be equivalent, we must traverse
the phase space in a way that preserves the probability distribution
of the points in it. For physical systems coupled to a thermostat the
probability of a state l of the phase space is given by the Boltzmann
*It is possible to produce a trajectory which reproduces the correct time evolution using





Figure 2.4: Example of the equivalence between an deterministic and a stochastic
evolution for an ergodic process.
distribution
Pl & e"El/kBT . (2.35)
TheMetropolis­Hastings algorithm87;88 gives an implementation to gen­
erate configurations that follows a given distribution. The sequence of
samples is obtained by simulating a Markov chain.88 LetW = {wij} be
the transition probability matrix of an irreducible Markov chain and Pi
the probability of the state i. If this matrix is to represent the probabil­






[Piwij ! Pjwji] = 0 . (2.36)
A sufficient condition for this is:
Piwij = Pjwji , (2.37)
which is known as the detailed balance condition and is based on the
microscopic time reversibility.88. We can write the transition probability
between both states as:
wij = qij+ij (2.38)
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where qij is the probability that a system in the state i tries to go from
state i to state j and +ij is the probability of success of such trans­




















which warrants than either +ij or +ji is 1. If we assume that qij = qji
and using the Bolztmann distribution we obtain that in order to generate
random configurations that follow the Boltzmann distribution at a given









where Ei and Ej are the energies of the i and j configurations respect­
ively. With this acceptance ratio, the Metropolis­Hastings algorithm†
produces a Markov chain in which the following element of the chain is
produced from a given configuration i using the following rules:
1. Select one of the accessible configurations j with a probability of
qij .
2. Calculate the energy of configuration j.
3. Accept the change from i to j with a probability given by Eq.
(2.41).
4. If the change is accepted j becomes the next element of the chain.
If it is rejected, then i is added to the chain.
†Note that the detailed balance condition allows the determination of the stationary distri­




This process is repeated the desired number of times in order to map
the phase space. It is important to note that following this algorithm,
and most MC algorithms, the time evolution information is completely
missing and no dynamic properties can be observed. There are how­
ever some algorithms that include time dependent information that can
be used to analyze dynamical properties.89 However, these algorithms
usually need be fed with accurate transition times for all the possible
process in the system in order to match actual chronological trajectories
and reproduce the dynamics.
Further details about the specificmethods used in each of the studies
are given in their corresponding methods section.
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The pseudolattice theory of charge transport in ionic solutions90 aims to
explain and predict the ionic conductivity of ionic solutions in systems
for ionic solutions with high concentrations of ionic matter. This the­
ory extends the concentration range beyond the classical Deby­Hückel
theory,91 which is not suitable to study mixtures of ILs and solvents due
their inherent high charge density.
This theory consider the mixture of N = N+ + N" IL molecules‡
andN0 solvent molecules as a 3D pseudolattice with coordination num­
ber s, lattice constant a and M = N + N0 nodes. Ions are embedded
in this pseudolattice and move between adjacent cells by means of hops
activated by the action of an external electric field (E. These hops are
considered statistically independent and, therefore, there is no correla­
tion between two consecutive hops. Two adjacent cells are considered to
be separated by an energy barrier. Due to the ergodic nature associated
to the short characteristic times present in liquid systems, these energy
barriers are the product of averaging all the possible molecular environ­
ments. In this model only two different kind of ionic environment are
considered: "­cells, where no ions are present in the adjacent cells; and
‡We will consider only binary ILs for simplicity.
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+­cells, where ions are present in the adjacent cells. These cells have
two different potential well depths, *# for the "­cells and *" for the "
ones.
The distribution of + and " cells is considered to be random and
no correlation between them is imposed. Therefore the probabilities of
having an + or " cells are given by:
." = '" , .# = '# , (2.42)
where '" and '# are the volume fractions of ions and solvent respect­
ively. The volume fractions are used instead of the molar ones to take
into account the size differences between substances.
In the absence of an electric field, the probability per unit time that







e"$i/kBT ; i = +, " , (2.43)
where h is Planck’s constant and %si is the vibrational frequency of an
ion in the two directions of the saddle point perpendicular to the flow
in a cell of i type. Under the effect of an electric field (E these hopping
















; i = +, " , (2.44)
where q is the charge of the ions. This expression can be easily approx­




; i = +, " . (2.45)
Using this expression and the probabilities given by Eq. 2.42, it is
possible to calculate the weighted average excess probability of jumping
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Each ionic jump has an associated polarization qa. Thus, the total cur­
rent density is given by j = n"qa%̄p, where n" in the number density of
ions. This number density can be approximated, due to the low excess
volume of ILs, as n" " '"/V", where V" is the ionic volume. Therefore
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. (2.47)
Moreover, if the values from this expression are normalized by the
maximum conductivity (/max) and the volume fraction at which this
maximum appears ('max), the resulting expression has no parameters
and, therefore, it defines a universal behaviour for the conductivity. This







where /̄ = ///max and '̄ = '"/'max. As can be seen in Fig. 2.5, this
model correctly predicts the conductivity at low and medium concen­
trations of IL. However, at nearly pure ILs, the experimental values of
the conductivity deviate from the prediction of the model. In Chapter 9
we will present an extension of this model with 2­cell dependences of
















Figure 2.5: Normalized conductivity vs. scaled concentration for IL‐ethanol mix‐







3­ Summary of the Results
In this chapter we will present a detailed description of the results con­
tained in this thesis. The long term goal of this thesis was obtaining a
detailed description of the structure and the dynamics of ILs under con­
finement. However, in order to achieve a proper understanding of the
effects that the confinement has on the ILs, we need to study also their
structure and dynamics in other scales. Therefore, we will start analyz­
ing the structure and dynamics of bulk ILs, as their nanostructure plays
the role of as an intrinsic confinement in the IL segregating it into two
types of nanodomains. Then, we will study the IL at the solid­liquid
interface with an special focus on the structure near a charged interface,
which is the most interesting region for electrochemical applications.
Finally, we will analyze the properties of ILs inside nanoporous me­
dia with different dimensionality. On the other hand, in order to have
a proper understanding of how do the interactions between anions and
cations affect the overall structure of the IL, specially hydrogen bonding,
we will analyze both protic and aprotic ionic liquids. In these studies we
used the alkyl­ammonium family as the prototypical protic cations and
the alkyl­methyl­imidazolium family as the prototypical aprotic cation.
More specifically, we started validating the usefulness of non­
polarizable force fields for predicting the structure and dynamics of ILs
and their mixtures. In order to that we compared the results of three fully
atomistic force fields: a polarizable force field, APPLE&P; the same
force field with the polarization turned off; and a non­polarizable force
field, OPLS­AA. These force fields were used to simulate a mixture
of 1­ethyl­3­methylimidazolium bis­(trifluoromethylsulfonyl)­imide
and lithium bis­(trifluoromethylsulfonyl)­imide. The large charge
density of the lithium cation can induce a strong polarization of the
anion electronic cloud. This makes this system particularly sensitive
to the usage of a non­polarizable force field and, therefore, makes it
a good candidate for evaluating the effect of polarization in the force
field. These simulations allowed us to conclude, that both polarizable
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and non­polarizable force fields predict the same equilibrium structure
and the polarizability seems to affect mainly to the system dynamics.
Moreover, we concluded that, while the single particle dynamics
resulting of simulating with a non­polarizable force field is quantitative
incorrect, it qualitative predicts the same single particle dynamics.
With the limitations of non­polarizable force fields well determined,
we started our study of the structure of nano­confined ILs testing the
nanostructured solvation paradigm,93 the selective solvation that takes
place whenmolecules are solvated in a protic IL. In order to do that, mix­
tures of alcohols with different chain lengths (1­propanol, 1­butanol and
2­pentanol) and protic ILs (ethylammonium nitrate and butylammonium
nitrate) were simulated. These simulations revealed that, despite being
neutral molecules, alcohols were able to replace the cations in the IL
structure. This result is in accordance with the nanostructured solva­
tion paradigm, as alkyl­ammonium cations and alcohols are both am­
phiphilic, they should both be located at the border between both nan­
odomains of the bulk IL.
With the bulk structure properly characterized and our force field
adequately validated, we started our study of the solid­liquid interface.
In particular, we were interested in the study of the lateral and 3D struc­
ture of the innermost layers of the electric double layer. The structure
in these directions has been much less studied, and it was not properly
characterized. We found that there was, at least, two different structures
that the IL could adopt at the interface, that might be tuned modifying
the composition of the IL mixture. Moreover, we developed a theore­
tical model based on the Landau–Brazovskii phenomenological theory
which was able to explain those structures.
In order to gain a deeper insight of the properties of those 2D struc­
tures, we simulated a butyl­methyl­imidazolium tetrafluoroborate mix­
ture with lithium tetrafluoroborate in the presence of 2 graphene elec­
trodes with varying fractions of randomly distributed point vacancy de­
fects. These vacancy defects acted as a source of local charge perturb­
ations. These perturbations were not able to significantly change the
composition of the IL at the interface, but they were able to change
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its structure from one 2D conformation to the other. This allowed us
to carefully characterize the similarities and differences between both
structures in a controlled environment. Moreover, we concluded that
the change between these two conformations could significantly alter
some macroscopical properties such as the amount of lithium adsorbed
at the interface.
Following these studies of the IL at graphene interfaces, we stud­
ied the effect of changing the electrode material. In order to do that, we
compared our previous results of 1­butyl­3­methyl­imidazolium tetra­
fluoroborate mixtured with lithium tetrafluoroborate at a graphene in­
terface, to the same system at a borophene interface. Borophene is, like
graphene, a new promising 2D material, but with the difference that it
is non­planar, i.e. there are some roughnesses in its surface. This res­
ulted in the same overall image of the structure if the IL, but with some
important differences at the interface, that can have a great impact on
potential applications of such electrodes.
In parallel to our computational analysis, and in order to provide
some theoretical framework to describe the calculated dynamics of the
ILs we developed a theoretical model for the transport in ILs. This
model is based on the proposed by Varela et al.90 based on a pseudolat­
tice structural model which is able to explain ionic conductivity up to
very high concentrations. However, this model showed failures at nearly
pure ILs. In order to extend the predictions to the whole concentration
range, we extended it by considering hopes in a 2­cell model in con­
trast to the 1­cell model of Varela et al. This model is able to correctly
predict the ionic conductivity of ionic mixtures throughout the whole
concentration range and predicts the evolution of it with temperature.
Finally, we concluded our studies by analyzing both protic and
aprotic ILs inside carbon nanotubes prior to introducing them in a
zeolite­templated carbon framework. These two systems share the
property that they are completely made up of interfaces, i.e. they con­
tain no bulk­like region. This last study is, therefore, the culmination
of all our previous work and a first step towards studying the IL inside
more realistic, complex electrodes. In this study we were able to model
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the IL inside the zeolite­templated carbon as mixture of 1D and 2D IL
which should theoretically allow us to have very fast estimates of the
IL structure inside other frameworks without having to simulate them.
The dynamics, however, was not easily understandable by any existing
simple model, and a more complex one, with hopping probabilities
between the different pores (similar to the presented in our previous
study), is required.
In the following chapters we detail the contents of all the studies
included in this thesis. For each one of them a short introduction to the
article is presented followed by the article in its published format and
a transcription of the published article for a more comfortable reading.
It must be noted that due to the aggregation of all the references, the
number of the references in the transcripted texts may not correspond to
the actual number in the published article.
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4­ Molecular dynamics analysis of the effect of
electronic polarization on the structure and
single­particle dynamics of mixtures of ionic liquids
and lithium salts
Before starting our studies on the properties of nanoconfined ILs,
a proper validation of the force field was required. In order to do
so, we compared the results of an state of the art polarizable force
field (APPLE&P) and a widely used classical one (OPLS­AA).
We chose to simulate a mixture of 1­ethyl­3­methylimidazolium
bis­(trifluoromethylsulfonyl)­imide and lithium bis­(trifluoromethyl­
sulfonyl)­imide because in this system a large polarization of the
electronic density of the anion appears due to the high charge density
of the lithium ion. Therefore, this system is particularly sensitive to the
polarization effects and it should show remarkable differences between
polarizable and non­polarizable force fields.
In this study we thoroughly analyzed the differences in the structure
and single particle dynamics between both force fields. We concluded
that the main effect of the electronic fluctuations is a perturbative weak­
ening of the Coulomb interactions in the bulk system. The structure does
not show great differences between the polarizable and non­polarizable
force fields. However, the single particle dynamics shows clear differ­
ences between both force fields. The main effect of the suppression of
the electronic polarization is the increase of the caging effect of the lith­
ium ions in the bulk, which leads to a much slower diffusion of lithium
ions and very long times before reaching the diffusive regime. The velo­
city correlation function, on the other hand, shows a faster dynamics of
the lithium cation compatible with a stronger force in the solvation cage
with the non­polarizable force field. This leads to a blue­shift of the
normal modes of the density of states, but without notable differences
in the number of normal modes present.
Moreover, we also analyzed the effect of switching off the polar­
ization of the polarizable force field without modifying any other para­
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meters. This analysis showed that after switching off the polarization
the structure and dynamics of the IL is severely impacted. Therefore we
conclude that in order to add polarizability to a non­polarizable force
field, the rest of its parameters must be re­fitted in order to obtain accur­
ate results.
The contribution of the author of this thesis to this publication, us­
ing the CRediT contribution classification,94;95 was: Conceptualization,
Methodology, Software, Validation, Formal Analysis, Investigation,
Data Curation, Writing ­ Original Draft, Writing ­ Review & Editing,
Visualization.
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5­ Nanostructured solvation in mixtures of protic
ionic liquids and long­chained alcohols
With the limitations of non­polarizable force fields correctly character­
ized, we started our study of nanoconfinement of ILs analyzing their
internal nanosegregation. The nanosegregation of the IL in polar and
apolar nanodomains acts as an intrinsic nanoconfinement of the IL. In
this study we analyzed the applicability of the nanostructured solvation
paradigm to the solvation of amphiphilic molecules inside the IL. Ac­
cording to this paradigm, molecules are relatively solvated inside the
ionic liquid according to their chemical polarities. Therefore, polar mo­
lecules are solvated in the polar domains, the apolar in the apolar ones
and amphiphilic molecules place themselves in the border between these
two regions. In order to test this, we simulated alcohols with different
chain lengths (1­propanol, 1­butanol and 2­pentanol) solvated in two
protic ionic liquids with different cation sizes (ethylammonium nitrate
and butylammonium nitrate). These cations have a marked amphiphilic
behaviour and will, therefore, compete with the alcohol molecules in
order to be located at the border between the polar and apolar nanodo­
mains.
Our study concluded that the structural results were compatible with
the nanostructured solvation paradigm. This picture was further proven
by analyzing the hydrogen bonding between the anions and both the
cations and the alcohol molecules. The hydrogen bonding revealed that
alcohol molecules are able to replace the IL cations in the structure and,
therefore, adding alcohol does not significantly alter the properties of
the pure IL. Moreover, experimental small angle x­ray scattering meas­
urements of thesemixtured showed large scale structural heterogeneities
(ca. 10 nm). Due to the size of these heterogeneities their study is out­
side the scope of this thesis, but work towards simulating this effect is
currently planned.
The contribution of the author of this thesis to this publication, us­
ing the CRediT contribution classification,94;95 was: Conceptualization,
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Methodology, Software, Validation, Formal Analysis, Investigation,
Data Curation, Writing ­ Original Draft, Writing ­ Review & Editing,
Visualization.
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6­ Two­dimensional pattern formation in ionic
liquids confined between graphene walls
In this paper we started the study of the solid­liquid interface. This study
will span for three articles, in which efforts were devoted to properly
characterize the structural properties of the interface, specially in the
directions parallel to the electrodes. The structure of this interface is
of key importance for any electrochemical device, as it is the region
where reactions and/or the charge start to happen. However, this lateral
structure has been much less studied that in the direction perpendicular
to the interface. Moreover, previous experimental and computational
results had suggested the possibility of two different arrangements of
anions and cations in these directions.
In this first study of the interface we will analyze the possible
structural conformations that can appear at the electrode. Analyzing
the structure in the lateral direction for different composition of the
electrolyte showed that two different patterns can arise: one with
the ions arranged in an hexagonal pattern and another one creating
stripes. These results are backed up by a theoretical model based on the
Landau–Brazovskii phenomenological theory which predicts the same
structures. Moreover, Monte Carlo simulations of a simple IL model
are able to replicate the same conformations. We finally conclude that
the pattern that the IL will should adopt depends on the charge density
of the first layer of IL at the interface and therefore, we can tune the
structure of this layer by modifying any external parameter that couples
to such density.
The contribution of the author of this thesis to this publication, us­
ing the CRediT contribution classification,94;95 was: Conceptualization,
Methodology, Software, Validation, Formal Analysis, Investigation,
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7­ Mixtures of Lithium Salts and Ionic Liquids at
Defected Graphene Walls
Following the results from our previous article, we analyzed how to in­
duce changes in the IL structure at the interface from the hexagonal pat­
tern to the striped one. In order to do so, we randomly added point
defects to a graphene electrode in order to add local perturbations of the
electric field. These perturbations should in theory, according to our pre­
vious study, be able to induce transitions between conformations. On the
other hand, these perturbations were expected to be weak enough so they
will not have any relevant impact in the composition of this first IL layer.
Therefore, with this setup we can analyze the structures without signific­
antly altering the composition of the interface. Using these simulations
we were able to properly characterize the structure and energetics of
the patterns. These patterns are compatible with an underlying common
structure. Moreover, we find that the change from one conformation
to the other is not a progressive one and for one set of external condi­
tions the IL will restructure itself into one of these two patterns. Finally,
we were also capable of correlating transitions between the patterns with
macroscopical properties such as the amount of lithium cations adsorbed
at the interface and, therefore, we are confident that this effect could be
used to further tuning of the IL properties at the interface.
The supplementary information for this article can be found on ap­
pendix A.1.
The contribution of the author of this thesis to this publication, us­
ing the CRediT contribution classification,94;95 was: Conceptualization,
Methodology, Software, Validation, Formal Analysis, Investigation,
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8­ Borophene vs. Graphene Interfaces: Tuning the
Electric Double Layer in Ionic Liquids
In this last article centered in the study of the solid­liquid interface
changed the material of our electrode in order to see which differences
may arise. Thus, we replicated the simulations of 1­butyl­3­methyl­
imidazolium tetrafluoroborate mixed with lithium tetrafluoroborate
in the presence of graphene electrodes, but replacing the graphene
electrode with a borophene one. Borophene is a 2D material similar to
graphene but with a non­planar interface, i.e. it has a rough surface.
This was, to the best of our knowledge, the first time that simulations
of ILs in contact with borophene electrodes were reported.
In this study we first characterized the charge distribution of the
atoms in a charged Pmmn8 borophene sheet, analyzing specifically
the two inequivalent atomic positions in the structure. Using these
results, we performed MD simulations of IL between two walls of
Pmmn8 borophene. We analyzed both the direction perpendicular to the
electrode and the parallel ones. We found that changing to a borophene
wall has little effect on the direction perpendicular to the electrode.
This result suggests that the structure in this direction is very resilient
to changes in the electrode and that the strong interactions present in
the first layers of IL quickly destroy the information about the electrode
roughness. However, the roughness of the electrode’s surface has a
deep impact in the lateral direction. The existence of a privileged
direction in the borophene electrode translates into the appearance of
a privileged direction in the IL. Therefore, the ionic liquid settles into
a very marked striped conformation. On the other hand, lithium ions
seem to be able to reach closer distances to the borophene electrode
than to the graphene one. This may be due to enhanced influence of the
borophene wall on the anion­cation complexes that form close to the
electrode.
The contribution of the author of this thesis to this publication, using
the CRediT contribution classification,94;95 was: Methodology, Soft­
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ware, Formal Analysis, Writing ­ Original Draft, Writing ­ Review &
Editing, Visualization.
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9­ Random­alloy Model for the Conductivity of Ionic
Liquid–Solvent Mixtures
The following work tries to close the gap in the understanding of trans­
port in ILs and other ionic systems. It is well­known that for systems
with low ionic concentrations, Debye­Hückel equilibrium theory can
be used to explain the transport, which leads to Onsager’s limiting law
for ionic conductance, which predict a conductance proportional to the
square root of the ionic concentration. However, ILs and other charged
fluids fall completely outside the range of applicability of this theory.
An alternative approach to this model was proposed by Varela et al.90
based on a pseudolattice structural model of the ionic fluid, which mod­
els the liquid as a random mixture of low and high mobility cells. This
theory is able to explain ionic conductivity up to very high concentra­
tions, but it showed failures at nearly pure ILs.
In order to account for the deviations that the model proposed by
Varela et. al. had at extremely large ionic concentrations, we proposed
a modification of this model based on independent ion hops in a 2­cell
mode with second order hopping frequencies, opposed to the original
1­cell model. As we showed in this work, this model is able to cor­
rectly predict the high concentration deviations from the original model.
Moreover, the model also predicts how does the conductivity change
with temperature and brings new insights into the ion­size dependence.
This models seems to be able to correctly predict the ionic conductivity
of ionic mixtures throughout the whole concentration range.
The supplementary information for this work can be seen on ap­
pendix A.2.
The contribution of the author of this thesis to this publication, using
the CRediT contribution classification,94;95 was: Methodology, Soft­
ware, Formal Analysis, Investigation, Data Curation, Writing ­ Original
Draft, Writing ­ Review & Editing, Visualization.
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10­ Structure of protic and aprotic ionic liquid inside
carbon nanotubes and zeolite templated carbon
structures
This last work is the culmination of all the previous studies on the prop­
erties of nanoconfined ILs presented in this thesis. In this study we
present simulations of protic and aprotic ILs inside carbon nanotubes as
a prior step to the study of their confinement inside a zeolite­templated
carbon (ZTC) framework. The key difference between this systems and
those presented in the previous studies is that they are made up only of
interfaces, i.e. there is no region in which the bulk 3D structure of flu­
ids can be adopted inside the confining structure. The zeolite­templated
carbon framework is a structure with narrow interconnected pores in dif­
ferent spatial directions. This provides the structure with a high surface
to volume ratio, which makes them ideal for their use in many electro­
chemical. However, in order to correctly characterize the properties of
ILs confined in ZTC frameworks, we previously simulated the same ILs
inside carbon nanotubes of different radii in order to use them for further
predictions in the most complex ZTC structure.
ILs inside carbon nanotubes show a highly structured arrangement
that goes from a purely 1D configuration in the narrowest nanotubes, to
arrangements of higher dimensionality in the widest ones. This change
in dimensionality appears when the radius of the nanotube is greater
than the typical ion pair size and, therefore, multiple rings of IL appear
inside the carbon nanotube. Using the results for the structural prop­
erties of ILs confined inside these nanotubes we were able to predict
their properties when confined inside ZTC frameworks using its pore
size distribution. In order to do that we modeled the structure as having
a fraction of 1D regions and a fraction of 2D ones, which is equivalent to
an effective non­integer dimensionality, corresponding to pores with a
purely 1D arrangement and cavities formed where the pores meet which
have a higher dimensionality. We showed that his model correctly pre­
dicts the structure of nanoconfined ILs, but it is not able to predict the
235
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dynamics, but if combined with a model similar to the presented in the
previous article with hopping probabilities between regions of different
dimensionality. This method for calculating the structure opens the door
to predicting the same properties in other carbon frameworks without the
need of complex and time­consuming simulations.
The supplementary information for this article can be found in ap­
pendix A.3.
The contribution of the author of this thesis to this publication, us­
ing the CRediT contribution classification,94;95 was: Conceptualization,
Methodology, Software, Validation, Formal Analysis, Investigation,
Data Curation, Writing ­ Original Draft, Writing ­ Review & Editing,
Visualization.
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11­ Conclusions and Future Perspectives
ҒҒ*Ғ ?ҩҨҝҦүҭңҩҨҭ
The main conclusions from the studies presented in this thesis are:
1. It is possible to study the structure of ILs by using non­polarizable
potentials, but the predicted dynamics will be only qualitatively
correct. Our results show that even for a system with high charge
densities the differences in the predicted structure between non­
polarizable and polarizable force fields, while existent, are relat­
ively minor. On the other hand, the single­particle dynamics is
highly dependent on the inclusion of polarizability in the force
field. The short time velocity autocorrelation function, and its
Fourier transform, lead to shorter collision times and shorter char­
acteristic times, while retaining a similar distribution of charac­
teristic modes. This is compatible with a similar structure in both
force fields but more intense interactions in the non­polarizable
force field. On the other hand, the long time mean square dis­
placement and cage correlation times showed large differences
between force fields, with a slower dynamics always in the non­
polarizable force field.
2. The structure of ILs is heavily conditioned by their nanoscopic
arrangement into polar and apolar regions,which conditions also
the location of solvated molecules in bulk ILs. When solvating
neutral molecules with a similar polar character than one the IL
ions the solute molecules are easily and selectively accommod­
ated in the IL structure, with no significant changes in the bulk
structure of the solvent.
3. We have proved that transport in bulk IL mixtures can be modeled
by means of a pseudolattice of low mobility and high mobility
279
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regions. In this model ionic transport takes place by hopping
between these regions with different jumping frequencies de­
pending on the types of the initial and final regions. This 2­cell
model introduced in this thesis extends the original 1­cell model
of Varela et al.,90 and is able to predict the conductivity of ionic
fluids (electrolite solutions, IL mixtures, …) throughout the
whole concentration range.
4. ILs show a rich lateral structure at electrochemical interfaces,
which had been scarcely studied in the literature compared to
that in the perpendicular direction. This structure shows at least
two different conformations for the ions at the interface, one with
the ions arranged in an hexagonal pattern and one in a striped
pattern.
5. ILs can undergo transitions between those conformations under
changing internal or external parameters that couple the charge
density at the interface. In particular, adding solvents to the IL and
modifying characteristics of the electrode can have such effect.
6. Adding local variations of the charge density of the electrode,
with e.g. point defects (vacancies), can modify the structure in the
parallel direction to the interface without significantly modifying
the structure in the perpendicular direction. This transition takes
place after a critical fraction of defects is achieved. Moreover,
this transition seems to be able to modify some macroscopical
properties of the system.
7. Replacing a perfectly planar electrode (graphene) with one with
an atomically rough one (borophene) seems to have negligible
impact on the general properties of the IL. However, significant
changes in the 2D conformation of the interface are registered.
8. When an IL is confined inside a one­dimensional pore with a ra­
dius of the order of the typical ion pair size, the structure is gov­
erned mainly by steric effects. This happens for both protic and
280
11. Conclusions and Future Perspectives
aprotic ILs, which show the same general structure. This struc­
ture is ruled by the ion pair size and does not seem to be altered
by the existence of polar and apolar domains or the presence of
hydrogen bonds. Only when the pore size increases, differences
between protic and aprotic ILs appear.
9. ILs inside frameworks with multiple pores and pore sizes (e.g.
ZTC frameworks) show structures closer to their bulk ones than
to the structure inside one dimensional pores. These frameworks,
however, disrupt the long range structure of ILs and affect the po­
lar and apolar nanodomains. Moreover, protic ILs seem to have a
structure closer to their bulk ones. This can be due to the appear­
ance of the hydrogen­bond network, which quickly recovers the
bulk structure.
10. This framework can be modeled as a mixture of one­dimensional
and three­dimensional regions. This model results in a good pre­
diction of the structure of the ILs inside ZTC. However, evaluat­
ing the transport of these systems using thismodel is quite challen­
ging and a theoretical model for the interconnection of the regions
with different dimensionality is required.
ҒҒ*ғ BүҮүҬҟ LҟҬҭҪҟҝҮңҰҟҭ
In the following years we expect to continue the research efforts that
lead to this thesis opening or furtherly developing some of these research
lines:
1. Development of specific force fields to model the hybrid
solid­liquid interface, including details from quantum density
functional theory.




3. Continuation of the study of IL inside nanoporous frameworks,
specifically of mixtures of ILs with other substances.




In the following pages we include the Supplementary information for
the following articles:
• Mixtures of Lithium Salts and Ionic Liquids at DefectedGraphene
Walls
• Random ­alloy Model for the Conductivity of Ionic Liquid–Sol­
vent Mixtures
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