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Abstract
In this paper we analyze the necessary number of samples
to estimate the gradient of any multidimensional smooth
(possibly non-convex) function in a zero-order stochastic
oracle model. In this model, an estimator has access to
noisy values of the function, in order to produce the es-
timate of the gradient. We also provide an analysis on
the sufficient number of samples for the finite difference
method, a classical technique in numerical linear alge-
bra. For T samples and d dimensions, our information-
theoretic lower bound is Ω(
√
d/T ). We show that the
finite difference method has rate O(d4/3/
√
T ) for func-
tions with zero third and higher order derivatives. Thus,
the finite difference method is not minimax optimal, and
therefore there is space for the development of better gra-
dient estimation methods.
1 Introduction
Gradient estimation is a fundamental mathematical tech-
nique that was known by Euler since the 1700s. Today,
gradient estimation is used in almost all scientific fields
in some form or another. In Machine Learning, for exam-
ple, gradient estimation is used in Reinforcement Learn-
ing with policy-gradient methods to estimate the update
performed to the policy [8]. More generally, performing
gradient descent on any loss function which is intractable
is the essence of gradient estimation in Machine Learn-
ing and is prevalent in the field [7]. Gradient estimation
is also widespread in other fields such as optimization,
engineering, operations research, among others.
With such a widely used technique arises a fundamen-
tal question of the hardness regarding gradient approxi-
mation with respect to the dimensionality of the function
domain, as well as the number of function evaluations re-
quired. Using information theory it is possible to lower
bound the theoretical best achievable error that any con-
ceivable gradient estimator can have. We assume that a
gradient estimator has access to a zero-order oracle, that
provides a noisy value of the function at a given point.
The stochastic nature of the oracle makes the estimation
task not only harder, but also amenable to sound statis-
tical analysis.
To the best of our knowledge, no prior work has ana-
lyzed the theoretical lower bound on the error of estimat-
ing the gradient of a multi-dimensional function. Other
works have proposed more efficient gradient estimation
methods for sparse gradients with theoretical guarantees
[2] or Monte Carlo methods without theoretical guaran-
tees [13]. Some works have used information theory to
lower bound the theoretical error on oracle convex opti-
mization, however, the gradient was either provided by
the oracle [1] or calculated using a fixed number of points
[3]
Our contributions are summarized as follows. We prove
that fundamental theoretical error lower-bound for the
general case of gradient estimation on d-dimensional func-
tions using T samples, is Ω(
√
d/T ). We show that the
finite difference method converges with rate O(d4/3/
√
T )
for functions with zero third and higher order derivatives.
The gap between finite differences and our lower bound,
suggests that better gradient estimation methods could
be developed.
2 Zero-Order Oracle and Model
Definition
In this section, we define our problem setup. Assume
that we are given a set S ⊂ Rd, a set of d-dimensional
functions F ⊂ {f |f : S → R}, and a point x∗ ∈ S where
we want to estimate the gradient ∇f(x∗) ∈ Rd using only
T queries to a zero-order stochastic oracle.
A zero-order stochastic oracle is defined to be a random
function φ : S → R which answers queries as follows.
The oracle φ receives a point x ∈ S and returns a noisy
unbiased estimate φ(x, f) of the function f with bounded
variance. That is,
E(φ(x, f)) = f(x) and Var(φ(x, f)) ≤ σ2
Furthermore, let O be the set of stochastic zero-order
oracles. A model M is defined to be a function that
makes a total of T queries. That is, for t = 1, . . . , T , the
model M sends xt ∈ S to the oracle φ ∈ O and the oracle
returns the noisy unbiased estimate φ(xt, f). The model
then uses all the noisy estimates and outputs a gradient
estimate ˆ∇f(x∗)M ∈ Rd. The oracle φ cannot be queried
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more than T times. Let MT be the class of all models as
described above.
2.1 Error Definition and Minimax Error
In this section we will cover the minimax framework and
explicitly formulate the theoretical best achievable error
in full form.
The minimax framework consists of a well defined ob-
jective of revealing information on the theoretical opti-
mality of algorithms and is widely used in statistics and
machine learning [10, 12]
The minimax framework considers a family of distribu-
tions over a sample space, which in our case is a class
of multi-dimensional functions F with domain S. The
minimax framework also considers a function that is a
mapping from the family of distributions to a parameter,
which in our case is simply the gradient of a function
∇f(x∗) for some f ∈ F and x∗ ∈ S. We aim to estimate
the value of ∇f(x∗) based on a sequence of queries to a
zero-order stochastic oracle φ ∈ O. We evaluate the qual-
ity of an estimate ˆ∇f(x∗)M of some model (estimator)
M ∈MT in terms of the expected risk. That is,
Eφ[‖ ˆ∇f(x∗)M −∇f(x∗)‖1]
The expected value is due to the fact that the oracle φ
is stochastic thus we want to average evaluation of the
model (estimator) M.
Next we take a look at the maximum risk of a model
ǫ(M,F , S, φ). Given a class functions F with domain
S and an oracle φ ∈ O, the maximum risk of a model
is simply defined to be the highest (worst) expected risk
that model gets over all the different functions f ∈ F and
different points x∗ ∈ S. More formally,
ǫ(M,F , S, φ) = sup
f∈F
sup
x∗∈S
Eφ[‖ ˆ∇f(x∗)M−∇f(x∗)‖1] (1)
Finally, the minimax framework dictates to use the
model (estimator) which has the lowest maximum risk
out of all other possible models. That is,
ǫ∗(F , S, φ) = inf
M∈MT
[ǫ(M,F , S, φ)]
which is the minimax error, where the supremum (worst-
case) is taken over the class of functions F and the infi-
mum (best-case) is taken over the class of models MT
The main goal of this paper is to find a meaningful
lower bound for the minimax error.
2.2 Finite Difference Method
As an example of a particular gradient estimator, we
analyze the finite difference method (FDM) which is a
predominantly used method. More formally, we ana-
lyze the upper bound of the error. FDM applied on
a d-dimensional function f using T queries performs Td
query calls for each dimension. For some small parameter
h > 0, FDM outputs a gradient estimate ˆ∇f(x∗)FDM =
[∇ˆ1, ∇ˆ2, ..., ∇ˆd]t and for each dimension i, the value ∇ˆi is
calculated as follows:
∇ˆi = 1
T/2d
T/2d∑
j=1
(
φ(x∗ + hei, f)− φ(x∗ − hei, f)
2h
)
where ei = [0, ..., 0, 1, 0, ..., 0]
t and the entry equal to 1 is
at the i-th index. Thus the method basically makes T/d
queries for each of the d dimensions.
3 Main Results
In this section, we present our main results. Theorem
1 is the main result of our paper and is the theoretic
lower-bound on the error. Our information-theoretic re-
sult relies on the construction of a restricted class of func-
tions. The use of restricted ensembles is customary for
information-theoretic lower bounds [6, 11, 9, 4]
First, we present our information-theoretic lowerbound
on the minimax error which is Ω(
√
d/T ) where d is the
number of dimensions and T is the number of samples.
This implies that there cannot exist an oracle-querying
gradient estimator that achieves a convergence rate faster
than Ω(
√
d/T )
Theorem 1. For any class F of differentiable functions
in Rd with input space S and gradient bounded by K, i.e.,
supf∈F |∇f(x)|∞ ≤ K, there exists a constant c (inde-
pendent of T) such that the minimax error is bounded
as
sup
φ∈O
ǫ∗(F , S, φ) ≥ c
√
d
T
provided that(
inf
f∈F ,x∗∈S,j∈{0,...,d}
|∇f(x∗)j |
)
6= 0
and (
sup
f∈F ,x∗∈S
‖f(x∗)‖∞
)
≤ 2σ
where σ2 is the upper bound on the variance of the oracle.
Next we analyze the upper bound on the error for the
finite difference method which is O(d4/3/T 1/3) when the
function has non-zero third derivative, and O(d4/3/
√
T )
when the function has zero third and higher order deriva-
tives. Thus, the finite difference method is not minimax
optimal, and therefore there is space for the development
of better gradient estimation methods.
Theorem 2. For any valid oracle φ ∈ O with upper
bounded variance σ2, and any set F of d-dimensional
function with non-zero third order derivatives upper-
bounded by K, i.e., 0 < supx∈S |f ′′′(x)| ≤ K, the error for
the FDM model with respect to T ≥ 2d is upper bounded
by
ǫ(FDM,F , S, φ) ≤ d(4/3) 3
√
1
T
3
√
9σ2K
2
2
Furthermore, if K = 0 then
ǫ(FDM,F , S, φ) ≤ d(4/3) 1√
T
2σ
hr
where hr is a constant that depends on the point x
∗ and
the input space S
4 Proof of Theorem 1: Infor-
mation-Theoretic Lower Bound
In this section we provide the detailed proof for Theorem
1. The sketch of the proof is as following. We start by
defining a set of sum of ensemble functions that is param-
eterized by a discrete set. Then, we show that approxi-
mating the gradient is as hard as recovering the discrete-
valued parameters. Then, we define a specific zero-order
stochastic oracle and analyze its related KL divergence.
Finally, we use Fano’s inequality and combine all the re-
sults to prove our claim.
4.1 Defining Function Space
Define V ⊆ {−1,+1}d such that
for any α, β ∈ V if α 6= β then
d∑
i=1
1[αi 6= βi] ≥ d/4 (2)
Then using a binomial counting construction from [5], it
is possible to construct a set V with cardinality
|V| ≥ (2/√e)d/2 (3)
Now we want to define a set of sum of ensemble func-
tions G(δ, h) to be the base class of functions that is pa-
rameterized by α where δ ∈ R and hi : R→ R. Note that
G ⊂ F . Thus, it is sufficient to prove the lowerbound for
the subset G since this implies a lower bound over the set
F . Let gα ∈ G(δ, h) be defined as
gα(x) =
δ
d
d∑
i=1
αihi(x(i)) =
δ
d
〈α,H(x)〉 (4)
where x(i) refers to the i-th coordinate of x,
〈·, ·〉 denotes the dot product, and H(x) =
[h1(x(1)), h2(x(2)), ..., hd(x(d))]
t
Thus ∇gα(x) = δd (α ⊙ ∇H(x)), where the operator ⊙
refers to the Hadamard product. The term δ takes into
account, for a fixed h, how “close” we want our gradients
for different functions in the base class.
4.2 Minimum Distance between Func-
tions in the Class
Let ψ(G(δ, h)) denote the minimum discrepancy in the
‖ · ‖1 norm between the gradient at the minimum point
x∗ ∈ S of any two functions in G(δ, h), let α, β ∈ V where
α 6= β. We formally define the discrepancy as
ψ(G(δ, h)) := inf
α,β∈V
inf
x∗∈S
‖∇gα(x∗)−∇gβ(x∗)‖1 (5)
Note that
ψ(G(δ, h)) = inf
α,β∈V
inf
x∗∈S
δ
d
‖(α− β)⊙∇H(x∗)‖1
= inf
α,β∈V
inf
x∗∈S
δ
d
d∑
i=1
|(αi − βi) ∗ h′i(x∗(i))|
= inf
α,β∈V
inf
x∗∈S
2δ
d
d∑
i=1
1[αi 6= βi] ∗ |h′i(x∗(i))|
≥ inf
α,β∈V
inf
x∗∈S
2δ
d
d∑
i=1
1[αi 6= βi] ∗ inf
j
|h′j(x∗(j))|
≥ inf
x∗∈S
2δ
d
∗ inf
j
|h′j(x∗(j))| ∗
d
4
=
δ
2
inf
x∗∈S
inf
j
|h′j(x∗(j))|
Thus
ψ(G(δ, h)) ≥ δ
2
inf
x∗∈S
inf
j
|h′j(x∗(j))| (6)
which means that for any α, β ∈ V , α 6= β and x ∈ S, we
have
‖∇gα(x) −∇gβ(x)‖1 ≥ δ
2
inf
x∗∈S
inf
j
|h′j(x∗(j))|
Next we show that there can be at most one ∇gα in any
L1-ball centered anywhere with radius related to equation
(5)
Lemma 1. If
inf
x∗∈S
inf
j
|h′j(x∗(j))| > 0 (7)
then for any ∇ˆ ∈ Rd and any x∗ ∈ S there can be at most
one α ∈ V where gα ∈ G(δ, h) such that
‖∇ˆ − ∇gα(x∗)‖1 ≤ 1
3
ψ(G(δ, h)) (8)
Proof. (by contradiction): Assume there exists some
∇ˆ ∈ Rd and x∗ ∈ S and α, β ∈ V where α 6= β such
that
‖∇ˆ − ∇gα(x∗)‖1 ≤ 1
3
ψ(G(δ, h))
Assume that β fulfils the same condition. Then
ψ(G(δ, h)) = inf
a,b∈V,a 6=b
inf
x∈S
‖∇ga(x)−∇gb(x)‖1
≤‖∇gα(x∗)−∇gβ(x∗)‖1
=‖∇gα(x∗)− ∇ˆ+ ∇ˆ − ∇gβ(x∗)‖1
≤‖∇gα(x∗)− ∇ˆ‖1 + ‖∇ˆ − ∇gβ(x∗)‖1
=‖∇ˆ − ∇gα(x∗)‖1 + ‖∇ˆ − ∇gβ(x∗)‖1
≤1
3
ψ(G(δ, h)) + 1
3
ψ(G(δ, h))
3
Therefore
ψ(G(δ, h)) ≤ 2
3
ψ(G(δ, h))
which can only be true if ψ(G(δ, h)) ≤ 0, however, from
equations (6) and (7) we get that ψ(G(δ, h)) > 0 thus we
reach a contradiction and prove our claim.
4.3 Upper Bounding Probability of Esti-
mator being Wrong
Next, if the assumption of Lemma 1 holds then we can
further claim that if a modelMT can achieve a minimax
error bounded as
Eφ[ǫ(M,G(δ, h), S, φ)] ≤ 1
9
ψ(G(δ, h)) (9)
Then we claim that modelM can output a value αˆ(M) to
be the α ∈ V where ‖∇ˆT −∇gα(x∗)‖1 ≤ 13ψ(G(δ, h)) and
if no α fulfills that condition then uniformly at random
choose from V . In addition, from Lemma 1 either one
valid α exists or none of the α’s satisfy the condition.
Thus, using Markov’s inequality, we can claim that such
an output from the model is wrong at most 13 of the time
Lemma 2. If assumptions in Lemma 1 hold then, if a
model M attains an expected risk as in equation (9) then
the model can construct an estimator αˆ(M) to estimate
the true vertex α ∈ V with an error upper bounded as
max
α∗∈V
Pφ[αˆ(M) 6= α∗] ≤ 1
3
which implies that if the model has an expected risk of
Eφ[ǫ(M,G(δ, h), S, φ)] ≤ 19ψ(G(δ, h)) then it will only fail
to retrieve the correct gα with probability at most
1
3 .
Proof. From Lemma 1, a maximum of one α exists such
that inequality (8) is fulfilled, thus the model chooses
that α as its estimator which means that the model is
possibly incorrect when the output ∇ˆ from the model
does not fulfill inequality (8) for the correct underlying α,
thus the probability of the estimator being wrong is
Pφ[αˆ(M) 6= α∗] ≤ Pφ
[
ǫ(M,G(δ, h), S, φ) ≥ 1
3
ψ(G(δ, h))
]
Furthermore, from Markov’s inequality
Pφ
[
ǫ(M,G(δ, h), S, φ) ≥ 1
3
ψ(G(δ, h))
]
≤ E[ǫ(M,G(δ, h), S, φ)]1
3ψ(G(δ, h))
≤ 1
3
Taking the maximum over α∗ ∈ V proves our lemma.
4.4 Defining an Oracle
Now we will begin to define a specific oracle that is
inspired from [1] albeit in the context of convex opti-
mization with access to exact gradients. Let the ora-
cle φ ∈ O be defined as follows. At each time t =
1, ..., T , when the model queries position xt, the oracle
chooses uniformly at random a number from i = 1, ..., d.
Then the oracle chooses b at random from a Bernoulli
distribution with parameter p = 12 + αiδ and returns[
b ∗ hi(x(i))2 + (1− b) ∗ −hi(x(i))2
]
. Thus the expectation
of the oracle on a function gα ∈ G(δ, h) is
E[φ(xt, gα)]
=
1
d
d∑
i=1
(1/2 + αiδ)
hi(xt(i))
2
+ (1/2− αiδ)−hi(xt(i))
2
=
1
d
d∑
i=1
(2αiδ)
hi(xt(i))
2
=
δ
d
d∑
i=1
αihi(xt(i)) = gα(xt)
Thus the oracle is an unbiased estimator of gα. The
uncentered second order-moment is
E[φ(xt, gα)
2]
=
1
d
d∑
i=1
(1/2 + αiδ)
hi(xt(i))
2
4
+ (1/2− αiδ)hi(xt(i))
2
4
=
1
4d
d∑
i=1
hi(xt(i))
2
=
1
4d
‖H(xt)‖22
Thus, the variance fulfills
Var[φ(xt, gα)] =E[φ(xt, gα)
2]− E[φ(xt, gα)]2
=
1
4d
‖H(xt)‖22 − gα(xt)2
≤ 1
4d
‖H(xt)‖22
Let S ⊂ Rd be the l∞ ball of radius r such that ∀x ∈
S : ‖x‖∞ ≤ r. Then the variance of the oracle is upper
bounded by
Var[φ(xt, gα)] ≤ 1
4d
‖H(xt)‖22
≤1
4
sup
i∈{1...d}
sup
x∈[−r,r]
hi(x)
2
Since we made the condition of Var(φ) ≤ σ2 to hold, we
set the condition on r to be
sup
i∈{1...d}
sup
x∈[−r,r]
|hi(x)| ≤ 2σ
Now, information-theoretic methods can help to upper-
bound the KL divergence and to find a lower-bound on
the probability of retrieving gα. Defining some notation,
let it denote the index i the oracle chose at time t, and bt
denote the value of b the oracle chose at time t. Thus, the
information the oracle reveals can be fully characterized
by {(i1, b1), (i2, b2), ..., (iT , bT )}.
4
4.5 Upper Bounding KL Divergence
Denote the distribution of the information the oracle re-
veals as PTα and the distribution at a single time t as Pα.
Note that Pα(i, b) = 1dPαi(b) since i is chosen uniformly
at random. Now we can find an upper bound on the KL
divergence between PTα and PTα‘, ∀α, α‘ ∈ V , α 6= α′. More
formally,
KL(PTα ||PTα‘) =
T∑
t=1
KL(Pα(it, bt)||Pα‘(it, bt))
=
T∑
t=1
d∑
j=1
1
d
KL(Pαj(bt)||Pα‘
j
(bt))
Each term KL(Pαj(bt)||Pα‘
j
(bt)) is at most the KL diver-
gence between two Bernoulli distributions with parame-
ters p = (12 + δ) and q = (
1
2 − δ) respectively, which is
upper bounded as follows
KL(Pαj (bt)||Pα‘
j
(bt)) =
(
(
1
2
+ δ) log
(12 + δ)
(12 − δ)
)
+
(
(
1
2
− δ) log (
1
2 − δ)
(12 + δ)
)
=
(
(
1
2
+ δ) log
(
1 +
4δ
1− 2δ
))
−
(
(
1
2
− δ) log
(
1 +
4δ
1− 2δ
))
=2δ log
(
1 +
4δ
1− 2δ
)
≤2δ ∗ 4δ
1− 2δ
Then we have 8δ
2
1−2δ ≤ 16δ2 when 0 < δ ≤ 1/4. Thus, if
0 < δ ≤ 1/4 then
KL(PTα ||PTα‘) ≤ 16Tδ2 (10)
4.6 Lower Bounding Probability of Esti-
mator being Wrong
Suppose that a vector α∗ is chosen uniformly at random
from V . Then for any model M ∈ MT that makes T
queries to oracle φ. Next we show that if δ ≤ 14 , we can
make use of Fano’s inequality.
Lemma 3. Any model M that constructs any estimator
αˆ(M) to estimate the true vertex α ∈ V from T queries
attains an error lower bounded as
max
α∗∈V
Pφ[αˆ(MT ) 6= α∗] ≥
{
1− 16Tδ
2 + log 2
d
2 log(2/
√
e)
}
Proof. Using Fano’s inequality [14] and equations (3) and
(10), we have that
max
α∗∈V
Pφ[αˆ(MT ) 6= α∗]
≥
{
1− maxα,β∈V{KL(P
T
α ||PTβ )}+ log 2
log |V|
}
≥
{
1− 16Tδ
2 + log 2
log(2/
√
e)d/2
}
≥
{
1− 16Tδ
2 + log 2
d
2 log(2/
√
e)
}
4.7 Concluding the Proof of Theorem 1
Now by setting hi(x) = h(x) = x and for some δ > 0,
we analyze the set G(δ, h) which can be interpreted as
a set of hyperplanes in Rd, each dimension with a slope
of +δ or − δ. Now we make sure our conditions hold by
witnessing that
δ inf
x∗∈S
inf
j
|h′j(x∗(j))| = δ inf
x∗∈S
inf
j
|1| = δ > 0
Thus, the conditions for Lemma 1 and Lemma 2 hold. By
setting r = 2σ for the radius of the l∞ ball of the input
space we have
sup
x∈[−r,r]
|h(x)| = sup
x∈[−2σ,2σ]
|x| = 2σ ≤ 2σ
Thus, Var(φ) ≤ σ2 holds.
Then, let k = infx∗∈S infj |h′j(x∗(j))| = 1 and by set-
ting ǫ = kδ/18, if a model M achieves
E[ǫ∗(MT ,G(δ, h), S, φ)] ≤ δ
18
k = ǫ
and from Lemma 2, we have that maxα∗∈V Pφ[αˆ(MT ) 6=
α∗] ≤ 13 . In addition, from Lemma 3 we have that
maxα∗∈V Pφ[αˆ(MT ) 6= α∗] ≥
{
1− 16T (18ǫ/k)2+log 2d
2
log(2/
√
e)
}
.
Combining the two terms we get
1
3
≥
{
1− 16T (18ǫ/k)
2 + log 2
d
2 log(2/
√
e)
}
⇒16T (18ǫ/k)
2 + log 2
d
2 log(2/
√
e)
≥ 2
3
⇒16T (18ǫ/k)2 + log 2 ≥ 1
3
log(2/
√
e) ∗ d
⇒(18ǫ/k)2 ≥
1
3 log(2/
√
e) ∗ d− log 2
16T
⇒ǫ ≥
√
log(2/
√
e) ∗ d− 3 log 2
324 ∗ 3 ∗ 16T ∗ k
2
⇒ǫ ≥
√
c1d− c2
T
∗ k2 ⇒ T = Ω( d
ǫ2
) and ǫ ≥ c
√
d
T
Hence, the main theorem is proven, since we conclude
that
5
ǫ∗(F , S, φ) = inf
M∈MT
sup
f∈F
sup
x∗∈S
Eφ[‖∇ˆT −∇f(x∗)‖1]
≥
√
log(2/
√
e) ∗ d− 3 log 2
324 ∗ 3 ∗ 16T(
inf
x∗∈S
inf
j
|h′j(x∗(j))|
)
5 Proof of Theorem 2: Rate of Fi-
nite Differences
We begin by stating the output estimate from the finite
difference method (FDM) and state the L1-error. Given
any oracle φ(x, f) that outputs noisy unbiased values for
the d-dimensional function f such that E[φ(x, f)] = f(x)
and Var(φ(x, f)) ≤ σ2. Assume that the oracle can be
queried up to T times and that the function f is three
times differentiable. Applying FDM on φ(x, f) gives the
output ˆ∇f(x∗)FDM = [∇ˆ1, ∇ˆ2, ..., ∇ˆd]t and for each di-
mension i, the value ∇ˆi is calculated as follows:
∇ˆi = 1
T/2d
T/2d∑
j=1
(
φ(x∗ + hei, f)− φ(x∗ − hei, f)
2h
)
The error of FDM given any valid oracle φ and point
x∗ ∈ S is given as follows
ǫ(FDM,F , S, φ) = Eφ[‖ ˆ∇f(x∗)FDM −∇f(x∗)‖1]
= Eφ

 d∑
i=1
∣∣∣∣∣∣
1
T/2d
T/2d∑
j=1
(Vi)−∇f(x∗)i
∣∣∣∣∣∣


where Vi =
φ(x∗+hei,f)−φ(x∗−hei,f)
2h , and h is some con-
stant that the method chooses. We are interested on find-
ing an upper bound for ǫ(FDM,F , S, φ) for any oracle φ
and any function f that is three times differentiable and
any point x∗ ∈ S.
We begin our proof by simply calculating the value
(f(x+ h)− f(x− h))/2h, using the Taylor expansion up
to the third order to get
f(x+ h) = f(x) + hf ′(x) +
h2
2
f ′′(x) +
h3
6
f ′′′(ξ+)
f(x− h) = f(x)− hf ′(x) + h
2
2
f ′′(x) − h
3
6
f ′′′(ξ−)
where ξ+ ∈ [x, x+ h] and ξ− ∈ [x− h, x]. Thus
f(x∗ + h)− f(x∗ − h)
2h
= f ′(x∗) +
h2
6
f ′′′(ξ)
where ξ ∈ [x−h, x+h]. Thus, this formula can be simply
expanded for any d-dimensional function f where we an-
alyze a change of h in each dimension while keeping the
other dimensions constant, let i denote the dimension we
want to calculate the derivative of at the point x∗ while
keeping the other dimensions constant, we get
f(x∗ + hei)− f(x∗ − hei)
2h
= f ′(x∗) +
h2
6
f ′′′(ξi)
where ei = [0, ..., 0, 1, 0, ..., 0]
t and the entry with value
1 is at the i-th index. The constant ξi is some value
∈ [x∗ − hei, x∗ + hei] that only depends on the value of
x∗ and the function f
Thus, since E[φ(x, f)] = f(x), we have that
Eφ
[
φ(x∗ + hei, f)− φ(x∗ − hei, f)
2h
− h
2
6
f ′′′(ξi)
]
= ∇f(x∗)i
Similarly, since Var(φ(x, f)) ≤ σ2 then we have that
Var
[
φ(x∗ + hei, f)− φ(x∗ − hei, f)
2h
− h
2
6
f ′′′(ξi)
]
=
1
4h2
(Var(φ(x∗ + hei, f)) + Var(φ(x∗ − hei, f)))
≤ σ
2
2h2
Then, using Chebyshev’s inequality which states that
for any random variable X we have that
P
(∣∣∣∣∣ 1n
n∑
i=1
(X)− E[X ]
∣∣∣∣∣ > ǫ
)
≤ min(Var(
1
n
∑n
i=1(X))
ǫ2
, 1)
= min(
Var(X)
nǫ2
, 1)
where the min(·, 1) was added to ensure that the upper
bound on the probability does not exceed 1, since the
probability of any event is at most 1.
Now if we let Vi = [
φ(x∗+hei,f)−φ(x∗−hei,f)
2h − h
2
6 f
′′′(ξi)]
which means E[Vi] = ∇f(x∗)i and we let n = T/2d then
apply Chebyshev’s inequality we get
P


∣∣∣∣∣∣
1
T/2d
T/2d∑
i=1
Vi −∇f(x∗)i
∣∣∣∣∣∣ > ǫ


≤ min( σ
2
2nh2ǫ2
, 1)
We then apply the layer-cake representation for the ex-
pected value of any non-negative random variable X
which is
E[X ] =
∫ ∞
0
P (X > x)dx
Let X =
∣∣∣ 1T/2d ∑T/2di=1 Vi −∇f(x∗)i∣∣∣. We apply the for-
mula which holds because X is a non-negative random
6
variable because of the absolute value and we get
E[X ] =
∫ ∞
0
P (X > x)dx ≤
∫ ∞
0
min(
σ2
2nh2x2
, 1)dx
≤
∫ σ/(h√2n)
0
1dx+
σ2
2nh2
∫ ∞
σ/(h
√
2n)
1
x2
dx
=
σ
h
√
2n
+
σ2
2nh2
∗ h
√
2n
σ
=
σ
√
2
h
√
n
Thus we get the upper bound on the expectation, and
we can take the f ′′′(ξi) term out of the expectation as
follows. Let Vi =
φ(x∗+hei,f)−φ(x∗−hei,f)
2h we have
Eφ


∣∣∣∣∣∣
1
T/2d
T/2d∑
i=1
(
Vi − h
2
6
f ′′′(ξi)
)
−∇f(x∗)i
∣∣∣∣∣∣


≤ σ
√
2
h
√
n
⇒Eφ


∣∣∣∣∣∣
1
T/2d
T/2d∑
i=1
Vi −∇f(x∗)i
∣∣∣∣∣∣


≤ σ
√
2
h
√
n
+
h2
6
|f ′′′(ξi)|
Now we can use this upper bound on the expectation of
the estimated error on a single dimension i to calculate
the upper bound of the L1-error of FDM.
Let Vi =
φ(x∗+hei,f)−φ(x∗−hei,f)
2h , we have
ǫ(FDM,F , S, φ) = Eφ[‖ ˆ∇f(x∗)FDM −∇f(x∗)‖1]
= Eφ

 d∑
i=1
∣∣∣∣∣∣
1
T/2d
T/2d∑
j=1
Vi −∇f(x∗)i
∣∣∣∣∣∣


=
d∑
i=1
Eφ


∣∣∣∣∣∣
1
T/2d
T/2d∑
j=1
Vi −∇f(x∗)i
∣∣∣∣∣∣


≤
d∑
i=1
(
σ
√
2
h
√
T/2d
+
h2
6
|f ′′′(ξi)|
)
≤ 2σd
√
d
h
√
T
+
h2
6
dK
where K is defined to be the upperbound on the third
derivative of f . That is, K = supi∈d[supx∈S[f
′′′(x)]]
where the derivative is taken with respect to the i-th di-
mension each of the three times.
Now we can use a value h > 0 that minimizes the L1-
error of FDM which is chosen to be
h =
3
√
2σd
√
d/
√
T
2Kd/6
provided that K > 0. Thus the upperbound on the L1-
error now becomes
ǫ(FDM,F , S, φ) ≤2σd
√
d
h
√
T
+
h2
6
dK
=
2σd
√
d(
2σd
√
d/
√
T
2Kd/6
)1/3√
T
+
(
2σd
√
d/
√
T
2Kd/6
)2/3
dK
6
=d
3
√
d
9σ2K
2T
ǫ(FDM,F , S, φ) ≤ d(4/3) 3
√
1
T
3
√
9σ2K
2
Furthermore, if K = 0, we then use a value h > 0 that
minimizes the L1-error of FDM while ignoring theK term
thus h is chosen to be that largest possible value it can
take. Such a value, theoretically speaking, is the mini-
mum distance from the point we want to estimate x∗ to
the region S, which is a constant and for clarity of pre-
sentation we will call hr. More formally,
h+r = inf
i∈1,...,d
sup
c∈R
c ∗ 1[(x∗ + cei) ∈ S]
h−r = inf
i∈1,...,d
sup
c∈R
c ∗ 1[(x∗ − cei) ∈ S]
hr = min {h+r , h−r }
Thus the upperbound when K = 0 becomes
ǫ(FDM,F , S, φ) ≤ d(4/3) 1√
T
2σ
hr
6 Concluding Remarks
There are several ways to extend our results. A new
method of approximation could be analyzed with a faster
convergence compared to the finite difference method.
One can also analyze the estimation of second order
derivatives, i.e., the Hessian matrix, which can be useful
in optimization methods. Finally, one can also consider
the estimation of integrals which can be useful in the ap-
proximation of expectations.
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