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Abstract
Let m ∈ N. Let ηi ∈ Rm (i = 1, 2, . . . ,m) be m linearly independent vectors over R and ξ ∈ Rm. Let L
be the lattice in Rm with the fundamental domain
X =
{
ξ +
m∑
i=1
xiηi
∣∣∣∣∣ xi ∈ [0, 1)
}
generated by the vectors ηi and ξ. Let 1 < β ∈ R and M be an isometry in the orthogonal group O(m)
of dimension m. We define the rotational beta transformation map T : X → X with parameters β, M
and X as the map given by
T (z) = βMz − d(z)
where d(z) is the unique element in L satisfying βMz ∈ X +d. Rotational beta transformations generalize
the notions of positive and negative beta transformations in one dimension. In this study, we give necessary
and sufficient conditions for the symbolic dynamical system associated to a rotational beta transformation
to be sofic. Moreover, we give lower bounds for β such that the rotational beta transformation admits
a unique absolutely continuous invariant measure under certain assumptions. We also give lower bounds
such that these unique measures are equivalent to the Lebesgue measure.
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Chapter 1
Introduction
Let m ∈ N. Let ηi ∈ Rm (i = 1, 2, . . . ,m) be linearly independent over R. Let ξ ∈ Rm. We define X as
the region
X =
{
ξ +
m∑
i=1
xiηi
∣∣∣∣∣ xi ∈ [0, 1)
}
.
Let L be the lattice in Rm generated by the vertices of X . Then L induces a disjoint partition of Rm.
Indeed,
Rm =
⋃
d∈L
(X + d).
Let O(m) denote the orthogonal group in dimension m.
Definition 1.0.1. Let 1 < β ∈ R, M ∈ O(m) and X be as given above. We define the map d : X → L
such that for all z ∈ X , d(z) is the unique element in L where βMz − d(z) ∈ X .
Definition 1.0.2. The rotational beta transformation with parameters β, M and X is the map T : X → X
given by T (z) = βMz − d(z).
A rotational beta transformation rotates the fundamental domain associated to it about the origin
and expands the rotated region by the similarity ratio. Then the resulting expanded image is pulled back
to the fundamental domain (see Figure 1.1).
For z ∈ X and i ∈ N, put di = di(z) = d(T i−1(z)). We have
z =
M−1d1
β
+
M−1T (z)
β
=
M−1d1
β
+
M−2d2
β2
+
M−2T 2(z)
β2
=
∞∑
i=1
M−idi
βi
.
In light of the above observation, we have the following definition.
Definition 1.0.3. Let T be a rotational beta transformation with parameters β, M and X . For z ∈ X ,
we call D(z) := d1(z)d2(z) . . . the rotational beta expansion of z with respect to T .
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Figure 1.1: Left: β = 1 +
√
2, rotation by 2pi/3, X = [0, 1)2; Right: β = 1+
√
5
2 , rotation by pi/2 about the
z-axis, X = {a1(1, 0, 0) + a2(0, 1, 0) + a3(0, 1, 1) |ai ∈ [0, 1)}
Rotational beta expansions extend the notion of beta expansions [37, 33, 18] and negative beta expan-
sions [17, 19] to higher dimensions. In [37], Renyi introduced the notion of beta transformations whose
formulation appears below.
Definition 1.0.4. Let 1 < β ∈ R. The beta transformation is the map T : [0, 1) → [0, 1) given by
T (x) = βx− bβxc for all x ∈ [0, 1), where b·c denotes the greatest integer function.
Renyi showed that this transformation admits a unique invariant measure µ which is equivalent to
the Lebesgue measure (for the pertinent definitions, see Chapter 3). Moreover, he showed that for any
measurable set E in [0, 1), we have that
µ(E) =
∫
E
h(x)dx,
where h(x) is a measurable function satisfying
β − 1
β
≤ h(x) ≤ β
β − 1 .
He computed the explicit form of the function h(x) when β is the golden mean (1 +
√
5)/2. In [33], Parry
gave the explicit form of h(x) for arbitrary β > 1. He showed that
h(x) =
∑
x<Tn(1−)
1
βn
,
where for all n ∈ N, Tn(1−) denotes the limiting image under Tn of a point in [0, 1) very close to 1. The
key idea is to determine the unique solution to the Perron-Frobenius equation. In the succeeding papers
[34, 35], Parry considered generalized beta transformations and similarly determined explicitly the density
h(x) of the invariant measure. Other ergodic properties of beta transformations are discussed in [13, 43].
In other studies, the symbolic dynamics (see Chapter 2 for the definition) associated with beta transfor-
mations have been investigated. In particular, Bertrand showed in [9] that the dynamics has the so-called
soficness property if and only if the expansion of 1 with respect to the beta transformation is eventually
4
periodic. In other words, the soficness of the dynamical system is related to the orbit {Tn(1−) | n ∈ N}.
Analogous to the classical beta transformations, Ito and Sadahiro introduced an expansion where the
base is a negative real number. In [17], they gave the definition of negative beta transformations.
Definition 1.0.5. A negative beta transformation is defined to be a map T−β : [−β/(β + 1),−β/(β +
1) + 1)→ [−β/(β + 1),−β/(β + 1) + 1) given by
T−β(x) = −βx− b−βx+ β/(β + 1)c,
where 1 < β ∈ R.
Ito and Sadahiro proved that the dynamical system associated with the negative beta transformation
is sofic if and only if the expansion of −β/(β + 1) with respect to T−β is eventually periodic. Meanwhile,
negative beta transformations admit a unique absolutely continuous invariant measure by [30]. Ito and
Sadahiro showed that the density h−β(x) of the unique invariant measure has the form
h−β(x) =
∑
x>T−βn(−β/(β+1))
1
(−β)n .
They gave an example of a negative beta transformation where the map admits a unique invariant measure,
but the measure is not equivalent to the Lebesgue measure as the support of the unique invariant measure
contains gaps. Liao and Steiner studied these gaps in [31]. Other general beta transformations are
considered in [12, 25].
Rotational beta transformations follow similar frameworks as that of the positive and negative beta
transformations. The rotational beta transformations are particularly important as they give a natural
algorithm of representing numbers in higher dimensions where the digits are in Zm. In literature, we can
find various studies on non-integer representations in higher dimensions. For example, canonical number
systems [15, 22, 41, 5] give representations of points in higher dimensional space using positive integer
bases where the algorithm has negligible redundancy, i.e. the set of points with unique expansion has full
Lebesgue measure. There are also studies that deal with expansions of complex numbers using a complex
base, as in [28, 39]. In m = 2 case, the rotational beta expansions can be interpreted as representation of
complex numbers where the digits are in Z2.
In our study, we find dynamical systems associated with rotational beta transformations which are
sofic. These systems give rise to self-similar substitution tilings. The construction of self-similar tilings
has been studied in papers like [26, 47, 29, 27].
In this paper, we discuss the symbolic dynamical systems and invariant measures associated to rota-
tional beta transformations. In Chapter 2, we give our results on the soficness of the associated symbolic
dynamical system. In Section 1 of this chapter, we give the preliminaries of the subject. In particular, we
define the topological dynamics (X , T ) and the notion of soficness. In Section 2, we detailed our result
on soficness in the general setting but ultimately focusing on the two-dimensional case. In Section 3, we
extend our results in R2 to obtain results for three-dimensional rotational beta transformations. We give
example of sofic systems in Section 4 and explain in Section 5 the process of obtaining substitution tilings
from sofic systems. In the last section of this chapter, we give a result on the periodicity of the rotational
5
beta expansions in dimension 2.
In Chapter 3, we tackle the subject of invariant measures. The first section reviews basic concepts
on invariant measures. The next two sections, Section 2 and Section 3, discuss the main results in this
chapter. The results are categorized based on the techniques employed in the proofs. Section 2 looks at
coverings of the fundamental domain X while Section 3 keeps track of the so-called holes inside X . In the
last section, we give some examples.
In the final chapter, Chapter 4, we sum up our results and discuss prospective studies.
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Chapter 2
Symbolic Dynamical System
2.1 Preliminaries
Let A := {d(z) | z ∈ X} and AZ (resp. A∗) be the set of all bi-infinite (resp. finite) words over A. Let
∂(X ) denote the boundary of X which is composed of hyperplanes of co-dimension 1. Note that the map
T is not defined on ∂(X ). We extend the definition of T to ∂(X ) by introducing appropriate infinitesimal
perturbations on ∂(X ) and taking the image of these under T . The set ⋃∞n=−∞ Tn(∂(X )) corresponds to
the discontinuities of the forward and backward iterates of T . Observe that
⋃∞
n=−∞ T
n(∂(X )) is a null
set. Let
Ess(X ) := X \
∞⋃
n=−∞
Tn(∂(X )).
The set Ess(X ) is called the essential part of X .
We have the following definitions.
Definition 2.1.1. Let w ∈ A∗. If w appears in the expansion D(z) of some z ∈ X \⋃∞n=−∞ Tn(∂(X )),
we say that w is admissible.
Definition 2.1.2. The symbolic dynamical system (XT , s) associated with T is the topological dynamics
given by
XT :=
{
w = (wj) ∈ AZ
∣∣∣wjwj+1...wk is admissible } .
and the shift operator s : AZ → AZ defined by s((wj)) = (wj+1).
Note that XT is compact by the product topology of AZ and is invariant under s. For ease of notation,
we write (X , T ) instead of (XT , s).
Definition 2.1.3. Let (X , T ) be the symbolic dynamical system associated with a rotational beta trans-
formation T . We say that (X , T ) is sofic if there is a finite directed graph G labeled by A such that for
each w ∈ XT , there exists a bi-infinite path in G labeled w and moreover, every labeling of a bi-infinite
path in G is in XT .
7
Definition 2.1.4. Let z ∈ Ess(X ). The set of predecessors of z is defined to be
Pred(z) =
∞⋃
n=1
{
d(x)d(T (x)) . . . d(Tn−1(x)) ∈ A∗ | x ∈ T−n(z)} .
For z ∈ Ess(X ), the set Pred(z) records all the codings of the trajectories leading to the point z. We
introduce an equivalence relation on z ∈ Ess(X ) as follows. Let zi ∈ Ess(X ), i = 1, 2. We say z1 ∼ z2 if
Pred(z1) = Pred(z2). Then the set of equivalence classes is finite if and only if the symbolic dynamical
system is sofic (cf. [32, Theorem 3.2.10]).
2.2 Results in R2
For a moment, we focus on rotational beta transformations in dimension 2. Let 1 < β ∈ R and ζ ∈ C \R
with |ζ| = 1. Fix ξ, η1, η2 ∈ C such that η1 and η2 are linearly independent over R. Let X = {ξ+xη1+yη2 |
x ∈ [0, 1), y ∈ [0, 1)}. We consider the rotational beta transformation with the parameters β, ζ and X .
Then we have the following result.
Theorem 2.2.1. Let T be a 2-dimensional rotational beta transformation on X . The symbolic dynamical
system (X , T ) is sofic if and only if ⋃∞n=0 Tn(∂(X )) is a finite union of segments.
Proof We first show the forward implication. Suppose that (X , T ) is sofic. We consider X\⋃kn=0 Tn(∂(X ))
and proceed by induction on k. By the definition of T , we know that each endpoint of a discontinuity
segment falls on another discontinuity segment of a different slope. In the exceptional case where a
discontinuity segment of Tn(∂(X )) falls into ∂(X ), we discard the segment as the dynamics is defined
on Ess(X ) anyway. Thus, we easily see that X \⋃kn=0 Tn(∂(X )) is partitioned into finitely many open
polygons. A discontinuity segment in T k+1(∂(X )) may cut an open polygon in X \ ⋃kn=0 Tn(∂(X ))
into two separate regions. If we take two points x and y from each of these two separate regions,
we see that Pred(x) 6= Pred(y) as one contains at least one more coding than the other. By way
of contradiction, suppose that
⋃∞
n=0 T
n(∂(X )) contains infinitely many line segments. Applying T on⋃k
n=0 T
n(∂(X )), at least one open polygon of X \ ⋃kn=0 Tn(∂(X )) is subdivided by a line segment of
T k+1(∂(X )). Indeed, if this is not the case, we have that T k+1(∂(X )) is contained in ⋃kn=0 Tn(∂(X )). In
fact, T l(∂(X )) ⊂ ⋃kn=0 Tn(∂(X )) for l ∈ N ≥ k + 1. However, there are only finitely many segments in⋃k
n=0 T
n(∂(X )) whose endpoints lie on other segments of different slopes. In other words, the sequence
{Tn(∂(X ))}n∈N∪{0} is eventually periodic. Contradiction. Therefore, as the index k increases, the number
of polygon also increases, i.e., the number of inequivalent predecessor sets is unbounded. Thus, (X , T )
cannot be sofic.
We now prove the reverse implication. Suppose that
⋃∞
n=0 T
n(X ) contains finitely many line segments.
As in above, the discontinuity line segments induce a partition of X into finitely many polygons (whose
sides may be open or closed). Let the polygons in the partition be P1, . . . , Pr for some r ∈ N. By
hypothesis, we know that
⋃∞
n=0 T
n(∂(X )) is invariant under T . Let j ∈ {1, . . . , r}. Then, there exists an
index set I ⊆ {1, . . . , r} such that
T (Pj) =
⋃
k∈I
Pk.
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For d ∈ A, we define the cylinder set [d] as
[d] := {z ∈ X | d1(z) = d}.
Suppose Pj ∩ [d] is not empty. From βζ[d] = βζX ∩ (X + d), it follows that the boundary of T ([d]) lies in
∂(X ) ∪ T (∂(X )). Clearly, T (Pj ∩ [d]) ⊆ T (Pj) =
⋃
k∈I Pk. Moreover,
βζ(Pj ∩ [d]) = βζPj ∩ βζ[d]
= βζPj ∩ (X + d).
Therefore, we can find a subset I∗ of I such that
T (Pj ∩ [d]) =
⋃
k∈I∗
Pk.
For j ∈ {1, · · · , r} and d ∈ A, we call the equations above the set equations of T . of We now define
a labeled directed graph G from the set equations of T . The vertex set V (G) coincides with the set
{P1, . . . , Pr} of partition polygons. For j, k ∈ {1, . . . , r} and d ∈ A, there is an edge labeled d from Pj to
Pk if Pk is contained in T (Pj ∩ [d]). It is clear that G is a sofic graph describing (X , T ).
Remark 2.2.2. The sofic symbolic dynamical system obtained in the latter part of the above proof is
irreducible if (X , T ) admits the ACIM equivalent to the Lebesgue measure. By construction, the resulting
labeled graph is the minimum left resolving presentation of the irreducible system. Therefore, it is easy to
determine whether the symbolic dynamical system is a shift of finite type or not by checking synchronizing
words through backward reading of the labels of the paths in the graph (see [32, Theorem 3.4.17]).
An irrational rotation will result to an infinite number of discontinuity line segments. Hence, we will
consider an isometry M such that Mn is the identity for some positive integer n. Let ζ be a q-th root of
unity with q > 2. Let ξ, η1, η2 ∈ Q(ζ, β) where η1 and η2 are linearly independent over R. We consider
the lattice L := η1Z + η2Z and X := {ξ + xη1 + yη2 | x, y ∈ [0, 1)}. Let κ : X → [0, 1)2 be the bijective
map given by
κ(ξ + η1x+ η2y) =
[
x
y
]
.
We want to find a transformation U on [0, 1)2 such that the diagram below commutes.
X X
[0, 1)2 [0, 1)2
T
κ κ
U
Note that [Q(ζ, β) : Q(ζ + ζ−1, β)] = 2 because ζ2 = (ζ + ζ−1)ζ − 1. Consequently, every element of
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Q(ζ, β) is uniquely expressed as a linear combination of η1 and η2 over Q(ζ + ζ−1, β). In particular, there
exist aij , bi ∈ Q(ζ + ζ−1, β) for i, j ∈ {1, 2} such that
ζ
[
η1
η2
]
=
[
a11 a21
a12 a22
][
η1
η2
]
.
and
(βζ − 1)ξ = b1η1 + b2η2.
We give the explicit form of an analog map U in the following lemma.
Lemma 2.2.3. Let U : [0, 1)2 → [0, 1)2 be the transformation defined as
U
([
x
y
])
=
[
β(a11x+ a12y) + b1 − bβ(a11x+ a12y) + b1c
β(a21x+ a22y) + b2 − bβ(a21x+ a22y) + b2c
]
.
Then U ◦ κ = κ ◦ T .
Proof This lemma follows from a straightforward computation.
Transferring our setting from T to U , we obtain sufficient conditions for the symbolic dynamical
system (X , T ) to be sofic. To state this result, we need the following definition.
Definition 2.2.4. A real number β > 1 is a Pisot number if it is an algebraic integer whose conjugates
distinct from itself have modulus strictly less than 1. The number β is called a Salem number if it is an
algebraic integer whose conjugates distinct from itself have modulus less than or equal to 1 and among
the non-trivial conjugates, there exists at least one whose modulus is exactly 1.
We prove the succeeding theorem on soficness.
Theorem 2.2.5. Let ζ be a q-th root of unity (q > 2) and 1 < β ∈ R be a Pisot number. Let ξ, η1, η2 ∈
Q(ζ, β) such that eta1 and η2 are linearly independent over R. If ζ + ζ−1 ∈ Q(β), then the system (X , T )
is sofic.
Proof Let U be the analog map of T given in the previous lemma. We show that the set
⋃∞
n=0 U
n(∂([0, 1)2))
is a finite union of line segments. Consider a discontinuity line segment in
⋃∞
n=0 U
n(∂([0, 1)2)) whose
defining equation is given by
f(X,Y ) =
[
A B
] [X
Y
]
+ C,
where (A,B) ∈ R2 \ {(0, 0)}. We determine the image of f under U . Define the evidently finite set ∆ as
∆ :=
{[
bβ(a11x+ a12y) + b1c − b1
bβ(a21x+ a22y) + b2c − b2
]∣∣∣∣∣ 0 ≤ x, y < 1
}
.
Put
M :=
[
a11 a12
a21 a22
]
.
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Let (X ′, Y ′) be given by [
X
Y
]
= βM
[
X ′
Y ′
]
−
[
c1
c2
]
where [
c1
c2
]
∈ ∆.
Then, U(f) is given by f(X ′, Y ′) = 0, i.e.,
1
β
[
A B
]
M−1
[
X + c1
Y + c2
]
+ C = 0.
Equivalently, [
A B
]
M−1
[
X + c1
Y + c2
]
+ βC = 0.
Hence, if
U
([
A(n) B(n)
] [X
Y
]
+ C(n)
)
=
[
A(n+1) B(n+1)
] [X
Y
]
+ C(n+1),
then
[
A(n+1) B(n+1)
]
=
[
A(n) B(n)
] [ a22 −a12
−a21 a11
]
(2.2.1)
and
C(n+1) = βC(n) +
[
A(n) B(n)
] [ a22 −a12
−a21 a11
][
c1
c2
]
(2.2.2)
with
(
A(0), B(0), C(0)
)
= (A,B,C).
Hence, we can define a sequence of coefficients as follows:[
A(n), B(n), C(n)
]
→
[
A(n+1), B(n+1), C(n+1)
]
. (2.2.3)
Note that the choice for
[
c1
c2
]
in ∆ is not unique (thus, (2.2.3) is not one-to-one), but we have a trivial
restriction on C(n). Note that the four values in the set{
A(n)s+B(n)t+ C(n)
∣∣∣ (s, t) ∈ {(0, 0), (1, 0), (0, 1), (1, 1)}}
should be not simultaneously positive or negative. This is to ensure that the resulting lines intersect the
closure of X . All the same, we note that the tuples [A(n), B(n), C(n)] are mere candidates and among
them are some tuples defining discontinuity segments. We need to drop the irrelevant tuples when
constructing the sofic graph of the symbolic dynamical system associated with U . In practice, such
algorithm that discards unnecessary line segments needs to keep track of the endpoints of discontinuity
segments, therefore making the computation too involved.
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As multiplication by ζ acts as q-fold rotation on C, we have
M q =
[
1 0
0 1
]
. (2.2.4)
So, the sequence [A(n), B(n)]n∈N∪{0} is clearly periodic of period q. To prove the theorem, we thus need
to show that there are only finitely many C(n)’s.
The set Int(U) of intercepts of U is defined to be the collection of all C(n)’s arising from ∂([0, 1)2).
Note that Int(U) ⊂ Q(β). We show that the cardinality of Int(U) is finite.
Recall that β is a Pisot number. Let the conjugates of β be β1 = β, β2, . . . , βd. Then, for k = 2, . . . , d,
we have |βk| < 1. For each k = 1, . . . , d, define the conjugate map σk : Q(β)→ Q(βk) where σk(β) = βk.
We show that σk
(
C(n)
)
is bounded for k = 1, . . . , d.
Note that the four sides of the boundary of X are given by the coefficients
[A(0), B(0), C(0)] ∈ {[1, 0, 0], [1, 0,−1], [0, 1, 0], [0, 1,−1]}.
We define
Γ :=
{[
A B
]
M−n
[
c1
c2
] ∣∣∣∣∣ (A,B) ∈ {(0, 1), (1, 0)}, n ∈ N,
[
c1
c2
]
∈ ∆
}
.
Clearly, the cardinality of Γ is finite. From (2.2.1),(2.2.2) and (2.2.4), we have C(n+1) = βC(n) + m
where m ∈ Γ. Note that Γ ⊂ Q(β). Taking a common denominator, there is a fixed N ∈ N such that
C(n) ∈ 1NZ[β]. Let
ωk := max{1,max
m∈Γ
{|σk(m)|}}.
For k = 2, . . . , d, we have
∣∣∣σk (C(n))∣∣∣ ≤ |(βk)n|+ ωk n−1∑
j=0
|βk|j ≤ ωk
1− |βk| .
For k = 1, since the line A(n)X +B(n)Y + C(n) = 0 passes through [0, 1]2, it follows that∣∣∣σ1 (C(n))∣∣∣ = ∣∣∣C(n)∣∣∣ ≤ max
l=0,1,...q−1
(∣∣∣A(l)∣∣∣+ ∣∣∣B(l)∣∣∣) .
by the periodicity of A(n) and B(n).
From the above theorem, we obtain the proceeding two corollaries.
Corollary 2.2.6. If ζ is a 3rd, 4th or 6th root of unity and ξ, η1, η2 ∈ Q(ζ, β) such that eta1 and η2 are
linearly independent over R. then the system (X , T ) is sofic for any Pisot number β.
Proof If ζ = cos 2pi/q +
√−1 sin 2pi/q, then ζ + ζ−1 = 2 cos(2pi/q). For the given values of q, cos(2pi/q)
is rational.
Corollary 2.2.7. There exists a sofic rotational beta expansion system for any q-th root of unity.
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Proof Fix a q-th root of unity ζ. By the Minkowski Theorem for Convex Bodies, the existence of a Pisot
number β such that Q(cos(2pi/q)) = Q(β) is guaranteed (see [36]).
Example 2.2.8. Let β ≈ 4899 be the root of the polynomial x4 − 4899x3 − 229x2 + 21x+ 1. It can be
checked that β is Pisot and cos(2pi/15) ∈ Q(β).
In the next result, we show that the assumption ζ + ζ−1 ∈ Q(β) in Theorem 2.2.5 is necessary.
Theorem 2.2.9. Let ζ be the q-th root of unity, where q ∈ N and q 6= 1, 2, 3, 4, 6. Let ξ = 0, η1 = 1 and
η2 = ζ. Then there exists a constant G ∈ R such that if β > G and Q(ζ + ζ−1) ∩Q(β) = Q, the symbolic
dynamical system (X , T ) is not sofic.
Proof From the provided parameters, we make the form of the analog transformation U explicit. Using
the relation ζ2 = (ζ + ζ−1)ζ − 1, we compute
ζ
[
1
ζ
]
=
[
0 1
−1 ζ + ζ−1
][
1
ζ
]
.
Moreover, we have b1 = b2 = 0 because ξ = 0. Thus,
U
([
x
y
])
=
[
−βy − b−βyc
β(x+ (ζ + ζ−1)y)− bβ(x+ (ζ + ζ−1)y)c
]
.
Let 1 < β ∈ R such that Q(β) ∩Q(ζ + ζ−1) = Q. As Q(ζ + ζ−1) is a Galois extension over Q, we see
that Q(β) and Q(ζ + ζ−1) are linearly independent. Fix a non-trivial conjugate γ ∈ C of ζ + ζ−1. We
find a Galois conjugate map σ on Q(β, ζ + ζ−1) fixing Q(β) such that σ(ζ + ζ−1) = γ.
For n ∈ N, define [
c11
(n) c12
(n)
c21
(n) c22
(n)
]
=
[
a22 −a12
−a21 a11
]n
=
[
ζ + ζ−1 1
−1 0
]n
.
From (2.2.1) and (2.2.2), we have
C(n+1) = βC(n) +
[
A(n+1) B(n+1)
] [c1
c2
]
= βC(n) +
[
A(0) B(0)
] [c11(n+1) c12(n+1)
c21
(n+1) c22
(n+1)
][
c1
c2
]
= βC(n) +
[
A(0)c11
(n+1) +B(0)c21
(n+1)
]
c1 +
(
A(0)c12
(n+1) +B(0)c22
(n+1)
)
c2,
for some
[
c1
c2
]
∈ ∆.
Let [A(0), B(0), C(0)] = [1, 0,−1]. We have
C(n+1) = βC(n) + c11
(n+1)c1 + c12
(n+1)c2
and consequently,
σ
(
C(n+1)
)
= βσ
(
C(n)
)
+ σ
(
c11
(n+1)c1 + c12
(n+1)c2
)
.
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Getting the absolute value of both sides, we obtain∣∣∣σ (C(n+1))∣∣∣ ≥ β ∣∣∣σ (C(n))∣∣∣− ∣∣∣σ (c11(n+1)c1 + c12(n+1)c2)∣∣∣
= β
∣∣∣σ (C(n))∣∣∣− ∣∣∣σ (c11(n+1)) c1 + σ (c12(n+1)) c2∣∣∣ .
Let
G1 := max
n∈N
max
∆
{∣∣∣σ (c11(n)) c1 + σ (c12(n)) c2∣∣∣} .
Then, ∣∣∣σ (C(n+1))∣∣∣ ≥ β ∣∣∣σ (C(n))∣∣∣−G1.
Now,
G1 ≤ max
n∈N
max
∆
{∣∣∣σ (c11(n))∣∣∣ |c1|+ ∣∣∣σ (c12(n))∣∣∣ |c2|} .
By the periodicity of the rotation matrix, we can define the constant
G2 := max
n∈N
{∣∣∣σ (c1j(n))∣∣∣ | j = 1, 2} .
It follows that
G1 ≤ G2 max
∆
{|c1|+ |c2|} .
By the definition of ∆, we have
|c1| ≤ | b−βc | ≤ bβc+ 1
and
|c2| ≤
⌊
β(1 + ζ + ζ−1)
⌋
.
Define the constant
G3 = G3(β) := bβc+ 1 +
⌊
β(1 + ζ + ζ−1)
⌋
.
Finally, let G4 := G2G3. Clearly, ∣∣∣σ (C(n+1))∣∣∣ ≥ β ∣∣∣σ (C(n))∣∣∣−G4.
If ∣∣∣σ (C(n))∣∣∣ > G4
β − 1 ,
then
β
∣∣∣σ (C(n))∣∣∣−G4 > ∣∣∣σ (C(n))∣∣∣ .
Consequently, ∣∣∣σ (C(n+1))∣∣∣ > ∣∣∣σ (C(n))∣∣∣ .
Hence, {σ(C(n))}n∈N diverges. In other words,
⋃∞
n=0 U
n(∂([0, 1)2)) cannot be a finite collection of line
segments.
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Consider the case n = 1. Taking
[
c1
c2
]
=
[
b−βc
bβ(1 + ζ + ζ−1)c
]
, we have
[
A(1) B(1)
]
=
[
1 0
] [ζ + ζ−1 1
−1 0
]
=
[
ζ + ζ−1 1
]
,
and
C(1) = βC(0) +
[
ζ + ζ−1 1
] [ b−βc
bβ(1 + ζ + ζ−1)c
]
= −β + (ζ + ζ−1)b−βc+ bβ(1 + ζ + ζ−1)c.
It follows that
σ(C(1)) = −β + γb−βc+ bβ(1 + ζ + ζ−1)c.
We want ∣∣∣σ (C(1))∣∣∣ > G4
β − 1 ,
i.e.,
β >
G4∣∣σ (C(1))∣∣ + 1.
Note that the orders of G4 and
∣∣σ (C(1))∣∣ are both equal to β, hence the above inequality is achieved when
β is large enough. Therefore, for some constant 0 < G ∈ R+, if β > G such that Q(β) ∩Q(ζ + ζ−1) = Q,
we have that (X , T ) is not sofic.
Remark 2.2.10. Note that if β is algebraic over Q and the degree of β and that of ζ + ζ−1 are relatively
prime, then Q(β) ∩Q(ζ + ζ−1) = Q. Hence, when G in the above theorem is already computed, we can
take β ∈ N larger than G and the result holds since the degree of ζ + ζ−1 exceeds 1.
We apply the previous theorem to the cases where ζ = exp(2pi
√−1/5) and ζ = exp(2pi√−1/7).
Corollary 2.2.11. Let X = {x + yζ | x, y ∈ [0, 1)} where ζ = exp(2pi√−1/5). If β > 2.90332 such that
Q(
√
5) ∩Q(β) = Q, then (X , T ) is not a sofic system.
Proof Put ω = (1 +
√
5)/2. Clearly,
√
5 6∈ Q(β) implies that Q(ω) and Q(β) are linearly disjoint and
there exists a conjugate map σ ∈ Gal(Q(β, ω)/Q(β)) with σ(β) = β and σ(ω) = −1/ω. For n ∈ N ∪ {0},[
c11
(n) c12
(n)
c21
(n) c22
(n)
]
=
[
1/ω 1
−1 0
]n
.
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We can show that G2 = ω from the following direct computation:
(
σ
(
c11
(n)
)
, σ
(
c12
(n)
))
=

(1, 0) n ≡ 0 (mod 5)
(−ω, 1) n ≡ 1 (mod 5)
(ω,−ω) n ≡ 2 (mod 5)
(−1, ω) n ≡ 3 (mod 5)
(0,−1) n ≡ 4 (mod 5).
Moreover, we can take G3 = bβωc + dβe. Therefore, G4 = ω(bβωc + dβe). Now, we can verify that
[A(1), B(1), C(1)] = [ω − 1, 1, (ω − 1) b−βc+ bβωc − β] corresponds to a discontinuity segment. Suppose
β >
1
4
(
13 + 3
√
5−
√
70− 2
√
5
)
≈ 2.90332.
It follows that
|σ ((ω − 1) b−βc+ bβωc − β)| = σ ((ω − 1) b−βc+ bβωc − β)
= −ω b−βc+ bβωc − β,
and
−ω b−βc+ bβωc − β > ω (bβωc+ dβe)
β − 1 .
Then the sequence
{
σ
(
C(n)
) |n ∈ N} is unbounded.
Corollary 2.2.12. Let ζ = exp(2pi
√−1/7). Let ξ = 0, η1 = 1 and η2 = ζ. If β > 3.115295 such that
Q(cos(2pi/7)) ∩Q(β) = Q, the symbolic dynamical system (X , T ) is not sofic.
Proof Let ρ = ζ + ζ−1. The minimal polynomial of ρ is x3 + x2 − 2x − 1. This polynomial has two
negative roots, namely α1 ≈ −0.445042 and α2 ≈ −1.80194. For the computations below, we use α1. Let
σ ∈ Gal(Q(β, ρ),Q(β)) such that σ(ρ) = α1. For n ∈ N ∪ {0},[
c11
(n) c12
(n)
c21
(n) c22
(n)
]
=
[
ρ 1
−1 0
]n
.
By the cyclicity of the rotation matrix, we have
(
c11
(n), c12
(n)
)
=

(1, 0) n ≡ 0 (mod 7)
(ρ, 1) n ≡ 1 (mod 7)
(ρ2 − 1, ρ) n ≡ 2 (mod 7)
(1− ρ2, ρ2 − 1) n ≡ 3 (mod 7)
(−ρ, 1− ρ2) n ≡ 4 (mod 7).
(−1,−ρ) n ≡ 5 (mod 7)
(0,−1) n ≡ 6 (mod 7)
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We have
G2 = max{|σ(0)| = 0, |σ(1)| = 1, |σ(ρ)|, |σ(ρ2 − 1)|} = 1,
and
G3 = bβc+ 1 + bβ + βρc.
Hence, G4 = G3. Solving β >
G4
|σ(C(1))| + 1, we get that β > 3.115295.
Remark 2.2.13. In the above proof, if we use the conjugate α2 instead of α1, we get a slightly smaller
bound for β.
2.3 Results in R3
The situation in R3 is similar. The forward images of ∂(X ) under the iterates of T partition X into
disjoint polyhedra. Hence, we have the following analogous result.
Theorem 2.3.1. Let T be a 3-dimensional rotational beta transformation. The symbolic dynamical system
(X , T ) is sofic if and only if ⋃∞n=0 Tn(∂(X )) is a finite union of polygons.
Proof We will proceed as in Theorem 2.2.1. Suppose that (X , T ) is sofic. We consider the set⋃kn=0 Tn(∂(X ))
of discontinuities of T . Note that by the action of T on X , an element of ⋃kn=0 Tn(∂(X )) is a 2-dimensional
polygon in R3. Moreover, each of the boundary line segment of this discontinuity element must lie on
another non-parallel discontinuity element of
⋃k
n=0 T
n(∂(X )), except when the discontinuity element lies
entirely on ∂(X ). As before, we discard these exceptional cases. It then follows that ⋃kn=0 Tn(∂(X ))
partitions X into disjoint polyhedra. Two distinct partition cells give different predecessor sets. Hence,
arguing as in Theorem 2.2.1, we prove that
⋃∞
n=0 T
n(∂(X )) is a finite union of polygons.
Suppose that
⋃∞
n=0 T
n(∂(X )) is a finite union of polygons. Then the fundamental domain X is
partitioned into finitely many polyhedra. As in the two dimensional case, we can construct a sofic graph
describing the dynamics of T by taking the vertex set to be the set of these polyhedral partition cells.
As in the 2-dimensional case, we give sufficient conditions for the system to be sofic.
Theorem 2.3.2. Let β be a Pisot number and M be the rotation matrix by an angle θ = 2pi/q (2 < q ∈ N)
about a unit vector u ∈ Q(cos θ, sin θ, β)3. Let X = [0, 1)3. If cos θ, sin θ ∈ Q(β), the system (X , T ) is
sofic.
Proof Let u = (ux, uy, uz) be the axis of the rotation. Let w = 1− cos θ. We have
M =
 cos θ + ux
2w uxuyw − uz sin θ uxuzw + uy sin θ
uyuxw + uz sin θ cos θ + uy
2w uyuzw − ux sin θ
uzuxw − uy sin θ uzuyw + ux sin θ cos θ + uz2w
.
For brevity, we write M = [mij ], 1 < i, j < 3. Then the transformation T is given by
T

xy
z

 =
β(m11x+m12y +m13z)− bβ(m11x+m12y +m13z)cβ(m21x+m22y +m23z)− bβ(m21x+m22y +m23z)c
β(m21x+m22y +m23z)− bβ(m21x+m22y +m23z)c
 .
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Let f(X,Y, Z) = AX + BY + CZ + D be a discontinuous polyhedral face in
⋃∞
n=0 T
n(∂([0, 1)3)). As in
the two dimensional case, define
∆ :=

bβ(m11x+m12y +m13z)cbβ(m21x+m22y +m23z)c
bβ(m31x+m32y +m33z)c

∣∣∣∣∣∣∣ 0 ≤ x, y, z < 1
 .
We see that the image of f under T is composed of line segments of the form
[
A B C
]
M−1
X + c1Y + c2
Z + c3
+ βD = 0,
for some
c1c2
c3
 ∈ ∆. In other words, if
T
[A(n) B(n) C(n)]
XY
Z
+D(n)
 = [A(n+1) B(n+1) C(n+1)]
XY
Z
+D(n+1),
then
[
A(n+1) B(n+1) C(n+1)
]
=
[
A(n) B(n) C(n)
]
M−1
and
D(n+1) = βD(n) +
[
A(n) B(n) C(n)
]
M−1
c1c2
c3

with
(
A(0), B(0), C(0)
)
= (A,B,C).
Again, we can define a sequence of coefficients as follows:[
A(n), B(n), C(n), D(n)
]
→
[
A(n+1), B(n+1), C(n+1), D(n+1)
]
,
where the sequence {[A(n), B(n), C(n)]}n∈N is clearly periodic by the cyclicity of M . Moreover the set
{D(n) | n ∈ N ∪ {0}} is contained in Q(β). We can proceed as in the two dimensional case.
Corollary 2.3.3. There exists a sofic symbolic dynamical system associated to a three-dimensional rota-
tional beta transformation for θ = 2pi/q, (2 < q ∈ N).
Proof First we write Q(cos θ, sin θ) = Q(α) for some algebraic number α ∈ R. Then we apply Minkowski’s
Theorem to find a Pisot number β such that Q(α) = Q(β).
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2.4 Examples
In this section, we give some examples of sofic symbolic dynamical systems associated to rotational beta
transformations.
Example 2.4.1. Let 1 < β ∈ R. Let ζ = √−1, ξ = −1− β√−1, η1 = 1 and η2 = β
√−1. Consider the
rotational beta transformation in R2 with the above parameters. We have
T
(
x+ y
√−1) = −βy − b−βy + 1c+ βx√−1.
We note that the form of T 2 is related to the 1-dimensional negative beta transformation (see [17])
g : [−1, 0)→ [−1, 0) given by
g(x) = −β2x− ⌊−β2x+ 1⌋ .
Indeed,
T 2
(
x+ y
√−1) = −β2x− ⌊−β2x+ 1⌋+ (−β2y − β b−βy + 1c)√−1
= g(x) + βg(y/β)
√−1.
From the shape of the map g, we know that if β2 is a Pisot number, then the system (X , T ) is sofic
(cf. Theorem 3.3 in [20]). Therefore, taking β2 a Pisot number such that β is not gives an example of a
sofic system beyond Theorem 2.2.5. For instance, all non-square integers greater than 1 satisfy the above
condition. Meanwhile, if we take β to be the Salem number such that β4 − β3 − β2 − β + 1 = 0, the
system is also sofic.
Example 2.4.2. Let T be the rotational beta transformation with parameters ζ = exp(2pi
√−1/3),
β = 1 +
√
2, η1 = 1, η2 = ζ
2 and (βζ − 1)ξ = 3− β. The digit set is given by
A ={a = −1− ζ2, b = −ζ2, c = 1− ζ2, d = 2− ζ2, e = −2− 2ζ2, f = −1− 2ζ2,
g = −2ζ2, h = 1− 2ζ2, i = −2− 3ζ2, j = −1− 3ζ2, k = −3ζ2}.
In Figure 2.1, we see that X is partitioned by the discontinuity segments into the polygons Pn (n =
1, . . . , 12). The action of T on the polygons is described in Table 2.1 and the sofic graph is depicted in
Figure 2.2.
Example 2.4.3. Let T be the rotational beta transformation with parameters β = 1+
√
5
2 , ξ = 0, η1 = 1
and η2 = ζ = exp(2pi
√−1/5). We consider the analog map U . The digit set A is{
a =
[
−2
0
]
, b =
[
−1
0
]
, c =
[
−2
1
]
, d =
[
−1
1
]
, e =
[
−2
2
]
, f =
[
−1
2
]}
.
In Figure 2.3, we see the partition of [0, 1)2 into polygonal cells. The action of U to these cells is given
in Table 2.2.
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Figure 2.1: βζX and the partition of X
1 2 3
4
5
6
7 8
9 10
11 12
Figure 2.2: Sofic graph of the symbolic dynamical system in Example 2.4.2
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Pn T (Pn) digit
1 7 b
2 11, 12 b
4, 7, 8 c
3 12 c
4 11 c
4, 7, 8, 12 d
5 9 a
1, 2, 5, 6 b
7, 11, 12 f
4, 7, 8 g
6 9, 10 b
2, 3, 6 c
12 g
7 1, 5 c
11 g
4, 7, 8 h
Pn T (Pn) digit
8 9, 10 c
2, 3, 6 d
12 h
9 9 e
1, 2 f
7, 11, 12 i
4 j
10 5, 6, 9, 10 f
2, 3, 6 g
7, 8, 12 j
11 1, 5 g
11 j
4, 7, 8 k
12 9, 10 g
2, 3, 6 h
12 k
Table 2.1: The action of T defined in Example 2.4.2 on the partition
Example 2.4.4. Let β = 1 + 2 cos(2pi/7) ≈ 2.24698 be the Pisot number satisfying β3− 2β2−β+ 1 = 0.
Let ξ = 0, η1 = 1 and η2 = ζ = exp(2pi
√−1/7). The symbolic dynamical system associated with the
rotational beta transformation with the above parameters is sofic. The partition of X into more than
3000 cells by 224 discontinuity segments is depicted in Figure 2.4.
2.5 Application to tiling
Substitution tilings naturally arise from sofic dynamical systems. In this section, we explain the construc-
tion of substitution tilings from the sofic graph of a sofic dynamical system and give some examples.
2.5.1 Preliminaries
Let Type = {t1, . . . , tn, . . .} be a set of types or attributes. A tile P in Rm is a pair (A, t) where A is
a compact subset of Rm which is the closure of its interior and t ∈ Type. We call A the support of P
and write supp(P ) = A. Meanwhile, we call t the type of P . We assume that a tile is connected in Rm.
Two tiles are distinct if they have different types or their supports are not equal. A finite set of tiles in
Rm forms a patch P if whenever Pi, Pj ∈ P are distinct, then int(supp(Pi)) ∩ int(supp(Pj)) = ∅ and the
union of the supports of the tiles is a connected subset of Rm. We now define a tiling in Rm.
Definition 2.5.1. A tiling T in Rm is a set of tiles in Rm such that
Rm =
⋃
P∈T
supp(P )
and for Pi, Pj ∈ T such that Pi 6= Pj , we have int(supp(Pi)) ∩ int(supp(Pj)) = ∅.
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Figure 2.3: Sofic dynamical system with five-fold rotation in Example 2.4.3
Figure 2.4: Sofic dynamical system with five-fold rotation in Example 2.4.4
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Pn U(Pn) digit
1 28, 29 b
2 30, 32, 33 b
3 31, 34, 35 b
4 9, 12, 19, 20, 21, 22 b
5 6, 7, 18 b
6 11 b
2 d
7 37, 40 a
8, 10 b
26, 27, 28, 29 c
1 d
8 36, 38, 39 a
25 c
9 30, 31 c
10 23, 24 a
13, 14, 15, 16 c
11 17, 18 c
12 19 c
13 37 b
14 40 b
26, 27 d
15 36 b
16 38, 39 b
25 d
17 23, 24 b
13, 14 d
18 3, 15, 16 d
19 4, 17 d
20 33, 35 c
Pn U(Pn) digit
20 5 d
21 32, 34 c
22 20 c
23 21 c
24 22 c
25 28, 29 d
26 30, 32 d
27 33 d
28 35 d
29 31, 34 d
30 19, 20 d
31 6, 18 d
32 9, 21 d
33 11, 12, 22 d
2 f
34 36, 37 c
7, 8 d
35 39, 40 c
10 d
27, 28 e
1 f
36 38 c
25, 26, 29 e
37 30, 31 e
38 23 c
13, 15 e
39 24 c
14, 16 e
40 17, 18, 19 e
Table 2.2: The action of U defined in Example 2.4.3 on the partition cells
Two tiles Ti = (Ai, ti) and Tj = (Aj , tj) are said to be equivalent up to translations if ti = tj and
Aj = Ai + d for some vector d ∈ Rm. This notion of equivalence readily extends to patches. Generally,
we will be interested in tilings composed of finitely many inequivalent tiles up to translations. We say
that a tiling T has a finite local complexity (FLC) if for any R ∈ R > 0, the number of patches contained
in some ball of radius R is finite up to translations. Meanwhile, we say that T is repetitive if for every
compact set K in Rm, the set {d ∈ Rm | T ∩K = (d+ T ) ∩K} is relatively dense.
In what follows, we define a special class of tilings called substitution tilings. Let P = {P1, P2, . . . , Pr}
be a finite set of tiles in Rm. We will call the Pi’s prototiles. Define P∗ to be the set of all patches
P in Rm such that if P ∈ P, then the tile P is translationally equivalent to some element in P. Let
φ : Rm → Rm be an expansive linear map, i.e., φ is a linear map whose eigenvalues have modulus greater
than 1. A map σ from P to P∗ is called a tile substitution with respect to an expansive linear map φ if
for all i ∈ {1, . . . , r}, there are finite sets Dij of vectors in Rm such that
σ(Pi) = {Pj + d | d ∈ Dij , j = 1, . . . , r}
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and
φ(supp(Pi)) =
r⋃
j=1
⋃
d∈Dij
supp(Pj) + d.
We can naturally extend the definition of σ to a patch P in P∗ as follows:
σ(P) = {σ(P ) | P ∈ P}.
Moreover, σk(P) = σk−1(P) for any integer k ≥ 2. Given a tile substitution σ, we define an associated
matrix M ∈ Mr(Z≥0) with non-negative integer entries given by Mij = |Dij |. We call this matrix the
substitution matrix of σ. If M is primitive, i.e., there exists k ∈ N such that Mk > 0, then we say that
σ is primitive. A tiling T is a substitution tiling if it is a fixed point of some tile substitution σ, i.e.,
σ(T ) = T . If the associated φ of a substitution tiling is a similarity, we say that the tiling is self-similar.
If the substitution tiling is primitive, repetitive and has FLC, we say that the tiling is self-affine.
2.5.2 Construction of the substitution tiling
Let T : X → X be a two-dimensional rotational beta transformation with parameters β ∈ R > 1 and
ζ ∈ C such that |ζ| = 1. Suppose that the symbolic dynamical system (X , T ) associated with T is sofic.
Then X is partitioned into polygonal cells P1, . . . , Pr. Let I = {1, . . . , r}. For i, j ∈ I, define
Dij := {d ∈ A | Pi + d ⊆ βζPj}.
Then,
βζPj =
⋃
i∈I
⋃
d∈Dij
(Pi + d).
We call the previous line the set equations for Pj . The set equations for Pi (i = 1, . . . , r) give rise to
substitution tilings. Let the prototile set be P = {P1, . . . , Pr}, the set of partition cells. Let the expansive
linear map be φ : Rm → Rm given by φ(x) = βx. Define the substitution rule σ by the set equations for
the prototiles.
Suppose that (X , T ) is sofic. If, in addition, the rotational beta transformation T has the property
that for all z ∈ X , the set ⋃∞n=0 T−n(z) is dense in X , then the adjacency matrix of its sofic graph is
primitive. Hence, a substitution tiling arising from T is also primitive.
2.5.3 Examples
Example 2.5.2. Let β = (1 +
√
5)/2. Let ζ =
√−1. Take X = {x + y√−1 | x, y ∈ [0, 1)}. The
associated symbolic dynamical system is sofic. The fundamental domain X is partitioned into the cells
P1 = {x + y
√−1 | 0 < x < 1/β2, 0 < y < 1/β}, P2 = {x + y
√−1 | 0 < x < 1/β2, 1/β < y < 1},
P3 = {x+ y
√−1 | 1/β2 < x < 1, 0 < y < 1/β}, and P4 = {x+ y
√−1 | 1/β2 < x < 1, 1/β < y < 1}. The
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substitution rule σ is given by the following set equations:
βζP1 = {P1 ∪ P3}+ (−1, 0)
βζP2 = P3 + (−2, 0)
βζP3 = {(P2 ∪ P4) + (−1, 0)} ∪ {(P1 ∪ P3) + (−1, 1)}
βζP4 = {P4 + (−2, 0)} ∪ {P3 + (−2, 1)}.
The substitution matrix is primitive. We consider the tiling in Figure 2.5 given by the limit of P3
under σ. The tiling has local finite complexity. Indeed, we introduce pseudo-vertices on the prototiles
P1, P3 and P4. On each side of these prototiles, mark two points which are 1/β
3 distance away from the
endpoints as pseudo-vertices. Then the tiling becomes edge-to-edge. It follows that when the size of the
patch is bounded, there are just finitely many ways the tiles can glue themselves together because of the
edge-to-edge condition on the tiles. Thus, for any given R > 0, there exist only finitely many inequivalent
patches up to translations contained in a ball of radius R. In other words, the tiling has FLC. Notice in
Figure 2.5 that a copy of σk(P3) rotated by pi/2 clockwise appears in σ
k+1(P3).
Figure 2.5: Tiling from 4-fold rotational beta transformation. The patches σk(P3) (k = 0, 1, 2, 3, 4, 5) are
shown here where the translates of the prototiles are given this color assignment: P1 - green, P2 - red, P3
- blue, P4 - yellow
Example 2.5.3. This example is based on Example 2.4.3 where β = (1+
√
5)/2 and ζ = exp(2pi
√−1/5).
The partition of X in colored rendition is given in Figure 2.6. The tile substitution σ is given by Table
2.2. Any substitution tiling arising from σ is primitive since σ is primitive. A particular substitution
tiling is depicted in Figure 2.7.
2.6 Periodic expansions
A very well-known fact about decimal expansions is that the expansion of a number is eventually periodic
if and only if the number is rational. For beta expansion, we have the result given by Schmidt in [42]
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Figure 2.6: Partition of X . The partition cell P7 (green trapezoid) is given by the vertices
(1/β3, 0) + 2(a, b)/β3, (a, b)/β, (1/β3, 0) + (a, b)(1/β + 1/β3) and (1/β2, 0) + (a, b)/β where (a, b) =
(cos(2pi/5), sin(2pi/5)).
Figure 2.7: Tiling from a 5-fold rotational beta transformation. This is the image of P7 under σ
6.
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that if β is Pisot, then the set Per(β) of numbers in [0, 1) with eventually periodic expansions coincides
with Q(β) ∩ [0, 1). On the other hand, if all numbers in Q have an eventually periodic expansion, then β
is Pisot or Salem. It is an open problem whether Per(β) = Q(β) ∩ [0, 1) when β is a Salem number.
In this section, we describe the set of eventually periodic expansions for some classes of rotational
beta transformations. Let 1 < β ∈ R and ζ ∈ C \ R such that ζ has modulus 1. Let η1, η2 ∈ C such that
η1 and η2 are linearly independent over R.
Definition 2.6.1. Let T be a rotational beta transformation with parameters β, ζ and X . We define
Per(β, ζ,X ) to be the set of points z ∈ X having the property that {Tn(z) | n ∈ N ∪ {0}} is finite.
Remark 2.6.2. Note that when {Tn(z) | n ∈ N ∪ {0}} is finite, then it is also an eventually periodic
sequence. Moreover, {dn(z) | n ∈ N ∪ {0}} is likewise eventually periodic.
Let z ∈ Per(β, ζ,X ). For some m ∈ N ∪ {0} and l ∈ N, we can write z as
z =
d1
βζ
+ · · ·+ dm
(βζ)m
+
(
dm+1
(βζ)m+1
+ · · ·+ dm+l
(βζ)m+l
)
+
(
dm+1
(βζ)m+l+1
+ · · ·+ dm+l
(βζ)m+2l
)
+ · · ·
=
m∑
i=1
di
(βζ)i
+
l∑
i=1
dm+i
(βζ)m+i
∞∑
k=1
1
(βζ)kl
.
Thus, we obtain the following statement.
Proposition 2.6.3. The set Per(β, ζ,X ) is a subset of X ∩Q(βζ, η1, η2).
Let η ∈ C \ R be an algebraic integer over Q. Set η1 = 1 and η2 = η so that the lattice L is Z + Zη
with the fundamental domain X = {x+yη | x, y ∈ [0, 1)}. Let ζ be an algebraic integer over Q. We prove
the following result.
Proposition 2.6.4. Suppose that [Q(η) : Q] = 2 and ζ ∈ Q(η). If β is Pisot, then X ∩ Q(β, η) ⊆
Per(β, ζ,X ).
Proof The assumption [Q(η) : Q] = 2 implies that the integer ring L = Z[η] is a discrete set in C under
the standard topology. Moreover, the assumption ζ ∈ Q(η) implies that Q(β, η) = Q(η)(βζ). Let d be
the degree [Q(η)(βζ) : Q(η)] = [Q(η, β) : Q(η)]. Since β and ζ are algebraic integers over Q, βζ is also
an algebraic integer over Q. In addition, βζ is an algebraic integer over Q(η). So there are coefficients
(ai)i<d ∈ Z[η]d such that
(βζ)d =
d−1∑
i=0
ai(βζ)
i.
Fix an element x of X ∩Q(β, η) = X ∩Q(η)(βζ). We can write
x =
1
v
d−1∑
i=0
bi(βζ)
i,
where v ∈ Z and bi ∈ Z[η] for each i < d. Taking v with the minimum absolute value, the (bi)i’s are
unique up to multiplication with units. By induction, the following holds.
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Claim 2.6.5. For all n ∈ N, there exists a unique (rn,1, . . . , rn,d−1)i ∈ Z[η]d such that
Tn(x) =
1
v
d−1∑
i=0
rn,i(βζ)
i.
Let β(1) = β, β(2), ....β(d) be the conjugates of β over Q(η). For each conjugate β(j), we consider the
conjugate map on Q(η, β) fixing Q(η) that sends β to β(j). Since ζ ∈ Q(η), we have (βζ)(j) = β(j)ζ.
Claim 2.6.6. There exists C > 0 such that for all n ∈ N and j ≤ d, we have |Tn(x)(j)| < C.
Proof of Claim If x ∈ X , then |d(x)| < |βζx|+ |η|+ 1 < (|η|+ 1)|(β|+ 1) = D. So |dn(x)| is uniformly
bounded by D. We can show by induction that
Tn(x) = (βζ)nx−
n−1∑
i=1
(βζ)n−idi(x).
Fix j > 1. Since β is Pisot, then |β(j)| < 1. So,
|Tn(x)(j)| = |(β(j)ζ)nx−
n−1∑
i=1
(β(j)ζ)n−idi(x)|
≤ |β(j)|n|x|+
n−1∑
i=1
|β(j)|n−i|di(x)|
≤ D
n∑
i=1
|β(j)|i = D |β
(j)|
1− |β(j)|
In case j = 1, since Tn(x) ∈ X , we obtain |Tn(x)| ≤ |η|+ 1. Then
C = max
{{
D
|β(j)|
1− |β(j)| : d ≥ j > 1
}
∪ {|η|+ 1}
}
is required.
By the first claim,
Tn(x)(1)
Tn(x)(2)
...
Tn(x)(d)
 = 1v

1 β(1)ζ (β(1)ζ)2 · · · (β(1)ζ)d−1
1 β(2)ζ (β(2)ζ)2 · · · (β(2)ζ)d−1
...
. . .
1 β(d)ζ (β(d)ζ)2 · · · (β(d)ζ)d−1


rn,0
rn,1
...
rn,d−1
 .
By the second claim, the vectors (Tn(x)
(1), . . . , Tn(x)
(d)) on the left-hand side of the equation are bounded.
Since the β(j)’s are distinct, we can show by using Vandermonde’s determinant that the matrix on the
right-hand side is non-singular. So, the vectors (rn,1, . . . , rn,d−1) on the right-hand side are also bounded.
Since Z[η]d is discrete, there are only finitely many such vectors. This means that {(rn,i)i | n ∈ N} is
finite and so is {Tn(x) | n ∈ N ∪ {0}}.
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Chapter 3
Invariant Measure
In this chapter, we explore some results on the invariant measures of rotational beta transformations.
3.1 Preliminaries
Let T be a rotational beta transformation on X . Let B be a σ-algebra on X . Suppose that T preserves a
probability measure µ on X , i.e., for any measurable set A ∈ B, we have that µ(T−1(A)) = µ(A), where
T−1(A) := {z ∈ X | T (z) ∈ A}. We say that µ is absolutely continuous to the Lebesgue measure λ
(or equivalently, µ is an absolutely continuous invariant measure, ACIM, with respect to the Lebesgue
measure λ) if µ(A) = 0 whenever λ(A) = 0, A ∈ B. If, in addition, λ(A) = 0 whenever µ(A) = 0, A ∈ B,
then we say that µ is equivalent to the Lebesgue measure λ. The map T is said to be ergodic with respect
to µ (or, alternatively, µ is an ergodic measure of T ) if for every A ∈ B such that T−1(A) = A, then either
µ(A) = 0 or µ(A) = 1.
A general theory developed in [23, 24, 16, 40, 45, 10, 46] tells us that rotational beta transformations
have at least one and at most a finite number of ergodic ACIMs. Moreover, any two ergodic ACIMs have
disjoint interiors. In the theorems presented here, we investigate the uniqueness of the invariant measure.
In the case the invariant measure is unique, we give sufficient conditions for the measure to be equivalent
to the Lebesgue measure.
3.2 Technique I: Coverings
Before we present our results, we prepare some definitions.
Definition 3.2.1. A strip in Rm is the closed region between two parallel hyperplanes of co-dimension
one. Its width is the distance between the two hyperplanes that define it. The width w(J) of a nonempty
set J ⊂ Rm is defined to be the minimum among the widths of the strips which contain J .
Definition 3.2.2. Let X ⊆ Rm and let P be a point set in X. We define the covering radius r(P ) of P
relative to X to be
r(P ) = sup
x∈X
inf
y∈P
‖x− y‖.
We say that P is an r(P )-covering of X.
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If w(J) or r(P ) does not assume a value in R, we assign it the value ∞.
Recall the notation Ess(X ) = X \⋃∞n=−∞ Tn(∂(X )). For z ∈ X and n ∈ N, define
T−n(z) := {x ∈ X | Tn(x) = z}.
Let A be a subset of Rm. For 0 < t ∈ R, define B−t(A) to be the set of points in A which have distance
at least t from ∂(A).
We prove the following result.
Theorem 3.2.3. Suppose that for any ε > 0, there exist z ∈ Ess(X ) and n ∈ N such that ⋃nj=0 T−j(z)
is an ε-covering of B−ε(X ). Then (X , T ) has a unique absolutely continuous invariant measure.
Proof Note that the rotational beta transformations fall under the category of piecewise expanding maps
considered in [40]. We deduce from the proof of Theorem 5.2 in [40] that the support of each ACIM
contains an open ball where the associated Radon-Nikodym density has a positive lower bound. Two
such balls arising from distinct ergodic ACIMs must have an empty intersection.
Suppose (X , T ) has µ1 and µ2 as distinct ergodic ACIMs. Let hj be the density corresponding to µj
for j = 1, 2. Note that hj is the fixed point of the Perron-Frobenius operator with a constant positive
Jacobian. As such, for almost all z such that hj(z) > 0, we have hj(T (z)) > 0. For j ∈ {1, 2}, take open
balls B(xj , s) satisfying essinfB(xj ,s) hj > 0. By the hypothesis, we can take z ∈ Ess(X ) and nj ∈ N such
that
T−nj (z) ∩B(xj , s) 6= ∅.
Let uj ∈ B(xj , s) such that Tnj (uj) = z. Letting δj > 0 such that the ball B(uj , δj) is contained in
B(xj , s), we see that
Tnj (B(uj , δj)) = B(T
nj (uj), δ
′
j)
for some δ′j > 0. But
B(Tnj (uj), δ
′
j) = B(z, δ
′
j).
We conclude that essinfB(z,δ′j) hj > 0, which is a contradiction. Hence, system has a unique ergodic
component.
Theorem 3.2.4. If the set
⋃∞
n=1 T
−n(z) is dense in X for all z ∈ X , then (X , T ) has a unique absolutely
continuous invariant measure and moreover, this invariant measure is equivalent to the Lebesgue measure.
Proof The first assertion of the theorem follows readily from Theorem 3.2.3. Hence, we only need to
show the equivalence of the unique ACIM to the Lebesgue measure. Let µ be the unique ACIM and h be
its density. Denote by λ the Lebesgue measure. For ε > 0, let
Nε := {x ∈ X | essinfB(x,ε) h = 0}
and define
N :=
⋂
ε>0
Nε.
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From Proposition 5.1 in [40], we know that µ(N) = 0. We claim that
N ⊂
∞⋃
j=−∞
T j(∂(X )).
Let z ∈ X such that z 6∈ ⋃∞j=−∞ T j(∂(X )). We take a ball B(x, s) ⊂ X inside the support of µ satisfying
essinfB(x,s) h > 0. By hypothesis, we can find some positive integer n such that B(x, s) intersects T
−n(z).
In other words, there exists w ∈ X such that Tn(w) = z and the ball B(w, ε) is contained in B(x, s) for
small ε > 0. Let ε′ > 0 such that
Tn(B(w, ε)) = B(Tn(w), ε′)
= B(z, ε′).
So essinfB(z,ε′) h > 0, implying that z 6∈ N . This proves that N ⊂
⋃∞
j=−∞ T
j(∂(X )). Consequently,
the Lebesgue measure of N is 0. Let S ⊂ X be a measurable set such that λ(S) > 0. Note that
λ(S \N) = λ(S)− λ(N) = λ(S) > 0. We take a Lebesgue density point z ∈ S \N such that
lim
t→0
λ(B(z, t) ∩ (S \N))
λ(B(z, t))
= 1.
Because z /∈ N , there exist constants c > 0 and ε0 > 0 where essinfB(z,ε0) h > c. For 0 < ε ≤ ε0, we
therefore have
µ(S) = µ(S \N) =
∫
S\N
hdλ >
∫
B(z,ε)∩(S\N)
cdλ > 0.
This shows that the Lebesgue measure λ is absolutely continuous to µ.
We apply the two preceding theorems on rotational beta transformations in R2. Let 1 < β ∈ R and
ζ ∈ C \ R with |ζ| = 1. Fix ξ, η1, η2 ∈ C such that η1 and η2 are linearly independent over R. We have
X = {ξ + xη1 + yη2 | x ∈ [0, 1), y ∈ [0, 1)} and L = η1Z+ η2Z.
Remark 3.2.5. We mention the following obvious relation which we use repeatedly throughout this
study. For z ∈ X and n ∈ N,
T−(n+1)(z) =
1
βζ
[(T−n(z) + L) ∩ βζX ].
The width w(X ) is the minimum height of the parallelogram formed by X . We have
w(X ) = min {|η1|, |η2|} sin θ(X ),
where θ(X ) ∈ (0, pi) is the angle between η1 and η2. For n ∈ {1, 2}, we define
Bn(θ(X )) = max
{
νn(θ(X )), 2r(L)
w(X )
}
,
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where
ν1(θ(X )) :=
2 if 12 < tan
θ(X )
2 < 2
1+| cos θ(X )|
2(sin θ(X )+| cos θ(X )|−1) otherwise
and
ν2(θ(X )) := 1 +
√
2
sin θ(X )√1 + | cos θ(X )|
= 1 +
1
sin θ(X ) max
{
sin θ(X )2 , cos
θ(X )
2
} .
Notice that the definitions of the constants B1(θ(X )) and B2(θ(X )) are independent of the choice of
the translation ξ. The constants are determined only by η1 and η2. Furthermore, we can readily check
from the graphs (see Figure 3.1) of ν1(θ(X )) and ν2(θ(X )) that ν1(θ(X )) ≤ ν2(θ(X )).
Figure 3.1: ν1(θ(X )) and ν2(θ(X ))
Theorem 3.2.6. If β > B2(θ(X )), then (X , T ) has a unique absolutely continuous invariant measure.
Moreover, this measure is equivalent to the Lebesgue measure.
Proof We study the backward images under T of points in X . In particular, we look at T−n(z) for n ∈ N
and z ∈ X . For brevity, put r = r(L), w = w(X ), θ = θ(X ), ν2 = ν2(θ(X )) and B2 = B2(θ(X )).
Let β > B2. We claim that
⋃∞
n=1 T
−n(z) is dense in X for all z ∈ X . From Remark 3.2.5,
T−1(z) =
1
βζ
((z + L) ∩ βζX ) .
Since r(z+L) = r, we know z+L is an r-covering of C. Let us consider the region B−r (βζX ). Since
β > B2 ≥ 2r/w, B−r (βζX ) is not empty. We note that B−r (βζX ) does not intersect any ball B(x, r)
centered at x ∈ C \ βζX of radius r. Because of this, the set (z + L) ∩ βζX is not empty. For each
x ∈ B−r (βζX ), we can find d ∈ L where z + d ∈ βζX and the ball B(z + d, r) contains x. In other
words, z+L∩βζX is an r-covering of B−r(βζX ). Consequently, T−1(z) is an r/β-covering of B−r/β(X ).
Considering translates, it follows naturally that T−1(z)+L is an r/β-covering of B−r/β(X )+L (see Figure
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Figure 3.2: B− r
β
(X ) + L
3.2) . We extend the radius r/β by a factor of ν2 to cover the complex space in its entirety. Indeed, owing
to the inequality
ν2 > 1 + 1/ sin θ,
it suffices to consider a rhombus KLMN in Figure 3.2 determined by some adjacent translates of B−r/β(X )
and confirm that it is covered. By the symmetry of ν2 about pi/2, it is enough to look at the cases where
θ ∈ (0, pi/2]. Take the Vorono¨ı diagram induced by the four vertices K,L,M and N of the rhombus
KLMN. From this diagram, we can readily see that the factor needed is given by the circumradii of the
triangles ∆KLN and ∆LMN , which are the acute triangles determined by the smaller diagonal of the
rhombus. This gives the constant ν2. Refer to Figure 3.3 below to compare the Vorono¨ı diagrams arising
from the two cases θ ∈ (0, pi/2] and θ ∈ [pi/2, pi).
Figure 3.3: Vorono¨ı diagrams where α ∈ (0, pi/2] and γ ∈ (pi/2, pi)
We claim that T−n(z) is an rn-covering of B−rn(X ) for all n ∈ N, where
rn = rν2
n−1/βn.
We have exhibited previously that T−1(z) is an r1-covering of Br1(X ). Suppose now that the claim holds
for all k ≤ n for some n ∈ N. We note that
T−(n+1)(z) =
1
βζ
((
T−n(z) + L) ∩ βζX ) .
Because β > ν2, we have rn < r. Therefore, βw > 2rn. This implies that B−rn (βζX ) is not empty. By
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hypothesis, T−n(z) + L is an rn-covering of B−rn(X ) + L. We enlarge the radius rn by a factor of ν2 to
cover C entirely. By doing so, we consequently obtain a covering of βζX . For all c ∈ C \ βζX , we have
B(c, rnν2) ∩B−rnν2(βζX ) = ∅.
This means that
(T−n(z) + L) ∩ βζX
is an rnν2-covering of B−rnν2(βζX ). For this reason, we know that T−(n+1)(z) is an rn+1-covering of
B−rn+1(X ). This finishes the induction which completes the proof of the claim. Finally, noting that
limn→∞ rn = 0, we see that
⋃∞
n=1 T
−n(z) is dense in X .
In proving the previous theorem, we look at coverings of X arising from the sets T−n(z) for n ∈ N
and z ∈ X . We can make these coverings finer by considering an appropriate z ∈ X . Hence, we have the
following result.
Theorem 3.2.7. If β > B1(θ(X )), then (X , T ) has a unique absolutely continuous invariant probability
measure.
Proof Let z = ξ. Put r = r(L), w = w(X ), θ = θ(X ), ν1 = ν1(θ(X )) and B1 = B1(θ(X )). Suppose
β > B1. We proceed as in the proof of the preceding theorem. Notice that we can find a point ξ
′ ∈ ξ +L
(see Figure 3.2) inside the parallelogram KLMN . Along the perimeter of the translates of X , we can
cover some rectangular strips by balls B(x, 2r/β) centered at x ∈ T−1(ξ) +L of radius 2r/β as illustrated
in Figure 3.4. Taking this into account, we need to cover an area composed of four kite-shaped regions
around ξ′ (see Figure 3.5).
Figure 3.4: The rectangular strips in dark gray
Suppose 1/2 < tan(θ/2) < 2. The ball B (ξ′, 2r/β) contains the bases of the two perpendiculars
emanating from M to the lines `1 and `2, where `j is the line parallel to ηj and passing through ξ
′ for
j = 1, 2. This implies that the balls B(ξ′, 2r/β) and B(M, r/β) cover the kite containing M . By the
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Figure 3.5: The kites
same argument, we can exhibit that remaining kites are similarly covered. Therefore, (ξ ∪ T−1(ξ)) +L is
a 2r/β-covering of C.
Figure 3.6: The balls B(ξ′, 2r/β), B(K, r/β) and B(L, r/β)
Suppose tan(θ/2) /∈ (1/2, 2). In this case, such as in Figure 3.6, there exist sections yet to be covered
after doubling the radius r/β. Refer to Figure 3.7. We find ρ > 1 such that the balls B(ξ′, (ρ + 1)r/β)
and B(M,ρr/β) intersect on the boundary of the kite. A straightforward calculation gives the minimal
value of ρ to be
1 + cos θ
2(−1 + sin θ + cos θ) .
Therefore, we see that C is be covered by balls centered at the elements of (ξ ∪ T−1(ξ)) + L of radius
ρr/β.
As in the previous theorem, the set
⋃n
j=0 T
−j(ξ) is an rν1n−1/βn-covering of B−rν1n−1/βn(X ) by
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Figure 3.7: Covering the kites
induction.
The choice of z = ξ, a point lying on the boundary of X , is not suitable for use in the remainder of
the proof. Hence, we introduce a small perturbation to this point to obtain a point in the interior of X
which is very close to ξ. Indeed, there exists ε0 > 0 such that in the above induction, the base step holds
for all z ∈ B(ξ, ε0). Let z ∈ Ess(X ) = X \
⋃∞
j=−∞ T
j(∂(X )) such that for some 2 ≤ n ∈ N,
z ∈ B(ξ, ε0ν1n−2/βn−1).
Then
⋃k
j=0 T
−j(z) is an rν1k−1/βk-covering of B−rν1k−1/βk(X ) for k = 1, . . . , n. We can choose such z
because the set
⋃∞
j=−∞ T
j(∂(X )) is a null set. To sum up, we can find z ∈ Ess(X ) and n ∈ N such that⋃n
j=0 T
−j(z) is an ε-covering of B−ε(X ) for ε > 0.
Modifying the technique of using coverings employed in the previous theorems, we get some results
on a particular class of rotational beta transformations (which was introduced by K. Scheicher and P.
Surer via personal communication). Let β ∈ R > 1 and let ζ ∈ C \R such that |ζ| = β. Let X be the set
{x− ζy | x, y ∈ [0, 1)}, where ζ is the complex conjugate of ζ. We define the transformation Tζ : X 7→ X
as z 7→ ζz − d, where d ∈ Z is the unique element of the lattice L = Z− ζZ such that ζz ∈ X + d. Note
that
ζX ⊂ X + Z.
We first give some auxiliary definitions. For z ∈ X , define
R(z) := sup
x∈X+Z
inf
n∈Z
{‖x− (z + n)‖}.
We also define
R(X ) := sup
z∈X
R(z).
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We can easily check that
R(X ) =
√
1 + 4β2 sin2 θ/2,
where θ = θ(X ). For θ ∈ (0, pi), we define
C1 = C1(θ) : = max{2,
√
2 + 2
√
1 + 4 csc2 θ/2}
=
2 if sin θ ≥
√
3/6√
2 + 2
√
1 + 4 csc2 θ/2 otherwise
and
C2 = C2(θ) :=
√
2 +
√
4 + csc2 θ.
Remark 3.2.8. Note that C2 ≥
√
2 +
√
5 ≈ 2.05817 with equality when θ = pi/2. Moreover, C2 > C1 ≥ 2
for all θ ∈ (0, pi). Refer to Figure 3.8 for the comparison of the graphs of C1 and C2.
Figure 3.8: C1(θ(X )) > C2(θ(X ))
Then we have the following result.
Theorem 3.2.9. If β > C1(θ(X )), then Tζ admits a unique ACIM. If, moreover, β > C2(θ(X )), then
the unique ACIM is equivalent to the 2-dimensional Lebesgue measure.
Proof First we show that if β > C2, then Tζ admits a unique ACIM and this measure is equivalent to
the 2-dimensional Lebesgue measure. Let β > C2. It suffices to show that the set
⋃∞
n=0 Tζ
−n(z) is dense
in X for all z ∈ X . For brevity, let r = R(X ) and set rn = 2n−1r/βn for n ∈ N. Define
B(ζX , r/ sin θ) := [ζX + r/ sin θ] ∩ [ζX − r/ sin θ].
Observe that when β2 > 2r/ sin θ, the set B(ζX , r/ sin θ) is nonempty. Note that the constant C2 is
derived from the inequality β2 > 2r/ sin θ. Therefore, assuming β > C2, we have B(ζX , r/ sin θ) 6= ∅. Let
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z ∈ X . For all n ∈ N,
ζTζ
−n(z) = (Tζ−(n−1)(z) + L) ∩ ζX
= (Tζ
−(n−1)(z) + Z) ∩ ζX .
It is clear that z+Z is an r-covering of X +Z. We claim that (z+Z)∩ ζX is not empty. Indeed, for any
z′ ∈ (X + Z) \ ζX , the ball centered at z′ of radius r does not intersect B(ζX , r/ sin θ). For this reason,
we conclude that (z+Z)∩ ζX is an r-covering of B(ζX , r/ sin θ). Consequently, Tζ−1(z) is an r1-covering
of the similarly defined set
B(X ,−ζr1/(β sin θ)) := [X + r1(−ζ)/(β sin θ)] ∩ [X − r1(−ζ)/(β sin θ)].
Now, Tζ
−1(z) + Z covers B(X ,−ζr1/(β sin θ)) + Z by balls of radius r1. Extending the radius to
2r1, we see that Tζ
−1(z) + Z covers X + Z fully. Therefore, (Tζ−1(z) + Z) ∩ ζX is an 2r1-covering of
B(ζX , 2r1/ sin θ). Consequently, Tζ−2(z) is an r2-covering of B(X ,−ζr2/(2β sin θ)). By induction, we
have for all 2 ≤ n ∈ N that Tζ−n(z) is an rn-covering of B(X ,−ζrn/(2β sin θ)). Finally, limn→∞ rn = 0
because C2 > 2. This proves the latter part of the theorem.
For the remaining statement of the theorem, we let z ∈ X be the intersection point of the two diagonals
of X . Then
R(z) =
√
1 + β2 sin2 θ/2.
Let r = R(z). As in the discussion above, we want β2 > 2r/ sin θ so that the set B(ζX , r/ sin θ) is
nonempty. Solving β2 > 2r/ sin θ, we obtain the constant C1. We now assume β > C1 and proceed as in
the proof above to yield the desired conclusion.
3.3 Technique II: Holes
So far, we have discussed results on invariant measures for 2-dimensional rotational beta transformations.
From here on, we provide results in the general m-dimensional setting. We first give a definition.
Definition 3.3.1. We say that a rotational beta transformation T has property (S) if for all z ∈ X , there
exists n ∈ N ∪ {0} such that
2r(T−n(z) + L) ≤ βw(X ).
Remark 3.3.2. There are many rotational beta transformations that satisfy the property (S) or the
stronger condition that there exists n ∈ N such that for any z ∈ X , 2r(T−nz+L) ≤ βω(X ). If n = 0, the
above inequality simplifies to
2r(L) = 2r(z + L) ≤ βω(X ).
On the other hand, there are rotational beta transformations which do not possess the property (S). For
example, non-surjective rotational beta transformations do not have the property (S).
Proposition 3.3.3. Suppose T satisfies the property (S). Then the set X \T−n(z) does not contain any
open ball of radius ω(X )/2 for all z ∈ X and n ∈ N.
38
Proof Suppose the contrary. Let
V := {y + d | y ∈ T−(n−1)(z), d ∈ L}.
We have
βMT−n(z) = βMX ∩ V.
If βMX \ V contains a ball of radius βω(X )/2, necessarily its center is at least βw(X )/2 away from any
point in V , which is a contradiction.
In the following, we introduce the notion of holes inside the fundamental domain.
Definition 3.3.4. Let n ∈ N. A hole of n-th level is a ball B(x, r) such that
B(x, r) ⊂ X \
n⋃
i=1
T−i(z).
The boundedness of X implies that for fixed n ∈ N, the set
{(x, r) ∈ X × R≥0 | B(x, r) is an n-th level hole}
is compact.
We have a result which covers the family of transformations Tζ .
Theorem 3.3.5. Assume that the property (S) holds and there is an η ∈ L such that
βMX ⊂
⋃
j∈Z
(X + jη).
If β > 2, then (X , T ) has a unique ACIM. Moreover, this measure is equivalent to the m-dimensional
Lebesgue measure.
Proof Let rn be the maximum among the radii of the holes of n-th level. Let z ∈ X and n ∈ N such that
X \ T−n(z) does not contain a ball of radius w(X )/2. Note that
βMT−(n+1)(z) = βMX ∩
⋃
d∈L
(T−n(z) + d).
By hypothesis,
βMX ⊂
⋃
j∈Z
(X + jη).
We consider a ball
B(x, r) ⊂
⋃
j∈Z
(X \ T−n(z)) + jη,
such that the radius r is maximal. Then rn+1 = r/β. Suppose thatB(x, r) intersects (X+iη)∩(X+(i+1)η)
and (X +(i+1)η)∩ (X +(i+2)η) for some i ∈ Z. Then B(x, r) contains a segment of length greater than
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w(X ). Consequently, the radius of the hole should be greater than w(X )/2, which is a contradiction. So,
B(x, r) intersects
⋃
j∈Z ∂(X ) + jη.
Next, we claim that under the assumption r > 2rn, the hole B(x, r) ⊂ βMX must contain an element
y ∈
⋃
i∈Z
(T−n(z) + iη).
Suppose the contrary. As a hemisphere of B(x, r) belongs to one side of the hyperplane, we can find a
ball in X of radius at least r/2 not containing any element of T−n(z) (see Figure 3.9). But r/2 > rn. So,
Figure 3.9: The largest hole B(x, r) ⊂ βMX containing a translate of a point in T−n(z)
we have a contradiction. In other words, r ≤ 2rn. Finally, we assert that limn→∞ rn = 0. Indeed, we
have the inequality rn+1 ≤ 2rn/β derived from rn+1 = r/β. This ends the proof.
We return to the family of two-dimensional rotational beta transformations Tζ we have previously
defined. Applying the above theorem, we see that if the expansion ratio β is bigger than some constant
dependent on θ(X ), we have a result on the invariant measure of (X , Tζ) as stated in the corollary below.
First we define for θ = θ(X ) ∈ (0, pi),
C(θ) :=
√
1 +
√
1 + 4 sin4 θ
2 sin2 θ
.
Corollary 3.3.6. If β > max{2, C(θ)}, then (X , Tζ) has a unique ACIM. This ACIM is equivalent to
the 2-dimensional Lebesgue measure.
Proof From the assumption, we have β2 > 2. This means that for all z ∈ X , there are at least two
integer translates of z in the region ζX which are aligned with distance 1. Rotating and shrinking back
to X , we similarly have at least two points in Tζ−1(z) aligned with distance 1/β. These two points are
lying in a line parallel to −ζ. Denote by L the line segment adjoining the midpoints of the longer sides
of X . We take x ∈ Tζ−1(z) such that it is closest to L. From L to x, we consider the line segment
parallel to −ζ. This segment is of length at most 1/(2β). Inside ζX , we take a circle whose radius is
βw(X )/2 = (β sin θ)/2 (see Figure 3.10). We consider the diameter parallel to the longer side of ζX .
Parallel to this diameter, we look at the chord of the circle extending to x of length 2h. Observing the
right triangle of hypotenuse equal to the radius of the circle, a side of length h and the other side of length
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at most sin θ/(2β), we see
h ≥
√
(β sin θ/2)2 − (sin θ/(2β))2.
If 2h > 1, then the chord contains a translate x+ d with d ∈ Z. Hence, an open ball of radius w(X )/2 in
X must contain a point of Tζ−2(z). Thus if β > max{2, C(θ)} then X \ Tζ−2(z) cannot contain an open
ball of radius w(X )/2. The theorem now follows from Theorem 3.3.5.
Figure 3.10: Tζ when ζ = β exp(3pi
√−1/4)
Remark 3.3.7. If θ ∈ [sin−1(2/√15), pi − sin−1(2/√15)], then C(θ) < 2. Hence, the corollary holds for
all β > 2.
Remark 3.3.8. We compare the results given in Theorem 3.2.9 and Corollary 3.3.6. Referring to Figure
3.11, we can see that C2(θ) < C(θ) for θ ∈ (0, α) ∪ (180◦ − α, 180◦) where α ≈ 27.28◦.
Figure 3.11: C(θ(X )) and C2(θ(X ))
The next result relies on the so called Tarski’s Plank Problem [44]. The Plank Problem asks whether
or not the following statement is true: Given a convex set X covered without gaps by k planks (or
rectangular strips) of width wi (i = 1, . . . , k), then
k∑
i=1
wi ≥ w(X).
Bang settled this problem in [8] using an ingenious technique.
Lemma 3.3.9. Let m ∈ N. Consider an m-dimensional sphere intersected by k hyperplanes H1, . . . ,Hk
of co-dimension 1 for some k ∈ N. Then there exists an open ball W inside the sphere whose radius is
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1/(k + 1) and W ∩Hi = ∅. The maximum radius of such balls attains its minimal when the hyperplanes
are parallel and consecutive ones are of distance 2/(k + 1) .
Proof Let B be the unit sphere. Take a concentric ball W of radius
k/(k + 1) = 1− 1/(k + 1).
Fix the hyperplanes H1, . . . ,Hk intersecting B. For i ∈ {1, . . . , k} and small ε > 0, define the strip Pi(ε)
whose points are of distance at most 1/(k + 1)− ε from Hi. Applying the result of Bang, we have
W \
k⋃
i=1
Pi(ε) 6= ∅
because
k(2/(k + 1)− 2ε) < 2k/(k + 1).
Hence, there is an open ball whose center is a point in W \⋃ki=1 Pi(ε) and of radius 1/(k + 1)− ε inside
a cell generated by B and the hyperplanes. Therefore, the intersection
⋂
ε>0
W \
k⋃
i=1
Int(Pi(ε)),
is nonempty. This implies that there exists an open ball of radius 1/(k + 1) entirely contained in a cell
generated by B and Hi (i = 1, . . . , k) as desired.
Let ui be a vector orthogonal to Hi of length 1/(k + 1)− ε for i = 1, . . . , k. In [8], it is proved that⋂
(W ± u1 ± u2 · · · ± uk) 6= ∅,
where the intersection is taken over all combinations of the + and − signs. Notice that the intersection
remains empty even if ε = 0. If not, then necessarily the hyperplanes are parallel. Suppose that the
hyperplanes Hi (1 ≤ i ≤ t < k) are parallel and the remaining ones, i.e. Hj (j > t), are not parallel to
H1. Then
⋂
(W ± u1 ± u2 · · · ± ut) has the shape of a lens
L := (W − tu1) ∩ (W + tu1).
The width w(L) of L is 2(k − t)/(k + 1) which is the distance of the two hyperplanes tangent to the
topmost and lowermost peaks of the lens L (see Figure 3.12).
Figure 3.12: The lens L and its minimum strip
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We can deduce from [8] that ⋂
(L± ut+1 · · · ± uk) 6= ∅.
This intersection contains a translation of κL for some κ > 0 because for j > t, the minimal strip
perpendicular to uj which contain L has width greater than w(L). In addition, the strips Pi(0) (i =
1, . . . , k) do not entirely cover W . In other words, if the hyperplanes are not all parallel, we find a ball of
radius strictly larger than 1/(k + 1) contained in B not touching the hyperplanes.
The succeeding theorem makes use the above lemma.
Theorem 3.3.10. Suppose that the rotational beta transformation T has the property (S). If β ≥ m+ 1,
then (X , T ) has a unique ACIM. Moreover, this measure is equivalent to the m-dimensional Lebesgue
measure.
Proof The proof follows essentially that of Theorem 3.3.5. Let z ∈ X . We show that ⋃∞n=1 T−n(z) is
dense in X . Let rn denote the maximum among the radii of the holes of n-th level. As before, consider a
ball B(x, r) ⊂ βMX of maximal radius r not intersecting ⋃d∈L(T−n(z) + d). By Proposition 3.3.3, this
ball cannot intersect two parallel hyperplanes containing some faces of ∂(X ) + d where d ∈ L. So at most
m hyperplanes Hi (i = 1, . . . ,m) containing a face of ∂(X ) + d slice B(x, r). By Lemma 3.3.9, there is a
ball W of radius r/(m + 1) inside B(x, r) not intersecting the hyperplanes Hi. The ball W is clearly in
the interior of X \ T−n(z) + d for some d ∈ L. It now follows that rn+1 = r/β ≤ (m + 1)rn/β. Thus if
β > m+ 1, we get the desired conclusion.
We are left to show the theorem for β = m + 1. When m = 1, the rotational beta transformation T
on [0, 1) takes one of the two forms below:
T (x) = 2x+ a− b2x+ ac or T (x) = −2x+ a− b−2x+ ac.
In this case, T has the 1-dimensional Lebesgue measure as its unique ACIM. For m ≥ 2, note that any two
hyperplanes of the m hyperplanes are not parallel. By Lemma 3.3.9, any ball B(x, r) ⊂ βMX contains a
maximal hole of radius strictly greater than r/(m+ 1), proving the theorem for β = m+ 1.
Remark 3.3.11. For m = 1, we always have 2r(L) = ω(X ). So, all 1-dimensional rotational beta
transformations satisfy property (S). Thus, the assumptions in Theorem 3.3.10 reduce to β ≥ 2. We
assert that the inequality β ≥ 2 in Theorem 3.3.10 is sharp when m = 1. Indeed, the symmetric beta
transformation [6] U : [−1/2, 1/2)→ [−1/2, 1/2) given by
U(x) = βx−
⌊
βx+
1
2
⌋
has no ACIM equivalent to the 1-dimensional Lebesgue measure when β < 2.
The idea of keeping track of n-th level holes of the fundamental domain X can be applied to rotational
beta transformations in R2 to improve the lower bounds B1 and B2 given in Theorems 3.2.6 and 3.2.7. Let
us review the parameters defining a rotational beta transformation T in R2. Let η1, η2, ξ ∈ R2 such that
η1 and η2 are linearly independent over R. We take the lattice L = η1Z+ η2Z in R2 and its fundamental
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domain X = {ξ+x1η1 +x2η2 | x1, x2 ∈ [0, 1)}. From the orthogonal group O(2) in dimension 2, we fix an
isometry M . As before, θ(X ) ∈ (0, pi) denotes the angle between η1 and η2. Define for θ = θ(X ) ∈ (0, pi/2],
B3 = B3(θ) :=

2 if 12 < tan(θ/2)
1 + 21+sin(θ/2) if sin θ <
√
5− 2
3
2 +
cot2(θ/2)
16 + tan
2(θ/2) otherwise
and
B4 = B4(θ) :=
1 + 1sin(θ) cos(θ/2) if pi3 < θ1 + 21+sin(θ/2) otherwise.
For θ ∈ [pi/2, pi), define Bi(θ) := Bi(pi − θ), (i = 3, 4). We can check that B3 ≤ B4 < 3 (see Figure 3.13).
0 Π
6
Π
3
Π
2
2 Π
3
5 Π
6
Π
1.5
2
2.5
3
3.5
Figure 3.13: Comparison of B3 and B4
Theorem 3.3.12. Suppose that T is a rotational beta transformation satisfying (S). If β > B3, then
(X , T ) has a unique ACIM. If, in addition, β > B4, then the unique ACIM is equivalent to the 2-
dimensional Lebesgue measure.
Proof We only show the case where ξ = 0 as the other cases can be derived by a similar proof. Fur-
thermore, we only need to consider the case where 0 < θ ≤ pi/2 because the graphs of B3(θ) and B4(θ)
are symmetric with respect the line θ = pi/2. Let us derive the constant β > B4. We pattern the proof
from those of Theorems 3.3.5 and 3.3.10. We determine the infimum of radius r such that for every ball
B(x, r) ⊂ βMX , there exists a d ∈ L where B(x, r) ∩ (X + d) contains a ball of radius rn. Then rn+1
can be chosen to be r/β. Equivalently, we determine the supremum of r such that one can find a ball
B(x, r) ⊂ βMX that for all d ∈ L, B(x, r)∩ (X + d) does not contain a ball of radius rn. The supremum
is clearly realized by the configuration where for at least one d ∈ L, a ball of radius rn is inscribed in
B(x, r)∩ (X +d) and it is touching at least one side of X +d and the circumference of B(x, r). If only one
side of X + d is passing through B(x, r), then the supremum would be 2rn as in Theorem 3.3.5 or Figure
3.9. Since B2 > 4 for any θ, we will see that this case does not give the supremum. By Proposition 3.3.3,
the ball B(x, r) does not intersect two parallel hyperplanes (lines).
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Let us consider the case that B(x, r) intersects two non-parallel lines. For example, in Figure 3.14,
the ball B(0, r) is touching two maximal balls of radius rn inside the cells. However, this configuration
does not give the supremum, because shifting a little the ball B(0, r) along the bisector of the acute angle,
we easily see that every cell no longer contains a ball of radius rn. Since a planar circle is determined
Figure 3.14: A configuration which does not correspond to the supremum case
by three intersections, by similar small perturbation argument, in the supremum configuration ∂(B(x, r))
must touch B(yi, rn) (i = 1, 2, 3) where B(yi, rn) are the balls inscribed in three distinct X + di with
di ∈ L. Each B(yi, rn) is a maximal ball within a cell in ∂(X ) + di. There are exactly two possible
supremum configurations as depicted in Figure 3.15(a) and 3.15(b).
B
C
A D
H
(a) Small angle case
O
A
C
B
H
I
D
K
J
(b) Large angle case
Figure 3.15: Two possible supremum cases
Figure 3.15(a) is for θ(X ) < pi/3. Denote by A and B the centers of B(x, r) and one of the B(yi, rn)’s,
respectively. Let the line segment BH be the perpendicular from B to the x-axis and AD be parallel to
the x-axis which intersects BH. Since AC = r, BC = BH = rn, putting ` = DH, we have
r = `+ 2rn,
rn − `
rn + `
= sin
(
θ
2
)
and we obtain
r
rn
= 1 +
2
1 + sin(θ/2)
.
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For θ(X ) ≥ pi/3, the configuration in Figure 3.15(a) is no longer possible as the three inscribed circled
are forced to have different radii. Hence, we configuration depicted in Figure 3.15(b). In Figure 3.15(b),
A is the center of the ball B(x, r) while B and D are the centers of two of the inscribed circles of radius
rn. The point O is the origin and the horizontal line is taken to be the x-axis. The segments BH and
DK are the perpendiculars from B and D to the x-axis. Let JI be the segment passing through A and
parallel to x-axis connecting the two perpendiculars. Then we have
KH = KO +OH =
rn
cot(θ/2)
+
rn
tan(θ/2)
r = AB + rn
AB cos(θ/2) = AI = AD cos(θ/2) = AJ = KH/2.
From these, we get
r
rn
= 1 +
cot(θ/2) + tan(θ/2)
2 cos(θ/2)
= 1 +
1
sin(θ) cos(θ/2)
.
Next we show that if β > B3, then T satisfies the hypothesis of Theorem 3.2.3. It suffices to consider
the point z = 0 as we have seen previously. So we introduce the restriction that B(x, r)∩L = ∅. That is,
B(x, r) does not contain the origin in its interior. In Figure 3.15(a), the origin is outside of B(x, r) and
so we get the same value for r/rn. As we increase θ(X ), the large circle passes through the origin (Figure
3.16(a)) at some angle. This happens when additionally
rn
sin(θ/2)
= r + `+ rn
holds, i.e., when sin(θ/2) =
√
5− 2. If sin(θ/2) > √5− 2, the supremum configuration turn into the one
in Figure 3.16(b).
(a) First critical configuration
B
H
C
K
A
(b) Another configuration
Figure 3.16: Supremum configurations
This is the configuration that ∂(B(x, r)) passes through the origin and touches B(yi, rn) (i = 1, 2)
where B(yi, rn) are the balls inscribed in two distinct X + di with di ∈ L. Each B(yi, rn) is a maximal
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ball in a cell in ∂(X ) + di. Let A denote the center of B(x, r), B the center of one of the B(yi, rn)’s and
O be the origin. The segments AK and BH are perpendiculars from A and B, respectively, to the line of
slope tan θ. The segment AC is parallel to the line and intersects BH. Putting AK = CH = `, we have
r = `+ 2rn
OK2 = r2 − `2
AB = rn + `
BC = rn − `
AC = KH =
√
4rn`
OH = OK +KH =
rn
tan(θ/2)
.
Thus, we have
r
rn
=
3
2
+
1
16
cot2
(
θ
2
)
+ tan2
(
θ
2
)
.
This configuration works provided OK ≤ OH. The next critical configuration is depicted in Figure
3.17(a).
(a) Second critical configuration (b) Larger angle
Figure 3.17: Critical configuration and beyond
It is plain to confirm from Figure 3.17(a) that the case of Figure 3.16(b) appears only when tan(θ/2) ≤
1/2. For the case 1/2 < tan(θ/2), the maximal ball inscribed in the cell bounded by the x-axis and the
line of slope tan(θ) does not touch the x-axis as in Figure 3.17(b). Therefore the configuration is reduced
to the case of Theorem 3.3.5, i.e., B(x, r) is cut essentially by a single line, and we get r/rn = 2. All the
statements of Theorem 3.3.12 are proved.
Remark 3.3.13. We remark several observations regarding the previous theorem. First, as already
pointed out, the constants B3 and B4 are uniformly bounded by 3. For this reason, Theorem 3.3.12 gives
an improvement of Theorems 3.2.7 and 3.2.6. Moreover, the theorem applies when the isometry is either
a rotation or reflection. When θ(X ) or pi − θ(X ) is small, the new bounds in Theorem 3.3.10 are better.
In the following proposition, we show that some rotational beta transformations have at least two
distinct ACIMs.
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Proposition 3.3.14. Let X = [−1/2, 1/2)2 and 1 < β ∈ R. Let T : X → X be the rotational beta
transformation given by
T (z) = βz − d(z).
If β ≤ √2, then (X , T ) has more than one ACIM.
Proof Let U : [−1/2, 1/2) → [−1/2, 1/2) be the map given in Remark 3.3.11 Then T is the Cartesian
product of U with itself. Let
Z = [−1/2, β/2− 1] ∪ [1− β/2, 1/2].
When β < 2, one can check that the support of the ACIM of U is inside Z. Consequently, the support
of an ACIM of T is contained in Z × Z. This evidently implies that an ACIM of T , in this case, is
not equivalent to the Lebesgue measure. Let β ≤ √2. Let Y1 ⊂ X be the region composed of eight
squares of size (β − 1)/(β(β + 1)) and (β − 1)/2(β + 1) and Y2 ⊂ X be the region composed of eight
(β − 1)/(β(β + 1))× (β − 1)/2(β + 1) rectangles as in Figure 3.18. Under T , a small square in Y1 is sent
Figure 3.18: Y1 (Left) and Y2 (Right)
to the diagonally opposite big square. Meanwhile, a big square in Y1 is sent to the four corner squares.
Thus, Y1 is closed under T . We conclude that T has an ACIM supported in Y1. Similarly, we can consider
the restriction of T on Y2. We obtain a similar result that T has an ACIM supported in Y2. Since Y1 and
Y2 are disjoint, then the ACIMs are distinct.
We can construct a class of isomorphic transformations to the given map above where θ(X ) is arbitrary.
Corollary 3.3.15. Let the fundamental domain X be the rhombus of side length 1 whose diagonals meet
at the origin. Let β ∈ R such that 1 < β ≤ √2. Let T be the rotational beta transformation such that
T (z) = βz − d(z). Then (X , T ) has at least two ACIMs.
Remark 3.3.16. We know from [30] that U has a unique ACIM for β > 1. So, it is interesting that
the Cartesian product U × U has more than one ACIM. Moreover, the two different ACIMs given above
give the same projections on the first coordinate. This can be explained by the fact that U is not totally
ergodic, i.e., U is ergodic but U2 is not. Meanwhile, the unique ACIM invariant under U is equivalent to
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the Lebesgue measure when β ≥ 2 (see Remark 3.3.11). Thus, T admits a unique ACIM and this measure
is equivalent to the 2-dimensional Lebesgue measure when β ≥ 2. Taking these examples into account,
any improvements B3
∗ and B4∗ of B3 and B4 of Theorem 3.3.12, respectively, should satisfy B3∗ >
√
2
and B4
∗ ≥ 2.
We give another rotational beta transformation with more than one ACIM. Note that in this trans-
formation, the rotation component is not trivial.
Proposition 3.3.17. Let T be the rotational beta transformation with parameters β = 1.039, ζ =
√−1,
η1 = 2.92, η2 = exp(pi
√−1/3) and ξ = 0. Then T admits at least two ACIMs.
Proof We look at the forward orbits of random points in X under T . The orbits are depicted in
Figures 3.19 and 3.20. As in the preceeding proposition, we determine disjoint ergodic components of X
corresponding to the two figures where the restriction of T is well-defined.
Figure 3.19: First Component
Figure 3.20: Second Component
In Figure 3.19, the biggest polygon is composed of two shapes E and F given in Figure 3.21. The
rectangle E has dimensions of ratio 1 : β. Applying iterates of T , we can determine the vertices of E as
x+
√−3
2
, x+ y
√−1, x+ 1
β
(√
3
2
− y
)
+ y
√−1, x+ 1
β
(√
3
2
− y
)
+
√−3
2
,
where x = η1−
√
3
2 β− 12 and y = βx−
√
3
2 . Meanwhile, the vertices of F in counter-clockwise ordering are
x+
1
β
(√
3
2
− y
)
+ y
√−1, γ + y√−1, γ + v√−1, u+ v√−1,
u+ v′
√−1, γ + v′√−1, γ +
√−3
2
, x+
1
β
(√
3
2
− y
)
+
√−3
2
,
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where γ = −βy + η1 − 12 , u + v
√−1 = T 3(γ + √−3/2) and u + v′√−1 = T 2(x − 1/2). The two other
shapes in Figure 3.19 are T (F ) and T 2(F ) which are both similar to F of ratio β and β2, respectively.
An easy calculation yields (see Figure 3.22)
E ∪ F = T (E) ∪ T 3(F ).
Therefore, the restriction of T on
Y1 := E ∪ F ∪ T (F ) ∪ T 2(F )
is well-defined. Hence, T admits an ACIM supported in Y1.
Similarly, we can find polygons corresponding to Figure 3.20 where the restriction of T is well-defined.
In Figure 3.20, we look at the biggest polygon as a composition of a rectangle, which we will call J , and
an octagon, which we will call K. The four vertices of the rectangle J are
p, q, q + β(q − p)√−1, p+ β(q − p)√−1,
where p =
√
3/β and q = η1 − 1. On the other hand, the vertices of K include
p, p+ β(q − p)√−1, r, r + β(q − p)√−1,
where r = q − β2(q − p). The other vertices are given by
g1 = β
√−1s+ η1 − η2, g2 = β
√−1t+ η1 − η2,
where s = T (q + η2) and t = T (β
√−1r + η1 − η2) and the remaining vertices are r + Im(g1)
√−1 and
r+Im(g2)
√−1, where Im denotes the imaginary part of the given complex number. We can confirm that
the two other octagons in Figure 3.20 are given by T (K) and T 2(K). Moreover, J ∪K = T (J) ∪ T 3(K).
Setting Y2 = J ∪K ∪T (K)∪T 2(K), we have that the restriction of T on Y2 is well-define. Thus, Y2 gives
rise to an ACIM of T . Since Y1 and Y2 are obviously disjoint, the ACIMs arising from Y1 and Y2 must be
distinct.
Figure 3.21: E and F
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Figure 3.22: Partition of E and F
Remark 3.3.18. In the above result, we get the same conclusion when
√
3
2
β + 1 +
√
3
β
−
√
3
2β3
≤ η1 ≤ 1
2
+
√
3
β
+
√
3
2β3
.
The region defined by these inequalities is shown in Figure 3.23.
Figure 3.23: Non-ergodic parameters
3.4 Examples
In this section, we give some examples relating invariant measures. The examples in Chapter 2 Section
2.4 are also discussed.
Example 3.4.1. In Example 2.5.2, the map T has a unique ACIM and this is equivalent to the Lebesgue
measure. Indeed, we can determine explicitly the density of the invariant measure, call this µ, from the
primitive adjacency matrix of the sofic graph. Let Pi (i = 1, 2, 3, 4) be as they are defined in Example
2.5.2. Let λ be the Lebesgue measure. For any rectangle B ⊆ X , we have
µ(B) =
1
5− β
∫
B
h(z)dλ,
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where h(z) =

β3 = 2 +
√
5 z ∈ P1 ∪ P4
β2 = (3 +
√
5)/2 z ∈ P2
β4 = (3 +
√
5)2/4 z ∈ P3.
Example 3.4.2. We look back at Example 2.4.1. Liao-Steiner [31] proved that the unique ACIM of f
is equivalent to the 1-dimensional Lebesgue measure if and only if β2 ≥ (1 +√5)/2. Consequently, the
ACIM of T is equivalent to the 2-dimensional Lebesgue measure if and only if β ≥
√
(1 +
√
5)/2.
Example 3.4.3. In Example 2.4.2, we have B2 = 7/3 because r(L) = 1/
√
3 and w(X ) = √3/2. Therefore
β > B2 = 7/3. By Theorem 3.2.7, the map T admits a unique ACIM. This ACIM is equivalent to the
Lebesgue measure.
Example 3.4.4. In Example 2.4.3, we can check that the adjacency matrix of the sofic graph is primitive.
We can derive the from the set equations of the partition cells the unique ACIM whose density is positive
and constant at each cell. Moreover, the ACIM is unique. Because β < 2, this example is beyond Theorem
3.2.7.
Example 3.4.5. In Example 2.4.4, we can likewise show that adjacency matrix of the sofic graph is
primitive. Therefore, T admits a unique ACIM and this measure is Lebesgue.
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Chapter 4
Summary and Outlook
In this dissertation, we have introduced a class of piecewise expanding maps in Rm. These maps called
rotational beta transformations generalize the notion of positive and negative beta transformations defined
on the one-dimensional real space. A rotational beta transformation, as in the classical case, induces
a numeration system on the domain of definition of the transformation. In general, the radix of the
associated numeration, which we called the rotational beta expansion, is βM where 1 < β ∈ R and M is
an isometry in the m-th dimensional orthogonal group. In Chapter 2, we defined a topological dynamical
system (X , T ) associated with a rotational beta transformation T . This system is called the symbolic
dynamical system. We discussed the so-called soficness property of the symbolic dynamical systems. In
Theorem 2.2.1, we give a necessary and sufficient condition for (X , T ) to be sofic. Moreover, we gave
conditions on the parameters of a two-dimensional rotational beta transformation ensuring that (X , T ) is
sofic in Theorem 2.2.5. In this result, the expansive constant β is, in particular, a Pisot number. Further
investigation is needed to conclude something when β is not Pisot (e.g., when β is a Salem number or
in general, just an algebraic number). In a similar light, we can research on other classes of non-sofic
dynamical systems which are distinct from those given in Theorem 2.2.9. Meanwhile, in Proposition
2.6.4, we gave a partial result on periodic expansions association to rotational beta transformations.
In future research, we endeavor to discuss periodicity of expansion on a larger class of rotational beta
transformations. Another problem we need to look at regarding rotational beta expansions is on the
admissibility of words built from the digit set arising from the transformation. We wish to give a result
on admissibility which is analogous to the admissibility criteria given by Parry in [33] for the classical
beta expansion in terms of the itinerary of the discontinuity point 1 under the map.
In Chapter 3, we look at the rotational beta transformation in the context of a measure-preserving
dynamical system. In particular, the common theme in the results discussed in Chapter 3 is the provision
of lower bounds on the expansive constant β ensuring that transformation has a unique ACIM and that
this ACIM is equivalent to the Lebesgue measure. The results are obtained using two different strategies -
one using the notion of covering radius and the other the notion of holes. In R2, we have Theorems 3.2.6,
3.2.7 and 3.3.12 for a general class of rotational beta transformation. Specializing on a particular family
of rotational beta transformation, we obtained Theorem 3.2.9 and Corollary 3.3.6. For higher dimensional
spaces, we have Theorems 3.3.5 and 3.3.10. In the above results, there are two important properties that
we assumed, namely βw(X ) > 2r(L) and the property (S). It is interesting to derive results when the
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rotational beta transformation satisfies neither of these two conditions. Also, it is expected that the bounds
given here can be lowered. Future studies can focus on developing a strategy to obtain better bounds. In
Propositions 3.3.14 and 3.3.17 and Corollary 3.3.15, we gave examples of rotational beta transformations
with at least two ACIMs. We want to describe other classes of rotational beta transformations admitting
more than one ACIM. Finally, if the ACIM of the rotational beta transformation, it is a good subject of
future research to determine the explicit form of the density of the invariant measure.
54
Bibliography
[1] S. Akiyama, A family of non-sofic beta expansions, Ergodic Theory and Dynamical Systems 36 no. 2
(2016), 343–354.
[2] S. Akiyama, H. Brunotte, A. Petho˝, and J. M. Thuswaldner, Generalized radix representations and
dynamical systems II, Acta Arith. 121 (2006), 21–61.
[3] S. Akiyama and J. Caalim, Rotational beta expansion: Ergodicity and Soficness, J. Math. Soc. Japan
69 (2016), no. 1, 395–413.
[4] S. Akiyama and J. Caalim, Invariant measure of rotational beta expansion and Tarski’s plank problem,
Discrete Comput. Geom. 57 (2016), no. 2, 357–370.
[5] S. Akiyama and A. Petho˝, On canonical number systems, Theor. Comput. Sci. 270 (2002), no. 1-2,
921–933.
[6] S. Akiyama and K. Scheicher, Symmetric shift radix systems and finite expansions, Math. Pannon.
18 (2007), no. 1, 101–124.
[7] K. Ball, The plank problem for symmetric bodies, Invent. Math. 104 (1991), no. 3, 535–543.
[8] T. Bang, A solution of the “plank problem”, Proc. Amer. Math. Soc. 2 (1951), 990–993.
[9] A. Bertrand-Mathis, Developpement en base θ, repartition modulo un de la suite (xθn), n ≥ 0, lan-
gages codes et θ-shift, Bulletin de la Societe Mathematique de France. 114 (1986), 271–323.
[10] J. Buzzi and G. Keller, Zeta functions and transfer operators for multidimensional piecewise affine
and expanding maps, Ergodic Theory Dynam. Systems 21 (2001), no. 3, 689–716.
[11] J. H. Conway and N. J. A. Sloane, Sphere packings, lattices and groups, Grundlehren der Mathema-
tischen Wissenschaften, vol. 290.
[12] K. Dajani and M. de Vries, Invariant densities for random β-expansions, J. Eur. Math. Soc. 9 (2007),
no. 1, 157–176.
[13] R. Fischer, Ergodische Theorie von Ziffernentwicklungen in Wahrscheinlichkeitsrumen, Mathematis-
che Zeitschrift 128 (1972), 217–230.
[14] W. J. Gilbert, Radix representations of quadratic fields, J. Math. Anal. Appl. 83 (1981), 264–274.
55
[15] W. J. Gilbert, Complex numbers with three radix representations, Canadian J. Math. 34 (1982),
1335–1348.
[16] P. Go´ra and A. Boyarsky, Absolutely continuous invariant measures for piecewise expanding C2
transformation in RN , Israel J. Math. 67 (1989), no. 3, 272–286.
[17] Sh. Ito and T. Sadahiro, Beta-expansions with negative bases, Integers 9 (2009), A22, 239–259.
[18] Sh. Ito and Y. Takahashi, Markov subshifts and realization of β-expansions, J. Math. Soc. Japan 26
(1974), no. 1, 33–55.
[19] C. Kalle, Isomorphisms between positive and negative β-transformations, Ergodic Theory Dynam.
Systems 34 (2014), no. 1, 153–170.
[20] C. Kalle and W. Steiner, Beta-expansions, natural extensions and multiple tilings associated with
Pisot units, Trans. Amer. Math. Soc. 364 (2012), no. 5, 2281–2318.
[21] I. Ka´tai and B. Kova´cs, Canonical number systems in imaginary quadratic fields, Acta Math. Acad.
Sci. Hungar. 37 (1981), 159–164.
[22] I. Ka´tai and J. Szabo´, Canonical number systems for complex integers, Acta Sci. Math. (Szeged) 37
(1975), 255–260.
[23] G. Keller, Ergodicite´ et mesures invariantes pour les transformations dilatantes par morceaux d’une
re´gion borne´e du plan, C. R. Acad. Sci. Paris Se´r. A-B 289 (1979), no. 12, A625–A627.
[24] G. Keller, Generalized bounded variation and applications to piecewise monotonic transformations,
Z. Wahrsch. Verw. Gebiete 69 (1985), no. 3, 461–478.
[25] T. Kempton, On the invariant density of the random β-transformation, Acta Math. Hungar. 142
(2014), no. 2, 403–419.
[26] R. Kenyon, The construction of self-similar tilings, Geometric and Funct. Anal. 6 (1996), 471–488.
[27] R. Kenyon and B. Solomyak, On the characterization of expansion maps for self-affine tilings, Discrete
Comput. Geom. 43 (2010), no. 3, 577–593.
[28] V. Komornik and P. Loreti, Expansions in complex bases, Canad. Math. Bull. 50 (2007), no. 3,
399–408.
[29] J.C. Lagarias and Y. Wang, Integral self-affine tiles in Rn I. Standard and nonstandard digit sets, J.
London Math. Soc. 54 (1996), no. 2, 161–179.
[30] T.Y. Li and J. A. Yorke, Ergodic transformations from an interval into itself, Trans. Amer. Math.
Soc. 235 (1978), 183–192.
[31] L. Liao and W. Steiner, Dynamical properties of the negative beta-transformation, Ergodic Theory
Dynam. Systems 32 (2012), no. 5, 1673–1690.
56
[32] D. Lind and B. Marcus, An introduction to symbolic dynamics and coding, Cambridge University
Press, Cambridge, 1995.
[33] W. Parry, On the β-expansions of real numbers, Acta Math. Acad. Sci. Hungar. 11 (1960), 401–416.
[34] W. Parry, Representations for real numbers, Acta Math. Acad. Sci. Hungar. 15 (1964), 95–105.
[35] W. Parry, The Lorenz attractor and a related population model, Ergodic theory (Proc. Conf., Math.
Forschungsinst., Oberwolfach, 1978), Lecture Notes in Math., vol. 729, Springer, Berlin, 1979,
pp. 169–187.
[36] C. Pisot, Annali di Pisa, Vol. 7 (1938), 205-248
[37] A. Re´nyi, Representations for real numbers and their ergodic properties, Acta Math. Acad. Sci.
Hungar. 8 (1957), 477–493.
[38] E.A. Robinson Jr., Symbolic dynamics and tilings of Rd, Symbolic dynamics and its applications,
Proc. Sympos. Appl. Math., vol. 60, Amer. Math. Soc., Providence, RI (2004), pp. 81119
[39] T. Safer, Polygonal radix representations of complex numbers, Theoret. Comput. Sci. 210 (1999),
no. 1, 159–171.
[40] B. Saussol, Absolutely continuous invariant measures for multidimensional expanding maps, Israel J.
Math. 116 (2000), 223–248.
[41] K. Scheicher and J. M. Thuswaldner, Canonical number systems, counting automata and fractals,
Math. Proc. Cambridge Philos. Soc. 133 (2002), no. 1, 163–182.
[42] K. Schmidt, On periodic expansions of pisot numbers and salem numbers, Bull. London Math. Soc.
12 (1980), 269–278.
[43] M. Smorodinsky, β-automorphisms are Bernoulli shifts, Acta Math. Acad. Sci. Hungar. 24 (1973),
273–278.
[44] A. Tarski, Further remarks about degree of equivalence on polygons (English translation by I.
Wirszup), Collected Papers, vol. 1, Birkha¨user, Basel, Boston, Stuttgart, 1986, pp. 597–611.
[45] M. Tsujii, Absolutely continuous invariant measures for piecewise real-analytic expanding maps on
the plane, Comm. Math. Phys. 208 (2000), no. 3, 605–622.
[46] M. Tsujii, Absolutely continuous invariant measures for expanding piecewise linear maps, Invent.
Math. 143 (2001), no. 2, 349–373.
[47] A. Vince, Self-replicating tiles and their boundary, Discrete Comput. Geom. 21 (1999), 463–476.
57
