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Abstract
A Jordan algebra J over a field k of characteristic 2 becomes a 2-Lie algebra L(J ) with Lie
product [x, y] = x ◦ y and squaring x[2] = x2. We determine the precise ideal structure of L(J )
in case J is simple finite-dimensional and k is algebraically closed. We also decide which of these
algebras have smooth automorphism groups. Finally, we study the derivation algebra of a reduced
Albert algebra J = H3(O, k) and show that DerJ has a unique proper nonzero ideal VJ , isomorphic
to L(J )/k · 1J , with quotient DerJ/VJ independent of O. On the group level, this gives rise to a
special isogeny between the automorphism group of J and that of the split Albert algebra, whose
kernel is the infinitesimal group determined by VJ .
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We study finite-dimensional simple quadratic Jordan algebras J over fields of charac-
teristic 2. This situation is of particular interest because it presents phenomena without
counterpart in the linear theory:
(i) The bilinear trace form may be degenerate, giving rise to a proper outer ideal Def(J ),
the defect of J .
(ii) The algebra may be traceless, i.e., its linear trace form may be zero.
(iii) J may not have capacity in the sense of [7].
(iv) Squaring and circle product make the vector space J into a restricted Lie algebra
L(J ).
(v) The left multiplications VJ = {Vx : x ∈ J } form an ideal in the derivation algebra
Der(J ), isomorphic to L(J ) modulo its centre.
(vi) The automorphism group of J is not necessarily smooth.
Our main concern is to explore (iv)–(vi), but this also necessitates a study of (i)–(iii).
Here is a more detailed description of the contents. In Section 1 we introduce the trace
forms, the defect, and the notions of rank and primitive rank. We also classify (Proposi-
tion 1.9) the orbits of the automorphism group of a simple Jordan pair, and as an application
give the classification, in a form suitable for our purposes, of the simple finite-dimensional
Jordan algebras over an algebraically closed field of characteristic 2.
Section 2 contains a detailed study of the Lie algebra L(J ). We compute the derived
series and show that L(J ) is solvable if and only if J has primitive rank 2 (Corollary 2.9).
The ideal structure of L(J ) is completely determined in Theorem 2.11, and simplicity of
subquotients of L(J ) is studied in Corollary 2.12. We also show that some of the Lie
algebras L(J ) occur as Lie algebras of classical algebraic groups.
The question of smoothness of the automorphism group Aut(J ) is discussed in Sec-
tion 3. Our method is based on the result of [14] that the structure group of a separable
Jordan algebra is always smooth. This simplifies and completes work of Springer [23] who
studied smoothness of Aut(J ) in his framework of J -structures which excludes a priori
traceless algebras.
The last section (Section 4) is devoted to the case where J = H3(O, k) is a reduced
Albert algebra. We show (Theorem 4.9) that Der(J )/VJ is a simple 26-dimensional
Lie algebra whose isomorphism class does not depend on O, and that VJ is the unique
proper nonzero ideal of Der(J ). Finally, using the result of Schafer–Tomber [22] that
Der(J )/VJ ∼= VJs , where J s is the split Albert algebra, we describe in Theorem 4.14
a homomorphism β : Aut(J ) → Aut(J s) with infinitesimal kernel, which gives a concrete
realization of the special isogeny between an isotropic and a split group of type F4.
1. Preliminaries
1.1. Diagonalizability and defect in Jordan pairs. Let V = (V+,V−) be a finite-
dimensional semisimple Jordan pair over an algebraically closed field k, see [13] for
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[15], specialized to the present situation.
Every x ∈ Vσ (σ ∈ {+,−}) is von Neumann regular [13, Theorem 10.17] and can there-
fore be embedded into a (Jordan pair) idempotent e = (e+, e−) as x = eσ [13, 5.2]. The
rank of x, denoted rk(x), is the capacity of the Peirce space V2(e) [15, Proposition 3]. In
particular, x has rank one if and only if V2(e) is a division pair. Since k is algebraically
closed, x is of rank one if and only if QxV−σ = k ·x, i.e., x is reduced in the sense of [16].
Also, V itself is reduced in this sense, i.e., it is spanned by its rank one elements. By [16,
§1], there exists a well-defined bilinear form f :V+ × V− → k, the Faulkner form, with
the property that
f (x, v)x = Qxv, f (z, y)y = Qyz (1.1.1)
for all rank one elements x ∈ V+, y ∈ V−, and arbitrary v ∈ V−, z ∈ V+.
An element x ∈ Vσ is called diagonalizable if there exist orthogonal division idem-
potents d1, . . . , dt such that x = dσ1 + · · · + dσt , and it is called defective if Qyx = 0 for
all rank one elements y ∈ V−σ . Then 0 is the only element which is both diagonalizable
and defective, and if V is simple, every element is either diagonalizable or defective [15,
Corollary 1 of Theorem 1]. (For V semisimple but not simple, there may be “mixed” ele-
ments which are neither diagonalizable nor defective.) Letting Def(Vσ ) denote the set of
defective elements of Vσ , the defect Def(V) = (Def(V+),Def(V−)) is either zero or a
proper outer ideal of V, which itself has defect zero: Def(Def(V)) = 0. Also, the defect
can only be nonzero if k has characteristic two [15, Theorem 2].
We next relate the defect to the generic trace form m1 :V+ × V− → k [13, §16].
1.2. Lemma. Let V be a semisimple finite-dimensional Jordan pair over an algebraically
closed field k.
(a) The Faulkner form agrees with the generic trace: f = m1.
(b) The defect is the kernel of m1 in the sense that
x ∈ Def(V+) ⇐⇒ m1(x,V−)= 0,
y ∈ Def(V−) ⇐⇒ m1(V+, y)= 0.
Proof. (a) Consider a frame F = (d1, . . . , dr ) of division idempotents of V, and let
C = ∑ri=1 Vii be the Cartan subpair defined by F . Since both f and m1 are in-
variant under Aut(V), and the orbit of C+ × C− under Aut(V) is Zariski-dense in
V+ × V− [13, 15.15], it suffices to show that f and m1 agree on C+ × C−. We
have m1(
∑r
i=1 λi d
+
i ,
∑r
i=1 µi d
−
i ) =
∑r
i=1 λiµi by [13, 16.15]. On the other hand,
f (d+i , d
−
j ) = 0 for i = j by [16, 1.7(b)], and f (d+i , d−i ) = 1 since the di are division
idempotents, by (1.1.1). Hence also f (∑ri=1 λi d+i ,∑ri=1 µi d−i ) =∑ri=1 λiµi .
(b) This follows from (a) and [16, 1.9(a)]. 
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of unital Jordan algebras on the one hand and isomorphism classes of Jordan pairs con-
taining invertible elements on the other: if v ∈ (V−)× is invertible, then the vector space
V+ becomes a unital quadratic Jordan algebra, denoted V+v , with unit element 1 = v−1,
quadratic operators Ux = QxQv , squaring x2 = Qxv and circle product x ◦ y = {xvy}.
Conversely, if J is a unital Jordan algebra, then (J, J ) is a Jordan pair containing invert-
ible elements, with quadratic operators Qx = Ux . This correspondence is easily seen to
preserve simplicity.
Let J be a finite-dimensional Jordan algebra over a field k, and let tr(x) = t (x) and
Tr(x, y) = t (x, y) be the linear and bilinear trace forms as in [10]. By [10, (15)], we have
tr(x) = Tr(x,1) (1.3.1)
for all x ∈ J , and from [10, (14)] it is evident that Tr is a symmetric bilinear form on J .
Now let J = V+v be obtained from a Jordan pair V and an invertible element v ∈ V−
as described above. Then tr and Tr are related to the generic trace form m1 of V by
tr(x) = m1(x, v), Tr(x, y) = m1(x,Qvy). (1.3.2)
Indeed, by [13, 16.3(ii)], the generic minimum polynomial of the Jordan pair V˜ := (J, J )
is given by
m˜(τ, x, y) =
d∑
i=0
(−1)im˜i(x, y)τd−i = N(x)N
(
τx−1 − y) (1.3.3)
for all y ∈ J and all invertible x ∈ J×. Here N is the generic norm of J and τ an inde-
terminate. By [13, Proposition 1.11], (Id,Qv) : V˜ → V is an isomorphism of Jordan pairs.
Hence the coefficients of the respective generic minimum polynomials are related by
m˜i(x, y) = mi(x,Qvy).
From (1.3.3) we obtain by comparing coefficients at τd−1 that
m˜1(x, y) = N(x) · ∂yN |x−1 .
By [18, Theorem 3, (17)], we have ∂yN |x−1 = Tr((x−1), y), and by standard proper-
ties of the adjoint [10, Section 3], (x−1) = (x)−1 = (N(x)x−1)−1 = N(x)−1x. Hence,
m˜1(x, y) = N(x)Tr(N(x)−1x, y) = Tr(x, y) holds for all invertible x and thus by density
for all x ∈ J . (Since the generic minimum polynomial is compatible with base field exten-
sion, we may assume k algebraically closed, so density arguments involving the Zariski
topology are justified.) This proves the second formula of (1.3.2), and the first follows by
specializing y = v−1 = 1J . Now [13, 16.8.2] yields the identity
Tr(x, y ◦ z) = Tr(x ◦ y, z). (1.3.4)
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the bilinear trace and the trace of A are just the restrictions of those of J to A:
TrA = Tr |A×A, trA = tr |A. (1.3.5)
Indeed, this follows from the corresponding property of the Faulkner form [16, 1.7] and
Lemma 1.2(a), applied to V˜ = (J, J ) and the Jordan pair idempotent e = (c, c) of V˜ whose
Peirce-2-space is V˜2(e) = (J2(c), J2(c)).
We define the defect of J to be Def(J ) := Def(V+). From the properties of Def(V) and
Lemma 1.2 it follows easily that Def(J ) is an outer ideal of J , connected with Tr via
Def(J ) = {x ∈ J : Tr(x, J ) = 0}. (1.3.6)
Thus Def(J ) = 0 if and only if Tr is a nondegenerate bilinear form on J . The algebra J
will be called traceless if tr = 0, equivalently, if v ∈ Def(V−) or 1J ∈ Def(J ). Clearly, if
J has zero defect, then its trace will be nonzero, but not conversely.
1.4. Jordan algebras of quadratic forms with base point. Let k be an algebraically
closed field of characteristic 2. As an example, we discuss the Jordan algebras obtained
from a Jordan pair of a nondegenerate quadratic form q on kn, where q is said to
be nondegenerate if q(x) = b(x, y) = 0 for all y ∈ kn implies x = 0. Here b(x, y) =
q(x + y) − q(x) − q(y) is the bilinear form associated with q . We may then assume that
q is in standard form, given by q(x) =∑mi=1 x2i−1x2i if n = 2m, and x20 +∑mi=1 x2i−1x2i
if n = 2m+ 1, where x =∑xiεi with respect to the standard basis (εi) of kn. We always
assume n 3 because the case n = 2 yields a nonsimple Jordan pair, and the case n = 1 is
without interest. The quadratic operators of the Jordan pair V = (kn, kn) determined by q
are
Qxy = b(x, y)x − q(x)y,
and b = m1 is the generic trace form of V. Thus by Lemma 1.2, Def(V) = 0 if n is even,
while Def(Vσ ) = k · ε0 if n is odd.
An element v is invertible in the Jordan pair sense if and only if q(v) = 0, and it suffices
to consider the case q(v) = 1. The isotope with respect to v is then the Jordan algebra
J = Jor(kn, q, v) of the quadratic form with base point (kn, q, v), with underlying vector
space kn, unit element v, and U -operators given by
Uxy = b(x, y¯)x − q(x)y¯, where y¯ = b(y, v)v − y. (1.4.1)
Hence the squaring and the circle product are
x2 = b(x, v)x − q(x)v, x ◦ y = b(x, v)y + b(y, v)x − b(x, y)v. (1.4.2)
The trace form tr of J is tr(x) = b(x, v). A typical nondefective invertible element is
v = ε1 + ε2, while in the odd-dimensional case, v = ε0 is the only defective element with
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ing and circle product are given by
x2 = q(x)ε0, x ◦ y = b(x, y)ε0. (1.4.3)
1.5. Lemma. Let J be a simple finite-dimensional Jordan algebra of rank r over an alge-
braically closed field k of characteristic 2. Then J has nonzero trace if and only if J has
capacity in the sense of [9, Chapter 6], i.e., there exists an orthogonal system (c1, . . . , cr )
of division idempotents of the algebra J such that 1 = c1 + · · ·+ cr . For the Peirce decom-
position J =⊕1ijr Jij of J with respect to such a system we have
Jii = k · ci and Jij = 0 for i = j. (1.5.1)
The defect of J is
Def(J ) =
⊕
i<j
J

ij , (1.5.2)
where
J

ij =
{
x ∈ Jij : Tr(x, Jij ) = 0
}
. (1.5.3)
Proof. Let J = V+v where V is a simple Jordan pair. Then v /∈ Def(V−) implies, by 1.1,
that v is diagonalizable in V. Hence there exists a frame F = (d1, . . . , dr ) of division
idempotents of V such that v = d−1 + · · · + d−r , and then ci = d+i are the required algebra
idempotents. The properties (1.5.1) follow from well-known corresponding ones for the
Peirce decomposition of V with respect to F . Conversely, if J contains an algebra division
idempotent c, then (c, c) is a Jordan pair division idempotent and (1 − c) ⊥ c, so 1 =
Tr(c, c) = Tr(c,1) = tr(c) and thus tr = 0. The formula for the defect follows easily from
(1.3.6), because the Peirce spaces are orthogonal with respect to Tr and Tr(ci, ci) = 1.
We will call such a system of algebra division idempotents a frame of the Jordan alge-
bra J . From the conjugacy of frames in the Jordan pair V [13, 17.1] it follows easily that
any two frames of J are conjugate by an automorphism of J .
In contrast, a traceless J cannot contain any division idempotent in the algebra sense.
As a substitute for the Peirce decomposition above, we have the following result. By the
rank of an element of J , we mean its Jordan pair rank when considered as an element
of V+. The rank of J is defined as the rank of 1J .
1.6. Lemma. Let J be a simple finite-dimensional traceless Jordan algebra of rank r over
an algebraically closed field k of characteristic 2.
(a) Any algebra idempotent c of J has even rank and belongs to the defect of J . In partic-
ular, r = rk(1J ) = 2s is even. Moreover, c is primitive if and only if it has rank 2.
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c1 + · · · + cs = 1. Any two such systems are conjugate under an automorphism of J .
In the Peirce decomposition J =⊕1ijs Jij with respect to such a system, Jii is
the Jordan algebra of a traceless nondegenerate quadratic form with base point of odd
dimension  3, and Jij = 0 for i = j .
(c) The defect of J is given by
Def(J ) =
s⊕
i=1
k · ci ⊕
⊕
i<j
Jij . (1.6.1)
Proof. (a) As in 1.3 we write J = V+v where V is a simple Jordan pair, and v is a defective
invertible element. We put W = Def(V). An idempotent c of the algebra J satisfies c =
c2 = Qcv ∈ W+ = Def(J ) because W is an outer ideal. Hence also rk(c) = 2 rkW(c)
(by [15, Lemma 6(b)]) is even. It follows that rk(c) = 2 implies c is primitive, else c =
c′ + c′′ could be decomposed as the sum of two orthogonal algebra idempotents, which
would have rk(c′) = rk(c′′) = 1. Conversely, let c be a primitive idempotent of J . Then
e′ = (c,Qvc) and e′′ = (1 − c,Qv(1 − c)) are orthogonal Jordan pair idempotents in W
with e′ + e′′ = (1, v). Since W has defect zero, e′ = d1 + · · · + dt is the orthogonal sum
of division idempotents di ∈ W, so rk(di) = 2. Also, di ∈ W2(e′) = W0(e′′), so by the
Peirce rules, (d+i )2 = Q(d+i )v = Q(d+i )e′− = Q(d+i )d−i = d+i is an algebra idempotent.
Similarly, one shows that the d+i are orthogonal. Since c = d+1 + · · · + d+t , it follows from
primitivity of c that t = 1, so c has rank 2.
(b) As W has defect zero, v is diagonalizable in W, so we can write v = d−1 + · · · + d−s
where (d1, . . . , ds) is a frame of division idempotents in W. In particular, the di have rank 1
in W and therefore rank 2 in V. Hence the ci := d+i are orthogonal algebra idempotents of
J with sum 1J , and they are primitive because they have rank two. Now Jii is the isotope
of the Jordan pair V2(di) with respect to d−i , and the latter is simple of rank two and has
di in its defect. By [15, p. 260, Example (a)], V2(di) is the Jordan pair of a nondegenerate
defective quadratic form, so the structure of Jii follows from 1.4. It is a general fact that
Peirce-2-spaces inherit simplicity. This implies Jij = 0, else J2(ci + cj ) = Jii ⊕Jjj would
not be simple.
By the proof of (a), there is a natural bijection between frames (d1, . . . , ds) of W with∑
d−i = v and systems of primitive orthogonal idempotents of J with sum 1J . Now the
conjugacy statement follows easily from conjugacy of frames in W.
(c) By (a), all ci belong to the defect, and hence also all Jij = ci ◦Jij , because the defect
is an outer ideal. Thus we have the inclusion from right to left in (1.6.1). On the other hand,
Jii ∩ Def(J ) is the defect of Jii [15, Proposition 2(c)], and this is k · ci by 1.4.
1.7. The primitive rank. Let J be a simple Jordan algebra over an algebraically closed
field of characteristic 2. By Lemmas 1.5 and 1.6, it makes sense to define the primitive
rank prk(J ) of J by
prk(J ) =
{
rk(J ), if J has nonzero trace
1 rk(J ), if J is traceless
}
.2
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onal primitive algebra idempotents of J .
1.8. Classification. Using the correspondence between Jordan algebras and Jordan pairs
(cf. 1.3), the classification of simple unital Jordan algebras is equivalent to
(i) the classification of simple Jordan pairs V containing invertible elements,
(ii) the determination of the orbits of Aut(V) on the set (V−)× of invertible elements
of V−.
The classification of simple finite-dimensional Jordan algebras over algebraically closed
fields of characteristic = 2 is well known, see, e.g., [8]. In the characteristic two case,
the classification could be extracted from the much more general results of [19], but there
seems to be no explicit handy reference (the one given in [7] is incomplete). However,
under our rather restrictive assumptions, it seems simpler to use the procedure outlined
above. Step (i) is well known [13, §17], so it remains to carry out step (ii). It is actually not
difficult to determine all orbits of Aut(V) on V± which will be important in Section 3.
1.9. Proposition. Let V be a simple finite-dimensional Jordan pair of rank r over an al-
gebraically closed field k and let σ ∈ {±}. Then the automorphism group Aut(V) and
the inner automorphism group Inn(V) have the same orbits on Vσ , and these orbits are
described as follows:
(a) If Def(V) = 0, then x and x˜ belong to the same orbit if and only if rk(x) = rk(x˜).
Hence there are r + 1 orbits, corresponding to the possible values 0, . . . , r of the rank
function.
(b) If Def(V) = 0, then x and x˜ belong to the same orbit if and only if rk(x) = rk(x˜), and
both x and x˜ are diagonalizable or both are defective. Since the rank of a defective
element is always even, there are r + 1 + [r/2] orbits.
Proof. The rank function and the defect are clearly invariant under automorphisms, so the
conditions listed in (a) and (b) are certainly necessary for x and x˜ to belong to the same
orbit. To prove that they are sufficient, let first x, x˜ ∈ Vσ both be diagonalizable of the
same rank t . Then x = dσ1 + · · ·+ dσt and x˜ = d˜σ1 + · · ·+ d˜σt can be embedded into frames
(d1, . . . , dr ) and (d˜1, . . . , d˜r ) of division idempotents of V. By [13, 17.1], there exists an
inner automorphism φ = (φ+, φ−) of V such that φ(di) = d˜i , whence x = φσ (x˜). As the
rank function takes all values between 0 and r , there are r + 1 orbits in case V has defect
zero.
Next, let x and x˜ both be nonzero and defective of the same rank, and put W := Def(V).
Then W is simple and has Def(W) = 0 [15, Theorem 2], and the rank function of W is
given by rkW(x) = (1/2) rk(x) [15, Lemma 6(b)]. In particular, x and x˜ have even rank.
Now x and x˜ are diagonalizable and of the same rank in W, so they are, by what we
proved above, conjugate under some ψ ∈ Inn(W). Here ψ is a finite product of inner au-
tomorphisms β(u, v), where (u, v) ∈ W is quasi-invertible in W. Since quasi-invertibility
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ϕ of V. The formula for the number of orbits is then immediate.
1.10. Corollary. Let V be a simple finite-dimensional Jordan pair containing invertible
elements over an algebraically closed field k.
(a) If V contains no defective invertible elements, then Aut(V) acts transitively on (Vσ )×.
(b) If V contains defective invertible elements, then Aut(V) has two orbits on (Vσ )×. In
this case, k has characteristic 2 and the rank of V is even.
1.11. Classification, continued. Let k be an algebraically closed field of characteristic 2.
We now carry out the classification of simple finite-dimensional Jordan algebras outlined
in 1.8. Of the list of simple Jordan pairs [13, §17], precisely the following contain invertible
elements: In, II2m, IIIn, IVn, VI. From the computation of the generic trace form in [13,
§17], we see that m1 is degenerate, and hence, by Lemma 1.2, the defect of V is nonzero,
only in the cases IIIn and IV2m+1.
(a) The isotopes of the types In, IIIn and VI with respect to the unit matrix yield the
Jordan algebras of hermitian matrices with diagonal coefficients in k over k ⊕ k, k, and
the split octonions O, respectively. It is well known that the isotope of II2r with respect
to the element v = ( 0 1r1r 0 ) is the Jordan algebra Hr (Q, k) of hermitian matrices over the
split quaternion algebra Q = Mat2(k) with respect to the involution
( α β
γ δ
)∗ = ( δ β
γ α
)
, with
diagonal coefficients in k.
(b) The defect of the Jordan pair IIIn (n × n symmetric matrices) is the Jordan pair IIn
of alternating (n × n)-matrices, which contains invertible elements if and only if n = 2p
is even. In particular, v = ( 0 1p1p 0 ) is such an element, and the isotope with respect to v
is easily seen to be isomorphic to Hp(Q,Q0), hermitian matrices over Q as above, with
diagonal coefficients in the three-dimensional fixed point set Q0 of ∗.
(c) The case of Jordan pairs of type IVn, that is, Jordan pairs of a nondegenerate quadratic
form, was done in 1.4.
We collect these results in Table 1, which also lists the spaces J ◦ J , determined in 2.7
below. There are the following isomorphisms in low ranks:
H1(k) ∼= H1(k ⊕ k, k) ∼= H1(Q, k) ∼= k,
H1(Q,Q0) ∼= Jor
(
k3, q, ε0
)
, H2(k) ∼= Jor
(
k3, q, ε1 + ε2
)
,
H2(k ⊕ k, k) ∼= Jor
(
k4, q, ε1 + ε2
)
, H2(Q, k) ∼= Jor
(
k6, q, ε1 + ε2
)
.
Finally, we note that Hr (k⊕ k, k) is isomorphic to the full matrix algebra Matr (k), consid-
ered as Jordan algebra.
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V v J rk prk tr Def(J ) J ◦ J
Ir (r  1) 1r Hr (k ⊕ k, k) r r = 0 0 Ker tr
II2r (r  1)
( 0 1r
1r 0
)
Hr (Q, k) r r = 0 0 Ker tr
IIIr (r  1) 1r Hr (k) r r = 0 Altr (k) Altr (k)
III2p (p  1)
( 0 1p
1p 0
)
Hp(Q,Q0) 2p p 0 Hp(Q, k) Hp(Q, k)
IV2m (m 2) ε1 + ε2 Jor(k2m,q, ε1 + ε2) 2 2 = 0 0 Ker tr
IV2m+1 (m 1) ε1 + ε2 Jor(k2m+1, q, ε1 + ε2) 2 2 = 0 k · ε0 Ker tr
IV2m+1 (m 1) ε0 Jor(k2m+1, q, ε0) 2 1 0 k · ε0 k · ε0
VI 13 H3(O, k) 3 3 = 0 0 Ker tr
2. The Lie algebra L associated with J
2.1. The structure Lie algebra and the derivation algebra. Let J be a unital quadratic
Jordan algebra over a commutative ring R. Recall [8, p. 437] that the structure Lie algebra
Strl(J ) of J is the set of all linear maps A :J → J such that there exists a linear map A
from J to itself with the property that AUx + UxA = Ux,A(x) for all x ∈ J . This A is
uniquely determined and given by A = U1,A(1) −A; in fact, the map A → Aθ := −A is
an automorphism of period 2 of Strl(J ). Thus
A ∈ Strl(J ) ⇐⇒ Ux,A(x) = [A,Ux] +UxU1,A(1) for all x ∈ J. (2.1.1)
The structure Lie algebra is isomorphic to the derivation algebra Der(V) of the associated
Jordan pair V = (J, J ) via A → (A,Aθ ). For x, y, z ∈ J let as usual {x, y, z} = Vx,yz =
Ux,zy. Then it follows from the defining identities of J that Vx,y ∈ Strl(J ), with V x,y =
Vy,x .
A derivation of J is an endomorphism ∆ satisfying ∆(1) = 0 and [∆,Ux] = U∆(x),x ,
for all x ∈ J ; equivalently, ∆ ∈ Der(J ) if and only if ∆ ∈ Strl(J ) and ∆(1) = 0.
Let us specialize now to the case where 2 = 0 in R. Then each left multiplication
Vx = Vx,1 :y → x ◦ y is in Der(J ) since x ◦ 1 = 2x = 0. Moreover, Der(J ) is a restricted
subalgebra of the restricted Lie algebra End(J ) (with Lie product given by the commuta-
tor) because it is easy to see that for any ∆ ∈ Der(J ), its square ∆2 is again in Der(J ).
This is of course just a special case of the general fact that the Lie algebra of a linear al-
gebraic group in characteristic p is closed under pth powers and hence a p-Lie algebra. In
particular, Strl(J ) is also a 2-Lie algebra.
Recall the following well-known fact:
2.2. Theorem [7, Theorem 4, p. 1.28]. Let J be a quadratic Jordan algebra over a ring R
with 2R = 0. Then the R-module J is a 2-Lie algebra, denoted by L = L(J ), with commu-
tator [a, b] := a ◦ b and squaring a[2] := a2.
Thus the adjoint representation of L is given by ad(x)y = x ◦ y. From the definitions it
follows easily that every derivation of J is also a derivation of the restricted 2-Lie algebra L
because [∆, ad(x)] = ad(∆(x)) = V∆(x) and ∆(x2) = x ◦ ∆(x) = [x,∆(x)]. This also
shows that VJ is an ideal of the Lie algebra Der(J ), and it is even an ideal in the sense
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2Ux = 0.
2.3. Lemma. Let J be a finite-dimensional Jordan algebra over a field k of characteristic 2
and let tr be its generic trace. Then tr(x)2 = tr(x2), in particular, Ker tr is closed under
squares.
Proof. This is a consequence of Newton’s identities and probably well known. Since
there seems to be no reference in the literature covering the present situation, we pro-
vide a proof. Let V = (J, J ) be the Jordan pair associated to J and let N(x,y) =
1 −m1(x, y)+m2(x, y)∓ · · · be its generic norm [13, 16.9]. Also, let R = k(ε)⊗ k(δ) be
the tensor product of two copies of the dual numbers. For the moment, we do not assume
that k has characteristic 2. Since (ε + δ)2 = 2εδ and (ε + δ)i = 0 for i  3 and the mi are
homogeneous of degree i in x and in y, we have in V ⊗R,
N
(
x, (ε + δ)y)= 1 − (ε + δ)m1(x, y)+ 2εδm2(x, y). (2.3.1)
On the other hand, (x, εy) is quasi-invertible with quasi-inverse xεy = x + εUxy, so by
[13, Theorem 16.11],
N
(
x, (ε + δ)y)= N(x, εy) ·N(x + εUxy, δy)
= (1 − εm1(x, y)) · (1 − δm1(x + εUxy, y))
= 1 − (ε + δ)m1(x, y)+ εδ
(
m1(x, y)
2 −m1(Uxy, y)
)
. (2.3.2)
Comparing coefficients at εδ and putting y = 1J yields, because m1(x,1J ) = tr(x) by
(1.3.1) and (1.3.2), that tr(x)2 − tr(x2) = 2m2(x,1J ), and this vanishes in characteristic 2.
Our next aim is to determine the ideal structure of L in the finite-dimensional simple
case. Recall that a simple algebra over a field k is said to be absolutely simple if it remains
simple under any base field extension.
2.4. Lemma. Let J be a simple Jordan algebra of primitive rank p over an algebraically
closed field k of characteristic 2 and let c1, . . . , cp be a complete orthogonal system of
primitive idempotents, with associated Peirce decomposition J =⊕1ijp Jij .
(a) We have
J 2ii = k · ci and J 2ij = k · (ci + cj ) for i = j. (2.4.1)
(b) Let aii ∈ Jii . Then
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{
0, if aii ∈ k · ci
k · ci, if aii /∈ k · ci
}
, (2.4.2)
Jii ◦ Jii =
{
0, if dimJii = 1
k · ci, if dimJii > 1
}
. (2.4.3)
(c) Suppose J has nonzero trace. Then for i = j and aij ∈ Jij ,
aij ◦ Jij =
{
0, if aij ∈ J ij
k · (ci + cj ), otherwise
}
, (2.4.4)
where J ij is defined in (1.5.3). Also,
dimJ ij =
{
0, if dimJij is even
1, if dimJij is odd
}
(2.4.5)
and hence
Jij ◦ Jij =
{
0, if dimJij = 1
k · (ci + cj ), if dimJij > 1
}
. (2.4.6)
Proof. Jii is either k · ci or the Jordan algebra of a traceless nondegenerate quadratic form
q with base point ci of dimension  3. Now the first formula of (2.4.1), formula (2.4.2)
and hence (2.4.3) follow easily from (1.4.3).
Let A := k · ci ⊕ Jij ⊕ k · cj . If J has nonzero trace, the ci are division idempotents so
Jii = k · ci and therefore A = J2(ci + cj ). If, on the other hand, J is traceless and K :=
Def(J ), then the ci are division idempotents of K and (1.6.1) shows that A = K2(ci + cj ).
Thus in any case, A is a subalgebra which is simple of rank 2 and has nonzero trace. By the
classification, A ∼= Jor(kn, q, ε1 + ε2) is the Jordan algebra of a nondegenerate quadratic
form q with nonzero trace of dimension n 3. Thus q is given by q(λci + µcj + xij ) =
λµ + q(xij ) and q|Jij is again nondegenerate. Since Jij is orthogonal to ci + cj = 1A,
formula (1.4.2) shows x2 = q(x)(ci + cj ) for x ∈ Jij . This proves the second formula
of (2.4.1).
Now let J have nonzero trace. By 1.4, the bilinear trace of A is TrA = b, the bilinear
form associated to q , and by (1.3.5) this is also the restriction of the bilinear trace Tr of
J to A. Thus we have x ◦ y = Tr(x, y)(ci + cj ) for all x, y ∈ Jij and therefore (2.4.4). In
characteristic 2, a nondegenerate quadratic form has its associated bilinear form equal to
zero if and only if it is one-dimensional. Hence we have (2.4.5) and (2.4.6).
2.5. Proposition. Let J be a finite-dimensional absolutely simple Jordan algebra over a
field k of characteristic 2. Then Vx = 0 for x ∈ J if and only if x ∈ k · 1, so the centre of
the associated Lie algebra L = L(J ) is k · 1.
Proof. We have V1 = 2 Id = 0 since k has characteristic two. For the converse, it is no
restriction, after extending scalars, to assume k algebraically closed. We use the Peirce
decompositions given in Lemmas 1.5 and 1.6. Choose an orthogonal system c1, . . . , cp of
158 P.A. Bjerregaard et al. / Journal of Algebra 285 (2005) 146–181primitive idempotents of J such that c1 + · · · + cp = 1, decompose x =∑1ijp xij
relative to (c1, . . . , cp), and put xij = xji for convenience. Then for all l = 1, . . . , p, using
the Peirce rules and 2 = 0 in k, we have
0 = Vxcl = xll ◦ cl +
∑
i<j
xij ◦ cl = 2xll +
∑
i =l
xil ◦ cl =
∑
i =l
xil .
This shows that all off-diagonal xil vanish, so x =∑pi=1 xii . Furthermore, 0 = x ◦ Jii =
xii ◦ Jii implies xii = λici is a scalar multiple of ci , by (2.4.2).
Now let i = j . Since all off-diagonal Peirce spaces Jij are nonzero, we may choose
0 = zij ∈ Jij and then obtain 0 = x ◦ zij = λici ◦ zij + λj cj ◦ zij = (λi + λj )zij , whence
λi + λj = 0 or λi = λj . It follows that x = λ(c1 + · · · + cp) = λ · 1, as asserted.
2.6. Corollary. We keep the assumptions of 2.5, and assume that Tr is nondegenerate. Then
[L,L] = Ker tr is a 2-ideal of codimension one.
Proof. For a subspace X of J let X⊥ = {y ∈ J : Tr(X,y) = 0}. Then
y ∈ [L,L]⊥ ⇐⇒ 0 = Tr(J ◦ J, y) = Tr(J, J ◦ y) (by (1.3.4))
⇐⇒ J ◦ y = 0 (by nondegeneracy of Tr)
⇐⇒ y ∈ k · 1 (by 2.5).
Again by nondegeneracy of Tr, it follows that [L,L] = [L,L]⊥⊥ = (k · 1)⊥ = Ker tr, and
Ker tr is closed under squares by Lemma 2.3.
2.7. Proposition. Let J be a finite-dimensional simple Jordan algebra of rank r  2 over
an algebraically closed field k of characteristic 2, and L the associated Lie algebra.
(a) If J is traceless, we have [L,L] = L[2] = Def(J ).
(b) If J has nonzero trace, let c1, . . . , cr be a frame of division idempotents of J , and let
J =⊕i k · ci ⊕⊕ij Jij the associated Peirce decomposition. Then
[L,L] =
{
Def(J ) =⊕i<j Jij , if dimJ12 = 1
Ker tr = {∑λici : ∑λi = 0} ⊕⊕i<j Jij , if dimJ12 > 1
}
and L[2] = L.
Proof. (a) We have 1 ∈ Def(J ), and hence also J ◦ J = {J,1, J } ⊂ Def(J ), because the
defect is an outer ideal. To prove the reverse inclusion, we choose a frame c1, . . . , cp of
primitive idempotents and use formula (1.6.1) for the defect: Jij = ci ◦ Jij ⊂ J ◦ J for
i = j , and Jii has dimension  3 by 1.6(b), so ci ∈ J ◦ J by (2.4.3). Finally, L[2] = J 2 =∑
i J
2 +∑i<j J 2 + J ◦ J , so L[2] = J ◦ J follows from Lemma 2.4(a).ii ij
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tr(x ◦ y) = Tr(x ◦ y,1) = Tr(x, y ◦ 1) = 2 Tr(x, y) = 0.
As before, Jij = ci ◦ Jij ⊂ J ◦ J for i = j . The only way elements in (J ◦ J )∩∑Jii can
arise is from Jij ◦ Jij for i = j , because Jii ◦ Jjj = 0, and Jij ◦ Jjl ⊂ Jil for different i,
j , l. From conjugacy of frames, it follows that dimJ12 = dimJij for all i = j . Hence there
are the following two cases:
(i) dimJij = 1 for all i = j . Then Jij ◦Jij = 0 by (2.4.6), so J ◦J =⊕i<j Jij = Def(J ),
by (1.5.2) and 2.4(c).
(ii) dimJij > 1 for all i = j . Then J ◦J contains all Jij as well as all ci + cj , for i = j , by
(2.4.6). Now an element x =∑ni=1 λici has tr(x) =∑ni=1 λi because tr(ci) = 1, and
the formula x = tr(x)c1 +∑ni=2 λi(ci + c1) shows that every element of trace zero
belongs to J ◦ J . The final assertion is clear from the fact that all ci = c2i ∈ L[2].
It is now easy to determine the derived series of the Lie algebra L. Recall that this is
defined inductively by L(0) = L, L(n+1) = [L(n),L(n)]. We also use the notation L′,L′′,
etc. instead of L(1),L(2), etc.
2.8. Corollary. Let J be a finite-dimensional simple Jordan algebra of rank r  2 over an
algebraically closed field k of characteristic 2, with associated Lie algebra L.
(a) If J has nonzero trace and r  3, then
L L′ = L′′ = 0,
where L′ = [L,L] is described in 2.7(b).
(b) Let J be traceless and r = 2s  6, and put K = Def(J ). Then K is a simple Jordan
algebra of rank s with nondegenerate trace form TrK and hence trK = 0, and the
derived series of L is
L L′ = K L′′ = Ker(trK) = L′′′ = 0.
(c) If J is traceless of rank 2, i.e., J = Jor(k2m+1, q, ε0) is the Jordan algebra of a trace-
less quadratic form with base point of dimension 2m+ 1 3, then
LL′ = k · 1J L′′ = 0.
(d) If J has rank 2, dimension n 4 and nonzero trace, i.e., J = Jor(kn, q, ε1 + ε2) is the
Jordan algebra of a quadratic form with base point and nonzero trace, then
LL′ = Ker tr L′′ = k · 1 L′′′ = 0.
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quadratic form with base point and nonzero trace, then
L L′ = k · ε0  L′′ = 0.
(f) Let J be traceless and r = 4, and let K = Def(J ). Then K = Jor(k6, q, ε1 + ε2) is as
in case (d), and the derived series is
L L′ = K  L′′ = Ker(trK) L′′′ = k · 1 L(4) = 0.
Proof. (a) By 2.7(b), Jij ⊂ [L,L] for i = j . Since r  3, there exists l = i, j , and therefore
Jij = Jil ◦ Jlj ⊂ L′′. If dimJ12 = 1 then by 2.7(b), L′ =⊕i<j Jij ⊂ L′′. If dimJ12 > 1
then again by 2.7(b), [L,L] =⊕i<j Jij +∑i<j k · (ci +cj ). Here ci +cj ∈ Jij ◦Jij ⊂ L′′,
so we again have L′′ = L′.
(b) Here L′ = K by 2.7(a), and K has rank s  3 and nondegenerate trace form, so the
assertion follows from what we proved in (a) (applied to K) and Corollary 2.6.
(c), (d), (e) This follows by easy computations in the Jordan algebra of a quadratic form
with base point. The details are left to the reader.
(f) By 2.7(a), K = Def(J ) is a rank two algebra with nondegenerate trace form TrK ,
hence of the form K = Jor(k2m,q, ε1 + ε2), and m  2. These algebras have been dealt
with in case (d), so the form of the derived series in this case follows from (d). In fact, by
the classification in 1.11 we have J = H2(Q,Q0) and K = H2(Q, k) ∼= Jor(k6, q, ε1 + ε2).
2.9. Corollary. Under the assumptions of 2.8, L is a solvable Lie algebra if and only if J
has primitive rank  2.
We can now determine all ideals of the Lie algebra L, which we also call Lie ideals
to distinguish them from the Jordan ideals. A Lie ideal which is closed under the squaring
map will be called a 2-ideal. Of course, 0, L, and the centre Z(L) = k ·1 (by 2.5) are always
Lie ideals and even 2-ideals, so we will concentrate on the noncentral proper ideals. Also
the defect, being an outer ideal of J , is a Lie ideal (but not necessarily a 2-ideal, as the
example J = Hr (k), Def(J ) = Altr (k) shows). Note that in any Lie algebra L, an arbitrary
subspace containing the derived algebra L′ = [L,L] is always an ideal.
2.10. Lemma. Let J be a simple finite-dimensional Jordan algebra of rank r and primi-
tive rank p over an algebraically closed field k of characteristic 2. Let c1, . . . , cp be an
orthogonal system of primitive idempotents of J , with associated Peirce decomposition
J =∑1ijp Jij . Also let a be a Lie ideal of J .
(a) We have
a = a ∩
(
p∑
i=1
Jii
)
⊕
⊕
i<j
(a ∩ Jij ). (2.10.1)
(b) Suppose that p  2. Then a is central if and only if a ∩ Jij = 0 for all i = j .
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2-ideal, then it also contains all ci + cj , i = j .
Proof. (a) Decompose an arbitrary element a ∈ a into its Peirce components: a =∑aij .
Then ci ◦ (cj ◦ a) = aij for i = j by the Peirce rules and because k has characteristic 2, so
aij ∈ a, and we have (2.10.1).
(b) If a ⊂ k · 1 is central then clearly a ∩ Jij = 0. Conversely, let a ∩ Jij = 0 for all
i = j , so a ⊂ ⊕pi=1 Jii by (2.10.1). Decompose an element a ∈ a accordingly as a =∑
aii . If aii /∈ k · ci for some i then by (2.4.2), a ◦ Jii = aii ◦ Jii = k · ci ⊂ a, and hence
ci ◦ Jij = Jij ⊂ a, contradiction. Thus we have aii = λici ∈ k · ci for all i. Now a ◦ Jij =
(λi + λj )Jij ⊂ a ∩ Jij = 0 for i = j shows λi + λj = 0, so all λi are equal, and therefore
a ∈ k · 1.
(c) Let a be a noncentral Lie ideal. First, let J have nonzero trace. Then p = r  3 and
Jii = k · ci is one-dimensional. By (b) we have, say, a ∩ J12 = 0. If J12 has dimension 1,
this already implies J12 ⊂ a. Otherwise, as a consequence of the classification (r  3 is
essential here), J12 has even dimension  2, and it follows from 2.4(c) that a12 ◦ J12 =
k · (c1 + c2) for any nonzero a12 ∈ a ∩ J12, so we conclude that c1 + c2 ∈ a. Since r  3,
(c1 + c2) ◦ J13 = c1 ◦ J13 = J13 ⊂ a. Now the well-known relations
Jij = Jil ◦ Jlj (2.10.2)
for three distinct indices i, j , l imply that a contains all Jij , i = j .
Next, assume J traceless. Since the rank of a traceless algebra is even, we then have
r = 2p  4. By the classification 1.11, J = Hp(Q,Q0) is the algebra of hermitian matrices
over the split quaternion algebra Q = Mat2(k) with diagonal coefficients in the fixed point
space Q0 = {
( α β
γ α
)
: α,β, γ ∈ k} of the involution ∗. Denote the usual matrix units by
Eij and put a[ii] := aEii and b[ij ] := bEij + b∗Eji , for i = j , where a ∈ Q0, b ∈ Q.
Then ci = Eii (i = 1, . . . , p) is a frame of primitive idempotents of J , with Peirce spaces
Jii = Q0[ii] and Jij = Q[ij ].
Let again a be a noncentral Lie ideal. Then by (b) we have, say, M := a ∩ J12 = 0.
Since a is a Lie ideal, it follows from the Peirce rules that Jii ◦ M ⊂ M . A computation
shows a[11] ◦ b[12] = (ab)[12] and a[22] ◦ b[12] = (ba)[12], for all a ∈ Q0, b ∈ Q. Hence
M = B[12] where B ⊂ Q is a subspace with the property that Q0B + BQ0 ⊂ B . It is an
easy exercise to show that B is then a two-sided ideal of the associative algebra Q. As Q
is simple and M = 0, it follows that M = J12 ⊂ a. Now Jij ⊂ a for all i = j follows again
from (2.10.2). Finally, the last statement is immediate from the fact that J 2ij = k · (ci + cj )
by (2.4.1).
2.11. Theorem. Let J be a simple finite-dimensional Jordan algebra of rank r  2 and
primitive rank p over an algebraically closed field k of characteristic 2, and let L = L(J )
be the associated 2-Lie algebra with underlying vector space J , Lie product [x, y] = x ◦ y
and squaring x[2] = x2. We choose a complete orthogonal system c1, . . . , cp of primitive
idempotents of J , with associated Peirce decomposition J =∑1ijp Jij .
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ideals of L are precisely the subspaces a satisfying L a ⊃ L′ ∼= Altr (k), while Ker tr
is the only proper noncentral 2-ideal.
(b) If J has nonzero trace, r  3 and dimJij > 1 for i = j , i.e., J ∼= Hr (C, k) where C is
a composition algebra of dimension  2 (and r = 3 in case C = O) then L′ = Ker tr is
the only noncentral proper Lie ideal of L, and it is a 2-ideal.
(c) If J is traceless of rank r = 2p  4, i.e., J ∼= Hp(Q,Q0), then the proper noncentral
Lie ideals of L are L′′ and all subspaces a with L a ⊃ L′. Here L′ = K := Def(J ) ∼=
Hp(Q, k) and L′′ = Ker trK . All Lie ideals are 2-ideals.
(d) Let J have nonzero trace, rank 2 and dimension n 4, so that J = Jor(kn, q, ε1 + ε2)
is the Jordan algebra of a quadratic form with base point and nonzero trace. Then for
n even, the proper noncentral Lie ideals of L are precisely the subspaces a with k ·1
a ⊂ L′ = Ker tr, and in addition, for n odd, the one-dimensional ideal Def(J ) = k · ε0.
All Lie ideals are 2-ideals.
(e) If J is traceless of rank 2, i.e., J = Jor(k2m+1, q, ε0) is the Jordan algebra of a trace-
less quadratic form with base point, then L′ = Z(L) = k · 1 by 2.8(c), and the proper
noncentral ideals of L are precisely the subspaces L  a  k · 1. All Lie ideals are
2-ideals.
Proof. (a) We leave the case r = 2, which consists of simple computations with (2 × 2)-
matrices, to the reader, and assume r  3. By Lemma 2.10(c) and 2.7(b), we have a ⊃ L′ =⊕
i<j Jij , and by the remark made after Corollary 2.9, these spaces are indeed Lie ideals.
If a is a 2-ideal, then it contains all ci + cj by Lemma 2.4(a), and therefore a = Ker tr.
Conversely, Ker tr is closed under squares by 2.3 and hence a 2-ideal.
(b) By Lemma 2.10(c), a contains all Jij (i = j ), and ci + cj ∈ Jij ◦ Jij ⊂ a by (2.4.6),
whence a = Ker tr.
(c) By (1.6.1), the defect is K =∑k · ci ⊕⊕i<j Jij . By (b) and (f) of 2.8, we have
L′ = K and L′′ = Ker(trK) = {∑λici : ∑λi = 0} + ⊕i<j Jij . All Jij ⊂ a for i = j ,
by Lemma 2.10(c). Furthermore, the classification shows that dimJij = 4. Now (2.4.6),
applied to K , which has nonzero trace and Peirce spaces Kij = Jij , yields ci + cj ∈ a for
all i = j . This shows L′′ ⊂ a. Now assume L′′  a. As a contains all Jij for i = j , there
must be an element of the form a =∑aii ∈ a for which either aii /∈ k · ci for some i, or
for which all aii = λici but ∑λi = 0. In the first case, a ◦ Jii = aii ◦ Jii = k · ci ⊂ a by
(2.4.2), so K = k · ci +K ′ ⊂ a. In the second case, a ∈ K and trK(a) =∑λi = 0, so again
K = k · a + K ′ ⊂ a. Since L′′ is closed under squares by Lemma 2.3 and L[2] = K by
Proposition 2.7(a), all these ideals are 2-ideals.
(d) A frame of division idempotents of J is ci = εi (i = 1,2), with Peirce spaces Jii =
k · ci and J12 =∑j =1,2 k · εj , of dimension n − 2  2. The trace is given by tr(ci) = 1
and tr(J12) = 0. Hence by 2.7(b), L′ = Ker tr = k · 1 + J12, so that a subspace a with
k · 1  a ⊂ L′ has the form a = k · 1 ⊕ M , for an arbitrary nonzero subspace M of J12.
From (1.4.2) it follows easily that such a are noncentral proper ideals of L. Also, in the
odd-dimensional case, it is clear that Def(J ) = k · ε0, which is an outer ideal of J , is an
ideal of L. Conversely, let a be a noncentral proper ideal of L. Then by Lemma 2.10,
a = (a ∩ (k · c1 + k · c2)) ⊕ M , where M := a ∩ J12 = 0. We claim that a ∩ (k · c1 +
k · c2) ⊂ k · 1. Indeed, suppose a contains an element a = λ1c1 + λ2c2 with λ1 = λ2. Then
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b associated to q is nonzero, so by (1.4.2), J12 ◦ J12 = k · 1 ⊂ a, which implies c1, c2 ∈ a,
and thus a = L would not be a proper ideal. Now there are two possibilities:
Case 1. a ∩ (k · c1 + k · c2) = k · 1. Then a = k · 1 ⊕M has the required form.
Case 2. a ∩ (k · c1 + k · c2) = 0. Then M ◦ J12 = b(M,J12) · 1 ⊂ a ∩ (k · c1 + k · c2) = 0.
From b(M,ci) = 0 we see that M is contained in the kernel of b. As M = 0, it follows that
n is odd and a = M = k · ε0, the defect of J .
Finally, part (e) (where r = 2) is evident from 2.8(c). The fact that all Lie ideals are
2-ideals follows easily from the formulas for x2 in 1.4.
We now discuss simplicity of subquotients of L. Since L is solvable for p = prk(J ) 2,
we assume p  3.
2.12. Corollary. Let J be a simple finite-dimensional Jordan algebra over an algebraically
closed field k of characteristic 2, of rank r and of primitive rank p  3.
(a) Let J have nonzero trace, so r = p  3.
(i) If dimJ12 = 1 (and thus J ∼= Hr (k)), then L′ = Altr (k) is simple for r = 4, and
isomorphic to Alt3(k)× Alt3(k) for r = 4.
(ii) If dimJ12 > 1, then L′/Z(L)∩L′ is simple.
(b) Let J be traceless, so p = r/2 3 and J = Hp(Q,Q0) by 1.11. Then L′′/Z(L) ∩ L′′
is simple.
Proof. (a) The well-known proof about the structure of the Lie algebra Altr (k) works in
any characteristic and yields (i).
Next, consider case (ii). By 2.7(b), L′ = Ker tr contains all ci + cj . Now let a ⊂ L′ be
an ideal of L′ with a ⊂ k · 1. By (2.4.6), it suffices to show that Jij ⊂ a for all i = j .
Decompose an element a ∈ a \ k · 1 as a =∑λici +∑i<j aij where tr(a) =∑λi = 0.
If all aij = 0 then not all λi can be equal; say, λ1 = λ2. Hence a ◦ J12 = (λ1 + λ2)J12 =
J12 ⊂ a.
If, say, a12 = 0 then by 2.4(c), c1 +c2 ∈ a, hence (c1 +c2)◦J13 = J13 ⊂ a. Now (2.10.2)
implies that a contains all Jij .
(b) Here K = Def(J ) = L′ has nonzero trace and rk(K) = p  3. Also dimK12 =
dimJ12 = 4, so the assertion follows from case (ii) of (a) applied to K .
2.13. Corollary. Let J = H3(O, k) where O is an octonion algebra and k has characteris-
tic 2 but is not necessarily algebraically closed. Then VJ is a simple 2-ideal of dimension
26 in Der(J ).
Proof. As noted after Theorem 2.2, VJ is always a 2-ideal in Der(J ), so it remains to show
that VJ is simple. Since J is absolutely simple we may assume k algebraically closed.
Let L = L(J ) as in 2.2. We have Z(L) = k · 1J by Proposition 2.5, and Ker(tr) = L′ by
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is simple by case (ii) of the previous corollary.
For later use, we now show that the Lie algebras L(Hn(Q, k)) are isomorphic to Lie
algebras of orthogonal groups of even rank, and that their trace forms correspond to the
spinor trace. We begin by introducing this concept, the infinitesimal version of Bass’ spinor
norm [3].
2.14. The spinor trace. Let k be a an arbitrary field and let q be a nondegenerate quadratic
form on a k-vector space X of dimension 2n. We denote by Cliff(q) the Clifford algebra
of q , by Cliff0(q) its even part, by O(q) the orthogonal group, and by
Spin(q) = {u ∈ Cliff0(q)×: uXu−1 = X and uu∗ = 1} (2.14.1)
the spin group, cf. [11, Chapter IV]. Here ∗ denotes the main involution of Cliff(q), charac-
terized by x∗ = x for all x ∈ X, where we identify X with its canonical image in Cliff(q).
By “varying the base ring,” we obtain the spin group and orthogonal group schemes of q ,
i.e.,
Spin(q)(R) = Spin(q ⊗R) for all R ∈ k-alg,
and similarly for O(q). The Lie algebras of Spin(q) and O(q) are then
spin(q) = {v ∈ Cliff0(q): [v,X] ⊂ X and v + v∗ = 0}, (2.14.2)
o(q) = {A ∈ End(X): b(x,A(x))= 0 for all x ∈ X}, (2.14.3)
where b is the bilinear form associated with q . Let χ : Spin(q) → O(q) be the vector
representation, and χ˙ := Lie(χ) : spin(q) → o(q) the corresponding Lie algebra homo-
morphism. It is well known that Cliff(q) is an Azumaya algebra. From this, one sees easily
that Ker(χ) = µ2 · 1 where µ2 denotes the group of second roots of unity. Hence, if k
has characteristic = 2, we have Lie(µ2) = 0 and χ˙ : spin(q) ∼=−→ o(q) is injective, while
Ker(χ˙) = Lie(Ker(χ)) = k · 1 if k has characteristic 2.
We now consider the question of surjectivity of χ˙ . Let k(ε) be the algebra of dual
numbers. Every A ∈ o(q) defines an element g = Id+εA ∈ O(q)(k(ε)). Using the uni-
versal property of the Clifford algebra, one sees that g induces an automorphism α of
Cliff(q) ⊗ k(ε) such that α(x) = g(x), for all x ∈ X. Since the Clifford algebra is an
Azumaya algebra and k(ε) is a local ring, α is inner [12, IV, Corollary 1.3], given by conju-
gation with an element u, and it is easily seen that we may assume u in the form u = 1+εv
for some v ∈ Cliff0(q). Then we have [v, x] = A(x) for all x ∈ X, but v + v∗ = 0 in gen-
eral, so v is not necessarily in spin(q). However, v + v∗ ∈ k · 1, because [v + v∗, x] =
[v, x] + [v∗, x∗] = [v, x] + [x, v]∗ = [v, x] + [x, v] = 0 for all x ∈ X, so v + v∗ = λ · 1 is
central in Cliff(q). If k has characteristic = 2, then v′ := 12 (v−v∗) = v−λ/2 is in spin(q)
and satisfies χ˙ (v′) = A, so χ˙ is surjective and therefore an isomorphism. Now let k have
characteristic 2. Then there is a linear form trs :o(q) → k, called the spinor trace, given by
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w− v = γ · 1 for γ ∈ k, so w+w∗ = v + v∗ + 2γ · 1 = v + v∗. By construction, it is clear
that A belongs to the image of χ˙ if and only if trs(A) = 0. Also, it is easily seen that trs is
in fact a Lie algebra homomorphism, so we have the exact sequence
0 → k · 1 ↪→ spin(q) χ˙−→ o(q) trs−→ k → 0
of Lie algebras. We put
o′(q) := χ˙(spin(q))= Ker(trs).
2.15. Proposition. Let q be a nondegenerate quadratic form on a vector space X of dimen-
sion 2n over a field k of characteristic 2. Let Q = Mat2(k) be the split quaternion algebra,
and L = L(J ) the Lie algebra associated to J = Hn(Q, k).
(a) There is an isomorphism ϕ :o(q) → L of 2-Lie algebras such that IdX → 1J and the
spinor trace on o(q) corresponds to the trace form of J .
(b) If n = 2m + 1  3, then o(q) = k · IdX ⊕o′(q) (direct sum of ideals) and o′(q) is a
simple Lie algebra, while for n = 2m  4, we have IdX ∈ o′(q) and o′(q)/k · IdX is
simple.
Proof. (a) Since k has characteristic 2, the bilinear form b associated with q is symplectic.
Hence there exists a basis e1, . . . , e2n of X such that b(e2i−1, e2i ) = 1 for i = 1, . . . , n,
while b(ei, ej ) = 0 otherwise. Using the characterization (2.14.3) of an element A ∈ o(q),
it is an easy exercise to check that the matrix ϕ(A) of A with respect to e1, . . . , e2n belongs
to J and this yields the desired isomorphism of 2-Lie algebras.
We identify o(q) and L and show that trJ = trs. Since trs is a Lie algebra homo-
morphism, it vanishes on [L,L]. By 1.11, J has nondegenerate bilinear trace form Tr
so [L,L] = Ker(trJ ) by Corollary 2.6. Thus trJ and trs have the same kernel, and it re-
mains to prove that trJ and trs take the same nonzero value on one element, say, on
the matrix unit A = E11 ∈ Hn(Q, k). Now A(e1) = e1, A(e2) = e2 while A(ei) = 0 oth-
erwise. Consider the element v = e1e2 ∈ Cliff0(q). We claim that A(x) = [v, x] for all
x ∈ X (where the products are to be taken in Cliff(q)). Indeed, bq(e1, e2) = 1 implies
e1e2 + e2e1 = 1 in Cliff(q), hence ve1 − e1v = e1e2e1 − e1e1e2 = −e2e21 + e1 − e21e2 =−q(e1)e2 + e1 − q(e1)e2 = e1, and similarly ve2 − e2v = e2, while vei − eiv = 0 for i > 2
follows from e1ei + eie1 = e2ei + eie2 = 0, because bq(e1, ei) = bq(e2, ei) = 0. Further-
more, v + v∗ = e1e2 + e2e1 = 1, so trs(E11) = 1 = trJ (E11), as required.
(b) This follows from Proposition 2.5 and Corollary 2.12(a), part (ii).
We leave it to the reader to prove in a similar way the following result.
2.16. Proposition.
(a) The Lie algebra sp2n(k) of the symplectic group over a field k of characteristic 2 is
isomorphic as a 2-Lie algebra to L(Hn(Q,Q0)).
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h(x, y) =∑ni=1 xiyi on kn.
3. Smoothness of the automorphism group
3.1. The structure group. In this section, we discuss the question of smoothness of the au-
tomorphism group scheme of a separable finite-dimensional Jordan algebra. This is closely
related to the structure of the orbit of the unit element under the structure group. Recall that
the structure group Str(J ) of a Jordan algebra J (over a commutative ring R) is the set of
g ∈ GL(J ) for which there exists g ∈ GL(J ) such that Ug(x) = gUxg for all x ∈ J . Such
a g is uniquely determined by g; in fact, g = g−1Ug(1), and the map θ :g → gθ := (g)−1
is an automorphism of period two of Str(J ). Also, Str(J ) is isomorphic to the automor-
phism group of the Jordan pair (J, J ) associated to J under the map g → (g, gθ ). The
automorphism group Aut(J ) is just the isotropy group of the unit element 1J in Str(J ).
We establish some notation and terminology for algebraic groups. Let k be a field.
Following [5], we will always embed algebraic k-groups into the category of group functors
on the category k-alg of (commutative associative unital) k-algebras. For a k-group functor
G and R ∈ k-alg, we denote by G(R) the associated (abstract) group. The Lie algebra of
G is denoted by Lie(G).
For a finite-dimensional Jordan algebra J over k we have the group functors
Str(J )(R) := Str(J ⊗R), Aut(J )(R) := Aut(J ⊗R) (R ∈ k-alg),
which are affine algebraic k-groups. By abuse of language, these will also be referred to
simply as the structure group and the automorphism group. Their Lie algebras are then just
Strl(J ) and Der(J ), respectively.
Example. Let J = Jor(kn, q,1) be the Jordan algebra of a nondegenerate quadratic form
q with base point 1 = 1J as in 1.4, and let GO(q) be the general orthogonal group of q ,
i.e., g ∈ GO(q)(R) if and only if g ∈ GLn(R) and there exists λ ∈ R× such that q(g(x)) =
λq(x) for all x ∈ Rn. Note that λ = λ(g) = q(g(1)) is uniquely determined by g. The
Lie algebra of GO(q) consists of all A ∈ End(kn) for which there exists µ ∈ k such that
b(x,A(x)) = µq(x), for all x ∈ kn. It is easily seen that GO(q) ⊂ Str(J ), with g =
λ(g)g−1, and consequently, Lie(GO(q)) ⊂ Strl(J ).
The bilinear trace Tr is invariant under the structure group and the structure Lie algebra
in the following sense:
3.2. Lemma. Let J be a finite-dimensional Jordan algebra over a field k and put G :=
Str(J ) and g := Strl(J ). Then
Tr
(
g(x), y
)= Tr(x,g(y)) for all g ∈ G(R), x, y ∈ J ⊗R, R ∈ k-alg, (3.2.1)
Tr
(
A(x), y
)= Tr(x,A(y)) for all A ∈ g, x, y ∈ J. (3.2.2)
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g
(
Def(J )⊗R)⊂ Def(J )⊗R for all g ∈ G(R), R ∈ k-alg, (3.2.3)
A
(
Def(J )
)⊂ Def(J ) for all A ∈ g. (3.2.4)
Proof. Formula (3.2.1) is a consequence of [13, Proposition 16.7] and the fact that
Tr(x, y) = m1(x, y) where m1 is the generic trace of the Jordan pair (J, J ) associated
with J , cf. 1.3. Formula (3.2.2) then follows by letting R = k(ε) (dual numbers) and
g = Id+εA, and (3.2.3) and (3.2.4) are immediate from (3.2.1) and (3.2.2).
Recall that a Jordan algebra (or pair) over a field is said to be separable if any base field
extension has trivial lower radical [16, 3.5]. The basic fact on Str(J ) is
3.3. Theorem [14, Corollary 6.6]. The structure group Str(J ) of a finite-dimensional sep-
arable Jordan algebra is a reductive, hence in particular smooth, algebraic k-group.
In contrast, the automorphism group of J is in general not smooth. However, this can
only happen in characteristic 2.
3.4. Group actions. We recall some notions for actions of algebraic groups. Let k be a
field with algebraic closure k¯, let G be a smooth algebraic k-group acting on a smooth
algebraic k-scheme X on the left, let x ∈ X(k) be a k-rational point of X, and denote
by H = CentG(x) the stabilizer of x in G. Also let π : G → X be the orbit map sending
g ∈ G(R) to g · xR for all R ∈ k-alg (where xR ∈ X(R) is the image of x under the map
X(k) → X(R) induced from k → R).
The orbit of x under G is the image sheaf Im(π) (in the flat topology) of π , cf. [5, III,
§1, 2.3]. Denote by G/˜H the sheaf (in the flat topology) associated to the functor R →
G(R)/H(R), cf. [5, III, §3, 1.4]. Then π induces a canonical isomorphism G/˜H ∼= Im(π)
by [5, III, §3, 1.6].
For an algebraic k-scheme Y and a k-rational point y ∈ Y(k), let Ty(Y) be the Zariski
tangent space of Y at y. Finally, let e ∈ G(k) be the unit element of G(k), and let
g = Lie(G) = Te(G) and h = Lie(H) be the respective Lie algebras. Then we have
h = Ker(deπ), where deπ :g → Tx(X) denotes the differential of π at the unit element
of G(k).
3.5. Lemma. In the situation of 3.4, assume furthermore that G acts transitively on X in
the sense that π : G(k¯) → X(k¯) is surjective.
(a) π induces an isomorphism G/˜H ∼=−→ X, and
dim G = dim H + dim X. (3.5.1)
(b) The following conditions are equivalent:
(i) H is smooth,
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(iii) deπ :g → Tx(X) is surjective,
(iv) dim H = dimh.
Proof. (a) The first statement follows from [5, III, §3, Proposition 2.1], and the dimension
formula follows from [5, III, §3, 5.5(a)].
(b) (i) ⇒ (ii). By [5, III, §3, Corollary 2.6], the canonical morphism G → G/˜H is
smooth, and hence so is the composite π : G → G/˜H ∼=−→ X (note that the subgroups H
and H′ of loc. cit. are {e} and H in our situation).
(ii) ⇒ (iii). This follows from [5, I, §4, Corollary 4.14, Remark 4.15].
(iii) ⇒ (iv). We have dimh = dim Ker(deπ) = dimg − dim Im(deπ) = dim G −
dim X = dim H (by (3.5.1)).
(iv) ⇒ (i). See [5, II, §5, Theorem 2.1(vi)].
3.6. Let J be a separable finite-dimensional Jordan algebra over a field k. We denote by J
the affine scheme defined by the vector space J , and by J× the open dense subscheme of
invertible elements of J; thus
J(R) = J ⊗R and J×(R) = (J ⊗R)× for all R ∈ k-alg. (3.6.1)
For the rest of this section, we will always let
G := Str(J ),
which is smooth by Theorem 3.3, act on a suitably chosen G-stable subscheme X of J
containing the unit element x = 1 of J , so that
H := CentG(1) = Aut(J ).
We denote the Lie algebras of G and H by
g = Lie(G) = Strl(J ) and h = Lie(H) = Der(J ).
The orbit map π is just evaluation of an element g ∈ G(R) at 1, and likewise, deπ :g →
Tx(X) is simply evaluation A → A(1) of an element A in the structure Lie algebra at the
unit element of J .
Clearly, J and J× are smooth affine schemes; in fact, a defining function for J× is the
generic norm of J . The defect of J gives rise to functors Jdef and J×def in analogy to (3.6.1)
by
Jdef(R) = Def(J )⊗R for all R ∈ k-alg, and J×def = Jdef ∩ J×. (3.6.2)
Again, Jdef and J×def are smooth and affine, and J×def is open in Jdef. We will also need the
subfunctor of nondefective elements Jnd of J, defined by
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{
x ∈ J(R): there exists y ∈ J(R) such that Tr(x, y) ∈ R×}, (3.6.3)
for all R ∈ k-alg. This is an open (hence smooth) but in general not affine subscheme of J.
To see this, choose a vector space basis v1, . . . , vn of J and define functions fi on J by
fi(x) := Tr(x, vi). Then Jnd is the open subscheme of J defined by the fi in the sense of
[5, I, §1, 3.7], i.e., x ∈ Jnd(R) if and only if R is generated as an ideal by f1(x), . . . , fn(x).
We finally put
J×nd := Jnd ∩ J×. (3.6.4)
From the fact that elements of the structure group preserve invertibility and the bilinear
trace form Tr by Lemma 3.2, it follows that G acts on each of the schemes J×, J×def and J×nd.
3.7. Proposition. If k has characteristic = 2 then the orbit of 1 under G is J×, and H is
smooth.
Proof. Let X = J×. By Proposition 1.9, G(k¯) acts transitively on X(k¯) = (J ⊗ k¯)× so the
first assertion follows from Lemma 3.5(a). Also, T1(X) is canonically identified with the
vector space J because X is open in J. For any given a ∈ J , we have A = 12Va ∈ g, and
deπ(A) = A(1) = 12 (a ◦ 1) = a. Hence H is smooth by Lemma 3.5(b).
3.8. To decide smoothness of the automorphism group in characteristic 2 requires a more
detailed discussion. We remark that Springer [23], in his framework of J -structures, has
also studied this problem. However, his definition of J -structure is rather restrictive and in
characteristic 2 rules out, a priori, the case where the orbit of 1 under the structure group is
not open. For an absolutely simple Jordan algebra, this happens precisely when the algebra
is traceless. Our approach includes these cases and it is simpler than Springer’s since it
uses the result 3.3, not available to him. Until further notice, we assume that
J is simple and k is an algebraically closed field of characteristic 2.
We will use repeatedly the fact that VJ,J ⊂ g (cf. 2.1) and hence
J ◦ J = VJ,J (1) ⊂ Im(deπ). (3.8.1)
3.9. Lemma. If J has nondegenerate bilinear trace form Tr, i.e., Def(J ) = 0, then the orbit
of 1 under G is J×, and H is smooth.
Proof. We apply Lemma 3.5 in case X = J×. By Proposition 1.9, G(k) acts transitively
on X(k), so the first statement follows from Lemma 3.5(a). Also, we have T1(X) = J and
by Corollary 2.6, [L,L] = J ◦ J = Ker(tr) has codimension one in J . Hence by (3.8.1),
it suffices, for deπ to be surjective, to find an element of trace one in the image of deπ .
We remark also that IdJ always belongs to Strl(J ). Now we distinguish the following
cases.
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1 = Id(1) is an element of trace one in the image of deπ .
When the rank is even we use the classification.
Case 2. r = 2. Then J = Jor(k2n, q, ε1 + ε2) is the Jordan algebra of an even-dimensional
quadratic form with base point 1 = ε1 + ε2, n  2. Define A ∈ End(J ) by A(εi) = εi if
i is odd and A(εi) = 0 if i is even. One checks easily that A belongs to the Lie algebra
of the general orthogonal group of q , in fact, b(x,A(x)) = q(x), and hence A belongs to
the structure Lie algebra by the example in 3.1. Now A(ε1) = ε1, A(ε2) = 0, and therefore
A(1) = ε1 which has trace one.
Case 3. r even and 4. Then J = Hr (C, k) is the Jordan algebra of hermitian matrices with
scalar diagonal coefficients over a composition algebra C. The assumption r  4 eliminates
the case where C is an octonion algebra, and the assumption Def(J ) = 0 eliminates the
case C = k. Thus either C = k ⊕ k or C = Mat2(k), the split quaternions. In both cases,
1C = ε1 + ε2 is the sum of two primitive orthogonal idempotents which are interchanged
by the involution of C. One checks easily that every a ∈ Matr (C) defines an element Aa in
the structure Lie algebra by Aa(x) = ax + xa∗, so all Aa(1) = a + a∗ ∈ Im(deπ). Now let
in particular a = ε1e11 where the eij are the usual matrix units. Then a + a∗ = e11 is the
desired element of trace one in the image of deπ .
3.10. Lemma. If J is traceless, i.e., 1 ∈ Def(J ), then the orbit of 1 under G is J×def and H
is smooth.
Proof. Let X = J×def as in (3.6.2). Then 1 ∈ X(k) and the tangent space of X at 1 is just the
vector space Def(J ). By Proposition 1.9, G(k) acts transitively on X(k), so the orbit of 1
under G is X by Lemma 3.5(a). By Proposition 2.7(a), J ◦ J = [L,L] = Def(J ), so H is
smooth by (3.8.1) and Lemma 3.5(b).
3.11. Lemma. Let J have tr = 0 and Def(J ) = 0, and let r := rk(J ). Then the orbit of 1
under G is J×nd and dimh − dim H = r − 1 1; in particular, H is not smooth.
Proof. Let X = J×nd as in (3.6.4). Then 1 ∈ X(k), and by Proposition 1.9, G(k) acts transi-
tively on X(k) so the orbit of 1 is X. Also, T1(X) = T1(J) = J because X is open in J. We
determine the image of the evaluation map deπ :g → J , using the classification. There are
two cases:
Case 1. J = Hr (k), symmetric matrices over k, r  2, with unit element 1 = 1r the r × r
unit matrix, and Def(J ) = Altr (k), the alternating (r × r)-matrices. We claim that
Im(deπ) = k · 1 ⊕ Altr (k). (3.11.1)
For the inclusion from right to left, let eij be the usual matrix units. Then ci = eii (i =
1, . . . , r) is a frame of division idempotents of J and the Peirce space Jij = k · (eij + eji)
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J ◦ J is contained in Im(deπ), and so is 1. To prove the inclusion from left to right, let
A ∈ Strl(J ). Since now Uxy = xyx (matrix product), formula (2.1.1) says
xyA(x)+A(x)yx = A(xyx)− xA(y)x + x(A(1)y + yA(1))x, (3.11.2)
for all x, y ∈ J . Write A(1) =∑l,m αlmelm and A(x) =∑l,m βlmelm as linear combina-
tions of the matrix units. Now put x = y = eij + eji (where i = j ) in (3.11.2), and multiply
the resulting equation with eii on the left and with eji on the right. An elementary matrix
calculation then yields the relation
βij + βij = βij − βji + αjj + αii .
Since A(x) ∈ Hr (k) is symmetric, we have βij = βji . Hence 2 = 0 in k implies αii = αjj ,
so all diagonal coefficients of A(1) are equal, proving the inclusion from left to right in
(3.11.1).
Case 2. J = Jor(k2m+1, q, ε1 + ε2) with m  1. In fact, we can assume m  2 because
Jor(k3, q, ε1 + ε2) ∼= H2(k). Then ε1 and ε2 form a frame of division idempotents of J
whose Peirce space J12 has dimension 2m− 1 3. We claim that
Im(deπ) = Ker(tr). (3.11.3)
Indeed, the inclusion from right to left holds because Ker(tr) = J ◦ J by the second case
of Proposition 2.7(b), and (3.8.1).
Let us prove the inclusion from left to right. From (1.4.1) we obtain ε¯0 = ε0 and Uxε0 =
q(x)ε0 whence Ux,zε0 = b(x, z)ε0, for all x, z ∈ J . In particular, Uε0ε0 = ε0 (because
q(ε0) = 1) and Uε0,zε0 = 0 for all z ∈ J . Now let A ∈ Strl(J ). By (3.2.4), A(ε0) ∈ k · ε0,
which implies [A,Uε0 ]ε0 = 0. Hence (2.1.1) yields
0 = Uε0,A(ε0)ε0 = [A,Uε0 ]ε0 +Uε0U1,A(1)ε0 = 0 +Uε0b
(
1,A(1)
)
ε0
= b(1,A(1))ε0 = tr(A(1))ε0,
which proves the inclusion from left to right in (3.11.3).
Observe that the results of the previous three lemmas also hold for an arbitrary base
field k, provided J is absolutely simple. This follows by passing to the algebraic closure
of k because the structure group commutes with base change, and smoothness of G and
G ⊗ k¯ are equivalent [5, I, §4, 4.1]. We collect our results in the following theorem.
3.12. Theorem. Let J be an absolutely simple finite-dimensional Jordan algebra of rank
r over a field k of arbitrary characteristic. Then Aut(J ) is not smooth if and only if
k has characteristic 2 and J has both nonzero trace and nonzero defect. In this case,
dim Der(J )− dim Aut(J ) = r − 1.
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4.1. Definitions and notations. Let R be a commutative ring and let either C = R or let
C be a composition algebra of constant rank r  2 over R in the sense of [21], with norm
form q and associated bilinear form bq . Thus C is finitely generated and projective of rank
r = 1,2,4,8 as an R-module. If r = 1 and 2 is not a unit in R, then bq is singular, while
in the other cases, it is nonsingular. To cover the case r = 1 as well, we will let B = bq if
r  2, and put B(a, b) = ab in case r = 1, i.e., C = R. As usual, a¯ denotes the involution
of C. For an endomorphism h ∈ End(C) we define h¯ by h¯(a) = h(a¯). We also introduce the
trilinear form 〈a, b, c〉 = B(ab, c¯) on C. Then 〈 , , 〉 behaves as follows under permutation
of its arguments:
〈aσ(1), aσ(2), aσ(3)〉 =
{ 〈a1, a2, a3〉, if σ is even
〈a¯1, a¯2, a¯3〉, if σ is odd
}
. (4.1.1)
This follows from well-known formulas for bq (and is of course trivial in case r = 1).
Consider the Jordan algebra J = H3(C,R) of hermitian matrices over C with scalar
diagonal coefficients which by [17] is generically algebraic of degree 3. Denoting the usual
matrix units by eij , we put ei = [ii] = eii and a[ij ] = a¯[ji] = aeij + a¯eji for i = j and
a ∈ C. There is an action of the symmetric group S3 on J by automorphisms given by
σ(ei) = eσ(i), σ
(
a[ij ])= a[σ(i), σ (j)].
This is easily verified. Let
E := R · e1 ⊕R · e2 ⊕R · e3 ∼= R3
be the subalgebra of diagonal matrices in J . We will denote the subgroup of all g ∈ Aut(J )
fixing E pointwise by M = M(J ). Then S3 acts on M on the right via gσ = σ−1 ◦ g ◦ σ .
Finally, we denote by P the set of all pairs (i, j) in {1,2,3}2 with i = j . Clearly, S3 acts
simply transitively on P by σ(i, j) = (σ (i), σ (j)).
4.2. Lemma. With the above notations, let g ∈ M. For every pair (i, j) ∈ P there exists a
unique gij ∈ O(q), the orthogonal group of q , such that
g
(
a[ij ])= gij (a)[ij ], (4.2.1)
for all a ∈ C. The gij satisfy the relations
gij = gji, (4.2.2)
gij (a)gjk(b) = gik(ab), (4.2.3)〈
gij (a), gjk(b), gki(c)
〉= 〈a, b, c〉, (4.2.4)
for all a, b, c ∈ C and all pairwise different i, j, k. The map g → (gij ) is an isomorphism
η from M to the subgroup S = S(C) ⊂ O(q)P of all tuples (gij )(i,j)∈P satisfying (4.2.2)
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respect to the natural right action of S3 on S, i.e., (gσ )ij = gσ(i),σ (j).
Proof. An element g ∈ M preserves the Peirce spaces Jij = {a[ij ]: a ∈ C}, so there exist
unique gij ∈ GL(C) satisfying (4.2.1). Since g preserves squares and a[ij ]2 = q(a)([ii] +
[jj ]), we have gij ∈ O(q), and (4.2.2) follows from the fact that a[ij ] = a¯[ji]. Finally,
(4.2.3) is a consequence of the formula a[ij ] ◦b[jk] = ab[ik]. Conversely, given (gij ) ∈ S,
define g ∈ GL(J ) by g(ei) = ei and (4.2.1). Then a simple computation shows that g
preserves squares and traces in J . As J is generically algebraic of degree 3, we have
g ∈ Aut(J ) by [17, Theorem 5.1]. The S3-equivariance is clear from the definitions. The
equivalence of (4.2.3) and (4.2.4) for (gij ) ∈ O(q)P satisfying (4.2.2) follows easily from
the definition of 〈 , , 〉 and nondegeneracy of B .
Remark. In [6], A. Elduque introduces the notion of related triples (ϕ0, ϕ1, ϕ2) ∈ O(q)3
by requiring ϕ1(ab) = ϕ0(a)ϕ2(b) for all a, b ∈ C. Any element (gij ) of S(C) gives rise
to related triples, e.g., (g12, g13, g23) or (g31, g32, g12). The approach via related triples
seems less natural because it involves a particular choice of indices. Also, the action of
the symmetric group becomes somewhat cumbersome to describe, and the trilinear form
considered in [6, p. 52] does not satisfy the equivariance property (4.1.1).
4.3. Theorem. Let O be an octonion algebra over a ring R with norm form q , Clifford
algebra Cliff(q) and even part Cliff0(q). Let Spin(q) ⊂ Cliff0(q)× be the spin group and
χ : Spin(q) → O(q) its vector representation.
(a) The maps ϕ,ψ :O → End(O ⊕ O), a → ( 0 la¯
la 0
)
and a → ( 0 ra¯
ra 0
)
, where la and ra
denotes left and right multiplication in O, induce isomorphisms
Φ,Ψ : Cliff(q) ∼=−→ End(O ⊕ O),
which restrict to isomorphisms
Φ0,Ψ0 : Cliff0(q)
∼=−→
(
End(O) 0
0 End(O)
)
.
(b) For (i, j) ∈ P , define homomorphisms ij : Spin(q) → GL(O) by
12(u) = χ(u), Φ0(u) =
(
23(u) 0
0 13(u)
)
,
21(u) = ρ12(u), Ψ0(u) =
(
31(u) 0
0 32(u)
)
,
for all u ∈ Spin(q). Then ρ = (ij )(i,j)∈P : Spin(q) → S(O), u → (ij (u))(i,j)∈P , is
an isomorphism of groups.
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More precisely, we have: for λ1, λ2 ∈ µ2(R) there exists a unique element u in the
centre of Spin(q) such that 23(u) = 32(u) = λ1 IdO, 13(u) = 31(u) = λ2 IdO, and
12(u) = 21(u) = λ1λ2 IdO.
Proof. (a) and (b) are proved in [6, Theorem 1.1] for the case of a base field, but the proof
applies with slight modifications also in case of a base ring. We therefore omit the details.
For part (c), define gij ∈ O(q) by g23 = g32 = λ1 Id, g13 = g31 = λ2 Id and g12 = g21 =
λ1λ2 Id. Then it is easy to verify that g = (gij ) is a central element of S(O), so the assertion
follows from (b).
4.4. Corollary. Let J = H3(O, k) be a reduced Albert algebra over a field k. Define group
functors M ⊂ H = Aut(J ) and S ⊂ O(q)P by M(R) = M(J ⊗ R) and S(R) = S(C ⊗ R)
for all R ∈ k-alg, and let Spin(q) be the spin group as in (2.14.1). Then M, S and Spin(q)
are smooth (in fact, semisimple) algebraic group schemes of dimension 28 over k, and the
maps η of Lemma 4.2 and ρ of Theorem 4.3 induce isomorphisms
η : M ∼=−→ S and  : Spin(q) ∼=−→ S. (4.4.1)
Hence the Lie algebra m of M is isomorphic to the subalgebra s = Lie(S) of o(q)P con-
sisting of all (Aij ) satisfying Aij = Aji and Ail(ab) = Aij (a)b+ aAjl(b), for all a, b ∈ O
and all i, j, l =, and also to the Lie algebra spin(q) of Spin(q), and all three are of di-
mension 28. If k has characteristic p > 0, then these isomorphisms are isomorphisms of
restricted Lie algebras.
Proof. Since the maps η and ρ of 4.2 and 4.3 are compatible with base ring extension, we
have the asserted isomorphisms of group functors. The rest follows from well-known facts
about the spin group of a nondegenerate quadratic form.
4.5. The scheme of frames. With J as above, let F ⊂ J3 be the functor of frames of J ,
i.e., for every R ∈ k-alg, F(R) is the set of complete systems c = (c1, c2, c3) of orthogonal
idempotents of J ⊗ R whose Peirce 2-spaces are R-modules of rank 1. We claim that
F is an affine algebraic k-scheme. Indeed, it is easily seen that the conditions c2i = ci ,
Uci cj = δij ci and c2 + c2 + c3 = 1, which express the fact that c is a complete system of
orthogonal idempotents, define a closed subscheme F′ of J3. Now F ⊂ F′ is singled out by
the conditions that the ci be in addition rank 1 idempotents. Since the Peirce 2-spaces of the
ci are direct summands of J ⊗ R and hence finitely generated and projective R-modules,
their rank functions are locally constant on Spec(R). From this, it easily seen that F is an
open and closed subscheme of F′; in particular, it is affine algebraic.
4.6. Proposition.
(a) F is smooth of dimension 24.
(b) H acts transitively on F and the stabilizer of e = (e1, e2, e3) ∈ F(k) is M. Hence the
dimension of H and of h is 52.
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Corollary 4.6], we must show that the map F′(R) → F′(R/I) induced from the canonical
map R → R/I is surjective, for every ideal I of square zero of R. The kernel of the map
J ⊗ R → J ⊗ (R/I) is a nilideal, so the assertion follows from the well-known lifting of
finite orthogonal systems of idempotents through nil ideals. Now let c = (c1, c2, c3) ∈ F(k).
Then v = (v1, v2, v3) ∈ Tc(F) if and only if c + εv ∈ F(k(ε)), where k(ε) denotes the dual
numbers. It is an easy exercise to show that this is equivalent to the conditions vi = xij +xil
where {i, j, l} = {1,2,3} and xij = −xji ∈ Jij , the Peirce spaces of J with respect to c.
Hence Tc(F) as a vector space is isomorphic to J12 ⊕ J23 ⊕ J13, of dimension 24.
(b) Obviously, H acts on F via g · c = (g(c1), g(c2), g(c3)), and the stabilizer of e is
just M. By conjugacy of frames (cf. the remark after Lemma 1.5), H(k¯) acts transitively on
F(k¯), and H is smooth by Theorem 3.12. Thus we are in the situation of Lemma 3.5 and
conclude that dimh = dim H = dim M + dim F = 28 + 24 = 52.
4.7. From now on, we will always assume that
k is a field of characteristic 2 and J = H3(O, k)
is a reduced Albert algebra over k. As before, we let h = Der(J ) denote the Lie algebra of
H = Aut(J ). By Corollary 2.13, VJ is a simple 26-dimensional ideal of h. Our aim is to
determine the structure of VJ as well as that of the quotient algebra h/VJ . Since tr(ei) = 1,
we have tr(1J ) = 3 = 1 = 0 and therefore J = k · 1J ⊕ J0 where J0 = Ker(tr) ∼= VJ as a
2-Lie algebra.
The following remark will be useful: let L and L′ be p-Lie algebras over a ring R
with pR = 0 and let f :L → L′ be an isomorphism of Lie algebras. If L (and hence L′)
has trivial centre then f is an isomorphism of restricted Lie algebras. Indeed, this follows
easily from the formula ad(x[p]) = (adx)p and the fact that the adjoint representations of
L and L′ are faithful.
4.8. Lemma. We have h = VJ + m and VJ ∩ m = VE is a two-dimensional central ideal
of m.
Proof. Let D ∈ h be a derivation and e an idempotent of J . Then e = e2 implies
D(e) = e ◦D(e). (4.8.1)
Now put D′ := D + VD(e1) and D′′ := D′ + VD′(e2). Then
D = VD(e1) + VD′(e2) +D′′
holds because 2 = 0 in k, and we claim that D′′ ∈ m. Indeed, we have first D′(e1) =
D(e1)+ e1 ◦D(e1) = 0 by (4.8.1). Moreover, e1 ◦ e2 = 0 implies, because D′ is a deriva-
tion, 0 = D′(e1) ◦ e2 + e1 ◦ D′(e2) = e1 ◦ D′(e2). Hence, D′′(e1) = D′(e1) + D′(e2) ◦
e1 = 0, and also D′′(e2) = D′(e2)+D′(e2) ◦ e2 = 0, again by (4.8.1). This shows D′′ ∈ m.
That VJ ∩ m = VE is an easy consequence of the Peirce decomposition of J with respect
to the ei . For D ∈ m and x ∈ E, we have [D,Vx] = VD(x) = 0, so VE is central in m.
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k · IdO ⊕ k · IdO under the isomorphism Φ0.
(a) z ⊂ spin(q) is the centre of spin(q), VE is the centre of m, and there are isomorphisms
of 2-Lie algebras
h/VJ
φ1−→ m/VE φ2−→ spin(q)/z φ3−→ o′(q)/k · IdO φ4−→ H4
(
Qs , k
)
0/k · 14,
(4.9.1)
where H4(Qs , k)0 denotes the subspace of trace 0 elements in the Jordan algebra of
4×4 hermitian matrices with scalar diagonal entries over the split quaternion algebra
Qs = Mat2(k). In particular, the quotient h/VJ is a simple Lie algebra, which is up to
isomorphism independent of the Cayley algebra O.
(b) VJ is the unique proper nonzero ideal of h.
Proof. (a) The isomorphism φ1 is clear from Lemma 4.8. We next establish φ3. By The-
orem 4.3(c), Spin(q) contains µ2 × µ2 as a central subgroup, and the Lie algebra of this
is z because k has characteristic 2 and therefore Lie(µ2) = k. Thus z is a central subalge-
bra of spin(q). Also, k · 1 = Ker(χ˙) ⊂ z. Hence χ˙ (z) is a central ideal of dimension 1 in
χ˙ (spin(q)) = o′(q), cf. 2.14. By Proposition 2.15(b), o′′(q) := o′(q)/k · IdO is a simple
Lie algebra. Hence can(χ˙(z)) = 0 in o′′(q) where can :o′(q) → o′′(q) denotes the canon-
ical map, so we have χ˙ (z) = k · IdO, and therefore spin(q)/z ∼= o′′(q). This establishes
φ3, and also shows that z equals the centre of spin(q). By Lemma 4.8, VE is a two-
dimensional central ideal of m. By Corollary 4.4, we have a Lie algebra isomorphism
ψ = Lie(ρ−1 ◦ η) :m → spin(q), which of course preserves centres, so VE equals the cen-
tre of m. Now ψ induces the isomorphism φ2. Finally, φ4 follows from Proposition 2.15(a).
(b) Let a be a proper nonzero ideal of h and can :h → h/VJ the canonical map. Then
can(a) ⊂ h/VJ is either zero or h/VJ , so either a ⊂ VJ or a + VJ = h. The first case
yields a = VJ because VJ is simple, so we must derive a contradiction from the second
case. By simplicity of VJ , we have a ∩ VJ = 0, so h = a ⊕ VJ (direct sum of ideals)
and therefore dima = 26. We also have m ∩ a = 0, otherwise dimh  dimm + dima =
28 + 26 which is impossible. Choose 0 = D ∈ m ∩ a. Because D annihilates the ei , there
exist i = j and x ∈ Jij such that D(x) = 0, and D(x) ∈ Jij , because the elements of
m stabilize the Peirce spaces. This implies ei ◦ D(x) = D(x) = 0. On the other hand,
[D,Vx] = VD(x) ∈ [a,VJ ] = 0, because h = a⊕VJ is a direct sum of ideals, and therefore
also VD(x)(ei) = ei ◦D(x) = 0, contradiction.
Remarks.
(i) The isomorphism (4.9.1) was also pointed out to us by A. Elduque with a different
proof.
(ii) We remind the reader that the above theorem deals only with reduced Albert alge-
bras. When J is a division algebra, it is clear, by passing to the algebraic closure,
that h/VJ is still a simple Lie algebra, but it is not clear whether it is isomorphic to
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division algebra, as is seen by passing to the algebraic closure of k.
4.10. Schafer’s isomorphism. Let Os be a split Cayley algebra and Q a quaternion al-
gebra over k. In [22], Schafer and Tomber prove that there is a Lie algebra isomorphism
Σ : H3(Os , k)0 → H4(Q, k)0/k · 14, where the subscript 0 indicates the spaces of trace zero
elements. We now give a more convenient description of this isomorphism.
Let Os = Q ⊕ Q be the Cayley–Dickson double of Q, with multiplication, involution
and norm given by
(u, v) · (z,w) = (uz +wv¯, u¯w + zv), (u, v) = (u¯,−v),
q(u, v) = uu¯− vv¯. (4.10.1)
There is a natural embedding of H3(Q, k)0 into H4(Q, k)0 by adding a row and column of
zeros. We extend this to a linear map f : H3(Os , k) → H4(Q, k)0 by
f
([ii]) := [ii] + [44], f ((u, v)[ij ]) := u[ij ] + v[k4], (4.10.2)
where {i, j, k} = {1,2,3}. Note that this is well defined: we have a[ij ] = a¯[ji] for a ∈ Os ,
but because of (4.10.1) and 2 = 0 also f (a[ij ]) = f (a¯[ji]). Now it is easy to compute that
f behaves as follows with respect to squaring and circle products, where a = (u, v) ∈ Os
and i, j, k ∈ {1,2,3}:
f
([ii]2)= f ([ii])2, (4.10.3)
f
(
a[ij ]2)= f (a[ij ])2 + vv¯ · 14, (4.10.4)
f
(
a[ij ] ◦ b[jk])= f (a[ij ]) ◦ f (b[jk]) ({i, j, k} = {1,2,3}), (4.10.5)
f
([ii] ◦ [jj ])= f ([ii]) ◦ f ([jj ]), (4.10.6)
f
([ii] ◦ a[jk])= f ([ii]) ◦ f (a[jk]). (4.10.7)
Let x = ∑3i=1 ξi[ii] + ∑1i<j3 aij [ij ] ∈ H3(Os , k), where aij = (uij , vij ) ∈ Q ⊕ Q.
Then (4.10.3)–(4.10.7) imply
f
(
x2
)− f (x)2 = ( ∑
1i<j3
vij vij
)
· 14.
Now it is clear that
Σ : H3
(
Os , k
)
0
f−→ H4(Q, k)0 can−−→ H4(Q, k)0/k · 14
is a vector space isomorphism preserving the squaring, and hence is an isomorphism of
restricted Lie algebras.
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algebra, and let J = H3(O, k) and J s = H3(Os , k) be the corresponding reduced and split
Albert algebras over k. We identify the 2-Lie algebra J0 = Ker(tr) with VJ under the map
x → Vx as in 4.7, and similarly for J s .
(a) There is an isomorphism of restricted Lie algebras
ψ := Σ−1 ◦ ϕ :h/VJ ϕ−→ H4(Q, k)0/k · 14 Σ−1−−−→ J s0 , (4.11.1)
obtained by composing the isomorphism ϕ := ϕ4 ◦ ϕ3 ◦ ϕ2 ◦ ϕ1 of Theorem 4.9(a) with
the inverse of Schafer’s isomorphism Σ .
(b) If O is an octonion division algebra then h/VJ is not isomorphic to VJ as a Lie alge-
bra.
Proof. (a) This is evident from 4.10 and Theorem 4.9(a).
(b) Assume that h/VJ ∼= VJ . Then J0 ∼= VJ ∼= h/VJ ∼= J s0 (by (4.11.1)) as Lie algebras.
Since J0 and J s0 are, by Corollary 2.13, simple Lie algebras, they have trivial centres.
Hence J ∼= J s follows from [17, Corollary 5.3(b)]. Now the Albert–Jacobson theorem
[20] implies that O ∼= Os is split.
4.12. Remark. The results of Theorem 4.9 and Corollary 4.11(a) can also be obtained by
computational algebra techniques contained in the first author’s PhD thesis, see [1]. This
computational approach allows a detailed description (involving root space decomposition
relative to a Cartan subalgebra) of the ideal VJ and also of the quotient algebra Der(J )/VJ
for a general octonion algebra. The split case is contained in [1]. The main routines of [1]
where published in the more handy reference [2].
4.13. The homomorphism β : H→Hs . We keep the notations and assumptions of Corol-
lary 4.11. The isomorphism ψ induces an isomorphism between Aut(h/VJ ) and Aut(J s0 ),
where Aut refers to the algebraic group of Lie algebra automorphisms. In view of the re-
mark made in 4.7 and our previous results, this is also the group of automorphisms in the
restricted sense. By [17, Corollary 5.4], we have a further isomorphism
Aut
(
J s0
)∼= Hs := Aut(J s), (4.13.1)
which assigns to an automorphism g0 of J s0 ⊗ R the R-linear extension to J s ⊗ R =
R ·1⊕ (J s0 ⊗R) fixing the unit element, for all R ∈ k-alg. Composing these isomorphisms,
we obtain an isomorphism
ϑ : Aut(h/VJ )
∼=−→ Hs . (4.13.2)
The group H acts by 2-Lie algebra automorphisms on its own Lie algebra h via the adjoint
representation Ad, and VJ is stable under Ad H. Hence we have an induced homomorphism
α : H → Aut(h/VJ ), and by composing with ϑ we obtain a homomorphism
β = ϑ ◦ α : H α−→ Aut(h/VJ ) ϑ−→ Hs .
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I := Ker(β), β˙ := Lie(β) and i := Lie(I) = Ker(β˙),
and recall that an algebraic group G over a field k is called infinitesimal if G(K) = {1} for
every field K ∈ k-alg [5, II, §4, 7.1].
4.14. Theorem.
(a) For D ∈ h = Der(J ) we have
β˙(D) = Vψ(can(D)) ∈ hs , (4.14.1)
where can :h → h/VJ is the canonical map, ψ is as in (4.11.1), and hs = Lie(Hs) =
Der(J s). Hence Ker(β˙) = VJ and Im(β˙) = VJs .
(b) I is an infinitesimal group with Lie algebra i = VJ .
(c) β is faithfully flat, so the sequence
1 → I ↪→ H β−→ Hs → 1 (4.14.2)
is exact in the flat topology.
Proof. (a) It is a standard fact that Lie(Ad) = ad. Hence for D,D′ ∈ h we have, putting
α˙ = Lie(α),
α˙(D)(D′ + VJ ) = [D,D′] + VJ = [D + VJ ,D′ + VJ ],
i.e., α˙(D) = adh/VJ (can(D)). Since ψ is an isomorphism of Lie algebras, this implies
ψ ◦ α˙(D) ◦ ψ−1 = adJ s0 (ψ(can(D)) ∈ Der(J s0 ). From the description of the isomorphism(4.13.1) it follows at once that the corresponding isomorphism Der(J s0 ) ∼= Der(J s) on
the Lie algebra level is just the k-linear extension ∆˜ of ∆ ∈ Der(J s0 ) to J s satisfying
∆˜(1J s ) = 0. Now adJ s0 (x) · y = x ◦ y = Vx(y) for all x, y ∈ J s0 and Vx(1) = 2x = 0, so
the extension of adJ s0 (x) to J
s is Vx . For x = ψ(can(D)) we obtain formula (4.14.1). The
statements about kernel and image of β˙ follow from the isomorphism ψ of (4.11.1) and
the fact that J s = k · 1 ⊕ J s0 with J s0 ∼= VJs under x → Vx , cf. 4.7.
(b) For I to be infinitesimal, it suffices that I(K) = {1} for an algebraically closed
field K . It is known [23, 14.20–14.25] that H is a group of type F4, in particular, it is
an almost simple connected algebraic k-group with trivial centre (in the sense of group
schemes). Hence by [24], the group H(K) of K-rational points is a simple abstract group.
It follows that the homomorphism βK : H(K) → Hs(K) is either constant or injective. The
first alternative would imply, since H is smooth by Theorem 3.12, that Lie(β) = 0 which
is not the case. Hence βK is injective and therefore I(K) = Ker(βK) = {1}.
(c) Let H′ := H/˜ I be the quotient sheaf and π : H → H′ the canonical homomorphism.
By [5, III, §3, 5.6, 2.7, 2.6], H′ is a smooth affine group scheme and π is faithfully flat.
Moreover, by [5, III, §3, 1.6], β factors as β = ι◦π where ι : H′ → Hs is a monomorphism.
180 P.A. Bjerregaard et al. / Journal of Algebra 285 (2005) 146–181By Lemma 4.8 and smoothness of H and Hs , both groups have dimension 52, and dim H′ =
dim H − dim I (by [5, III, §3, 5.5(a)]) = dim H, because I as an infinitesimal group has
dimension zero. Now Lie(ι) : Lie(H′) → Lie(Hs) is injective and H′ and Hs are smooth of
the same dimension, so Lie(ι) is bijective. It follows that ι is an open embedding [5, II, §5,
5.5(b)]. But Hs is connected, so ι is an isomorphism. This completes the proof.
Remark. By [4, Lemma 3.7, Corollary 3.11], β is the special isogeny between an isotropic
group of type F4 and the split group of type F4.
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