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ABSTRACT OF THE THESIS 
 
 
Experimental Implementation of Distributed Average Tracking for Heterogeneous 
Physical Agents Using Neighbors’ Positions 
 
 
by 
 
 
Qianjun Liu 
 
Master of Science, Graduate Program in Electrical Engineering 
University of California, Riverside, March 2019 
Dr. Wei Ren, Chairperson 
 
 
 
 
        The focus of this thesis is on average tracking algorithm implementation for a group 
of heterogeneous physical agents consisting of single-integrator, double-integrator and 
Euler-Lagrange dynamics. In the algorithms, each agent is able to track the average of the 
time-varying reference inputs, where each agent has access to only its own position, its 
own input signals and the relative positions between itself and its neighbors. The 
algorithms are experimentally implemented on a multi-robot platform under an undirected 
communication topology. Simulation results and the experimental results based on the 
multi-robot platform are shown to validate the proposed algorithms. Finally, the error in 
simulation and experiment is analyzed based on experimental environment and robot 
characteristics. 
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Chapter 1 
Introduction 
Distributed average tracking has been a popular topic in recent years due to the 
significant research applied in the fields as autonomous driving, unmanned aerial vehicle, 
collaborative robot system. When the research keeps going, the situations that robots have 
more complex dynamics are needed to be faced. 
This thesis presents the application on robot platform of the algorithm that for a 
group of heterogeneous physical agents consisting of single-integrator, double-integrator 
and Euler-Lagrange dynamics, each agent tracks the average of multiple time-varying 
reference inputs using only local information and local interaction of the agents. The 
algorithm is implemented in the ROS of Linux system based on Advanced Robot Interface 
for Application (ARIA). And the main framework and network connection used the tools 
in ARIA and was programed in C++. The formation and the algorithm application was 
programmed in python and applied to the multi-robot experimental platform built on 
Pioneer 3-AT robots. The simulation and the experiments are done for five heterogeneous 
physical agents under an undirected communication topology. At last, the simulation and 
the experiment results are provided to validate the algorithm. 
 
 
 
 2
1.1 Literature Review 
Researchers have done excellent work on distributed average tracking for single-
integrator systems [1-4], double-integrator systems[5], Euler-Lagrange systems [6] and 
nonlinear systems [7]. A proportional algorithm and a proportional-integral algorithm were 
proposed in [1] to achieve distributed average tracking for agents with single-integrator 
dynamics under constant or slowly-varying inputs. Then the proportional-integral 
algorithm was extended in [2] for distributed average tracking even in the presence of 
initial errors. In [3], the authors proposed a distributed nonsmooth control algorithm for a 
team of agent with single-integrators to track the average of multiple time-varying 
reference signals with bounded derivatives. Furthermore, the nonsmooth algorithm was 
extended into double-integrator dynamics [5] and Euler-Lagrange systems [6]. Recently, a 
linear distributed average tracking algorithm was proposed in [4] for single-integrator 
dynamics, which is experimentally implemented on a multi-robot platform. Considering 
more complex systems, the authors in [7] introduced a distributed average tracking 
algorithm for systems with heterogeneous unknown nonlinear systems. However, in 
practice, we might have to employ multiple robots with different abilities to accomplish 
task, so the situations that the group of robots have different dynamics are needed to be 
faced. Ref. 8 [8] addresses distributed average tracking for a group of heterogeneous 
physical agents consisting of single-integrator, double-integrator and Euler-Lagrange 
dynamics. Here, the goal if this thesis is to implement the algorithm in [8] on multi robot 
platform. In literature, ground robot platforms are most used to validate the proposed 
algorithms. In [9], considering distributed containment control, the authors showed both 
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simulation results and experimental results on a multi-robot platform to validate the 
theoretical results. Experimental results and the simulation on a formation control 
application are showed in [10] to validate one proposed proportion tracking algorithm. 
Distributed average tracking algorithm for single-integrator dynamics was implemented on 
multi-ground-robot platforms in [4].  
The algorithms proposed in [8] about distributed average tracking for 
heterogeneous agents using neighbors’ position are implemented and validated in this 
thesis. The algorithms will be simulated in MobileSim and tested on multi-robot 
experimental platform. 
 
 
1.2 Problem Statement 
This thesis introduced the situation of distributed average tracking for a group of 
heterogeneous physical agents consisting of single-integrator, double-integrator and Euler-
Lagrange dynamics. The algorithms require each agent to have access to only its own 
position and the relative positions between itself and its neighbors. In this thesis, we 
consider five robots denotes by A, B, C, D and E where A, B are agents with double-
integrator dynamics, C and E are agents with Euler-Lagrange dynamics and D is agent with 
single-integrator dynamics. The five agents are trying to track the average of multiple time-
varying references.  
Suppose there is a heterogeneous multi-agent system consisting of  𝑁  physical 
agents. Where the index set has been defined as  {1, …, 𝑁 }. The agents are set as single-
 4
integrator, double-integrator dynamics and Euler-Lagrange dynamics. With the 
consideration of the generality, the single-integrator agents are labeled as 1, …, 𝑀  , 
where the dynamics is described by 
𝑥
.
௜ = 𝑢௜，       𝑖 = 1, … , 𝑀 − 1                                          (1) 
The double-integrator agents are labeled as 𝑀, …, 𝑁ᇱ − 1, with dynamics described by     
                        𝑥௜
.
= 𝑣௜ ,   𝑣
.
௜ = 𝑢௜ ,     𝑖 = 𝑀, . . . , 𝑁′ − 1                                       (2) 
Agents with Euler-Lagrange dynamics are labeled as 𝑁ᇱ, …, 𝑁, with dynamics described 
by 
                       𝑀௜(𝑥௜)𝑥
..
௜  +  𝐶௜(𝑥௜ , 𝑥
.
௜)𝑥
.
௜  +  𝑔௜(𝑥௜)  =  𝑢௜ ,    𝑖 =  𝑁′, . . . , 𝑁,                       (3) 
where 𝑥௜(𝑡) ∈ ℝ𝔭 is 𝑖th agent’s position, 𝑣௜(𝑡) ∈ ℝ𝔭 is 𝑖th agent’s velocity and 𝑢௜(𝑡) ∈ ℝ𝔭 
is 𝑖th agent’s control input. 𝑀௜(𝑥௜) is the 𝔭 × 𝔭 symmetric inertia matrix, 𝐶௜(𝑥௜ , 𝑥
.
௜)𝑥
.
௜ is the 
Coriolis and centrifugal force, and 𝑔௜(𝑥௜) is the vector of gravitational force. The Lagrange 
dynamics can be rewritten as in (1), i.e.,  
              𝑀௜(𝑥௜)𝜒 + 𝐶௜(𝑥௜ , 𝑥
.
௜)𝜓 +  𝑔௜(𝑥௜) =  𝑌௜(𝑥௜ , 𝑥
.
௜ , 𝜒, 𝜓)𝜃௜ , ∀𝜒, 𝜓 ∈ ℝ𝔭,                (4)  
where 𝑌௜ ∈ ℝ𝔭×𝔭ഇ is the regression matrix and 𝜃௜ is the unknown but constant parameter 
vector.  
            The reference input 𝑟௜(𝑡) ∈ ℝ𝔭, ∀𝑖 ∈ 𝐼  and its velocity 𝑣௜௥(𝑡) ∈ ℝ𝔭  are bounded. 
Here the goal like in [1] is to design 𝑢௜(𝑡) for agent 𝑖 ∈ 𝐼, to track the average of the 
reference inputs, i.e.,  
                lim
௧→ஶ
∥ 𝑥௜(𝑡) −
ଵ
ே
෍ 𝑟௝(𝑡)
ே
௝ୀଵ
∥= 0                                                      (5) 
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In this thesis, an average tracking problem for a team of heterogeneous agents is 
studied, where each agent uses local information to calculate the average of individual 
time-varying reference inputs, one per agent. The communication topology is shown in Fig. 
1.1. They can only communicate with their neighbors as indicated in this topology. 
 
 
 
 
 
 
 
                 Figure 1.1: Communication topology of agents 
 
 
1.3 Outlines for Chapters 
Chapter 1 shows the related research on multi-agents tacking area and the problem 
statement of the algorithms to be implemented in this thesis. 
Chapter 2 shows the mathematical expression of the algorithms derived in [8]. 
Chapter 3 is about the hardware and the software used in this thesis. 
Chapter 4 is mainly about my work and contributions in the research. 
Chapter 5 introduced the multi-robot experimental platform. It also includes the 
robot introduction used in experiments. 
1 2 
3 
4 5 
 6
Chapter 6 provides simulation results, experimental results. 
Chapter 7 covers the conclusion and future work. 
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Chapter 2 
Algorithms Introduction 
 
2.1    Notations and Preliminaries 
            Throughout the paper, ℝ denotes the set of all real numbers. The transpose of 
matrix 𝐴 and vector 𝑥 are shown as 𝐴்  and 𝑥் , and sgn(·) denotes the signum function 
defined componentwise like in Figure 2.1.  
 
Figure 2.1 Sign function schematic diagram 
            In the framework, the topology is described by the undirected graph G =  △ (𝑉, 𝐸) is 
which is shown in Fig 1.1. 𝑉  =  △ {1, … , 𝑁} is the node set and 𝐸 ⊆  𝑉 × 𝑉 is the edge set.  
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2.2    Algorithms 
To achieve goal (5), where each agent is required to have access to only its own 
position and the relative position between itself and its neighbors. In the following, the 
algorithms are described as in [1]. 
For agents with single-integrator dynamics, the control input 𝑢௜ is designed as 
𝑢௜ = −𝛽௜sgn ቈ෍ ൫𝑥௜ − 𝑥௝൯
௝∈ே೔
቉ − (𝑥௜ − 𝑟௜) + 𝑣௜௥ ,        𝑖 = 1, . . . , 𝑀 − 1      (6) 
         For agents with double-integrator dynamics, the control input 𝑢௜ is designed as 
                   𝑢௜ = −𝛽௜sgn ቎ ෍ ൫𝑥௜ − 𝑥௝൯
௝∈ே೔
቏ − ෍ ൫𝑥௜ − 𝑥௝൯
௝∈ே೔
− (𝑥௜ − 𝑟௜) 
                             −2(𝑣௜ − 𝑣௜௥) + 𝑎௜௥ ,                                                       𝑖 = 𝑀, . . . , 𝑁′ − 1      (7)             
             For agents with Euler-Lagrange dynamics, the control input 𝑢௜ is designed as 
                   𝑢௜ = 𝑌௜(𝑥௜ , 𝑥
.
௜ , 𝑞௜ , 𝑞
.
௜)𝜃
∧
௜ − 𝛼𝑠௜ − ෍ ൫𝑥௜ − 𝑥௝൯
௝∈ே೔
,         
                   𝑝
.
௜ =  𝑞௜ 
                   𝑞
.
௜ = −𝛽௜sgn ቈ෍ ൫𝑥௜ − 𝑥௝൯
௝∈ே೔
቉ − (𝑥௜ − 𝑟௜) − 2(𝑣௜ − 𝑣௜௥) + 𝑎௜௥ ,      
                 𝑠௜ = 𝑥
.
௜ − 𝑞௜ + 𝑥௜ − 𝑝௜,                                                                                     (8) 
                𝜃
∧
௜ = −𝑌௜(𝑥௜ , 𝑥
.
௜ , 𝑞௜ , 𝑞
.
௜)்𝑠௜ ,                                                                𝑖 = 𝑁ᇱ − 1, … , 𝑁. 
In (6), (7), (8), 𝛼 and 𝛽௜ are positive constant gains to be designed. sgn is the sign function. 
𝑎௜௥  is the acceleration of the reference. For (8), 𝜃
∧
௜  is the estimate of the unknown but 
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constant parameters, 𝑠௜  are defined as above. 𝑌௜(𝑥௜ , 𝑥
.
௜ , 𝑣௜ , 𝜈௜) is the regression matrix to 
rewrite the Lagrange dynamics as in (4). 𝑁௜ is the set of 𝑖th agent’s neighbors. 
Additionally, as in [1], under the control law given by (6)-(8) for the system 
defined in (1)-(3), distributed average tracking goal (5) is achieved asymptotically, 
provided that assumptions that the topology graph G is connected and the reference input 
𝑟௜(𝑡) ∈ ℝ𝔭, ∀𝑖 ∈ 𝐼 and its velocity 𝑣௜௥(𝑡) ∈ ℝ𝔭 are bounded The control gain 𝛽௜ is chosen 
such that 𝑚𝑖𝑛௜∈ூ𝛽௜ < 𝑟
⇀
 +  𝑣௥
⇀
 and 𝛼 > 0. For the equation here, the 𝑟
⇀
 is position vector of 
the reference, and the 𝑣௥
⇀
 is the velocity vector of reference. 
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Chapter 3 
Hardware and Software 
 
3.1    Hardware 
              The hardware listed below are what has been used in the thesis 
1. Robots- The robots are Pioneer 3-AT which has an on-board computer. It is a 
four wheels drive robotic platform. The connection between the on-board 
computer and the motor has already been set up by the serial port connection. 
Besides, it is equipped with one battery, emergency stop switch, wheel 
encoders and a microcontroller with ARCOS firmware. 
 
Figure 3.1 One of the robots used in experiment 
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2. On-board computer - The Pioneer 3AT robot is equipped with a Covalent Q87 
mini-ITX single board computer. The Ubuntu 16.04 LTS system has installed 
on the on-board computer. The computer has the CPU as intel core 2 duo, 
P8400 and 2GB RAM. The disk size is 150GB. 
3. WiFi-Router - The WiFi-Router is used to provide the center computer and 
on-board computer with the network. 
4. Center Computer - A laptop with Ubuntu 16.04.3 LTS has been set as the 
central computer to send the center command to the five client robots which 
have been connected into the same network. 
5. WiFi repeater – The WiFi repeater is used to extend the network to the 
experimental ground, in order to make sure the robot can assign the same local 
network as the host computer do. 
6. Board car – The board car is used to carry the heavy robot from the lab room 
to the experimental ground. 
               As shown in figure 3.2, the hardware architecture is built on the multi-robot 
system with five robots, each robot has an on-board computer with Ubuntu 16.04. ARIA 
library, which is able to send command to the pioneer 3 AT robot, has been installed on 
the computer. So that the robot can drive the motor and wheels as the algorithm designed. 
At higher level, the laptop with Ubuntu 16.04 will connect to the same local network as the 
robots’ on-board computers do through the WiFi Router. 
 12
 
Figure 3.2    The system hardware architecture 
 
3.2    Software 
The software listed below are what has been used in the thesis 
1. Operation system –Linux Ubuntu 16.04.3 LTS is installed on both the center 
computer and the on-board computers. 
2. ARIA library – ARIA, programmed by C++, is Mobile Robots’ Advanced 
Robot Interface for Application which has been offered by the pioneer 3. 
ARIA can dynamically control pioneer 3's velocity through simple low-level 
commands. ARIA also receives odometric position estimates sent by the robot 
platform.  
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3. MobileSim – It is a simulation software which has been built in the ARIA. It 
is used to debug the code, build the virtual environments, and test the 
algorithms. 
4. ROS - The Robot Operating System (ROS) is a flexible framework for writing 
robot software. It is a collection of tools, libraries, and conventions that aim to 
simplify the task of creating complex and robust robot behavior across a 
variety of robotic platforms. 
5. TeamViewer – TeamViewer is the desktop remote control tool, the usage of it 
is easily login to the robot computer remotely. 
 
 
Figure 3.3 Simulation on MobileSim 
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The software architecture mainly follows the ROS Aria guide to set the library. 
During the setup of the ROS, first the source list file was created. After the installation, it 
needs to initialize the rosdep, the system cleaner, that the environment can be setup with 
the Aria workspace. And the source bash needs to be added into the login file which will 
save time to run that code every time. After the operating system and the ROS are ready 
on both the on-board computer and the host computer. The user should be put into the 
dialout group which will give the user the permission to get the access to serial port. Also, 
the SSH server configuration is modified that will make the login more convenient. Go 
through all the software using, the main work is to let the algorithm can be applied to the 
robot and capture the result and post out. For this direction the algorithm got through the 
ROS ARIA installed on the robot on-board computer to the pioneer 3 robot then drive itself 
to move. The result has been posted on the rostopic window.  
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Chapter 4 
My work and Contribution 
                In this thesis, the robot experimental platform has been and modified, the 
connection between host and client has been established. The theoretical algorithms were 
transformed into practice. The simulation and the experimental results are given to validate 
the algorithms. 
 
 
4.1    The Multi-robot Experimental Platform 
Establishment and Improvement 
          First, the Ubuntu system has been installed on the center computer and five on-
board computers. The ARIA library which is the main C++ library used to control the robot 
is installed on the 5 on-board computers and the main computer. Based on the architecture 
introduced in 3.1, the system allows the 5 five robots run the algorithms at the same time 
and communicate with neighbors through the center computer. The position capture is done 
by the robot inbuilt odometer. The robot ROSARIA library gives the possibility to capture 
the angular velocity, the linear velocity and the pose as time goes on. Then time command 
in ROS is used to create a new time line for the system. The system subscribes the topic 
created by ROS about robot positions and velocities, which will be shown on the command 
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window. In order to avoid communication delay, the robots need to start working at the 
same time. That is the reason why a center computer is needed to guarantee each agent start 
the algorithm at the exact time. This part will be described in detail in chapter 4.2. 
 
 
Figure 4.1: The Multi-robot Experimental Platform in Coven Lab 
 
 
4.2      The Connection Between Host and Client  
                 The connection between the host and the client should be setup before the 
running of the algorithm. The launch file is built to get the SSH access to each robot. At 
first, the easy code like the “SSH@” is used to log in the one robot to set the connection. 
Then robot will have access to the file and software in the target computer, but If the 
registration on different computer at different time, it just not fit the thesis requirement but 
make the robot into the different time line, which will let to the unfit reference and the 
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different velocity control. So the launch file is made to launch the five robots at the same 
time, for the launch file the laptop can just connect to the robots with the password, in other 
words, it means host have to login to make the connection before the launch step. To solve 
the problem here, host should be added into the robots’ on-board computer free password 
list. The SSH key to add the target laptop into each robot onboard computer can realize the 
no -password login which will make the launch five robot at the same time realized. And 
the IP address was written as the designed ones on each computer include the host and the 
client. And all the network connection is under the same local net provided by the WiFi-
Router. Finally, when the robot starts, agents will auto connect to the WiFi-Router, then 
the center computer can just easy launch at five robots. And the center computer is what 
only need to control during the algorithm running. The communication state program was 
built to set the undirected graph as the communication relations. It is been designed as a 
matrix whose dimensions are 5 for the easy change for the communication relation. During 
the launch, the launch information is designed as the number of the robot, the launch mode 
of the robot like doing the simulation on the MobileSim or launch the algorithm on the real 
robot, the position value of the robot and the communication port of the robot.  
 
 
 
4.3      Theory Transformation into Practice 
For validation of the theory, the theory needs to be transformed into practice. 
The reference is designed as 𝑟௜ = ቂ
଴.ହ௜
ଷ
𝑡, 0.5𝑖𝑐𝑜𝑠 ቀ଴.ଵ
ଷ
𝑡ቁ − 0.5ቃ
்
,  𝑖 is the index number of 
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the robot from 1 to 5. Note that the references we designed have time-varying velocities 
and time-varying accelerations. 
 
Figure 4.2: A scene from the experiment 
                 The hand point based on feedback linearization will be introduced here. Because 
the robot has the control input as (𝑣, 𝑤)், which has been considered as linear velocity and 
angular velocity. But the real handle position for the robot is not the center of the robot. A 
new hand position is set up for the robot instead of the center as the representation of the 
robot.  
                              ൬𝑥
.
௛
𝑦
.
௛
൰  =  ൤cos(𝜃) −𝐿sin(𝜃)sin(𝜃) 𝐿cos(𝜃) ൨ ቂ
𝑣
𝑤ቃ                                 (9) 
𝑥
.
௛ is the velocity of hand point on 𝑥 axis. 𝑦
.
௛ is the velocity of hand point on y axis. 𝜃 is 
the constant parameters to represent angle as in the Figure 4.3. 𝑣 is the constant parameters 
to represent linear velocity. 𝜔 is the constant parameters to represent angular velocity. L is 
the distance between the hand point with the center position informed in Figure 4.3.  
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Figure 4.3 The hand point of robot 
Based on the feedback linearization, a new hand position is calculated for the 
robot instead of the center as the representation of the robot. It can be assumed that the 
(𝑥௜ , 𝑦௜)  as the inertial frame, (𝑥ோ , 𝑦ோ)  as the robot frame. The robot position be like 
(𝑥, 𝑦, 𝜃)். For the differential drive robot, the kinematic equation. 
                                   𝑥
.
 =  𝑣cos(𝜃)                                                                       (10) 
                                   𝑦
.
 =  𝑣sin(𝜃)                                                                       (11) 
                                   𝜃
.
 =  𝜔                                                                                (12) 
    𝑥 is the position of robot on 𝑥 coordinate.  𝑦 is the position of robot assumed 
here on 𝑦 coordinate. Form these equations as the transform matrix as 
                                                  ቌ
𝑥
.
𝑦
.
𝜃
.
ቍ  =  ൭
cos(𝜃)
sin(𝜃)
0
  
 0
 0
 1
൱ ቀ𝑣𝑤ቁ                                               (13)   
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For the hand position, assume it as (𝑥௛, 𝑦௛)், And the distance between the hand point with 
the center position is marked it as 𝐿  in the Figure 4.3. After the homogeneous 
transformation, the coordinate representation should be like     
                                                          𝑃௛ூ  =  𝑂𝑃
⇀
ூ  +  𝑅ோூ 𝑃𝑃௛
⇀ ோ
                                                  (14) 
=  ቂ
𝑥
𝑦ቃ  +  ൤
cos(𝜃) −sin(𝜃)
sin(𝜃) cos(𝜃) ൨ ቂ
𝐿
0ቃ                   (15) 
                                                                         =  ൤𝑥 +  𝐿cos
(𝜃)
𝑦 +  𝐿sin(𝜃)൨                                               (16)     
As the 𝑃௛ூ  is designed to be represent as (𝑥௛, 𝑦௛)்  , the 𝑅ோூ  is the transformation matrix 
from robot point to hand point. The derivation for the (𝑥௛, 𝑦௛)் can should be like  
𝑥
.
௛  =  𝑥
.
 +  𝐿൫−sin(𝜃)൯𝜃
.
                                        (17)                               
𝑦
.
௛  =  𝑦
.
 +  𝐿൫cos(𝜃)൯𝜃
.
                                                 (18) 
൬𝑥
.
௛
𝑦
.
௛
൰  =  ൤cos(𝜃) −𝐿sin(𝜃)sin(𝜃) 𝐿cos(𝜃) ൨ ቂ
𝑣
𝑤ቃ                                 (19) 
                                       ൤cos(𝜃) −𝐿sin(𝜃)sin(𝜃) 𝐿cos(𝜃) ൨
ିଵ
𝑢௜  =   ቂ
𝑣
𝑤ቃ                           （20） 
The hand position can be used as the control point to apply into the platform. 
 
 
 
 
 
 21
 
Chapter 5 
Architecture of Experimental Platform 
 
5.1    Multi-robot Experimental Platform based on 
Pioneer3AT 
The Multi-robot experimental platform is built based on Pioneer3AT. Each robot 
has an embedded computer. The HDMI port to was used to connected to a monitor to edit 
files on the on-board computer. After that the SSH can be used to login the on-board 
computer from host computer. Mainly, like in Figure 3.2, the whole group of robots has 
connected to the WiFi-Router, like in Figure 4.1, there are five robots which used to form 
the experimental platform. When start a new algorithm, first is to start the robots make 
them power on. And agents will connect to the local network which is the same as the 
center computer has connected with automatically. Then the launch file can be run to make 
sure the connection has been built. Finally, algorithm can be started when make the inputs 
on the commander interface. During the algorithm running, the data such as position of 
each agents, the linear velocity and the angular velocity has been shown on the interface 
with the time line.  
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In conclusion, the multi-robot experimental platform is built on five Pioneer3 AT 
robots, each robot’s on-board computer has installed with Ubuntu and set up with ARIA 
library. When the robots turn on the power, agents will automatically connect to the local 
network which is the same as the laptop connected. When apply the algorithm to the robot. 
It is only needed to send the command at the command window after launching the five 
robots.  
5.2    Architecture of Host and Client Connection 
The connection between host and client basic formed by SSH connections. The 
use of SSH is to log in each on-board computer from the center computer. The five robots 
IP address has been setup as designed (like 192.168.10.20X, X is the agent number from 1 
to 5) And then the command will be sent to each agent to start the algorithms. Also, all the 
network has been provided from the local WiFi-Router. Like in Figure 5.1, the connections 
are active during the algorithm running. And once a connection is broken, it will be shown 
as the line lost in the figure. The figure is capture from the network function to check the 
connection. For example, the robot 1 check the communication state as the communication 
topology which will determine which the robot will have communication with itself. After 
getting the approve of communication with that robot, it will plug the information into 
algorithm node. It will exchange the action information based on the design algorithm. 
After calculating the hand point velocity out, it will pass the information to the pioneer 
server. The pioneer server got the position information from ROS and keep updating it to 
the server then to the algorithm to refresh the movement which has the real control speed 
of the robot. After the check and modify by ROS Aria which is the place to updating the 
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pose of the robot, the information of the robots will be sent back to the pioneer server. For 
the situation that needs to use the command window to input some movement to the robot, 
it will just send the command velocity to the server and the action topic to show the action 
of the robot. Which will make the robot move from the command which has been 
confirmed by pioneer server. And the pose change will be updating like above. The other 
four robots do the same steps likes this one. All of these formed the architecture of host 
and client connection. 
 
Figure 5.1 The network connection  
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5.3    Experimental design on double-integrator and 
Euler-Lagrange dynamics 
The control input (7) and (8) for the system defined in (2) and (3) are both needs 
the control on the robots’ acceleration. But the robot only has the control input as (𝑣, 𝑤)். 
The solution here is that using the discrete integral control speed of the acceleration at very 
short intervals to replace the effect of the time-varying acceleration on the speed. 
For the double-integrator dynamics which has been described as (2) can be 
rewritten as 
 𝑥௜
.
= 𝑣௜ ,    
𝑣௜(𝑘 + 1) = 𝑣௜(𝑘) + 𝑢௜𝑡
^
,     𝑖 = 𝑀, . . . , 𝑁ᇱ − 1.       𝑘 = 0, … 𝑇                       (20)        
 For the Euler-Lagrange dynamics which has been described as (3) can be     
rewritten as 
                𝑥௜
.
= 𝑣௜ ,   
                   𝑚௜𝑥௜
..
(𝑘 + 1) = 𝑢௜ − 𝐶௜𝑣௜(𝑘),   
                   𝑣௜(𝑘 + 1) =  𝑣௜(𝑘) + 𝑥௜
..
(𝑘 + 1)𝑡
^
.  𝑖 = 𝑀, . . . , 𝑁ᇱ − 1.       𝑘 = 0, … 𝑇              (21) 
For (20) and (21), where the k means the index of the state of the system which has very 
short time interval. 𝑡
^
 is the short time interval which has been designed as 0.02𝑠. 
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Chapter 6 
Simulation and Experimental Results 
               The simulation has been done on MobileSim which has the same setting and 
parameter design as the experiment. Because the robots in MobileSim has the exact robot’s 
dynamics and characteristics as the real robot. For the real experiment, the experiment 
place should be big enough to contain all the robots and do not have large depressions and 
trenches. Actually, the ground is not horizontal. The flattest part of the ground was selected 
to decrease the influence. After the simulation which has been done on the MobileSim and 
the experiments has been done on the robots. the trajectories and relative data are shown. 
If the experiment is more ideal, the result will be closer to the result in simulation. The 
analysis was done on the comparison on trajectory and error with time-varying reference 
to validate the algorithm in chapter 2. 
6.1    Simulation  
              In this section, simulation results are given to illustrate the effectiveness of the 
theoretical results. Assume that there are five agents (n = 5) in 2-D. The agent 1 and agent 
2 is assigned to be the agents with double-integrator dynamics. The agent 4 is assigned to 
be the agent with single-integrator dynamics. The agent3 and agent 5 is assigned to be the 
agents with Euler-Lagrange dynamics. Suppose that the network topology is an undirected 
graph like Figure 1.1. The reference for agent 𝑖 , 𝑖 = 1, … ,5  is given by 𝑟௜ =
ቂ଴.ହ
ଷ
𝑖𝑡, 0.5𝑖𝑐𝑜𝑠 ቀ଴.ଵ
ଷ
𝑡ቁ − 0.5ቃ
்
. The initial conditions of the agents are chosen as 𝑥ଵ(0) =
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[0.25,2.0]் , 𝑥ଶ(0) = [0.25,1.0]் , 𝑥ଷ(0) = [0.25,0.0]் , 𝑥ସ(0) = [0.25, −1.0]் , 𝑥ହ(0) =
[0.25, −2.0]் , the control gain are chosen as  𝛼 = 5   and  𝛽ଵ = 𝛽ଶ = 5 which is assigned 
to the double-integrator dynamics, 𝛽ଷ = 𝛽ହ = 25 which is assigned to the Euler-Lagrange 
dynamics 𝛽ଵ = 15 which is assigned to the single-integrator dynamics, and 𝑀௜ = 12, 𝐶௜ =
0.506  for 𝑖 = 3,5  was chosen as the official specification. Then an offset vector is 
introduced by replacing 𝑥௜  with 𝑥௜ − 𝛿௜  which will avoid agent crashed together. Here, 
𝛿ଵ =  [−1,1]் , 𝛿ଶ =  [1,1]் , 𝛿ଷ =  [0,0]் , 𝛿ସ =  [1, −1]் , 𝛿ହ =  [−1, −1]் , Figure 6.1 
shows the positions of the agents and the average of the reference signals introduced and 
Figure 6.2 shows that the position of the center of agents and the average of reference. 
Clearly, all agents’ positions track the average of the reference signals. Figure 6.4 shows 
the error between the average of robots and the average of reference. It is clearly to see that 
the error is bounded. 
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Figure 6.1 Positions of the agents and the average of the reference signals  
Here, the positions are not initialized correctly, the agents’ positions at every 12s 
are represented by dots on the dashed lines and the average of reference signals is plotted 
by a solid line. The squares denote the initial positions of the agents and circles represent 
their final positions. Note that the agents eventually form a square formation with its center 
tracking the average of the reference signals. 
 
Figure 6.2 The average of agents’ position and the average of references 
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Figure 6.3 The position of 𝑥௜ + 𝛿௜ and the average of references 
 
Figure 6.4 The error between the average of agents’ positions  
and the average of reference 
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Noted that the initial point of the average of agent does not equal to the average 
of initial references, the average of agents’ positions at every 12s are represented by circles 
on the lines and the average of reference’s positions at every 12s are represented by plus 
on the lines It is clear to see that the average of the agents tracking the average the reference.  
In Figure 6.3, the agents’ positions with no offset  𝑥௜ + 𝛿௜ and the average of the 
reference has shown as the dashed lines and the solid line. In Figure 6.4, The error is upper 
bounded by 0.084 as the blue line indicated. The cause of the error in simulation has the 
factor that, the latency in the ROS, the restriction of robot dynamics and the limitation of 
the control gain. For the latency in the ROS, when there are multiple process is running in 
the system at the same time, the ROS did not have the ability to control the system has the 
exact same feedback time, it sometimes make the same robot’s information processed twice. 
Due to the Pioneer3-AT is the robots with four wheels, it is not the perfect model when set 
up the hand point as a differential drive robot. And because of the large control gain will 
make the robot shake frequently, we cannot increase the control gain for a better 
performance of the consensus of the robot’s movement. 
              After the test and simulation on distributed average tracking for a group of 
heterogeneous physical agents consisting of single-integrator, double-integrator and 
Euler-Lagrange dynamics, the result shows that the algorithm is good to achieve the goal 
to let the average of the agent track the reference. After the analysis on the error, it is 
clearly that the error is bounded eventually. 
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6.2     Experimental Results 
In this section, the introduced algorithms in chapter 2 are experimentally 
implemented and validated on a multirobot platform at outside experiment ground, the long 
wire is used to extend the WiFi-Router to the ground outside the Lab. Figure 6.5 shows the 
top view of the experiment ground. In the experiment, a 20 × 10 𝑚ଶ  area is used to 
implement the experiments. There are five robots (n = 5) in 2-D. The robot 1 and robot 2 
is assigned to be the robots with double-integrator dynamics. The robot 4 is assigned to be 
the robot with single-integrator dynamics. The robot3 and robot 5 is assigned to be the 
robots with Euler-Lagrange dynamics. The network topology is an undirected graph like 
Figure 1.1. The reference for robot 𝑖, 𝑖 = 1, … ,5 is given by 𝑟௜ = ቂ
଴.ହ
ଷ
𝑖𝑡, 0.5𝑖𝑐𝑜𝑠 ቀ଴.ଵ
ଷ
𝑡ቁ −
0.5ቃ
்
. The initial conditions of the robots are chosen as 𝑥ଵ(0) = [0.248,2.0]் , 𝑥ଶ(0) =
[0.254,0.990]் , 𝑥ଷ(0) = [0.261, −0.001]் , 𝑥ସ(0) = [0.255, −1.0]் , 𝑥ହ(0) =
[0.245, −2.001]் , the control gain are chosen as  𝛼 = 5    and  𝛽ଵ = 𝛽ଶ = 5 which is 
assigned to the double-integrator dynamics, 𝛽ଷ = 𝛽ହ = 25 which is assigned to the Euler-
Lagrange dynamics 𝛽ଵ = 15 which is assigned to the single-integrator dynamics , and 
𝑀௜ = 12, 𝐶௜ = 0.506 was chosen as the official specification. Then an offset vector is 
introduced by replacing 𝑥௜  with 𝑥௜ − 𝛿௜  which will avoid robot crashed together. Here, 
𝛿ଵ =  [−1,1]் , 𝛿ଶ =  [1,1]் , 𝛿ଷ =  [0,0]் , 𝛿ସ =  [1, −1]் , 𝛿ହ =  [−1, −1]் , Figure 6.6 
shows the Positions of the robots and the average of the reference signals introduced and 
Figure 6.7 shows that the position of the average of robots and the average of reference. 
Clearly, all robots’ positions track the average of the reference signals. Figure 6.9 shows 
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the error between the average of robots and the average of reference. It is clearly to see that 
the error is bounded. 
 
Figure 6.5 The top view of the experiment ground 
                In figure 6.6, the positions are not initialized correctly, the robots’ positions at 
every 7.5 s are represented by dots on the dashed lines and the average of reference 
signals at every 7.5 s are represented by plus on the solid line. The squares denote the 
initial positions of the robots and circles represent their final positions. Note that the 
robots eventually form a square formation with its center tracking the average of the 
reference signals.  
Noted that the initial point of the average of agent does not equal to the average 
of initial references, the robots’ positions at every 7.5s are represented by circles on the 
lines and the average of reference’s positions at every 7.5s are represented by plus on the 
lines It is clear to see that the average of the agents tracking the average the reference. In 
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figure 6.8, the robots’ positions with no offset  𝑥௜ + 𝛿௜ and the average of the reference has 
shown as the dashed lines and the solid line. 
 
Figure 6.6 Positions of the robots and the average of the reference signals  
 
Figure 6.7 The average of robots’ positions and the average of references 
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Figure 6.8 The position of 𝑥௜ + 𝛿௜ and the average of references 
 
Figure 6.9 The error between the average of robots’ positions  
and the average of reference  
In Figure 6.9, The error is upper bounded by 0.126 as the blue line indicated. For 
the error in the experiment, the factor cause the error in the simulation as the latency in the 
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ROS, the restriction of robot dynamics and the limitation of the control gain should also be 
considered. Also, there are more factor cause the error as below should be considered in 
the experiment. First, the experiment ground  is not horizontal line, the angle between the 
X-Coordinate and Y-Coordinate is 10° larger than standard. Second, the ground friction is 
uneven, resulting in occasional slippage. Every time the robot turns, the tire and the ground 
will produce sliding friction, which makes error when the ground friction is uneven. The 
speed of the direction on y-axis and the influence of the slope will cause the coordinates of 
the odometer to be inaccurate. Different frictional forces in different areas will cause the 
parameters of the time-varying system can’t be a fixed setting. At the same time, in the real 
experiment the communication delay caused by other usage of the robot WiFi router and 
the different process running in the host ROS system will cause the time mistake.  
After the experiment on distributed average tracking for a group of heterogeneous 
robots consisting of single-integrator, double-integrator and Euler-Lagrange dynamics, the 
result shows that the algorithm is good to achieve the goal to let the average of the agent 
track the average of the reference input. After the analysis on the error, it is clearly that the 
error is bounded eventually. 
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Chapter 7 
Conclusion and Future Work 
 
7.1    Conclusions 
This thesis studies the distributed average tracking for heterogeneous physical 
agents consisting of single-integrator, double-integrator and Euler-Lagrange dynamics 
using neighbors’ positions. It shows how the algorithm has been implemented on the multi-
robot experimental platform. It applied the algorithm theory into the real robots. It also 
describes the problem met in the experiment and the solutions. For the practical use of the 
robot. Based on the robot, the hand point is designed by feedback linearization. By setting 
the SSH log in, the connection has been realized between the host and the client. After the 
simulation and the experiments, the result and analysis about comparison on error is shown. 
The experiments are successful to reach the goal. The algorithm is validated in the robot 
platform. 
 
7.2    Future Work 
There are many researches on this area nowadays.  There are three directions for 
the future work. First direction is focusing on the dynamics of heterogeneous agents 
tracking. The other dynamics can be added into the group of the robots. This will make the 
system fit more possible situations. When the groups of agents have more different 
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dynamics, the algorithms will change to more general. The second direction is the different 
types of the multi-robot platform, such as Crazy Flies, the different types of robot platform 
indicated the different use of the algorithm. Like work in the air instead of working on the 
ground. And like if the system processing under the water. It may have water robot platform. 
The third direction is the number of the robots. Crazy Flies can have more than 30 robots 
working together. Because the topology is simple and less connections, the experimental 
application on larger groups of robots may have good performance. 
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