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Human decision-making has been frequently studied and sex differences have been
reported. Interestingly, previous results of hormone concentration on decision-making are
somewhat inconsistent, regarding the impact of menstrual cycle phase in women or the
influence of testosterone concentration on decision-making in women and men. However,
the influence of the female sex hormone concentration (estradiol, progesterone) and the
impact of oral contraceptive intake have rarely been examined and data regarding the
effect of daytime variations of male testosterone are lacking. Moreover if personality
factors such as sensation seeking, impulsivity, and anxiety influence decision-making,
sex-specific effects, act as modulators is unclear. In the present study 71 women and
45 men were enrolled. All participants performed an evaluated decision-making task
measuring risk-taking behavior on the basis of contingencies (Haegler et al., 2010), which
can be carried out several times without a learning effect. Saliva samples were collected
to obtain estradiol, progesterone, and testosterone levels. Additionally, all participants
completed questionnaires measuring various personality factors. Data analysis revealed no
sex differences in decision-making and no significant impact of testosterone concentration
on behavioral performance in women or men. However, a significant negative correlation
between progesterone concentration of women in the luteal phase and their performance
in the risk-averse condition was obtained. Interestingly, a significant correlation between
trait anxiety and decision-making occurred in females and males. Despite similar risky
decision-making of women and men and no influence of testosterone concentration,
menstrual cycle phase showed an effect on risk taking in women. In contrary to
other studies, our findings provide rather subtle evidence for hormonal influences in
decision-making, which may be primarily explained by task factors.
Keywords: sex, decision-making, testosterone, progesterone, estradiol, risk-taking
INTRODUCTION
Every day is characterized by lots of decisions that we make, cov-
ering basic needs such as what to eat and drink and higher-order
motives, e.g., who will I talk to during lunch break. In general,
decision-making plays a pivotal role in our lives and comprises a
complex process of assessing and weighing short-term and long-
term costs and benefits of competing actions (van den Bos et al.,
2012). The output of the decision-making process, i.e., which
action is to be taken, is determined by an interaction between
impulsive or emotionally based systems, responding to immedi-
ate (potential) rewards as well as losses or threats, and reflective
or cognitive control systems controlling long-term perspective
(Bechara, 2005).
One important factor of decision-making is risk taking, mean-
ing the tendency of preferring an action with a possible large
profitable or aversive outcome, although unlikely, over an alter-
native action with small profitable more likely outcome. Previous
research in this regard has mostly demonstrated that women
show less risk taking behavior than men in various domains (e.g.,
Jianakoplos and Bernasek, 1998; Byrnes et al., 1999; Zuckerman
and Kuhlman, 2000; Zuckerman, 2006).
As pointed out by Stanton et al. (2011), economic risk is a
domain that most individuals are frequently confronted with and
thus of particular interest. One approach to measure an individ-
ual’s propensity for risk taking in the face of monetary rewards
and punishment is the Iowa Gambling Task (IGT, Bechara et al.,
1994; Bechara, 2005). In this rather “economic” decision-making
task participants learn to differentiate long-term advantageous
from long-term disadvantageous decks of cards through explo-
ration. Here, it is well-established that men and women differ
in decision-making performance, with men choosing more cards
from the long-term advantageous decks than women within the
standard number of 100 trials (Bolla et al., 2004; Overman et al.,
2006; Visser de et al., 2010). According to a recent review on
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sex differences in IGT performance by van den Bos et al. (2013),
sex differences only emerge after about 60 trials, meaning that in
the very beginning, females and males perform similar. Later on
males seem to shift earlier to applying the correct rule by tak-
ing more cards from the long-term advantageous decks, while
women need more time. In the end, both sexes prefer the long-
term advantageous decks, however, women need longer before
doing so consistently. As female reward sensitivity and process-
ing are shaped by the menstrual cycle this could be related to the
obtained sex difference, however, previous attempts to investigate
this factor did not show a clear effect (Reavis and Overman, 2001;
van den Bos et al., 2007).
Another crucial aspect might be testosterone concentration,
which has been frequently linked particularly to risky decision-
making. Recent data from Stanton et al. (2011) indicate that
females and males with high testosterone levels show more risky
behavior than those with low testosterone concentration, with
a more pronounced effect in women. Besides age effects (e.g.,
Diver et al., 2003), it has been argued that testosterone concentra-
tion fluctuates across the day, with higher values after awakening
than in the afternoon or evening in males (Axelsson et al., 2005).
Until now it is unclear whether this diurnal variation influences
decision-making and particularly risk taking.
Moreover, other studies in humans employing decision-
making paradigms such as the Game of Dice Task (Starcke
et al., 2008) and the Balloon Analog Risk Task (Lighthall et al.,
2009, 2011) have not observed differences between men and
women regarding risk-based decision-making. Furthermore, in
the Cambridge Gambling Task men and women did not differ
in risk-taking or impulsivity, but only in risk-adjustment, i.e.,
adjusting betting behavior according to the likelihood of winning
(Deakin et al., 2004; van den Bos et al., 2014).
At present therefore it is not exactly clear under which
task conditions men and women differ in decision-making and
how this relates to differences in sex hormone concentration
due to menstrual cycle phase (progesterone, estradiol) or day-
time (testosterone). Such knowledge however will give more
insight in how and under which circumstances sex differences in
decision-making can be observed.
The aim of the present study therefore was to investigate the
impact of (a) menstrual-cycle phase vs. oral contraceptive intake,
(b) diurnal variation of testosterone in males and (c) testosterone
concentration in females and males on decision-making. Besides
group differences, we also analyzed potential associations between
behavioral performance, hormonal parameters, and self-report
questionnaire date.
METHODS AND MATERIALS
SAMPLE
Seventy-one right-handed healthy females aged 19–37 years
(mean age 23.8 years, SD = 3.7) participated in the study. When
contacted, female participants were asked whether they were tak-
ing oral contraceptives and if not, were asked to report their
menstrual cycle phase and cycle duration. Based on this informa-
tion they were assigned a testing date. Only females who reported
regular cycle duration (range: 25–35 days, mean days = 28.3,
SD = 2.5) were included. At the day of testing, 22 females were
in their follicular phase (days 1–12 of menstrual cycle; FO; mean
age 23.6 years, SD = 3.8), 26 were in their mid-luteal phase (days
18–25 of menstrual cycle; LU, mean age 24.3 years, SD = 3.8)
and 23 were taking oral contraceptives (OC, mean age 23.3 years,
SD = 3.5). All females were tested between 9 and 11 a.m.
Moreover, 45 right-handed males aged 20–36 years (mean age
24.8 years, SD = 3.1) were tested. Twenty-two were tested before
noon (9 to 11 a.m.) when testosterone levels are supposed to be
higher (mean age 24.4 years, SD = 2.0), while the other 23 were
measured in the late afternoon between 5 and 7 p.m. (mean age
25.1 years, SD = 3.8).
Groups did not differ in age [F(4, 111) = 1.001, p = 0.410], or
educational level [F(4, 111) = 1.148, p = 0.338].
Additionally, all participants were asked to fill out several
questionnaires tapping verbal intelligence (Mehrfachwahl-
Wortschatz-Intelligenztest Version B, MWT-B, Lehrl, 2005),
sensation seeking (SSS-V, Zuckerman, 1994), impulsivity (Barrett
Impulsivity Scale, German Version: Preuss et al., 2008), depres-
sion (Beck Depression Inventory II BDI, Beck et al., 2006) and
anxiety (State trait anxiety inventory, STAI, Laux et al., 1981).
Participants were recruited by advertisements at the University
of Vienna and the Medical University of Vienna, Austria. All par-
ticipants were screened for history of any psychiatric or mental
disorder by using the German version of the structured inter-
view of DSM IV (SCID; Wittchen et al., 1997). Written informed
consent was obtained from all subjects prior to the examina-
tion and the study was approved by the local institutional review
board.
SALIVA SAMPLES
To obtain actual estradiol, progesterone and testosterone levels
saliva samples were collected on the day of testing. Saliva samples
have been shown to have great potential for studying ovarian and
androgen hormone levels as a reliable, feasible, and non-invasive
method (e.g., Gandara et al., 2007). Before we started obtaining
saliva samples we asked participants to wash out their mouth with
water. In order to avoid arbitrary results we collected saliva sam-
ples for each hormone every half hour, thus we collected three
samples per hormone in total (multiple sampling). Participants
were instructed to fill a small plastic vial with at least 1.5ml saliva
(max. 3ml) using a straw to stimulate saliva flow. Participants’
collection vials were sealed after each collection and frozen imme-
diately in accordance with previous research on sample storage
(see Gröschl, 2008).
Saliva samples were analyzed by the European Institute for
Salivary Analysis (Swiss Health Med, Aying, Germany) using an
enzyme-linked immunoassay method fromDRG (DRGMarburg,
Germany; Salivary Estradiol ELISA SLV-4188, DRG Salivary
Progesterone ELISA SLV-2931, DRG Salivary Testosterone ELISA
SLV-3013). Analytical sensitivity (confidence interval 95%) was
0.4 pg/mL (Estradiol), 3.9 pg/mL (Progesterone), and 1.9 pg/mL
(Testosterone). For estradiol, intra- and inter-assay coefficients
were 3.8 and 2.6%, respectively. For Progesterone, intra- and
interassay coefficients were 7.7 and 5.3%, respectively. For
testosterone, intra-assay coefficients were <4% and inter-assay
CV< 5%.
For details on hormone concentration of groups see Table 1.
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Table 1 | Description of groups including sociodemographic,
hormonal, and neuropsychological means (standard deviations in
parentheses) and p-values.
Females Follicular Luteal Oral p-values
(n = 22) (n = 26) contraceptives
(n = 23)
Age 23.6 (3.8) 24.3 (3.8) 23.3 (3.5) 0.610
Estradiol
(pg/mL)
3.9 (1.3) 5.6 (7.2) 3.9 (1.4) 0.351
Progesterone
(pg/mL)
94.4 (113.1) 197.1 (133.3) 65.6 (21.7) <0.001
MWT-B (raw
score)
28.1 (3.4) 28.4 (3.2) 28.7 (3.0) 0.932
TMT-A (raw
score)
19.5 (3.8) 20.2 (6.9) 20.1 (4.8) 0.886
TMT-B (raw
score)
36.1 (10.0) 36.6 (13.0) 35.6 (10.1) 0.949
Males Morning Afternoon p-values
(n = 22) (n = 23)
Age 24.4 (2.0) 25.1 (3.8) 0.409
Testosterone
(pg/mL)
70.0 (20.7) 56.6 (17.6) 0.023
MWT-B (raw
score)
27.3 (2.5) 28.8 (2.4) 0.047
TMT-A (sec) 18.6 (6.6) 19.9 (5.9) 0.483
TMT-B (sec) 36.0 (13.5) 34.7 (9.3) 0.710
Testosterone Females HT Females LT Males HT Males LT
(n = 36) (n = 35) (n = 22) (n = 23)
Age 23.7 (4.0) 23.8 (3.3) 24.3 (2.2) 25.2 (3.7)
Testosterone
(pg/mL)
12.9 (11.7) 2.7 (1.5) 79.9 (12.8) 47.2 (10.5)
Significant p-values are marked in bold.
Note: MWT-B, Mehrfachwortwahltest-B measures verbal intelligence; TMT-A/-B,
Trail Making Test -A/-B measure executive functions. HT, high testosterone
concentration; LT, low testosterone concentration.
DECISION-MAKING TASK
For this study we chose out of a battery of decision-making
tasks which can be performed repeatedly without learning effect.
Such tasks include for example the Balloon Analog Risk Task
(Lejuez et al., 2002) the Cambridge cognition task (http://www.
cambridgecognition.com/), the Game of Dice Task (Brand et al.,
2005), and the Haegler’s Risk Game (HRG). The HRG is based on
a card game which is described in great detail elsewhere (Haegler
et al., 2010). Briefly, participants were told that they would see
an unknown amount of play card pairs with values from 1 to
10, 1 being the smallest and 10 being the highest possible card.
After seeing the first card, participants had to decide whether the
second card, would be either higher or lower than the first card.
If their choice was correct, participants gained reward points. If
their choice was wrong, participants lost points.
Starting with 0 points, reward points were accumulated over
the rounds, while it was also possible to accumulate a negative
amount of points. Participants were instructed that reward points
were valuable, and it was the goal of the game to accumulate as
many points as possible. They were paid a fixed amount of money,
which they were aware of before the study started, but there was
no mapping between points and monetary reward. Nevertheless,
participants were instructed to play the HRG with the objective
of winning as many points as they could. In total, 100 card pairs
were presented per game cycle, taking approximately 5min for
completion. The first card was pseudo-randomized and ranged
from 2 to 9. The second card was selected by chance ranging
from 1 to 10 but always occupying a different value than the first
card. Presentation of the first card was accompanied by additional
information: the amount of points to be won if the participants’
choice was correct was shown in green ink; the amount of points
that could be lost was shown in red ink. Additionally, a green–red
bar indicated the ratio between the possible number of points to
be won or lost. Participants indicated their choice by either press-
ing the lower or the higher button in the response panel. After
making their choice the points were either added or subtracted
from the total amount of points depending on the accuracy of the
response. Additionally, the second card appeared highlighted by
a green or red box in combination with a dialog window saying
either “You win!” or “You loose!” depending on the accuracy.
Since the second card was drawn completely random, the
statistical probability for the second card to be lower varied
according to the value of the first card. As an example, if the first
card carried the value 2, the probability for the second card to
be lower was 1/9. If the first card carried the value 9, the prob-
ability for the second card to be lower was 8/9. The amount of
points to be won or lost for a correct or incorrect choice varied
and was directly correlated to the statistical likelihood of the event
to occur. The probability of the second card to be higher if the
first card carried a value x ∈ {2, . . . , 9} was phigher = (10 − x)/9,
therefore, the points that could be lost were (10 − x) × 10 and the
points that could be gained were 90 − [(10 − x) × 10]. For the
second card to be lower, the probability was plower = 1 − phigher,
resulting in either a deficit of 90 − [(10 − x) × 10] points or a
debit of (10 − x) × 10 points.
Due to the fact that the points to be won or lost were opposed
to the probabilities, the chances of winning or loosing were ran-
dom, resulting on average in a total amount of 0 points at the
end of the game cycle. Hence, no strategy could be learned which
would help the participants to win the game. Thus, in contrast to
other gambling games like for instance the IGT, participants can
play the HRG multiple times without a learning effect.
Participants were considered as playing more risky if they
chose higher while the first card was 6, 7, 8, or 9 or if they chose
lower while the first card was 2, 3, 4, or 5 more often. The key
dependent variable was, therefore, the summed number of risky
selections of each participant. Accordingly, the pairs 2-lower and
9-higher, 3-lower and 8-higher, 4-lower, and 7-higher, as well as
5-lower and 6-higher were combined by summing up the num-
ber of single selections, due to equal probabilities. This resulted
in a total of 4 risk values per participant. On average each card
value of the first card appeared 12.5 times during a game cycle,
hence, the average number of presentations of one card pair was
25 per game cycle. During each game cycle the response time,
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FIGURE 1 | Illustration of Haeglers Risk Game depicting the screen with one card on the left and the option of the participant to choose a lower or
higher card will be displayed on the left. On the right the two alternatives, depicting either a win (top), or a loose (bottom) trial, are illustrated.
meaning the time from the display of the first card until partic-
ipants pressed either the higher or the lower button, as well as
each choice made by the participants were monitored. Please see
Figure 1 for illustration of the task.
STATISTICAL ANALYSIS
Statistical analyses were performed using SPSS 20.0 and level
of significance was set at p = 0.05. We performed three differ-
ent analyses in order to compare the three female groups (FO
vs. LU vs. OC), the two male groups (morning vs. afternoon)
and—in line with the paper by Stanton et al. (2011)—the impact
of testosterone level (high vs. low concentration in females and
males).
Number of card selections and reaction times in the HRG
were analyzed using mixed-model ANOVAs with risk selection
as within-subject factor and group as between-subject factor.
For significant effects partial-eta squares are listed as estimates
of effect size. In cases of violations of sphericity, statistical tests
involving the risk selection factor employed Greenhouse-Geisser
correction. All post-hoc results were Bonferroni corrected.
Group differences regarding neuropsychological parameters
(MWT-B, TMT) and the questionnaire data (BDI, STAI, SSS-V,
BIS) were assessed using multivariate ANOVAs.
Correlations between behavioral performance [frequencies
and reaction times of high risk (2_9) and low risk (5_6) selec-
tions], hormone concentration and self-report questionnaire
measures (SSS, BIS, BDI, STAI) were computed testing two-sided
for negative, respective positive correlations.
Since progesterone (FO: p = 0.007, LU: p = 0.326; OC:
p = 0.893) and estradiol (FO: p = 0.811; LU: p = 0.002; OC:
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p = 0.469) levels were not normally distributed in the three
female groups, we transformed the values taking the square root,
which is an adequate tool to apply to right skewed data (Bortz,
1999). The transformed hormone values then were normally dis-
tributed (progesterone: FO: p = 0.072, LU: p = 0.343; OC: p =
0.917; estradiol: FO: p = 0.589; LU: p = 0.063; OC: p = 0.747)
and thus were entered in further analyses. In the male group,
testosterone concentration was normally distributed (morning:
p = 0.879, afternoon: p = 0.737).
Following the study by Stanton et al. (2011), we distributed
our female and male group into high and low testosterone groups
via median split of testosterone concentration.
Pearson correlations were calculated to investigate the
influence of sex hormone levels on the behavioral perfor-
mance. To adjust for significant inter-hormonal correlations
additional partial correlations were calculated, controlling for
estradiol/progesterone influence on the correlation between
performance and hormone levels, respectively. Moreover,
estradiol:progesterone ratio was calculated and entered in the
correlation analyses.
RESULTS
Figure 2 displays performance of all group comparisons and
Table 1 shows means and standard deviations of hormone con-
centration and neuropsychological parameters.
FEMALES
Hormone concentration
Females in the three groups showed significantly different pro-
gesterone levels [F(2, 68) = 12.700, p < 0.001, part-eta sq. =
0.272]. Post-hoc analysis showed that LU females had signifi-
cantly higher progesterone levels than both other groups (LU
vs. FO: p = 0.001; LU vs. OC: p < 0.001). No group differ-
ence emerged for estradiol [F(2, 68) = 1.145, p = 0.324]. Table 1
(top section) shows means and standard deviations of hormone
concentration.
Decision-making
Applying a mixed-model ANOVA with risk selection as within-
subject factor and group (FO vs. LU vs. OC) as between-
subject factor, we observed a significant risk selection effect
FIGURE 2 | Illustration of the results showing (A) frequencies of risk
conditions for the three female groups (FO, follicular; LU, luteal; OC, oral
contraceptive intake), (B) frequencies of the two male groups (morning
and afternoon testosterone) and (C) frequencies of the high vs. low
testosterone concentration females and males (HTF, high testosterone
females; LTF, low testosterone females; HTM, high testosterone males;
LTM, low testosterone males) and (D) comparison of performance of
females and males. Significant differences are marked with an asterisk.
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[F(1.741, 118.393) = 134.049, p < 0.001, part-eta-sq. = 0.663], no
significant group effect [F(1, 68) = 0.668, p = 0.516] and no
significant interaction [F(1.741, 118.393) = 0.321, p = 0.839].
Post-hoc tests disentangling the significant risk selection effect
revealed that the highest number of selections was present for
the least risky parameters (5_6) and the lowest number of
selections was present for the most risky parameters (2_9, all
p-values< 0.019). See Figure 2A for illustration of results.
Regarding reaction times, we focused on the high (2_9) and
low (5_6) risk conditions. The mixed-model ANOVA revealed no
significant effect of risk selection [F(1, 71) = 0.214, p = 0.647], no
significant group effect [F(1, 71) = 0.874, p = 0.428], and no sig-
nificant risk-by-group interaction [F(1, 71) = 0.950, p = 0.398].
Neuropsychological performance and questionnaire data
Females in the three groups did not differ in neuropsychologi-
cal parameters (MWT-B: p = 0.647; TMT-A: p = 0.769; TMB-B:
p = 0.922), or in the questionnaire data (all p-values>0.195). See
also Table 1 (top section) for detailed information.
Correlation analyses between behavioral performance and
hormone concentration
Analysis of a significant association between behavioral
performance (risk selection and reaction times) and hormone
concentrations (estradiol, progesterone) revealed a significant
correlation between progesterone and reaction time in the high
risk condition in LU (r = 0.471, p = 0.048), indicating faster
responses in females with lower progesterone concentration. No
other significant correlations emerged. For details see Table 2.
Applying partial correlations did not reveal a significant
correlation (all p-values> 0.054).
Relying on the estradiol:progesterone ratio revealed a signif-
icant correlation with low risk selection (HRG 5_6: r = 0.657,
p = 0.019) as well as with reaction time in the high risk condi-
tion (HRG 2_9: r = −0.530, p = 0.026) again in LU. In FO and
OC no correlation reached significance (all p-values> 0.107). For
details please see Table 2.
Correlation analyses between behavioral performance and
questionnaire data
In FO, trait anxiety correlated with high risk reaction time
(r = 0.577, p = 0.016). In LU, the thrill and adventure score from
the SSS-V (r = 0.808, p = 0.004) was significantly positively cor-
related with reaction time for the low risk selection. No other
significant correlations emerged (all p-values> 0.051).
MALES
Hormone concentration
Testosterone levels were significantly different (t = 2.355,
p = 0.023), with higher concentration in the morning group.
Table 2 | Overview on correlations between hormone concentrations and behavioral performance (selection as well as reaction times) for all
groups.
Selection Reaction time
HGR 2_9 HGR 5_6 HGR 2_9 HGR 5_6
Follicular
Estradiol r = −0.150, p = 0.505 r = 0.018, p = 0.936 r = 0.054, p = 0.855 r = 0.312, p = 0.299
Progesterone r = −0.154, p = 0.493 r = −0.289, p = 0.192 r = −0.127, p = 0.666 r = −0.133, p = 0.665
E:P r = 0.007, p = 0.976 r = 0.359, p = 0.101 r = 0.292, p = 0.312 r = 0.340, p = 0.256
Luteal
Estradiol r = −0.123, p = 0.550 r = 0.029, p = 0.888 r = −0.189, p = 0.626 r = −0.255, p = 0.507
Progesterone r = −0.135, p = 0.510 r = −0.315, p = 0.117 r = 0.471, p = 0.048 r = 0.442, p = 0.234
E:P r = 0.052, p = 0.802 r = 0.657, p = 0.019 r = −.530, p = 0.026 r = 0.400, p = 0.257
Oral contraceptives
Estradiol r = 0.103, p = 0.638 r = 0.316, p = 0.141 r = 0.113, p = 0.755 r = −0.282, p = 0.429
Progesterone r = −0.125, p = 0.569 r = 0.072, p = 0.744 r = 0.111, p = 0.760 r = −0.337, p = 0.341
E:P r = 0.223, p = 0.305 r = 0.267, p = 0.217 r = 0.037, p = 0.919 r = 0.109, p = 0.765
Morning group M
Testosterone r = 0.163, p = 0.468 r = −0.053, p = 0.814 r = 0.509, p = 0.075 r = 0.226, p = 0.457
Afternoon group M
Testosterone r = −0.281, p = 0.194 r = 0.025, p = 0.910 r = −0.113, p = 0.688 r = −0.263, p = 0.344
High testosterone F
Testosterone r = −0.028, p = 0.871 r = 0.072, p = 0.678 r = −0.097, p = 0.711 r = −0.298, p = 0.263
Low testosterone F
Testosterone r = 0.013, p = 0.942 r = 0.188, p = 0.280 r = 0.040, p = 0.882 r = 0.037, p = 0.891
High testosterone M
Testosterone r = 0.138, p = 0.541 r = −0.170, p = 0.450 r = 0.065, p = 0.834 r = −0.201, p = 0.511
Low testosterone M
Testosterone r = −0.097, p = 0.661 r = 0.051, p = 0.818 r = −0.283, p = 0.307 r = −0.332, p = 0.227
Significant correlations are marked in bold.
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Table 1 (middle section) shows means and standard deviations
of hormone concentration.
Decision making
Applying a mixed-model ANOVA with risk selection as within-
subject factor and daytime as between-subjects factor revealed
a significant effect of risk selection [F(1.849, 79.515) = 29.568,
p < 0.001, part-eta-sq. = 0.407], no significant group effect
[F(1, 43) = 0.623, p = 0.434] and no significant interaction
[F(1.849, 79.515) = 1.145, p = 0.320]. Post-hoc analysis of the sig-
nificant risk effect showed that high-risk selections were taken less
often than the lower risk options (all p-values< 0.022).
Regarding reaction times of high and low risk selection, mixed-
model ANOVA revealed nomain effect of risk selection (F(1, 26) =
0.271, p = 0.607], no main effect of group [F(1, 26) = 1.670,
p = 0.208], nor any interaction [F(1, 26) = 1.798, p = 0.192]. See
Figure 2B for results.
Neuropsychological performance and questionnaire data
Males did not differ in executive functioning (TMT-A: p = 0.483;
TMT-B: p = 0.710) but in verbal intelligence (MWT-B:
p = 0.047) with higher scores in the afternoon group. For
details please see also Table 1 (middle section). Re-running the
repeated-measures ANOVA with MWT-B as covariate did not
change the results in risk selection or reaction times.
Regarding questionnaire data, males in the morning group
reported higher trait anxiety (STAI-T, p = 0.037) than the after-
noon group. All other comparisons remained not significant (all
p-values > 0.376). Including STAI-T scores as covariate in the
repeated-measures ANOVA did not influence significance and
direction of the reported effects.
Correlation analyses between behavioral performance and
hormone concentration
Analysis of a significant association between behavioral per-
formance (risk selection and reaction times) and testos-
terone concentration revealed no significant associations (all
p-values>0.075). For details see Table 2.
Correlation analyses between behavioral performance and
questionnaire data
While scores in sensation seeking, impulsivity, and depression
were not correlated with behavioral performance, trait anxi-
ety scores were correlated with high-risk selection (r = 0.581,
p = 0.002) in the morning group. Correlations with state anx-
iety did not reach significance (all p-values > 0.052) and no
significant correlation emerged for the afternoon group (all
p-values> 0.068).
FEMALES vs. MALES
Hormone concentration
Applying the median split, 23 males were divided in the low
testosterone group (HTM, 9 from the morning group, 14 after-
noon group), 22 males in the high testosterone group (LTM,
13 from the morning group, 9 afternoon group), 35 females
in the low testosterone group (LTF) and 36 in the high testos-
terone group (HTF). LTF vs. HTF and LTM vs. HTM differed
significantly in their testosterone levels (both p-values < 0.001).
Table 1 (bottom section) shows means and standard deviations of
testosterone concentration.
Decision making
Applying a mixed-model ANOVA with risk selection as within-
subject factor and testosterone concentration as well as sex as
between-subjects factor revealed a significant risk selection effect
[F(1.945, 217.857) = 127.116, p < 0.001, part-eta sq. = 0.532] but
neither a testosterone effect [F(1, 112) = 0.001, p = 0.970], nor a
significant sex effect [F(1, 112) = 1.506, p = 0.222] or interaction
(all p-values> 0.142) occurred.
Regarding reaction times, no main effect of risk selection
[F(1, 56) = 0.065, p = 0.800] but a significant testosterone con-
centration effect [F(1, 56) = 4.039, p = 0.049, part-eta sq. =
0.067] with faster responses in participants with low concentra-
tion and a trend for a sex difference [F(1, 56) = 3.899, p = 0.053,
part-eta sq. = 0.065] with faster reactions in females emerged. All
interactions did not reach significance (all p-values > 0.298). See
Figure 2C for results on testosterone groups and Figure 2D for
results of females and males.
Neuropsychological performance and questionnaire data
Applying a multivariate ANOVA with testosterone concentration
and sex as grouping factors revealed no significant main effect or
interaction for verbal intelligence (MWT-B, all p-values > 0.256)
or executive functioning (TMT-A, all p-values > 0.216; TMT-B,
all p-values> 0.222).
Regarding questionnaire data, multivariate ANOVA again with
sex and testosterone concentration as grouping factors demon-
strated sex differences for the boredom susceptibility score
[F(1, 56) = 8.945, p = 0.004, part-eta sq. = 0.085], the thrill and
adventure seeking score [F(1, 56) = 6.432, p = 0.013, part-eta
sq. = 0.063] as well as the total score of the sensation seeking
scale [F(1, 56) = 9.389, p = 0.003, part-eta sq. = 0.091] always
with higher scores in males. Additionally for trait anxiety, females
showed significantly higher scores than males (STAI-T, F(1, 56) =
8.421, p = 0.005, part-eta sq. = 0.079]. For testosterone concen-
tration no significant main effect (p = 0.060) or interaction with
sex (p = 0.103) occurred and no other effect reached significance
(all p-values> 0.060).
Correlation analyses between behavioral performance and
hormone concentration
Analysis of a significant association between behavioral per-
formance (risk selection and reaction times) and testosterone
concentration in the separate groups (HTF, LTF, HTM, LTM)
revealed no significant association (all p-values > 0.219). For
details please see Table 2.
DISCUSSION
The present study aimed at analyzing the impact of menstrual
cycle phase, diurnal testosterone variation, and testosterone con-
centration on decision-making relying on an evaluated task with-
out learning effect, HRG (Haegler et al., 2010). Additionally, we
investigated whether decision-making was associated with hor-
mone concentration or personality and mood factors such as
sensation seeking, impulsivity, depression or anxiety. This was
realized by dividing the study cohort into three groups of females
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(follicular, luteal, and pill-taking) testing for cycle effects. The
effect of diurnal variation of male hormone concentration was
studied in two male groups (morning and afternoon measure-
ment). Following the approach by Stanton et al. (2011), we
investigated the impact of testosterone concentration on perfor-
mance parameters in females and males. Notably, all participants
were students thus groups had similar age and educational back-
ground. Moreover, they did not differ in basic neuropsychological
parameters including verbal intelligence and executive functions.
The following section will be divided into different parts dis-
cussing menstrual cycle effects, influence of diurnal variation
of testosterone on decision-making in males and the impact of
high vs. low testosterone concentration in females and males.
Moreover, a more general discussion and limitations of the
conducted study will be reported.
MENSTRUAL CYCLE AND DECISION-MAKING
Previous studies reported heterogeneous findings regarding the
impact of menstrual cycle phase and hormone concentration on
decision-making: studies relying on self-report data frequently
reported a significant rise in risk-taking behavior when estra-
diol levels were high (Chavanne and Gallup, 1998; Bröder and
Hohmann, 2003; Haselton and Gangestad, 2006; Pillsworth and
Haselton, 2006; Sukolová and Sarmány-Schuller, 2011), Saunders
and Hawton (2006) reviewed several studies on suicide attempts
and suicidal behavior in women and observed that during phases
of low estradiol levels non-fatal suicidal behavior is more fre-
quent, while for example Reavis and Overman (2001) or van den
Bos et al. (2007) did not report a significant impact of men-
strual cycle phase on performance using the Iowa Gambling task.
Here, we also observed no significant difference in risk selection
or reaction time between follicular and luteal females. Moreover,
in contrast to previous studies we included pill-taking females but
no significant group effect emerged. Further analyses of impact
of hormone concentration revealed two significant findings in
LU: while progesterone concentration was negatively correlated
with reaction time for high risk selection, estradiol:progesterone
ratio was positively associated with low risk selection. Hence,
while we see no general impact of menstrual cycle phase,
correlations with hormone levels, and behavioral performance
occurred only in LU, where particularly progesterone levels were
higher.
Our findings indicate that during the luteal phase, females
showed faster responses for high risk options when their proges-
terone levels were higher but chose low risk options more often
the higher their estradiol:progesterone ratio.
Our findings thus point out two different aspects: (1) using
computerized experimental paradigms to assess risk selection
revealed no significant impact of menstrual cycle, while studies
relying on self-report data do. Therefore, one has to question
whether the constructs assessed with one and the other might
be different, have distinct values and relevance for the partici-
pants and whether a bias between self-report and experimental
behavior exists. (2) analysis of hormone concentration showed
some associations with behavioral performance, particularly with
progesterone, supporting previous findings of more risk taking
behavior in the luteal phase with higher progesterone values.
Evidence has accumulated that progesterone and its metabo-
lites (mainly allopregnanolone, 3α,5α-THP) are important neu-
roactive steroids, which influence social, cognitive, and physical
performance (for review see Frye, 2009; Pluchino et al., 2013).
During the luteal phase, circulating concentrations of preg-
nanolone and 3α,5α-THP are 2–4 times higher than during the
follicular phase (Purdy et al., 1990; Wang et al., 1996; Genazzani
et al., 1998; Sundström and Bäckström, 1998a,b), with high-
est concentrations in the hippocampus and midbrain regions
(Bixo et al., 1997). Typically, decision-making tasks elicit acti-
vation of prefrontal regions but also hippocampus activation
has been reported (Li et al., 2010, for review see van den Bos
et al., 2013). However, up to now the impact of concentration
of progesterone and its metabolites on behavioral performance
and neural activation underlying decision-making is still unclear.
Hence, pregnanolone and 3α,5α-THP might also influence cycle-
mediated performance in these tasks thereby contributing to the
findings observed in previous studies as well as ours.
Additionally, we observed a significant positive correlation
between trait anxiety and reaction time in the high risk con-
dition only in the follicular group, indicating longer reaction
times with higher trait anxiety. Hence, females during the fol-
licular phase took longer to decide for the high risk option.
This fits nicely with that assumption that high trait anxi-
ety is linked with risk-avoidant decision making, which has
been shown before (Broman-Fulks et al., 2014; Pittig et al.,
2014). However, for sensation seeking and impulsivity, we only
observed sparse associations with decision-making behavior.
Several studies linked risk taking behavior with these per-
sonality factors (e.g., Mishra and Lalumière, 2011; Popham
et al., 2011), however, others also failed to observe these
associations (Bayard et al., 2011). Again, one possible factor
explaining this divergence is the methodological variety in how
decision-making or risk-taking was assessed. To further investi-
gate these associations, future experiments might want to com-
bine several approaches in order to highlight divergences and
communalities.
Regarding oral contraceptive intake we failed to report any
significant effect or correlation of hormone concentration with
behavioral performance. Several factors might have influenced
our findings, such as the heterogeneity of oral contraceptives
taken by our women or the lack of information on duration of
intake. This should be further investigated in future studies.
DIURNAL VARIATION IN TESTOSTERONE AND ITS IMPACT ON
DECISION-MAKING
Several studies linked testosterone concentration with risk-taking
in that higher testosterone levels were associated with more risky
behavior (e.g., Carney and Mason, 2010; Goudriaan et al., 2010).
Despite the fact that we observed higher testosterone concen-
tration in males measured in the morning compared to the
afternoon, analysis of behavioral performance did not reveal a
significant group effect and thus impact of the diurnal variation
in testosterone on decision-making. Moffat and Hampson (1996)
showed a significant difference in spatial processing between
males tested at 8:15 vs. 10.15 a.m., with better performance in
those with higher testosterone levels.
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Interestingly, we observed a significant positive correlation of
trait anxiety and high risk selection in the morning group, sug-
gesting more risky decision making in males with higher trait
anxiety. This finding contradicts a bulk of literature proclaim-
ing less risk taking in high trait anxious individuals (Pittig et al.,
2014). However, the three-way interaction of testosterone concen-
tration, trait anxiety and decision-making performance in males
has rarely been investigated, thus replications are necessary before
conclusion can be drawn.
Additionally, in follicular females we observed a contradic-
tory correlation, namely that higher levels of trait anxiety were
associated with longer reaction times for risky selections, thus
rather risk-aversive behavior. Sex differences in trait anxiety have
been reported quite frequently, with higher values in females
than males (Spielberger et al., 1983; McCleary and Zucker, 1991;
Perkins et al., 2007). Moreover, sex-specific effects of trait anxiety
on decision-making have also been reported before, suggest-
ing sex-specific endophenotypes of anxiety which in turn affect
cognitive functioning differentially (Visser de et al., 2010).
It remains an open question, which abilities are affected by
diurnal variation and what role for instance seasonal varia-
tion of salivary testosterone concentration as shown by Stanton
et al. (2011) plays regarding decision-making or more specifically,
risk-taking.
TESTOSTERONE CONCENTRATION IN FEMALES AND MALES
Dividing females and males in groups with high and low testos-
terone concentration only revealed a significant testosterone effect
for reaction times, with faster reactions in participants with lower
testosterone concentration. As low risk options were selected
most frequently by all participants this might partly support
findings linking testosterone concentration and risk behavior.
Interestingly, Stanton et al. (2011) showed that high-testosterone
women and high-testosterone men made riskier choices than
their low-testosterone counterparts of the same sex, and this effect
was pronounced in women. Hence, the authors conclude that
according to their findings high levels of testosterone are asso-
ciated with willingness to incur greater risk in both sexes when
using the IGT. In their review paper on sex differences in decision-
making with a particular focus on studies using the IGT, van den
Bos et al. (2013) resume that factors such as self-report vs. exper-
imental modulation of risk taking behavior, acting in a group or
acting alone or simply the fact that several studies investigating
decision-making induced stress in females and males may lead to
more risk-taking behavior in men. Notably, the authors conclude
that previous data rather indicate no sex difference in imme-
diate responses to emotional events, but only in the way these
responses are regulated by for instance neuronal structures related
to cognitive control.
GENERAL DISCUSSION
Sex differences in the propensity to take risks have been doc-
umented in a large number of questionnaire and experimental
studies (e.g., van den Bos et al., 2012). In a meta-analysis by
Byrnes, Miller, and Schafer (1999) who reviewed over 150 papers
on sex differences in risk taking, authors concluded that males
are more likely to take risks than females. Notably, Figner and
Weber (2011) pointed out that these sex differences in risk
taking are domain-specific and can be explained by risk per-
ceptions, which in turn are influenced by familiarity (Weber
et al., 2005). Interestingly, once these differences in risk per-
ceptions are taken into account, most of the sex differences
in risk taking diminish as pointed out by Figner and Weber
(2011). Here, we did not see a significant sex difference in
risk taking as measured with the Haegler-Risk-Game (HRG).
Following a domain-specific approach, it is hard to place the
HRG, as there was no financial risk, no ethical risk, no recre-
ational risk, no risk regarding health, or safety and no social
decision risk, just the gambling risk with no economic conse-
quences. Thus, we assume that risk perception was very low in
females and males probably contributing to the lack of a general
sex difference.
A potential influencing factor of the existing decision-making
tasks is that they cannot be executed repeatedly without exclud-
ing a learning effect. Therefore, in the current study we relied
on a novel computerized decision-making task in which par-
ticipants had to make decisions between contingencies (Haegler
et al., 2010). Due to the lack of winning strategy, the HRG can be
played repeatedly without a learning effect. As learning behavior
is modulated by hormone concentration particularly in the luteal
phase (Andreano and Cahill, 2009), this might partly explain
why we did not obtain significant group differences, instead only
correlations with hormone concentration in the luteal phase.
Additionally, the study context also influences risky decision-
making, with less consistent findings in laboratory settings (as in
the study) as in field experiments (Eckel and Grossman, 2008).
Although risky decision-making might be less consistent due to a
laboratory setting, it has been discussed quite openly, that contex-
tual conditions may introduce additional heterogeneity due to a
gender interaction effect (Krajnik et al., 2014). Even in an ani-
mal model the effect of the experimenters sex on the baseline
response in an androstadienone experiment, which is supposed
to act as a chemosignal in humans, has recently been observed
(Sorge et al., 2014). Also, another study in humans investigating
the same compound, reported that the setting, the manner, and
by whom the experiment was conducted played a role in percep-
tion (Lundström and Olsson, 2005). Especially for sex hormones
it cannot be completely exluded that the experimenter collecting
the samples might have an impact.
ACKNOWLEDGMENTS
All authors like to thank Katharina Heindl and Anne Plidschun
for data collection. Moreover, Birgit Derntl and Veronika Schöpf
were supported by the Austrian Science Fund (FWF, P23533 to
Birgit Derntl, P23205 to Veronika Schöpf).
REFERENCES
Andreano, J. M., and Cahill, L. (2009). Sex influences on the neurobiology of
learning and memory. Learn. Mem. 16, 248–266. doi: 10.1101/lm.918309
Axelsson, J., Ingre, M., Akerstedt, T., and Holmbäck, U. (2005). Effects of acutely
displaces sleep on testosterone. J. Clin. Endocrinol. Metab. 90, 4530–4535. doi:
10.1210/jc.2005-0520
Bayard, S., Raffard, S., and Gely-Nargeot, M.-C. (2011). Do facets of self-
reported im-pulsivity predict decision-making under ambiguity and risk?
Evidence from a community sample. Psychiatry Res. 190, 322–326. doi:
10.1016/j.psychres.2011.06.013
www.frontiersin.org November 2014 | Volume 8 | Article 352 | 9
Derntl et al. Sex hormones and decision-making
Bechara, A. (2005). Decision making, impulse control and loss of willpower to
resist drugs: a neurocognitive perspective. Nat. Neurosci. 8, 1458–1463. doi:
10.1038/nn1584
Bechara, A., Damasiom, A. R., Damasio, H., and Anderson, S. W. (1994).
Insensitivity to future consequences following damage to human prefrontal
cortex. Cognition 50, 7–15. doi: 10.1016/0010-0277(94)90018-3
Beck, A. T., Steer, R. A., and Brown, G. K. (2006). BDI-II Beck-Depression-Inventory.
Frankfurt/Main: Harcourt.
Bixo, M., Andersson, A., Winblad, B., Purdy, R. H., and Bäckström, T. (1997).
Progesterone, 5!-pregnane, 3,20-dione and 3!-hydroxy-5!-pregnane-20-one in
specific regions of the human female brain in different endocrine states. Brain
Res. 764, 173–178. doi: 10.1016/S0006-8993(97)00455-1
Bolla, K. I., Eldreth, D. A., Matochik, J. A., and Cadet, J. L. (2004). Sex-related
differences in a gambling task and its neurological correlates. Cereb. Cortex. 14,
1226–1232. doi: 10.1093/cercor/bhh083
Bortz, J. (1999). Statistik für Sozialwissenschafter. Berlin: Springer.
Brand, M., Fujiwara, E., Borsutzky, S., Kalbe, E., Kessler, J., and Markowitsch, H. J.
(2005). Decision-making deficits of korsakoff patients in a new gambling task
with explicit rules: associations with executive functions. Neuropsychology 19,
267–277. doi: 10.1037/0894-4105.19.3.267
Bröder, A., and Hohmann, N. (2003). Variations in risk taking behavior over the
menstrual cycle. An improved replication. Evol. Hum. Behav. 24, 391–398. doi:
10.1016/S1090-5138(03)00055-2
Broman-Fulks, J. J., Urbaniak, A., Bondy, C. L., and Toomey, K. J. (2014). Anxiety
sensitivity and risk-taking behavior. Anxiety Stress Coping 27, 619–632. doi:
10.1080/10615806.2014.896906
Byrnes, J. P., Miller, D. C., and Schafer, W. D. (1999). Gender differences in
risk taking: a meta-analysis. Psychol. Bull. 125, 367–383. doi: 10.1037/0033-
2909.125.3.367
Carney, D. R., and Mason, M. F. (2010). Decision making and testosterone:
when the ends justify the means. J. Exp. Soc. Psychol. 46, 668–671. doi:
10.1016/j.jesp.2010.02.003
Chavanne, T. J., and Gallup, G. G. Jr. (1998). Variation in risk taking behavior
among female college students as a function of the menstrual cycle. Evol. Hum.
Behav. 19, 27–32. doi: 10.1016/S1090-5138(98)00016-6
Deakin, J., Aitken, M., Robbins, T., and Sahakian, B. J. (2004). Risk taking during
decision-making in normal volunteers changes with age. J. Int. Neuropsychol.
Soc. 10, 590–598. doi: 10.1017/S1355617704104104
Diver, M. J., Imtiaz, K. E., Ahmad, A. M., Vora, J. P., and Fraser, W. D. (2003).
Diurnal rhythms of serum total, free and bioavailable testosterone and of SHBG
in middle-aged men compared with those in young men. Clin. Endorinol. 58,
710–717. doi: 10.1046/j.1365-2265.2003.01772.x
Eckel, C. C., and Grossman, P. J. (2008). Sex and Risk: Experimental Evidence.
Melbourne, VIC: Monash University Press.
Figner, B., andWeber, E. U. (2011). Who takes risk when and why? Determinants of
risk-taking.Curr. Dir. Psychol. Sci. 20, 211–216. doi: 10.1177/0963721411415790
Frye, C. A. (2009). Neurosteroid’s effects and mechanisms for social, cognitive,
emotional, and physical functions. Psychoneuroendocrinology 34, S143–S161.
doi: 10.1016/j.psyneuen.2009.07.005
Gandara, B. K., Leresche, L., andMancl, L. (2007). Patterns of salivary estradiol and
progesterone across themenstrual cycle.Ann. N.Y. Acad. Sci. 1098, 446–450. doi:
10.1196/annals.1384.022
Genazzani, A. R., Petraglia, F., Bernardi, F., Casarosa, E., Salvestroni, C., Tonetti,
A., et al. (1998). Circulating levels of allopregnanolone in humans: gender,
age, and endocrine influences. J. Clin. Endocrinol. Metab. 83, 2099–2103. doi:
10.1210/jcem.83.6.4905
Goudriaan, A. E., Lapauw, B., Ruige, J., Feyen, E., Kaufman, J.-M., Brand, M., et al.
(2010). The influence of high-normal testosterone levels on risk-taking in helthy
males in a 1-week letrozole administration study. Psychoneuroendocrinology. 35,
1416–1421. doi: 10.1016/j.psyneuen.2010.04.005
Gröschl, M. (2008). Current status of salivary hormone analysis. Clin. Chem. 54,
1759–1769. doi: 10.1373/clinchem.2008.108910
Haegler, K., Zernecke, R., Kleemann, A. M., Albrecht, J., Pollatos, O., Brückmann,
H., et al. (2010). No fear no risk! Human risk behavior is affected
by chemosensory anxiety signals. Neuropsychologia 48, 3901–3908. doi:
10.1016/j.neuropsychologia.2010.09.019
Haselton, M. G., and Gangestad, S. W. (2006). Conditional expression of women’s
desires and men’s mate guarding across the ovulatory cycle. Horm. Behav. 49,
509–518. doi: 10.1016/j.yhbeh.2005.10.006
Jianakoplos, N. A., and Bernasek, A. (1998). Are women more risk averse? Econom.
Inquiry 36, 620–630. doi: 10.1111/j.1465-7295.1998.tb01740.x
Krajnik, J., Kollndorfer, K., Nenning, K.-H., Lundström, J. N., and Schöpf, V.
(2014). Gender effects and sexual-orientation impact on androstadienone-
evoked behavior and neural processing. Front. Neurosci. 8:195. doi:
10.3389/fnins.2014.00195
Laux, L., Glanzmann, P., Schaffner, P., and Spielberger, C. D. (1981). State-Trait-
Angstinventar (STAI). Weinheim: Beltz.
Lehrl, S. (2005).Mehrfachwahl-Wortschatz-Intelligenztest: MWT-B. Balingen: Spitta
Verlag.
Lejuez, C. W., Read, J. P., Kahler, C. W., Richards, J. B., Ramsey, S. E., Stuart, G.
L., et al. (2002). Evaluation of a behavioral measure of risk taking: the balloon
analog risk task (BART). J. Exp. Psychol. Appl. 8, 75–84. doi: 10.1037/1076-
898X.8.2.75
Li, X., Lu, Z. L., D’Argembeau, A., Ng, M., and Bechara, A. (2010). The
Iowa gambling task in fMRI images. Hum. Brain Mapp. 31, 410–423. doi:
10.1002/hbm.20875.
Lighthall, N. R., Mather, M., and Gorlick, M. A. (2009). Acute stress increases sex
differences in risk seeking in the balloon analog risk task. PLoS ONE 4:e6002.
doi: 10.1371/journal.pone.0006002
Lighthall, N. R., Sakaki, M., Vasunilashorn, S., Nga, L., Somayajula, S., Chen, E.
Y., et al. (2011). Gender differences in reward-related decision processing under
stress. Soc. Cogn. Affect. Neurosci. 7, 476–484. doi: 10.1093/scan/nsr026
Lundström, J. N., and Olsson, M. J. (2005). Subthreshold amounts of social
odorant affect mood, but not behavior, in heterosexual women when tested
by a male, but not a female, experimenter. Biol. Psychol. 70, 197–204. doi:
10.1016/j.biopsycho.2005.01.008
McCleary, R., and Zucker, E. L. (1991). Higher trait and state-anxiety in female
law students than in male law students. Psychol. Rep. 68, 1075–1078. doi:
10.2466/pr0.1991.68.3c.1075
Mishra, S., and Lalumière, M. L. (2011). Individual differences in risk-propensity:
associations between personality and behavioral measures of risk. Pers. Individ.
Dif. 50, 869–873. doi: 10.1016/j.paid.2010.11.037
Moffat, S. D., and Hampson, E. (1996). A curvilinear relationship between
testosterone and spatial cognition in humans: possible influence of hand
preference. Psychoneuroendocrinology 21, 323–337. doi: 10.1016/0306-4530(95)
00051-8
Overman, W., Graham, L., Redmond, A., Eubank, R., Boettcher, L., Samplawski,
O., et al. (2006). Contemplation of moral dilemmas eliminates sex differences
on the Iowa gambling task. Behav. Neurosci. 120, 817–825. doi: 10.1037/0735-
7044.120.4.817
Perkins, A. M., Kemp, S. E., and Corr, P. J. (2007). Fear and anxiety as separa-
ble emotions: an investigation of the revised reinforcement sensitivity theory of
personality. Emotion 7, 252–261. doi: 10.1037/1528-3542.7.2.252
Pillsworth, E. G., and Haselton, M. G. (2006). Male sexual attractive-
ness predicts diffe-rential ovulatory shifts in female extra-pair attrac-
tion and male mate retention. Evol. Hum. Behav. 27, 247–258. doi:
10.1016/j.evolhumbehav.2005.10.002
Pittig, A., Schulz, A. R., Craske, M. G., and Alpers, G. W. (2014). Acquisition of
behavioral avoidance: task-irrelevant conditioned stimuli trigger costly deci-
sions. J. Abnorm. Psychol. 123, 314–329. doi: 10.1037/a0036136
Pluchino, N., Santoro, A., Casarosa, E., Wenger, J. M., Genazzani, A. D., Petignat,
P., et al. (2013). Advances in neurosteroids: role in clinical practice. Climacteric
16, 8–17. doi: 10.3109/13697137.2013.809647
Popham, L. E., Kennison, S. M., and Bradley, K. I. (2011). Ageism, sensation seek-
ing, and risk-taking behavior in young adults. Curr. Psychol. 30, 184–193. doi:
10.1007/s12144-011-9107-0
Preuss, U. W., Rujescu, D., Giegling, I., Watzke, S., Koller, G., Zetzsche, T.,
et al. (2008). Psychometrische Evaluation der deutschsprachigen Version der
Barratt-Impulsiveness-Skala.Nervenarzt 79, 305–319. doi: 10.1007/s00115-007-
2360-7
Purdy, R. H., Moore, P. H. Jr., Rao, P. N., Hagino, N., Yamaguchi, T., Schmidt, P.,
et al. (1990). Radioimmunoassay of 3α-hydroxy-5α-pregnan-20-one in rat and
human plasma. Steroids 55, 290–296. doi: 10.1016/0039-128X(90)90031-6
Reavis, R., and Overman, W. H. (2001). Adult sex differences on a decision-
making task previously shown to depend on the orbital prefrontal cortex. Behav.
Neurosci. 115, 196–206. doi: 10.1037/0735-7044.115.1.196
Saunders, K. E., and Hawton, K. (2006). Suicidal behaviour and the menstrual
cycle. Psychol. Med. 36, 901–912. doi: 10.1017/S0033291706007392
Frontiers in Neuroscience | Neuroendocrine Science November 2014 | Volume 8 | Article 352 | 10
Derntl et al. Sex hormones and decision-making
Sorge, R. E., Martin, L. J., Isbester, K. A., Sotocinal, S. G., Rosen, S., Tuttle,
A. H., et al. (2014). Olfactory exposure to males, including men, causes
stress and related analgesia in rodents. Nat. Methods 11, 629–632. doi:
10.1038/nmeth.2935
Spielberger, C. D., Gorsuch, R. L., Lushene, R., Vagg, P. R., and Jacobs, G. A.
(1983). Manual for the State-Trait Anxiety Inventory. Palo Alto, CA: Consulting
Psychologists Press.
Stanton, S. J., Mullette-Gillman, O. A., and Huettel, S. A. (2011). Seasonal
variation of salivary testosterone in men, normally cycling women, and
women using hormonal contraceptives. Physiol. Behav. 104, 804–808. doi:
10.1016/j.physbeh.2011.07.009
Starcke, K., Wolf, O. T., Markowitsch, H. J., and Brand, M. (2008). Anticipatory
stress influences decision making under explicit risk conditions. Behav.
Neurosci. 122, 1352–1360. doi: 10.1037/a0013281
Sukolová, D., and Sarmány-Schuller, I. (2011). Fluctuating perception of selected
risk situations with respect to hormonal changes during menstrual cycle. Stud.
Psychol. 53, 3–12.
Sundström, I., and Bäckström, T. (1998a). Citalopram increases preg-
nanolone sensitivity in patients with premenstrual syndrome: an open
trial. Psychoneuroendocrinology 23, 73–88. doi: 10.1016/S0306-4530(97)
00064-4
Sundström, I., and Bäckström, T. (1998b). Patients with premenstrual syn-
drome have decreased saccadic eye velocity compared to control subjects. Biol.
Psychiatry 44, 755–764. doi: 10.1016/S0006-3223(98)00012-2
van den Bos, R., den Heijer, E., Vlaar, S., and Houx, B. B. (2007). “Exploring gender
differences in decision-making using the Iowa Gambling Task,” in Psychology
of Decision Making in Education, Behavior, and High Risk Situations, ed J. E.
Elsworth (Hauppage, NY: Nova Science Publishers Inc.), 207–226.
van den Bos, R., De Visser, L., van de Loo, A. J. A. E., Mets, M. A. J., van
Willigenburg, G. M., Homberg, J. R., et al. (2012). “Sex differences in decision-
making in adult normal volunteers are related to differences in the interaction
of emotion and cognitive control,” in Handbook on Psychology of Decision-
Making: New Research, eds K. O. Moore and N. P. Gonzalez (Hauppage, NY:
Nova Science Publisher Inc.), 179–198.
van den Bos, R., Homberg, J., and de Visser, L. (2013). A critical review on sex
differences in decision-making: focus on the Iowa gambling task. Behav. Brain
Res. 238, 95–108. doi: 10.1016/j.bbr.2012.10.002
van den Bos, R., Taris, R., Scheppink, B., de Haan, L., and Verster, J. (2014). Salivary
cortisol and α-amylase levels during an assessment procedure correlate differ-
ently with risk-taking measures in male and female police recruits. Front. Behav.
Neurosci. 7:219. doi: 10.3389/fnbeh.2013.00219
Visser de, L., van der Knaap, L. J., van der Loo, A. J. A. E., van de Weerd,
C. M. M., Ohl, F., and van den Bos, R. (2010). Trait anxiety affects
decision-making differently in healthy men and women: towards gender-
specific endophenotypes of anxiety. Neuropsychologia 48, 1598–1606. doi:
10.1016/j.neuropsychologia.2010.01.027
Wang, M., Seippel, L., Purdy, R. H., and Bäckström, T. (1996). Relationship
between symptom severity and steroid variation in women with premenstrual
syndrome: study on serum pregnenolone, pregnenolone sulfate, 5!-pregnane-
3,20-dione and 3!-hydroxy-5!-pregnan-20-one. J. Clin. Endocrinol. Metab. 81,
1076–1082.
Weber, E. U., Siebenmorgen, N., and Weber, M. (2005). Communicating asset
risk: how name recognition and the format of historic volatility information
affect risk perception and investment decisions. Risk Anal. 25, 597–609. doi:
10.1111/j.1539-6924.2005.00627.x
Wittchen, H.-U., Zaudig, M., and Fydrich, T. (1997). SKID. Strukturiertes Klinisches
In-terview für DSM-IV. Göttingen: Hogrefe. [SCID – Structured Clinical
Interview for DSM, German version].
Zuckerman, M. (1994). Behavioral Expressions and Biosocial Bases of Sensation
Seeking. Cambridge: Cambridge University Press.
Zuckerman, M. (2006). Sensation Seeking and Risky Behavior. Washington, WA:
American Psychological Association.
Zuckerman, M., and Kuhlman, D. M. (2000). Personality and risk-taking: common
biosocial factors. J. Pers. 68, 999–1029. doi: 10.1111/1467-6494.00124
Conflict of Interest Statement: The authors declare that the research was con-
ducted in the absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.
Received: 24 July 2014; accepted: 14 October 2014; published online: 05 November
2014.
Citation: Derntl B, Pintzinger N, Kryspin-Exner I and Schöpf V (2014) The impact
of sex hormone concentrations on decision-making in females and males. Front.
Neurosci. 8:352. doi: 10.3389/fnins.2014.00352
This article was submitted to Neuroendocrine Science, a section of the journal Frontiers
in Neuroscience.
Copyright © 2014 Derntl, Pintzinger, Kryspin-Exner and Schöpf. This is an open-
access article distributed under the terms of the Creative Commons Attribution License
(CC BY). The use, distribution or reproduction in other forums is permitted, provided
the original author(s) or licensor are credited and that the original publication in this
journal is cited, in accordance with accepted academic practice. No use, distribution or
reproduction is permitted which does not comply with these terms.
www.frontiersin.org November 2014 | Volume 8 | Article 352 | 11
