ABSTRACT The rapid adoption of mobile devices has dramatically changed the access to various networking services and led to the explosion of mobile service traffic. Mobile service traffic classification has been a crucial task that attracts strong interest in mobile network management and security as well as machine learning communities for past decades. However, with more and more adoptions of encryption over mobile services, it brings a lot of challenges about mobile traffic classification. Although classical machine learning approaches can solve many issues that port and payload-based methods cannot solve, it still has some limitations, such as time-consuming, costly handcrafted features, and frequent features update. With the excellent ability of automatic feature learning, Deep Learning (DL) undoubtedly becomes a highly desirable approach for mobile services traffic classification, especially encrypted traffic. This survey paper looks at emerging research into the application of DL methods to encrypted traffic classification of mobile services and presents a general framework of DL-based mobile encrypted traffic classification. Moreover, we review most of the recent existing work according to dataset selection, model input design, and model architecture. Furthermore, we propose some noteworthy issues and challenges about DL-based mobile services traffic classification.
I. INTRODUCTION
Mobile services traffic identification and classification is an important research topic in the field of mobile network management and security. It is the premise and foundation of mobile network resource scheduling, content based billing, intrusion detection and other mobile network management and security monitoring tasks. Efficient, accurate and realtime mobile traffic classification is of great practical significance to provide mobile service quality assurance, dynamic access control and abnormal network behaviors detection. With the widespread adoption of encryption techniques in mobile services (including E-commerce, search engine, social networking, etc.), encrypted traffic has dramatically
The associate editor coordinating the review of this manuscript and approving it for publication was Wenbing Zhao. become a great challenge for mobile network management and security monitoring. Studies on mobile encrypted traffic classification not only help to improve the fine-grained mobile network resource allocation based on services or application, but also enhance security of mobile network and application.
The evolution of mobile encrypted traffic classification technology has gone through three stages: port-based, payload-based and flow-based statistical characteristics. Port-based classification method infers mobile services or application's type by assuming that most applications consistently use 'well known' TCP or UDP port numbers, however, the emergence of port camouflage, random port and tunneling technology makes these methods lose efficacy quickly. Payload-based methods, namely, DPI (Deep Packet Inspection) technology cannot deal with encrypted traffic because it needs to match packet content and has high computational overhead [1] . As a result, in order to attempt to solve the problem of mobile services encrypted traffic identification, flow-based methods emerged, which usually rely on statistical or time series features and employ machine learning (ML) algorithms, such as naive bayes(NB), support vector machine(SVM), decision tree, Random Forest(RF), k-nearest neighbor(KNN) [2] - [5] . In addition, some statistical models such as GMM (Gaussian Mixed Model) [6] and HMM (Hidden Markov Models) [7] are used to identify and classify encrypted traffic. Although classical machine learning approach can solve many issues that port and payload based methods cannot solve, it still has some limitations: (1) It is hard to obtain handcrafted flow features, which always depend on the domain experts' experience. Therefore, the features cannot be automatically extracted and selected, which leads to great uncertainty and confusion of classic machine learning methods when applying ML to mobile services traffic classification. (2) Flow characteristics are prone to be out of date rapidly and need to be continuously updated frequently. (3) How to combine a large readily-obtainable unlabeled dataset with a few costly labeled dataset for traffic classifier to reduce the need of labeled data is a very crucial research topic. (4) Class imbalance is a non-trivial problem for traffic classification tasks, however, current data augmentation methods can not accurately generate samples as close to original data distribution as possible.
Unlike most traditional ML algorithms, Deep Learning performs automatic feature extraction without human intervention, which undoubtedly makes it a highly desirable approach for traffic classification, especially mobile services encrypted traffic. Recent research work has demonstrated the superiority of DL methods in traffic classification. The application of DL techniques involves three steps. First, model inputs are defined and designed according to some principles, such as packets, PCAP files, flow statistics vectors. Second, models and algorithms are deliberately chosen based on models' characteristics and aim of the classifier. Finally, the DL classifier is trained to automatically extract the features of traffic and associate the inputs with corresponding class labels.
In this paper, a general framework of DL-based mobile services traffic classification is proposed. Moreover, we further provide a thorough survey of the state-of-the-art approaches to traffic classification focusing on mobile services encrypted traffic classification based on deep learning and discuss some noteworthy issues and challenges about DL-based traffic classification.
The rest of this paper is organized as follows. Section II introduces the preliminaries of mobile services traffic classification. Section III proposes a general framework of DL-based mobile services encrypted traffic classification. Section IV discusses some noteworthy issues and challenges about DL-based traffic classification. Section V concludes our work.
II. PRELIMINARIES A. MOBILE SERVICES ENCRYPTED TRAFFIC
With the repaid growth of E-commerce, search engine and SNS mobile applications, privacy has become more and more important not only for mobile internet users, but also service providers. Therefore, several important security protocols aiming at privacy preservation have been brought forward, such as SSH, PKI, SET and SSL etc. As the most popular encrypted tunnel, Virtual Private Network (VPN) has been always used in data transmission to keep the data security and availability. HTTPS as the protocol of HTTP over SSL is another security protocol widely used in web or mobile application, such as e-shopping, search engine and SNS etc. Encryption methods as all above mentioned make the traffic data more and more secure, consequently, it naturally becomes a big challenge for traffic classification, especially application-level.
B. TRAFFIC CLASSIFICATION (TC)
Traffic classification has been tasks of crucial importance in the network management domain, especially QoS. In summary, there are three approaches about Internet traffic classification.
1) PORT-BASED APPROACH
This approach is the oldest method for traffic classification, which uses the association of the ports in the TCP/UDP header with well-known TCP/UDP port numbers assigned by the IANA [8] . Apparently, it is very simple and fast, nevertheless, not all protocols can be classified by ports because of dynamic ports or tunnels and Network Address Port Translation (NAPT) [9] , [10] .
2) PAYLOAD-BASED APPROACH
This approach identifies applications by inspecting the packet headers or even payload. It is often called Deep Packet Inspection (DPI). This method generally provides high accuracy with low false negative rates. However, it has very high computational resources consumption and also is expensive to develop and maintain the packet signature library up to date [11] . Moreover, it is useless to encrypted traffic classification.
3) STATISTICAL APPROACH
Statistical classification methods use payload-independant parameters such as packet length, inter-arrival time and flow duration to circumvent the problem of payload encrypted and user's privacy [12] . Many work was carried out using Machine Learning (ML) algorithms. In general, there are two learning strategies are used: one is the supervised methods like decision tree, SVM and Naive Bayes, the other is unsupervised approaches like k-means and PCA [13] . Nevertheless, its poor accuracy and handcrafted feature selection still cannot meet the fine grained traffic classification requirements of rapid growth of Smart Home. ANN is a network of simple elements called neurons, which receive input, change their internal state activation according to that input, and produce output depending on the input and activation. Neural network models can be viewed as simple mathematical defining a function f : X −→ Y . Besides, a neuron's network function f (x) is defined as a composition of other functions g i (x), which is widely used as the nonlinear weighted sum, that is
where K is an activation function, such as sigmoid function or softmax function or rectifier function. The important characteristic of the activation function is that it provides a smooth transition as input values change. Deep learning, also known as deep structured learning or hierarchical learning, is part of a broader family of machine learning methods based on learning data representations, as opposed to task-specific algorithms. Learning can be supervised, semi-supervised or unsupervised [14] , [15] . 
2) MULTILAYER PERCEPTRON (MLP)
A multilayer perceptron (MLP) is a class of feedforward artificial neural network as shown in Fig. 1(a) . A MLP consists of at least three layers of nodes. Except for the input nodes, each node is a neuron that uses a nonlinear activation function. MLP utilizes a supervised learning technique called backpropagation for training [16] . Since MLPs are fully connected, each node in one layer connects with a certain weight ω ij to every node in the following layer. For example of supervised learning, the node weights are adjusted based on backpropagation that minimize the error in the entire output, given by
Using gradient descent, the change in each weight is
where y i is the output of the previous neuron and η is the learning rate.
3) STACKED AUTOENCODER (SAE)
An autoencoder is an unsupervised learning algorithm which is one approach to automatically learn features from unlabeled data as shown in Fig. 1(b) . It is usually used for dimensionality reduction or feature extraction. The network mainly consists an encoder function and a decoder function, given by φ : X −→ F and ψ : F −→ X . Autoencoders are trained to minimize reconstruction errors like following:
Autoencoders can be thought as a special case of feedforward networks, and it can be trained with the same techniques, such as backpropagation algorithm. In order to obtain a better performance, SAE stacks several autoencoders, in which the output of one autoencoder is the input of the next autoencoder [17] .
4) CONVOLUTIONAL NEURAL NETWORK (CNN)
CNN is another type of deep learning network as shown in Fig. 1 (c). For example, each neuron in the lth layer is connected to a small region of the neurons in the (l − 1)th layer. The local filters are used to complete the mapping which can be viewed as convolutional functions. In addition, the replicated units share the same weight vectors and bias. It increases learning efficiency by reducing the number of parameters being learnt greatly. Another important operation of a CNN is pooling which is used for down-sampling. For example, the max pooling outputs the maximum value within a rectangular sub-region. Other popular pooling functions include the average pooling, the L2 norm pooling. The pooling provides a form of translation invariance and reduces computation for upper layers [18] . 
III. THE FRAMEWORK OF DEEP LEARNING IN MOBILE SERVICES ENCRYPTED TRAFFIC CLASSIFICATION
This section will outline the framework of DL in mobile services encrypted traffic classification and present a thorough survey of existing relevant research work. Fig. 2 illustrates a general framework for DL-based mobile services traffic classification, which is composed of six steps. We will discuss these steps in this section and examine the corresponding parts related to the existing work. Furthermore, we demonstrate some potential challenges of these steps and share our ideas and solutions to these problems. The summary of recent research work is shown in Table 1 .
A. CLASSIFICATION TASK DEFINITION
Defining explicit classification task is a primary step before designing traffic classifier. Substantially, classification task is composed of three parts, which are aims, granularity and performance requirements.
1) AIMS OF CLASSIFICATION
Generally, mobile services traffic classification aims always include three parts, which are mobile network management, security and personalized recommendation. There are Mobile Network Resource Scheduling, QoS Provisioning and Content based Billing in network management related scenarios. Intrusion Detection, Malware Detection and BotNet Detection are the typical scenarios of the network security. Moreover, Mobile Service Providers or Content Providers can push their own recommendations based on subscribers' preferences by means of fine-grained traffic classification, such as mobile internet users behavior analysis.
2) GRANULARITY OF CLASSIFICATION
To meet the different requirements of aforementioned classification aims, it is strongly necessary to define the [34] , Facebook Account Name, Twitter User Name), mainly used for security audit and information forensics.
3) PERFORMANCE REQUIREMENTS OF CLASSIFICATION
As for performance requirements of classification, it is important to take two factors into account, one is realtime ability,
the other is light-weight ability. From the perspective of realtime ability of classification, one can divide the classifiers into two types: online and offline. Online classifiers always are used in realtime scenarios, such as Network Resource Scheduling, Intrusion Detection. In contrast, offline classifiers usually are used for user behaviors analysis, billing based on applications or content etc. Furthermore, some classifiers should be light-weight in some specific scenarios, especially in some simple hardware, such as home gateway or edge router [35] . Apparently, with the rapid growth of fog computing, light-weight classifiers arise more and more focus not only academic research but also network operating [36] . 
B. DATA PREPARATION
It is essential for training a deep learning model to acquire a large, balanced and representative dataset. There are three ways for data preparation, including selecting existing dataset, collecting raw data and generating synthesized samples. The description in detail is as follows: 1) Dataset Selection. In Table 2 , there are a summary of datasets used in recent existing work. Apparently, most work selected public datasets like ISCX2012 and Moore. Moreover, some work collected raw data from ISP's network or research lab to create their own dataset like USTC-TFC2016 and IMTD17. From the perspective of numbers of samples, we can see that most work selected 70K-1500K records for training, in which most work included encrypted traffic samples. While most work selected 5-17 applications or protocols as their classification task. In addition, it is noteworthy that some datasets used in existing work were imbalanced. Nevertheless, as we all know, class imbalance problem is non-trivial. In summary, there is no publicly accepted dataset for research because of following reasons:(1) no dataset can contain all types of application traffic because of huge numbers of traffic types and frequent update of applications. (2) It is very hard, timeconsuming and costly to cover all the network scenarios like broadband and radio access, PC and mobile devices access etc. In one word, it is very difficult to create a dataset that is able to characterize the traffic data distribution accurately and extensively. 2) Raw Data Collection. In Table 2 , Wang [19] , Lopez-Martin [24] and Seq2Img [30] collected raw data from internal company or ISP's network. They collected raw packets by some packet capture tools like Tcpdump [37] , besides, some work use flow tools to collect traffic records like NetFlow [38] . 3) Data Augmentation. As we mentioned aboved, class imbalance is a non-trivial problem when facing to the traffic classification. As a useful method of handling class balance, data augmentation usually refers to generate synthesized samples to keep the samples of major and minor classes balanced. We will illustrate the topic in following Section IV-A later.
C. DATA PRE-PROCESSING
Generally speaking, traffic data in dataset can be categorized into three types: raw packet data, PCAP files and statistical features. The first two types of data usually need to be pre-processed because of three reasons:(1) raw packet data always contains some irrelevant packets, such as ARP, DHCP, ICMP. (2) packet-level feature distribution may be distorted by some unexpected network conditions, such as retransmission packets, out of order packets. (3) PCAP files contain some unnecessary information like PCAP files header. Therefore, some data pre-processed measures like packets filtering, header removal are needed [20] , [21] , [23] . Zero-padding and truncation at a fixed length are required in most cases of raw packet dataset, because Deep Neural Network (DNN) is always fed a fixed-size input, while the frame length of packets from dataset varies a lot from 54 to 1514 bytes when taking TCP as an example. In addition, data normalization is crucial to the performance of deep leanring, which always normalize the traffic data from dataset to a value in the range of [−1,+1] or [0, 1] . This facilitates the classification task to converge faster during the training of model.
D. MODEL INPUT DESIGN
As an important component, the input of a deep learning model has a strong impact on the performance of the model during training and testing. Generally speaking, the input of a traffic classification model based on DL can be categorized into three types: raw packet data, traffic features and combination with raw data and features. The summary of model input of the existing work is shown in Table 3 . 1) Raw Packet Data. Most work chose raw packets data as the input of model, such as [?], [19] - [22] , [26] . As aforementioned in Section III-C, zero-padding and truncation are always needed. From Table 3 , we can see that the range of zero-padding and truncation length is usually from 700 to 1500 bytes. 2) Traffic Features. Generally speaking, traffic features can be categorized into three types: packet-level features(such as packet length and inter-arrival time of packets), flow-level features(such as flow duration, total packet in the flow) and statistical features(such as average packet length and average bytes sent or received per second). In [24] , packet-level features were widely used, such as source and destination port, payload bytes, TCP window size, inter-arrival time of packets and packet direction. In [27] , the authors only selected three packet-level features like packet length, inter-arrival time of packets and direction of packet. While in [29] , [30] , packet-level, flow-level features and statistical features were all used for input of model. In addition, how many first packets of a flow to capture for extracting features has very strong impact on performance of traffic classifier, especially real-time classification. Apparently, the more first packets are collected, the more flow features are intact and comprehensive. Meanwhile, the complexity and computational load are increasing accordingly which will lead to the classifier's performance degradation. From Table 3 , we can see some literatures have shown that they took first 10 [28] , [30] or 20 [24] packets for flow features. 3) Combination with raw data and features. In [28] , they chose the combination of raw packet data and features extracted from netflow to identify the applications of Google using QUIC, which is a new encryption protocol.
E. PRE-TRAINING DESIGN
As we all know, deep learning requires a large amount of labeled data during training, however, collecting and labeling a large dataset is very time-consuming and costly. Traffic dataset is without exception, especially encrypted traffic, because current traffic labeling tools like DPI cannot handle encrypted traffic. On the contrary, unlabeled traffic data is abundant and readily available. Therefore, some researchers began to explore how to use easily-obtainable unlabeled traffic data combined with a few labeled traffic data for accurate traffic classification [27] , [31] . Actually, this is a typical semisupervised learning, by which one can pre-train a model D u with a large unlabeled traffic data and then transfer it to a new architecture and retrain the model with D l . Furthermore, pre-training can also be used for dimension reduction by which model will become light-weight that is very important in some scenarios, such as online or simple hardware as aforementioned in Section III-A.3. Besides, large dataset will consume enormous computing and memory resources. In [20] , [21] , they designed a SAE model used in the pre-training process for dimension reduction, while VAE was used in [27] , [31] for semi-supervised learning to overcome the labeling problem. A summary of pre-training desigh of existing work is shown in Table. 4. 
F. MODEL ARCHITECTURE DESIGN
Model architecture is the most critical factor for traffic classification. In this subsection, we will present a thorough review of model architecture design of existing work.
1) MLP
In 2015, A first attempt using DL for traffic classification is proposed by Wang in [19] . MLP model (ANN called in this paper) was used for traffic records about 0.3 million, which were collected from their internal network. Besides, there were 58 protocol types in these private dataset including regular and encrypted applications. The experimental results show that both precision and recall can achieve more than 90% on the top 25 popular protocols. In 2018, P. Wang et al. introduced a DL based encrypted traffic classification method called DataNet, which was embeded in SDN Home Gateway for fine-grained network resource allocation [20] . MLP model was one of the TC methods of DataNet. The MLP model was composed of one input layer, two hidden layers and one output layer. The input layer has 1480 neurons and the two hidden layers were composed of 6 and 6 neurons respectively. The output layer was composed of 15 neurons with Softmax as classifier. They used VPN-nonVPN traffic dataset of ISCX2012 [39] , which is composed of 15 encrypted applications and 73,392 packets.
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The experimental evaluation results show that Precision, Recall and F1-Score were all more than 92%.
2) CNN
MLP cannot handle high dimensional input because the number of model parameters in hidden layers is too large, however, CNN improves this limitation by adopting convolution layers which use a set of kernels with a number of learned parameters. After convolution and pooling, the number of model parameters are notably reduced. Finally, classification task can be achieved by combining CNN with several fully-connected layers and softmax layer.
There are a few literatures focusing on traffic classification based on CNN. Referring to the CNN's successful applications in images and computer vision, most of existing work applied existing classical CNN models (VGG and ResNet) for traffic classification by converting packets sequences into images. In [22] , Wang et al. has used 2D-CNN for malware traffic classification with all packet bytes of bidirectional flow and acquired an outstanding accuracy of classification. Whereafter, they proposed a 1D-CNN architecture to classify the traffic from ISCX2012 dataset and showed a significant improvement over C4.5 ML methods and a slight increasing over 2D-CNN they proposed previously [23] . Wang et al. proposed a LeNet-5 based CNN model for classification over Morre dataset after preprocessing traffic data using Min-Max Normalization method [29] . Chen et al. [30] presented a CNN model used Reproducing Kernel Hilbert Space (RKHS) embedding and converted the early time series data into 2D images and outperformed some classical ML methods.
3) RNN
As aforementioned aboved, CNN has very excellent learning ability of spatial characteristic, however, it cannot extract temporal features like time series data which are also strongly helpful to classification. In [26] , the authors proposed a novel IDS based on a combination with CNN and LSTM, in which the low-level spatial features of network traffic were learned by CNN and high-level temporal features by LSTM. The automatically learned traffic features effectively reduced the False Alarm Rate(FAR). In [24] , Lopez-Martin et al. proposed a time-series flow features based classification method using the combination with CNN and LSTM and this particular combination gave the best results compared with other alternative approaches. Different to aboved work, [40] proposed a novel data augmentation approach based on LSTM for generating traffic flow patterns to improve the class imbalance problem.
4) AE
As described in Section II-C.3, auto-encoder (AE) is an unsupervised learning algorithm which is an approach to automatically learn features from unlabeled data and usually used for dimensionality reduction or feature extraction. AE is widely used to initialize the parameters of DNN. As a basic architecture, AE has some other variations, such as Stacked Auto-encoder (SAE), Variational Auto-encoder (VAE) and Denoizing Auto-encoder (DAE). The existing work focusing on AE and the variations of AE are as follows: 1) AE. In [41] , an AE model was used to reconstruct the input traffic data and a sofmax classifier was combined with the encoded internal representation of the AE. The experimental evaluation has shown a moderate accuracy. In addition, AE is extensively used in IDS and network anormaly detection [42] , [43] . 2) SAE. SAE is a stacked AEs architecture trained by a greedy layer-wise style which is a way that the output of each AE layer is the input of next AE layer. In [19] - [21] , SAE models proposed were all used for traffic classification combined with Softmax and all experimental results have shown a very outstanding performance compared to classical ML algorithms. Moreover, the node numbers of the latent layer described in Datanet of [20] and Deeppacket of [21] were 32 and 50 respectively. Apparently, SAE model can effectively reduce the dimension of input data and reconstruct the input accurately. 3) VAE. Compared to other AEs, the latent features learned by VAE conform to a probability distribution rather than a specific value. Therefore, it can reduce the rigid constraint of the parameters and improve the capacity to tolerate the error of complex input data [44] . In [31] , the authors identified traffic through a twostage learning, which included unsupervised feature extraction and supervised category mapping. In the first stage, VAE extracted latent features from massive unlabeled samples and mapped the features to certain categories with small-scale labeled samples. The experimental results have shown a very good performance. 4) DAE. Although AEs have a lot of advantages about feature selection and extraction, there is still a serious problem that when there are more nodes in the hidden layer than input layer, AEs are risking to learn the so-called 'Identity Function', also called 'Null Function', meaning that the output equals the input, making the AEs useless. DAE solves this problem by corrupting the data on purpose by randomly turning some of the input values to zero. When calculating the loss function, it is important to compare the output values with the original input, not with the corrupted input. In this way, the risk of learning the identity function instead of extracting features is eliminated. Regrettably, there are little literatures about traffic classification using DAE, while some work used DAE for IDS and Network Anormaly Detection [45] , [46] .
5) GAN
Generative adversarial network(GAN) has been considered as a promising technique since proposed by Goodfellow et al. in 2014 [47] , which is a framework to train the generative models. The main idea of GAN is that two networks, the generator network and discriminator network, play a minimax game in order to converge to an optimal solution [48] . GAN has shown its state-of-the-art advance in the generation of images, sound and texts [49] - [51] . Similar with texts or sentences, GAN can also be applied to the traffic data generation. Current researches have shown that GAN can improve the malware detection or IDS [52] - [56] .
As for the application of GAN in the traffic classification, recent research work has proposed some ideas using GAN to generate the traffic samples to overcome the imbalanced property of network data. In [32] , the authors adopted an unsupervised learning method called auxiliary classifier GANs(AC-GAN) to generate synthesized traffic samples for balancing between the minor and major classes over a wellknown traffic dataset NIMS which only included SSH and non-SSH two classes. The AC-GAN took both a random noise and a class label as input in order to generate the samples of the input class label accordingly. The experimental results has shown that their proposed method achieved better performance compared to other methods like SMOTE. In addition, GAN has been applied in IDS and Malware detection to generate adversarial attacks to deceive and evade the detection systems [52] , [54] .
IV. NOTEWORTHY PROBLEMS OF DEEP LEARNING IN ENCRYPTED TRAFFIC CLASSIFICATION A. CLASS IMBALANCE
As aforementioned in Section III-B, class imbalance is a non-trivial problem of traffic classification. This section will outline some techniques for addressing imbalanced data related traffic classification. According to the description in the literature [57] and [58] , there are usually three methods: modifying the objective cost function, under-sampling and over-sampling, and generating artificial data to handle the imbalance problem. In table 2, DeepPacket [21] and Datanet [20] adopted under-sampling method to randomly remove the major classes' samples until the classes were fairly balanced, whereas, Lopez-Martin et al. [24] did not take the imbalanced problem into account. As a method of generating artificial data, SMOTE has been adopted in some work like [59] . With the rapid growth of deep generative model, recent work has shown some new ideas of data augmentation about traffic data. In [40] , the authors proposed a data augmentation approach based on the use of LSTM for generating traffic flow patterns and Kernel Density Estimation(KDE) for replicating the numerical features of each class. In [60] , an augmentation method has been proposed by using an Auxiliary Classifier Generative Adversarial Network (AC-GAN) to generate two classes of network, which were SSH and none-SSH.
B. SEMI-SUPERVISED LEARING BASED TRAFFIC CLASSIFICATION
Most existing work mentioned aboved is based on supervised learning way, which depends on large quantities of labeled data. As we all know, labeled data are always difficult and costly to obtain, however, unlabeled data are readily-obtainable. Obviously, it is a promising research direction that how to combine the large unlabeled traffic data with a few labeled ones to complete the classification task in a semi-supervised way, which will dramatically obviate the dependence of large labeled datasets. Generally speaking, a semi-supervised approach is composed of two stages: one is the stage of pre-training on large unlabeled traffic datasets in unsupervised way, the other is the stage of re-training on a small labeled traffic datasets in supervised way. In [27] , the authors first pre-trained a model on a large unlabeled dataset where the input is the time series features of a few sampled packets, then transferred the learned weights to a new model to further re-train on a small labeled dataset generated from the more challenging QUIC protocol. The experimental results showed that the proposed semisupervised approach achieved almost the same accuracy as a fully-supervised method.
V. CONCLUSION
In the paper, we proposed a general framework of DL based mobile services encrypted traffic classification and review most recent existing work according to classification task definition, data preparation, pre-processing, model input design, pre-training design and model architecture. Furthermore, some noteworthy issues are also illustrated and discussed. In the future work, we will continue to study and follow related progress about mobile services traffic classification. 
