This paper addresses the problem of designing shaped beam patterns with arbitrary arrays subject to constraints. The constraints could include the sidelobe level suppression in specified angular intervals, the mainlobe halfpower beamwidth, and the predefined number of elements. In this paper, we propose a new Differential Evolution algorithm, which combines Composite DE with an eigenvector-based crossover operator (CODE-EIG). This operator utilizes eigenvectors of covariance matrix of individual solutions, which makes the crossover rotationally invariant. We apply this novel design method to shaped beam pattern synthesis for linear and conformal arrays. We compare this algorithm with other popular algorithms and DE variants. The results show CODE-EIG outperforms the other DE algorithms in terms of statistical results and convergence speed.
Introduction
Array synthesis is a classic and challenging optimization problem, which has been extensively studied using several analytical or stochastic methods [1] [2] [3] [4] . Common optimization goals in array synthesis are the sidelobe level suppression and the matching of the main lobe to a desired pattern. Thus, the optimization problem is usually to find a set of element excitations and/or positions that closely match a desired pattern. The desired pattern shape can vary widely depending on the application. The shaped beam pattern synthesis problem has received wide attention over the years, and several methods or techniques have been reported in the literature [5] [6] [7] [8] [9] [10] [11] . Among others these methods include Tabu search [5] , ant colony optimization [11] , and linear programming [7] . Additionally, evolutionary algorithms (EAs) like Genetic Algorithms (GAs), Particle Swarm Optimization (PSO), and Differential Evolution (DE) [12] , which is a population-based stochastic global optimization algorithm, have been applied to a variety of array design problems [13] [14] [15] [16] [17] [18] [19] [20] [21] . Several DE variants or strategies exist. One of the DE advantages is that very few control parameters have to be adjusted in each algorithm run.
Composite DE (CODE) [22] is an adaptive DE variant, which combines three different trial vector generation strategies with three preset control parameter settings. The above combination is performed in a random way in order to generate trial vectors. The main advantage of CODE is that it has a simple structure and thus it is very easy to be implemented in any programming language. In this way significant computational costs spent on searching using a trial-and-error procedure can be avoided. The DE performance depends on control parameters, mutation strategies, and crossover operators. Most of the DE strategies or variants use the binomial crossover operator, which has been found to produce better results than the exponential crossover operator [23] . The authors in [24] propose an alternative crossover operator, namely, the eigenvector-based crossover. This operator utilizes the eigenvector information of the covariance matrix of the population to rotate the coordinate system. Additionally, this crossover operator can be applied to any DE variant. In this paper, we incorporate this scheme to the CODE algorithm and therefore introduce a new algorithm, the Composite DE with Eigenvector-Based Crossover (CODE-EIG).
In this paper, we apply CODE-EIG to the shaped beam pattern synthesis problem. More specifically, we utilize the CODE-EIG algorithm for designing different linear arrays cases and a conformal array case. Additionally, in order to evaluate the new algorithm, we compare the algorithm's performance with other DE strategies, PSO, and GAs. This paper is organized as follows: A brief description of the CODE and the CODE-EIG algorithm is given in Section 2. Section 3 describes the problem formulation and the objective functions and presents the numerical results for different array design cases. Finally, the conclusion is given in Section 4.
The Composite Differential Evolution (CODE) Algorithm
A population in DE consists of NP vectors , , = 1, 2, . . . , NP, where is the generation number. The population is initialized randomly from a uniform distribution. Eachdimensional vector represents a possible solution, which is expressed as
The population is initialized as follows:
where , and , are -dimensional vectors of the lower and upper bounds, respectively, and rand [0,1) is a uniformly distributed random number within [0, 1).
The initial population evolves in each generation with the use of three operators: mutation, crossover, and selection. Depending on the form of these operators, several DE variants or strategies exist in the literature [12, 25] . The choice of the best DE strategy depends on problem type [23] . In CODE the following three strategies are used for trial vector generation. These include DE/rand/1bin, DE/rand-tobest/2/bin, DE/rand/2/bin, and DE/current-to-rand/1 [26] . In these strategies, a mutant vector V +1, for each target vector , is computed by DE/rand/1/bin
DE/rand/2/bin
DE/current-to-rand/1
where 1 , 2 , 3 , 4 , and 5 are randomly chosen indices from the population, which are different from index , is a mutation control parameter, and rand [0,1) is a randomly generated number from a uniform distribution within the interval [0, 1). The basic idea of CODE [22] is to generate a trial vector for each of the three above-mentioned strategies. The control parameters settings are randomly chosen. Therefore, CODE maintains a strategy candidate pool, consisting of the three strategies given in (3a), (3b), and (3c). A parameter candidate pool is also used with the settings given below:
These are strategies and settings that have been widely used. Therefore, their properties have been extensively studied. The authors in [22] have modified the DE/rand/2/bin strategy by using a random number from the interval [0, 1) instead of the first mutation control parameter. The implementation of the CODE is quite simple. The best trial vector of the three generated is chosen. Then it is compared with the old vector and it replaces it if its fitness function value is smaller. After mutation in each generation for every vector of the population, the binary crossover operator is applied to generate a trial vector +1, = ( +1,1 , +1,2 , . . . , +1, , . . . , +1, ) whose coordinates are given by In CODE, the crossover operator is not applied for the DE/current-to-rand/1 strategy. CODE uses a greedy selection operator, which for minimization problems is defined by
where ( +1, ), ( , ) are the fitness values of the trial and the old vector, respectively. Therefore, the newly found trial vector +1, replaces the old vector , only when it produces a lower objective function value than the old one. Otherwise, the old vector remains in the next generation. The stopping criterion for the CODE or DE in general is usually the generation number or the number of objective function evaluations.
CODE with Eigenvector-Based Crossover Operator (CODE-EIG).
The authors in [24] propose an eigenvectorbased crossover operator, which utilizes eigenvectors of covariance matrix of individual solutions. Thus, the crossover is rotationally invariant. To avoid losing diversity of population, International Journal of Antennas and Propagation 3 the offspring can be stochastically born from the parents with either the standard coordinate system or the rotated coordinate system. The authors in [24] also introduce a new parameter to control the probability of selecting one of the coordinate systems. They have shown that this scheme can increase the population diversity and prevent premature convergence. Additionally, another significant advantage of this operator is that it can be applied to any crossover strategy with minimal changes. Therefore, it can enhance any existing DE variant. The main idea is to exchange the information between the target vector and the mutant vector in the eigenvector basis instead of the natural basis. We consider the same population of NP -dimensional vectors defined in the previous section. The covariance between th and th dimension of the population in the th generation is given by [24] cov
where , , , are the mean values of the variables in the th and th dimension, respectively.
To compute the eigenvector basis we need to factorize the covariance matrix C = ( , = cov( , )) into a canonical form
where Q is the square matrix ( × ) whose th column is the eigenvector , of C and Λ is the diagonal matrix whose diagonal elements are the corresponding eigenvalues. The factorization of a matrix into a canonical form is called eigendecomposition. The authors in [24] use Jacobi's method [27] for eigendecomposition. When the eigenvector basis is found, the th target vectors , can be expressed by (Q ⋅ , ); the th mutant vectors V +1, can be expressed by (Q ⋅ V +1, ). Then, a predefined crossover operator, such as binomial crossover, will exchange some of the elements of the mutant vector with some of the elements of its target vector to form a trial vector. The trial vector is then given by [24] +1,
where Q * is the conjugate transpose of the eigenvector basis Q and xover( , ) is a crossover operator on two vectors and , where is a new control parameter introduced in [24] which is called eigenvector ratio between 0 and 1 that determines the ratio of the eigenvector-based crossover operator and the other crossover operator. The main feature of this approach is that no matter how the crossover operator exchanges the elements in the eigenvector basis, the crossover behavior will become rotationally invariant in the natural basis.
Therefore, to create the CODE-EIG variant we use (3a), (3b), and (3c) to generate the mutant vector and (9) to create the trial vector. Additionally, this new variant requires the setting of the eigenvector ratio . It must be noted that when = 1 then only the eigenvector crossover operator is used, while when = 0 then only the binary crossover operator is used.
The CODE-EIG algorithm is outlined below:
(1) Initialize the CODE-EIG parameters. That is, set the maximum number of generations max , the population size number NP, and the eigenvector ratio .
(2) Initialize a uniformly distributed random population of NP individuals. Set = 1.
(3) Evaluate objective function value for every vector of the population.
(4) For each vector of the population, generate three mutant vectors
, each with one of the three strategies given in (3a), (3b), and (3c) and with a control parameter setting randomly selected from the parameter candidate pool.
(5) Apply the eigenvector-based crossover operator according to (9) The CODE-EIG flowchart is depicted in Figure 1 .
Numerical Results
In this paper, we compare the proposed CODE-EIG with three other DE algorithms, PSO, and GAs on two different array design cases. These algorithms are the CODE algorithm [26] , the popular DE/rand/1/bin strategy (binomial crossover), the DE/rand/1/eig strategy (eigenvector-based mixed with binomial crossover), the Constriction Factor PSO [28] , and a real coded GA. In the DE/rand/1/eig and DE/rand/1/bin strategies, is set to 0.5 and CR to 0.9. In the PSO, the cognitive learning factor 1 and the social learning factor 2 are both set to 2.05. For the GA the crossover probability is set to 0.9 and the mutation probability is set to 0.1. The eigenvector ratio is set to 0.5 for both CODE-EIG and DE/rand/1/eig. For the cases where the algorithms are compared, the population size and the number of generations are set equal for all algorithms. The stopping criterion for all algorithms is the generation number. 
Linear Array Synthesis.
We consider an -element linear array of equally spaced isotropic elements. The array factor is expressed as
where is the wavelength, and are the amplitude and the phase of the th element, respectively, and are the corresponding vectors, is the distance between two adjacent elements, = sin( ) is the direction cosine, and is the steering angle measured from broadside of the array.
For a symmetrically excited array (10) becomes
where = ⌊ /2⌋ is the largest integer less than or equal to /2. For an even number of elements 0 = 0 and for an odd number of elements we set 0 = 1. We assume that = 0.5 for all cases.
The shaped beam design cases are chosen such as the desired pattern is a cosecant beam and outside the main beam the peak sidelobe level (PSLL) should not exceed predefined values [5, 7, 11] . We consider case 1, where the desired pattern is given by the following expression:
where PSLL is the desired peak sidelobe level. One may observe that the PSLL is set to −30 dB instead of −25 dB in [5, 11] . The second case uses the same cosecant main beam in the sector of ∈ [0.1, 0.5] as in (12) , while the PSLL is given by [5, 7, 11] The requirement of matching a desired shaped beam pattern can be expressed as follows: 
where PSLL is the calculated peak sidelobe level and is the vector of the unknown variables (the array amplitudes and phases). We have found the above weight values based on a trial-and-error procedure. The population size is set to 100 and the maximum number of generations is set to 1000 for all linear array design cases. The first example case is that of a symmetrically excited array of 20 and 18 elements. Thus, the total number of unknowns is 20 and 18, respectively. The desired pattern is that of case 1. In this case, we compare the algorithms performance for = 20 elements. The best value, the worst value, the mean, and the standard deviation of the last generation computed by each algorithm are presented here. Figure 2 shows the best radiation patterns obtained by CODE-EIG for this case. The obtained patterns are in good agreement with the desired one. The 20-element array obtained a PSLL value of −30 dB, while the 18-element array obtained a PLL value of −29.96 dB. Table 1 holds the optimum element amplitudes and phases derived for the first two arrays. The convergence rate plot for this case for = 20 is shown in Figure 3 . The CODE-EIG strategy converges faster than the other DE algorithms. The DE/rand/1/eig strategy converges faster than the CODE and the DE/rand/1/bin strategy. PSO and GA converge slower than the DE algorithms. Table 2 presents the statistical results for all algorithms. Both CODE-EIG and Average cost function 700 600 300 400 500 900 0 800 100 1000 200
Number of iterations DE/rand/1/eig strategy produce about the same best result. However, CODE-EIG is better than DE/rand/1/eig in terms of mean and standard deviation values. We also notice that the DE/rand/1/eig results are better than the CODE and DE/rand/1/bin strategy. The PSO and GA obtained results present higher mean and standard deviation values. The DE/rand/1/bin strategy is the fastest among all the algorithms in terms of computational time. The PSO and GA are also faster than the other DE algorithms. The second example case is again a symmetrically excited array of 20 and 18 elements. However, the desired pattern is that of case 2. Again, we compare the algorithms performance for = 20 elements. Figure 4 presents the patterns of the best designs obtained for both = 20 and = 18 elements. We notice that the derived patterns closely match the desired one, while the 20-element array is a better approximation than the 18-element one. The maximum SLL of the 20-element case is −25.09 dB while for the 18-element case the SLL value is −24.94 dB. Table 3 presents the optimum amplitudes and phases obtained by the CODE-EIG strategy for both arrays. Average cost function 100 200 300 400 500 600 700 800 900 1000 0 Number of iterations and the DE/rand/1/bin. Regarding computational time, again the DE/rand/1/bin is faster than the other algorithms. The CODE-EIG is faster than CODE and DE/rand/1/eig in this case. Next, the examples that follow design the same two cases but with asymmetrically excited arrays. Therefore, the total number of unknowns is 2 for these cases. The third example is that of an asymmetrically excited array with = 16, 17, and 18 elements. The desired pattern is that of case 1. The best obtained patterns by CODE-EIG are depicted in Figure 6 . We notice that the three patterns approximate the desired pattern. The peak SLL values are −30.20 dB, −30 dB, and −29.99 dB for = 18, 17, and 16, respectively. The element amplitude and phases for the three patterns are presented in Table 5 .
The fourth example presents the design case 2 as the desired pattern obtained by an asymmetrically excited linear array of 20 and 18 isotropic elements. The author has not been able to find in the literature an example that uses this design case asymmetrically excited. The best obtained patterns by CODE-EIG are illustrated in Figure 7 . We notice that the 20-element array matches better the desired pattern than the 18-element one. The peak SLL values are −25.01 dB and −24.99 dB for = 20 and = 18 elements, respectively.
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Conformal Array Synthesis.
The final design case presents a conformal cylindrical array design. This case has been solved in [4] using simulated annealing. In [7] another design is obtained using linear programming. We assume a cylindrical array consisting of MXN elements in the and directions, respectively. For this case = = 8. The radius 0 of the cylindrical surface is 5 , while the cylinder height is ℎ 0 = 3.5 . The angular region of the array extends from − 0 to 0 , where 0 = 20 ∘ . The array elements are uniformly spaced by 0.5 .
The far-field radiation pattern of the conformal cylindrical array is given by where , are the element indices in the and directions, respectively, and el( , ) is the element pattern given by [7] el
where is the element azimuthal position. The positions of the array elements are
The desired far-field pattern, FF , has a cosecant square dependency in the = 0 ∘ plane for an elevation angle ranging between requirement. Additionally, the peak sidelobe levels outside the shaped beam region must remain below a predefined desired value, PSLL .
For this case, we express the objective function as
where FF is the calculated far-field pattern in the = 0 ∘ plane, 1 is the number of pattern samples taken for the = 0 ∘ plane, PSLL is the calculated peak sidelobe level in a set of -cuts, HPBW
=90
∘ is the calculated half-power [4, 7] ). We set the population size to 100 vectors and the maximum number of iterations is set to 3000. Figures 8(a), 8(b) , and 8(c) depict the best obtained radiation pattern with CODE-EIG for the = 0 ∘ , = 90 ∘ , and a 3D pattern, respectively. One may notice from the = 0 ∘ plane pattern that the pattern found has PSLL value of −27.01 dB, which is about 3 dB below the one from [4] , while it is about 0.4 dB higher than the one from [7] . Moreover, the = 90 ∘ plane pattern has a HPBW about 16 ∘ and the PSLL value in this pattern is below the corresponding values from [4, 7] . Table 7 holds the amplitudes and phases of the best obtained pattern found by CODE-EIG.
CODE-EIG Tuning Parameter
Sensitivity. The main control parameter of CODE-EIG is the eigenvector ratio . In order to explore the CODE-EIG sensitivity to control parameter selection we evaluated the first example using different eigenvector ratio settings. The number of elements of the pattern is = 20. We set the number of generations to 1000 and the population size to 100. We run the algorithm for 50 independent trials for each case. The best value, the worst value, the mean, and the standard deviation at the last generation are presented here. Table 8 shows the results. CODE-EIG performance is relatively robust to different values, as long as is 0.5 or 0.8. Higher or lower eigenvector ratio values result in slightly worse statistical values. This conclusion is in agreement with [24] , where the authors show the eigenvector ratio value of 0.5 produces better results. 
Conclusion
We have presented a novel design approach for shaped beam pattern synthesis with multiple constraints based on Differential Evolution. We have introduced a new DE algorithm, namely, the CODE-EIG, which extends the Composite DE with the eigenvector-based crossover operator. The CODE-EIG algorithm is a powerful and robust global optimizer, which selects the appropriate strategy for trial vector generation and control parameters from a predefined candidate pool. An additional control parameter that is included in CODE-EIG is the eigenvector ratio. Thus, CODE-EIG requires only the adjustment of three parameters: the population size, the number of iterations, and the eigenvector ratio.
One of the DE advantages is that very few control parameters have to be adjusted in each algorithm run. However, the control parameters involved in DE are highly dependent on the optimization problem. Moreover, the selection of the appropriate strategy for trial vector generation requires additional computational time using a trial-anderror search procedure. Therefore, it is not always an easy task to tune these parameters. The CODE-EIG algorithm selfadapts these parameters. Although the CODE-EIG algorithm requires more computational time than the DE/rand/1/bin strategy, significant time is saved from using the trial-anderror search procedure.
We have designed shaped beam patterns of linear and conformal arrays, which have proven the effectiveness of this approach. The numerical results show that compared with the other DE strategies the CODE-EIG converges faster and produces in average better results. However, as with all evolutionary algorithms there is no assurance for locating the global optimum. In our future work, we plan to study possible modifications to CODE-EIG and apply the algorithm to additional antenna design problems.
