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Abstract 
We consider the best-choice secretary problem, with a known number, n, of applicants, and 
a random, independent "freeze" variable M, with known distribution. No hiring is possible after 
time M. The goal is to choose the best among the n applicants, where the decisions must be 
made depending only on the relative ranks of the applicants observed so far. A necessary and 
sufficient condition is given for the optimal rule to have the "simple" structure: let k* - 1 
applicants pass, and stop with the first applicant (if any) from the k*th onward, who is better 
than all previous observed candidates. For uniform, geometric and Poisson freeze variables the 
optimal rules are simple. Some asymptotic results (as n--, ~), and minimax results are also 
discussed. 
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I. Introduction and summary 
This paper was motivated by a conversation with Louis Gordon, who - anticipa- 
ting a university-wide hiring freeze - was led to ask why managers in bureaucracies 
seemed to pursue sub-optimal hiring practices. The answer seemed to be that hiring 
was performed at an earlier stage than it would have been performed under ideal 
conditions, the reason being a fear of a "freeze" on jobs. 
The mathematical model for "freeze" is a random variable M (denoting the time of 
the freeze), taking values in ~1,2 .. . . .  ~ where {M = ~I  indicates "no freeze". No 
hiring can take place at a stage (time) later than M. M is unknown, but its distribution 
will (usually) be assumed known. It can be characterized by qi = P I M _> i I i = 1,2 .... 
and q~ = l imi.: ,  qi = P[M = ~}. If q~ = 0, M will be called "nondefective". It is 
also assumed that the freeze time M is independent of the quality of the applicants for 
the job, the total number of which is known, and denoted by n, (n > 1). They are 
assumed to arrive in a random order, all n! orderings being equally likely. In fact, 
therefore, in this situation, the total number of availahle applicants is the random 
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~'ariahle n A M. Secretary problems with a random number N of applicants have been 
considered extensively earlier, in the literature. See e.g. Presman and Sonin (1972) 
Abdel-Hamid et al. (1982) and additional references given in Samuels (1991). The 
approach in the aforementioned literature has been to adapt the objective function to 
the random number N of actually available applicants. Our approach is different. In 
our setting it makes sense to retain the original optimality criterion, and ask how 
a freeze affects the choice made. In the present paper we concentrate on the "best- 
choice problem", where the applicant with rank 1 among the n, if hired, have value 1, 
and all other applicants, if hired, have value 0. If no one is hired the value is again 0. 
Hence, even though we can choose only among n A M applicants, and a choice must 
be made immediately after an applicant has been interviewed (i.e. no recall is 
permitted), the value will be 1 only if a secretary is hired, and he/she is the best among 
all n applicants. The data on which the choice must be made is the relati~'e rank of the 
present applicant (if any), among all previously seen applicants. 
It is clear that the optimal probability of choosing the best for the present sett- 
ing is always smaller than for the corresponding aforementioned adaptation to 
the random N setting, whenever M = N and P(M ___ n)= 1. This follows since, 
under the given assumption, the sets of all possible stopping rules for both settings 
are the same, and the (conditional) probability of "winning" with any applicant 
who is better than all those seen earlier, is always higher (or equal) under the 
random N adaptation. (A similar remark is correct for any other "reasonable" 
objective function). 
We first introduce some terminology and summarize some well-known results 
for the classical best-choice secretary problem. An applicant who is better than all 
previously seen applicants is called a "candidate". Clearly one should never stop with 
an applicant who is not a candidate. It is well known that in the classical best- 
choice problem the optimal rule has the following form: Let k -  1 applicants go 
by, and select the first candidate (if any) from time k onwards. We shall call 
such a rule "simple" and the value k a "threshold". The rule will be denoted ~k. 
For the classical problem the optimal threshold k, (for n > 3) is the unique k 
satisfying 
n- I  n -1  
Z i - '  > 1 > Z i ' (1.1) 
i=k -  1 i : k  
(For n = 2 using 1 or 2 as thresholds both yield probability ½ of choosing the best.) 
(See e.g. Gilbert and Mosteller, (1966), and many others.) Let V, denote the optimal 
probability of choosing the best, in the classical problem. 
In Section 2 we show, by a simple example, that in the present setting the optimal 
rule need not be simple. (A similar phenomenon is true for the random N adaptation, 
and is discussed in Presman and Sonin (1972). The terminology there is different. 
"Stopping islands" are defined, and our "simple rules" correspond to "single island" 
rules there. Sufficient conditions for the rules to be "single island" are also given there.) 
Theorem 2.7 yields in the present setting a necessary and sufficient condition for the 
optimal rule to be simple. This condition is quite easily checked, and is translated to 
even simpler sufficient conditions in Corollaries 2.8 and 2.10. It follows as easy 
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exercises that for M having a geometric or uniform distribution, the optimal rule is 
simple. It is simple also for the Poisson distribution. Their values are easily comput-  
able. Other examples are also given. 
It is well known that in the classical best-choice problem the probabil ity of 
choosing the best applicant, using the optimal rule, 1~,, tends to e-  1 as n ~ 3c, and 
also k , /n~ e-1. Considering similar asymptotic results, as n ~ zc, with a freeze 
variable M, Theorem 3.1 states the intuitively quite obvious result that as n ~ ~,  for 
any fixed nondefective M the probabil ity of choosing the best tends to 0. Thus, in 
order to get meaningful asymptotic results, one has to let the freeze variable M, 
depend on n. For M,, geometric, one has to let the "failure" probabil ity on a single trial 
depend on 11. The choice q = (1 - a/n) for fixed a > 0, yields meaningful imiting 
results. These and other asymptotic onsiderations are discussed in Section 3 and 
comparisons with the corresponding results for the random N problem of Presman 
and Sonin (1972) are given. 
Minimax considerations, for fixed n, are discussed in Section 4. These do not yield 
as interesting results as their counterparts for random N. 
2. Structure of optimal rule 
We start with two examples. 
Example 2.1. M is degenerate, P(M = m) = 1. If m > n there is no freeze and the 
optimal rule is rk, with value V,. For m < n it is easily seen that the optimal rule is rk,,, 
with probabil ity of choosing the best m V,,/n. 
Example 2.2. Let 2 < m < n and let P(M = 2) = p = 1 - P(M = m). Easy reflection 
shows that only two rules need to be considered: (i) rk,, /x (M + 1) and (ii): r = 2 if the 
second applicant is a candidate, and r = rk,,, otherwise. The probabil ity of choosing 
the best, using (i) is qm V,,/n, where q = 1 - p, and using (ii) is l/n + qm V,,/2n. Thus 
(ii) is better than (or equal to) (i) iff q < ( = )2/m V,,. (For the case ( = ) randomization 
could be used, but this would clearly not change the probabil ity of a correct selection.) 
Note that for m > 8 (ii) is not a simple rule. 
A general (randomized) decision rule (which stops with positive probabil ity for 
candidates only) is a sequence [hl . . . . .  h,l where 0 < hi <1 and hi denotes the 
probabil ity of stopping, if the ith applicant is observed, and he/she is a candidate, If hi 
equals 0 or 1 only, the rule is nonrandomized. 
Assertion 2.3. Let M be a [reeze variable with q~ = P(M >_ i), and consider the rule 
~hl ..... h,l. Its value is 
i 1 
1 ~ q,h, [I (1 - hyj).  (2.1) 
t l i - I  j= l  
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in particular, if hi = I the value is l/n. U2 < k < n the value ol the simple rule rk is 
k -1  ~ qi 
n i:k i -  1" (2.2) 
Proof. The probability that the ith applicant is best, is l/n, for all i. The probability 
that the ith applicant is selected, given that he/she is best is qihi lq~2~ (! - hj/j). This 
follows since the relative rank Y2 of the jth applicant is uniformly distributed over 
1 . . . . . .  ], independently of Ys, s-¢j ,  hence the jth applicant is a candidate with 
probability l/j. The probability that M > i is q~. Hence (2.1). This simplifies to (2.2) 
whenhj  . . . . .  hk j =0and hk . . . . .  h ,= 1. [] 
Remark  2.4. It is easily seen, either from the general theory of optimal stopping, or 
from (2.1), that for given M (i.e., given qi s), when looking for optimal rules one need 
never consider andomized rules. Hence, only nonrandomized rules will be considered 
in the continuation of this section, as well as in Section 3. Randomized rules may be 
needed for minimax considerations. (See Section 4, Theorem 4.2.) 
Let m = sup {k:P(M = k) > 0}, (possibly m = Go) and let r = m /x n. 
Corollary 2.5. A best simple rule is any r~ where 2 < k < r is any k which maximizes 
(k -1  r • ) ~i=k ql/(t -- 1), !['this maximum value is >1. Otherwise I~ = 1. Also, for any such 
k, and any M with r > 2 
< k, < k,, (2.3) 
where k~ is the optimal threshold Jbr the best-choice problem without freeze, and 
s observations. 
Proof. The first statement is obvious, from (2.2). (2.3) follows since for k < r 
(k -  1) ~ qi / ( i -  l) <=k ~ qi / ( i -  1) i f fqk ,  >, ~ qi /( i - - l ) .  (2.4) 
Since qk > "'" >--q~ it follows that (see (1.1)) if 1 >~7=k+l 1/(i--1), then clearly 
qk > ~7-k+ tq l / ( i -  1), and hence the first inequality in (2.3) follows from (2.4). The 
second inequality follows since ks is nondecreasing in s. [] 
Remark 2.6. Note that unlike the unique value ofk , ,  for n > 2,/~ need not be unique. 
An example is Example 2.2 with m = 5, n > 5 and q = ~.  Here both/~ = 2 and/~ = 3 
are optimal, (with value 2/n). 
Theorem 2.7. Let 
k* = min {k: qj >_ ~i-i+, q i / (  i - -  1).[br all k < j  _< r - 1]. (2.5) 
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A necessary and sufficient condition./or an optimal simple rule to exist ix that/or all 
1 <_ k < k* - 1 (!['such k exist) 
kqk <_ (k* - 1) ~ qi/(i - 1). (2.6) 
i =k*  
(/(2.6) holds, zk, is the simple rule which stops the earliest, and ([(2.6) holds with strict 
inequality.lbr all k < k* - 1 no other optimal (nonsimple) rule ('an ,stop earlier. 
Remark. By a proof similar to that of Corollary 2.5, one has k* _< kr. 
Proof of Theorem 2.7. Backward induction shows that for all j >_ k* it is optimal to 
stop when the jth applicant is a candidate. If k* = 1 the proof is complete. Thus, 
suppose k* > 1. By the definition (2.5), qk* 1 < ~-k*q i / ( i  - -  1), thus (2.6) holds with 
strict inequality for k = k* - l, and one should not stop for a candidate at time 
k* - I. Now suppose there exists a j < k* - l such that one must stop for applicant ,j, 
when he/she is a candidate. This will prevent he optimal rule from being simple. Let 
k be the largest such j. The expected value of the kth applicant, when he/she is 
a candidate, is kqk/n, and this must be greater than the value of Zk*, which is 
((k* - 1)/n)2~ k*qi/(i -- 1). But this violates (2.6). Hence (2.6) ensures that one need 
never stop with a candidate before k*. If(2.6) holds with strict inequality for all k, then 
one should never stop before k*. 
Le thk=q[ l  ~ q i / ( i -  1) for k= 1 . . . . .  r -  1. 
i=k+l  
Corollary 2.8. A sufficient condition.lbr (2.6) to hold with strict inequality, i.e./or the 
~hk~ be nonincreasing in k. optimal rule(s) to he simple, is that ( 
ProoL By the assumption and (2.5) 
ht >_ . . .>hk,  i > I >_hk*, (2.7) 
which, by (2.4) implies for k < k* - 1 (if any) 
(k -1 ) - -~  qi <k r~ qi < . . -<(k* -1 )  ~ q-' (2.8) 
i=k i - - I  i 1 i=k  + 1 i=k*  i 1 
by the definition of hk and (2.7), qk<ST=k+~qi / ( i - -1) .  Thus, replacing 
S~'=k+t q~/(i-- 1) by the smaller value, qk, in (2.8), the inequality 
kqt < (k* - 1)Y~=k*qi/(i- 1) clearly follows. L~ 
Note that we did not use the monotonicity of hk, but only the fact that h k > 1 for 
k<_k* -  1. 
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Example 2.9. M has a geometric distribution, with "failure probability" q on each 
trial, so that qk = qk-l.  Here r = n and 
~, q i -k  n-k  q j  
: t i -  b Z i=k+l j= l ( j+k-  1)' 
hence hi > h2 > "'" > bn-1 for all n, and the optimal rule is simple. Replacing the 
geometric variable by a curtailed geometric variable so P(M = k)= (I -q )qk  ~/ 
(1 -- q") for k = 1 . . . . .  n, clearly yields the same result, and same k*. 
It is easily seen that the secretary problem with a geometric freeze variable M is 
equivalent (both in optimal rule and value) to the usual secretary problem with 
a discount factor ~ ( = q), as studied by Rasmussen and Pliska (1976) and Irle (1980). 
(Irle considers also random N, with discounting.) More generally, it is not difficult to 
verify that the present setup with any freeze variable M is equivalent to an "ordinary" 
secretary problem where the payoffs are "discounted" by the monotone discount 
sequence [qk} given by qk ~- P IM >- k]. 
Let a k = kqk. 
Corollary 2.10. A sufficient condition /br (2.6) to hold with strict inequality, i.e. for the 
optimal rule(s) to be simple, is that ~ak~ ~ be monotone mmdecreasinq in k, for k _< k* - 1. 
Proof. We showed, in the proof of Theorem 2.7, that (2.6) holds with strict inequality 
for k = k* - 1. Thus, if ~ak j~ is nondecreasing for k _< k* - 1, the result follows. [] 
Example 2.11. M has a uni[brm distribution on 1,2 . . . . .  m, for m _> 2. Here 
qk = (m -- k q- l ) / m for k < m. Simple calculations yield a k_ 1 < ak, iffk < m/2 + 1. By 
Corollary 2.10 it therefore suffices to show that here k* < m/2 + 2. But by the remark 
after the statement of Theorem 2.7, k*<_ k, < k,, < m/2 + 2 for all m, hence the 
optimal rule is simple. 
Example 2.12. Let qk=k 1, i . e .P (M=k)=[k(k+ 1)] - l , k= 1,2 .... Here 
= - - - -<  1 for allk. 
i~k+l(i--  i)i i=k+l i 1) n 
Thus k* = 1 for all n, and the value is l/n. 
Example 2.13. Let M have a Poisson distribution with parameter 2 > 0. The Poisson 
distribution is not a "natural" freeze distribution. For random N it has been con- 
sidered by Presman and Sonin (1972), and the corresponding rule in that setting was 
shown to be simple. We show that also in the present "freeze" setting the rule is simple. 
Since we consider M _> 1, we shall consider a conditional Poisson variable, condi- 
tioned on the value being at least 1, i.e. P(M = k)= [1 -e  ~] l e-a),k/k! for 
k = 1,2 .... Since the division by ! - e-  a will cancel throughout, we can, and shall, 
still work with the usual Pi = e a)J/i? i=  1,2 .... and corresponding qi = ~-j=iP~. 
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(Compare remark in Example 2.9 for a geometric variable.) Establishing the fact that 
the rule obtained is simple is, in the present case, not quite as easy as in the previous 
examples, one of the reasons being that qi has no closed form. Let 
t i=j+ I i 1 
By comparison with (2.5) it follows that for all n, k* _< k**. We start by showing 
k** _< [)~]*, where Ix]* denotes the smallest integer greater than or equal to x. (This 
implies that the rule is simple for all 0 < ), _< 2). We shall show that 
1 ' 
q j>_]  ~ qi for a l l j>)o .  (2.10) 
i = j~'~ 1 
Since (2.10) implies q~ >_ ~ i~ j+ l  qi/(i  - 1) for a l l j  > ,~,, 
:t 
qJ>--~=, l i~+ qJl for all j_> [;~]* (2.11) 
will follow. By formula (18.6a) of Johnson and Kotz (1969, p. 92), we have 
q~ = )~qj - Jqj+ l = ()~ - . J )q~ + jPj. (2.12) 
i j+ l  
Thus (2.10) translates into 
(2J - ;',)q2 - JP2  > 0 for all j >_ ).. (2.13) 
Now (2.13) clearly holds since the left-hand side in (2.13) is >j(q j  - p2) =.jqj+ 1 > 0 
for all .j > ),. We shall use Corollary 2.10, by showing that ak is monotone increasing 
for all k _< k** - 1, Now (k - l)qk- 1 < kqk is equivalent o (not just in the Poisson 
case) 
(k - l)pg 1 < qk. (2.14) 
Let Ck = (k - 1)pk 1/qk. Then (2.14) is equivalent o Ck < 1. We shall show that ('k is 
monotone increasing for k < 2 + 2. This follows since Ck 1/('k = ((k -- 2)/) , ) (qk/qk 1) 
which clearly is less than one for k _< ), + 2. Thus, in the range 2 < k < 2 + 2 either: (a) 
(2.14) holds for all k (this is usually not the case), in which case clearly the conditions of 
Corollary 2.10 hold, or: (b) there exists a unique value s, such that for 2 < k < s the 
inequality Ck --< 1 holds, i.e. (2.14) holds, and for s < j < ). + 2 one has 
pj ~ > q j ( j -  1). (2.15) 
We claim that k** < s + 1. We have shown (2.11). By adding, in stages, to both sides 
in the inequality in (2.11) the corresponding terms of(2.15), first for j  = [)~]* - 1, then 
j = [),]* - 2 . . . . . .  j = s + 1, the inequalities clearly remain correct, i.e. we get 
qJ>-i=, l i~+ -1  for a l l j _>s+ 1, 
which implies k* _< k** < s + 1. But for all k < s we have shown that ak is monotone. 
Thus again the rule is simple, by Corollary 2.10. 
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3. Asymptotic results for the best-choice problem 
The following theorem is quite obvious 
Theorem 3.1. Let M be a fixed freeze variable and let the number of candidates, n, tend 
to infinity. Then the limiting probability qf choosing the best candidate is e- i q_, . Thus 
Jbr all nondegenerate M this limiting probability is zero. 
Proof. Let e > 0 and mo = too(e,) be such that for all k >_ mo, qk < q~ + ~,. Since 
lim,~:~ P (best applicant is among the n -  mo last appl icants)= 1, the limiting 
probability of choosing the best applicant is less than e-  1 (q~ + e,) for all e, > 0. On the 
other hand, using the rule with threshold k, yields the limiting value e-~q~ as 
n--* ~.  [~ 
Since no interesting results are obtained for a fixed distribution, the only hope for 
interesting results is by letting the distribution depend on n. The random variable will 
thus be denoted M,. We consider a few examples. 
Example 3.2. In Example 2.1 take m = m,, where m,/n -~ ~, 0 < ~ < l, as n ~ oc. The 
value then tends to ~e-1. 
Example 3.3. 
the optimal rule 
k(n) -  1 
Ill 
If k(n)/n -~ 
Let M, be uniformly distributed on l . . . . .  n. In Example 2.11 we saw that 
which has a maximum at the unique value x* for which 
- ln  x* = 2(1 - x*), i.e. x* ~ 0.2032. (3.3) 
Substituting back into (3.2) yields the optimal imiting value x*(l - x*) ,~ 0.1619. The 
same values can also be obtained by first solving (asymptotically) for the value 
k* = rain ~k: h~k "~ < 11 as a function ofn. (The limiting values should be compared to 
e-  ~ ~ 0.3679 which are the corresponding limits both of k,/n and of the value V,,, 
when no freeze is present). In Table 1 we list the optimal values k* - 1 of the number 
of applicants one should let pass together with the optimal probabilities of choosing 
the best, for some n-values and n = oc. The ratio (k* - l)/n is almost constant. The 
last column lists the corresponding values when no freeze is present. 
it is of interest o compare the above limiting threshold and probability of choosing 
the best, to the corresponding threshold and probability obtained by Presman and 
Sonin (1972), when N has a uniform distribution on 1 . . . . .  n and the goal is to choose 
the best among the (random) N. The corresponding optimal lim k(n)/n is e 2 ~, 0.1353 
is simple. For a threshold k(n) > 1 the value is (by (2.2)) 
" 1 (k (n) -  1)(n - k(n) + 1) n- i+ l _k (n) -  1 ~, i -  1 n 2 (3,1) 
xasn-~ oc for some0<x< 1 the value in (3.1) tends to 
-x ln  x -x (1  - x), (3.2) 
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Table I 
Uniform freeze on ~tl . . . . .  n I: optimal k* - 1, ratio lk* - l l/n and optimal probability of selecting the best, 
( = value); last column is value without freeze 
n k , * -  1 (k* -  1),'n Value )~, 
10 2 0.2 0.20579 0.39869 
20 4 0.2 0.18288 0.38420 
40 8 0.2 0.17214 0.37574 
60 12 0.2 0.16866 0.37320 
80 16 0.2 0.16695 0.37185 
100 20 0.2 0.16592 0.37104 
1000 203 0.203 0.16226 0.36819 
z 0.20319 0.16190 0.36787 
and the optimal probabil ity of selecting the best tends to 2e 2 ~ 0.2707. Thus, with 
random N one will stop earlier (and clearly "win" with higher probability). 
Example 3.4. Let M, have a geometric distribution with q = (1 - a/n) for a fixed value 
a, n > a. In Example 2.9 we saw that the optimal rule is simple. For a threshold k(n) 
the value is (by (2.2)) 
k(n) -  1 ~ (1 - -a /n )  i-1 
(3.4) 
For k(n)/n --+ x as n -~ ~ the value in (3.4) has the limit 
f 
l e-,,j, 
x dy. {3.5) 
x Y 
Differentiating the value in (3.5) with respect o x yields that a maximum is attained 
for the value x(a) satisfying 
fx 1 e a). 
e "-~1"~ = dy. (3.6) 
la~ Y 
The optimal limiting probabil ity of choosing the best is 
x{a)e ,xt,,~ = p(a). (3.7) 
From (3.5) it follows easily that the value p(a) of (3.7) is decreasing in a. It is also easily 
shown that as a --+ 0 the value tends to e-  t. In Table 2 we list the limiting (propor- 
tional) threshold x(a), and the limiting probabil ity p(a) of choosing the best, given in 
(3.7), for some values of a. 
Again comparison with Presman and Sonin (1972) is of interest. In our notation, 
for a = 1 their optimal limiting value of k(n)/n is 7o = 0.1741 and the limiting 
probabil ity of choosing the best is 0.2329. (The formulae for computing these 
values are given there). The corresponding values for our setup are 0.2710 and 0.2067, 
respectively. 
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Table 2 
Limiting proportional threshold x(a} and limiting probability of choosing the best, p(a), in the geometric 
model with q = {1 - a/n) 
a x(a) p(a) a x(a~ plal 
0 0.36787 0.36787 1 0.27105 0.20670 
0.1 0.35812 0.34552 1.5 0.22810 0.16201 
0.2 0.34832 0.32488 2 0.19196 0.13076 
0.3 0.33846 0.30578 3 0.13997 0.09197 
0.4 0.32861 0.28813 4 0.10760 0.06997 
0.6 0.30902 0.25672 5 0.08669 0.05620 
0.8 0.28975 0.22980 10 0.04348 0.02815 
4. Minimax results 
Some very interesting minimax results for the classical best-choice problem for 
"Nature" choosing a random N belonging to specific classes C;, i = 1,2 and the 
"Mathemat ic ian"  choosing a selection rule in order to maximize the minimal prob- 
abil ity of choosing the best, have recently been obtained. Hill and Krengel (1991) 
consider Cl = {N: P(N < n) = 1 I, where n is known, and Hill and Kennedy (1993) 
consider C2 = IN: EN <_ it], where/2 is known. 
Unfortunately, when considering analogous problems for classes D~ of distr ibutions 
of M, no interesting results are obtained. Let 
D, = [M: P (M _< m) = 1 I, m known, 
D2 = ~M: EM =/21, 1 <_/2 known, 
D3 = ~m: P (M > m) = 1}, m known. 
Suppose player I picks M from Di and player II picks the applicant. Suppose player 
I is interested in minimizing the probabi l i ty of choosing the best, and player II is 
interested in maximizing this probabil ity. 
Theorem 4.1. For D1 the minimax strategy is M =- 1, the maximin strategy is to pick the 
.first applicant, and the value is l/n. 
For D2 there are only r,-minimax strategies, the maximin strategy is to pick the first 
applicant, and the value is l/n. 
For D 3 and n < m any strategy is minimax, the optimal-no-freeze rule r~,, is maximin 
and the value is V,. For D 3 and m < n, M =- m is minimax, rk,,, is maximin, and the vahw 
is mV.,/n. 
Proof. The results for O 1 and D 3 are obvious. To see the result for D2, note that for 
any e, there exists a M~ such that P(M~, = 1) > 1 - e, and EM~ = ll. (For example let 
~:k = (ll -- 1)/(k -- 1) for k sufficiently large to ensure ~:k < e. Let M, take the values 
1 and k with probabil i t ies 1 - ek and ~,k, respectively. Then EM,  =/2.) Thus the result 
follows. 
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Note  that the statement  in the theorem remains correct if D 2 is replaced by D'2 or 
D~, where D~ = IM: EM _< l~j, D~ = [M: EM > I~I. 
In view of Theorem 4.1, a more  interest ing set of d is t r ibut ions  to be considered,  for 
given n, is D(n, ll) -- IM: P (M <_ n) = 1, EM = I~I, where 1 < I~ <- n, is a fixed con- 
stant.  Thus M is restr icted to the integers 1 . . . . .  n. Below we give a full min im-  
ax -max imin  solut ion for n = 2 . . . . .  7. Note  that for n = 5, 6, 7 and It values in a certain 
interval,  p layer  I I 's strategy (i.e. the max imin  strategy) is randomized.  
Let c = I~ - I. For  n = 2 it is immediate  that for any c one should stop with the first 
observat ion.  The value (for all c) is ½, the same as the opt imal  value with no freeze. For  
general  n and given ~hi~j and ~q~] the value is (see (2.1)) 
n i 1 
I ~ h,q, ~,  (1 - hJj) .  14.1) 
11 i=1 ! . '= 
Player  I must  choose q~ . . . . .  q, such that q~ = 1, q2 >-- ' "  >--- tin and ~n~2qi  = C, to try 
to min imize the value in (4.1), and p layer  II must  choose h i ,0  < hi <__ 1, i = 1 . . . . .  n, to 
maximize it. Direct  inspect ion immediate ly  ields that one can a lways choose, for the 
min imax rule either h~ = 1 (in which case the value is l/n), or ha = 0. Thus we set 
h, = 0 and evaluate the min imax value of (4.1) under  this restr ict ion, and later 
compare  it with 1/n. Since for every given lqil sequence the opt imal  rule stops no later 
than the opt imal  rule wi thout  freeze it fol lows that h, = 1 for all i >__ k,. For  n = 3, 4 we 
have k, = 2 and hence there is no prob lem of max imiz ing  over hi in this case. For  
h~ = 1, i_> 2, (4.1) is min imized,  subject to the above-ment ioned restr ict ions, by 
q2 . . . . .  q, = c/(n -- 1), and the value is (c/n(n - 1)) yT-~ i 1 which is c/4 and 
I l c /72  for n = 3 and n = 4, respectively. It fol lows that for n = 3 and 0 _< c _< ~ the 
max imin  rule has h~ = I and value ~ and for -~ < c _< 2 the max imin  rule has h l = 0, 
t12 = h3 = I and value c/4. (For  c= ~ the choice is arbitrary) .  For  n = 4 the corres-  
pond ing  range is 0 < c < Is1 (hi 1 and value ¼) and 18 = , vr -< c _< 3, respectively (ht = 0, 
]12 = h 3 = h 4 ~ 1) .  
For  n = 5, 6,7 k, = 3. Thus we must take h3 . . . . .  h, = 1, but  h2 must be chosen 
to maximize (4.1) and clearly, if we choose q2 then the opt imal  choice of the remain ing 
qis is q3 . . . . .  q,, = (c -q2) / (n -  2). Subst i tut ing the above values into (4.1), for 
s impl ic i ty omit t ing the subscr ipt  2, we must maximize over 0 < h _< 1 and minimize 
over c/(n - 1) < q _< (c /x 1) the value 
1 
- [hq  + (c - -  q)(2 -- h)R,,] ,  (4.2) 
tl 
where 
R,, -  ~2i  I Rs= R6-  R ,= (4.3) 
~7 2 ,= 36' ~0 '  
If the min imax = maximin  value obta ined in (4.2) is greater  than l /n this is the 
max imin  value. Otherwise  hi = 1 and the value is 197. We summar ize  the f inding in 
the fo l lowing theorem. 
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Table 3 
Minimax solution for n = 5,6,7. R,, is given in [4.3) 
c q (I.',, tl 2 ) V,,(c} 
I0 1 +R,,~ 
' 2R, J Any _>c/ [n -  1) {1,any) 
(,+.,+.hi ( 2. 
2R,," ~,; j I+R,, °'l+R,,/ 
,+.. ] 
~- ,  n - I 1 ~0,01 
I/n 
2t '  R n 
n{1 + R,j 
2 [c -  I)R,, 
I1 
Table 4 
Numerical minimax values V,(c) for n = 5, 6, 7 and different c-values 
c n = 5 n = 6 n = 7 
0 0.2000 0.1667 0.1429 
1.5 0.2000 0.1667 0.1429 
2 0.2122 0.1667 0.1429 
2.5 0.2653 0.2024 0.1606 
3 0.3184 0.2429 0.1927 
3.5 0.3714 0.2834 0.2248 
4 0.4333 0.3239 0.2569 
4.5 -- 0.3743 0.2900 
5 - 0.4278 0.3314 
5.5 0.3729 
6 -- 0.4143 
Theorem 4.2. For M~D(n ,c+ 1) n=5,6 ,7  the minimax lqi] is given by 
q3 . . . . .  q,  = (c -q ) / (n -2 ) ,  with q given in Table 3, the maximin hi are 
h3 . . . . .  h,  = 1 and (hl,h2) given in the table. The minimax = maximin value is 
denoted V.(c), and is also given. 
Numerical values of V,(c) are given in Table 4. The empty entries in Table 
4 correspond to c-values greater than n - 1. Note that for c = n - 1 the values are the 
usual values with no freeze, since M e D(n,n) implies P(M = n)= 1. This is in 
accordance with V,(n - 1) of Table 3. 
We have not attempted finding the solution for general n. 
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