[1] The climate of the Murray-Darling basin (MDB) has been simulated using the Weather Research and Forecasting (WRF) model. WRF was implemented using a 10 km horizontal grid and run for 24 years from 1985 through 2008. The model simulated climate was evaluated against gridded precipitation and temperature observations from the Australian Water Availability Project (AWAP) at daily, monthly, interannual and multiannual time scales. WRF successfully reproduced daily statistics when compared to AWAP observations. It also improves almost all monthly and interannual statistics relative to those of the National Oceanic and Atmospheric Administrations Centers for Environmental Prediction (NCEP)/National Center for Atmospheric Research (NCAR) Reanalysis, which supplied the lateral boundary conditions. WRF simulations were able to capture the drought experienced over the basin in recent years, except for an overestimation of the negative anomaly in the northernmost part of the domain. Examining ENSO cycles showed WRF has good skill at capturing the correct spatial distribution of precipitation anomalies associated with El Niño/La Niña events during this 24 year period. The high-resolution simulation developed here allows for improved characterization of land-atmosphere coupling within the basin, including identification of the dominant water vapor source regions for events and seasons and provides insight into the quantification of precipitation recycling. 
Introduction
[2] A Weather Research and Forecasting (WRF) Regional Climate Model (RCM) simulation was performed over southeast Australia from 1985 to 2008, focusing on the MurrayDarling basin (MDB). The MDB, the focus of a GEWEX Regional Hydroclimate Project, is one of the world's major river systems, encompassing a catchment area of around 1 million square kilometers (approximately 14% of Australia). It contains Australia's three longest rivers: Darling, Murray, and Murrumbidgee. The MDB is Australia's "food basket " [Nicholls, 2004] providing over 40% of Australia's agricultural production. It also accounts for approximately 70% of all water used for agriculture and represents 70% of the total area under irrigation in Australia. Agricultural productivity within the MDB is strongly dependent on climate and is particularly susceptible to climate variability and change: for instance, Australia's agricultural production index decreased almost 20% from the La Niña year 2001 to the El Niño year 2002 [FAOSTAT, 2005] .
[3] Unlike most other major basins of the world, the MDB is predominantly semiarid, with a very low ratio of discharge to precipitation, and exhibits high interannual variability that is largely associated with ENSO. It is expected that the MDB will play a dominant role in Australia's agricultural future, although the impacts of future climate change in this region remain uncertain. As such, improved knowledge of the hydrological impacts of global warming and continued land use change is vitally important for continued economic development and national prosperity. Improving our understanding of the MDB's total water cycle (on land and in the atmosphere) and how this might change in the future is essential for a comprehensive assessment of impacts of human modification on the surface hydrology.
[4] The MDB contains the largest mountain range in Australia and is significantly impacted by events in the Pacific, Indian, and Southern oceans [Murphy and Timbal, 2008] . Due to these factors, understanding of the current and future climate of the MDB is both important and difficult. Presented here is an evaluation of the performance of a highresolution RCM simulation against observations over the last 24 years. Of particular interest in this work is assessing the ability of the RCM to accurately reproduce observed climate characteristics over a variety of temporal scales from daily to multiannual. The assessment is intended to determine whether this RCM simulation can be employed as a suitable control run candidate for future land use and climate change simulations. Reliably predicting the changes in future hydrology is of great importance, and this study is a step toward achieving that in the MDB.
[5] Assessment of regional climate model simulations against observational data has been performed in many studies, often focusing on limited climatological variables and time scales. For example, Evans et al. [2005] investigated the performance through time of many variables but only for a single grid point. Kostopoulou et al. [2009] looked at maximum and minimum temperature on a seasonal basis. Evans [2009] and Evans et al. [2004] used temperature and precipitation on climatological and monthly time scales. Salon et al. [2008] focused on precipitation at the monthly to annual time scale. Rummukainen et al. [2001] evaluated seasonal to annual temperature and precipitation as well as sea surface temperatures of the Baltic Sea, and Solman et al. [2008] looked at seasonal means and cycles, interannual variability, and extreme events in precipitation and surface air temperatures. Similar to previous studies, we focus on precipitation and surface air temperatures, as these represent the variables with the most reliable observational records. However we expand the evaluation to include time scales that span daily through to multiannual periods so as to investigate both meteorological phenomena and longer-term climate signatures and features across the basin.
[6] To date, few studies involving high-resolution (finer than 30 km) regional climate simulations over Australia have been published, with the exception of Song et al. [2008] . In that study, a 30 year simulation at 20 km resolution was evaluated against a 0.25°× 0.25°gridded observational data set. The RCM was driven at the lateral boundaries by GCM forcing rather than reanalysis, making it difficult to determine whether inadequacies in the simulation were generated by the RCM or inherited from the GCM. In contrast, this study implements a 10 km resolution model grid, with evaluation performed against a high-resolution (0.05°) gridded observational data set. We also use reanalysis lateral boundary conditions in order that they be as realistic as possible and to allow identification of positive and negative features of the RCM simulation.
[7] This paper first presents details of the RCM and the simulation that was performed (section 2) followed by a description of the observational data set that the RCM is evaluated against (section 3). Various statistical measures of model performance used in the evaluation are defined in section 4. Results of the analyses performed are presented and discussed in section 5 and a summary of the major findings can be found in section 6.
Regional Climate Model
[8] The Weather Research and Forecasting (WRF) modeling system is developed as a collaborative partnership between the National Center for Atmospheric Research (NCAR), the National Oceanic and Atmospheric Administrations Centers for Environmental Prediction (NCEP) and the Forecast Systems Laboratory, the Air Force Weather Agency, the Naval Research Laboratory, Oklahoma University, and the Federal Aviation Administration in the United States, as well as the wider research community. The version used in this study is the Advanced Research WRF (ARW) version 3, maintained at NCAR [Skamarock et al., 2008] .
[9] WRF was run over southeastern Australia from 1985 through 2008, excluding the first 2 months of the simulation, which were discarded as model spin-up. The model used the following physics schemes: WRF Single Moment 5-class microphysics scheme; the Rapid Radiative Transfer Model (RRTM) longwave radiation scheme; the Dudhia shortwave radiation scheme; Monin-Obukhov surface layer similarity; Noah land-surface scheme; the Yonsei University boundary layer scheme; and the Kain-Fritsch cumulus physics scheme. These physics schemes have been chosen as a compromise between schemes that have been found to perform well in other studies that represent the required physical processes and that are computationally efficient enough to perform long simulations. The deep soil temperature was allowed to vary slowly with a 150 day lagged averaging period, while the atmospheric CO 2 concentration changed monthly following measurements taken at Baring Head, New Zealand.
[10] The model simulation uses 6 hourly boundary conditions from the NCEP/NCAR reanalysis project (NNRP) with an outer 50 km resolution nest and an inner 10 km resolution nest that covers southeastern Australia (Figure 1 ). Both nests used 30 vertical levels spaced closer together in the planetary boundary layer. The NNRP is a combination of observations and a global atmosphere model [see Kalnay et al., 1996, for more information] . By using as many observations as possible NNRP produces an estimate of the state of the atmosphere that is as close to reality as possible. It should be noted, however, that the NNRP contains its own model biases.
[11] Figure is an approximation of Global Climate Model (GCM) resolutions. At this resolution, GCMs clearly struggle to adequately resolve terrain features such as the Flinders and Great Dividing Ranges, with these being entirely subgrid scale and hence poorly represented. In Australia, these topographic features have considerable influence on the regional scale hydrometeorology, representing a distinct boundary between the wetter coastal fringe and the drier semiarid interior.
Observations
[12] Observations used for evaluation come from a gridded data set prepared as part of the Australian Water Availability Project (AWAP). Details on the creation of this data set can be found in the work of Jones et al. [2007] . The data set includes precipitation, maximum and minimum temperature, and vapor pressure surfaces obtained by interpolating surface station measurements onto a 0.05°× 0.05°g rid. The climatological averages are gridded using threedimensional smoothing splines, and the Barnes successive correction method was used for analysis of the anomalies. The number of stations reporting data varies with time and by variable, with precipitation interpolated from between 5000 and 7000 stations across Australia, while temperature fields have between 600 and 850 reporting stations. The spatial distribution of these stations can be seen in the summer panels of Figure 2 .
[13] The evaluation of both WRF and NNRP is undertaken against this high-resolution data set, since this is the scale of detail required by climate impacts and adaptation researchers. The NNRP resolution is much lower at 2.5°, making direct comparison with high-resolution data sets difficult. However, global models with resolutions comparable to that of the NNRP are being used for impacts and adaptation work due to a lack of regional simulation studies, making this current assessment a timely contribution. Maintaining this direct comparison to the high-resolution observational data set establishes the level of errors one can expect when using global model data directly in impacts and adaptation research. Future work will seek to examine the degree of consistency between these RCM simulations and other observationally based data sets, such as those derived from remote-sensing-based retrievals of the water cycle [McCabe et al., 2008; Sheffield et al., 2009] .
[14] Seasonal precipitation and mean temperature derived from the AWAP data set for the period of interest are shown in Figure 2 . The temperature increases from the high country in the southeast of the basin toward the northwest. The Murray basin has a precipitation maxima in winter and spring, while the Darling basin has a summer maxima. titatively. Willmott et al. [1985] and Legates and McCabe [1999] provide an analyses of the suitability of several of these measures as well as suggesting some of their own. In this paper, the model performance is evaluated against observations using several statistics including the bias.
Statistical Measures
where M is the mean of the modeled values and O is the mean of the AWAP observations; the mean absolute error (MAE), calculated using
and the root mean square error (RMSE) is given by
where N is the number of observed (O) and modeled (M) values being compared. Here N is the number of WRF grid cells in the domain. The MAE is a function of the average model error. The RMSE, which is more widely reported, is a function of the number of errors, the variability within the distribution of errors, and the average error magnitude, making it more complicated to interpret than the MAE [Willmott and Matsuura, 2005] .
[16] In order to quantitatively evaluate the spatial agreement between model and observations, Walsh and McGregor [1997] define the pattern correlation (r p ) in (3), between observed and simulated fields as the correlation of a series of data points from the observed field with corresponding values from the modeled field at a fixed time (in this study monthly means are used):
The anomaly correlation r a is similar to the pattern correlation, except that fields are replaced by anomalies from climatology. The anomaly correlation provides a more rigorous test of whether the model can capture the spatial pattern of interannual variations. Here the sums are calculated over the number of WRF grid cells within the domain.
[17] Daily probability density functions (pdfs) are compared using the skill score defined in Perkins et al. [2007] . This skill score (S score ) is simply a measure of the common area between two pdfs. Expressed in terms of the empirical bins used to create the pdf:
where n is the number of bins used to calculate the pdf, Z m is the frequency of values in a given bin from the model, and Z o is the frequency of values in a given bin from the observations.
[18] The modified coefficient of efficiency E (5) was proposed by Legates and McCabe [1999] as a more stringent measure of model skill than the coefficient of determination, R 2 . Unlike the R 2 , E is sensitive to both additive and proportional differences between the model simulations and observations. Here observations are given by the AWAP data and the modified coefficient of efficiency is calculated as
where O i are observations from the AWAP data set and M i are the monthly modeled values, all of which are taken as areal averages over a specified domain. In (5), N represents the 24 years of model simulations. The coefficient of efficiency E, first defined by Nash and Sutcliffe [1970] , was designed to range from minus infinity to 1.0, with higher values indicating better agreement. According to (5), E = 0.0 if the differences between the model simulation and the observations are as large as the differences between the observations and their mean. If this modeled difference exceeds the observational difference, then E < 0.0. Thus, a value of zero for the modified coefficient of efficiency indicate that the climatological mean is as good a predictor as the model, while negative values mean that the climatological mean is a better predictor than the model.
Results
[19] In this section, the results of the WRF simulations are evaluated against the AWAP observations. The evaluation focuses on the temperature at 2 m and the precipitation, as these are the most widely observed quantities, strongly correlate to surface energy and water budgets, and are of direct importance to human activities. First, the ability of the RCM to reproduce the observed characteristics at a daily time scale is examined by comparing the probability density functions. The RCMs annual cycle is then evaluated against observations at monthly and seasonal time scales, and its ability to reproduce the high interannual variability that exists in southeast Australia is assessed. Aspects of the variability at multiannual time scales are examined, focusing on the models ability to capture drought periods and ENSO cycles.
Daily Time Scales
[20] While the reanalysis boundary conditions represent a "best approximation" to the actual state of the atmosphere at any particular time, no information from within the RCM domain has been used to constrain the simulation to reproduce observations. As a result, synoptic systems may move through the domain at a different speed to the observed or reanalyzed system, so comparing the weather produced by the RCM for any particular day with that observed day may be heavily influenced by this difference. However, the RCM is expected to be able to reproduce the statistical properties of the observed weather despite not getting the correct timing. Here daily pdfs of the variables of interest are calculated and compared, quantifying the similarity using the skill score of Perkins et al. [2007] (see equation (4)). All daily values of precipitation below 0.2 mm were omitted, as rates below this amount were not recorded in the observations.
[21] The pdfs for the average daily precipitation in the Murray and Darling basins are shown in Figure 3 . In the Murray basin, WRF tends to overestimate the occurrence of small events, while simulating the frequency of events producing 5 mm or more of precipitation very well. In the Darling basin, WRF tends to underestimate the occurrence of very small events (less than 1 mm), overestimate the frequency of midsized events (1-12 mm) but captures the frequency of large events well. The corresponding map of the Perkins skill score is shown in Figure 4 . Over most of the MDB, WRF is able to capture the daily pdf of precipitation well, with a Perkins skill score of over 87.5. The skill score for the mean Murray basin precipitation is over 92.6, while for the Darling it is over 90.6, which outperforms skill scores found for various GCMs in the work of Perkins et al. [2007] . Lower scores can be seen in the northern Darling basin and the southeastern Murray basin. In the northern Darling there is a larger underestimation of the very small events that reduces the skill score in this area. In the southeast of the Murray basin, poor skill scores are obtained for a number of possible reasons. In the eastern-most zone, WRF tends to underestimate the occurrence of small events while overestimating the occurrence of large events. In the southern-most zone this response is reversed. Both of these Murray basin zones of poor skill correspond with the highest terrain, highlighting the intrinsic difficulty of modeling precipitation processes in topographically complex areas. It should be noted that, even in these regions, the skill score remains above 75, indicating that most of the pdf is simulated well.
[22] The pdfs for the mean temperature in the Murray and Darling basins are shown in Figure 5 . In the Murray basin, WRF tends to overestimate the occurrence of both low and high temperatures, while underestimating the frequency of the observed peak. In the Darling basin, WRF tends to do better in reflecting the flattened bimodal structure, displacing the peaks a few degrees to high. There is a general underestimation of lower temperature events (less than 10°), coupled with an overestimate in the frequency of hightemperature days. The corresponding map of the Perkins skill score is shown in Figure 6 , illustrating that over most of the domain WRF is able to capture the daily pdf of mean temperature well (Perkins skill score of over 85). The skill score for the Murray basin mean temperature is over 92, while for the Darling it is over 93.5. Interestingly, the skill score displays its highest values in areas closely corresponding to the reach of the Great Dividing Range, which spans much of the eastern coast of Australia, through both the Murray and Darling basins.
The Seasonal Cycle
[23] Capturing the seasonal cycle is of much interest in the Australian context, where significant shifts in predominant patterns and distributions of rainfall and temperature occur. This section examines the RCMs ability to capture the monthly spatial patterns and their evolution through time and compares this with results produced by the reanalysis (NNRP). Figure 7 shows the difference in seasonal temperature between the simulation and observations. The NNRP fails to capture the topography of the Great Dividing Range and hence overestimates temperatures in these areas, whereas WRF is much better at capturing the temperature range. It is also worth noting that the NNRP generally underestimates temperatures in the northeast of the domain, with this underestimation extending throughout the domain during winter. WRF generally performs better at capturing the temperatures in the northeast, although it also reflects a winter cold bias in the Murray basin. WRF overestimates the temperatures through much of the western part of the domain in spring and summer. In these seasons, an area of WRF temperature overestimation can be seen in the central Darling basin, which is connected to another region of overestimation to the southwest. These regions largely correspond to clay soils, which present a dynamic soil response throughout drying and wetting phases. Under dry and hot condi- tions, large cracks develop in the soil matrix, giving atmospheric access to deeper soil moisture, enhancing evaporation, and reducing temperatures [Liu et al., 2010] . Such processes are not represented in large-scale land surface models, leading to the overestimation of temperatures over cracked clay soils. Another factor contributing to the WRF temperature overestimate is the use of the global USGS data set to define land use. This data set does not identify many of the large irrigated regions within the domain. Zaitchik et al. [2005] found that the inclusion of these regions can have a cooling effect.
[24] These results are reflected in Table 1 where it can be seen that, on an annual basis, WRF overestimates temperatures in the Murray basin by 0.72 K, while NNRP overestimates by 0.21 K. WRF produces improvements in MAE, RMSE, pattern, and anomaly correlation over NNRP. Table 2 shows a similar situation in the Darling basin, with WRF having a positive bias of ∼1 K. Here NNRP underestimates the mean temperatures with a bias of −0.62 K. While NNRP performs slightly better in terms of MAE and RMSE, WRF produces better pattern and anomaly correlations, suggesting it is better capturing the time evolution of the temperature pattern.
[25] Figure 8 shows the seasonal precipitation differences between the simulations and the AWAP observations. It can be seen that NNRP significantly underestimates the precipitation in the high country in the southeast over all seasons, while WRF produces a much better estimate of precipitation in this area, though still containing a winter underestimate. NNRP also tends to overestimate in the northeast during summer and autumn. WRF demonstrates better performance in this area but tends to overestimate during spring. Table 1 shows that WRF produces improvements over NNRP in all statistics in the Murray basin. That is, the precipitation distribution produced by WRF significantly enhances that produced by its driving model (NNRP). In the Darling basin (Table 2) WRF also has better statistics compared to NNRP for everything except the pattern correlation, where the NNRP is marginally better. This may indicate that, in the Darling basin, local features such as topography are less important than in the Murray basin, supported by the relatively low relief in the Darling basin compared to the Murray basin.
Interannual
[26] The climate of southeastern Australia is influenced by a number of modes of oceanic variability including ENSO, the Indian Ocean Dipole (IOD), and the Southern Annular Mode (SAM). These competing influences produce high interannual variability for the region. Plots of the precipitation anomaly in the Murray and Darling basins are shown in Figure 9 . WRF is better able to reproduce the observed time series in the Murray basin compared to NNRP, while in the Darling basin the models appear to perform similarly. This is reflected in the statistics in Table 3 . Here the modified coefficient of efficiency (5) is applied to the annual anomaly time series in order to quantify the model's ability to capture the interannual variations. WRF is better able to reproduce the standard deviation and efficiency in both basins compared to NNRP. The largest improvement is found in the Murray basin efficiency, again demonstrating the role of the higher resolution topography in this basin.
[27] The annual mean temperature anomalies are shown in Figure 10 , where again it can be seen that WRF is better able to capture the observed time series relative to NNRP. This is reflected in the efficiency shown in Table 3 where WRF produces a clear improvement over NNRP in both basins. It should be noted that, in this case, NNRP does a better job at reproducing the interannual standard deviation of mean temperature, particularly in the Darling basin. Overall, WRF simulates the interannual variability well in both the Murray and Darling basins, generally improving on the NNRP, which is supplying the lateral boundary forcing.
Multiannual
[28] Southeast Australia experiences climate variations that persist for multiple years associated with distant features such as ENSO and the Pacific Decadal Oscillation (PDO). These events can manifest themselves as multiyear droughts, such as that experienced recently from 2002 until 2006. In this section, we evaluate how well the RCM can capture the spatial signature of these multiyear events compared to NNRP. 
ENSO Cycles
[29] Much of southeast Australian precipitation is effected by ENSO to some extent. Using the Nino 3.4 index, months are defined as El Niño, neutral, or La Niña. El Niño months have an index greater than 0.5, while La Niña months have an index less than −0.5. Using this definition El Niño months are spread evenly through the seasons (average is 10), while slightly more (less) La Niña (neutral) months occur in summer compared to winter (average is 7). Figure 11 shows the precipitation anomaly from the long-term mean over all El Niño months for both AWAP, WRF, and the NNRP. WRF is able to reproduce the general trend of a precipitation decrease across the Murray-Darling basin, with the largest decreases seen in the northern NSW coast and the NSW-Victoria coastal border and highlands region. While the NNRP simulates the general negative anomaly, WRF greatly improves the spatial distribution, generally capturing the regions of largest impact. Note that while WRF produces a zone with large negative anomaly on the northern NSW coast, it is not as large an area or as strong an anomaly as seen in the observations.
[30] Figure 12 shows the equivalent figure for the La Niña precipitation anomaly. Again WRF does a good job of reproducing the anomaly associated with La Niña events, with a general increase in precipitation across the MurrayDarling basin that is largest in the northern Darling. It also captures the maximum increase along the Queensland- NSW coastal region and a precipitation decrease along the South Australia-Victoria coastal region. NNRP is able to simulate the broad positive anomaly associated with La Niña, and WRF produces improvements in the spatial distribution of this anomaly.
[31] The mean 2 m temperature anomalies associated with El Niño and La Niña months are shown in Figures 13 and 14. Both events produce positive temperature anomalies. While neither the NNRP nor the WRF simulation do well at reproducing observations, they do capture the widespread positive anomaly. The NNRP produces a negative anomaly along the south coast that is much more confined in both the observations and WRF. During La Niña months, the NNRP tends to overestimate the positive anomaly, while WRF simulates an anomaly that is closer to that observed. Further investigation of the observations and WRF simulation reveals that the positive bias during El Niño is due to an increase in the maximum temperatures, while during La Niña months it is due to an increase in minimum temperatures. In the WRF simulation, this is directly related to changes in mean cloud cover with El Niño months having fewer clouds and higher shortwave downward radiation, producing higher daytime temperatures. La Niña months have more clouds and higher longwave downward radiation producing higher nighttime temperatures.
Recent Drought
[32] The precipitation anomaly time series for the two basins (12 month running average) can be seen in Figure 15 . The recent drought can be clearly identified as an extended period of negative anomalies extending from 2002 through to at least 2006 in both basins in both the AWAP observations and the WRF simulation. Similar low-rainfall years occurred in 1991 and 1994 in both basins and in 1997 in the Murray basin only. In each case WRF agrees quite well with the AWAP data in terms of producing below average rainfall. It is worth noting that the rainfall produced in the Murray basin for the recent drought is reproduced well by WRF, but in the Darling basin, WRF predicts a consistently larger negative rainfall anomaly after the initial drop in 2002.
[33] AWAP produced gridded data sets of meteorological observations (temperature, precipitation, etc.) based on station observations. Using a water balance model WaterDyn [Raupach et al., 2008a [Raupach et al., , 2008b gridded data sets of various components of the surface water and energy balance were also produced. In this case, WaterDyn is forced using the AWAP meteorological data, but the state of the land surface does not directly influence the local meteorology. WRF uses the Noah land surface model to simulate the surface water and energy cycles. In these simulations, the land surface is fully coupled with the atmosphere and hence feedbacks between the land surface and atmosphere are included.
[34] Figure 16 displays the soil moisture anomalies in the root zone simulated by each model. The actual depth of the soil layer used in WaterDyn varies according to soil types. The mean soil depth in the Murray basin is 90 cm, while in the Darling basin it is 99 cm. The Noah soil moisture represents the top meter of soil across both basins. Figure 16 shows that, despite having almost identical precipitation anomalies in the Murray basin, WaterDyn produces a larger soil moisture anomaly compared to WRF. In the Darling basin, the soil moisture anomalies simulated by the two models are almost identical, despite WRF having a larger precipitation anomaly. [35] The spatial distribution of the precipitation and soil moisture anomalies are shown in Figures 17 and 18 . The precipitation anomalies are distributed quite differently, especially in the Darling basin, with WRF having the largest anomalies near the northern and eastern boundary and AWAP having a swath across the basin with the largest anomaly. The transition from precipitation anomaly to soil moisture anomaly is quite different, with WaterDyn generally producing larger soil moisture anomalies for the same precipitation anomaly. The effect of varying the soil depth in WaterDyn has a significant impact on this soil moisture anomaly distribution. The soil depth varies from 0.15 to 1.9 m, which translates into soil moisture holding capacities varying from ∼60 up to ∼900 mm. These very large differences in soil moisture capacity naturally lead to large differences in soil moisture changes. There are very low soil moisture anomalies in areas with shallow soils such as the eastern Murray and the southeastern Darling along with patches in the northern and northeastern Darling. There are correspondingly large soil moisture anomalies in areas with deep soils, largely through the centers of both the Murray and Darling basins. WRF uses different soil properties but the same soil depth throughout the domain so the impact of changes in soils is generally smaller than that seen in WaterDyn.
[36] Investigation of the role played by land-atmosphere feedbacks during this drought using a methodology similar to the work of Zaitchik et al. [2007] is currently underway, as is an investigation into the role the mountain range plays in directing water vapor transport to the location of pre- 
Conclusions
[37] The WRF regional climate model was run for 24 years over Australia's Murray-Darling basin. The climatology simulated by WRF was generally an improvement over that produced by the NNRP, despite the fact that WRF does not assimilate any observations within the domain (being driven only at the boundary), as opposed to NNRP. In general WRF tends to overestimate temperatures across the domain while capturing the spatial pattern well. At all time scales from daily up to multiannual, WRF compared well to observations for both temperature and precipitation fields.
[38] At a daily time scale, WRF reproduced the observed probability density function (pdf) of precipitation quite well, with a small tendency to overestimate the frequency of events with less than ∼5 mm/d. The daily precipitation pdf was reproduced with good skill throughout the domain, with slightly poorer skill found in the northern and highelevation parts of the region. In terms of 2 m temperature, WRF tends to underestimate the frequency of the observed peaks and overestimate the frequency of classes at the high end of the range. While the overall shape of the pdf is good and high skill scores are found throughout the domain, this bias toward higher temperatures is a persistent feature.
[39] At a seasonal time scale, this high bias in the daily temperature pdfs is evident, as WRF shows a mean temperature bias of up to 1 K. This bias is concentrated in the warm parts of the year and is not evident in winter. The seasonal precipitation is simulated well with low overall bias and good spatial patterns. The largest errors exist in the mid-northeast coast in autumn and on the highest terrain in winter. WRF was able to reproduce the interannual variability accurately, generally improving on the variability produced by the NNRP, which supplied the lateral boundary forcing.
[40] WRFs ability to capture the precipitation changes associated with ENSO cycles was also evaluated. Dividing months into El Niño/neutral/La Niña based on the Nino 3.4 index demonstrated that WRF has good skill in reproducing the spatial structure of the relevant precipitation anomalies. WRF also reproduced the positive temperature anomalies associated with both El Niño and La Niña conditions. Further investigation reveals that these temperature anomalies are associated with increases in the maximum and minimum temperatures, respectively. This El Niño (La Niña) anomaly is caused by decreases (increases) in mean cloud cover, which increases the mean downward shortwave (longwave) flux at the surface, increasing daytime (nighttime) temperatures.
[41] WRF is also able to capture the recent severe drought across southeastern Australia. While the overall magnitudes of precipitation and soil moisture anomalies were captured, the spatial distribution of these anomalies were quite different, with WRF tending to produce larger precipitation anomalies in the northern part of the domain. When these precipitation anomalies are translated to soil moisture anomalies, the differences between WaterDyn and WRF can be largely explained by differences in the precipitation anomaly and the soil moisture depth. Over most of the Murray-Darling basin, the precipitation anomaly reflects the observed anomaly well, allowing the WRF simulation to be used in a future investigation of land-atmosphere feedback mechanisms associated with the drought.
[42] Overall, results show that WRF is able to capture daily, seasonal, and interannual variability as well as recent extreme events and a dominant interannual variation mechanism (ENSO). This high-resolution simulation will facilitate ongoing investigation of land-atmosphere coupling within the Murray-Darling basin, including identification of the dominant water vapor source regions for events and sea- sons and quantification of precipitation recycling mechanisms. The performance of this simulation is such that it can form the present-day control simulation for use in future climate change studies.
