We study the problem of finding nonconstant monic integer polynomials, normalized by their degree, with small supremum on an interval I. The monic integer transfinite diameter t M I¡ is defined as the infimum of all such supremums. We show that if I has length 1 then
INTRODUCTION AND RESULTS
In this paper we continue a study, recently initiated by Borwein, Pinner and Pritsker [2] , of the monic integer transfinite diameter of a real interval. We write the normalized supremum on an interval I as P I : sup
Note that this is not a norm. Then the monic integer transfinite diameter t M I is defined as t M I : inf P P I # where the infimum is taken over all non-constant monic polynomials with integer coefficients. We call t M I the monic integer transfinite diameter of I (also called the monic integer Chebyshev constant [1, 2] ). Clearly t M I % $ t& % I , where t& ' I denotes the integer transfinite diameter, defined using the same infimum, but taken over the larger set of all non-constant polynomials with integer coefficients [3, 4, 5] . Further t& I $ cap I , the capacity or transfinite diameter of I [6, 14] , which can be defined again using the same infimum, but this time taken over all non-constant monic polynomials with real coefficients. It is well known that cap I I The proof, which is essentially a corollary of Theorem 1.2 (a) below, is discussed in Section 5.
The numbers, 1.008848 and 1.064961507 in Theorem 1.1, like most numerical values given in this paper, are approximations to some exact algebraic number. These numbers are rounded in the correct direction, if necessary, to ensure an inequality still holds. The polynomial equations that they satisfy is given within the text. We have tried to do this for all numerical values.
To measure the range of lengths of intervals having a particular monic integer transfinite diameter t, we introduce the following two functions:
It follows from [2, Prop. 1.3] that both L¨ t and L t are nondecreasing functions of t. Also L¨ t ¥ L t -see Lemma 3.1(a) below. We give (Proposition 3.1) general method for finding upper and lower bounds for L¨ t and L t , and apply these methods to get such bounds for 1 1. They are constructive, using both the LLL basis-reduction algorithm and the Simplex method. These techniques were first applied in this area by Borwein and Erdélyi [3] , and then by Habsieger and Salvy [7] . These bounds are given in Theorem 4.1 and Proposition 4.1 -see also Figures 1 and 2. At t 1 2 , we pushed this method further, and were able to say more. Theorem 1.2. We have (a) 1 " 008848
Further properties of L and L¨are given in Lemma 3.1.
DEFINITIONS, CONJECTURES AND FURTHER RESULTS
In this section, we state some old and some more new results, and (perhaps a little recklessly) make four conjectures.
The following result is simple but fundamental. It is useful for determining lower bounds for t M I .
Lemma BPP (Borwein, Pinner and Pritsker [2, p.1905] 1.
The proof follows straight from the classical fact that, for the conjugates β i of β (1) Res
is a nonzero integer, giving
This result is a variant of a similar one in the theory of t& I -see Lemma 7.1.
We call such a value a¨1 ! is a maximal obstruction, and Q x is a maximal obstruction polynomial. It is not known whether such a polynomial exists for all intervals I of length less than 4 (see Conjecture 2.3).
We say that the monic integer polynomial P x is an optimal monic integer Chebyshev polynomial for I if P
and an optimal monic integer Chebyshev polynomial P then we say that P attains the maximal obstruction a¨1 ! d d . Throughout this paper, P x will denote a monic integer polynomial, Q x a nonmonic integer polynomial and R x any integer polynomial.
One very nice property of the monic integer transfinite diameter problem, not shared by its nonmonic cousin, is that often exact values can be computed for t M I . In all cases where this has been done, including Theorem 1.1, it was achieved by finding a maximal obstruction, and a corresponding optimal monic integer Chebyshev polynomial. Simple examples of this are given ([2, Theorem 1.5]) by the intervals I
This was the case too in [2, Section 5] in the proof of the Farey Interval conjecture for small-denominator intervals.
A much less obvious example is the interval I 
¡ is a Farey interval, neither of whose endpoints is an integer. Then
Borwein et al verify their conjecture for all Farey intervals having the denominators c 1 # c 2 less than 22. In Section 8 we extend the verification to some infinite families of Farey intervals (Theorems 8.2 and 8.3).
We next investigate what happens to t M ¤ 0 # b¢ when b is close to 1 n . For these intervals, some surprising things happen. Using the polynomial
In fact it appears likely that t M ¤ 0 # b¢ , clearly a non-decreasing function of b, has a left discontinuity at t 1 ¡ n n ¦ 1 . On the other hand, we show in Theorem 9.1 that t M is locally constant on an interval of positive length δ n to the right of 1 n . Further, Theorem 9.2 gives much larger values for δ n for n 2 # 3 and 4, as well as an upper bound for δ 2 .
In fact, more may be true.
What little we know about t M 0 # b¢ for b ¦ 1 is given in Theorem 9.2 (c), (d).
Both Conjecture BPP and Conjecture 2.1 are a consequence of the following conjecture. We were at first tempted to conjecture here that t M I , as well as equaling its maximal obstruction, is always attained by some monic integer polynomial. However, the following counterexample eliminates this possibility in general.
517¢ . However, there is no monic integer polynomial P with P I equal to the maximal obstruction 7¨1 ! 3 for I.
This result is proved in Section 10. Our next result proves the existence of maximal obstructions for many intervals.
Theorem 2.1. Every interval not containing an integer in its interior has a maximal obstruction.
Based on Conjecture 2.2 and Theorem 2.1 we make the following conjecture.
Conjecture 2.3 (Maximal Obstruction Conjecture). Every interval of length less than 4 has a maximal obstruction.
We do not have much direct evidence for this conjecture. However, our next conjecture, Conjecture 2.4, implies it. To describe this implication, we need the following notion, taken from Flammang, Rhin and Smyth [5] .
, all of whose roots lie in an interval I, and for which a¨1 ! d d is greater than the (nonmonic) transfinite diameter t& I is called a critical polynomial for I. Here we are interested only in nonmonic critical polynomials.
It may be that every interval of length less than 4 has infinitely many nonmonic critical polynomials -see Proposition 2.2 below. We make the following weaker conjecture.
Conjecture 2.4 (Critical Polynomial Conjecture). Every interval of length less than 4 has at least one nonmonic critical polynomial.
From Theorem 2.1 below, this conjecture is true for intervals not containing an integer. For intervals I of length less than 4 that do contain an integer (say 0), then, since t& % I £ 1, the polynomial x is a critical polynomial for I. Thus 'nonmonic' is an important word in this conjecture.
In Theorem 7.1 we prove that Conjecture 2.4 implies Conjecture 2.3. More interestingly, we also prove in Corollary 7.1 that Conjecture 2.2 and Conjecture 2.3 together imply Conjecture 2.4.
We observe in passing the following conditional result for the integer transfinite diameter t & .
Proposition 2.2. Suppose that an interval I has infinitely many critical
This result is proved in Section 7. Montgomery [11, p.182 ] conjectured this result unconditionally for the interval I 0 # 1¢ .
UPPER AND LOWER BOUNDS FOR L¨ t AND L t FOR FIXED t
The following lemma contains some simple properties, as well as alternative definitions, of L¨and L .
Proof. First note that, by [ 
s. Now (a) follows straight from (b) and (d). The proof of (e), similar to that of (d), is left as an exercise for the reader.
Finally, part (f) follows from the fact that for
(see for instance [2] ).
©
Next, we give a simple lemma, needed for applying Proposition 3.1 below.
Then (a) Any interval of length at least M contains an integer translate of some I i . (b) Any interval of length at most m is contained in an integer translate of some I i .
Proof. Given an interval I of length , we can, after translation by an integer,
©
The following proposition will be used to obtain explicit upper and lower bounds for L¨ t and L t for particular values of t.
with integer coefficients and a d
¦ 1, has roots spanning an interval of length , then for any t 
Here, a more precise value could be determined by calculating the span of the roots of Q x to a higher precision. We apply Proposition 3.1(b) and Lemma 3.2(a) using the polynomials Q i of Table 1 , with the intervals a i # b i ¢ c ontaining their roots. (Here, the endpoints listed in Table 1 are approximations of the minimal and maximal root of the obstruction polynomial in question. A higher precision was used for the computation of the upper bound of L 1 x. We then have, for I
i is the span of the roots of the ith polynomial (see Theorem 4.1).
GENERAL BOUNDS FOR L¨ t AND L t
In this section we find upper and lower bounds for L¨ t and L t , valid for t from 0 " 5 to close to 0 " 9. Our first result gives the upper bounds. Table 3 and for all t Table 4 and for all t £ t i we have L t £ i . The Theorem is proved by applying Proposition 3.1 (a) and (b) for a range of values in 0 " 5 # 1¢ . Here again, the diameter given in Table 3 can be computed more exactly by considering the difference between the maximal and minimal roots of the obstruction polynomial. For Table 4 , a calculation similar to that done for Table 1 was done for each t i . The rounding procedure was that used for Table 1 . Then the monotonicity of L¨ t and L t gives the result for all t in this range.
For the lower bounds, we first define the normalized polynomial P α
" 4358 be the root in 0 # 1 of the equation
The following result gives the lower bounds. For the proof, we need the following simple observation.
This follows straight from the fact that, given an interval I of length ¥ 1, every interval of length has an integer translate that is a subinterval of I. Table 4 , is given in Figure 2 . (b) We know that L¨is a non-decreasing function, and that L¨ . To complete the proof, note that for b
on applying [2, Prop 1.4 with the polynomial x 2 ], and then
4¢ . © 6. COMPUTATIONAL METHODS 6.1. Finding optimal monic integer Chebyshev polynomials P. We now describe how the polynomials of Table 2 were found. These are optimal monic integer polynomials P having P I 1 2 on various intervals of length just greater than 1. For these intervals, the maximal obstruction polynomial is Q x 2x £ 1, and the maximal obstruction is m 1 2 . The method applies more generally, however, to any interval I having a maximal obstruction polynomial Q, so we shall describe the method for this more general situation. We suppose that the maximal obstruction is m
a 0 , so that we seek a monic integer polynomial P with P I m. Firstly, potential factors of P of small degree k were identified using LLL [2, 8, 9] . The basis used was 1 #
The b k c k component of the inner product was inserted to discourage nonmonic polynomials from appearing in the basis returned by LLL. Now, at least one element in the basis will contain an x k term and, because of the b k c k penalty, such an element is almost always monic. (In fact always in the examples we computed.) So we obtained a monic polynomial of degree d with small L 2 norm, which usually also had a small supremum norm. These monic polynomials with small L 2 norm are not necessarily irreducible. At this point we examined each of their irreducible factors f i , again monic polynomials, and applied Lemma 6.1(a) below to eliminate some of them. We then used the method of Borwein and Erdélyi [3] 
Some additional constraints on the α i that we made use of are given by Lemma 6.1 (b) , (c). The main difference between our application and the original one is that here the polynomials f i are all monic. By choosing a large number of points x ¢ I to discretize the problem, we get a system of linear equations, on which the Simplex method can be used to get a good estimate of min t [3, 7, 16] . In practice, with a high enough precision and a large enough number of sample points, we obtain min t ' m exactly, and the corresponding α i then give the required P. We then check that P is indeed an optimal monic integer Chebyshev polynomial for I by checking algebraically that P 1! deg P m at all roots of the maximal obstruction polynomial Q, and furthermore that all other local maxima of P in this interval are strictly smaller than m. The following lemma, used to help construct these polynomials P, specifies extra properties that their factors f i and normalized exponents α i must have. 
, where the product is taken over the roots β i of Q, so that, from (1), Res P # Q '
1. Then (a) follows from the fact that the resultant of a product with Q is the product of the resultants with Q.
The second part follows from the fact that all the roots β of Q must be critical points of P x . Further, since P x attains the maximal obstruction, we have from Lemma BPP that for all such β we have P β
giving the third part. © Note that Lemma 6.1 simplifies considerably when the maximal obstruction polynomial is linear, say a 1 x £ a 0 . Then it says that
for F was found using the integer relation-finding program PSLQ, which we used to search for linear integer relations between log a d and the logf i .
As we have seen, the method for finding an optimal monic integer Chebyshev polynomial P depends on first finding the (in practice there was only one) maximal obstruction polynomial for the interval. We now describe how to do this.
Finding obstruction polynomials Q. The obstruction polynomial 7x 3
£ 7x 2 ¥ 1, as well as those listed in Table 1 and 3, were found using the technique of Robinson [15] (see also [10, 17] ). In this method, the aim is to search for all degree d polynomials Q x a d x d ¥ ¦ ¦¦ ¥ a 0 having all their roots in an interval I 0 , for fixed degree, and fixed lead coefficient, a d , with a d ¥ 2 d . We describe below how I 0 is chosen. Robinson's method uses the fact that for k
the span of the roots of the kth derivative of Q is contained in the span of the roots of the k £ 1 th derivative of Q. In particular, these derivatives have all their roots in I 0 .
Starting with the d £ 1 st derivative of Q, we get a range of possible valid values for a d¨1 . Consider then the d £ 2 nd derivative to find valid ranges for a d¨2 . Continuing in this fashion, we obtain a list of polynomials, each one having all its roots in I 0 . We now sieve this list, first by eliminating all polynomials that are reducible, or have integer content greater than 1. Having obtained a list of irreducible polynomials, we can then prune it further, as follows. If Q x and R x are both irreducible polynomials, with the same degree and lead coefficient, and the span of the roots of R x contain the roots of Q x , then for any interval I where R x is an obstruction polynomial, Q x is also an obstruction polynomial, and hence R x is not needed.
After construction of these polynomials, we can, for fixed d # a d , and t
find an upper bound for L¨ t by finding the polynomial Q whose roots have the smallest span, and then appealing to Proposition 3.1 (a). This was done in Table 3 , formalized in Theorem 4.1 (a), and displayed in Figure  1 .
Similarly, given this list of polynomials, we can compute the least such that any interval of length will contain an integer translate of at least one of the polynomials in our list. Then with Proposition 3.1 (b) we get an upper bound for L t . for given , we must choose I 0 carefully. If I 0 is too short, we might miss an important obstruction polynomial. On the other hand, if I 0 is long, we will find, along with the obstruction polynomials we seek, also (possibly multiple) integer translates of these polynomials. This is inefficient, as we end up doing more calculations than we need to. So we wish to pick I 0 so that it is long enough to ensure that we have all important obstruction polynomials, and yet small enough that we are not doing more work than necessary. We do this by ensuring that I 0 , the interval which contains the roots of the polynomials we have found, has the property that I 0 is just greater ¥ 1. This ensures that there are no other useful obstruction polynomials that we might have missed, since any obstruction polynomial having a span of length will then have some integer translate lying in I 0 . (We might have to re-run the calculation if I 0 is too small based on the current value of .) We can achieve tighter upper bounds for L t by considering the list of all obstruction polynomials we found such that
t. This computation was done for t 1 2 ( Table 1 and Theorem 1.2) and also for 20 other values of t (Table 4 , Theorem 4.1 (b) and Figure 2 ). To save space, the list of relevant polynomials for each t is not given in the table. (This information is available upon request from the authors.)
CRITICAL POLYNOMIALS: RESULTS AND PROOFS
We first establish a relationship between critical polynomials and maximal obstructions. We define a maximal nonmonic critical polynomial of an interval I to be a critical polynomial Q x a d x d ¥ ¦ ¦ ¦¥ a 0 such that the value a¨1 ! d d is maximal for Q within the set of nonmonic critical polynomials for I. Such a polynomial is well defined, as a result of the following Theorem. To prove this result, we will apply the following version of a classical lemma.
the Farey sequence of order q £ 1. We define this interval to be the minimal Farey interval containing I. Theorem 2.1 follows directly from our next result. 
Thus, by continuity, there exist integers r 1 and r 2 such that R 
Proof. From [2, p. 1905] we have that there exists a monic quadratic integer polynomial P x which has the property that P §
Since its critical point is at a half integer, it is strictly monotonic on the Farey interval. Hence it attains its maximum at one of its endpoints, and 
not containing a half-integer, we see that P x attains the maximal obstruction 1
This happens infinitely often as the b i c i tend to a root of P x . We can find a b
¡ is a Farey interval, and hence P x attains its maximal obstruction 1 ¡ c i on this interval.
©
It should be noted that this method of proof will not work for polynomials of degree 3 or higher, as the resulting Thue equation
has only a finite number of integer solutions [18] .
STUDY OF t M b
In this section we consider intervals 0 
2 . Hence, in the notation of Theorem 9.1, 0 " 76
Proof. The optimal monic polynomials needed for Parts (a) and (b) are given in Table 5 . In each case they attain the maximal obstruction 1 4 and 
©
The factors used for the construction of the polynomials in Table 5 were found using the techniques discussed in Section 6, making use of the constraints given by Lemma 6.1.
Bounds have been given on the exponents of certain factors for large integer Chebyshev polynomials used for estimating t& I . For example, for the interval I 0 # 1¢ , Pritsker [12] shows that
" 3634, must appear as a factor in any polynomial R (normalized to have degree 1), for which R I is sufficiently close to t & I . Following [5] , we now determine a lower bound for γ b such that x γ b¢ must divide any normalized monic integer polynomial P such that P ¢ 0¡ b£ approximates t M b sufficiently closely. Suppose that the function m b is an upper bound for t M b . Then by Proposition 5.3 and Lemma 5.2 of [5] we have that γ b is bounded below by the least positive root of 1
1¢ as in Conjecture 2.1, then our lower bound for γ b would have infinitely many discontinuities in this range ( Figure 5 -black lines) . However, we know, by using the polynomial x, that we have a provable, albeit weaker, upper bound m b b. This gives us a proven lower bound for γ b (Figure 5 -grey line). 
Proof. Define
Now T x # b has a positive local maximum at x 
1 has all its roots in I, it is therefore a critical polynomial. As always, the interval is an approximation only, and a tighter one can easily be computed.
We now claim that 7x Figure 1 . We see that L¨ t 0 for for t £ 1 2 , and further that L¨ t 4t for t ¦ 1. So in fact the area of interest is for t between 1 2 and 1. That being said, the upper bound is only given up to approximately 0 " 89. This is because the upper bound from Proposition 3.1(a) is given by high degree polynomials with small lead coefficient. In our search, we compute only up to degree 6. As 2¨1 ! 6 ¤ 0 " 89 this is the limit to our knowledge of the upper bound. If we wished to extend these calculations, we could extend the knowledge of the upper bound, but the computation time becomes excessive. For example, even if we computed up to degree 10, which is probably beyond our computational range, we would only get up to 0 " 933. As it was, the computations up to degree 6 took over 3000 CPU hours, and the computation time approximately triples for each additional degree. Similar comments apply to bounding L t ( Figure 2 ) for t close to 1. In this case, it actually turned out that none of the polynomials with lead coefficient 2 and degree 6 were useful in the calculations for such t, and hence we only get an upper bound for L t for t up to t 2¨1 ! 5 ¤ 0 " 871. While we know from Lemma 3.1(c) that L t $ 2t for t ¥ 1 ¡ 2, we do not know L t exactly in this range. In order to get an upper bound for L t in at least part of this range, it would in principle be possible to extend the calculation downwards from t 1 2 . The lower bound of 1 2 for t was chosen, as we computed obstruction polynomials of degree d, with coefficients up to 2 d . If we were to compute up to 3 d instead, we would be able to extend this graph down to t 1 3 . This would, however, be a massive undertaking, because we would have 3 6 ¡ 2 6 ¦ 11 times as many possible lead coefficients. Furthermore, we observed that, for a given degree, the computations took longer the higher the lead coefficient was, so this factor 11 is probably an underestimate.
It may be possible to extend these calculations though in a more sophisticated manner, somehow doing a less extensive and more intelligent search for obstruction polynomials of higher degree or larger lead coefficients. This would be a worthwhile project, and could lead to some interesting new results.
Lastly, consider Figure 5 . This could very easily have been extended all the way to 0. The reason that we chose not to do this is because the hypothetical lower bound (the black lines) starts to merge into itself, and the Figure becomes unreadable. (The lower bound jumps at every 1 n which get more frequent as 1 n ¡ 0.) Acknowledgement. We thank the referee for helpful comments. 
