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Abstract: Let (C (t ))t∈R be a cosine function in a unital Banach algebra. We
show that if supt∈R‖C (t )−c(t )‖ < 2 for some continuous scalar bounded cosine
function (c(t ))t∈R, then the closed subalgebra generated by (C (t ))t∈R is isomor-
phic toCk for some positive integer k . If, further, supt∈R‖C (t )−c(t )‖< 83p3 , then
C (t )= c(t ) for t ∈R.
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1 Introduction
Recall that a cosine function taking values in a unital normed algebra A with
unit element 1A is a familyC = (C (t ))t∈R of elements of A satisfying the so-called
d’Alembert equation
C (0)= 1A ,C (s+ t )+C (s− t )= 2C (s)C (t ) (s ∈R, t ∈R). (1)
Equality (1) is also used to define G-cosine families C = (C (g ))g∈G over an
abelian groupG , and in particular cosines sequences (Cn)n∈Z.
A cosine function C = (C (t ))t∈R is said to be bounded if there exists M > 0
such that ‖C (t )‖ ≤M for every t ∈R. In this case we set
‖C‖∞ = supt∈R‖C (t )‖, di st (C1,C2)=‖C1−C2‖∞.
A cosine function is said to be scalar if C (t ) ∈ C.1A for t ∈ R. It is well-known
and easy to see that a bounded complex-valued cosine function c takes values
in [−1,1] and that a bounded continuous complex-valued cosine function satis-
fies c(t )= cos(at ) where a = 2l imt→0 1−c(t )t 2 ∈ R. More generally if X is a Banach
space, and if C = (C (t ))t∈R is a strongly continuous B(X )-valued cosine func-
tion, then the generator a of C is bounded if and only if the cosine functionC is
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continuous at 0 with respect to the operator normonB(X ), and in this situation
C (t )= cos(t a), where cos(t a) is defined by the usual series, see for example [14].
Strongly continuous operator valued cosine functions are a classical tool in
the study of differential equations, see for example [2], [3], [12], [15], and a func-
tional calculus approach to these objects was developped recently in [9].
Bobrowski and Chojnacki proved recently in [4] that if the set of all bounded
strongly continuous cosine functions on a Banach space X is treated as ametric
space under the operator norm on B(X ), then the isolated points of this set are
precisely the scalar cosine functions.
They also gave a quantitative version of this result, by showing that if a strongly
continuous operator valued cosine function on a Banach space C (t ) satisfies
supt≥0‖C (t )− c(t )‖ < 1/2 for some scalar bounded continuous cosine function
c(t ) then C (t )= c(t ) for t ∈ R, and Schwenninger and Zwart showed in [16] that
this result remains valid under the condition supt≥0‖C (t )−c(t )‖< 1. An elemen-
tary proof of this result is given by Chojnacki in [7].
Thepurpose of this paper is to show that this result holdswhen supt≥0‖C (t )−
c(t )‖ < 8
3
p
3
, which is the optimal constant since supt∈R|cos(at )− cos(3at )| =
8
3
p
3
for every a 6= 0, and that no continuity condition onC is needed if the scalar
bounded cosine function c is assumed to be continuous, see theorem 3.6 (ii). In
fact, this "0− 8
3
p
3
law" was already proved in a very recent paper by Bobrowski,
Chojnacki and Gregoriewicz [5], which appeared after the present paper was
submitted. Themethods developed here vary in various aspects from those used
by Bobrowski et al.
We also point out that the ’generic’ distance between two continuous real-
valued bounded cosine functions is 2, a consequence of the fact that finite inde-
pendent subsets of the torus are "Kronecker sets": if a 6= 0, then the setΩ(a,m) :=
{b ≥ 0 supt∈R|cos(at )−cos(bt )|≤m} is finite, and everyb ∈Ω(a,m) has the form
b = pa
q
, where p,q are odd, gcd (p,q)= 1, 1≤ p ≤ pi
arccos(m−1) ,1≤ q ≤ piarccos(m−1) .
This description of the setΩ(a,m) leads to a description of cosine functions
C = (C (t ))t∈R in a Banach algebra A satisfying supt∈R‖C (t )−c(t )‖=m whenm <
2. In this casewe show in theorem3.6 (i) that there exists k ≤ card (Ω(a,m)) such
that the closed subalgebra A1 generated by C is isomorphic to C
k , and we also
show that there exists a family p1, . . . ,pk of pairwise orthogonal idempotents of
A1 and a family (b1, . . . ,bk) of distinct elements ofΩ(a,m) such that we have
C (t )=
k∑
j=1
cos(b j t )p j .
This implies in particular that if a cosine family (C (t ))t∈R satisfies supt∈R‖C (t )−
1A‖< 2, thenC (t )= 1A for t ∈R. This result was proved very recently by Schwen-
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ninger and Zwart in [17] for strongly continuous cosine families of bounded op-
erators, but the general case seems new.
The description of the set Ω(a,m) pertains to folklore, but the operator the-
oretical part of the proofs seems new. It is based on the fact that every bounded
cosine function (C (t ))t∈R taking values in a commutative unital Banach algebra
having a unique maximal ideal is scalar, see theorem 2.3 and corollary 2.4 in
section 2.
Since supn≥1
∣∣1−cos (2npi
3
)∣∣ = 3
2
, the constant 8
3
p
3
does not work for cosine
sequences. It is nevertheless possible to show that if a G-cosine family C in a
unital Banach algebra A satisfies supg∈G
∥∥C (g )−c(g )∥∥ < p52 for some bounded
scalar G-cosine family c , then C (g ) = c(g ) for g ∈ G . and the constant
p
5
2
=
maxn≥1
∣∣cos (npi
5
)
−cos
(
3npi
5
)∣∣ is obviously optimal. Details will be given else-
where.
The author would like to give his very warm thanks to the referee for his
insightful comments and corrections.
2 Cosine sequences in commutative local Banach algebras
Set f (x)= arccos(x). Then f ′(x)=− 1p
1−x2 , and we have, for x ∈]−1,1[
1p
1−x2
= 1+
+∞∑
n=1
(−1)n
n!
(
−1
2
)(
−1
2
−1
)
. . .
(
−1
2
−n+1
)
x2n
= 1+
+∞∑
n=1
(2n)!
22nn!2
x2n .
Hence we have, for x ∈ (−1,1), with the convention 0!= 1,
arccos(x)= pi
2
−
+∞∑
n=0
(2n)!
22n(2n+1)n!2 x
2n+1.
It follows from example from Stirling’s formula and Riemann’s criterion that
the series
+∞∑
n=0
(2n)!
22n (2n+1)n!2 is convergent, and it follows fromAbel’s lemma that the
power series expansion of arccos(x) remains valid for x = 1 and x = −1. Since
arccos(−1)=pi, we have
+∞∑
n=0
(2n)!
22n(2n+1)n!2 =
pi
2
.
Now let A be a unital Banach algebra of unit element 1A . We will write λ =
λ.1A when λ is scalar if there is no risk of confusion. We define e
x by the usual
series and set, for x ∈ A,
3
cos(x)= e
i x +e−i x
2
=
+∞∑
n=0
(−1)n x
2n
(2n)!
,
so that cos(x+ ipin)= (−1)ncos(x) for n ∈Z. When z ∈C, this gives the usual
cosine function of a complex variable z.
Let Â be theGelfand space of A, i.e. the space of all algebra homomorphisms
from A onto C. Notice that if χ ∈ Â we have
χ(cos(x))= cos(χ(x)).
If supn≥1‖xn‖ ≤M <+∞, then the series pi2 −
+∞∑
n=0
(2n)!
22n (2n+1)n!2 x
2n+1 is conver-
gent, we can set
arccos(x)= pi
2
−
+∞∑
n=0
(2n)!
22n(2n+1)n!2 x
2n+1,
and we have
‖arccos(x)‖≤ M +1
2
pi,χ(arccos(x))= arccos(χ(x)) (χ ∈ Â). (2)
Also it follows from standard properties of the holomorphic functional cal-
culus that cos(arccos(λx))= λx for |λ| < 1. By continuity, we obtain the tauto-
logical formula
cos(arccos(x))= x. (3)
Proposition 2.1. Let A be a unital Banach algebra,and let (cn)n∈Z ⊂ A be a cosine
sequence. If supn≥1‖cn‖≤M <+∞, then supp≥1‖cpn‖ ≤M for n ≥ 1, and we have
‖arccos(cn)‖ ≤
M +1
2
pi. (4)
Moreover Spec(cn)⊂ [−1,1] for every n ∈N, and for every character χ on A we
have
χ(cn)= cos(nβχ) (n ≥ 1),
where βχ = χ(arccos(c1))= arccos(χ(c1)) ∈ [0,pi].
Proof: Let p ≥ 1, and assume that we have
c
p
1 =
p∑
k=0
αk ,pck , (5)
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where αk ,p ≥ 0,
p∑
k=0
αk ,p = 1, which is trivially true for p = 1. Using (1), we
obtain
c
p+1
1 =
p∑
k=0
αk ,pc1ck =α0,pc1+
p∑
k=1
αk ,p
2
ck−1+
p∑
k=1
αk ,p
2
ck+1
α0,pc1+
p−1∑
k=0
αk+1,p
2
ck +
p+1∑
k=2
αk−1,p
2
ck =
p+1∑
k=0
αk ,p+1ck ,
where
α0,p+1 =
α1,p
2
,α1,p+1 =α0,p +
α2,p
2
,αk ,p+1 =
αk−1,p +αk+1,p
2
for 2≤ k ≤ p−1,
αp,p+1 =
αp−1,p
2
,αp+1,p+1 =
αp,p
2
.
Clearly,αk ,p+1 ≥ 0, and
p+1∑
k=0
αk ,p = 1.We thus see that (5) holds for every p ≥ 1.
Hence supp≥1‖cp1 ‖ ≤m. Applying this result to the cosine sequence (cnm)m∈Z,
we see that supp≥1‖cpn‖≤M for every n ≥ 1. Inequality (4) follows then from (2).
If χ is a character on A, then the sequence (χ(cn))n≥1 is a bounded complex-
valued cosine sequence. Henceχ(cn )∈ [−1,1] forn ≥ 1, andwehave cn = cos(nβ)
for n ≥ 1, where β is any real number satisfying c1 = cos(β). This holds in partic-
ular when β=βχ =χ(arccos(c1))= arccos(χ(c1)) ∈ [0,pi].
ä
Since cos(arccos(c1)) = c1, we have cos(narccos(c1)) = cn , and we obtain
an alternative approach to the group decomposition given in [7] by setting ν =
e i arccos(c1).
Now define the sine function and the "cardinal sine" function on a unital
Banach algebra A by the usual formulae
sin(x)=
∞∑
n=0
(−1)n x
2n+1
(2n+1)! , sinc(x)=
∞∑
n=0
(−1)n x
2n
(2n+1)! ,
so that sinc(0)= 1, xsinc(x)= sin(x). We have again χ(sin(x)) = sin(χ(x))
and χ(sinc(x)) = sinc(χ(x)) for χ ∈ Â. For x, y ∈ A such that yx = xy, we have
the usual formula
cos(x)−cos(y)= 2sin
( y −x
2
)
sin
(x+ y
2
)
.
Recall x ∈ A is said to be quasinilpotent if limn→+∞‖xn‖ = 0, which is equiv-
alent to the fact that χ(x)= 0 for every χ ∈ Â if A is commutative.
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Lemma 2.2. Let A be a commutative Banach algebra, let x ∈ A and y ∈ A be two
quasinilpotent elements of A and let λ ∈C.
(i) If λ∉piZ, and if cos(λ.1A+x)= cos(λ.1A+ y), then x = y.
(ii) If λ ∈piZ, and if cos(λ.1A+x)= cos(λ.1A+ y), then x2 = y2.
Proof: If cos(λ.1A+x)= cos(λ.1A+ y), we have
sin
( y −x
2
)
sin
(
λ+ x+ y
2
)
= 0.
If λ∉piZ, we have, for χ ∈ Â,
χ
(
sin
(
λ.1A +
x+ y
2
))
= sin(λ) 6= 0,
and so sin
(
λ.1A + x+y2
)
is invertible and further
(x− y)sinc
( y −x
2
)
= 2sin
( y −x
2
)
= 0.
Since χ
(
sinc
( y−x
2
))
= sinc(0)= 1 for everyχ ∈ Â, sinc
( y−x
2
)
is invertible and
x = y.
If λ∈piZ, then we have cos(x)= cos(y), which gives
(y2−x2)sinc
( y −x
2
)
sinc
(x+ y
2
)
= 4sin
( y −x
2
)
sin
(x+ y
2
)
= 0.
We see again that sinc
( y−x
2
)
and sinc
(x+y
2
)
are invertible, which shows that
x2 = y2.
Theorem 2.3. Let (cn)n∈Z be a bounded cosine sequence in a Banach algebra A,
and assume that spec(c1) is a singleton. Then (cn)n≥1 is a scalar sequence, and
there exists b ∈R such that cn = cos(nb).1A for n ≥ 1.
Proof: Set M = supn≥1‖cn‖. We can assume that A is a commutative Ba-
nach algebra generated by c1, so that Â consists of a single character χ. Let
λn = χ(cn) be the unique element of spec(cn), and set β= βχ = arccos(χ(c1))=
χ(arccos(c1)), so that λn = cos(nβ) for n ≥ 1.
Set xn = arccos(cn). Since cn = cos(xn), we have cos(nβ)= cos(χ(xn)). It fol-
lows then from standard properties of the cosine function on C that there exists
kn ∈Z such that χ(xn )=±nβ+2knpi, and we have χ(x1)=β.
Ifχ(xn )=nβ+2knpi, set yn = xn−2knpi.1A, and ifχ(xn)=−nβ+2knpi set yn =
−xn+2knpi.1A, with the convention yn = xn−2knpi.1A when β= 0. Then χ(yn)=
nβ= χ(nx1), and cos(yn)= cos(xn)= cn = cos(nx1). Since Â is a singleton, yn −
nβ.1A and nx1−nβ.1A are quasinilpotent. Whenβ 6= 0 andβ 6=pi, it follows from
item (i) of Lemma 2.2 that yn−nβ.1A = nx1−nβ.1A, and hence yn =nx1.
6
But ‖yn−nβ.1A‖ = ‖yn−χ(yn).1A‖ = ‖±(xn−χ(±xn).1A)‖≤ (1+pi)M . Hence,
given that ‖yn−nβ.1A‖ = n‖x1−β.1A‖, we see that x1 =β.1A , (cn)n≥1 is a scalar
sequence, and cn = cos(nβ).1A for n ≥ 1.
If β = 0, then χ(xn) ∈ [0,pi]∩2piZ = {0}, yn = xn and nx1 are quasinilpotent,
and it follows from item (ii) of Lemma 2.2 that x2n = n2x21 . Since the sequence
(x2n)n≥1 is bounded, we have x1 = 0, c1 = 1A and so cn = 1A for every n ≥ 1. If
β= pi, set c ′n = c2n for n ≥ 1, and set β′ = arccos(χ(c ′1)). Then (c ′n)n≥1 is a cosine
sequence. Since β′ = 0, we have 2c21 −1A = c2 = c ′1 = 1A, and (c1−1A)(c1+1A)=
0. Since scpec(c1) = {−1}, c1 − 1A is invertible, c1 = −1A, and cn = (−1)n .1A =
cos(npi).1A for n ≥ 1.ä
Recall that a commutative unital Banach algebra A is said to be local if it
possesses a unique maximal ideal. We obtain the following corollary.
Corollary 2.4. Let G be an abelian group, and let C = (C (g ))g∈G be a bounded
cosine family in a commutative unital local Banach algebra. Then C is scalar,
and so there exists a bounded cosine family (c(g ))g∈G with values in [−1,1] such
that C (g )= c(g ).1A for g ∈G .
3 When the distance to a bounded cosine function is strictly
less than 2
A standard result shows that every bounded complex cosine function c takes
values in [−1,1]. The following observation, which is the cosine counterpart of
a standard result for discontinuous one-parameter unimodular groups, see [13],
section 4.17, is certainly well-known.
Proposition 3.1. Let (c(t ))t∈R be a discontinuous bounded complex cosine func-
tion. Then for everyα ∈ [−1,1] there exists a sequence (tn)n≥1 of positive real num-
bers such that l imn→+∞tn = 0 and l imn→+∞c(tn)=α.
Proof: The identity
(1−c(s− t ))(1−c(s+ t ))= (c(s)−c(t ))2
shows as is well-known that this bounded cosine function with values in
[−1,1] is discontinous at 0. Denote by G the set of all real numbers x for which
there exists a sequence (tn)n≥1 of positive reals such that l imn→+∞tn = 0 and
l imn→+∞c(tn) = cos(x). Then nG + 2piZ ⊂ G for every n ∈ Z , G is closed, and
G 6= 2piZ. Let x ∈G∩ (0,pi]. If xpi is irrational, then the sequence (e inx )n≥1 is dense
in T, and so G = R. If xpi is rational let u be the smallest positive integer such
that e iux = 1. Then e 2ipiu = e i px for some p ≥ 1, and so 2pi
u
∈ G . Let (tn)n≥1 be a
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sequence of positive reals converging to 0 such that l imn→+∞c(tn) = cos
(
2pi
u
)
,
let q ≥ 2, and let α be a limit point of the sequence c
( tn
uq−1
)
n≥1 . There exists y ∈R
such that cos(y)=α, so that y ∈G , and such that y = 2piuq + 2kpiuq−1 = (1+ku)
2pi
uq . Then
gcd (1+ku,uq)= 1, and there exist a positive integer r such that r y− 2piuq ∈ 2piZ,
so that 2pi
uq
∈G . This implies thatG =R.ä
Corollary 3.2. Let a ∈ R, and let (c(t ))t∈R be a discontinuous bounded scalar co-
sine function. Then supt∈R|cos(at )−c(t )| = l imsupt→0|cos(at )−c(t )| = 2.
Corollary 3.3. Let X be a Banach space, let (c(t ))t∈R be a scalar cosine function,
and let (C (t ))t∈R be a bounded strongly continuous cosine family of bounded op-
erators on X such that supt∈R‖C (t )−c(t )IX ‖< 2. Then c(t ) is continuous, and so
there exists a ∈R such that c(t )= cos(at ) for t ∈R.
Proof: Let x ∈ X such that ‖x‖ = 1. If c(t ) were discontinuous, there would
exist a sequence (tn)n≥1 of positive real numbers such that
l imn→+∞tn = l imn→+∞c(tn)+1= 0,
which gives
supt∈R‖C (t )−c(t )IX ‖≥ l imn→+∞‖C (tn)x−c(tn)x‖ = l imn→+∞(1−c(tn))‖x‖= 2.
ä
The following observation is an easy consequence of Kronecker’s theorem
on independent finite subsets of the unit circle.
Lemma 3.4. Let a,b be two real numbers. If pa − qb 6= 0 for (p,q) ∈ Z2 \ {0,0},
then supt∈R|cos(t a)−cos(tb)|= 2.
Since supt∈R|1− cos(bt )| = 2 for every b 6= 0, we can restrict attention to the
case where a 6= 0 and b 6= 0. Denote by T the unit circle. If pa − qb ∉ 2piZ for
(p,q) ∈ Z2 \ {(0,0)}, then the set {(e i a ,e ib)} is independent, and it follows from
Kronecker’s theorem, see for example [11], p. 21 that the set
{
(e ina ,e inb)
}
n∈Z is
dense in T2, which implies that supn≥1 |cos(na)−cos(nb)|= 2.
Now assume that pa−qb = 2kpi for some (p,q)∈Z2\{(0,0)} and some k ∈Z.
If p = 0, then we have b = 2kpiq , with k ≥ 1, q ≥ 1. If api is irrational, then
{e inqa }n≥1 is dense in T, and we have
supn≥1
∣∣cos(naq)−cos(nqb)∣∣= supn≥1 ∣∣cos(naq)−1∣∣= 2.
Otherwise a
pi
is rational, and so is a
b
.
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Now assume that p 6= 0,q 6= 0, and k 6= 0. If api is rational, then bpi is rational,
and ab is rational. Otherwise we have, since the set {e
i an}n≥1 is dense in the unit
circle,
supt∈R |cos(bt )−cos(at )|≥ supn≥1
∣∣∣cos (b(2kn+1) q
2k
)
−cos
(
a(2kn+1) q
2k
)∣∣∣
=
∣∣∣cos (a(2kn+1) p
2k
− (2kn+1)pi
)
−cos
(
a(2kn+1) q
2k
)∣∣∣
=
∣∣∣cos ((an+ a
2k
)
p
)
+cos
((
an+ a
2k
)
q
)∣∣∣= 2.
Hence k = 0 if supt∈R|cos(t a)−cos(tb)|< 2.ä
Lemma 3.5. Let a ≥ 0,and set Ω(a,m) :=
{
b ≥ 0 | supt∈R |cos(t a)−cos(tb)|≤m
}
for m ≥ 0.
(i) If m < 2, thenΩ(a,m) is finite, and every b ∈Ω(a,m) has the form b = paq ,
where p,q are odd, gcd (p,q)= 1, 1≤ p ≤ piarccos(m−1) ,1≤ q ≤ piarccos(m−1) .
(ii) If m < 8
3
p
3
, thenΩ(a,m)= {a}.
Proof: Assume that m < 2. Since Ω(0,m) = {0}, we can assume that a > 0.
Let b ∈ Ω(a,m). Then b 6= 0. We may restrict attention to the case where a = 1,
and there exists positive integers p and q such that b = pq , with gcd (p,q)= 1. If
p or q were even, we would have supt∈R|cos(t )−cos(bt )| ≥ supn≥1|cos(nppi)−
cos(nqpi)| = 2, and so p and q are odd.
It follows from Bezout’s theorem that there exists (u,v) ∈ Z such that 2up −
(2v +1)q = 1. We have
supt∈R|cos(t )−cos(bt )| ≥ cos(2upi)−cos
(
2uppi
q
)
= 1−cos
(
(2v +1)pi+ pi
q
)
= 1+cos
(
pi
q
)
.
Hence q ≤ piarccos(m−1) . Since supt∈R|cos(t )−cos(bt )|= supt∈R|cos(t )−cos( tb )|,
the same argument shows that p ≤ pi
arccos(m−1) . This proves (i)
(ii) If m < 1+ cos
(
pi
5
)
≈ 1,8090, then arccos(m− 1) > pi5 and so every b ∈
Ω(a,m) can be written under the form b = apq , where 1 ≤ p < 5 and 1 ≤ q < 5,
with p and q odd, gcd (p,q)= 1 and soΩ(a,m)⊂
{
a
3 ,a,3a
}
.
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An elementary computation shows that |cos(t )− cos(3t )| attains its maxi-
mumwhen cos(t )=± 1p
3
, which gives
maxt∈R= |cos(t )−cos (t/3) | =maxt∈R|cos(t )−cos(3t )| =
8
3
p
3
≈ 1.5396.
HenceΩ(a,m)=
{
a
3 ,a,3a
}
if 8
3
p
3
≤m < 1+cos
(
pi
5
)
, andΩ(a,m)= {a} ifm < 8
3
p
3
.
ä
We obtain the following theorem.
Theorem 3.6. Let (C (t ))t∈R be a cosine function in a unital Banach algebra, and
let A1 be the closed subalgebra of A generated by (C (t ))t∈R.
(i) If m := supt∈R‖C (t )−cos(at ).1A‖ < 2 for some a ∈ R, then A1 is isomor-
phic toCk for some k ≤ card (Ω(a,m)) , and there exists a family p1, . . . ,pk of pair-
wise orthogonal idempotents of A1 and a family b1, . . . ,bk of distinct elements of
Ω(a,m) such that C (t )=
k∑
j=1
cos(b j t )p j for t ∈R.
(ii) If supt∈R‖C (t )−cos(at ).1‖ < 83p3 for some a ∈ R, then C (t ) = cos(at ).1A
for t ∈R.
Proof: (i) Let χ ∈ Â1. Then it follows from Corollary 3.2 that there exists bχ ∈
Ω(a,m) such that χ(C (t ))= cos
(
tbχ
)
for t ∈R.
Since b2χ = 2l imt→0 1−χ(C (t ))2 , the map χ→ bχ is one-to-one, and it follows
from Lemma 3.5 that Â1 is finite.
Letχ1, . . . ,χk be the elements of Â1. It follows from the standard one-variable
holomorphic functional calculus, see for example [8], that there exists for every
j ≤ k an idempotent p j of A1 such that χ j (p j )= 1 and χi (p j )= 0 for i 6= j . Hence
p jpi = 0 for j 6= i , and 1A = 1A1 =
k∑
j=1
p j .
Let x ∈ A1. Then (p jC (t ))t∈R is a cosine function in the commutative uni-
tal Banach algebra p j A1, specp j A1(p jC (1)) = {χ j (C (1))}, and (cos(at )p j )t∈R is a
scalar cosine function in p j A1. Since supt∈R
∥∥cos(at )p j −p jC (t )∥∥ ≤ 2‖p j‖, the
cosine function (p jC (t ))t∈R is bounded, and it follows from theorem 2.3 that
(p jC (nt ))n∈Z is a scalar cosine sequence for every t ∈R. So (p jC (t ))t∈R is a scalar
cosine function, and p jC (t )= χ j (C (t )p j = cos(b j t )p j , where b j = bχ j ∈Ω(a,m).
We obtain
C (t )=
k∑
j=1
C (t )p j =
k∑
j=1
cos(tb j )p j (t ∈R).
Since the algebras p j A1 are one-dimensional, A1 is isomorphic to C
k .
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(ii) Ifm < 8
3
p
3
, thenΩ(a,m)= {a}, k = 1, p1 = 1A andC (t )= cos(at ).1A.ä
SinceΩ(0,m)= {0} for everym < 2, we obtain the following result, which was
obtained recently by Schwenninger and Zwart in [17] for strongly continuous
operator valued cosine functions. A very short argument to prove aweaker result
with the constant 3/2 instead of 2 is given by Arendt in [1].
Corollary 3.7. Let (C (t ))t∈R be a cosine function in a unital Banach algebra A. If
supt∈R‖C (t )−1A‖ < 2, then C (t )= 1A for t ∈R.
LetC = (C (t ))t∈R be abounded strongly continuous cosine family of bounded
operators on aBanach space X . Bobrowski andChojnacki observed in [4], lemma
3 that if supt∈R‖C (t )−c(t )IX ‖< 1 then the generator ofC is bounded, assuming
that the scalar cosine function c is continuous. The following corollary, which is
an immediate consequence of collorary 3.3 and theorem3.6, shows that the con-
tinuity condition on c(t ) is redundant, and that the generator ofC (t ) is bounded
whenever supt∈R‖C (t )−c(t )IX ‖< 2.
Corollary 3.8. Let X be a Banach space, let (c(t ))t∈R be a bounded scalar cosine
function, and let C = (C (t ))t∈R be a bounded strongly continuous cosine family
of bounded operators on X such that supt∈R‖C (t )−c(t )IX‖ < 2. Then there exists
a ∈ R such that c(t )= cos(at ) for t ∈ R, and the conclusions of theorem 3.6 hold.
In particular the generator of the cosine functionC is bounded.
References
[1] W. Arendt, A 0-3/2 - Law for Cosine Functions. Ulmer Seminare, Funktional-
analysis und Evolutionsgleichungen, 17 (2012), 349-350.
[2] 1. W. Arendt, C. J. K. Batty, M. Hieber, and F. Neubrander, Vector-Valued
Laplace Transforms and Cauchy Problems, Birkha¨user, Basel, 2001.
[3] A. Batkai, K.-J. Engel and M. Haase, Cosine families generated by second or-
der differential operators on W 1,1(0,1) with generalized Wentzell boundary
conditions, Appl. Analysis 84 (2005), 867-876.
[4] A. Bobrowski and W. Chojnacki, Isolated points of some sets of bounded co-
sine families, bounded semigroups, and bounded groups on a Banach space,
Studia Math. 217 (2013), 219-241.
[5] A. Bobrowski, W. Chojnacki, and A. Gregosiewicz, On close-to-
scalar one-parameter cosine families, J. Math. Anal. Appl. (2015),
http://dx.doi.org/10.1016/j.jmaa.2015.04.012 .
11
[6] W. Chojnacki, On cosine families close to scalar cosine families, J. Australian
Math. Soc. (2015), http://dx.doi.org.10.1017/S1446788715000038
[7] W. Chojnacki, Group decompositions of bounded cosine sequences, Studia
Math. 181 (2007), 61-85.
[8] H.G. Dales, Banach Algebras andAutomatic Continuity, LondonMathemat-
ical Society Monographs 24, Clarendon Press, Oxford, 2001.
[9] M. Haase, The functional calculus approach to cosine operator functions. Re-
cent Trends in Analysis. Proceedings of the Conference in honour of N.K.
Nikolski held in Bordeaux 2011, Theta Foundation 2013, 123-147.
[10] M. Haase, The group reduction for bounded cosine functions on UMD
spaces, Math. Zeit. 262 (2) (2009), 281-299.
[11] J.P. Kahane and R. Salem, Ensembles Parfaits et Séries Trigonométriques,
Hermann, Paris, 1963.
[12] B. Nagy, Cosine operator functions and the abstract Cauchy problem,Period.
Math. Hungar. 7 (1976), 15-18.
[13] E. Hille et R. S. Phillips, Functional Analysis and Semigroups, Amer. Math.
Soc. Colloquium Publications, vol. XXXI, Providence, RI, 1957.
[14] M.Sova, Cosine operator functions, RozprawyMat. 49 (1966), 3-47.
[15] C. C. Travis and G. F. Webb, Cosine families and abstract nonlinear second
order differential equation, Acta Math. Acad. Sci. Hungar. 32(1978), 75-96.
[16] F. Schwenninger and H. Zwart, Less than one implies zero, 2013,
arXiv:1310.6202
[17] F. Schwenninger andH. Zwart,Zero-two law for cosine families, J. Evol. Equ.
(2015), http://dx.doi.org.10.1007/s00028-015-0272-8
Jean Esterle
IMB, UMR 5251
Université de Bordeaux
351, cours de la Libération
33405 -Talence (France)
esterle@math.u-bordeaux1.fr
12
