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ABSTRACT: The dynamics of conjugated polymers are known to influence the performance of optoelectronic devices. 
Poly-alkylthiophenes are a widely studied class of conjugated polymers, which exhibit a glass transition around room 
temperature, and consequently, are sensitive to temperature variations. We study the dynamics of two poly-
alkylthiophenes of different side chain lengths (hexyl and octyl) as a function of temperature, by comparing their quasi-
elastic neutron scattering (QENS) with molecular dynamics simulations (MD). We find a good agreement between the 
simulated and experimental data within the explored time window (of ~4 ns), demonstrating that the force fields used in 
MD simulations are appropriate and that the QENS technique can be used as a validation of such force fields. Using MD 
allows us to identify and to assign contributions to the QENS signal from different parts of the polymers and to determine 
the activation energies of the different motions. 
INTRODUCTION 
Since the discovery of conjugated polymers, there has 
been rapid progress in the study of their fundamental 
properties with regards to applications in advanced organ-
ic electronic devices, such as organic light emitting diodes, 
organic thin film transistors, organic solar cells and organ-
ic lasers.1 Both the microstructure and the dynamics of 
thin films of conjugated polymers, neat or mixed with oth-
er materials such as fullerenes, are known to influence the 
optoelectronic performance of the macroscopic devices.2 
For example, it has been shown that disorder in polymer 
conformation has a strong impact on charge transport 
properties and thus, on charge carrier mobilities.3-4 Thus, it 
is important to understand how chemical structure and 
environment influence molecular motions and confor-
mation. To do so, one needs a good description of intra- 
and inter-molecular properties. Recently, several studies 
have used molecular dynamics simulations to design a “re-
alistic” structural framework aiming at linking the nano- 
and micro-structure to the optoelectronic properties of 
conjugated materials.5-11 However, few experimental data 
are available to validate the force fields used in this type of 
simulations, especially for the amorphous part of those 
materials. Therefore, it is of great interest to study molecu-
lar dynamics experimentally, and to combine observation 
with simulation to validate force fields.  
Furthermore, the power conversion efficiency of or-
ganic solar cells is often increased by engineering the mi-
crostructure of the active layer, consisting in a blend of a 
conjugated polymer and a fullerene. This optimal micro-
structure is often kinetically trapped by quenching below 
the glass transition (Tg) of the blend. However, under prac-
tical operational conditions, the temperature experienced 
by OPV devices may vary from room temperature at night 
to up to 90°C at maximum sun exposure. Therefore, the 
blend microstructure may continue to evolve while operat-
ing, which is likely to happen when the Tg of the conjugat-
ed polymer lies within the operating temperature range.12-
13 Such structural evolution can leads to a drastic decrease 
in efficiency and thus, limit the lifetime. As a result, study-
2 
 
ing the temperature response of organic semiconductors is 
of great interest.   
Within the conjugated polymer family, we choose to 
study poly-alkylthiophenes (P3ATs). P3ATs are well 
known materials, especially poly(3-hexylthiophene-2,5-
diyl) (P3HT), which is used as a donor in organic photovol-
taics (OPV). P3ATs exhibit a glass transition below the 
ambient temperature (~-130°C),14 depending on the alkyl 
length, as determined by differential scanning calorime-
try.14 
Thermally activated dynamics in polymers span a va-
riety of time and length scales. At high temperatures, 
above Tg, -relaxation diffusive motions such as the centre 
of mass motion and cooperative segmental motion occur 
with typical relaxation times down to 10-9s. Below Tg, sec-
ondary fast localised dynamics occur: the -relaxation, 
which is related to the localised motions of the side chain 
and main chain bond rotations. The -relaxation is identi-
fied as a local jiggling of the side chain in a cage formed by 
their neighbours. This cage effect confines the molecules to 
a limited region in space. The glass transition takes place 
when the diffusive -relaxation and the localised -
relaxation begin to decouple. Finally, we note the existence 
of faster dynamics including atomic thermal vibrations. 
These combine different molecular vibrational modes of 
both the thiophene ring and the hexyl side chain. Quasi-
elastic neutron scattering (QENS) can be used to study 
diffusive polymer motions from the nuclei vibrations in the 
deep glassy state to larger scale motions with higher acti-
vation energy such as side group rotations. Although QENS 
has been intensively used to study the dynamics of non-
conjugated polymers with alkylic side-chains in bulk sam-
ples,15-16 it has not been widely applied to conjugated pol-
ymers, and in particular to poly-alkylthiophenes. In this 
context, Obrzut et al.17 performed neutron backscattering 
(NBS) measurements of P3HT, and found a localized mo-
lecular motions with an activation energy of about 9 
kJ/mol. They explain the results in terms of backbone tor-
sional motions. More recently, QENS  has been used to 
study bulk samples of blends of P3HT and phenyl-C61-
butyric acid methyl ester, a fullerene derivative cast from 
different solvents (chloroform, chlorobenzene, and ortho-
dichlorobenzene). The results showed that the choice of 
solvent has no effect on the polymer dynamics, contrary to 
the addition of PCBM to P3HT, which seems to hinder the 
polymer dynamics.18 Functionalized carbon nanotubes 
(MWNT)  mixed with poly-3-octyl-thiophenes (P3OT) have 
also been studied in d-toluene solution by QENS; depend-
ing on the solution concentration, the dynamics is mainly 
driven by either the solvent for concentrations below the 
overlapping concentration, or by the solute for concentra-
tions c above this value. The latter was roughly estimated 
at 2 wt% < c < 3 wt% for the P3OT/d-toluene system. The 
addition of the carbon nanotubes does not affect the ob-
served dynamics.19 
In this paper, we use NBS to perform elastic scan 
measurements and to collect QENS spectra in order to 
study the activation of the different reorientational relaxa-
tion processes of P3HT and P3OT, as a function of temper-
ature. The experiment consists of probing the temperature 
and the Q-dependence of the elastic intensity and the re-
sulted quasi-elastic broadening signature of the targeted 
dynamics. The instrumental resolution constraints the 
probed motions to a specific energy window  whose equiv-
alence in time should be faster than the time resolved by 
the spectrometer and slower enough to be located within 
the practically accessible time window dictating the maxi-
mum energy transfer of the instrument. It is worth noting 
that the experimentally accessible NBS time-window co-
vers mainly time scales corresponding to the re-
orientational relaxations of the side chains of the polymer. 
Backscattering presents a narrow time window (up to 
about 4 ns) that can be extended to slower motions by 
neutron spin echo. Nevertheless, backscattering is a unique 
experimental method that unambiguously accesses the 
single-particle self-correlation function. We can access a 
larger variety of motions by studying a broad temperature 
range, up to 500K close to the melting temperature of 
P3HT and P3OT. We further use time-of-flight backscatter-
ing spectroscopy that allows to probe shorter time scales. 
Fully atomistic molecular dynamics (MD) simulation 
enables the labelling of particular atoms and allows to 
study the evolution of the system (trajectories) on time 
and length scales similar to those probed by neutron scat-
tering. Therefore, MD is a tool of choice to help the analysis 
and the interpretation of the QENS data, towards under-
standing effects of the solid-state environment on specific 
polymeric motions.  
MD has already been used in combination with QENS 
to study non-conjugated polymers. For example, Pérez-
Aparicio et al. successfully used MD to disentangle contri-
butions of the main chain and the methyl group of 
poly(ethylene-alt-propylene).20 to the dynamic structure 
factor obtained from QENS data. Moreover, Gerstl et al. 
have studied the influence of the side chain length on the 
structure of samples of poly(alkylene oxides) as a function 
of temperature. By performing a polarisation analysis cou-
pled with MD simulations, they showed that a nano-
segregation of the main chains and the side groups occur, 
leading to the formation of alkyl nanodomains.21 This type 
of nano-segregation had been previously observed by 
QENS and predicted by MD in poly(vinylpyrrolidone).22 
Nano-segregation appears to be a general feature of comb-
like polymers.23 Further, MD has been successfully used to 
unravel the complex dynamics of composites. For example, 
Doxastakis et al. studied the segmental dynamics of fully 
miscible blends of polyisoprene (PI) and polybutadiene 
(PVE) above the Tg24 and Fotiadou et al. studied the dy-
namics of hyperbranched polymer/layered silicate nano-
composites.25  
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 IN10 OSIRIS IN16 
Gaussian energy resolution 1 eV 25 eV 1 eV 
Energy range -10…10 eV -0.2…1.2 meV -15…15 eV 
Corresponding time range ~400ps…~4ns ~3.5ps…~165ps ~275ps…~4ns 
Momentum transfer 0.5…1.9 Å-1 0.244…1.798 Å-1 0.365…1.780 Å-1 
Table 1. Experimental configurations used in the present work. These are the energy resolution, energy and momentum transfer of 
each instrument used in this study. 
If QENS has been used in combination with MD to 
study non-conjugated polymers, MD has been hardly used 
to simulate the QENS of conjugated polymers. Further-
more, it presents the opportunity to evaluate force fields 
over a wide range of temperature. In this paper, we per-
form fully atomistic MD simulations of several nanosec-
onds, comparable with the time windows of the QENS 
measurements, in order to decouple the different motions 
arising from the hexyl and octyl side chains from the tor-
sional dynamics of the backbones. First, we calculate the 
dihedral autocorrelation function to investigate the relaxa-
tion time of the different reorientations along the side 
chains and the backbone reorientations. Based on the re-
laxation maps of P3HT and P3OT, we are able to validate 
our force fields by comparing the calculated intermediate 
scattering function (obtained from the Fourier transform 
(FT) of the weighted sum of the self part of the van Hove 
functions of different subset of atoms) with the experimen-
tally obtained quantity. Finally, from the relaxation map, 
we extract the activation energies of the different reorien-
tations and use these to evaluate the effect of the environ-
ment on the different molecular motions. 
 
METHODS 
Incoherent elastic neutron scattering 
Experimental details 
P3HT and P3OT (PDI<2, Mw=45000 g/mol, RR-
HT=98.5%) were purchased from Sigma-Aldrich and used 
as received. The polymers were dissolved in toluene (1 
wt%) and spin cast on glass at 500 rpm resulting in film 
thickness of 1m. One hundred of those films were stacked 
over an aluminium foil after peeling it from the glass sub-
strate, one by one, using tweezers. The final result is a 
“bulk” film of about 150m thick. A second aluminium foil 
completed the encapsulation of the sample which was then 
sealed inside a thin rectangular aluminium container dedi-
cated for QENS measurements. The surface exposed to the 
neutrons was 2cmx2cm. 
Elastic window scans (elastic scattering as a function 
of temperature) were taken with the instrument IN10 at 
the Institute Laue Langevin (ILL, Grenoble, France) in 
fixed-window mode (Doppler stopped). The selected 
wavelength of the neutron beam was 6.27Å. A broad range 
of temperature (from 4 to 550K) with a heating rate of 
3K.min-1 is studied. QENS measurements were carried out 
using the backscattering spectrometers IN16 also at ILL 
and OSIRIS at the ISIS Neutron and Muon Facility, (RAL, 
Didcot, UK). The energy resolutions and available range of 
energies are summarized in Table 1. 
Intermediate scattering function 𝐒𝐢𝐧𝐜(𝐐,𝛚, 𝐓) 
It should be emphasized that the intensity 
𝑆inc
exp(Q,ω, T) we are measuring is mainly due to incoherent 
scattering (i.e. the FT of the self-correlation function of the 
same particle at time t’=0 and t’=t) because our samples 
are protonated polymers (hydrogen processes a large in-
coherent scattering cross section). The coherent contribu-
tion is only about 7% of the signal.26 Q, ω and T refer to the 
norm of the scattering vector ?⃗? , the angular frequency and 
the temperature respectively. The incoherent scattering 
function Sinc(Q,ω, T) is affected by the instrumental reso-
lution function 𝑅(𝑄, 𝜔) and linked to the measured intensi-
ty 𝑆inc
exp(Q,ω,T)  by: 
𝑆inc
exp(Q,ω,T) = R(Q,ω)⊗Sinc(Q,ω,T) Equation 1 
where ⊗ denotes the convolution of the two signals. 
The intermediate scattering function 𝐼𝑖𝑛𝑐(𝑄, 𝑡, 𝑇) can 
be thus obtained by FT of the measured intensity and in-
strumental resolution function: 
𝐼inc(Q, t, T) =
∫𝑆inc
exp
(Q,ω,T) eiωtdt
∫R(Q,ω) eiωtdt
   Equation 2 
Elastic Incoherent Structure Factor (EISF) 
On IN10, the measured intensity 𝑆𝑖𝑛𝑐
𝑒𝑥𝑝(𝑄, |𝜔| ≤
∆𝜔, 𝑇) corresponds to energies 𝜔 lower than the width ∆𝜔 
of the instrumental resolution function 𝑅(𝑄, 𝜔). For domi-
nantly incoherent scattering and quasi-elastic processes 
which are fast on the time scale of the backscattering spec-
trometer, the elastic scan intensity is a good measure of 
the elastic incoherent structure factor (EISF). 
Instrumental resolution function 𝑹(𝑸,𝝎) 
The instrumental resolution function R(Q,ω) was de-
termined by measuring the scattering intensity of the sam-
ples, 𝑆inc
exp(Q,ω, T ≤ 30K), at low temperatures (4K, 30K 
and 10K on IN10, OSIRIS and IN16, respectively). We as-
sume that at such low temperatures all the dynamical pro-
cesses are frozen.  
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Figure 1. Flow chart of the MD protocol used to generate the temperature-dependent MD trajectories. 
 
Molecular dynamics (MD) simulations 
In MD simulations the motions of atoms are comput-
ed within the classical mechanics framework, by solving 
the Newton´s equations of motion for a large N-body sys-
tem. Depending on the size of the system under study this 
can be computationally demanding. The adequate repre-
sentation of the atomic interactions is critical to obtain a 
good description of the microscopic properties of the 
atomic motions (positions and velocities as a function of 
time) which globally describe a system that can be very 
complex: from simple atomic ensembles to macromole-
cules, or to large biological systems such as proteins. The 
bonded and non-bonded interactions are described by a 
force field (set of equations and parameters) which should 
be relevant to the case study.  
We used the P3HT force field developed by Moreno et 
al.27 for the present simulations. For P3OT, we modified 
the P3HT force field by adding two carbons and four hy-
drogens to the side chains, and by keeping the same P3HT 
parameters such as CT/R2CH2 and HC/alkyl thiophene.27 
The edge lengths of the initial cubic simulation boxes 
were calculated to obtain a density of about 0.66 g/cm3 for 
both P3HT and P3OT. This value is well below the density 
reported in the literature for both P3HT and P3OT. There-
fore by equilibrating properly the system (compressing the 
system until the pressure stabilises), reasonable densities 
for both P3HT and P3OT can be reached. We used Pack-
mol28 to create the initial cubic box of edge length of 11.0 
nm for P3HT and 11.6 nm for P3OT containing 160  poly-
mer chains of 20 units each (corresponding to a density of 
0.66 g/cm3 for both P3HT and P3OT).   
MD simulations are performed using Gromacs-4.5.5 
package,29-32 where a leapfrog algorithm and a time step of 
1 fs were adopted. Periodic boundary conditions are ap-
plied in all directions. First, we relaxed the structure 
through energy minimisation using the steepest descent 
algorithm. The convergence criteria was set such that the 
maximum force is smaller than 10 kJ.mol-1.nm-1. This was 
followed by a run in the NVT ensemble for 100 ps in order 
to initially stabilise the temperature, followed by a 10 ns 
run in the NPT ensemble in order to stabilise the pressure 
this time. Depending on the ensemble NVT or NPT, we 
used a velocity-rescaling thermostat (varying temperature, 
time constant 0.1 ps) and a Berendsen barostat (1 bar, 
time constant 5 ps), respectively.  
The next step was to cool down the box from 600 K, 
in the NVT ensemble, at a rate of -45K/ns to 500 K. We 
continued the simulation from the obtained NPT equilibri-
um phase at 600K. The box is then equilibrated at 500 K 
using the same method as for 600K, i.e. run in the NVT en-
semble for 100 ps followed by a run in the NPT ensemble 
for 10 ns before acquiring the NPT trajectory for 10 ns 
with a step of 2 fs. The simulation lengths are chosen to be 
slightly longer than the longest experimental time win-
dows (4 ns). For the acquisition run, we used the Nose-
Hoover thermostat (varying temperature, period of tem-
perature fluctuations at equilibrium 2.5 ps), and the Parri-
nello-Rahman barostat (1 bar, period of pressure fluctua-
tions at equilibrium 25 ps). Restarting from the NPT equi-
libration at 500K, we performed the same process for all 
the temperatures presently studied. A flow chart of this 
protocol can be found in Figure 1. For the specific case of 
P3HT, we further performed acquisition runs up to 30 ns 
to study the impact of the simulation length, where the 
crude velocity-rescaling thermostat and Berendsen baro-
stat were used.  
The Van Hove functions are calculated using 
Gromacs,29-32 which is also used along with VMD33 to ana-
lyse the trajectories. The Van Hove function represents the 
ensemble average probability per unit of volume of finding 
a given atom for a time and a temperature at a distance. A 
moving average over multiple time origins is used to im-
proved statistics. The error is then proportional to 
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(𝑁(𝑡𝑟𝑢𝑛 − 𝑡))
−1
2⁄  where N is the number of atoms consid-
ered and 𝑡𝑟𝑢𝑛is the duration of the simulations. 
To check the reliability of the produced trajectories 
from the MD simulations, we have extracted the density at 
each temperature (Figure 2). The density increases with 
reducing temperature. A change in the slope is observed 
between 150 and 250 K for P3HT, and between 125 and 
225 K for P3OT. This suggests that the Tg  lies between 150 
and 250 K for P3HT, and between 125 and 225 K for P3OT, 
which is in  good agreement with DSC measurements.14 
The density at 300K is about 1.06 g/cm3 for P3HT and 1.02 
g/cm3 for P3OT respectively. The highest density corre-
sponds to an edge length of the simulation box of 9.4 nm, 
which is larger than both the contour length of the simu-
lated polymer chain ~ 7.5 nm and the Q-range of the ex-
periment 0.25 Å-1. We notice that these densities are slight-
ly lower (by about 6% for P3HT and 2.5% for P3OT) than 
the values reported in the literature for crystals34. This is 
due to the fact that the model system used in our MD simu-
lations is amorphous. P3HT and P3OT are both semi-
crystalline, however a maximum of 20% of the sample is 
crystalline.14 Therefore the signal stemming from the 
amorphous part is expected to be dominant. 
 
(a) 
  
(b) 
Figure 2. Density of (a) P3HT and (b) P3OT simulation box as 
a function of temperature. The grey area emphases the tem-
perature range where a change in slope is observed. 
To better support this explanation we performed ine-
lastic neutron scattering measurements to check whether 
any apparent crystal-like behaviour could be highlighted 
vibrationally. We accomplished this task by measuring the 
generalized density of states of P3HT using the time-of-
flight spectrometer IN6 at the ILL, allowing to collect vibra-
tional spectra over a sufficiently extended energy transfer 
range in the up-scattering regime (neutron energy-gain 
mode).  
 
(a) 
 
(b) 
Figure 3. The inelastic spectrum of P3HT, in terms of the total 
(Q-averaged) and Q-dependent generalized density of states, 
up to 70 meV, at 250 and 360K. The non-Debye growth (≠ E2), 
as well as the non-shift of the observed broad vibrational 
peaks as a function of Q, point towards a dominant amor-
phous character thus justifying the fully amorphous model 
used in the MD simulations. It is worth to note that the spec-
trum becomes slightly structured below/around the Tg (250 
K), around 25 meV. 
Figure 3 shows the measured Q-averaged as well as 
Q-dependent generalized density of states (GDOS)35 of 
P3HT at 250 and 360 K, up to 70 meV. It should be noted 
that the full vibrational energy range of P3HT extends up 
to about 200 meV. However we limit ourselves here to the 
indicated low-energy range up to 70 meV for the sake of 
consistency with the treated topic. A detailed vibrational 
study using inelastic neutron spectroscopy will be subject 
of a forthcoming work. The analysis of the inelastic spectra 
shown in Figure 3 points towards a dominant amorphous 
character of P3HT as this can be seen from: (i) the non-
Debye growth in the low energy part of the spectra, i.e. for 
a crystalline material the inelastic intensity scales as the 
square of the energy (E2) for low-energy acoustic part. The 
deviation from the E2 law is a signature of extra low-energy 
modes characteristic of an amorphous behaviour, (ii) the 
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inelastic peaks are rather broad and increase in intensity 
as a function of Q, characterizing rather molecular vibra-
tions than crystalline phonons. It is worth to note that the 
spectrum becomes slightly structured below/around the 
Tg (250 K), around 25 meV, and (iii) the vibrational fea-
tures does not shift as a function of Q. For the last point, it 
should be stressed that since P3HT sample is protonated, 
the vibrational modes involving the strong incoherent sig-
nal from hydrogens are expected to dominate the spec-
trum. The inelastic neutron-based dynamical signature of 
the amorphous character of P3HT provides a further sup-
port of the use of the fully amorphous model in the MD 
simulations. 
RESULTS AND DISCUSSION 
Elastic Incoherent Structure Factor (EISF) and dy-
namic structure factore 𝑺𝒊𝒏𝒄(𝑸,𝝎,𝑻)  
 
(a) 
 
(b) 
Figure 4. (a) QENS profile for P3HT measured on 
IN16 at Q=1.2 Å-1 within the temperature range 150 – 430 
K. The black dots represent the resolution function. The 
red arrow shows the increase of the incoherent back-
ground with temperature. The scattering intensity has 
been normalised by the maximum intensity for compari-
son. (b) Normalised experimental EISF(Q,T) measured on 
IN10 for P3HT as a function of temperature for different Q 
values. 
 
The dynamic structure factor 𝑆𝑖𝑛𝑐(𝑄,𝜔, 𝑇) is plotted 
in Figure 4 (a) as a function of energy transfer for P3HT at 
Q~1.2Å-1 for different temperatures. The function 
𝑆𝑖𝑛𝑐(𝑄,𝜔, 𝑇) consists of a sharp elastic peak and a (broad-
ened) quasi-elastic component. A scatterer moving out of 
the volume defined by (
2𝜋
𝑄
)
3
 in a shorter time than set by 
the instrumental time-window resolution – given by the 
frequency function R(Q,ω) - gives rise to a QENS broaden-
ing. The quasi-elastic broadening gives information about 
the diffusional dynamics as resolved in the phase space of 
the instrument. The broadening increases with tempera-
ture. This is due to the temperature-induced increase of 
the mobility of the scatterers. If the motion becomes too 
fast with respect to the instrument resolution time-
window, then the dynamics is not resolved, and it would 
appear as a “background”. The red arrow in Figure 4 (a) 
shows the increase of this “background” with temperature. 
The elastic intensity decreases in a non-linear way 
with temperature as shown in Figure 4 (b). The Q-
dependence of the EISF(Q,T) is defined by the geometrical 
path explored by the scatterers within the time window of 
the experiment. At low temperatures, below 100 K, 
EISF(Q,T) is almost Q-independent. This is a signature of 
localised motions of the hydrogens (incoherent scatter-
ers). At high temperatures, above 300 K, EISF(Q,T) decays 
strongly with higher Q-values to approach zero for the 
experimentally accessible Q-range. Most of the diffusive 
motions have been activated and most of the hydrogens 
are mobile. For intermediate temperatures (100 – 300 K), 
EISF(Q,T) decays to intermediate values between 0 and 1, 
within the accessible Q-range. This means that some mo-
tions have a relaxation time comparable to the time win-
dow of the experiment while the rest of the hydrogens 
have dynamics either slower than the instrumental time 
window (~ 4 ns), or too fast to be caught-up by the 
backscattering technique, and thus contributing to the 
“background”. 
Figure 5. Schematic representation of (a) P3HT and (b) 
P3OT, labelling the carbon and hydrogen atoms belonging 
to their aliphatic side chains. 
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(a)       (b) 
Figure.6. Probability distribution functions obtained from the self-part of the temperature-dependent van Hove corre-
lation function calculated for the three methyl hydrogens HC6 of the hexyl side chain (a), and for the backbone atoms (b) of 
P3HT, at 4 ns. 
Validation of the force field 
To test Moreno et al. force field, we aim to calculate 
the intermediate scattering function from the MD trajecto-
ries. In a first instance, a quantity easily accessible from 
MD trajectories is the self-part of the van Hove correlation 
function 𝐺𝑠(𝑟𝑖 , 𝑡, 𝑇). 𝑟𝑖 denotes the radial distance between 
the position of atom 𝑖 at 𝑡0 and 𝑡. The self-part of the van 
Hove correlation function 𝐺𝑠(𝑟, 𝑡, 𝑇) is the ensemble aver-
age probability per unit of volume of finding a given atom 
for a time 𝑡 and a temperature 𝑇 at a distance 𝑟. Atom 𝑖 can 
be a hydrogen or a carbon of either the aliphatic side chain 
or of the main chain of the polymer as well as a sulphur 
atom of the main chain. In the following, we number the 
aliphatic carbons and hydrogens as depicted in Figure 5. 
The self-part of the van Hove function is related to the in-
termediate scattering function by a spatial FT. 
Figure 6 (a) shows the temperature dependence of 
the self-part of the van Hove correlation function of the 
three methyl hydrogens of P3HT, labelled as HC6 (Figure 
5), at the edge of the time window of the instrument IN10 
(4 ns), 𝐺𝑠(𝑟, 𝑡 = 4𝑛𝑠, 𝑇). At 5K, motions are frozen. Be-
tween 50 and 150K, dynamics is getting induced and two 
peaks appeared for HC6. The first one, located at small 
distances ~0.1 Å, can be assigned to vibrations around the 
equilibrium position of hydrogens that are not in motion. 
The second peak is centred around 1.75 Å, which corre-
sponds to the hydrogen-hydrogen distance within a methyl 
group. The probability of finding a hydrogen at ~ 1.75 Å 
increases with temperature up to 150K. The probabilities 
can be well fitted with two Gaussian functions, the area of 
the Gaussians give the percentage of mobile and fixed me-
thyl hydrogens. At 50K, 35% of the methyl hydrogens are 
in motion. At 150K almost of all them (92%) are moving; 
where the first peak became weaker and merge to the sec-
ond peak. At higher temperatures, only one peak is ob-
served. This peak is very similar at high temperatures to 
the peak observed for the backbone atoms (Figure 6 (b)), 
which is compatible with the motions being dominated by 
the α-relaxation. This peak is no longer well modelled by a 
Gaussian function between 200 and 300K, since a consid-
erable tail is further appearing. In glass-forming materials, 
a non-Gaussian behaviour arises from a small amount of 
atoms able to get untrapped from their local environment, 
such a process is known as “decaging effect”. For the back-
bone atoms, only one peak is observed within the explored 
temperature range (5 – 500 K). The peak amplitude is sub-
ject to a continuous shift towards higher distances as the 
temperature increases. This is accompanied by a broaden-
ing which becomes more pronounced above 200K. 
The intermediate scattering function can be calculat-
ed from 𝐺𝑠(𝑟𝑖 , 𝑡, 𝑇) as: 
𝐼𝑖𝑛𝑐(𝑄, 𝑡, 𝑇) = 𝐹𝑇 (
∑ 𝜎𝑖
𝑛
𝑖=1 𝐺𝑠(𝑟𝑖,𝑡,𝑇)
∑ 𝜎𝑖
𝑛
𝑖=1
) Equation 3 
where 𝜎𝑖 is the incoherent scattering cross-section of 
atom i.  
The methyl group rotation is likely to be too fast for 
the time window within which the present measurements 
were performed. Furthermore, the backbone motion is 
expected to be too slow for the time resolution of OSIRIS, 
and would be located at the edge of the resolution of IN10 
and IN16, well above the glass transition of the polymer. 
Therefore, the sum in Equation 3 has to be limited to the 
motions that can be experimentally resolved, i.e. those 
motions having relaxation times comparable to the time 
window of the experiment. 
The relaxation map of all the reorientations can be 
used to check the motions that are too slow or too fast for 
the accessible time window. In this context, we calculated 
the dihedral autocorrelation function 𝐷𝐴𝐶𝐹(𝑡) of all the 
dihedrals along the side chains and between the mono-
mers, and fitted them using the Equation 4: 
𝑫𝑨𝑪𝑭(𝒕) = 𝑺𝑫
𝟐 + (𝟏 − 𝑺𝑫
𝟐 )𝐞𝐱𝐩 (−
𝒕
𝝉
) Equation 4 
where t denotes the time, 𝑺𝑫
𝟐  is the dihedral order parame-
ter, and 𝝉 refers to the relaxation time of the rotation 
around the bond associated with the dihedral angle.37 This 
single exponential Lipari-Szabo model38 works well at high 
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temperatures, where the motion is activated (see Figure 
6). At intermediate temperatures, the fit can be improved 
by using a stretched exponential with typical exponent 
values of 0.5. This is probably due to heterogeneities at 
temperatures where the motions are getting activated. At 
low temperatures, both models fail to fit the curves. Inter-
estingly, 𝑺𝑫
𝟐  can also be calculated from the dihedral distri-
bution 𝒑(𝜽) using the following equation:37 
𝑺𝑫
𝟐 =  [∫ 𝐜𝐨𝐬(𝜽)𝒑(𝜽)
𝟐𝝅
𝟎
]
𝟐
+ [∫ 𝐬𝐢𝐧(𝜽)𝒑(𝜽)
𝟐𝝅
𝟎
]
𝟐
 
Equation 5 
where 𝜽 is the dihedral angle. 
Figure 7. CT3-CT4 (Figure 5) dihedral time-
autocorrelation function for different temperatures. The 
dashed lines represent the fits using the single exponential 
Lipari-Szabo model free approach. The dotted lines repre-
sent the fits using a stretched exponential. 
A reasonable relaxation time can be extracted from 
the MD simulations if the dihedral order parameters ob-
tained by the fit agree with those obtained via Equation 5. 
This would indicate that the particular MD motion has 
equilibrated. 
Further, the dihedral order parameter 𝑺𝑫
𝟐  gives an in-
dication about the dependency of the rotation with respect 
to the other degrees of freedom. If 𝑺𝑫
𝟐   has a value of zero, 
then the rotation is fully decoupled from the other degrees 
of freedom. On the hand if this value is unity, the dihedral 
motion is completely stiff. For intermediate values of 𝑺𝑫
𝟐 , 
the rotation depends on the other degrees of freedom. This 
dependency is related to the temperature variation since 
all the degrees of freedom possess different relaxation 
times. 
The relaxation maps built using the relaxation time 
extracted from the fits of the dihedral autocorrelation 
functions are plotted in Figure 8 (a-b) for both P3HT and 
P3OT. The cyan and magenta areas represent the time 
window of IN16 and OSIRIS respectively. It can be ob-
served that the backbone relaxation enters the time win-
dow of IN16 for temperatures higher than 350K. The me-
thyl rotation leaves the time window of OSIRIS around 
150K. For temperatures than 350K for IN16 and higher 
temperatures than 150K for OSIRIS, the resolved motions 
correspond mainly to the trans-gauche reorientations of 
the side chain. 
(a)
(b) 
Figure 8. Relaxation map for (a) P3HT and (b) P3OT. 
The cyan and magenta areas represent the time windows 
of IN16 and OSIRIS, respectively. Angle labeling is given in 
Figure 5. 
 
Figure 9. Energy of activation for the different motions of 
P3HT and P3OT. Angle labeling is given in Figure 5. 
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The logarithm of the relaxation time of each rotation 
depends linearly on the inverse of the temperature and 
thus follows an Arrhenius law: 
log(𝜏) = log(𝜏0) −
𝑙𝑛10
1000
𝐸𝐴
𝑘𝐵
1000
𝑇
  Equation 6 
Therefore, the activation energy can be extracted for the 
relevant degrees of freedom. For the backbone reorienta-
tion, it would be adequate to use a Vogel-Fucher-Tamman 
law.40-42 However, this model would not be suitable since it 
requires more points in order to perform a reasonable fit. 
The activation energies are summarized in Figure 9. 
As expected, the methyl rotation involves reduced activa-
tion energies around 5 kJ.mol-1. The trans-gauche reorien-
tations of the side chain have activation energies of about 
10 kJ.mol-1, which are increased as getting closer to the 
backbone. The isopentane-like reorientation around the 
bond linking the backbones with the side chains has an 
activation energy of about 17.5 kJ.mol-1, which is higher 
than the trans-gauche reorientations. P3HT and P3OT have 
similar activation energies within the error bars. 
Having determined which motions likely possess a re-
laxation time comparable to the time window of the meas-
urements, the intermediate scattering function for the pol-
ymers can be calculated using Equation 3. The experi-
mental and simulated intermediate scattering function, 
𝐼𝑖𝑛𝑐(𝑄, 𝑡, 𝑇), are plotted for different Q values and different 
temperatures in Figure 10. A scaling factor has been used 
to match the experimental amplitude to the simulated am-
plitude because of the artefacts of the  reduction of the 
experimental data such as substraction of background (see 
Supporting Information). Taking into account the subset of 
atoms with relaxation times comparable to the experi-
mental time window, this allows us to reproduce computa-
tionally the trends of the experiment. The importance of 
the subset of atoms especially for temperatures below and 
around the glass transition of the polymer is highlighted by 
the dashed lines on Figure 10. 
 
 
Figure 10. . The Q-dependence of the experimental (left panel) and simulated (right panel) intermediate scattering 
function of P3HT, at three temperatures: below (150K, top panel), around (300K, middle panel) and above (440K, bottom 
panel) the glass transition temperature of P3HT.  The magenta and cyan areas represent the time window of OSIRIS and 
IN16, respectively. Different subset of atoms have been used to model the two time windows. The dashed lines extend the 
simulations to shorter and longer time scales. 
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(a)       (b) 
Figure 11. Comparison between the normalised experimental (scattered points) and simulated (solid lines) 
EISF(Q,T)of P3HT (a) and P3OT (b). 
Similarly, we used the above approach, to estimate 
the elastic incoherent structure factor EISF(Q,T), which is 
the FT of the weighted sum of the van Hove functions at 
the edge of the IN10 time window (~4ns). The dynamics 
on a time scale slower than the experimental resolution is 
not resolved, thus it belongs to the elastic line.  Faster mo-
tions with time scales faster than the time resolution can 
be resolved. These induce an energy loss or gain of the 
scattered neutrons, which are no longer counted in the 
“elastic window”. Therefore the condition made on the 
sum is based on motions that have relaxation time slower 
than the experimental resolution. The experimental and 
simulated EISF(Q,T) are plotted, for P3HT and P3OT, in 
Figure 11. A reasonable agreement is found between simu-
lations and measurements. Below the glass transition, the 
simulated decay of EISF(Q,T) is underestimated, for low Q 
values. This could either be due to coherent scattering or 
to multiple scattering in the experiment. Above the glass 
transition, the decay is overestimated. This might be due to 
the presence of oligomers in the simulations. It is worth to 
note that the Q range is limited in the experiment, while 
the whole distance range is considered in the simulations. 
By limiting the distance range when applying the FT of the 
van Hove functions, a better agreement is found with the 
measurements (see Supporting Information). 
CONCLUSIONS 
By combining QENS and MD simulations, we have in-
vestigated the different thermally-activated dynamics of 
P3HT and P3OT, along the side chains and the backbone 
torsional motions, within the explored time window of 
3.5ps to 4 ns. 
We studied first the relaxation times of the different 
reorientations of the side chain and the backbone of the 
polymers by calculating the dihedral autocorrelation func-
tions (DACF). By fitting the DACF using simple models 
such as single exponential or stretched exponential, we 
extracted the relaxation times corresponding to these mo-
tions. By comparing these relaxation times and the exper-
imental time window, a subset of atoms at each tempera-
ture and for each instrument was defined. We then calcu-
lated the intermediate scattering function and elastic inco-
herent structure factor using the FT of the weighted sum of 
the van Hove functions. We found good agreement be-
tween simulations and measurements, validating the 
choice and use of the force field adapted from reference 27. 
We used the temperature dependence of relaxation 
times to extract the activation energies. These were found 
to range from 5 kJ.mol-1 for the methyl rotation, to 17 
kJ.mol-1 for the reorientation of the side chain around the 
bond between the backbone and the side chains. The trans-
gauche reorientation of the side chain exhibits activation 
energies around 10 kJ.mol-1, which increase for atom 
groups closer to the backbones. The activation energies of 
the side chain and backbone torsional motions are in good 
agreement with the values reported by Obzrut et al.,17 and 
by Paternó et al.18 However, activation energy associated 
with the backbone torsion is significantly larger than the 
activation energy estimated from quantum chemical calcu-
lation,27 indicating the strong effect of the molecular envi-
ronment.  
The longer size of the side chain of P3OT leads to a 
lower density than in P3HT. We calculated a density of 
1.06 g.cm-3 for P3HT and 1.02 g.cm-3 for P3OT at 300 K. 
Very slight dynamical differences between P3HT and P3OT 
could be observed, except around the glass transition tem-
perature, probably due to the difference in the “decaging”, 
and at very high temperatures, close to the melting tem-
peratures of these polymers. This is beyond the scope of 
the present study. A forthcoming paper will be dedicated 
to a detailed study of the “decaging” effect. 
This small difference in dynamics is unlikely to ex-
plain the better power conversion efficiencies obtained by 
blending P3HT with PCBM rather than P3OT. We believe 
that the difference is linked with the difference in crystalli-
sation abilities of these two polymers as suggested by 
Abad et al.14 Furthermore, the longer side chains in the 
case of P3OT may decrease the electron transfer efficiency 
at the polymer:fullerene interface and thus, decrease the 
charge generation efficiency. 
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Finally, the good agreement between the experi-
mental and simulated intermediate scattering functions 
and EISF demonstrates that our force field approach suc-
ceeded in capturing both the inter- and intra-chain interac-
tions in the amorphous phase of P3HT. This finding sup-
ports the use of MD generated structures as representative 
structures and dynamics for calculation of the optoelec-
tronic properties of thin films of conjugated polymers at 
room temperature, and for the investigation of the tem-
perature response of the active layers in devices such as 
organic photovoltaic devices. 
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