Abstract-The research of stock price prediction is very important. Traditionally, the stock price is usually processed as a time series. However, the modelling of such time series is extremely important and vital, and has been attracting the attention of both practitioners and researchers. In this paper, the dynamic neural network model and the OU process with jumps are used to analyze the stock prices respectively, and the two models are compared by fitting and prediction performance. The experimental results show that the OU process with jumps is superior to the dynamic neural network for stochastic time series prediction.
INTRODUCTION
The research of stock prices volatility not only has important academic significance, but also has important practical significance. Traditionally, the stock price is usually processed as a time series. The modelling of such time series is extremely important and vital, and has been attracting the attention of both practitioners and researchers. However, it is also considered a rather difficult problem, due to the many complex features frequently present in stock price series, such as irregularities, volatility, trends and noise, and so on. A number of techniques have been developed in an attempt to model stock prices series based on their present and past behavior.
Traditional time series modelling technologies, such as autoregressive integrated moving average(ARIMA) [1] , exponential smoothing [2] , decomposition [3] , etc., have been widely and successfully used. More recently a number of machine learning techniques, such as neural networks [4] , fuzzy systems [5] , genetic algorithm [6] , and SVM [7] are becoming promising directions in this fields. Some showed improvement compared to traditional models.
Among modern intelligent methods, neural networks method is an important technology. Neural network is usually divided into two categories: dynamic network and static network. The static network is a simple forward network without feedback and delay. The output is calculated directly from a forward mapping relation established by the neural network. Compared with the static neural network, the dynamic neural network is widely used in time series analysis because of its feedback loop characteristics.
Mean reversion is a mathematical concept, which is often used in stock prices analysis [8] . In general, the essence of this definition is to assume that both the high and low prices of stock are temporary, and that the stock prices always tend to its average. In stock price analysis, mean reversion mainly includes two aspects: identifying the price range of stock trading and calculating the average stock price. The OrnsteinUhlenbeck process of mean reversion is a stochastic process. The process is a stationary Gauss-Markov process, which means that it is both a Gaussian and Markovian process, and is the only nontrivial process that satisfies these three conditions. The OU process with jumps is widely used in the pricing analysis of financial derivatives [9, 10] .
In this paper, the dynamic neural network model and the OU process with jumps are used to analyze the stock prices respectively, and the two models are compared by fitting and prediction performance.
II. METHODOLOGY

A. Dynamic Neural Network Model
Dynamic neural networks distinguish themselves from static neural networks in that they have at least one feedback loop. The feedback loops result in a nonlinear dynamical behavior of dynamic neural networks. Dynamic networks with feedback can be transformed between open-loop and closedloop modes. Open-loop networks use for training, and closedloop networks make forecasting. It is shown in Figure 1 . A dynamic neural network structure that contains state feedback may provide more computational advantages than a static neural structure, which contains only a feed forward neural structure. Although dynamic networks can be trained by the same gradient-based algorithms used for static networks, the performance of the algorithms on dynamic networks can be quite different, and the gradient must be computed in a more complex way.
Typically, the errors of training sample are defined by:
where j is jth output unit, and
The learning goal is to minimize the total error:
and its gradient is:
For (5), the method of temporal back-propagation learning gives:
where
is the net input of jth unit in layer l+1.
By the expanded form of (5), the formula of ( ) w n is
Making use of the fact that
for any unit j, we can define the local gradient
Then (7) can be rewritten as
When jth unit is an output unit of network, there is
When jth unit is an internal unit of network, there is
where A represents the set of all neurons receiving input from the jth unit,
is the net input of mth unit and m A  .
B. Ornstein-Uhlenbeck Process with Jumps
The Ornstein-Uhlenbeck process (OU process), is a stochastic process that, was proposed by Uhlenbeck and Ornstein in a physical modelling context. The process describes the velocity of a massive Brownian particle under the influence of friction. Since the original paper appeared, the model has been used in a wide variety of applications areas. In Finance, it is widely used to model interest rates, currency exchange rates, and commodity prices stochastically.
Usually, it is assumed that the stock price process is continuous. However, discrete changes in stock price should occur when significant new information is revealed. Individual stock prices often react abruptly to significant news like Government Work Reports. In addition, they have a prominent 
In this paper, the stock price t S is modeled as:
The logarithmic model of stock price consists of two components: (1) the deterministic seasonal part ( ) f t , modeled as Trigonometric functions; (2) the stochastic part t X : modeled as an Ornstein-Uhlenbeck process (mean-reverting) with jumps. The deterministic seasonal part is modeled as 1 2 3 ( ) sin (2 ) cos (2 ) sin (4 ) 
The parameters  and 0   are the mean-reversion parameters. Parameter  is the volatility, and t
Poisson process with a jump intensity of  .
III. EXPERIMENTS AND RESULTS
In this paper, we use the data of Wuliangye stock (2013/7/1-2014/6/20) in Shenzhen stock market of China to test our proposed method. The testing process mainly choose daily closing price of Wuliangye stock as test data. The selected daily closing price data of Wuliangye stock is shown in Figure  2 .
FIGURE II. THE DAILY CLOSING PRICES OF WULIANGYE STOCK
In the case of the dynamic neural network model, we use a two-layer neural network model to fit daily closing price data of Wuliangye stock. The data is randomly divided into three sets as follows: 70% is used for training, 15% is used to validate that the network is generalizing and to stop training before overfitting, and the last 15% is used as a completely independent test of network generalization. The number of hidden neurons is set to 10, and the number of delays is 4. The training uses Levenberg-Marquardt backpropagation, and the activation function uses hyperbolic tangent sigmoid transfer function. Maximum number of epochs to train is 1000, and the learning rate is 0.01. Figure 3 shows the dynamic neural network model training performance. Figure 4 shows the actual prices and simulated prices of Wuliangye stock. The simulated prices are a multistep-ahead prediction for 50 days. In the case of OU process with jumps, the parameters of deterministic seasonal part are calculated and shown in Table  1 .The density function of the stochastic component t X given
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      can be solved by minimizing the negative log likehood function:
The results of the above maximum likelihood problem are shown in Table 2 . Figure 5 shows the log price and de-seasonalized log price of Wuliangye stock. Figure 6 shows the actual prices and simulated prices. The simulated prices are also a multi-stepahead prediction for 50 days.
Comparison of Figure 4 and 6, it is shown that the neural network model, as the most representative machine learning algorithm in recent years, can fit the historical prices well, but cannot simulate the stochastic behaviour of prices in the prediction process while it gives the trend of prices. However, the OU process with jumps gives the prices prediction with stochastic characteristics. So, intuitively, we can say that the OU process with jumps is superior to the dynamic neural network for stochastic time series prediction. In this paper, we use dynamic neural network model and OU process with jumps to forecast the stock prices, respectively. The premise of this problem is to compare the prediction performance of the two models. The two models is used to analysis the real data of Wuliangye stock (2013/7/1-2014/6/20) in Shenzhen stock market of China. The experimental results show that the OU process with jumps is superior to the dynamic neural network for stochastic time series prediction.
