In this work we study some combinatorial properties of Borel (or co-analytic) ideals on countable sets. We shall extend the theorem 4.18 presented in [13] , and also we will find an F σ tall ideal in which the player II has a winning stratagy in the Cut and Choose Game which was a question of J. Zapletal. In the second section some Ramsey properties of ideals are presented, for example it was known that the random graph ideal is critical for the Ramsey property (for subsets of size two and colorings with two colors) and we construct a critical ideal for every Ramsey property. The third section contains some comments of the Solecki ideal and finally in the forth section it is found an F σ tall K-uniform ideal not equivalent with ED f in (question 5.11, [10] due to Michael Hrušák).
Introduction
I study some combinatorial properties of ideals on ω, mainly Ramsey properties. The notation used is the usual in set theory (see for example [2] , [3] , [4] , [18] , [17] ). We will say that I is an ideal on ω if it is a family of subsets of ω closed under subsets and finite unions. We only consider ideals which contains all finite subsets of ω. The notion of ideal is the dual notion of a filter. We say that A ∈ P(ω) is I-positive if A / ∈ I and we denote by I + the family of all I-positive sets. We write ω → (I + ) 2 2 if for every coloring (function) c : [ω] 2 → 2 exists A a c-homogeneous positive set (i.e. |c([A] 2 )| = 1). Let I and J be ideals on ω we say that I + → (J + ) 2 2 if (∀A ∈ I + )(∀c ∈ 2 [A] 2 )(∃B ∈ J + )(|c([B] 2 )| = 1).
For I and J ideals on ω we shall say that I ≤ K J (I is Katětov below J ) if there is a function f : ω → ω such that for every A ∈ I the pre-image f −1 [A] is in J . We say that an ideal I on ω is tall if for every A ∈ [ω] ω there is B ∈ I such that |A ∩ B| = ω. We are specially interested in definable ideals, for example F σ . It is well known that all F σ ideals are given by lower semicontinuous submeasures (see [26] , [24] , [21] and [25] ). It is well known that every Ramsey ideal is a P and Q ideal and every F σ ideal is an P + -tree ideal so in particular is a P + -ideal, many of those (and other) properties are characterized by some infinite game between two players (see [27] , [20] , [19] , [15] , [3] , [6] , [7] , [8] ). Several combinatorial properties of ideals (or filters) can be seen in the Katětov order by some critical ideal, for example the random graph ideal is critical for the Ramsey property, the Solecki ideal is critical for the Fubini property and the G f c ideal is critical for the Hausdorff property (see [3] , [5] , [10] , [9] , [13] , [16] , [14] , [11] , [26] , [12] , [23] ). In the fourth section we present some F σ tall K-uniform ideal which does not satisfy the Fubini property so it can not be equivalent with the ED f in ideal.
The cut and choose game
In this section I solved two problems that in the beginning are independent but the answer was very related. The firs problem is: An ideal is tall if and only if the player II has a winning strategy in the cut and choose game? In the second part of the section I give some examples of Ramsey ideals. ... Remark 1.1. Note that if in one step player II plays something in the ideal then player I wins the game. Also note that if player I has a winning strategy in G 1 (I) and I ≤ K J then player I has a winning strategy in G 1 (J ) and if player II has a winning strategy in G 1 (I) and J ≤ K I then player II has a winning strategy in G 1 (J ).
The ED ideal were deffined by M. Hrušák and D. Meza-Alcántara and it has some interesting combinatorial properties. The ED is an ideal on ω × ω such that {n} × ω ∈ ED for every n ∈ ω and f ∈ ω → ω implies f ∈ ED (i.e. this ideal is generated by columns and functions). Proposition 1.1. Player I has a winning strategy in G 1 (ED) and if I is not tall then player II has a winning strategy in G 1 (I).
Proof. Put n −1 = 0, player I plays A 0 = {n −1 } × ω and B 0 = {n ∈ ω : n > 0} × ω. If player II chooses A 0 then player II loses the game so he must to choose B 0 and (n 0 , m 0 ) ∈ B 0 . In every following step player I plays A i = {n ∈ ω : n i−2 < n ≤ n i−1 } × ω and B i = {n ∈ ω : n > n i−1 } × ω. Always player II must to choose B i and a pair (n i , m i ). At the final, the set {(n i , m i ) : i ∈ ω} is a subset of a graph of a function and thus player II loses the game.
For the second part of the proposition note that if I is not tall then there exists A ∈ [ω] ω such that every B ∈ [A] ω is positive. The strategy for player II in the game G 1 (I) consist in select a piece which meets infinitely with A, and it is possible play as player I plays.
We denote by R the ramdom graph ideal which is the ideal on ω generated by homogeneous sets (cliques and anticliques) of the random graph. We have the following Ramsey property of the cut and choose game. Proposition 1.2. Player I has a winning strategy in G 1 (R).
Proof. Let c : [ω] 2 → 2 the coloring given by the random graph. In the first step player I plays ω and ∅. Player I should choose ω and n 0 ∈ ω. Player I cuts ω as A 0 = {n ∈ ω : n = n 0 ∨ c({n, n 0 }) = 0} and B 0 = {n ∈ ω : c({n 0 , n}) = 1}. Player II plays A 0 or B 0 and a natural number n 1 in such set. In every following step player I cuts using c and player II plays anything. At the final player I wins because {n k : k ∈ ω} is the union of two c-homogeneous sets.
The Ramsey property ω → (I + ) 2 2 happens if and only if R K I (consult [22] ). By the previous proposition we have that if Player II has a winning strategy in G 1 (I) then ω → (I + ) 2 2 .
Question 1.1 (J. Zapletal). Is there a Borel tall ideal such that player II has a winning strategy in the cut and choose game?
I will construct an F σ tall ideal I in which player II has a winning strategy in the cut and choose game G 1 (I). For almost all analytic known ideals, the player I has a winning strategy and by the previous propositions and observations, if player II has a winning strategy in G 1 (I) then I must be very small in the Katětov order.
I will define a family of subsets of ω indexed by ω <ω , this definition will be very useful in this work. I could say that this is the most important definition. Definition 1.2. Define {A s ⊆ ω : s ∈ ω <ω } as follows:
• A ∅ = ω and |A s | = ω for every s ∈ ω <ω .
• {A s ⌢ n : n ∈ ω} is a partition of A s .
• For every n = m natural numbers ∃s = t ∈ ω <ω such that n ∈ A s and m ∈ A t .
We say that A ⊆ ω is a big' set if |A| = ω and
and B is a big set if it contains a big' set. Note that ω is a big set because it is a big' set. Big = {A ⊆ ω : A is a big set} and H = P(ω)\Big.
Proof. We will prove that if we take a big set B and a partition of B = C 0 ∪ C 1 then C 0 or C 1 contains a big' set. Without lost of generality B = ω. For α ∈ ω 1 + 1 define recursively φ α : ω <ω → 3 as follows:
• Base case: For i ∈ 2, φ 0 (s) = i if |A s ∩ C i−1 | < ω and φ 0 (s) = 2 in another case.
•
we put φ α (s) = 0 (in fact it does not matter).
• Limit case: For i ∈ 2, φ α (s) = i if ∃β < α and φ β (s) = i and φ α (s) = 2 whenever for every β < α φ b (s) = 2.
Proof of the claim: We want to prove that φ ω 1 (s) = i ⇒ |C i ∩ A s | = ω and {s ∈ ω <ω : φ ω 1 (s) = i} is an infinitly branching tree so C i contains a big' set. Suppose that φ ω 1 (s) = i, then there exists α such that φ α (s) = i and α is a sucessor ordinal or α = 0. If φ 0 (s) = i then φ 0 (t) = i for every t ⊇ s. If α is bigger than 0 then X = {n ∈ ω : φ α−1 (s ⌢ n) = i} is infinite whenever φ α (s) = i by the recursive definition. For n ∈ X there exists α 0 > α 1 > ... ordinals and m 0 , m 1 ... natural numbers such that φ α j (s ⌢ n ⌢ m ⌢ 0 ... ⌢ m j ) = i. As every decreasing sequence of ordinals has finite length then there exists k ∈ ω such that α k = 0 and
Claim 2. If φ ω 1 (∅) = 2 then C 0 and C 1 are big sets. This is because
so C 0 and C 1 contain a big' set.
We say that A is big' below s ∈ ω <ω if |A ∩ A s | = ω and for each t ⊇ s
and B is a big set below s if it contains a big' set below s. The family of sets which does not contain a big set below s (for every s ∈ ω <ω ) is an ideal. A is big below s implies that ∃ ∞ n such that A is big below A s ⌢ n . Definition 1.3. T ⊆ ω <ω is a small-branching tree if for every s ∈ T |{n ∈ ω : s ⌢ n ∈ T }| ≤ |s| + 1.
With the previous notation, we define
PC is the ideal generated by S 0 ∪ S 1 .
For each A ⊆ ω note that T A = {s ∈ ω <ω : A ∩ A s = ∅} is a pruned tree. Theorem 1.1. Player II has a winning strategy in G 1 (PC).
then A is a PC-positive set. Player I starts the game and gives a partition of ω = B 0 ∪ C 0 . If B 0 is big then player II chooses A 0 = B 0 and if not then chooses A 0 = C 0 . There exists n such that A 0 ∩ A (n) is non empty, player II takes n 0 ∈ A 0 ∩ A (n) . Player I splits A 0 into two pieces B 1 and C 1 . Player II chooses the big one and calls it A 1 . Again take n 1 ∈ A 1 ∩ A (m) but n = m. Player I plays B 2 ∪ C 2 and player II choose the big one and looks for an i 0 ∈ ω such that A 2 is big below (i 0 ). Player II takes n ∈ ω such that A 2 ∩ A (i 0 ,n) is non empty, then takes n 2 ∈ A 2 ∩ A (i 0 ,n) . Player II parts the following next five plays A k and player II chooses a part which is big below (i 0 ) and takes n 3 , n 4 , n 5 , n 6 and n 7 such that all of them are in different A (i 0 ,n) . Player I continues given partitions and player II stays in level k for (k + 1)! times and then when finished doing that choose i k such that A m is big below (i 0 , i 1 , . . . , i k ). At the final {n j : j ∈ ω} is PC-positive by construction and the first observation.
Proof. For proving that PC is a tall ideal fix A ∈ [ω] ω . There are two cases for A:
• There exists s ∈ T A such that suc T A (s) is an infinite set or
• T A is a finitely many branching tree.
In the first case A contains a subset of a selector so contains an infinite set in the ideal. In the second case there exists T ⊆ T A a tree such that T is a small-branching tree and
Now we want to see that PC is F σ , to do that we shall prove that PC is generated by compact sets. Define the next subset of PC:
Obviously S 2 ⊇ S 0 . Claim 1. S 2 is compact. Proof of claim 1. Take A / ∈ S 2 . |A| ≥ 3, there exists n ∈ ω and s, t ∈ ω n such that |A ∩ A s | ≥ 2 and |A ∩ A t | ≥ 1. Let m 0 , m 1 ∈ A ∩ A s and m 2 ∈ A ∩ A t be natural numbers, then {X ⊆ ω : m 0 , m 1 , m 2 ∈ X} is an open set which has A and does not intersect S 2 so A is an interior point for every A.
Claim 2. S 1 is compact. Proof of claim 2. Take A / ∈ S 1 then there exists n ∈ ω such that |{s ∈ ω n : A ∩ A s = ∅}| ≥ n + 2. Fix s 0 , ..., s n+1 ∈ ω n and m 0 ∈ A ∩ A s 0 , ..., m n+1 ∈ A ∩ A s n+1 . We have that
is an open set which does not have subsets in S 1 .
By claim 1 and 2 PC is generated by compact sets so PC is F σ .
A remark here is that we do not know if for the Solecki's ideal player II has a winning strategy in the cut and choose game, but I think that the player I should have a strategy. The following question is also due to J. Zapletal. Now we want to construct I and J analytic ideals such that they have the Ramsey property I + → (J + ) 2 2 . We say that a tree T ⊆ ω <ω is f -small if (∀n ∈ ω)(|{s ∈ ω <ω : |s| = n}| ≤ f (n)) and T is f -big if for all s ∈ T the successors of s in T are at least f (|s|). Definition 1.4. Given f ∈ ω ω an increasing function and with the previous notation we define:
and T B(f ) is the family of subsets of ω that does not contain sets of B(f ). Proposition 1.5. T C(f ) and T B(f ) are ideals.
Proof. For proving that T C(f ) is an ideal we only have to note that if
For the second part of the proposition we want to prove that if A ⊂ ω is such that T A is an f -big tree and A = B ∪C then T B is an ⌈ f 2 ⌉-big tree or T C is an ⌈ f 2 ⌉-big tree. To do that suppose that T A is such that suc T A (s) = f (s) for every s ∈ T A and define c : ω → 2 as follows:
• c(n) = 0 if at least a half of nodes in the n-level of T A belongs to T B and
• c(n) = 1 if at least a half of nodes in the n-level of T A belongs to T C , whenever it happens both conditions put c(n) = 0.
Note that if c(n) = 0 then T B has at least a half of nodes in the i-level of T A for every i ≤ n and the same for c(n) = 1. If there exists infinite n ∈ ω such that c(n
Now we want to know the complexity of T C(f ) and T B(f ).
Proof. The proof of T C(f ) is F σ is like proof of claim 2 in proposition 4. Seeing the definition of T B(f ) + we note that it is analytic.
We found a family of tall ideals in whose I + → (J + ) 2 2 which means that for A an I-positive set and every function from [A] 2 to 2 there exists B ⊆ A a c-monochromatic J -positive set. 
We shall prove that if A is T B(g)-positive then player II has a winning strategy in G 1 (T B(g) ↾ A) and then by proposition 2 we will have that
The next following f (0)−1 steps player I cuts A i (with the corresponding i) and player I picks the part which is ⌈ g 2 i+1 ⌉-big and take
After that, player II is going to play something in the second level. Player I cuts A f (0)+1 and player II choose the part which is
. Player II should stay in that level choosing natural numbers in the second level for 2 × f (1), note that this is posible by the definition of g.
Player II continues doing his strategy selecting the "the big part" and elements of A m ∩ A (l 0 ,l 1 ,...,lr) and stays for n × f (n) in level n. At the final, player II wins because the selected natural numbers seems as a tree which has at least n × f (n) nodes in level n a so it is a T C(f )-positive set. Remark 1.2. Note that for every f, g ∈ ω ω increasing functions T B(f ) and T C(g) are not tall ideals, but we can take F ∈ ω ω much bigger function and A ⊆ ω a T B(F )-positive set such that every set in the ideals T B(f ) and T C(g) are in A and T B(f ) ↾ A and T C(g) ↾ A are tall ideals.
Ramsey numbers
This sections presents a generalization of theorem 5.5 [13] so I start with the following definition about Ramsey properties.
Definition 2.1. Let I be an ideal on ω. We will say that ω
Remember that the classic Ramsey property is related to being (or not) above the random graph ideal. I will present an equivalence of this kind but before I need some definitions based on the paper [5] of James Cameron.
Definition 2.2 (Star property). A coloring
. . , A k are disjoin sets, there exists j ∈ ω such that for every {j 2 , j 3 , . . . , j n } ∈ A i we have that:
c({j, j 2 , j 3 , . . . , j n }) = i.
Note that the (2, 2)-star property is just the (*)-property defined by Cameron. About this new definition we have the next proposition. Proposition 2.1. Let n and k be natural numbers. There exists a function R n k :
[ω] n → k with the (n, k)-star property. The function R n k is called the n-random graph with k colors.
Proof. The construction of R n k will be by recursion. Let {X l : l ∈ ω} be an increasing sequence of finite subsets of natural numbers being X 0 = {0, 1, . . . , n − 2} and:
• Base case. The unique possibility of k subsets (A 1 , A 2 , . . . , A k ) of [X 0 ] n−1 so that some A i is non empty and A 1 , A 2 , . . . , A k have empty intersection by pairs is:
• Successor case. Suppose that we have defined X l , a finite subset of natural numbers (and in fact by construction it is a natural number (|X l | = X l )). For every family of subsets
such that at least one of A i is a non empty set and {A i } are disjoin sets, we take j ∈ ω the first natural number not used in the construction and put R n k (j, j 2 , j 3 , . . . , j n ) = i whenever {j 2 , j 3 , . . . , j n } ∈ A i . There are only a finite number of families satisfying the previous conditions because X l is finite, so let X l+1 be such that X l ⊆ X l+1 and j ∈ X l+1 (a j for each family of subsets).
Note that [ω] n = [X l ] n then at the final we have defined R n k in all the domain [ω] n and just by construction R n k have the (n, k)-star property.
The random graph is also called the universal graph and it is due to the following proposition.
for every election of a 1 , a 2 , . . . , a n distinct natural numbers.
Proof. The function R n k was defined to satisfy the (n, k)-star property, and it is the only thing we will use in the proof. Again we proceed by recursion.
• Base case. Let f (i) = i be for i ∈ n − 1 and suppose that c(n) = i (here we are consider n exactly as the first n natural numbers), the by the (n, k)-star property, there exists x ∈ ω such that
• Successor case. Suppose that we have already define the function f up to the natural number l.
Note that R n k satisfies the (n, k)-star property with the sets A i then exists x ∈ ω such that R n k ({x, j 2 , . . . , j n }) = i whenever j 2 , . . . , j n ∈ A i are distinct natural numbers. In this case assign f (l + 1) = x.
By construction, f satisfies what we want to prove. Let A ∈ [ω] ≤ω be a non empty set. We will say that f : [ω] n → k satisfies the (n, k)-star property in A if for every
n−1 such that A 1 , A 2 , . . . , A k−1 are finite disjoint sets, then there exist
Note that just by the definition, if f satisfies the (n, k)-star property in A, then A must be an infinite set. More over, we have also the following property, that at first sight seems stronger.
Lemma 2.1. If f satisfies the (n, k)-star property in A and
are disjoint sets, then f satisfies the (n, k)-star property in
In particular, the witness set of the (n, k)-star property must be an infinite set.
Proof. It is enough to prove that given
n−1 some finite disjoint sets there exists x ∈ Z such that f (x, j 2 , . . . , j n ) = i whenever {j 2 , . . . , j n } ∈ A ′ i . Taking B i = A i ∪A ′ i , we note that there must be x witness of the (n, k)-star property, but by the definition of Z we have that x ∈ Z and then x is the witness what we were looking for. Now one of the easiest and most important lemmas for the following definitions is the next statement.
Lemma 2.2. Suppose that f satisfies the (n, k)-star property in A and A = B ⊔ C is a partition. Then f satisfies the (n, k)-star property in B or f satisfies the (n, k)-star property in C.
Proof. Let's suppose that it is false for the partition A = B ∪ C. Then in B n−1 there are B 0 , . . . , B k−1 finite disjoint sets so that no x ∈ B meets f (x, j 2 , ..., j n ) = i for {j 2 , ..., j n } ∈ B i . and some i ∈ k. Analogously there are C 0 , . . . , C k−1 subsets of C n−1 which satisfies some equivalent property. We have that in A there are no witnesses for the sets A i = B i ∪ C i , and this contradicts that A satisfies the (n, k)-star property.
By the previous proposition we have that the family of X ∈ P(ω) such that R n k satisfies the (n, k)-star property in X is a family of positive sets for an ideal and then we can do the following definition. Definition 2.3. Let n, k, l be natural numbers such that l < k. The ideal R n k,l is, by definition, the ideal generated by {A ⊆ ω : |c[A]| ≤ l}.
Note that the ideal R n k,l is a proper ideal, that means R n k,l = P(ω). To prove this it is enough to see that if we take X 0 , X 1 , . . . , X l−1 ∈ R n k,l then R n k does not satisfy the (n, k)-star property in Y = i∈l X i and so in particular Y = ω.
is an F σ tall ideal.
Proof. To see that R n k,l is an F σ set note that R n k,l is generated by a closed set. R n k,l is a tall ideal is an immediate consequence of the classical Ramsey Theorem.
Remark 2.1.
The first part of the remark is because R n k,l ⊆ R n k,l ′ and the second part is an immediate corollary of the next proposition.
when |{f (a 0 ), . . . , f (a n−1 )}| = n. If |{f (a 0 ), . . . , f (a n−1 )}| ≤ n − 1 we put c({a 0 , . . . , a n−1 }) = 0. Note that c is a coloring such that for every A ∈ P(ω)
By the universality of R n k there exists f : ω → ω an injective function which is an embedding of the hyper graph defined by c in the (n, k)-random graph. Such function is witness of
An open question answered by M. Hrušák, D. Meza-Alcántara, E. Thü-mmel and C. Uzcátegui in [13] was if the properties ω → (I + ) 2 2 and
were equivalent. They construct an ideal called ED which satisfies
but does not satisfies ω → (I +
we can redefined it in ω using the partitions. In this context ED will be the ideal generated by {A (l) : l ∈ ω} and by A ⊆ ω such that |A ∩ A (l) | = 1 for every l ∈ ω but in general I have defined the ED m ideal. 
In words, the ideal ED m is generated by subsets in the m + 1-level in the tree and selectors. Proposition 2.5. The ideal ED m is an F σ set an a tall ideal, for each m ∈ ω.
Proof. It is enough to find ϕ m a lower semicontinuous submeasure such that F in(ϕ) = ED m . Let ϕ : P(ω) → ω + 1 be given by:
It is not hard to see that ϕ m is a lower semicontinuous submeasure such that F in(ϕ m ) = ED m .
Directly from the definition we have that ED m ⊆ ED n whenever m ≥ n. In particular ED m ≤ K ED n .
Remark 2.2. ED 1 = ED
The ideal ED was defined in [13] . We do not have exactly equality because the original definition was in ω × ω × ω and we have done the construction in ω, but both definitions are obviously equivalent. 
. In case that there are no such s and t put c({n, k}) = m + 1.
The coloring c is a witness that ED m fails the Ramsey property with m + 2 colors. Now I will prove the most important proposition in this section, but first we need a definition. Definition 2.5. Let I be an ideal on ω. We say that ω → (< ω, . . . , < ω | I + )
2 n if for every coloring c : [ω] 2 → n with n colors, there is i < n and A ∈ I + such that A is i-monochromatic or for every i < n and every N ∈ ω there is A ⊆ ω such that |A| = N and A is i-monochromatic.
Remark 2.3. If we take a partition ED n = A ∪ C then A or B contain a copy of ED n . This could be seen easily by induction over n ∈ ω.
. Proof. This proposition will be proven by induction on n ∈ ω doing simultaneously the next two Ramsey properties:
Induction base: for n = 0 the first property is trivial because we are coloring with just one color. The second property for n = 0 is proven by David Meza in [22] and that property is not hard to see.
Induction hypothesis: suppose that both properties are true for some n ∈ ω.
Successor case: note that ED n+1 contains ω copies of ED n . With the notation that we are using we have that ED n+1 restricted to A (N ) is the N -th copy of ED n . A ⊆ ω is a positive set if A intersected with a copy of ED n is a positive set (in ED n ) or if given N ∈ ω there is M ∈ ω such that A intersected with the M -th copy of ED n has at least N elements.
Let c : [ω] 2 → n + 2 be a coloring with n + 2 colors. We want to find A ⊆ ω so that A ∈ ED + n+1 and A is c-monochromatic. There are two cases. The first one is: there is k ∈ ω so that c ↾ A (k) contains a positive set (in the copy of the ideal ED n ) for one of the colors, in this case we are done because a positive set in A (k) for the copy of the ideal ED n is a positive set for the ideal ED n+1 . The second case is that that is false. To continue we need the next lemma which is based on the theorem 4.16 in [13] .
contains a copy of ED n and c({x, y}) = i for every x ∈ a and y ∈ a ∪ m∈B ′ A ′ m (with x = y).
Proof of the lemma. Before starting the proof note that when X contains a copy of the ideal ED n in particular X ∈ ED + n . Let {x j : j ∈ ω} be an enumeration of C. For j = 0 and m ∈ B we split A k in n + 2 subsets given by X m,i = {y ∈ A k : c({x 0 , y}) = i}. For every m there exists i such that X m,i contains a copy of ED n . Let i 0 < n + 2 and B 0 ∈ [B] ω be such that X m,i 0 contains a copy of ED n , for every m ∈ B 0 and put A 0 k = X m,i 0 . Analogously we repeat this construction for every x j recursively for j ∈ ω, thus we have defined the following:
ω so that contains a copy of ED n for every m ∈ B l+1 and
• c(x j , y) = i j for every y ∈ m∈B l A l m .
Let Z i = {x j ∈ C : i j = i} be. As {Z i : i < n + 2} is a partition (in a finite number of pieces) of C, hence there exists i < n + 2 a fix number such that Z i contains a copy of ED n . Put C ′ = Z i .
By induction hypothesis over C ′ there is a ∈ [C ′ ] N which is i-monochromatic. Let J = max{j : x j ∈ a} be and put B ′ = B J , A ′ m = A J m , for every m ∈ B ′ . By construction, a, B ′ , i and {A ′ m : m ∈ B ′ } are exactly as we want.
Using the lemma we construct recursively:
1. an increasing sequence {k j ∈ ω : j ∈ ω}, 2. a j ∈ [A (k j ) ] j monochromatic of color i j and so that c(x, y) = i j whenever x ∈ a j and y ∈ a N with N > j.
There are only a finite number of colors (i j ∈ n + 2) so there exists i ∈ n + 2 a fix color such that {j ∈ ω : i j = i} is an infinite set. Therefore the set 2 2 , see [13] ). If the second option were true we have finished, if not, then by analogous argument, defining auxiliary colorings doing equals the colors 2 and 3, 3 and 4 etc. we can construct monochromatic sets of size N for all colors and every N ∈ ω.
With that we finish the induction.
As well as the defined ideals we could consider the ideal ED ω = n∈ω ED n . Note (just by the definitions) that PC ⊆ ED ω and thus the ideal ED ω is tall and F σδ .
We finish this section with two examples of "strong Ramsey" ideals which is just a corollary of Theorem 2.1.
n , in particular ω → (PC + ) 2 n . I finish this section with a question about the other Ramsey properties introduced at the beginning. Question 2.1. Does the property ω → (PC + ) n k hold for n > 2?
3 Some comments about the Solecki ideal
There was two questions due to Michael Hrušák that I am dealing with in this paper: The first question was solved partially (in this section) and the second one totally (in fourth section). We will define some ideals related with the Solecki ideal, the nwd ideal (see [1] ), the random graph ideal and the conv ideal.
We will see some Ramsey properties about the Solecki ideal and some other Borel ideals related with it. First at all we need some definitions. Ω is going to be the countable set of clopen sets of measure 1 2 in the Cantor space 2 ω equipped with the Haar measure. In whole this section µ will denote the Haar measure.
Let U ∈ Ω be. Suppose that
is an open basic set of 2 ω (x j ∈ 2 <ω ), x n and x m are disjoin sets (for n = m) and x j ↾ |x j | − 1 ⊆ U , for every j ∈ i + 1. If F ∈ [2 <ω ] <ω then the clopenrestriction of F to level n is:
Definition 3.1. Let n be a natural number. The ideal S n is, by definition, the ideal generated by {I n x : x ∈ 2 ω } where I n x = {U ∈ Ω : x ∈ U n }.
We also define:
Proposition 3.1. Let α ∈ ω + 1 be, then S α is an F σ tall ideal.
Proof. To see that S α is a tall ideal it is enough to note that S ⊆ S α and it was known S is a tall ideal. Now, we want to prove S α is an F σ ideal, to do that let ϕ n : P(ω) → ω + 1 be given by:
where n is a natural number. It is not hard to see that F in(ϕ n ) = S n .. And let ϕ n : P(ω) → ω + 1 given by:
where m the minimum natural number so that there exists j ∈ ω such that {x i ∈ 2 ω : i ∈ j} have non empty intersection with U m whenever U ∈ X. In case such m does not exist then the measure is infinity. Now we have that
We will to compute some cardinal invariants of S α . This will be useful to know where are this new ideals in the Katětov order. Proposition 3.2. Let α ∈ ω + 1 be, then the cardinal invariants of S α are the next:
Proof. To prove the first part of the proposition we want to see that there is A ⊆ S α a countable set so that for every X ∈ S α there exists A ∈ A such that A \ X is an infinite set. There are two cases: α = ω and α < ω. I will do the case α = ω but the other case is analogous (it will be seen in the proof). Let Z = {(F, n) :
For every (F, n) ∈ Z we have that X (F,n) = {A ∈ Ω : A i ∩ F n = ∅} is an infinite set so let X (F,n) = {A i : i ∈ ω} be an enumeration of X (F,n) and let A = {X (F,n) : (F, n) ∈ Z} be. If X ∈ S ω , then there exists x 1 , x 2 , . . . , x k ∈ 2 ω such that every U ∈ X satisfies that U n ∩ {x 1 , x 2 , . . . , x k } = ∅, for some fix n ∈ ω. Let m ∈ ω be so that
. Therefore X (F,n) \ X is an infinite set because the definition of X (F,n) and this is exactly what we wanted to prove.
For the second part of the proposition the family A (defined to prove the first part) works and the reason is almost the same.
To prove (3), first at all note that S ⊆ S α hence non(N ) ≥ cov * ( S α ) (see [22] for more information) so it is enough to prove that cov * ( S ω ) ≥ non(N ). Let X be a witness for cov * ( S ω ). For every A ∈ X take
Let X = A∈X F A be. To finish the proof we need the following claim. Claim. If µ(X) = 0 thus for every n ∈ ω there is an infinite set A ⊆ Ω such that |I x ∩ A n | < ω for all x ∈ X.
Proof of the claim. Let U ⊆ 2 ω be an open set such that X ⊆ U and µ(U ) < 1 8 . Let {U m : m ∈ ω} be an increasing family of clopen sets so that U = m∈ω U m . For each m ∈ ω let A n,m ∈ Ω be so that A n n,m ∩ U m = ∅. If x ∈ X, then there is M such that x ∈ U M and therefore x ∈ A n,k implies k < M . With the proof of the claim completed we are done. Now we want to see that the cofinality of S α is equal to c. Let A ⊆ S α be. Using the notation of (3) define X = A∈A F A . For every x ∈ 2 ω \ X we have that the basic set I n x (for the ideal) is not almost contain in any element of A thus A could not be a base for the ideal.
If the answer of the previous question is true, then in particular we have that ω → (S) 2 2 . Sadly we do not know the answer of that question but the properties ω → ( S α ) 2 2 and ω → (S) 2 2 seem to be equivalent. There is an ideal very related with the Solecki ideal and the ideal nwd which is going to be very useful to prove a Ramsey type property. Let n be a natural number. Define Ω n = {U ∈ Clopen(2 ω ) : µ(U ) = Note that for every n ≥ 2 we have that S + n is a family of positive sets with respect to the Solecki ideal (and that is the reason why I put a + in the definition). Before continuing I need this lemma. (each one) so that for every U 1 ∈ B and U 2 ∈ C we have that
such that U ∩ V = ∅ for every U ∈ A, which is a contradiction.
By the previous lemma if A ∈ S + ω and A = B ∪ C, then B ∈ S + ω or C ∈ S + ω . Also we have that Ω ∈ S + ω .
Remark 3.1. S + ω is the family of positive sets for the ideal S ω = P(Ω)\S + ω .
Proposition 3.3. S ω is an F σδ ideal which contains the Solecki ideal. More over S ω ⊆ S ω .
Proof. To see that S ω is an F σδ set it is enough to prove that S + n is a G δ set, for every n ∈ ω. Note that Ω n is a countable set and so if V ∈ Ω n then X V = {A ⊆ Ω : (∃U ∈ A)(U ∩ V = ∅)} is an open set (in 2 Ω ), thus S n = V ∈Ωn X V is a G δ set.
Note that for every n, m ∈ ω and every A ∈ S + n we have that A ∈ S + m , then A ∈ S + ω .
We will say that ω → (ω, I + ) 2 2 if for every c :
Proof. In this proof I will use the next claim many times. Claim: If A ∈ S + n and B ∈ S ω , then A \ B ∈ S + n+1 . The claim follows from lemma 3.1. Let A ∈ S + ω be a positive set and c : [A] 2 → 2 a coloring. Recursively, we will define (while it is possible) {A n ∈ S + ω : n ∈ ω} and x n ∈ A n such that:
• x n ∈ A n and • A n+1 = {y ∈ A n : c({x n , y}) = 0}.
If the recursion is possible for every n ∈ ω, then {x n : n ∈ ω} is an infinite 0-homogeneous set, and that is that we wanted to prove. If the recursion is impossible, then there is n ∈ ω such that {y : c({x, y}) = 0} ∈ S ω , for every x ∈ A n . A ∈ S + ω so there exists m ∈ ω so that A n ∈ S + m . Let {V i : i ∈ ω} be an enumeration for Ω m+1 . Take x 0 ∈ A n such that x 0 ∩V 0 = ∅, such x 0 exists because B 0 = A n ∈ S + m ⊆ S + m+1 . Define B 1 = {y ∈ B 0 : c({x i , y}) = 1} and note that B 1 ∈ S + m+1 , because the claim. Define by recursion the (for i ∈ ω) the following:
For each i ∈ ω put B i+1 = A n \ {y ∈ B j : j < i ∧ c({x i , y}) = 0}. We have that A n ∈ S + m and {y ∈ B j : j < i ∧ c({x i , y}) = 0} ∈ S ω so by the claim B i+1 ∈ S + m+1 (for every i ∈ ω). Now, by construction, the set {x i : i ∈ ω} is a 1-homogeneous S ω -positive set.
A very easy conclusion of the previous theorem is a Ramsey type property about the Solecki ideal.
Proof. For every coloring c :
[Ω] 2 → 2 there is A an infinite 0-homogeneous set or there is A ∈ S + ω an 1-homogeneous set. The same A is witness of Ω → (ω, S + ) 2 2 because S + ω ⊆ S + . Now we will see that Ω → (S + ω ) 2 2 . To do that we need a game very related with the cut and choose game defined in the first section. ] <ω . Player I wins the game if a n ∈ I otherwise player II wins.
We have some facts about this game.
Proposition 3.4. If the player I has a winning strategy in G f in (I) and I ≤ K J , then player I has a winning strategy in G f in (J ). In the same way, if player II has a winning strategy in G f in (I) y J ≤ K I, then player I has a winning strategy in G f in (J ).
Proposition 3.5. If I is an ideal which is extensible to an F σ ideal, then player II has a winning strategy in G f in (I).
Proof. Let J be an F σ ideal such that I ⊆ J and φ a lower semicontinuous submeasure such that F in(φ) = J . A winning strategy for player II is as follows: in the n-th move player I does a partition of a positive set of the ideal J , then player II chooses one of which is a positive set of the ideal J and a n a finite set so that φ(a n ) = n. At the final we have that φ( a n ) = ∞, so player II wins the game.
Proposition 3.6. Player I has a winning strategy in G f in (conv).
Proof. Suppose that a 0 = 0 and b 0 = 1. First at all player I plays the partition (0, 2 , b 0 ) (and a 0 some finite set). Recursively we construct two sequences of rational numbers, {a n : n ∈ ω} and {b m : n ∈ ω}, such that:
• if in the i-th move player II chooses (a i ,
• if in the i-th move player II chooses (
A winning strategy (for player I) is: in the i-th move player I does a partition of (a i , b i ) as (a i ,
At the final, the finite sets chosen by player II are a convergent sequence, no matter what finite sets he plays.
Notwithstanding S and S ω are ideals very related, we have the next result which differentiates both. Proposition 3.7. Player I has a winning strategy in the game G f in (S ω ), but player II has a winning strategy in G f in (S).
Proof. The player II has a winning strategy in G f in (S) follows that S is an F σ ideal.
For U ∈ Ω we will define x U ∈ 2 ω as:
The strategy for player I in the game G f in (S ω ) consists in:
• In the first move the player I does a partition of Ω as A (0) ∪ A (1) , where A (0) = {U ∈ Ω : x U (0) = 0} and A (1) = {U ∈ Ω : x U (0) = 1}, then player II plays i 0 ∈ 2, and a 0 some finite subset of A (i 0 ) .
• In the n-th move the player II has already chosen
so player I is going to cut A y as:
When the game finished, player II has chosen x = (i n : n ∈ ω), and finite sets a n ∈ [A x↾n ] <ω . No matter what player II has done in the game, we will see that:
n∈ω a n ∈ S ω .
Let ε > 0 be a real number. Take n ∈ ω such that
we have that U ∩ x ↾ n + 2 = ∅, besides i≤n a i is a finite set, so n∈ω a n / ∈ S + n .
but this is also true for every N ≥ n, thus n∈ω a n ∈ S ω .
Proof. In the proof of proposition 3.7 I have defined a notation, which is in fact a function, for every U ∈ Ω we have x U ∈ 2 ω . Let f : Ω → 2 <ω be given by f (U ) = y U if x U is an infinite sequence and there is N ∈ ω such that x U (n) = y U (n) when n ≤ N and x U (n) = 0 if n > N ; this is possible because every x U only have finitely many values equal to 1. After that, 2 <ω with the lexicographical order is isomorphic to ([0, 1] ∩ Q, ≤), so we can think that the function f have range contained in [0, 1] ∩ Q. It is not hard to see that the pre-image of every convergence sequence is in S ω thus f is a Katětov reduction from S ω to conv.
Proof. This is just because R ≤ K conv ≤ K S ω .
Definition 3.3. Given I an ideal on ω we define the game G 3 (I) so that: in the k-th move: player I takes I k ∈ I and player II takes n k ∈ ω \ I k . Player I wins the game if {n k : k ∈ ω} ∈ I. Proof. Let X ∈ S + ω be a positive set. There is n ∈ ω so that X ∈ S + n . Let {U k : k ∈ ω} be an enumeration of all clopen subsets of 2 ω of measure 1 2 n+1 . Suppose that in the k-th move of the game G 3 (S ω ↾ X) player I plays I k ∈ S ω , thus (by lemma 3.1) X \ I k ∈ S + n+1 so there is V k ∈ X \ I k such that V k ∩ U k = ∅, therefore player II choose V k . At the end of the game, player II has chosen {V k : k ∈ ω} ∈ S + n+1 so player II has a winning strategy.
With this proposition we finish the section. In summary we have done a classification in the Katětov order of the ideals S ω and S α . Just remember that the relation R ≤ K S is still an open question.
K-uniform ideals
Let I be an ideal on ω. We say that I is K-uniform if for every X ∈ I + we have that I ↾ X ≤ K . The ideal ED restricted to ∆ = {(n, m) : m ≤ n} is call the ED f in ideal, it was the unique F σ tall K-uniform ideal known. Proposition 4.1 (See [10] and [13] ). The ideal ED f in satisfies the following:
• ED f in is an F σ tall ideal.
• ED f in is a K-uniform ideal.
• If I is an F σ tall K-uniform ideal, then ED f in ≤ K I A graph is a non empty set and a relation which is irreflexive and symmetric. When we thought about graphs in the natural numbers, we skip the set and only consider the relation, that can be seen as a subset of [ω] 2 .
Definition 4.1. Let (ω, G) be a graph and let c : ω → κ be a function. We say that c is a coloring (with κ colors) if for every a, b ∈ ω we have that c(a) = c(b) implies {a, b} / ∈ G. Furthermore, we will say that κ is the chromatic number of G if κ the minimum cardinal such that there is a coloring of G with κ colors and we write χ(G) = κ. K n will denote the unique graph (up to isomorphism) with n vertexes and such that every vertex is related with any other. Let suppose that K n ⊆ [ω] 2 and K n ∩ K m = ∅ whenever m = n. Put K = n∈ω K n .
Remark 4.1. G f c ≤ K G f c ↾ K. Definition 4.3. We define the ideal K on K as X ∈ K if and only if there is n ∈ ω such that X does not contain a copy of K n . Theorem 4.1. The ideal K is an F σ tall K-uniform ideal not (Katětov) equivalent with ED f in .
Proof. Let suppose that A ∈ K + is a positive set. By the definition of K, A contains a copy of K, thus K is a K-uniform ideal. We have that G f c ↾ K ⊆ K, because if χ(X) = n, then X could not contain a copy of K n+1 , therefore in particular S ≤ K K and K is a tall ideal. It is well known that S ≤ K ED f in so K and ED f in are not Katětov equivalent. Let φ : P(K) → ω + 1 given by φ(A) = sup{n : A contains a copy of K n }. It is not hard to see that φ is a lower semicontinuous submeasure such that F in(φ) = K so we are done.
With this theorem we have finished the question of M. Hrušák.
