Abstract-Automatic face recognition system based on local feature detection and feature extraction techniques is presented. The method works on color face images and performs face localization initially. It then detects and selects important fiducial facial points and characterizes them by bank of Gabor filters (jets). A well known PCA technique is used to reduce the dimensionality of jets and recognition is realized by measuring the similarity between different jets in eigenspace. A complete investigation on the proposed system is conducted, which covers face recognition under pose, illumination and expression variations of the subjects. The performance of the proposed system is compared with standard methods and it shows the superiority of the proposed system. The proposed approach provides excellent performance by using only 30 fiducial facial feature points and suggests that L1 distance metric is most suitable to measure image similarity in eigenspace. It is an attractive finding that proposed local feature based method is most suitable for machine face recognition application because of it's robustness to all types of image variations and computational efficiency.
I. INTRODUCTION
Considering the wide range of face recognition applications, numerous algorithms have been developed in the past. All these algorithms aim at computationally efficient non-intrusive system capable of recognizing a person with minimum possible restrictions but still it is an active and challenging research topic. It is due to the fact that the facial appearances are easily affected by the variations of pose, expression, illumination and other factors. The face recognition techniques can be classified as: holistic and local matching techniques [1] .
The holistic matching techniques are depicted in [2, 3, and 4] . The local matching techniques are divided further as local appearance based method and local feature based method. The approaches proposed in former category are described in [5, 6] while [7, 8] represents approaches for later category. A careful comparison of these approaches shows that the performance of local appearance based methods largely depends on proper alignment and normalization of face images which is still an open problem. The local feature based methods are capable to overcome these limitations because it detects and operates on important facial feature points which remain stable over most of the facial appearance variations.
II. PROPOSED APPROACH
The local feature based approach for automatic face recognition is presented. It is based on the approach suggested in [7] but different techniques are used for detection and selection of the fiducial facial points, feature point description and face classification. The approach suggested in [7] uses person-specific SIFT features with simple non-statistical matching strategy to solve face recognition problem. But shortcomings of this approach are: 1) large feature vector dimensionality and 2) choice for selection of number of clusters is arbitrary. Hence it does not provide a general solution, is computationally extensive and also requires image preprocessing operations. The proposed approach overcomes these shortcomings and experimental evaluation is also carried out to determine optimum number of fiducial facial points required to get good recognition accuracy.
The proposed system consists of four modules: a face localizer, a feature point detector, a feature point descriptor and a face recognizer. At first, the face localizer exploits skin color information for face localization. Secondly, the feature point detector utilizes relative scale Harris detector for detection of the fiducial facial feature points and ranks them on the basis of their stability and strength. Subsequently, feature points are selected on the basis of their rank and characterized by Gabor filters. The feature vector dimensionality is reduced by PCA (Principal component analysis) technique. Finally, face recognizer compares and recognizes the face by nearest neighbor classifier in eigenspace by adopting three similarity measures. The proposed system is tested on Korean Face Database (KFDB). It consist images of 56 male subjects and 51 female subjects and each subject has 17 variations: one frontal face image with natural expression; 4 illumination variations; 8 pose variations and 4 expression variations. The recognition rate against each variation is obtained by dividing the database images into two sets: probe dataset and gallery dataset. The former is used for testing while later is used for training. These datasets, for each image variation are formed by equally distributing images of respective variation and in addition to this gallery datasets consist of frontal face image.
The remaining of this paper is organized as follows. Overview of face localizer is given in section 3 while section 4 give details of feature point detector. The particulars of face description and eigenspace formation are described in section 5 while section 6 gives the details of the face recognizer. Finally, experimental results are reported in section 7 and concluding remarks are presented in section 8.
III. FACE DETECTION
The skin color information in YC b C r color space is used for face localization but results are not convincing under Second International Conference on Emerging Trends in Engineering and Technology, ICETET-09 978-0-7695-3884-6/09 $26.00 © 2009 IEEEvarying lighting conditions. The experimental evaluation is carried out in [9] to understand the reasons and reasons are: 1) non-linear mapping of individual color components (R, G and B) and 2) image dependency on lighting geometry and illumination color. To overcome these problems, simple and effective algorithm is proposed in [9] . The effect of nonlinear mapping of individual color components is corrected by linear stretching. The image dependency on lighting geometry and illumination color is corrected by row normalization followed by column normalization. The normalized color face image thus obtained is converted to YC b C r color space and is used for face localization. The face localization is done on the basis of the threshold values of C b and C r components and mentioned in [9] . These values are used to generate the binary face mask and given by (1) 1 if 110
Obtained binary mask is then processed by morphological operations, erosion followed by closing and dilation followed by closing. The application of generated binary face mask facilitates accurate face localization and is evident from the results displayed in the 
IV. FIDUCIAL FACIAL FEATURE POINT DETECTION AND SELECTION:
The main objective is to detect two similar sets of points, on the face of same person present in two different images, irrespective of different kinds of image transformations. The use of the relative scale Harris detector is proposed on the basis of the comparison of different interest point detectors presented in [11] . The multi-scale representation of Harris detector is given in [10] . It uses the relative scale σ I as the variance of Gaussian for Harris integration while the variance of Gaussian for Harris differentiation is given by σ D =K σ I , where k is a constant. The scale normalized autocorrelation matrix of Harris detector at a point X = (x, y) of the image I is
) is the circular Gaussian integration window at the scale σ I while I x (X, σ D )and I y (X,σ D )are the partial derivatives of the image in x and y directions respectively. The measure of corner response at the point X and scale σ I is
W is the 8-neighborhoods of the point X. The gray scale image of original color image is used to build its scale-space representation. The pre-selected values of the scales σ I and σ D are used as given in [10, 12 and 13] . It detects large number of interest points. To limit these points, the interest points detected on non-face regions are removed by using binary face mask, as mentioned in section 3 and shown in × neighborhood of the interest point is highlighted for proper visibility. It can be seen that the selected interest points correspond to eye corners, nostrils, mouth corners, eyebrow corners, ears etc. and these points carries most discriminative information of face image as per the opinion of face recognition community.
V. FACE CHARACTERIZATION WITH SELECTED FEATURE POINTS AND EIGENSPACE FORMATION After the detection and selection of the facial feature points, face is characterized by application of bank of Gabor filters to each feature point. The Gabor filters are used because of its robustness to illumination, rotation and scale changes, and its successful use in numerous face recognition applications [14] . The family of complex Gabor filters is defined as 
VI. FACE RECOGNITION:
To recognize a test image, probe vector is generated by applying same steps i.e. face localization, interest point detection, interest point description, on the test image and generated probe vector is projected into eigenspace. The similarity of the test image with each of the gallery dataset image is checked by three similarity measures: L1-norm, L2-norm and COS ( )
VII. EXPERIMENTAL RESULTS
To evaluate the performance of proposed algorithm, various experiments are carried out on KFDB with the objectives as: 1) To determine recognition rates against illumination, pose and expression variations 2) To determine optimum number of feature points required to get good recognition rate 3) To identify most suitable distance metric for measuring image similarity in eigenspace and 4) To compare performance of proposed approach with standard methods. The details of these experiments are given in section A while comparison of the proposed method and standard methods is given in section C.
A. Performance of proposed method
Three experiments are carried out to test the performance for different image variations. For each image variation, the algorithm characterizes the face image with 10, 20 and 30 feature points and image similarity is checked in eigenspace with three distance metrics. The obtained results are reported in Table 1 .
Experiment 1 gives the performance for illumination variation. It shows that maximum recognition rate of 72% can be achieved by using 30 feature points with L1-norm and COS distance metrics. The Experiment 2 depicts the performance for pose variations. It shows that results obtained with 30 feature points are excellent but all distance metrics are equally good. Testing for expression variations is done in Experiment 3. It clearly shows that the optimum number of feature points required to characterize face image are 30 and L2-norm distance metric is best suitable to measure image similarity in eigenspace.
It proves that recognition rate increases with number of feature points but selection of optimum number of feature points and suitable distance metric is very difficult. To solve this problem, the average recognition rates are calculated and compared. The average recognition rate is obtained by taking average of recognition rates obtained for each image variation and are shown in Table 2 . It clearly shows that optimum number of feature points required for face characterization is 30 and L1-norm distance metric is most suitable for measuring image similarity in eigenspace. However the use of 30 feature points is not optimum because the experimental results suggests that recognition rate increases with number of feature points and it is possible to get better recognition rate with more number of feature points. The proposed approach is compared with [15 and 16] because they have reported the recognition rates on KFDB. The method presented in [15] is Holistic PCA approach while method described in [16] is local feature based approach. The comparison is given in Table 3 . It clearly shows improvement in recognition rate for pose and expression variations because relative scale Harris detector allows detection of important facial feature points in presence of image variations. However, the performance against illumination variations is required to be improved further. It is due to fact only 30 feature points are available for face characterization. The increase in the number of feature points will be helpful to increase recognition rate. However, the reported performance is achieved by using only 30 feature points and it results in very compact feature vector of size 480×1 which in turn reduces computation burden, storage requirement and computation time as well.
VIII. DISCUSSION AND CONCLUSION
The promising capability of the local feature based method for automatic face recognition is presented by taking advantage of recent developments in local feature detection and feature extraction techniques. A comparison with standard methods shows superiority of proposed approach against pose and expression variations. However, the system performance is limited against illumination variations because very less number of feature points is available for face characterization. Nevertheless, most interesting point required to be consider is that the reported performance is obtained at reduced computation cost, storage requirement and computation time. The constraint of proposed method can be overcome with the use HarrisLaplace detector for detection of feature points because it allows inclusion of feature points representing prominent image structures while rejecting the feature points representing similar image structures.
