This paper develops asymptotic distribution theory for GMM estimators and test statistics when some or all of the parameters are weakly identified. General results are obtained and are specialized to two important cases: linear instrumental variables regression and Euler equations estimation of the CCAPM. Numerical results for the CCAPM demonstrate that weak-identification asymptotics explains the breakdown of conventional GMM procedures documented in previous Monte Carlo studies. Confidence sets immune to weak identification are proposed. We use these results to inform an empirical investigation of various CCAPM specifications; the substantive conclusions reached differ from those obtained using conventional methods.
1. INTRODUCTION THERE IS CONSIDERABLE EVIDENCE that asymptotic normality often provides a poor approximation to the sampling distributions of generalized method of Ž . moments GMM estimators and test statistics in designs and sample sizes of empirical relevance in economics. Examples of this discrepancy in estimation of Ž . stochastic Euler equations are investigated by Tauchen 1986 , Kocherlakota Ž . Ž . Ž . 1990 , Neeley 1994 , West and Wilcox 1994 , Fuhrer, Moore, and Schuh Ž . Ž . 1995 , and Hansen, Heaton, and Yaron 1996 ; also see the articles in the 1996 special issue of the Journal of Business and Economic Statistics on GMM estimation. Depending on the design, the sampling distributions of GMM estimators can be skewed and can have heavy tails, and likelihood ratio tests of the parameter values and tests of overidentifying restrictions can exhibit substantial size distortions. Although these problems are well documented, their source is not well understood. This paper investigates one possible source of these problems in GMM with instrumental variables: that the instruments are, loosely speaking, only weakly correlated with the relevant first order condition so that the parameters are poorly identified. In the linear simultaneous equations model, it is well known that when the instruments are weak in the sense that they have a low correlation with the included endogenous variables, then the large-sample normal approxi-Ž . mations work poorly; see, for example, Anderson and Sawa 1979 , Nelson and 1 The authors thank Jushan Bai, John Campbell, John Heaton, Peter Phillips, Doug Staiger, Mark Watson, the editor, and three anonymous referees for helpful discussions andror comments on earlier drafts; George Tauchen for providing us with computer code for generating artificial asset data; and John Campbell, Luis Viceira, and Matthew van Vlack for providing us with the U.S. asset data. A previous draft of this paper was circulated under the title, ''Asymptotics for GMM Ž . Estimators with Weak Instruments'' NBER Technical Working Paper ࠻198 . This research was supported in part by National Science Foundation Grant No. SBR-9409629.
Ž
. Ž . Startz 1990 , and Maddala and Jeong 1992 . Intuition suggests that a similar phenomenon could be important in nonlinear GMM problems. For example, because lagged asset returns and consumption growth have low correlations with current returns and consumption growth in postwar U.S. data, similar problems might arise in nonlinear asset pricing models in which lagged consumption and asset returns are used as instruments for a function of current returns and consumption growth.
We therefore address four questions. First, is it possible to develop an asymptotic theory for nonlinear GMM estimation when some or all of the parameters are weakly identified? Second, does this theory explain the puzzling failures found in Monte Carlo studies of conventional GMM asymptotics? Third, if so, are there alternative econometric procedures that perform reliably even if there is weak identification? Fourth, do these alternative procedures produce different results than the conventional methods in empirical applications?
We find affirmative answers to all four questions. We develop nonstandard asymptotic approximations to the distributions of GMM estimators and test statistics when some or all of the parameters are weakly identified, in a sense made precise in Section 2. In Section 4 we present a Monte Carlo study, Ž . modeled on that of Hansen, Heaton, and Yaron 1996 , of GMM estimation of Ž . the intertemporal consumption capital asset pricing model CCAPM . In this study, the nonstandard asymptotic approximations generally are found to match closely the finite sample distributions, although the usual normal approximations do not.
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The weak-identification asymptotic approximations to the distributions of the GMM estimators depend on nuisance parameters that are typically unknown in empirical applications. Thus these approximating distributions cannot be used directly for inference. Nonetheless, our asymptotic theory does lead to feasible methods for hypothesis testing and for the construction of confidence sets. These methods do not require knowledge of the nuisance parameters and yield asymptotically valid tests and confidence sets even if there are weakly identified parameters. These confidence sets are constructed by direct comparison of an objective function, evaluated over the entire parameter space, to a chi-squared critical value.
These findings are used to guide an empirical investigation of the CCAPM, using aggregate data from the United States, under three specifications of Ž . preferences: constant relative risk aversion CRRA utility, habit formationr Ž Ž . . Ž . durability Dunn and Singleton 1986 , and Epstein-Zin 1989 As predicted by our Monte Carlo study, there is considerable evidence of 2 Some Monte Carlo studies have suggested that another possible source of the poor performance of the conventional normal approximation is finite sample discrepancies between the GMM Ž . weighting matrix and its population value; see Pagan and Robertson 1997 for a discussion. The alternative asymptotic theory developed in this paper ignores this possibility and simply assumes that Ž . this weight matrix is consistent the details are given in Section 2 , so as to focus solely on issues related to weak identification. weak identification, and the new confidence sets we propose in this paper typically differ from conventional GMM confidence sets.
Although there is a growing literature on instrumental variables estimation with weak identification, it almost exclusively considers linear models. In the Ž . linear case, the most closely related paper is Staiger and Stock 1997 . They consider single equation estimators and tests, and their main results obtain as a special case of ours. However, the technical approach in this paper is quite Ž . different than in Staiger and Stock 1997 : their method of taking limits of first order conditions seems not to generalize to the nonlinear case, so we consider instead limits of the GMM objective function directly using empirical process methods. Other recent papers that study weak instruments in the linear case Ž . Ž . include Hall, Rudebusch, and Wilcox 1996 , Pagan and Robertson 1997 , Ž . Ž . Chamberlain and Imbens 1996 , Nelson, Startz, and Zivot 1998 , Wang and Ž . Ž . Ž . Zivot 1998 , and Shea 1997 . Sargan 1983 considered models that are linear in the variables but nonlinear in the parameters, in which the derivative of the population objective function with respect to the parameter vector is not of full rank but the parameters are still locally identifiable in the sense of Fisher Ž . 1966 . He argued that in this circumstance estimators are consistent but not asymptotically normal, and he used local asymptotic expansions to approximate their distributions. None of these treatments handles GMM Euler equation estimation in the general nonlinear case.
The main theoretical results are laid out in Section 2. These results rely on high level assumptions that accommodate applications to either time series or cross-sectional data. In Section 3, explicit formulas are provided for the special case of single equation estimation in the linear simultaneous equations model. Section 4 reports on a Monte Carlo study of GMM estimation of the parameters of the power utility function in a representative agent model of consumption. An empirical investigation of the CCAPM using U.S. data is reported in Section 5. Section 6 concludes.
ASYMPTOTIC REPRESENTATIONS: GENERAL RESULTS
This section provides limiting representations of a GMM estimator with a general weighting matrix when some of the parameters are weakly identified. These general results are then used to obtain somewhat simpler expressions for some specific estimators and test statistics, in particular the one-step and two-step estimators and associated tests and what Hansen, Heaton, and Yaron Ž . 1996 term the ''continuous updating'' estimator.
The GMM Estimator
Let be an n-dimensional parameter vector with true value , which is 0 assumed to be in the interior of the compact parameter space ⌰. The true parameter value satisfies the G equations,
where F is the information set at time t. Let Z be a K-dimensional vector of 
necessary.
We adopt the following additional notation. As is discussed in Section 2.3, some expectation operators E depend on T, but this dependence is suppressed for notational convenience. Let 
Moment Assumptions
Our approach is to make so-called ''high level'' assumptions about the properties of the moments that enter the GMM first order conditions. The advantage of making high-level assumptions is that the results cover a wide range of special cases. The disadvantage is that the assumptions must be interpreted, and their plausibility checked, on a case by case basis. This process Ž of interpreting the assumptions in two leading cases linear IV estimation and . the CCAPM is undertaken in Sections 3 and 4.
Ž . The first assumption is that ⌿ obeys a central limit theorem:
This assumption is local in the sense that it pertains to the properties of ⌿ T only at . This assumption typically will not be satisfied if the instruments are 0 integrated of order one or higher.
The next, stronger assumption is that ⌿ obeys a functional central limit function has large regions of plateaus or ridges; thus the population objective function provides only limited ability to discriminate among a large set of Ž . parameter values. If so, it is useful to think of or a subset of as being weakly identified.
Our formal characterization of weak identification starts with an identity. Ž X X .
X
First adopt some additional notation. Partition as s ␣ , ␤ , where ␣ g A is n = 1 and will be treated as weakly identified, while ␤ g B is n = 1 and will be 1 2 treated as strongly identified. With this notation, it will at times be convenient to write functions of interchangeably as functions of ␣ and ␤ ; for example Ž . Ž .
Now write the identity
The key idea in this paper, made precise in Assumption C below, is to treat Ž . Ž . m ␤ as large for ␤ outside a neighborhood of ␤ , but m ␣ , ␤ as small2
for all ␣ and ␤. Thus ␤ can be thought of as well identified, whereas ␣ is weakly identified in the sense that the population moment conditions are zero at Ž . ␣ , ␤ but are very nearly zero for ␣ / ␣ . In other words, the population 0 0 0 objective function is steep in ␤ around ␤ , but is nearly flat in ␣. We thus have the following assumption: in and is bounded on ⌰ ;
Identification also depends on the weighting matrix W , which, as was T mentioned above, is assumed to have a positive definite uniform limit.
3
Ž . In the terminology of Davidson and MacKinnon 1993 , this is a drifting DGP, conceptually akin to the sequence of models used to study local asymptotic power of a test against a Pitman drift. Such local nestings can be a useful device for approximating sampling distributions in the region of knife-edge special cases. An example is the so-called local to unity model of an autoregression with a Ž Ž . Ž . Ž . Ž . . nearly unit root Bobkoski 1983 , Cavanagh 1985 , Chan and Wei 1987 , Phillips 1987 . An unusual feature here is that the local parameter is in general infinite dimensional in the sense that it Ž . is the function m . 
General Results
Theorem 1 provides a limiting representation for the GMM estimator by first obtaining a limiting empirical process representation for the GMM ob-
Ž . THEOREM 1: Suppose that Assumptions B, C, and D hold, and that 
uniformly in . Then:
Proofs are given in Appendix A.ˆ' Several remarks are in order. First, although ␤ is T -consistent, ␣ is not Ž . Ž . consistent but rather is O 1 . Because m is finite on ⌰ , the objective
is uniformly O 1 , so ␣ could not be consistently probability limit, and b U would be normally distributed with mean zero and the usual GMM covariance matrix. However, the inconsistent estimation of ␣ implies that in general the population moments are not evaluated within a local neighborhood of ␣ and so impart a nonzero bias to the limiting representation. In the special case that W does not depend on , the extent of the asymptotic
U bias depends on Em ␣ , ␤ , where the expectation is taken over ␣ . In 1 0 general this expectation need not be zero even if ␣ U is symmetrically distributed around ␣ , and in any event the distribution of ␣ U need not be 0 centered around ␣ , so in general this contribution to the bias is nonzero.
0 Third, as a special case, these results provide limiting representations of the Ž . estimators when ␣ is completely unidentified in the sense that E ␣, ␤ does
Ž . distributions depend on ⍀, W, and R ␤ , which are specific to a given 0 application.
Because the limiting distributions are nonstandard, confidence intervals for ␤ Ž . Ž Ž .. constructed by inverting the quasi-likelihood ratio LR statistic S ,
Ž .. y S , or the conventional Wald statistic will not in general be valid.
T T Ž . However, under weak conditions Assumption A confidence intervals can be constructed directly from the objective function. This is a consequence of the following theorems:
Ž . THEOREM 3: Suppose that Assumptions B, C, and D hold and that W
Ž . holds; the only assumptions on the properties of sample moments needed for Theorem 2 are ones at the true parameter value. Theorem 3 does not require Ž . m to be nonzero for / , but it does require that ␤ be well identified in 1 0 the sense of Assumption C. Under these stronger conditions, the concentrated objective function has an asymptotic 2 distribution. Theorem 2 provides a straightforward method for constructing asymptotically valid hypothesis tests and confidence sets, that is, tests and confidence sets with asymptotic size and coverage equal to their respective nominal levels uniformly over the parameter space. To perform an asymptotically valid test of the Ž .
2 hypothesis s , reject if S ; exceeds the appropriate critical
To construct an asymptotically valid confidence set, invert the test based
is an asymptotic 100 1 y r %
confidence set, where 2 is the 100r% critical value of the 2 distribution.
Alternatively, a confidence set for ␣ alone can be constructed by inverting thêŽ
directly on the objective function S , we refer to these confidence sets as S-sets.
T
Note that Theorems 2 and 3 apply only to the continuous updating objective function, and in particular the S-sets cannot be formed using the two-step objective function. Ž Construction of asymptotically valid confidence sets for subvectors of other . than ␣ or subvectors of ␣ is somewhat more difficult. One approach is to Ž . Ž . construct a valid 100 1 y r % set for or ␣ and to project out the other Ž . elements; see, for example, Dufour 1997, Section 5.2 . A confidence set thus constructed will be asymptotically conservative, with asymptotic coverage rate of Ž . at least 100 1 y r %.
The S-sets are related to standard GMM test statistics. Under conventional Ž . asymptotics, S ; is asymptotically the sum of the LR statistic testing The S-sets consist of parameter values at which one fails to reject the joint hypothesis that s and that the overidentifying conditions are valid, that is,
This has some appealing consequences, but also requires t 0 t care in interpretation. If the model is misspecified so that the overidentifying conditions are invalid, S-sets can be null. If the instruments are weak or irrelevant, it is possible that no parameter value will be rejected, that is, the S-sets can contain the entire parameter space. The case of a small but nonempty S-set is, however, more ambiguous. The S-set could be small either because the model is correctly specified and precisely estimated or because the model is misspecified but the evidence is too weak to reject it entirely. 4
Results for Specific GMM Estimators
We now provide explicit expressions for some common GMM estimators and their associated test statistics. The estimators differ in their choice of the weighting matrix W . Weighting matrices that are asymptotically equivalent T under conventional assumptions need not be with weak identification, and indeed can produce substantially different inferences.
The two-step and continuous updating estimators entail construction of an efficient weighting matrix. We consider both heteroskedasticity robust and y1 Ž N . y1 nonrobust versions of the weighting matrix, respectively V and V , where
, and
Ž .
he one-step estimator, , is computed using W s I . The efficient two-step Ž . The S-sets are consistent with the recommendations in Dufour's 1997 study of confidence sets with locally almost unidentified parameters. He provided finite-sample results and did not consider GMM estimation in the general case. In linear instrumental variables estimation with weak instruments and an unbounded parameter space, he showed that Wald-type confidence ellipsoids are bounded with probability one and hence cannot be valid confidence sets. He also pointed out that Ž . Anderson-Rubin 1949 sets are unbounded with positive probability and, with fixed instruments and Gaussian errors, they constitute valid confidence sets in finite samples.
respectively are the minimizers of the three objective functions,
Either for computational convenience or because heteroskedasticity is considered negligible, the two-step and continuous updating estimators could alternatively be computed using the nonrobust covariance matrix V N . These will be T referred to as the nonheteroskedasticity robust versions of these estimators;
NˆN N Ž . they will be denoted and , and their objective functions S and
N S correspond to 2.8 and 2.9 with V replaced by V .
cT T T
The quasi likelihood ratio statistics, which test the hypothesis s , based 0 on the two-step and continuous updating estimators respectively, arê
The J-tests of overidentifying restrictions based on these two estimators reject for large values of the statistics,
We assume that the weighting matrices in the objective functions are consistent. For some purposes, pointwise consistency is sufficient, while for others, Ž . uniform on ⌰ consistency is used. These assumptions are as follows.
The limiting behavior of the objective functions S , S , and S and the 1T 2T c T associated estimators and test statistics now follow from Theorem 1. To simplify Ž . Ž . notation, let ⍀ denote ⍀ , and let ⍀ denote ⍀ , evaluated at 
uniformly in ␣ g A, where
c Two-step objecti¨e function:
e Continuous updating objecti¨e function:
f Continuous updating estimator:
Limiting representations for the two-step and continuous updating GMM estimators based on the nonheteroskedasticity robust objective function are also readily obtained from Theorem 1. One that will be used in Section 4 is the NŽ . nonrobust concentrated continuous updating objective function, S ␣, ␤ , cT c which has the limit, 
G Kyn 2
Consideration of the unidentified case suggests that the two-step estimator of ␣ will be biased towards the probability limit of the nonlinear least squares Ž . Ž . X Ž . NLS estimator, with the bias increasing as ␣ ␣ decreases. This parallels the linear simultaneous equations case, in which TSLS is biased towards the probability limit of the OLS estimator. To see this for GMM, consider the nonrobust estimator with Gs 1 when all the coefficients are weakly identified, Ž . so s ␣, and suppose that Eh Y , ␣ s 0. The NLS objective function is
Ž . terpart to the result in Corollary 4 c for the nonrobust estimator simplifies in Ž . this case because the terms in R ␤ vanish, and
X Ž . on ␣ , this factor can be ignored for the minimization. Because Ez ␣ z ␣ s K, in expectation the limiting objective function is proportional to the probability Ž . N Ž . limit of S ␣ . This suggests that the minimizer of S ␣ will be biased nl s 2T
towards the probability limit of the NLS estimator. Ž . X Ž . This discussion also suggests that the function ␣ ␣ is a population measure of the strength of identification. In single equation estimation in the Ž . linear simultaneous equations model examined in the next section when n s 1, 
SINGLE-EQUATION LINEAR INSTRUMENTAL VARIABLES ESTIMATION
In this section the results of Section 2 are specialized to the estimation of a single equation in the linear simultaneous equations model. In this case, the two-step estimator is TSLS and the continuous updating estimator is LIML.
There is a large literature on exact distribution theory of instrumental Ž . 
N Ž . and ⍀ , s ⌺ Q . The objective functions S and S can be 
T c T T c
It is useful to translate Assumptions A᎐C and D Y into more transparent assumptions which are tailored to this model. Accordingly, suppose that sample moments involving u, V, and Z converge in probability to their expectations and 
Assumption C is satisfied by setting ⌸ s T y1 r2 C and ⌸ s C , where C and
C are fixed matrices with dimensions K= n and K= n , respectively; then 
and is K= n , so is K= n. For the TSLS estimator, W s Q ,
Substituting these expressions into the
formulas in Theorem 1, we obtain
minimization can be carried out analytically; this yields
T S LS T S LS
0 A V A V A V A B A A =M , u B y1 X X U 1r2Ž . Ž . Ž .Ž . 3.9 T ␤ y ␤ « y q ␣ y ␣ .
Ž .

T S LS
Ž . Two special cases of 3.8 and 3.9 can be found in the literature. First, when ⌸ s 0, ␣ is unidentified and the model reduces to the partially identified case A Ž . Ž . Ž . considered by Choi and Phillips 1992 , and 3.8 and 3.9 reduce to Corollary 3.1 in that paper. Second, in the special case that all coefficients are weakly identified,
which, upon setting s and s , is the limiting representation in Clearly the linear model permits a substantial simplification, relative to the Ž general results in Section 2. The proof of uniform convergence the verification . of Assumption B is straightforward because does not enter the primitive sample moments, so uniform convergence follows from finite dimensional convergence and the continuous mapping theorem. For the same reason, the Ž . stochastic process z ␣ is linear in ␣, which in turn leads to the relatively Ž . Ž . simple expressions 3.8 and 3.9 .
THE INTERTEMPORALLY SEPARABLE CCAPM: MONTE CARLO EVIDENCE
This section reports numerical results for the prototype consumption-based asset pricing model, the representative agent intertemporally separable CCAPM model with CRRA preferences. Two sets of questions are addressed. Does this new asymptotic theory explain the puzzling failures of conventional GMM asymptotics found in previous Monte Carlo studies, and does it provide better approximations to the finite sample distributions than the usual Gaussian distributions?
Theoretical Considerations
Ž .
With CRRA preferences, the G Euler equations are 2.1 with
where ␦ is a discount factor, C is consumption, R is a G= 1 vector of asset moments. Assumption C is satisfied by treating ␥ as weakly identified and ␦ as strongly identified; in the notation of Section 2, ␣ s ␥ and ␤ s ␦. Specific formulas for implementing this assumption are given in Appendix B. The motivation for the different treatment of ␦ and ␥ comes from the structure of the first order conditions. First suppose Gs 1. Given ␥ , ␦ can be estimated precisely from thê
Ž . the previous paragraph, ␦ ␥ is T -consistent for any fixed ␥. In this sense, ␦ is strongly identified by a constant, which is one of the instruments. When
, R is nearly zero, then the additional first order
conditions with a constant as the instrument arguably will not result in improved Ž . y␥ estimation. If the covariance between C rC R and a stochastic instru-
ment is small, things will not be improved by adding that instrument. It should be stressed that the success of this weakrstrong treatment of ␥ and ␦ can and will be ascertained numerically. For example, if both ␦ and ␥ are appropriately modeled as weakly identified, the approximations will be less satisfactory than they could be. On the other hand, if both ␦ and ␥ are appropriately modeled as strongly identified, they will have the usual joint normal distribution and the weak-identification approximation will offer no improvement.
Data Generation and Estimation Equations
Ž . Ž . The Monte Carlo design follows Tauchen 1986 , Kocherlakota 1990 , and Ž . Hansen, Heaton, and Yaron 1996 . The artificial data were generated by the Ž . method discussed by Tauchen and Hussey 1991 , which was used by Kocher-Ž . Ž . lakota 1990 and Hansen, Heaton, and Yaron 1996 . This method fits a 16 state Markov chain to the law of motion of consumption and dividend growth, Ž . 5 calibrated so as to approximate a Gaussian VAR 1 . The consumption CAPM with CRRA preferences is then used to price stocks and a risk-free bond in each time period, thereby yielding a time series of asset returns.
Four combinations of true parameters values and estimation equations are studied. Let c , r f , and r s denote consumption growth, the risk-free rate, and t t t the stock return. These combinations, or models, are as shown in Table I . Models M1b, M2, and M3 were selected as representative of models that previously have been found to produce nonnormal estimator distributions. Ž . Kocherlakota 1990 studied models M1a and M1b. Hansen, Heaton, and Yaron Ž . 1996 studied models M1a, M2, and M3.
Preliminary simulations indicated that whether a heteroskedasticity robust or nonrobust covariance matrix is used makes only a small difference for the distribution of the estimator and test statistics. All the results reported here are based on the nonrobust covariance matrix, which is faster to compute. In this Ž design errors are martingale difference sequences at the true values there are . no overlapping data so a correction for autocorrelation is not used. Each Monte Carlo draw from the finite-sample distribution required numerical opti-Ž . 6 mization over ␥ , ␦ . Finite sample distributions were computed using 5000 Monte Carlo replications. Computation of the weak-identification asymptotic approximation is discussed in Appendix B.
Results
The results are summarized in Table II for T s 100. The finite-sample distributions diverge substantially from the asymptotic normal approximation for models M1b, M2, and M3. In almost all cases, the weak-instrument asymptotics provides a much better approximation than the normal approximation, as Ž measured by the quantiles and the Kolmogorov-Smirnov statistic the maximum . absolute difference between the two empirical cdfs . The weak-identification asymptotic approximations also match the rejection rates of the J and LR statistics.
The final two columns in Table II present the rejection rates of the test Ž statistics used to form the S-sets the S-set coverage rate is one minus this . rejection rate . The first statistic tests the joint hypothesis that ␥ and ␦ take on their true values, according to Theorem 2, and the second statistic tests the Ž . hypothesis that ␥ takes on its true value based on the concentrated over ␦ continuous updating objective function, according to Theorem 3. In each of the designs the finite-sample size of both these test statistics is very close to the nominal size of 10%.
Cumulative distribution functions for the two-step and continuous updating estimators of ␦ and ␥ are presented in Figure 1 for model M1b. Evidently, the weak-identification asymptotic approximation captures the main qualitative features of the finite-sample distribution, while the normal approximation typically does not. 7 Ž .
X Ž . In Section 2 it was predicted that, as ␣ ␣ gets large, the weak-instrument asymptotic distribution will approach the usual Gaussian limit, and the LR and J statistics will approach their usual 2 distributions. In contrast, as XŽ . Ž . ␣ ␣ decreases, was predicted to be biased towards the probability limit 2ô f the NLS estimator, and the distribution of was predicted to be tighter 2 than that of . These predictions are explored here by exploiting a scaling c property of the weak-identification approximation that permits ready computa-7 Results were also computed for T s 50, although these are not tabulated here to save space.
Relative to the T s 100 results, the performance of both the conventional normal and the weakidentification asymptotic approximations deteriorates when T s 50. Although the weak instrument approximation generally provides a good approximation to the central tendency of the distributions, the Monte Carlo distributions generally have heavier tails than the weak instrument approximations, and the Kolmogorov-Smirnov statistics for the weak-identification approximation are greater for T s 50 than T s 100 by between .01 and .03. The weak instrument approximation nonetheless does considerably better than the normal approximation in all cases considered. tion of the approximation for alternative sample sizes once it has been computed for an initial sample size. 8 The results, summarized in Table III , are consistent with these predictions.
Ž . X Ž . For small T, and thus small ␣ ␣ , the distribution of ␥ is tighter than 2 that of ␥ . In models M1a and M1b the median of ␥ is strongly biased towardŝĉ 2 the probability limit of the NLS estimator, which is 2.39 for M1a and 3.91 for M1b. As T increases this median shifts towards ␥ . For small T, the J and LR 0 statistics can have major size distortions, but as T increases their sizes approach the desired 10% level. For the weak-identification and normal approximations to converge, as measured by a Kolmogorov-Smirnov statistic of .05 or less, requires T ( 1000 in M1a and 10,000 in M1b, M2, and M3. Because the weak-identification approximation was found to work well in these designs, this suggests that approximately a century of monthly data are needed before conventional normal asymptotics provides a good approximation to the finite sample distributions of these estimators.
EMPIRICAL RESULTS FOR U.S. DATA
Models
In this section, the tools developed in the previous section are applied to an empirical investigation of several consumption-based asset pricing models. Three Ž . sets of preferences are considered. The first is CRRA, with h Y , given t Ž . in 4.1 . The second allows for time nonseparability in the form of durability and habit formation. In this model the representative agent maximizes
and R ␦ denote these quantities computed for some T s T so that
Because the functions E and ⍀ , determine the weak-identifit 0 1 2 t cation asymptotic approximation, holding the design fixed and changing T amounts to holding these functions fixed and changing T. Thus for general T,
so the weak-identification asymptotic approximation for general T is obtained by making the Ž . Ž . Positive values of imply durability of consumption, negative values of imply habit formation, and s 0 corresponds to CRRA preferences. For additional Ž . Ž . discussion see Dunn and Singleton 1986 , Eichenbaum and Hansen 1990 , Ž . Ž . Ferson and Constantinides 1991 , and Hansen, Heaton, and Yaron 1996 The third set of preferences considered are the time-separable Kreps-Porteus Ž . Ž . 1978 preferences as developed by Epstein and Zin 1989, 1991 . With CRRA preferences, the coefficient of relative risk aversion is the reciprocal of the intertemporal elasticity of substitution. With Epstein-Zin preferences, this link is broken, and
where ␥ now denotes the reciprocal of the intertemporal elasticity of substitution, R denotes the return on the optimal portfolio, and R denotes a
G-vector of returns on arbitrary asset portfolios. When s 1 this reduces to the CRRA case.
The Data
Two data sets are used. The first is an updated version of the long annual data Ž . set used by Campbell and Shiller 1987 , and consists of annual U.S. data on stock returns, bond returns, and consumption covering the period 1871 to 1993. The stock returns are based on the Cowles Commission index, followed by the annual average price of the Standard & Poors monthly composite index. The interest rate is the nominal rate for prime 4᎐6 month commercial paper. The spread, used as an instrument in some models, is the difference between the yield on long term U.S. Treasury bonds and the commercial paper rate. Asset returns were put on a real basis using the producer price index. The consumption series is the real consumption of nondurables and services per capita. see Campbell 1996 . We augmented these data by real per capita consumption, constructed as nominal personal consumption expenditures on Ž . nondurables taken from CITIBASE, mnemonic GMCN , divided by the adult Ž . Ž . population POP and deflated by its implicit deflator GMDCN . This deflator was also used to convert all the monthly nominal asset returns into real returns. Ž . Ž . Following Epstein and Zin 1991 , the optimal portfolio in 5.2 was proxied by the market portfolio as measured by the NYSE value-weighted index of stock Ž returns, and the GMM statistics were computed with Gs 13 eleven sectors, the . NYSE value-weighted return, and the Treasury bill rate .
Results
Ž
Conventional two-step GMM results are reported in Tables IV CRRA  . Ž . Ž . preferences , V habit formationrdurability , and VI Epstein-Zin . Most instrument sets include only the first lag. Because of concerns about temporal aggregation bias, however, in some cases only second lags were used as instruments. The details are given in the tables.
These results, when analyzed using conventional normal asymptotics, generally accord with the existing literature. When stocks and bonds are both priced Ž . and the full set of instruments is used first lags; CRRA-4 and CRRA-10 , the overidentifying restrictions implied by the CRRA model are rejected at the 5% level by the J statistic in both data sets. For the habit formationrdurability model with the annual data, a moderate positive value of is estimated, indicating durability, but all estimates of ␥ are, nonsensically, negative, and the J statistic rejects three of the four specifications at the 10% level. In the monthly data, conflicting results are obtained for the two models not rejected at Ž . the 10% level by the J statistic. With first lags as instruments HrD-5 , is Ž . precisely estimated as positive, but with second lags as instruments HrD-7 , is imprecisely estimated as negative. For Epstein-Zin preferences, when lagged Ž returns on the market and consumption growth are used as instruments EZ-1 . Ž and EZ-2 , the J statistic fails to reject and the hypothesis s 1 CRRA . preferences is rejected at the 1% level, but the estimates of ␥ are negative. When the spread and the dividend yield are added as instruments, the J statistic Ž . rejects at the 5% level EZ-3 and EZ-4 .
Because of the possibility of weak identification, we computed S-sets for these Ž . models, both for all parameters jointly based on Theorem 2 and for the weakly Ž . identified parameters based on Theorem 3 . In the CRRA model, ␦ is treated as strongly identified as discussed in the previous section. In the habit formationrdurability and Epstein-Zin models, it remains reasonable to treat the function of the parameters describing the unconditional mean as well identified Notes: J statistics are significant at *10%, **5%, ***1% significance levels, based on the standard chi-squared critical value. л denotes an empty S-set, and † denotes a nonempty S-set, which is not presented graphically to save space; these Ž . figures are available upon request from the authors. Point estimates, standard errors in parentheses , the first J statistic in each row are two-step estimates. The J statistics in square brackets were computed from the continuous updating objective function. The S-set for ␥ is based on the objective function, concentrated with respect to ␦ . The instruments are the indicated variables, lagged once, except for the models in which the instruments are stated as lagged twice. The Ž . instruments always include a constant term. Variable definitions: SR s stock returns returns on a market portfolio ; BRs bond returns; CG s consumption growth, spread s long bond rate minus short interest rate, DY s dividend yield. See the text for a discussion of the data.
. the constant term is a strong instrument . This function depends on ␦ and Ž . Ž . habit formation-durability or ␦ and Epstein-Zin ; as in the CRRA case, ␥ enters this function only weakly when movements in consumption are small, as they are in the data. In those models, we therefore report two concentrated S-sets, one in which ␦ is concentrated out and one in which either or is concentrated out.
The results for the CRRA models are summarized in the final columns of Ž Table IV , and selected 90% S-sets along with conventional two-step GMM . confidence ellipses are graphed in Figures 2 and 3 . When only stocks are priced Notes: J statistics are significant at *10%, **5%, ***1% significance levels, based on the standard chi-squared critical value. л denotes an empty S-set, and † denotes a nonempty S-set, which is not presented graphically to save space. See the notes to Table IV. Notes: J statistics are significant at *10%, **5%, ***1% significance levels, based on the standard chi-squared critical value. л denotes an empty S-set, and † denotes a nonempty S-set, which is not presented graphically to save space. Ž . MR is the return on the market portfolio the proxy for the optimal portfolio . In each model there are 13 Euler Ž . equations G s 13 . See the notes to Table IV. Ž . Ž . using annual data CRRA-1 , inferences based on the S-sets and conventional GMM agree closely. Although the objective function in which ␦ is concentrated Ž .
2 out has multiple minima Figure 2b , the second minimum is well above the critical value used to construct the concentrated S-set. Similarly, for models CRRA-2, CRRA-3, and CRRA-4, the S-sets are null, indicating that there are no parameter values consistent with the overidentifying conditions, the same conclusion as is reached using the conventional J statistic. However, when the Ž . second lags are used as instruments Figure 3 for CRRA-5; CRRA-6 is similar , the conventional confidence ellipse and the S-sets have no points in common; the S-sets are much larger, and the degree of risk aversion is greater. Among the CRRA models with monthly data, the S-set and standard GMM inferences agree most closely when only stock returns and consumption growth are used as Ž . Ž instruments CRRA-7 . When both stocks and bonds are priced CRRA-8 and . CRRA-9 , the two-step J-statistic fails to reject but the S-sets are null. When second lags are used as instruments, the S-set differs sharply from the seemingly precise GMM confidence ellipse. The differences between conventional GMM inferences and those based on the S-sets are dramatic for the habit formationrdurability models. Although the J statistic suggests that models HrD-1, HrD-2, and HrD-3 are rejected at the 10% level, the 90% S-sets are nonempty; in fact they contain a large set of Ž parameters and are disjoint with the standard GMM confidence sets see Figure  . 4 for HrD-1; HrD-2 is similar . Although HrD-4 is not rejected at the 10% level using the J-statistic, the S-sets and standard GMM ellipses for HrD-4 differ sharply. With only second lags as instruments the S-sets are somewhat Ž . larger. Comparing the S-sets for HrD-1 and HrD-5 Figures 4 and 5 , which use comparable sets of instruments, reveals that the annual data are consistent with habit formation while the monthly data are consistent with durability. This Ž . Ž accords with the theoretical results in Heaton 1993 although his functional . form differs , but this is not revealed by the two-step GMM point estimates, which suggest durability in both the monthly and annual data.
Conventional and S-set inferences also disagree for the Epstein-Zin preferences. The only non-null S-sets obtain using second lags as instruments. For the Ž . long instrument list in EZ-4 Figure 6 , the S-sets are consistent with moderate Ž . Ž . Ž and high levels of risk aversion the coefficient of relative risk aversion in the . EZ model is 1 y q ␥ . The S-sets for s 1 in models EZ-2 and EZ-4 are nonempty, indicating that these data are in fact consistent with the CRRA model, the opposite conclusion as reached using the standard GMM Wald statistic.
These results reveal several symptoms of weak identification. Conclusions based on the J statistic evaluated using the two step and continuous updating Ž . objective functions often differ e.g. CRRA-5, CRRA-6 . The two-step point estimates are sensitive to instrument choice even in models for which the Ž . two-step J statistic does not reject e.g. CRRA-5, CRRA-6, or EZ-1 and EZ-2 .
Ž . The continuous updating estimates not tabulated here to save space often differ substantially from the two-step estimates, and in some cases tended towards arbitrarily large values. Importantly, the S-sets and conventional GMM confidence sets typically disagree, even when the J statistic does not reject. These observations lead us to conclude that the inferences based on conventional GMM methodology are unreliable. The S-sets lead to different substantive conclusions than the conventional GMM analysis. The S-sets generally indicate greater degrees of risk aversion than found using conventional GMM. Although such high risk aversion might seem counterintuitive, these results are consistent with the view, recapitulated in Ž . Campbell, Lo, and MacKinlay 1997, Ch. 8.2 , that very high risk aversion is needed to resolve the equity premium puzzle. Among the specifications in which both stocks and bonds are priced and first lags are used as instruments, the only models for which the S-sets are nonempty are habit formationrdurability models. In the annual data, these sets suggest habit formation, but in the monthly data, they suggest durability. For Epstein-Zin preferences, the only nonrejected specifications have second lags as instruments, and the associated S-sets provide little evidence against the CRRA specification in favor of Epstein-Zin preferences.
DISCUSSION AND CONCLUSIONS
From a methodological perspective, it is noteworthy that the empirical conclusions based on the S-sets and conventional GMM analysis differ. The puzzling Epstein-Zin conventional GMM point estimates in the nonrejected models are less puzzling when viewed in the context of the S-sets. Using conventional GMM, the habit formationrdurability model is largely rejected, or the point estimates are nonsensical from an economic perspective, but using S-sets these models are often not rejected and the confidence sets are consistent with risk aversion. Generally speaking, the S-sets point to higher degrees of risk aversion than suggested by the conventional GMM analysis. These differences underscore the importance of using procedures that are robust to the problem of weak identification in Euler equation estimation.
The weak-identification asymptotic theory developed here might be extended Ž . in several ways. Although is assumed to be a martingale difference t 0 Ž . sequence, if instead is integrated of order zero and autocorrelated, then t 0 the efficient estimator would use a heteroskedasticity and autocorrelation consistent covariance matrix. The extension to the autocorrelated case is conceptually straightforward as long as Assumptions A᎐D are satisfied. Another extension is to develop approximations to the distributions of statistics testing q linear restrictions on when the instruments are weak. This is relevant for understanding distortions of sizes of tests and coverage rates of conventional confidence intervals. An explicit asymptotic representation of the likelihood ratio statistic for q s K has been provided, and the specialization to q -K is conceptually straightforward. The extension to Wald statistics and conventional standard errors appears to be more difficult. Although explicit limiting represen-Ž Ž . tations for Wald statistics can be obtained in some special cases e.g. when t . is a finite order polynomial in , in the general GMM problem with arbitrary nonlinearities it appears that additional assumptions are needed. This extension is left for future work.
Although some tools for inference robust to weak identification have been developed in this paper, here too work remains to be done. For example, as discussed in Section 2.4, the interpretation of the S-sets can be complicated because they jointly test s and instrument validity. It would be useful to 0 have a method for constructing confidence sets that are robust to weak identifi-Ž . Ž . cation, conditional on model instrument validity. Staiger and Stock 1997 and Ž . Wang and proposed such methods in the linear case, but these do not extend naturally to nonlinear models. It also would be useful for a researcher to have a statistical measure of whether she faces weak identification in a particular application. In general this depends on the global properties of Ž . X Ž . Ž . X Ž . ␣ ␣ , an unobserved function. Outside of the linear case, where ␣ ␣ is quadratic, there are no extant methods for reliable inference about this function directly. The development of a simple and reliable statistic to detect weak identification remains an open challenge.
This analysis nevertheless points to several symptoms of weak identification that can be readily detected in empirical work. One such symptom is that the objective function is clearly nonquadratic and has plateaus or ridges that are not Ž . far in terms of LR statistics from its minimum value, as seen in Figures 3 and  4 . A second, related symptom is that S-sets and conventional GMM confidence sets have substantial areas of disagreement. A third symptom is obtaining substantially different point estimates and inferences using GMM estimators that, under the conventional theory, are asymptotically equivalent. A fourth symptom is when a Monte Carlo study of a model calibrated to the empirical problem at hand yields economically significant biases in GMM point estimates and size distortions in LR and J statistics. If such symptoms are present, a diagnosis of weak identification is appropriate, and it is prudent to report S-sets in addition to, or instead of, conventional GMM statistics. Go¨ernment, 79 J.F.K. St., Har¨ard Uni¨ersity, Cambridge, MA 02138, U.S.A. and Board of Go¨ernors of the Federal Reser¨e System, Washington, D.C. 20551, U.S.A. Manuscript recei¨ed June, 1997; final re¨ision recei¨ed June, 1999 .
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APPENDIX A PROOFS OF THEOREMŜ
'
Before proving the theorems, it is shown that ␤ is T -consistent for ␤ . 
