A Delphi process is a structured multi-step process that uses a group of experts to achieve a consensus opinion. We present the results of three Delphi processes to identify topics that are important and difficult in each of three introductory computing subjects: discrete math, programming fundamentals, and logic design. The topic rankings can be used to guide both the coverage of standardized tests of student learning (i.e., concept inventories) and can be used by instructors to identify what topics merit emphasis.
INTRODUCTION
Developing tools for assessing student learning in computing is known to be a difficult task with a potentially large payoff [9] . Tool development faces the dual challenge of generality and reliability. If we can, however, develop learning assessment tools that are broadly applicable and enable educators to easily and reliably compare different instructional approaches, we can develop best practices for teaching computing. Furthermore, such assessment tools can motivate curricular improvements, as they permit educators to compare the effectiveness of their current approaches with these best practices.
The potential for good assessment tools is clear from the impact of the Force Concept Inventory (FCI), a multiplechoice test designed so that students must choose between the Newtonian conception of force and common misconceptions. In the last two decades, the teaching of introductory college physics has undergone a revolution that has been both motivated and guided by the FCI [10] . The FCI demonstrated that even students who had excelled on conventional examinations failed to answer the simple, conceptual ques-tions on the FCI correctly. This failure exposed fundamental flaws in instruction. The results of administrations of the FCI to thousands of students led physics instructors to develop and adopt "interactive engagement" pedagogies [7] . Due to the impact of the FCI, "concept inventory" (CI) tests are being actively developed for a number of science and engineering fields (e.g., [4] ).
Unfortunately, there remains a notable lack of rigorous assessment tools in computing. As a result, there is currently no way to rigorously compare the impact on student learning of the broad range of creative practices developed by the computing education community.
We hope to help replicate the physics education revolution in computing education through the development of CIs for computing courses. We are currently working toward CIs in three introductory subjects: programming fundamentals (CS1), discrete mathematics, and logic design. We are following the same four-step process used by other developers of CIs [4] .
Setting the Scope:
A CI is typically administered as both a pre-test at the beginning of a course and a post-test at the end, to measure the "gain" resulting from instruction, on a select subgroup of representative topics. It is important to emphasize that a CI is not intended to be a comprehensive test of all significant course topics. As a result, the scope of the test must be determined carefully to include an indicative subset of course topics that are important and that distinguish students who have a strong conceptual understanding from those who do not.
Identifying Misconceptions:
Students should be interviewed to determine why they fail to understand key topics correctly. These interviews should identify students' misconceptions about these topics. Previous work suggests that only students can provide reliable information about their misconceptions [3] .
3. Develop Questions: Using data from Step 2, CI developers construct multiple-choice questions whose incorrect answers correspond to students' common misconceptions.
Validation:
The CI should be validated through trial administrations. In addition, the reliability of the CI should be analyzed through statistical methods.
In this paper, we report our progress on Step 1 above, for each of the three computing subjects we are focusing on. Because we seek to develop CIs that are widely applicable, we sought the opinions of a diverse group of experts using a Delphi process (described in Section 2), an approach used to develop some previous CIs [6, 13] .
We present our results in Section 3. For each of our three subjects, our experts identified between 30 and 50 key topics. They rated the importance and difficulty of each topic for an introductory course on the subject, with consensus increasing (as demonstrated by decreasing standard deviations for almost all topics) throughout the multi-step Delphi process. From these results, we were able to identify roughly ten topics per subject that achieved consensus rankings for high importance and difficulty.
THE DELPHI PROCESS
A Delphi process is a structured process for collecting information and reaching consensus in a group of experts [2] . The process recognizes that expert judgment is necessary to draw conclusions in the absence of full scientific knowledge. The method avoids relying on the opinion of a single expert or merely averaging the opinions of multiple experts. Instead, experts share observations (so that each can make an more informed decision) but in a structured way, to prevent a few panelists from having excessive influence as can occur in round-table discussions [11] . In addition, experts remain anonymous during the process, so that they are influenced by the logic of the arguments rather than the reputations of other experts.
For each of the three computing subjects, we used the Delphi process to identify key topics in introductory courses that are both important and difficult for students to learn. Specifically, we sought a set of key topics such that if a student fails to demonstrate a conceptual understanding of these topics, then we could be confident that the student had not mastered the course content. These key topics would define the scope of each CI.
Because the quality of the Delphi process depends on the experts, we selected three panels of experts who had not only taught the material frequently, but who had published textbooks or pedagogical articles on these subjects. Within each panel, we strove to achieve diversity in race, gender, geography, and type of institution (community college, fouryear college, research university). Clayton [1] recommends a panel size of 15 to 30 experts. Our panel sizes were 21 for discrete math, 20 for programming fundamentals, and 20 for digital logic. Our Delphi process had four phases.
Phase 1. Concept Identification:
We asked each expert to list 10 to 15 concepts that they considered both important and difficult in a first course in their subject. For each course, the experts' responses were coded independently by two or three of us, and we constructed topic lists to include all concepts identified by more than one expert. The reconciled lists of topics were used for subsequent phases.
Phase 2. Initial Rating:
The experts were asked to rate each topic on a scale from 1 to 10 on each of three metrics: importance, difficulty, and expected mastery (the degree to which a student would be expected to master the topic in an introductory course). The third metric was included because some concepts identified in Phase 1 might be introduced only superficially in a first course on the subject but would be treated in more depth in later courses; these concepts would probably be inappropriate to include in a concept inventory. We found that expected mastery was strongly correlated (r ≥ 0.81) with importance for all three subjects. Thus we dropped the expected mastery metric from Phase 3 and Phase 4.
Phase 3. Negotiation:
The averages and inner quartiles ranges (middle 50% of responses) of the Phase 2 ratings were calculated. We provided this information to the experts, and we asked them to rate each topic on the importance and difficulty metrics again. In addition, when experts chose a Phase 3 rating outside the Phase 2 inner quartiles range, they were asked to provide a convincing justification for why the Phase 2 range was not appropriate.
Phase 4. Final Rating:
In Phase 4, we again asked the experts to rate the importance and difficulty of each topic, in light of the average ratings, inner quartiles ranges, and anonymized justifications from Phase 3. We used the ratings from Phase 4 to produce the final ratings.
RESULTS
In this section, we report on the mechanics of the Delphi process, which were similar for each of the Delphi processes. Then, in Sections 3.1, 3.2, and 3.3, we present the results of and our observations about the three Delphi processes we conducted: programming fundamentals, discrete math, and logic design, respectively. Due to space constraints, we present only a summary of the complete results available in our technical report [5] .
We found it rather straight-forward to reconcile the suggested topics into a master lists. As an example, the topic suggestions "Binary numbers, 2 
's complement", "Two's complement representation", "Unsigned vs. Signed numbers", "The relationship between representation (pattern) and meaning (value)", and "Signed 2's complement representation"
were synthesized into the topic "Number Representations: Understanding the relationship between representation (pattern) and meaning (value) (e.g., two's complement, signed vs. unsigned, etc.)," which we abbreviate here, for space reasons, as Number Representations. Notably absent from the assembled topic lists in all three subjects were any topics our experts ranked as both "non-important" and "non-difficult," as can be seen graphically for the programming fundamentals topics in Figure 1 .
We found that the Delphi process was, in fact, useful for moving toward a consensus. The standard deviations of the responses decreased for almost all topics during each step of the Delphi process. Specifically, 62 out of 64 (programming fundamentals), 71 out of 74 (discrete math), and 90 out of 92 (logic design) standard deviations for the ratings decreased from Phase 2 to Phase 4. Typically, this consensus was achieved when the experts adjusted their rankings modestly. Most (88%) ratings changed by 2 points or less between step 2 and step 4 (no change: 32%, change by 1: 38%, 2: 19%, 3: 7%, 4: 3%, 5+: 2%).
From the importance and difficulty ratings, we computed a single metric with which to rank the topics. We ended computing an overall ranking using the distance for each topic from the maximum ratings (importance 10, difficulty 10), the L 2 norm, but found both the sum and product of the two metrics to provide an almost identical ranking. In the tables that follow, we highlight (using boldface) the top N topics by this ranking, selecting an N near 10 such that there is a clear separation between the two groups of topics.
Interestingly, we found the ranking computed during Phase 2 of the Delphi process to quite accurately predict the top ranked topics in later phases. For example, in logic design, 10 of the top 11 ranked topics were the same for both Phase 2 and Phase 4. While the average importance and difficulty ratings changed significantly in some cases -0.5 to 1.0 point shifts are not uncommon -these shifts occurred predominantly in the topics that made up the middle of the rankings.
Programming Fundamentals (CS1) Results
Finding consensus on the most important and difficult concepts for a CS1 course is inherently challenging because of the diversity of approaches in languages (e.g., Java, Python, Scheme), pedagogical paradigms (e.g., objects-first, objectslate), and programming tools used. These factors influence the perceptions of topics that are important and difficult.
In soliciting volunteers, we contacted experts with a variety of backgrounds and experience, placing no emphasis on a specific language, paradigm, or environment. In Phase 1, experts were asked to identify the languages they are teaching (and have taught with) and the development environments they use. The majority cited object-oriented languages, which is reflected in the strong representation of procedural and object-oriented topics in Figure 2 .
Indicated in bold in Figure 2 are the top 11 topics using the ranking described in Section 3. Despite the objectoriented influence, only one of these 11 topics is exclusively related to object-oriented paradigms or languages. This result implies that a programming fundamentals inventory based on the other 10 topics could be broadly applicable.
Topics with a weak consensus (those with a large standard deviation, 1.5 or greater) for importance are of two types: outlier or controversial. Outlier topics (e.g., TYP, PVR, REC, see Figure 2 ) have a strong consensus with most experts but include one or two strongly dissenting rankings. Language differences is a common reason given for dissent, when one is given.
Controversial topics such as inheritance (INH) and memory models (MMR) have agreement around two ratings rather than a single rating. This controversy can be seen in the following expert explanations for inheritance: Many other comments related to language differences as a factor. For example, one expert noted that the primitive vs. reference variables (PVR) topic was not meaningful for Python, where "there are no value variables." Given such language and paradigm differences, we are discussing the merits of creating topic-specific sub-inventories, as complements to a "universal" CI.
Discrete Math Results
Our Delphi results, shown in Figure 3 , comport with the organization and coverage of core Discrete Structures concepts in the ACM Computing Curricula 2001 (CC2001) [14] . In general, the topics obtained in Phase 1 partitioned into the areas labeled "core topics DS1-DS6" in CC2001. In addition, our experts suggested topics related to algorithms. These algorithmic topics are absent from the Discrete Struc-tures portion of CC2001 and from the subsequent SIGCSE Discrete Mathematics Report [8] .
After Phase 4, nine of the ten top ranked topics (using the L 2 norm described in Section 3) are included in the CC2001 Discrete Structures core. The tenth, "order of growth," is a CC 2001 core Algorithms topic, but appears to be frequently covered in discrete math courses -at least those taught for computing students -in preparation for other introductory computing courses.
The experts agreed on the importance and difficulty of reasoning skills in a discrete math course: they rated all four topics in the Proof Techniques category among the top ten. In particular, "proof by induction" was rated as the most important and the third most difficult of the 37 topics. Two closely related topics "recursive definitions" and "recurrence relations" were also ranked among the top 10 ranked topics.
Topics in the Algorithms and Discrete Probability categories had the least consensus (largest standard deviation) in their importance ratings. The inclusion of these topics depends on the context of the discrete math course in the local computer science curriculum: these topics may be assigned instead to other courses in the curriculum. All topics in Algorithms received high ratings on difficulty but low ratings on importance for a first course in discrete math.
Logic Design Results
The data collected via the logic design Delphi process can be found in Figure 4 . For the most part, we found that importance rankings had higher standard deviations -largely attributable to differences in course coverage -than the difficulty rankings. A notable exception was the high standard deviation for the difficulty of "Number Representations," where some faculty asserted that their students knew this material coming into the class, whereas others found their students having some trouble. This result is perhaps attributable to differences in student populations between institutions.
When a significant change in the mean occurred between Phases 3 and 4 (as identified below), we could attribute it to expert comments from one of the following five classes:
No longer important: Some topics in many logic design courses were introduced when the dominant means of building digital systems was composing medium-scale integration (MSI) chips. Topics specific to that design style (8, 9, 10, 14, 17, 23) were argued as no longer important for targeting modern implementations (VLSI or FPGA).
Not important in a first course:
The rated importance for topics 6, 10, 16, 22, 28, 36, 41-43, 45, 46 decreased as (in some cases multiple) experts argued that these topics were not appropriate for a first course, in spite of their overall importance.
Important for future learning: Two topics (11, 32) increased notably in importance when experts argued that they were important for developing thinking and in preparation for "the next level of digital logic design," respectively.
Asserted to be hard: Consensus difficulty levels increased for a number of topics (6, 7, 11) when experts asserted they were subtle or challenging for students.
Solvable by rote:
An expert argued that topics 12 and 24 were not difficult, as a rote method for solving them could be taught. 
CONCLUSIONS AND IMPLICATIONS
We believe that a revolution in the way that computing is taught will not occur until educators can clearly see the concrete benefits in student learning that new pedagogies offer. To build learning assessment tools that are sufficiently general to apply to the broad range of curricula and institutions in which computing is taught, it is necessary to identify a representative set of topics for each course that are both undeniably important and sufficiently difficult that the impact of pedagogical improvement can be measured. This paper documents an effort to identify such a set of topics through a Delphi process, where a consensus is drawn from a collection of experts through a structured, multi-step process. From this process, we identified roughly ten topics for each of programming fundamentals (CS1), discrete math, and logic design. These results provide guidance of where we (and others) should focus efforts for developing learning assessments and can also be used by educators as guidance on where to focus instructional effort. While the consensus importance ratings may be taken at face value (i.e., faculty are unlikely to use an assessment tool that focuses on topics they deem as unimportant), the difficulty ratings should be taken with a grain of salt. If nothing else can be learned from the force concept inventory, it showed that many teachers have an incomplete (at best) understanding of student learning. As such, in the next step of our concept inventory development, we plan to validate the difficulty ratings asserted by our experts through student interviews and, in so doing, wholly expect that some topics that our experts ranked as easy will, in fact, be rife with student misconceptions. As part of this work, we hope to contribute to the literature of computing misconceptions where it exists (programming fundamentals, e.g. [12] ) and develop one where there is little prior work (discrete math, logic design).
