Abstract-Even though the importance of the local monotonicity property for function approximation problems is well established, there are relative few investigations addressing issues related to the fulfillment of the local monotonicity property in Fuzzy Inference System (FIS) modeling. We have previously conducted a preliminary study on the local monotonicity property of FIS models, with the assumption that the extrema point(s) (i.e., the maximum and/or minimum point(s)) is either known precisely or totally unknown. However, in some practical situations, the extrema point(s) can be known imprecisely (as an interval or a fuzzy set). In this paper, the imprecise information is exploited to construct an FIS model that fulfills the local monotonicity property. A procedure to estimate the extrema point(s) of a function is devised. Applicability of the findings to a datadriven modeling problem is further demonstrated.
I. INTRODUCTION
A search in the literature reveals that recent studies on Fuzzy Inference System (FIS) modeling are mainly focused on issues related to the fulfillment of theoretical properties, i.e., monotonicity [1] [2] , robustness [3] [4] , continuity [5] , and local monotonicity [6] [7] . The main emphasis of this paper is on the local monotonicity property of a single-input function. Consider a single input function, =f , that fulfills the condition of local monotonicity between its output, y, with respect to , within a universe of discourse. If an FIS model fulfills the local monotonicity property between and within the upper and lower bounds of x (denoted as and , respectively), where the limit between the upper and lower bounds is a subset of the universe discourse, monotonically increases or decreases as increases,
i.e., or respectively for , within the limit. The concept of the local monotonicity property and the importance of this line of study have been highlighted in the recent studies on signal processing [8] [9] [10] . Indeed, a number of local monotonicity preserving techniques, which include local monotonicity regression [8] , multidimensional local monotonicity [9] , and local monotonicity diffusion [10] , have been proposed for a variety of signal processing applications. However, a search in the literature reveals that the study on the local monotonicity property of FIS models is still new.
In our previous studies [6] [7] , some preliminary investigations on the local monotonicity property of FIS models have been reported. In [6] , the local monotonicity property has been exploited as an additional piece of qualitative information for FIS modeling. The extrema point(s) (maximum and/or minimum point (s)) of an FIS model is assumed to be known precisely [6] . In [7] , the use of an optimization-based similarity reasoning scheme to problems that involve the local monotonicity property has been demonstrated. We have developed a procedure to estimate the trend (static, increasing, or decreasing) of a function, and to record the number of changes in the respective trend [7] . Such an approach is useful when the extrema point(s) is unknown. In this paper, we further extend our previous studies in [6] [7] to handle situations whereby the extrema point(s) of a function is known imprecisely, instead of precisely known or totally unknown.
The aim of this paper is to study a general approach to construct an FIS model that is able to preserve the local monotonicity property. Instead of assuming the extrema point(s) (i.e., the maximum and/or minimum point(s)) to be known precisely or unknown totally, it is assumed that the extrema point(s) is known imprecisely. This imprecise information is exploited as additional qualitative information for FIS modeling. In this paper, two new approaches (i.e., interval-based and fuzzy set-based) to model the extrema point(s) of a function, is firstly proposed. It is worth mentioning that the interval-based approach is a special case of the fuzzy set-based approach. Such modeling is useful because real-world data are often imprecise, owing to a number of reasons, e.g. missing data, instrument noise, measurement and approximation error in computational models.
A procedure to estimate the extrema point(s) of a function is further devised. With the devised procedure, the estimated extrema point(s) is obtained. The degree or membership of the estimated extrema point(s) to satisfy an interval-based and/or fuzzy set-based model is further obtained. Such information allows an FIS model to be constructed with an optimization-based FIS modeling technique (e.g., a Genetic Algorithm (GA)-based FIS model). We demonstrate the applicability of the proposed approach to a data driven problem. A simple GA is used to optimize an FIS model so that it is able to best fit a set of data, while satisfying the additional qualitative information. In short, this paper constitutes a new approach that exploits the extrema point(s) (which is known imprecisely) as an additional piece of qualitative information for FIS modeling.
This paper is organized as follows. In Section II, the concept of the extrema point is explained. The intervalbased and fuzzy set-based approaches to modeling of the extrema point are then introduced. In Section III, a procedure to estimate the extrema point(s) for a function is proposed. In Section IV, a GA-fuzzy model is presented to illustrate the usefulness of the proposed approaches. In section V, the experimental procedure and the results are presented. Finally, concluding remarks are presented in section VI.
II. INTERVAL-BASED AND FUZZY SET-BASED APPROACHES TO MODELING OF THE EXTREMA POINT(S)

A. Maximum and minimum points of a function
The maximum and minimum points of a function, or collectively known as the extrema points (denoted as in this paper) are the largest and smallest values that the function takes at a point either within a given neighborhood (local extrema) or for the function in its entirety (global extrema). A function, with the universe of discourse [0, ] as illustrated in Fig. 1 , is considered. The maximum point is , and the minimum point is . The extrema points are , , where , . In this paper, the extrema points are the points where the function changes its trends, i.e., from monotonically increasing to decreasing, or vice versus. 
B. Interval-based approach
In this section, we hypothesize that the extrema point(s) is known imprecisely as an interval, i.e., [ , ] , as depicted in Fig. 2 . A function with the extrema point(s), i.e., , is said to satisfy the criteria if ; hence, 1, else 0. 
C. Fuzzy set-based approach
It is also possible to represent imprecise information as a fuzzy set [11] . Instead of a crisp state (such as an interval), a continuous state may be meaningful; hence, 0 1 . As an example, a triangular membership function, i.e., ; , , , is shown in Fig. 3 . 
III. ESTIMATION OF THE EXTREMA POINT OF A FUNCTION
In this section, a procedure to estimate the extrema point(s) of a function is proposed. The proposed procedure is summarized in Fig. 4 . The procedure considers a function with its handler (i.e., @ ), a lower bound ( i.e., ), an upper bound ( i.e., ), and a pre-determined grid size ( i.e., . The procedure returns a ( 1 ) matrix (i.e., ), where is the count of the extrema point(s), and is a list of the estimated extrema point(s). 
A. An example
As an example, a sinusoidal function, i.e. , as shown in Fig. 5 , is considered. We set 1, 5, and 0.01. [1, 5] Using the proposed procedure in Fig. 4 , the number of the extrema point(s) recorded is =3, and the estimated extrema points obtained are 1 1.57, 2 3.14, and 3 4.79. We further consider that additional qualitative information with respect to the extrema point(s) is available imprecisely, either from reliable data, theory, or expert's knowledge. With the interval-based approach, consider that additional information that the second extrema point, i.e., 2 , is within the range of 2 to 4, as shown in Fig. 6(a) . In other words, 2 2 4 is true. Based on the procedure in Figure 4 , 2 3.14 ; hence, 3.14 1. With the fuzzy set-based approach, assume that the additional information related to 2 is provided. It is known that 2 should be "about three", or is represented by a triangular membership function with parameter [2, 3, 4] , as shown in Fig. 6(b) . Hence, 3.14 0.86. 
A. An optimization-based FIS model
In general, an optimization-based FIS model adopts a search procedure to search for a set of , such as the FIS model, ; , is able to describe the model appropriately [12] [13] , e.g., with the lowest mean square error (i.e., with a good precision), or with good interpretability. Usually, the FIS model needs to be optimized by using an objective function, . A number of (multi-objectives) optimization methods exist, e.g., GAbased, derivative-based optimization, as well as memeticbased approaches can be adopted. Among them, the GAbased approach is a popular method for optimizing an FIS model [12] [13] .
A data-driven FIS model is equipped with the ability to learn from a set of data samples. Consider a system identification problem that attempts to determine a mathematical model (i.e., an FIS model) for an unknown system by observing input-output data pairs, , , 1, 2,3, . The problem can be summarized in 4 steps [13] : (1) Specify and parameterize a class of mathematical models, e.g., an FIS model, i.e., ; , that represents the system to be identified. (2) Perform parameter identification to choose a set of that best fits the data set, , ;
Conduct a validation test to evaluate whether the model has been identified correctly for the problem under scrutiny in accordance with the test data set; (4) Terminate the procedure once the validation test is satisfactory. Otherwise, go back to step (1).
B. The Proposed Formulation
For the interval-based approach, we formulate FIS (denoted as ) modeling as an optimization problem, as follows. Minimize ; subject to 1 and where is an integer greater than or equal to zero that indicates the number of extrema point(s).
For the fuzzy set-based approach, the proposed formulation is viewed a dual-objective optimization problem, as follows. Minimize
; and Maximize subject to
The following transfer function is considered to allow the optimization problem to be solved with the GA.
0
(1)
C. GA implementation
In this paper, the GA is used to minimize the following objective function:
(2) where is a positive constant. As illustrated in Fig. 7 , the GA is used to search for a set of , such that ; best fits the objective function. 
V. AN EXPERIMENTAL STUDY
In this section, we demonstrate the applicability of the proposed approaches as a kernel smoother [8] to estimate a noisy quadratic function. The resulting function should be smooth, and the local monotonicity property should be satisfied. Some additional qualitative information such as the extrema point is included to aid the modeling process. The results are useful for nonlinear smoother designs [8] , which exist in many function approximation problems. Besides that, preserving the local monotonicity property is also important in many signal processing [8] , image processing [9] , and video processing [9] tasks.
A. A Simulated Example
A quadratic function, i.e., with the universe of discourse between -0.5 and 0.5 is considered. It is an example of a local monotonic function. The number of changes in the trend and the extrema point(s) are exploited as additional qualitative information to aid the modeling process. Table I shows the data samples used for the simulation. Data set 1 consists of clean data samples with no error. For Data set 2, errors (noise) are included. ; , , where 1,2,3, , . Note that , , and , are elements of . As explained in Section IV (A), an optimization-based FIS model is to be constructed. The GA is used as the optimization tool. The parameter setting for the GA simulation is summarized in Fig. 8 . In this paper, we evaluate four conditions, i.e., (1) with the error function only; (2) with the error function and with the extrema point known precisely (the approach in [6] ); (3) with the error function and the interval-based approach; (4) with the error function and the fuzzy set-based approach. In the simulation, an interval parameterized by e and e , where e 0.2 and e 0.2, is used. A fuzzy set, where e 0.2, e 0 , and e 0.2, is adopted to evaluate the proposed fuzzy set-based approach.
C. Simulation results
The experimental results are summarized in Table II . With the error function only, the error rates are 0.0019 and 0.5636 for Data sets 1 and 2, respectively. Fig. 9 depicts a plot of versus with Data set 2. It can be observed that the local monotonicity property is not fulfilled, as we only expect one extrema point. Now, we examine the proposed approach with 100. Based on the method in [6] , FIS models with error rates of 0.0448 and 1.5646 (depicted in Fig. 10 ) are obtained for Data sets 1 and 2, respectively. In these simulations, we assume that the extrema point is known exactly (i.e., while 0). By forcing the extrema point to 0 and the number of extrema point to be 1, the error rate increases. As an example, for Data set 2, the error rate increases from 0.5636 to 1.5646 with the method in [6] . It is, however, worth mentioning that the result from the method in [6] is more meaningful, as it is able to satisfy the local monotonicity property. With the proposed interval-based approach, better error rates are obtained, i.e., 0.0052 and 1.1969 for Data sets 1 and 2, respectively. In both simulations, 1; hence the estimated extrema point is able to satisfy the provided criteria. Fig. 11 (a) and 11 (b) show the plots of versus , for Data sets 1 and 2, respectively. Both simulations give better errors than those from the method in [6] . This is because with the interval-based approach, more feasible solutions are allowed. The extrema point is to be of an interval, instead of a fixed point. As shown in Fig. 11(a) and 11(b) , the extrema point is shifted to produce a better error rate. Data set 1 ( Fig. 11 (a) ) and Data set 2( Fig. 11 (b) )
With the proposed fuzzy set-based approach, the error rates obtained are 0.0528 and 1.8064 for Data sets 1 and 2, respectively. In both simulations, 1; hence the estimated extrema point is able to satisfy the provided criteria. Both simulations give larger error rates than those from the method in [6] . This is owing to the high setting (i.e., 10000), which forces the GA to focus on the point 1. Fig. 12(a) and 12 (b) show the plots of versus , for Data sets 1 and 2, respectively.
12(a)
12(b) Fig. 12 : Plot of versus with the proposed fuzzy set-based approach for Data set 1 ( Fig. 12 (a) ) and Data set 2( Fig. 12(b) )
D. Variation of w
In order to evaluate the trade-off between the error rate and , we further study the variation of w, i.e., setting 0.25, 0.50, 0.75, 1.00, 2.00 .A summary of the experimental results for the intervel-based approach with Data set 2 is presented in Table III . As can be observed in Table III , is allowed to be an interval, instead of a fixed value. As an example, when w=0.25, the best FIS model is associated with 0.15, and 1.00. Fig. 13 shows the best FIS models generated with various w settings. A summary of the experimental results for the fuzzy setbased approach with Data set 2 is presented in Table IV . Fig. 14 shows the best FIS models generated with =0.25, 0.50, 0.75, 1.00, and 2.00. As can be observed in Table IV, is allowed to be an interval (i.e., 0.2 and 0.2), instead of a fixed value. As an example, when w=0.25, the best FIS model is associated with 0.01 , and 0.95. In short, with the proposed interval-based approach, an extrema point (i.e., ) is allowed to be an interval, instead of a fixed value. The interval-based approach allows the extrema point to be an interval with the same . With the fuzzy set-based approach, an extrema point is allowed to be an interval too. However, it is preferred if the extrema point falls under the region where 1. Fig. 15 depicts a plot of versus with the proposed fuzzy setbased approach for Data set 2 with 0.25. Note that 0.01 and 0.95 . The curve is slightly shifted to the left, but with the error rate equals to 1.3440, which is better than those from 0.50, 0.75, 1.00, 2.00, 10000. The shape of the curve is still very much preserved. This can be a useful model, even through does not equal to 0. 
VI. SUMARRY
In this paper, two new approaches, i.e. interval-based and fuzzy set-based, to FIS modeling with the local monotonicity property have been proposed. Instead of assuming the extrema point(s) to be either fully known [6] or totally unknown [7] , we consider the scenario that the extrema point(s) is known imprecisely, either as an interval or a fuzzy set. We further demonstrate the use of the proposed approaches to tackling problems relating to constructing FIS models from data (i.e., data-driven FIS modeling). The use of the interval-based and fuzzy setbased approaches allows additional qualitative information (i.e., the extrema point(s)), which is vague in nature, or known imprecisely, to be included as part of the modeling process. The simulation results demonstrate the usefulness of the proposed approaches in constructing FIS models that satisfy the local monotonicity property.
For future work, applicability of fuzzy optimization techniques [14] to FIS modeling with the local monotonicity property will be investigated. Besides that, the effectiveness of the proposed approaches with data samples from real environments will also be examined.
