Face photo-sketch synthesis often suffers from many problems, such as low clarity, facial distortion, contents loss, texture missing and color inconsistency in the synthesized images. To alleviate these problems, we propose a feature Encoder Guided Generative Adversarial Network (EGGAN) for face photo-sketch synthesis. We adopt the cycle-consistent generative adversarial network with skipped connections as the general framework, which can train the models for both sketch synthesis and photo synthesis simultaneously. The two generators can constrain each other. In addition, a feature auto-encoder is introduced to refine the synthetic results. The feature encoder is trained to explore a latent space between the photo domain and sketch domains, assuming that there exists a uniform feature representation for a photosketch pair. Instead of participating in the generation process, the feature encoder is only utilized to guide the training process. Meanwhile, the feature loss and the feature consistency loss between the fake images and real images from the latent space are calculated to prevent the important identity-specific information from missing and reduce the artifacts in the synthesized images. Extensive experiments demonstrate that our method can achieve state-of-the-art performance on public databases both in terms of perceptual quality and quantitative assessments.
I. INTRODUCTION
Face sketch synthesis is a task that aims at synthesizing sketches from the given face photos. It has been a crucial issue in digital entertainment and law enforcement [1] . For example, sketch, as an import artistic drawing style, is not available to most people. It always takes a few hours for an artist to draw a sketch for a person, while face sketch synthesis allows people to get a face sketch in one second. In addition, the sketches extracted from record videos or eyewitness descriptions can help with suspects identification. Face sketch synthesis can bridge the texture and style gaps between face photos and sketches. Converting the face images into the same domain can greatly improve the The associate editor coordinating the review of this manuscript and approving it for publication was Shaohui Liu. recognition rate. According to whether the training samples participate in the synthesis, the existing face sketch synthesis methods can be divided into two categories: data-driven methods and model-driven methods.
Conventional face sketch methods are mainly data-driven methods which are also known as exemplar-based methods. They generally work at the patch-level. They are often composed of two important issues: neighbor selection and reconstruction weight representation. Given an input test image, it is firstly divided into some odd-sized overlapping patches. For each test patch, K neighbor photo patches are searched from the training photos in the neighbourhood. From this, the K sketch patches corresponding to the searched photo patches are selected as the candidate sketch patches. The target sketch patch is synthesized as the linear combination of the K candidate sketch patches weighted by some VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ coefficients. The final sketch is obtained by stitching all the synthesized sketch patches. The exemplar-based methods are grouped into LLE based methods, Bayesian inference methods, and sparse representation based methods. Tang and Wang [1] , [2] , Wang et al. [3] firstly applied principal component analysis (PCA) [4] to compute the linear combination coefficients that are used to construct the target sketch by projecting the test photo onto the training photos. However, the linear assumption from facial photos to sketches does not hold. Inspired by Local Linear Embedding (LLE) [5] , Liu et al. [6] suggested learning a nonlinear mapping to reconstruct the sketch, which splits the facial photos into overlapping patches and learns the piecewise linear mappings. The K nearest neighbors are selected for each test patch and then the reconstruction weights are obtained by applying minimum reconstruction error. Song et al. [7] explored a realtime sketch synthesis method that refines the synthesized results by introducing an image denoising method. These methods are based on the assumption of manifold consistency. However, the assumption is too strict.
The Bayesian inference methods include Embedding Hidden Markov Model (E-HMM) based methods and Markov Random Field (MRF) based methods. Zhong et al. [8] , Gao et al. [9] proposed a model to explore the nonlinear relationship between the photos and sketches using E-HMM, and to generate the final pseudo-sketch utilizing a selective ensemble strategy from a series of generated pseudo-sketches. Reference [10] introduces MRF to model the relationship between adjacent patches and obtains effective performance. However, the MRF method cannot generate new patches that are not in the training database. To alleviate the problems, [11] designs a weighted MRF model (MWF) that generates a target sketch patch by weighting K neighbors, transforming the MRF problem into a convex quadratic problem. Reference [12] segments the face images into super-pixels instead of squared patches to preserve the facial structure. Reference [13] accelerates the neighbors searching using random sampling patches offline and calculates the reconstruction weights under locality constraints.
Instead of selecting K neighbors from the training data, sparse representation based methods [14] - [18] select some atoms from a pre-trained dictionary to linearly synthesize the target face sketch patches. Reference [14] trains multiple dictionaries to synthesize the sketches, assuming that the sparse coefficients are the same in the photo and sketch domains. Reference [15] adds the smooth constraints between the adjacent patches to reduce blocking artifacts. Reference [16] relaxes the sparse coefficients consistency assumption to a linear mapping assumption to learn more accurate representation coefficients. Reference [17] expands the local search region to the entire image using the same sparse coefficients, and the final sketch is obtained by MRF. Jiang et al. [19] proposed a method to learn the residual image by using a joint dictionary that preserves the local geometry structure of data space. Sparse representation based methods rely heavily on well-trained dictionaries, which may easily cause synthesize failure.
The data-driven methods could generate face sketches corresponding to the input photos. However, the data-driven methods require training data and a large number of complex computations in the synthesis process. Some important identity-specific information for face recognition, such as glasses, may be lost in the synthetic sketch because the information does not appear in the training samples. In addition, they work at overlapping patch-level, which is likely to result in blurs in the resulting images. The synthesized sketches often lack sketch textures.
The model-driven methods refer to learn the mapping between photos and sketches from the training photo-sketch pairs offline. After the mapping is learned, an input photo can be directly transformed into a sketch without searching in the training data. Wang et al. [20] locally learned the fixed linear mapping from photo patches to sketch patches and refined the high-frequency information using the same strategy. Support vector regression (SVR) is also applied to learn the high-frequency mapping from photos to sketches [21] . Zhang et al. [22] took the results of Generative Adversarial Network (GAN) as the initialization and combined the exemplar-based high-frequency results to refine textures as well as identity-specific information.
Thanks to the breakthroughs in deep learning techniques [23] - [30] , Convolutional Neural Networks (CNNs) have achieved great success in many computer vision tasks, including face sketch synthesis. Zhang et al. [23] learned the end-to-end nonlinear mapping from photos to sketches using a fully conventional network (FCN) which consists of six convolutional layers. But it also brings serious blurring effects and artifacts in the synthesized results. Recently, GAN [24] has proven its excellent ability in generating images. The GAN-based methods are widely applied in the image to image translation. Face photo-sketch synthesis can also be posted as an image-to-image translation [26] - [29] . Isola et al. [26] developed the first general framework for image-to-image translation for paired images using the conditional GAN (cGAN) [25] . CycleGAN [27] can translate images between domains with unpaired data. Wang et al. [31] used a back projection strategy to refine the GAN-based image-to-image translation results. Wang et al. [30] developed a photo-sketch synthesis method involving multiadversarial networks (PS2MAN). Chen et al. [32] proposed a semi-supervised framework for face sketch synthesis in the wild, which takes advantages both of exemplar-based methods and GAN. The model-driven methods can generate more realistic sketch textures than the data-driven methods. However, they suffers from facial deformations and many artifacts in the synthesized images. As shown in Fig. 1 , the problems are marked with red rectangular boxes.
In this paper, we propose a feature encoder guided cyclic GAN for face photo-sketch synthesis. Our work focuses on both face sketch synthesis and face photo synthesis. Thus, FIGURE 1. Sample results on photo and sketch synthesis. Top row: sketch synthesis. Bottom row: photo synthesis. There are many artifacts in the existed face photo-sketch methods, such as blur, texture missing, information missing, facial deformation and color inconsistency. Our results achieve the best visually pleasing performance.
the cyclic GAN framework is applied to learn the mappings from photo to sketch and from sketch to photo simultaneously. To alleviate the above problems existed in other methods, an additional feature encoder is introduced to refine the performance. For images of different styles with the same content, we assume that there exists a latent space where a pair of images in two different domains share the same feature representation. The feature encoder is used to encode the feature representation of an input image. Different from other encoder-based methods, our framework contains only a common encoder. It is not related to the synthetic process but only participates in the training process to guide the training of generators. Meanwhile, the feature loss and the feature consistency loss are defined based on the feature encoding. We attempt to minimum the feature representation difference between the generated image and the input image to preserve identity-specific information. Residual network [33] (Resnet) is utilized to build our encoder.
The contributions of this paper are mainly three folds: (1) A single feature encoder is introduced to learn the consistent feature representation of different style images. Different from other methods, the feature encoder is not related to the synthetic process, but only participates in the training process to help the generators to learn better models. It plays a role as an additional guide of training. (2) The feature loss and feature consistency loss are introduced in the overall loss function, which are critical to the preservation of identityspecific information in the synthesized results. Extensive experimental results have demonstrated the effectiveness of our proposed method. (3) We can get both sketches and photos via once training. To the best of our knowledge, our method can synthesize better visually pleasing sketches as well as photos than state-of-the-art methods, as shown in Fig. 1 .
The rest of the paper is organized as follows: Section II reviews the related works. Section III introduces the proposed model for face photo-sketch synthesis in details. Section IV presents the implementation detail. Section V shows the experimental results and comprehensive analysis of our proposed method. Conclusions are drawn in Section VI.
II. RELATED WORKS A. CONDITIONAL GENERATIVE ADVERSARIAL NETWORK
Generative Adversarial Network [24] is a great idea inspired by game theory. It consists of a generative model G for capturing the data distribution and a discriminative model D for estimating the probability of a sample comes from the training data rather than G. Both the generative and discriminative models are nonlinear mapping functions realized by multilayer perceptrons. GAN can learn a mapping from random noise vector z to output image y, G : z → y. The GAN can also be extended to a conditional model as conditional GAN (cGAN) [25] that learns a mapping from observed image x and random noise vector z to the output image y, G :
{x, z} → y. The generator G targets at generating outputs that cannot be distinguished from ''real'' images by the discriminator D, while D is trained to differentiate the ''fakes'' images generated by the generator. The objective loss of the cGAN can be expressed as:
where x, y ∼ p(x, y) is a image pair having the same content in different domains, z ∼ p(z) is random noise as in GAN [24] . G tries to minimize the objective loss against the adversarial D that tries to maximize it:
The cGAN has been developed in many different applications, such as image super-resolution, image blending and image-to-image translation. The pix2pix [26] is the first common framework that works on image-to-image translation for paired databases. It combines the loss of cGAN with the L1 regularization loss. The reason for using L 1 loss instead of L 2 loss is that L 1 loss can help reduce the blurring effect in the resulting images [34] . The L 1 loss is defined as:
B. IMAGE-TO-IMAGE TRANSLATION WITH CYCLIC LOSS
Although pix2pix method can produce impressive synthetic images, it has a major limitation that it works with the paired images. After that, CycleGAN [27] is proposed to work with unpaired images by introducing a self-consistency loss. CSGAN [29] adds a new loss called Cyclic-Synthesized loss to refine the results of CycleGAN. Inspired by the dual learning of natural language processing, DualGAN [28] also develops an unsupervised learning framework for imageto-image translation, which only relies on unlabeled image data. These methods can translate images forward as well as backward. Wang et al. [30] proposed a framework for photo-sketch synthesis involving multi-adversarial networks (PS2MAN). DiscoGAN [35] utilizes the same cyclic framework. In this cycle framework, there are two generators and two discriminators. G AB transforms images from domain A to B while G BA transforms images from domain B to A.
The two discriminators D A and D B are used to predict whether an image belongs to the domain. For a pair of G AB and D B , the adversarial loss function is similar to the single GAN. For another pair: G BA and D A , the adversarial mechanism is the same.
In addition, a cycle-consistency loss is designed to minimize the reconstruction error between the original image and the cycled image. The framework first translates an image of a domain to another and then translate it back to the original domain. For example, a → G AB (a) → G BA (G AB (a)). Obviously, there are two directions, thus the cycle-consistency loss is defined as:
it cannot do the reverse transformation. Assuming that there exists a latent feature space for the input data, however, GAN lacks the ability to map the input data to the latent space. To obtain this mapping, BiGAN [36] adds an encoder E to the original GAN framework. Meanwhile, Variational Auto-Encoders (VAE) [37] are also added to generator adversarial network to show its promise boost in image-to-image translation. Reference [38] is the first work to encode the training images into a latent space. Reference [39] provides a randomly drawn latent vector to the generator and then utilizes an encoder to recover the latent vector from the output image. Zhu et al. [40] achieved improved performance by combining these approaches. It enforces the connection between the latent encoding and the output in both directions jointly. VAE-GAN can generate better images than VAE or GAN alone.
Different from other works, a single encoder is introduced in our method and the encoding-features do not need to be fed to the generators for synthesis. The encoder is introduced to explore the uniform feature representation of the different domains.
III. THE PROPOSED METHOD
In this paper, we adopt the cyclic GAN framework which consists of two generators and discriminators for face photosketch synthesis. In addition, a feature encoder is introduced to explore the uniform feature representation for pairs of photo-sketch. Meanwhile, the proposed feature consistency loss and feature loss are added to the loss function to guide the training of generators. With the proposed losses, the generators can preserve the information of the input and synthesize more natural images.
Given a database X ∈ {p i , s i } N i=1 , it consists of N image pairs from two domains: photo domain P and sketch domain S, where p i ∈ P and s i ∈ S. The data distributions are denoted as p ∼ p data (p) and s ∼ p data (s). The goal of the proposed method is to train the generators of both directions at the same time: G PS : P → S and G SP : S → P.
The G PS maps photo images to sketch images and the G SP transforms sketches to photos. Obviously, it is a dual task. To achieve this, we employ two GANs in our framework. Apart from the two generators, two discriminators D P and D S are introduced. The generated images in photo and sketch domains are denoted as fake_p and fake_s, respectively. The overall framework of the proposed method is illustrated in Fig. 2 . As shown in Fig. 2 , a photo image p ∈ P is transformed to a sketch image using G PS , and the synthesized sketch fake_s is evaluated by discriminator D S . The fake_s is then considered as an input and transformed back to the original photo domain P through G SP , resulting in a cycled image cyc_p. Similarly, in the backward direction, the real sketch image s ∈ S is translated to a photo style image fake_p in domain P with G SP . It is transformed back to sketch domain as the cycled image cyc_s.
In addition, our method introduces a feature autoencoder E to encode the features of sketches and photos in the framework. For a photo-sketch image pair, we believe that there exists a common latent feature space between the two domains, which contains the most fundamental and essential information. The photo domain and the sketch domain share a single feature encoder. The original photo-sketch image pair and the synthesized output images are converted into a latent space. They are encoded to the corresponding feature vectors by the feature encoder E. The goal of introducing the single shared feature encoder is to learn uniform feature representations of photo-sketch image pairs. Different from other encoder-based methods, the feature encoder proposed in our method does not participate in the generation process.
The generated images are expected to be similar to the ground truth, thus an effective loss function between them must be defined and minimized. Five types of losses are designed in the objective loss function: adversarial loss, cycle consistency loss, identity loss, encoding feature loss and total variation loss. The adversarial loss aims to calculate the degree of similarity between the generated images and the real images, which is determined by the discriminators. The cycle consistency loss is designed to prevent the two learned generators from contradicting with each other [27] . Besides, the proposed encoding feature loss can constrain the feature difference between the generated image and the input image. With the encoding feature loss, it can prevent the information from missing during the synthetic process. To simplify the notation, we denote the two generators as G : {G PS , G SP } and the two discriminators as D : {D P , D S }.
A. ADVERSARIAL LOSS
As the traditional GAN, the adversarial loss is applied to train the generator networks of G PS : P → S and G SP : S → P. The adversarial loss comes from the discriminators against the generators. The purpose of the discriminators is to discriminate the generated fake images from the real ones. Similar to the CycleGAN [27] , the least square loss [41] is applied in the proposed method as adversarial loss. The adversarial loss between the G PS and D S is expressed as follows:
where the G PS is used to transform the image from photo to sketch: P → S. It tries to generate sketches images G PS (p) that look similar to real sketches s to fool the discriminator D S . While the D S attempts to distinguish the transformed images G PS (p) and real images S as accurately as possible. G PS aims to minimize the objective loss against the D S which tries to maximize it, such as min G PS max D S L GAN S . Similarly, the adversarial loss between the generator G SP and the discriminator D P is computed as follows:
The mapping G SP : S → P also tries to minimize the adversarial loss L GAN P while D P aims to maximize it, min G SP max D P L GAN P .
Although generators can transform the input images to the target domain with adversarial loss, they can not guarantee that the mappings are reliable.
B. CYCLE-CONSISTENCY LOSS
Sometimes generator may generate random images that only fit the distribution of the target domain. To make the mappings G PS and G SP more reliable, the cycle-consistency loss is introduced in the objective function to avoid the mode collapse problem [24] . To be specific, for each photo p, it can be translated to a sketch and circularly turned back to the photo domain. The cycled photo should be the same as the original photo p, as p → G PS (p) → G SP (G PS (p)) ≈ p. For the sketches, it is vice versa: s → G SP (s) → G PS (G SP (s)) ≈ s. As the L 2 loss often leads to blurs in the generated images, we utilize the L 1 loss in calculating the cycle-consistency loss. Thus, the cycle-consistency loss is defined as:
Instead of the L1 loss function with the adversarial loss function in equation (8) cannot improve the synthesis performance.
C. IDENTITY LOSS
For photo ↔ sketch, it is very helpful to introduce an additional loss to preserve the color composition between input and output. Assume that when the input of G PS is a sketch, the output of generator G PS should be still a sketch. Based on this assumption, we employe an identity loss to regularize the G PS to be an identity mapping on S. In photo domain, the G SP should be an identity mapping matrix on P. The identity loss is defined as: 
D. ENCODING-FEATURE LOSS
Furthermore, when transforming an image to another domain, it is expected that the transferred image can preserve the feature and content of the input image. The results of GAN-based methods always suffer from important identity-specific information missing. To alleviate information missing during the transformation process, we design the encoding feature loss to encourage the input and the output to have similar feature representations. To achieve this goal, a feature auto-encoder E is introduced to extract high-level feature of an input image. Encoding-feature loss is proposed to constrain feature representation differences and preserve the significant information of input images. In this paper, we utilize the Resnet [33] based encoder E for feature representation. The encoding-feature loss consists of two types of feature losses: feature consistency loss and feature loss.
1) FEATURE CONSISTENCY LOSS
The feature consistency is employed to encourage the input and the output to have similar feature representations. For the direction from photo to sketch P → S, there are three images: the real photo p, the real sketch s and the synthesized sketch fake_s. The feature difference of p ↔ fake_s is named feature consistency loss. The feature consistency loss between p ↔ fake_s preserves the content of the original photo p in the generated image fake_s. For the backward direction, the feature consistency loss of s ↔ fake_p is also calculated similarly. The loss function is represented as the Squared Euclidean Distance between two feature representations. The feature consistency loss is defined as follows:
where the E(·) means the encoding feature of the input image encoded by our trained auto-encoder, · 2 is the L2 norm and λ e 1 , λ e 2 are the weights for each loss item in Eq (10).
2) FEATURE LOSS
The feature loss is applied to encourage the output to have a similar feature with the target. For direct from photo to sketch, encoding feature difference of s ↔ fake_s named feature loss is utilized to guide the training. The feature loss between s ↔ fake_s encourages the generator G PS to generate fake_s with the same feature representation as the target sketch s. In the photo domain, the encoding feature difference of p ↔ fake_p is also calculated. The feature loss is defined as follows:
where, λ e 3 , λ e 4 are the weights for each feature loss in different domains. The overall encoding feature loss combines above two types of loss:
E. TOTAL VARIATION LOSS
The fake images generated by CNN may suffer from noise and unnatural artifacts. As the previous works [32] , [42] , the total variation loss is adopted as a smooth constraint in the proposed method to further improve the quality of the generated image. The total variation loss L tv of an image x is defined as follows:
where, x m,n is defined as the pixel value at position (m, n) of the input image x. In our framework, both total variation losses of generated fake_p and fake_s are considered in the final total variation loss L tv :
The total variation loss can smooth the generated images and get more natural images with less noise.
F. OVERALL LOSS
The overall objective function L(G, D, E) of the proposed EGGAN method combines all above-mentioned losses as follows: (15) where λ cyc , λ idt and λ tv are the trade-off weights to balance the importance of the cycle-consistency loss, the identity loss and the total variance loss. We aim to minimize the overall objective function with generators G:{G PS , G SP } and auto-encoder E while maximize it with D:{D P , D S }:
IV. IMPLEMENTATION A. NETWORK ARCHITECTURES
In our framework, the architectures of generators and discriminators are adopted from CycleGAN [27] . The structures of G PS and G SP are the same, so are the two discriminators. The generator network consists of 3 convolutional layers followed by 9 residual blocks and 3 deconvolutional layers. The instance normalization [43] is used in the normalization layers. For the discriminators, the patchGAN [44] , [45] with a size of 70 × 70 is applied in our method. The patchGAN works on the overlapping patches of the resulting images and determine if they are real or fake. The patch-level architecture enables the discriminator to work on images of arbitrary size and reduces the number of parameters to a large extent. The D S and D P consist of 4 convolutional layers followed by a convolutional layer with one-dimensional output (to tell the probability). The architecture of the feature encoder consists of a convolutional layer followed by 5 residual blocks and a fullconnection layer. The instance normalization and Relu are used in each block. The output of the auto-encoder is a vector.
B. DATASETS AND EXPERIMENTAL SETTINGS
The experiments are conducted on two public benchmarks: CUFS database and CUFSF database [46] . The CUFS database consists of three small databases: CUHK dataset [10] (88 samples for training and the remaining 100 for testing), AR dataset [47] (80 samples for training and the remaining 43 for testing), XM2VTS dataset [48] (100 samples for training and the remaining 195 for testing). The CUFSF database (250 for training and the remaining 944 for testing) with more illumination variations is much more challenging than the CUFS database. Fig. 4 provides several typical examples from different databases. The original size of all images is 250 × 200. In training, the images are firstly resized to 256 × 256 for processing and then resized back to 250 × 200 for comparing the performance with other approaches.
C. TRAINING DETAILS
The parameters of feature encoder, generator, and discriminator are jointly updated alternatively at each iteration. The trade-off weights λ cyc , λ idt , λ tv are set to 10, 5 and 10 −6 , respectively. The weights of the encoder λ e 1 , λ e 2 , λ e 3 and λ e 4 are set to 3, 9, 1 and 1, respectively. We implemented our model using Pytorch and trained it on the Nvidia RTX 2080Ti GPU with 11G memory. The Adam optimizer [49] with a batch size of 4 is applied to train our model. The initial learning rate is set to 2 × 10 −4 . We maintain the same learning rate for the first 100 epochs and linearly decay the rate to zero over the next 100 epochs. Each epoch takes about 20s and the model converged after about 1 hour of training. The data and trained models can be found at https://github.com/zjyruobing/EGGAN. 
V. EVALUATION
Our work is definitely different from the CycleGAN [27] , the cyclic framework is only the base of our method, the proposed feature encoder and encoding-feature loss are effective. In this section, we present the details of the conducted experiments to demonstrate the effectiveness of the proposed feature encoder guided generative adversarial network (EGGAN) for face photo-sketch synthesis.
We compare the proposed method with eight state-ofthe-art techniques, including three exemplar-based methods (MWF [11] , spatial sketch denoising methods (SSD) [7] , random sampling and locality constraint for face sketch synthesis (RSLCR) [13] ) and five deep learning based methods (FCN [23] , pix2pix [26] , CycleGAN (with L idt ) [27] , DualGAN [28] , CSGAN [29] ). GAN, CycleGAN, DualGAN and CSGAN are GAN-based methods. To demonstrate the effectiveness of our method, both qualitative and quantitative results are compared with these methods. We acquire results or download codes of their works directly from their websites for fair comparisons.
The Structural Similarity Index (SSIM) [50] and the Learned Perceptual Image Patch Similarity (LPIPS) metric [51] are adopted to report the results quantitatively. The SSIM is commonly used to compare the similarity between the generated images and the ground truth in face sketch synthesis. The LPIPS calculates the distance between the ground truth and the generated images by putting more emphasis on perceptual similarity. In addition, we also apply the face recognition rate to evaluate the performance of different methods. This is because that the application of auxiliary recognition in the criminal investigation is very important.
Besides, the ablation study, trade-off parameters analysis, computation complexity, and model convergence is discussed in this section to further illustrate the effectiveness of our method.
A. QUALITATIVE COMPARISON
In Fig. 5 and Fig. 6 , we show the qualitative comparison of EGGAN and other methods from face photo to sketch VOLUME 7, 2019 FIGURE 5. Qualitative results of photo → sketch on the CUFS database synthesized by MWF [11] , SSD [7] , FCN [23] , GAN [26] , CycleGAN [27] , DualGAN [28] , CSGAN [29] and the proposed EGGAN respectively. The top two rows are from the CUHK student database, the middle two rows are from the AR database, the bottom two rows are from the XM2VTS database. Our EGGAN achieves the lowest artifacts and generates the most realistic and natural images.
(photo → sketch) on the CUFS and CUFSF databases, respectively. In Fig. 5 , the top two rows are from the CUHK database, the middle two rows are from the AR database and the bottom two rows are from the XM2VTS. We can see from the two figures that the general performance of the exemplarbased methods (MWF, SSD, RSLCR) is worse than the deep learning based methods, especially in preserving important identity-specific information. This is mainly because they synthesize images at patch-wise level and generate new patches based on patches existed in the training database. If some components do not exist in the training database, the exemplar-based methods cannot synthesize them and may miss important identity-specific information for face recognition. Moreover, due to the interferences of these components, it is easy to generate unnatural effects around these components. Owing to its denoising process in synthesis, SSD can produce perceptual pleasing sketch results. But it still suffers from information missing. To alleviate the problem, FCN employs an end-to-end network with six fully convolutional layers to directly learn the mapping from photos to sketches.
Due to the lack of training samples, FCN fails to produce satisfactory sketches with some unexpected distortions, and appears dirty, especially under the different lighting conditions (see the last two rows in Fig. 5 ). The other three GAN-based methods produce much better perceptual results than FCN, but they also introduce many artifacts and noise. The CSGAN suffers from severe component missing in the synthesized sketches. Thanks to the proposed uniform feature encoder and encoding-feature loss, the sketch results synthesized by our EGGAN method do not suffer from the above problems. Furthermore, our method can produce more delicate and realistic sketch textures in the synthesized results. For example, the synthesized sketches on the CUHK database in row 2 Fig. 5 , among all resulting images, our sketch is the most realistic sketch with shadow in eye sockets, bilateral sides of the nose, profile of the face and neck; and in row 5, our resulting sketch is the most similar to the artist's sketch, including hair, glasses and beards. CycleGAN fails in hair area (partial missing of hair above the head) in row 5. The face regions of DualGAN always have severe very noise. Above FIGURE 6. Qualitative results of photo → sketch on the CUFSF dataset synthesized by MWF [11] , SSD [7] , FCN [23] , GAN [26] , CycleGAN [27] , DualGAN [28] , CSGAN [29] and the proposed EGGAN respectively. all, our method can generate the more sketch-like images than other methods with the richest textures and the least artifacts. This is mainly because our encoding-feature loss used in the loss function constrains the synthesized images.
Additionally, thanks to the use of cyclic generating framework, our method can achieve the generation models of two directions G PS and G SP in training. The cycle-GAN [27] , CSGAN [29] , and DualGAN [28] have the same cyclic framework. Thus, they can also translate the sketches to photos without extra training. We present the synthesized results in the opposite direction: face sketch to photo (sketch → photo) of these cycle-GAN-based methods on the CUFS and the CUFSF databases in Fig. 7 and 8 , respectively. It can be observed from Fig. 7 that we generate the most realistic photos in all compared methods. The results of GAN [26] are too noisy. CSGAN is even unable to generate photos close to the ground truth, and always introduces different types of artifacts, such as hair missing, background patches, and face distortion, etc. The results of CycleGAN suffer from color inconsistency (row 3, 5, 6 in Fig. 7) . The results of DualGAN are quite good, but they still suffer from brightness inconsistency in some samples (row 2 and 5 in Fig. 7 ). Most problems in these methods are removed in the results of the proposed EGGAN method. Our method can produce more natural photos than other methods in terms of structure, shape, and color. We can also see from Fig. 8 that our method achieves the best visual performance in all compared methods.
In summary, our method can achieve the best visual performance both on generated sketches and photos.
B. QUANTITATIVE COMPARISON 1) SSIM
Each method generates 100, 43, 195 and 944 synthesized images for the CUHK, AR, XM2VTS and CUFSF databases, respectively. SSIM is typically used in previous works [7] , [13] , [26] to measure the similarity between the synthesized images and the ground truth images. Table 1 shows the average SSIM scores of sketches on the five databases. The black bold fonts represent the best scores of all the methods, and the red ones are the best scores in the GAN-based methods FIGURE 7. Qualitative results of sketch → photo on the CUFS dataset synthesized by GAN [26] , CycleGAN [27] , DualGAN [28] , CSGAN [29] and the proposed EGGAN respectively. The top two rows are from the CUHK student database, the middle two rows are from the AR database, the bottom two rows are from the XM2VTS database.
FIGURE 8.
Qualitative results of sketch → photo on CUFSF dataset synthesized by GAN [26] , CycleGAN [27] , DualGAN [28] , CSGAN [29] and the proposed EGGAN respectively.
(below the horizontal line). We can learn from Table 1 that the traditional exemplar-based methods can achieve much higher SSIM scores than the GAN-based methods. It mainly because that the images generated by the exemplar-based methods are much smoother than the GAN-based methods. The GAN-based methods attempt to generate realistic and natural images with sharp texture. However, the SSIM prefers slightly blurred images. Therefore, the GAN-based methods behave a little weak on SSIM. However, our method can achieve the best SSIM scores in the five GAN-based methods on most databases. It illustrates that the proposed method achieves the best structural information in the generated images when compared to other GAN-based methods.
Previous works only compare the synthesized sketch results, however, synthesizing faces from sketches to photos also has wide applications. For the identification of a criminal suspect, it is usually only face photo gallery is available, rather than a sketch gallery. Thus, converting the sketch of the suspect into a photo for identification is needed exactly. Simultaneously, Table 2 presents the average SSIM scores of synthesized photos on the five databases. Our method outperforms state-of-the-art methods on the CUHK, AR and XM2VTS databases. We still get the highest SSIM scores on the overall CUFS database. It explains that the photos we generated have better facial structures on the CUFS database. However, the average SSIM score is slightly lower than GAN [26] on the CUFSF database.
2) LPIPS
However, some researchers [31] , [32] pointed out that SSIM cannot always work consistently with the perceptual quality. Therefore, it fails to account for many nuances of human perception. One of the main reasons is that SSIM prefers sightly smooth images when the images contain rich textures [32] . Due to the drawbacks of SSIM, we also employ LPIPS as a quality assessment metric to evaluate the images. The LPIPS using deep features can achieve better performance than SSIM at evaluating the perceptual quality. The features of AlexNet are used in computing the LPIPS scores in this paper. The lower the LPIPS value, the better the perceptual performance. Table 3 summaries the average LPIPS scores of the generated sketches by different methods on the five databases. It can be seen from the table that our method achieves the lowest LPIPS scores (bold texts) on all databases. It means that our method outperforms all compared methods in the LPIPS criteria. The LPIPS scores in different statistical curves are shown in Fig. 9 . In the figure, the horizontal axis represents the LPIPS, while the vertical axis shows the percentage of the synthesized sketches. We can learn that our method can better adapt to illumination variations than other methods.
In addition, GAN-based methods provide the results of sketch-to-photo. Therefore, we also compare the LPIPS scores of photos generated by GAN-based methods. The average LPIPS scores of the generated photos are listed in Table 4 .
Meanwhile, Fig. 10 shows the LPIPS statistical curves. From Table 4 and Fig. 10 , we can learn that our method also obtains the lowest LPIPS scores on all databases and outperforms other methods. This shows that our method can generate more realistic photos with better perceptual quality than other compared methods. This is because the proposed uniform feature encoder in our method can learn more perceptual information.
3) FACE RECOGNITION
Auxiliary face recognition in criminal investigation is an important application of face photo-sketch synthesis. Photobased face recognition is always used to assist in law enforcement. Since the photo-based face recognition is more widely used and photo databases are more accessible, face recognition experiments on photos are conducted. Following previous works [13] , [32] , the Null Space Linear Discriminant Analysis (NLDA) [52] is employed to perform the face recognition experiments. In the CUFS database, 150 synthesized photos and corresponding ground-truth photos are randomly selected to train the classifier. The remained 188 consists of the gallery. In the CUFSF database, 300 synthesized photos and corresponding ground-truth photos are randomly selected to train the classifier, and the rest 644 consists of the gallery. To reduce the randomness of the experiments, we repeated the face recognition experiments 20 times and took the average as the final recognition result. Table 5 shows the best face recognition rates at some certain dimensions (the numbers in parentheses) tested by NLDA in photo domain on the CUFS and CUFSF databases, respectively. The photo-based face recognition is much more reliable than sketch-based face recognition. We can learn that our method achieves competitive results to the state-of-theart methods (GAN [26] and DualGAN [28] ) on the CUFS database. The GAN [26] reaches the highest face recognition accuracy rate, which is only 0.88% higher than our method. It mainly because that the GAN uses fake_p − p 1 as an additional L 1 loss to supervise the training. The L 1 between generated fake images and real target images really plays an important role in image synthesis. Without the L1 loss, it may suffer from serve mode collapse problem (see in Fig.11 column 2). While other compared methods do not utilize the ground truth to learn the generators. It just proves the effectiveness of the cyclic framework. It can also be seen from the table that our method outperforms other compared methods and reaches the accuracy of 100% on the CUFSF database. However, the highest sketch-based face recognition rate can only obtain 78% on the CUFSF database reported in [32] . The DualGAN [28] can also achieve 100% recognition rate on the CUFSF database, but our method reaches the 100% accuracy at lower dimension (39) . As shown in Table 2 , although the SSIM score of our EGGAN is lower than GAN [26] and CSGAN [29] on the CUFSF database, the face recognition accuracy of our method is higher than GAN and CSGAN. This is mainly because GAN [26] and CSGAN [29] lose some information when they smooth noise of synthetic photos. Our feature encoder can preserve the important identity-specific information and effectively improve the face recognition rate. Overall, the proposed method can achieve competitive face recognition performance with state-of-the-art methods, and even do well in the challenging database (CUFSF) with more illumination variations.
C. ABLATION STUDY
To discuss the contribution of our proposed feature encoder guided network structure, we conduct ablation study on our full loss function. We compare the LPIPS values of different models on the CUHK dataset:
• GANs: The results of GANs are generated using the proposed network by setting λ cyc = λ idt = λ e = λ tv = 0.0 in Eq 10. Note that the GANs used in this work is different from the original GAN [26] as it employs a conditional generator. Here, λ e :{λ e1 , λ e2 , λ e3 , λ e4 }.
• CycleGAN: Model with GAN loss and cycle consistency loss L cyc . The CycleGAN is different with the CycleGAN [27] . It lacks L idt in its loss function. • CycleGAN + L idt : Model with GAN loss, cycle consistency loss and identity, the same as CycleGAN [27] .
• CycleGAN + L idt + L fea_con : Adding L fea_con to Cycle-GAN. Our EGGAN model without L fea and L tv by setting λ e3 = λ e4 = λ tv = 0.
• CycleGAN + L idt + L fea : Adding L fea to CycleGAN. Our EGGAN model without L fea_con and L tv by setting λ e1 = λ e2 = λ tv = 0.
• EGGAN (without L tv ): Our EGGAN model without total variance loss by setting λ tv = 0.
• EGGAN(ours): Our model with full loss function. Table 6 reports the ablation study: the LPIPS performance of different models on the CUHK database. The cycle consistency loss plays an important role in ensuring the stability of the model. We can also learn that both the feature consistency loss and feature loss of our proposed are valid. They can decrease the average LPIPS value by 0.0118 and 0.0062 compared with CycleGAN + L idt on photos. When two types of encoding feature loss are both added to the objective function, the performance is further improved. Finally, the total variance loss further refines the results. Figure 11 shows several qualitative examples.
D. TRADE-OFF PARAMETERS ANALYSIS
There are seven trade-off parameters in our proposed method: λ cyc , λ idt , λ e 1 , λ e 2 , λ e 3 , λ e 4 , and λ tv . We conduct empirical analysis on the CUHK database to determine the parameters based on the LPIPS scores. Because our method is based on the cyclic framework of CycleGAN, thus we follow the same λ cyc , λ idt values as in [27] : λ cyc = 10 and λ idt = 5. Total variance loss is applied to remove noise in the result images, but too large λ tv may over-smooth details. The λ tv should be a very small value and is not very important, we set λ tv = 10 −6 . In the experiments, a smaller λ tv is also fine. The main trade-off parameters we need to analysize are λ e 1 , λ e 2 , λ e 3 and λ e 4 . When analyzing one parameter, we keep the other three fixed. We report the average LPIPS scores of photos and sketches on CUHK with λ e 1 , λ e 2 , λ e 3 , and λ e 4 varying in [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] . Experimental results are illustrated in Fig. 12 .
The minimum value of LPIPS means the best performance. In Fig. 12 , the best values of λ e 1 , λ e 2 , λ e 3 , and λ e 4 are 3,9,1 and 1, respectively (marked with red arrow). It can be noticed that the LPIPS values have some fluctuations when different λ e value vary. The parameter λ e : {λ e 1 , λ e 2 , λ e 3 , λ e 4 } balances the importance of different feature loss terms in photo domain and sketch domain. It can be also observed from Fig. 12 that feature consistency loss is more important than the feature loss. The values of λ e on other three databases can be determined using a similar method. Thanks to the similarity of three databases and well aligned images, we always get low LPIPS on the other databases with similar λ e . Therefore, in experiments, we set λ e 1 = 3, λ e 2 = 9, λ e 3 = 1 and λ e 4 = 1 to balance importance of different feature loss terms in the proposed model. Fine tuning can be applied if needed. [27] and CSGAN [29] . DualGAN [28] has more parameters and requires more memory to train the model. The DualGAN only needs 0.002s to synthesize a fake image, however its number of parameters of DualGAN is much larger, and requires much more memory. It mainly because of the use of Tensorflow. Therefore, our method reaches the best trade-off between performance and computation complexity.
F. DISCUSSION ON MODEL CONVERGENCE
In this subsection, the convergence of the proposed EGGAN model is discussed. GAN [24] has proofed its convergence in the work. If generator G and discriminator D have enough capacity, and at each step, the discriminator D can reach its optimum generator and the probability distribution p g converges to p data . Thus, our GAN-based model is convergent. In Fig. 13 , the average LPIPS values on CUHK databases versus the number of epochs are drawn. It can be observed that both the LPIPS values of photos and sketches decrease gradually with the growth of epoch number, after 150 epochs, the LPIPS values tend to be steady with some small fluctuations. Both the curves of photo and sketch are illustrate the convergence of the training. The convergence on the other three datasets is similar. Therefore, we set the maximal value 
VI. CONCLUSION
In this paper, we propose a feature auto-encoder guided adversarial network for face photo-sketch synthesis named EGGAN. Two generators and two discriminators work circularly and constrain mutually. Meanwhile, a feature autoencoder is introduced to guide the training to preserve identity-specific information and it can help generate more visually pleasing images. The auto-encoder takes the residual network as the main part to extract features of the input images. We calculate the feature loss and feature consistency loss between the synthesized images and the input images to seek for consistent feature representations, and then add the feature losses into the overall objective function to guide the training. The feature encoder guides the two generators to generate more natural and realistic images. Experimental results show that our method can generate competitive results with state-of-the-art methods on four public databases, and achieve the best performance in terms of LPIPS. It can also get 100% face photo recognition rate on the challenging CUFSF database. From the subjective view, our feature encoder helps the generators synthesize more sketch-like images and more realistic photos than other compared methods. In addition, the feature encoder does not add a lot of parameters, which only accounts for 2% of the overall parameters. Furthermore, the idea of auto-encoder guided training can be applied to improve the performance of GAN-based image-to-image translation tasks.
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