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Multi-Weyl semimetals (m-WSMs) are a new type of Weyl semimetal that have linear dispersion
along one symmetry direction but anisotropic nonlinear dispersion along the two transverse direc-
tions with a topological charge larger than one. Using the Boltzmann transport theory and fully
incorporating the anisotropy of the system, we study the dc conductivity as a function of carrier
density and temperature. We find that the characteristic density and temperature dependence of
the transport coefficients at the level of Boltzmann theory are controlled by the topological charge
of the multi-Weyl point and distinguish m-WSMs from their linear Weyl counterparts.
Introduction. There has been a growing interest in
three-dimensional (3D) analogs of graphene called Weyl
semimetals (WSMs) where bands disperse linearly in all
directions in momentum space around a twofold point
degeneracy. Most attention has been devoted to novel
response functions in elementary WSMs which exhibit
a linear dispersion; however, recently it has been real-
ized that these are just the simplest members of a fam-
ily of multi-Weyl semimetals (m-WSMs) [1–3] which are
characterized instead by double (triple) Weyl-nodes with
a linear dispersion along one symmetry direction but
quadratic (cubic) dispersion along the remaining two di-
rections. These multi-Weyl nodes have a topologically
protected charge (also referred to as chirality) larger than
one, a situation that can be stabilized by point group
symmetries [2].
Noting that multilayer graphenes with certain stack-
ing patterns support two-dimensional (2D) gapless low
energy spectra with high chiralities, these m-WSMs can
be regarded as the 3D version of multilayer graphenes.
One can expect that their modified energy dispersion and
spin- or pseudospin-momentum locking textures will have
important consequences for various physical properties
due both to an enhanced density of states (DOS) and
the anisotropy in the energy dispersion, distinguishing
m-WSMs from elementary WSMs. In this Rapid Com-
munication, we demonstrate that this emerges already at
the level of dc conductivity in the strong scattering limit
described by semiclassical Boltzmann transport theory.
The transport properties of conventional linear WSMs
have recently been explored theoretically by several au-
thors [4–13], and there have been theoretical works on
the stability of charge-neutral double-Weyl nodes in the
presence of Gaussian disorder [14–16] and the thermo-
electric transport properties in double-Weyl semimetals
[17]. However, as we show below, the density and tem-
perature dependences of the dc conductivity for m-WSMs
require an understanding of the effect of anisotropy in the
nonlinear dispersion on the scattering. We develop this
theory and find that it predicts characteristic power-law
∗Electronic address: hmin@snu.ac.kr
dependences of the conductivity on density and temper-
ature that depend on the topological charge of the Weyl
node and distinguish m-WSMs from their linear counter-
parts.
Model. The low-energy effective Hamiltonian for m-
WSMs with chirality J near a single Weyl point is given
by [1, 2, 18]
HJ = ε0
[(
k−
k0
)J
σ+ +
(
k+
k0
)J
σ−
]
+ ~vzkzσz, (1)
where k± = kx± iky, σ± = 12 (σx ± iσy), σ are the Pauli
matrices acting in the space of the two bands that make
contact at the Weyl point, and k0 and ε0 are the material-
dependent parameters in units of momentum and energy,
respectively. For simplicity, here we assumed an axial
symmetry around the kz axis. The eigenenergies of the
Hamiltonian are given by ε± = ±ε0
√
k˜2J‖ + c
2
z k˜
2
z , where
k˜ = k/k0, k˜‖ =
√
k˜2x + k˜
2
y, and cz = ~vzk0/ε0, thus the
Hamiltonian HJ has a linear dispersion along the kz di-
rection for kx = ky = 0, whereas a nonlinear dispersion
∼ kJ‖ along the in-plane direction for kz = 0. Note that
the system described by the Hamiltonian in Eq. (1) has a
nontrivial topological charge characterized by the chiral-
ity index J [2]. [See Sec. I in the Supplemental Material
(SM) [19] for the eigenstates and DOS for m-WSMs.]
Boltzmann transport theory in anisotropic systems. We
use semiclassical Boltzmann transport theory to calcu-
late the density and temperature dependence of the dc
conductivity, which is fundamental in understanding the
transport properties of a system. Here we focus on the
longitudinal part of the dc conductivity assuming time-
reversal symmetry with vanishing Hall conductivities.
The Boltzmann transport theory is known to be valid
in the high carrier density limit, and we assume that the
Fermi energy is away from the Weyl node, as shown in
experiments [20, 21]. The limitation of the current ap-
proach will be discussed later.
For a d-dimensional isotropic system in which only a
single band is involved in the scattering, it is well known
that the momentum relaxation time at a wavevector k in
the relaxation time approximation can be expressed as
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1
τk
=
∫
ddk′
(2pi)d
Wkk′(1− cos θkk′), (2)
where Wkk′ =
2pi
~ nimp|Vkk′ |2δ(εk−εk′), nimp is the impu-
rity density, and Vkk′ is the impurity potential describing
a scattering from k to k′. The inverse relaxation time is a
weighted average of the collision probability in which the
forward scattering (θkk′ = 0) receives reduced weight.
For an anisotropic system, the relaxation time ap-
proximation Eq. (2) does not correctly describe the ef-
fects of the anisotropy on transport. Instead, coupled
integral equations relating the relaxation times at differ-
ent angles need to be solved to treat the anisotropy in
the nonequilibrium distribution [23, 24]. The linearized
Boltzmann transport equation for the distribution func-
tion fk = f
(0)(ε) + δfk at energy ε = εk balances accel-
eration on the Fermi surface against the scattering rates
(−e)E · vkS(0)(ε) =
∫
ddk′
(2pi)d
Wkk′ (δfk − δfk′) , (3)
where S(0)(ε) = −∂f(0)(ε)∂ε , f (0)(ε) =
[
eβ(ε−µ) + 1
]−1
is
the Fermi distribution function at equilibrium, and β =
1
kBT
. We parametrize δfk in the form:
δfk = (−e)
(
d∑
i=1
E(i)v
(i)
k τ
(i)
k
)
S(0)(ε), (4)
where E(i), v
(i)
k , and τ
(i)
k are the electric field, velocity,
and relaxation time along the i-th direction, respectively.
After matching each coefficient in E(i), we obtain an in-
tegral equation for the relaxation time,
1 =
∫
ddk′
(2pi)d
Wkk′
(
τ
(i)
k −
v
(i)
k′
v
(i)
k
τ
(i)
k′
)
. (5)
For the isotropic case [τ
(i)
k = τ(ε) for a given energy
ε = εk], Eq. (5) reduces to Eq. (2). [See Sec. II in SM
[19] for applications of Eq. (5) to m-WSMs.] The current
density J induced by an electric field E is then given by
J (i) = g
∫
ddk
(2pi)d
(−e)v(i)k δfk ≡ σijE(j), (6)
where g is the degeneracy factor and σij is the conduc-
tivity tensor given by
σij = ge
2
∫
ddk
(2pi)d
S(0)(ε)v
(i)
k v
(j)
k τ
(j)
k . (7)
For the calculation, we set g = 4 and vz = v0 ≡ ε0~k0 .
Density dependence of dc conductivity. Consider the
m-WSMs described by Eq. (1) with chirality J and their
dc conductivity as a function of carrier density at zero
temperature. Due to the anisotropic energy dispersion
with the axial symmetry, for J > 1 the conductivity also
will be anisotropic as σxx = σyy 6= σzz.
We consider two types of impurity scattering: short-
range impurities (e.g., lattice defects, vacancies, and dis-
locations) and charged impurities distributed randomly
in the background. The impurity potential for short-
range scatterers is given by a constant Vkk′ = Vshort in
momentum space (i.e., zero-range delta function in real
space), whereas for charged Coulomb impurities in 3D it
is given by Vkk′ =
4pie2
(q)|q|2 , where (q) is the dielectric
function for q = k − k′. Within the Thomas-Fermi ap-
proximation, the dielectric function can be approximated
as (q) ≈ κ [1 + (q2TF/|q|2)], where κ is the background
dielectric constant, qTF =
√
4pie2
κ D(εF) is the Thomas-
Fermi wave vector, and D(εF) is the DOS at the Fermi
energy εF. The interaction strength for charged impu-
rities can be characterized by an effective fine structure
constant α = e
2
κ~v0 . Note that qTF ∝
√
gα.
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FIG. 1: Density dependence of dc conductivity (a)-(c) σxx
and (d)-(f) σzz for charged impurities with gα = 1000. Here,
σ0 and n0 are density-independent normalization constants in
units of conductivity and density, respectively, defined in SM
[19]. Red dashed lines represent analytic forms in the strong
screening limit given by Eq. (24) in SM [19].
Figure 1 shows the density dependence of the dc con-
ductivity for charged impurity scattering at zero temper-
ature. Because of the chirality J , m-WSMs have a char-
acteristic density dependence in dc conductivity, which
can be understood as follows. From Eq. (7), we expect
σii ∼ [v(i)F ]2/V 2F , where v(i)F is the Fermi velocity along the
ith direction and V 2F is the angle-averaged squared impu-
rity potential at the Fermi energy εF. For m-WSMs, the
in-plane component with kz = 0 and out-of-plane com-
ponent with kx = ky = 0 for the velocity at εF are given
by v
(‖)
F = Jv0r
1− 1J
F and v
(z)
F = v0cz, respectively, where
3rF = εF/ε0. (See Sec. I in SM [19].)
For charged impurities, in the strong screening limit
(gα 1), VF ∼ q−2TF ∼ D−1(εF) ∼ ε
− 2J
F , thus we find
σxx ∼ ε2(1−
1
J )
F ε
4
J
F ∼ n
2(J+1)
J+2 , (8a)
σzz ∼ ε
4
J
F ∼ n
4
J+2 . (8b)
Here, the DOS is D(ε) ∼ ε 2J , thus εF ∼ n JJ+2 . In the
weak screening limit (gα  1), we expect VF ∼ ε−2ζF
with 1J ≤ ζ ≤ 1, because the in-plane and out-of-plane
components of the wavevector at εF are k
(‖)
F = k0r
1
J
F and
k
(z)
F = k0rF/cz, respectively. Thus, we find
σxx ∼ ε2(1−
1
J )
F ε
4ζ
F ∼ n
2(J−1)+4Jζ
J+2 , (9a)
σzz ∼ ε4ζF ∼ n
4Jζ
J+2 . (9b)
(See Sec. II in SM [19] for the analytic expressions of
the dc conductivity for short-range impurities and for
charged impurities in the strong screening limit, and a
detailed discussion for charged impurities in the weak
screening limit.)
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FIG. 2: (a)-(c) d log σxx/d logn and (d)-(f) d log σzz/d logn
as a function of the screening strength gα for charged im-
purities. Red dashed and blue dashed-dotted lines represent
the density exponents obtained from ζ = 1
J
(or in the strong
screening limit) and ζ = 1 in Eq. (9), respectively. Here,
n = n0 is used for the calculation.
Figure 2 illustrates the evolution of the power-law den-
sity dependence of the dc conductivity as a function of
the screening strength characterized by gα. Note that
ζ = 1J in Eq. (9) gives the same density exponent as
in the strong screening limit in Eq. (8). Thus, as α in-
creases, the density exponent evolves from that obtained
in Eq. (9) with decreasing ζ within the range 1J ≤ ζ ≤ 1.
Here, nonmonotonic behavior in the density exponent
originates from the angle-dependent power law in the
relaxation time, which manifests in the weak screening
limit. (See Sec. II in SM [19] for further discussion.)
Similarly, for short-ranged impurities, VF is a constant
independent of density; in this case we find
σxx ∼ ε2(1−
1
J )
F ∼ n
2(J−1)
J+2 , (10a)
σzz ∼ ε0F ∼ n0. (10b)
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FIG. 3: σxx/σzz as a function of density for m-WSMs with
J = 1, 2, 3 for (a) short-range impurities, (b) charged impuri-
ties with gα = 1000, and (c) charged impurities with gα = 1.
Dashed lines in (b) represent analytic forms in the strong
screening limit given by Eq. (24) in SM [19].
The anisotropy in conductivity can be characterized by
σxx/σzz. Figure 3 shows σxx/σzz as a function of den-
sity for m-WSMs. Thus, as the carrier density increases,
the anisotropy in conductivity increases. Interestingly,
σxx/σzz for both short-range impurities and charged im-
purities in the strong screening limit is given by
σxx/σzz ∼ ε2(1−
1
J )
F ∼ n
2(J−1)
J+2 . (11)
Note that for arbitrary screening, ζs for σxx and σzz
in Eq. (9) are actually different, thus not cancelled
in σxx/σzz and the power-law deviates from that in
Eq. (11). (See Sec. II in SM [19] for the ana-
lytic/asymptotic expressions of the density dependence
of σxx/σzz.)
We consider both the short-range and charged im-
purities by adding their scattering rates according to
Matthiessen’s rule assuming that each scattering mecha-
nism is independent. At low densities (but high enough
to validate the Boltzmann theory) the charged impu-
rity scattering always dominates the short-range scat-
tering, while at high densities the short-range scattering
dominates, irrespective of the chirality J and screening
strength.
Temperature dependence of dc conductivity. In 3D ma-
terials, it is not easy to change the density of charge carri-
ers by gating, because of screening in the bulk. However,
the temperature dependence of dc conductivity can be
used to understand the carrier dynamics of the system.
4The effect of finite temperature arises from the energy av-
eraging over the Fermi distribution function in Eq. (7),
and the temperature dependence of the screening of the
impurity potential for charged impurities [25, 26].
From the invariance of carrier density with respect to
temperature, we obtain the variation of the chemical po-
tential µ(T ) as a function of temperature T . Then the
Thomas-Fermi wavevector qTF(T ) in 3D at finite T can
be expressed as qTF(T ) =
√
4pie2
κ
∂n
∂µ . In the low- and
high-temperature limits, the chemical potential is given
by
µ
εF
=

1− pi23J
(
T
TF
)2
(T  TF),
1
2η( 2J )Γ(2+
2
J )
(
T
TF
)− 2J
(T  TF),
(12)
whereas the Thomas-Fermi wave vector is given by
qTF(T )
qTF(0)
=

1− pi26J
(
T
TF
)2
(T  TF),√
2η
(
2
J
)
Γ
(
1 + 2J
) (
T
TF
) 1
J
(T  TF),
(13)
where TF = εF/kB is the Fermi temperature, and Γ and
η are the gamma function and the Dirichlet eta func-
tion [27], respectively. (See Sec. III in SM [19] for the
temperature dependence of the chemical potential and
Thomas-Fermi wave vector.) In a single-band system,
qTF(T ) always decreases with T
−1 at high temperatures,
whereas in m-WSMs, qTF(T ) increases with T
1
J because
of the thermal excitation of carriers that participate in
the screening.
Figure 4 shows the temperature dependence of dc con-
ductivity for charged impurities. We find
σxx(T )
σxx(0)
=

1 + Cxx
(
T
TF
)2
(T  TF),
Dxx
(
T
TF
)2+4ζ− 2J
(T  TF),
(14a)
σzz(T )
σzz(0)
=

1 + Czz
(
T
TF
)2
(T  TF),
Dzz
(
T
TF
)4ζ
(T  TF).
(14b)
As discussed, ζ varies within 1J ≤ ζ ≤ 1 and approaches
1
J in the strong screening limit (gα  1). Here, the
high-temperature coefficients Dii > 0, whereas the low-
temperature coefficients Cii change sign from negative to
positive as α increases. For short-range impurities, we
find
σxx(T )
σxx(0)
=

1 + Cshortxx
(
T
TF
)2
(T  TF),
Dshortxx
(
T
TF
) 2(J−1)
J
(T  TF),
(15a)
σzz(T )
σzz(0)
=
1− e
−TF/T (T  TF),
1
2 +D
short
zz
(
T
TF
)− 2+JJ
(T  TF).
(15b)
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FIG. 4: Temperature dependence of dc conductivity (a)-(c)
σxx and (d)-(f) σzz for charged impurities with gα = 1000.
The insets in each panel show the low temperature behavior.
Red dashed and blue dashed-dotted lines represent fitting by
Eq. (14) with ζ = 1
J
in the high- and low- temperature limits,
respectively.
Here, Cshortxx < 0 and D
short
ii > 0. Note that for J = 1,
Eq. (15a) becomes constant, and reduces to Eq. (15b)
if next order corrections are included. (See Sec. IV in
SM [19] for the analytic/asymptotic expressions of the
temperature coefficients, and the evolution of Cii as a
function of gα.)
To understand the temperature dependence, we can
consider a situation where the thermally induced charge
carriers participate in transport. Then the temperature
dependence in the high-temperature limit can be ob-
tained simply by replacing the εF dependence with T
in Eqs. (8)-(10), which describe the density dependence
of dc conductivity. Similarly as in Fig. 3, σxx(T )/σzz(T )
also increases with T at high temperatures.
For the charged impurities at high temperatures, and
neglecting the effect of phonons, the conductivity in-
creases with temperature, and mimics an insulating be-
havior. By contrast, for short-range impurities at high
temperatures, σzz(T ) decreases with temperature and
approaches 0.5σzz(0), thus showing a metallic behav-
ior. Interestingly, σxx(T ) shows contrasting behavior for
J > 1 and J = 1, increasing (decreasing) with temper-
ature for J > 1 (J = 1) showing insulating (metallic)
behavior at high temperatures.
Discussion. We find that the dc conductivities in
the Boltzmann limit show characteristic density and
temperature dependences that depend strongly on the
chirality of the system, revealing a signature of m-WSMs
in transport measurements, which can be compared
with experiments. In real materials with time reversal
symmetry, multiple Weyl points with compensating
5chiralities will be present. The contributions from
the individual nodes calculated by our method are
additive when the Weyl points are well separated and
internode scattering is weak. Our analysis is based
on the semiclassical Boltzmann transport theory with
the Thomas-Fermi approximation for screening and
corrected for the anisotropy of the Fermi surface in
m-WSMs. The Boltzmann transport theory is known
to be valid in the high density limit. At low densities,
inhomogeneous impurities induce a spatially varying
local chemical potential, typically giving a minimum
conductivity when the chemical potential is at the
Weyl node [12] and the problem is treated within the
effective medium theory. Note that the Thomas-Fermi
approximation used in this work is the long-wavelength
limit of the random phase approximation (RPA), and
neglects interband contributions to the polarization
function [12], thus deviating from the RPA result at low
densities. Both simplifications become important in the
low-density limit, which will be considered in our future
work.
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1Supplemental Material:
Semiclassical Boltzmann transport theory for multi-Weyl semimetals
I. EIGENSTATES AND DENSITY OF STATES FOR MULTI-WEYL SEMIMETALS
Let us consider the eigenstates and density of states (DOS) for the low-energy effective Hamiltonian of m-WSMs
described by Eq. (1) in the main text:
HJ = ε0
(
cz k˜z k˜
J
−
k˜J+ −cz k˜z
)
, (1)
where k˜ = k/k0 and cz = ~vzk0/ε0. To avoid difficulties associated with anisotropic dispersions, we consider the
following coordinate transformation [1]
kx → k0 (r sin θ)
1
J cosφ,
ky → k0 (r sin θ)
1
J sinφ,
kz → k0
cz
r cos θ,
(2)
which transforms the Hamiltonian into the following form:
H = ε0r
(
cos θ sin θe−iJφ
sin θeiJφ − cos θ
)
. (3)
In the transformed coordinates, the energy dispersion is given by ε±(r) = ±ε0r and the corresponding eigenstate is
given by
|+〉 =
(
cos θ2
sin θ2e
iJφ
)
, (4a)
|−〉 =
( − sin θ2
cos θ2e
iJφ
)
. (4b)
The Jacobian J corresponding to this transformation is given by
J =
∣∣∣∣∣∣∣
∂kx
∂r
∂kx
∂θ
∂kx
∂φ
∂ky
∂r
∂ky
∂θ
∂ky
∂φ
∂kz
∂r
∂kz
∂θ
∂kz
∂φ
∣∣∣∣∣∣∣ =
k30
czJ
r
2
J sin
2
J−1 θ ≡ J (r, θ). (5)
Note that for the + band, the band velocity v
(i)
k =
1
~
ε+,k
∂ki
can be expressed as
v
(x)
k = Jv0r
1− 1J sin2−
1
J θ cosφ, (6a)
v
(y)
k = Jv0r
1− 1J sin2−
1
J θ sinφ, (6b)
v
(z)
k = czv0 cos θ, (6c)
where v0 =
ε0
~k0 .
The DOS at energy ε > 0 can be obtained as
D(ε) = g
∫
d3k
(2pi)3
δ(ε− ε+,k)
= g
∫ ∞
0
dr
∫ pi
0
dθ
∫ 2pi
0
dφ
J (r, θ)
(2pi)3
δ(ε− ε0r)
=
gB
(
1
2 ,
1
J
)
4pi2czJ
k30
ε0
(
ε
ε0
) 2
J
, (7)
2where g is the number of degenerate Weyl nodes. Here, we used the relation
∫ pi/2
0
dθ cosm θ sinn θ = 12B(
m+1
2 ,
n+1
2 ),
where B(m,n) = Γ(m)Γ(n)Γ(m+n) is the beta function and Γ(x) =
∫∞
0
dt tx−1e−t is the gamma function [2]. Note that the
Thomas-Fermi wavevector is determined by the DOS at the Fermi energy εF given by
qTF =
√
4pie2
κ
D(εF) = k0
√
gαB
(
1
2 ,
1
J
)
piczJ
(
εF
ε0
) 1
J
, (8)
where α = e
2
κ~v0 is the effective fine structure constant.
The carrier density is then given by
n =
∫ εF
0
dεD(ε) = n0
gB
(
1
2 ,
1
J
)
4pi2cz(J + 2)
(
εF
ε0
) 2
J+1
, (9)
where n0 = k
3
0. Note that εF ∼ n
J
J+2 and D(εF) ∼ n 2J+2 .
II. DENSITY DEPENDENCE OF DC CONDUCTIVITY IN MULTI-WEYL SEMIMETALS AT ZERO
TEMPERATURE
In this section, we derive the dc conductivity at zero temperature for 3D anisotropic systems with an anisotropic
energy dispersion which has an axial symmetry around the kz-axis (i.e. independent of φ), as in the m-WSMs
described by Eq. (1) in the main text. To take into account the anisotropy of the energy dispersion, we express the
anisotropic Boltzmann equation in Eq. (5) in the main text using the transformed coordinates in Eq. (5) assuming
an axial symmetry around the kz-axis:
1 =
∫ ∞
0
dr′
∫ pi
0
dθ′
∫ 2pi
0
dφ′
J (r′, θ′)
(2pi)3
Wkk′
(
τ
(i)
k −
v
(i)
k′
v
(i)
k
τ
(i)
k′
)
=
∫ ∞
0
dr′
∫ pi
0
dθ′
∫ 2pi
0
dφ′
k30r
′ 2J sin
2
J−1 θ′
(2pi)3czJ
[
2pi
~
nimp|Vkk′ |2Fkk′δ(ε0r − ε0r′)
](
τ
(i)
k − d(i)kk′τ (i)k′
)
=
2pi
~
nimp
k30r
2
J
(2pi)2czJε0
∫ 1
−1
d cos θ′(1− cos2 θ′) 1J−1
∫ 2pi
0
dφ′
2pi
|Vkk′ |2Fkk′
(
τ
(i)
k − d(i)kk′τ (i)k′
)
, (10)
where d
(i)
kk′ = v
(i)
k′ /v
(i)
k and Fkk′ =
1
2 [1 + cos θ cos θ
′ + sin θ sin θ′ cos J(φ− φ′)] is the square of the wavefunction
overlap between k and k′ states in the same band. Let us define ρ0 =
k30
(2pi)2czε0
, V0 =
ε0
k30
, and 1τ0(r) =
2pi
~ nimpV
2
0 ρ0.
Then with µ = cos θ, we have
1 =
r
2
J
J
∫ 1
−1
dµ′(1− µ′2) 1J−1
∫ 2pi
0
dφ′
2pi
|V˜kk′ |2Fkk′
(
τ˜
(i)
k − d(i)kk′ τ˜ (i)k′
)
, (11)
where V˜kk′ = Vkk′/V0 and τ˜
(i)
k = τ
(i)
k /τ0.
Assuming τ˜
(i)
k = τ˜
(i)(µ) from the axial symmetry,
1 = w˜(i)(µ)τ˜ (i)(µ)−
∫ 1
−1
dµ′w˜(i)(µ, µ′)τ˜ (i)(µ′), (12)
where
w˜(i)(µ) =
r
2
J
J
∫ 1
−1
dµ′(1− µ′2) 1J−1
∫ 2pi
0
dφ′
2pi
|V˜kk′ |2Fkk′ , (13a)
w˜(i)(µ, µ′) =
r
2
J
J
(1− µ′2) 1J−1
∫ 2pi
0
dφ′
2pi
|V˜kk′ |2Fkk′d(i)kk′ . (13b)
Now let us discretize θ or equivalently µ = cos θ to µn (n = 1, 2, · · · , N) with an interval ∆µ = 2/N . Then for
τ˜
(i)
n = τ˜ (i)(µn), we have
1 = P (i)n τ˜
(i)
n −
∑
n′
P
(i)
nn′ τ˜
(i)
n′ , (14)
3where P
(i)
n = w˜(i)(µn) is an N -vector and P
(i)
nn′ = w˜
(i)(µn, µn′)∆µ is an N ×N matrix which relate the θ-dependent
relaxation times. Note that Eq. (14) has a similar structure for the multiband scattering [3] in which the relaxation
time can be obtained by solving coupled equations, which relate the relaxation times for different energy bands
involved in the scattering.
Then the dc conductivity at zero temperature is given by
σij = ge
2
∫
d3k
(2pi)3
δ(εk − εF)v(i)k v(j)k τ (j)k
= ge2
∫ ∞
0
dr
∫ pi
0
dθ
∫ 2pi
0
dφ
k30r
2
J sin
2
J−1 θ
(2pi)3czJ
δ(ε0r − εF)v(i)k v(j)k τ (j)k
=
σ0
J
∫ ∞
0
drr
2
J
∫ 1
−1
dµ
(
1− µ2) 1J−1 ∫ 2pi
0
dφ
2pi
δ(r − rF)v˜(i)k v˜(j)k τ˜ (j)k , (15)
where σ0 = ge
2ρ0v
2
0τ0, rF = εF/ε0, and v˜
(i)
k = v
(i)
k /v0. Thus, from Eq. (6), we have
σxx
σ0
=
Jr2F
2
∫ 1
−1
dµ
(
1− µ2) τ˜ (x)(µ), (16a)
σzz
σ0
=
c2zr
2
J
F
J
∫ 1
−1
dµ
(
1− µ2) 1J−1 µ2τ˜ (z)(µ). (16b)
Note that τ0, v0, ρ0 and σ0 are the density independent normalization constants in units of time, velocity, DOS, and
conductivity, respectively. In addition, from the axial symmetry around the kz-axis, σxx = σyy.
For the short-range impurities, Vkk′ is independent of density. Thus from Eq. (13), ω˜
(i)(µ) ∼ ε 2JF and τ˜ (i)(µ) ∼ ε
− 2J
F
at the Fermi energy εF. Note that εF ∼ n JJ+2 . Therefore we have
σxx ∼ ε2−
2
J
F ∼ n
2(J−1)
J+2 , (17a)
σzz ∼ ε0F ∼ n0. (17b)
For charged impurities in the strong screening limit, Vkk′ ∼ q−2TF ∼ D−1(εF) ∼ ε
− 2J
F , thus ω˜
(i)(µ) ∼ ε 2J− 4JF and
τ˜ (i)(µ) ∼ ε 2JF at εF. Therefore we have
σxx ∼ ε2+
2
J
F ∼ n
2(J+1)
J+2 , (18a)
σzz ∼ ε
4
J
F ∼ n
4
J+2 . (18b)
For charged impurities in the weak screening limit, from Vkk′ ∼ |k − k′|−2 and Eq. (2), we expect the potential
average on the Fermi surface as VF ∼ ε−2ζF with 1J ≤ ζ ≤ 1 (assuming no logarithmic correction), thus ω˜(i)(µ) ∼ ε
2
J−4ζ
F
and τ˜ (i)(µ) ∼ ε4ζ− 2JF at εF. Therefore, we have
σxx ∼ ε2+4ζ−
2
J
F ∼ n
2(J−1)+4Jζ
J+2 , (19a)
σzz ∼ ε4ζF ∼ n
4Jζ
J+2 . (19b)
Here, ζs in σxx and σzz do not need to be the same, as explained later in this section. Note that ζ =
1
J gives the
same density exponent corresponding to the strong screening limit.
For the short-range impurities, it turns out that the relaxation time is independent of polar angles θ. Assuming
τ (i)(µ) = τ (i) from the beginning, for short-range impurity potential Vkk′ = Vshort, Eq. (11) reduces to
1
τ˜ (i)
=
r
2
J
J
V˜ 2short
∫ 1
−1
dµ′(1− µ′2) 1J−1
∫ 2pi
0
dφ′
2pi
Fkk′
(
1− d(i)kk′
)
, (20)
where V˜short = Vshort/V0. Then we find that the relaxation time τ
(i)(ε) at at energy ε = rε0 is
1
τ˜ (x)(ε)
=
r
2
J
2J
V˜ 2shortB
(
1
2
,
1
J
)
− δJ1 r
2
3
V˜ 2short, (21a)
1
τ˜ (z)(ε)
=
r
2
J
2J
V˜ 2shortB
(
1
2
,
1
J
+ 1
)
. (21b)
4From Eq. (16), finally we obtain
σxx
σ0
=
2Jr2F
3
τ˜ (x)(εF), (22a)
σzz
σ0
=
c2zr
2
J
F
J
B
(
3
2
,
1
J
)
τ˜ (z)(εF) =
Jc2z
V˜ 2short
. (22b)
Note that σxx/σ0 = V˜
−2
short,
16
3pi rFV˜
−2
short,
12
B( 12 ,
1
3 )
r
4
3
F V˜
−2
short for J = 1, 2, 3, respectively, and the obtained analytic expres-
sions are consistent with the density dependence in Eq. (17). From Eq. (22), we find σxx/σzz =
1
c2z
, 8rF3pic2z
,
4r
4
3
F
B( 12 ,
1
3 )c2z
for
J = 1, 2, 3, respectively, and the anisotropy between σxx and σzz increases as the Fermi energy or the carrier density
increases.
For charged impurities in the strong screening limit, the impurity potential becomes Vkk′ ≈ V strongscreen ≡ 4pie
2
κq2TF
,
having the same feature of the short-range impurity potential. Thus, the relaxation time is also independent of polar
angles and similar analytic expressions can be obtained by replacing V˜short by V˜
strong
screen in Eqs. (21) and (22), where
V˜ strongscreen = V
strong
screen /V0 = 4piαk
2
0/q
2
TF. Then the relaxation time is given by
1
τ˜ (x)(ε)
=
8pi4c2zJ
g2B
(
1
2 ,
1
J
)r 2J r− 4JF − δJ1 4pi4c2z3g2 r2r−4F , (23a)
1
τ˜ (z)(ε)
=
16pi4c2zJ
(J + 2)g2B
(
1
2 ,
1
J
)r 2J r− 4JF , (23b)
thus, in the strong screening limit, we obtain
σxx
σ0
=
2Jr2F
3
τ˜ (x)(εF), (24a)
σzz
σ0
=
c2zr
2
J
F
J
B
(
3
2
,
1
J
)
τ˜ (z)(εF) =
g2B2
(
1
2 ,
1
J
)
16pi4J
r
4
J
F . (24b)
Note that σxx/σ0 =
g2
4pi4c2z
r4F,
g2
12pi3c2z
r3F,
g2B( 12 ,
1
3 )
12pi4c2z
r
8
3
F for J = 1, 2, 3, respectively, and the obtained analytic expressions
are consistent with the density dependence in Eq. (18). Also note that σxx/σzz has the same form with that obtained
for short-range impurities.
For charged impurities at arbitrary screening, the relaxation time in general depends on polar angles for J > 1.
In addition, as seen in Fig. 2 in the main text, the density exponent shows non-monotonic behavior as a function of
gα. From Eq. (10), for a given wavevector k = (k0 (rF sin θ)
1
J , 0, k0cz rF cos θ) at the Fermi energy, the average of the
squared Coulomb potential on the Fermi surface is given by
〈
V 2(θ)
〉
F
=
1
2
∫ 1
−1
d cos θ′(1− cos2 θ′) 1J−1
∫ 2pi
0
dφ′
2pi
|Vkk′ |2. (25)
Then assuming
〈
V 2(θ)
〉
F
∼ r−4ζ(θ)F , we can obtain the angle dependent exponent ζ(θ) with 1J ≤ ζ(θ) ≤ 1. Figure
S1 shows ζ(θ) for several values of θ = 0, pi/6, pi/2. This angle-dependent power-law gives rise to a significant non-
monotonic behavior of τz and σzz in gα, which originates from the competition between two inverse length scales,
qTF ∼ r
1
J
F and k
(z)
F ∼ rF. Note that the in-plane component of the wavevector k(‖)F ∼ r
1
J
F at the Fermi energy has the
same Fermi energy dependence with qTF, showing a monotonic-like behavior of τx and σxx in gα. As gα increases,
ζ(θ) eventually approaches 1/J irrespective of θ, obtained in the strong screening limit.
III. TEMPERATURE DEPENDENCE OF CHEMICAL POTENTIAL AND THOMAS-FERMI
WAVEVECTOR IN MULTI-WEYL SEMIMETALS
In this section, we derive the temperature dependent chemical potential and Thomas-Fermi wavevector in a general
gapless electron-hole system, and apply the results to m-WSMs. Suppose that a gapless electron-hole system has
a DOS given by D(ε) = Cα|ε|α−1Θ(ε), where Cα is a constant and Θ(ε) is a step function. For a d-dimensional
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FIG. S1: Angle dependent exponent ζ(θ) for (a)-(c) J = 2 and (d)-(f) J = 3 as a function of the screening strength gα at
θ = 0, pi/6, pi/2. Blue dashed-dotted, black solid, and red dashed lines represent n = 0.1n0, n0, 10n0, respectively.
electron gas with an isotropic energy dispersion ε ∼ kJ , α = d/J , whereas for m-WSMs, D(ε) ∝ ε 2J from Eq. (7),
thus α = 2J + 1.
When the temperature is finite, the chemical potential µ deviates from the Fermi energy εF due to the broadening
of the Fermi distribution function f (0)(ε, µ) =
[
eβ(ε−µ) + 1
]−1
where β = 1kBT . Since the charge carrier density n
does not vary under the temperature change, we have
n =
∫ ∞
−∞
dεD(ε)f (0)(ε, µ) =
∫ ∞
0
dεD(ε)
[
f (0)(ε, µ) + f (0)(−ε, µ)
]
≡
∫ εF
−∞
dεD(ε). (26)
Then the carrier density measured from the charge neutral point, ∆n ≡ n|µ − n|µ=0, is given by
∆n =
∫ ∞
0
dεD(ε)
[
f (0)(ε, µ)− f (0)(ε,−µ)
]
≡
∫ εF
0
dεD(ε). (27)
Here, we used f(−ε, µ) = 1− f(ε,−µ).
Before proceeding further, let us consider the following integral:∫ ∞
0
dx
xα−1
z−1ex + 1
=
∫ ∞
0
dx
xα−1ze−x
1 + ze−x
= −
∫ ∞
0
dxxα−1
∞∑
n=1
(−z)ne−nx
t=nx
=
[∫ ∞
0
dt tn−1e−t
] [
−
∞∑
n=1
(−z)n
nα
]
= Γ(α)Fα(z), (28)
where Γ(α) =
∫∞
0
dt tα−1e−t is the gamma function and Fα(z) = −
∑∞
n=1
(−z)n
nα . Note that Γ(α) = (α − 1)Γ(α − 1)
with Γ(1) = 1 and Γ(1/2) =
√
pi, and Fα(z) = z
∂
∂zFα+1(z).
Using the above result, we obtain
∆n = Cα(kBT )
αΓ(α)
[
Fα(z)− Fα(z−1)
]
=
Cα
α
εαF, (29)
6where z = eβµ, which is called the fugacity. Thus, finally we have
Fα(z)− Fα(z−1) = (βεF)
α
Γ(α+ 1)
. (30)
By solving the above equation with respect to z for a given T , we can obtain the chemical potential µ = kBT ln z.
At low temperatures, βµ→∞ thus z →∞. Note that from the Sommerfeld expansion [4]
lim
z→∞
∫ ∞
0
dx
H(x)
z−1ex + 1
≈
∫ βµ
0
dxH(x) +
pi2
6
∂H(βµ)
∂x
, (31)
where H(x) is a function which diverges no more rapidly than a polynomial as x → ∞. Then for H(x) = xα−1 and
using Eq. (28), Eq. (31) becomes
lim
z→∞Fα(z) ≈
(βµ)α
Γ(α+ 1)
[
1 +
pi2
6
α(α− 1)
(βµ)2
]
, (32)
whereas Fα(z
−1) = z−1 − z−22α + · · · vanishes as z →∞. Thus, we can obtain the low-temperature correction as
µ
εF
≈ 1− pi
2
6
(α− 1)
(
T
TF
)2
, (33)
where TF = εF/kB is the Fermi temperature.
At high temperatures, βµ → 0 due to the finite carrier densities, thus z → 1. From z ≈ 1 + βµ + 12 (βµ)2 for|βµ|  1,
lim
z→1
Fα(z) ≈ η(α) + η(α− 1)βµ+ 1
2
η(α− 2) (βµ)2 , (34)
where η(α) = Fα(1) is the Dirichlet eta function [2]. Thus, we have Fα(z)− Fα(z−1) ≈ 2η(α− 1)βµ, and obtain the
following high-temperature asymptotic form:
µ
εF
≈ 1
2η(α− 1)Γ(α+ 1)
(
TF
T
)α−1
. (35)
For m-WSMs, α = 2J + 1 and we obtain
µ
εF
=

1− pi23J
(
T
TF
)2
(T  TF),
1
2η( 2J )Γ(2+
2
J )
(
T
TF
)− 2J
(T  TF).
(36)
Next, consider the temperature dependent Thomas-Fermi wavevector qTF(T ). Note that in 3D, q
2
TF(0) =
4pie2
κ D(εF)
and at finite T , q2TF(T ) =
4pie2
κ
∂n
∂µ . Thus we have
q2TF(T )
q2TF(0)
=
∂εF
∂µ
=
Γ(α)
(βεF)α−1
[
Fα−1(z) + Fα−1(z−1)
]
. (37)
For a given T , the chemical potential (or equivalently fugacity z) is calculated using the density invariance in Eq. (29),
and then qTF(T ) is obtained from the above relation.
At low temperatures, µ(T ) is given by Eq. (33), thus
q2TF(T )
q2TF(0)
≈ Γ(α)
(βεF)
α−1
[
(βµ)
α−1
Γ(α)
(
1 +
pi2
6
(α− 1)(α− 2)
(βµ)
2
)
+


:0(
z−1 − z
−2
2α−1
) ]
≈ µ
εF
+
pi2
6
(α− 1)(α− 2)
(βεF)
2 ≈ 1−
pi2
6
(α− 1)
(
T
TF
)2
. (38)
7At high temperatures, µ(T ) is given by Eq. (35), thus
q2TF(T )
q2TF(0)
≈ Γ(α)
(βεF)
α−1
[
2η(α− 1) + η(α− 3) (βµ)2
]
≈ 2η(α− 1)Γ(α)
(
T
TF
)α−1
. (39)
For m-WSMs, we find
qTF(T )
qTF(0)
=

1− pi26J
(
T
TF
)2
(T  TF),√
2η
(
2
J
)
Γ
(
1 + 2J
) (
T
TF
) 1
J
(T  TF),
(40)
where qTF(0) = qTF is given by Eq. (8).
Figure S2 shows the temperature dependence of the chemical potential and Thomas-Fermi wavevector in m-WSMs.
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IV. TEMPERATURE DEPENDENCE OF DC CONDUCTIVITY IN MULTI-WEYL SEMIMETALS
From Eq. (7) in the main text, we can easily generalize the conductivity tensor at zero temperature to that at
finite temperature. For f (0)(ε) =
[
z−1eβε + 1
]−1
, S(0)(ε) = −∂f(0)(ε)∂ε = βf (0)(ε)
(
1− f (0)(ε)) = βz−1eβε
(z−1eβε+1)2 . Then
the conductivity tensor at finite temperature is given by
σij(T ) = ge
2
∫
d3k
(2pi)3
(
−∂f
(0)(εk)
∂ε
)
v
(i)
k v
(j)
k τ
(j)
k
= ge2
∫ ∞
0
dr
∫ pi
0
dθ
∫ 2pi
0
dφ
k30r
2
J sin
2
J−1 θ
(2pi)3czJ
βz−1eβε0r
(z−1eβε0r + 1)2
v
(i)
k v
(j)
k τ
(j)
k
=
σ0
J
∫ ∞
0
drr
2
J
∫ 1
−1
dµ
(
1− µ2) 1J−1 ∫ 2pi
0
dφ
2pi
βε0z
−1eβε0r
(z−1eβε0r + 1)2
v˜
(i)
k v˜
(j)
k τ˜
(j)
k . (41)
8Thus from Eq. (6), we have
σxx(T ) = σ0
J
2
∫ ∞
0
dr r2
βε0z
−1eβε0r
(z−1eβε0r + 1)2
∫ 1
−1
dµ
(
1− µ2) τ˜ (x)(µ), (42a)
σzz(T ) = σ0
c2z
J
∫ ∞
0
dr r
2
J
βε0z
−1eβε0r
(z−1eβε0r + 1)2
∫ 1
−1
dµ
(
1− µ2) 1J−1 µ2τ˜ (z)(µ). (42b)
To derive the asymptotic behaviors of σii(T )/σii(0) at low and high temperatures, let us rewrite Eq. (7) in the
main text, in the following energy integral form:
σii(T ) = ge
2I
∫ ∞
0
dε
(
−∂f
(0)(ε)
∂ε
)
D(ε)[v(i)(ε)]2τ (i)(ε, T ), (43)
where I is a factor from the angular integration. Note that the factor I will be canceled by σii(0) later. Assuming
that τ (i)(ε, T ) can be decomposed as
τ (i)(ε, T ) = τ (i)(ε)g(i)
(
T
TF
)
, (44)
where g(i)
(
T
TF
)
is the energy-independent correction term from the screening effect with g(i)(0) ≡ 1, we can separate
the contributions from the energy averaging over the Fermi distribution and the temperature dependent screening.
Suppose D(ε) ∝ εα−1, v(i)(ε) ∝ εν , and τ (i)(ε) ∝ εγ . Then we can express σii(T ) as
σii(T ) = C
∫ ∞
0
dε
(
−∂f
(0)(ε)
∂ε
)
εα−1+2ν+γg(i)
(
T
TF
)
= C(kBT )
δΓ(δ + 1)Fδ(z)g
(
T
TF
)
, (45)
where C is a constant and δ ≡ α − 1 + 2ν + γ. Note that Eq. (45) reduces to σii(0) = CεδF at zero temperature.
Therefore, after eliminating C, we have
σii(T )
σii(0)
=
Γ(δ + 1)Fδ(z)
(βεF)δ
g(i)
(
T
TF
)
. (46)
For short-range impurities, g(i)
(
T
TF
)
= 1. For charged impurities at low temperatures, from the form of the low-
temperature correction for the Thomas-Fermi wavevector in Eq. (38), we expect
g(i)
(
T
TF
)
≈ 1−A(i)
(
T
TF
)2
. (47)
Note that A(i) depends on the screening strength, and in the strong screening limit, from Eq. (40) we have A(i) = 2pi
2
3J .
At high temperatures, however, τ (i)(ε, T ) cannot be simply decomposed as Eq. (44). The energy averaging typically
dominates over the screening contribution [5], and the screening correction g
(
T
TF
)
only gives a constant factor without
changing the temperature power. Assuming g(i)
(
T
TF
)
≈ 1 at high temperatures, then in the low and high temperature
limits, we have
σii(T )
σii(0)
=

1 +
[
pi2
6 (δ − α)δ −A(i)
] (
T
TF
)2
(T  TF),
Γ(δ + 1)η(δ)
(
T
TF
)δ
(T  TF).
(48)
Now, consider m-WSM with α = 2J +1. For short-range impurities, g
(i)
(
T
TF
)
= 1, and from the energy dependence
of the relaxation time in Eq. (21), γ = − 2J . Thus, we find
σxx(T )
σxx(0)
=

1 + pi
2
3
(
J−1
J
) (
J−4
J
) (
T
TF
)2
(T  TF),
Γ(3− 2J )η(2− 2J )
(
T
TF
)2− 2J
(T  TF),
(49a)
σzz(T )
σzz(0)
=
1− e
−TF/T (T  TF),
1
2 +
1
8η( 2J )Γ(
2
J+2)
(
T
TF
)− 2+JJ
(T  TF).
(49b)
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FIG. S3: Low-temperature coefficients (a)-(c) Cxx and (d)-(f) Czz as a function of the screening strength gα for charged
impurities. Red dashed lines represent the low-temperature coefficients in the strong screening limit given by Eq. (50). Here,
n = n0 is used for calculation.
For charged impurities in the strong screening limit, from Eq. (23), τ (i)(ε) ∼ ε− 2J thus γ = − 2J at low temperatures,
whereas at high temperatures τ (i)(ε) ∼ ε− 2J+ 4J because thermally induced charge carriers participate in transport
giving γ = 2J . Combining the temperature dependent screening correction with A
(i) = 2pi
2
3J at low temperatures, we
find
σxx(T )
σxx(0)
=

1 + pi
2
3
(
J2−7J+4
J2
)(
T
TF
)2
(T  TF),
Γ(3 + 2J )η(2 +
2
J )
(
T
TF
)2+ 2J
(T  TF),
(50a)
σzz(T )
σzz(0)
=

1− 2pi23J
(
T
TF
)2
(T  TF),
Γ(1 + 4J )η(
4
J )
(
T
TF
) 4
J
(T  TF).
(50b)
For charged impurities at arbitrary screening, from the Fermi energy dependence of the relaxation time discussed
in Sec. II, γ = 4ζ − 2J with 1J ≤ ζ ≤ 1 at high temperatures. Thus, we can express the low and high temperature
asymptotic forms as
σxx(T )
σxx(0)
=

1 + Cxx
(
T
TF
)2
(T  TF),
Γ
(
3 + 4ζ − 2J
)
ζ
(
2 + 4ζ − 2J
) (
T
TF
)2+4ζ− 2J
(T  TF),
(51a)
σzz(T )
σzz(0)
=

1 + Czz
(
T
TF
)2
(T  TF),
Γ(1 + 4ζ)η(4ζ)
(
T
TF
)4ζ
(T  TF).
(51b)
As explained in Sec. II, ζs in σxx and σzz do not need to be the same. Note that ζ =
1
J in Eq. (51) gives the same
high-temperature exponent corresponding to the strong screening limit in Eq. (50), and the temperature dependent
conductivity has the high-temperature asymptotic form given by Eq. (51) with ζ which varies within 1J ≤ ζ ≤ 1 and
approaches 1J in the strong screening limit.
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Figure S3 shows the evolution of the low-temperature coefficients Cxx and Czz in Eq. (51) for charged impurities
as a function of the screening strength gα. Above a critical gα, Cxx and Czz become negative, thus the conductivity
decreases with temperature, showing a metallic behavior. As gα increases further, the low-temperature coefficients
eventually approach Cxx =
pi2
3
(
J2−7J+4
J2
)
and Czz = − 2pi23J , as obtained in Eq. (50). The non-monotonic behavior in
the low-temperature coefficients Czz as a function of gα for J > 1 originates from the angle-dependent power-law in
the relaxation time, similarly as shown in Fig. 2 in the main text.
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