Abstract. A review of the uses of the CD kernel in the spectral theory of orthogonal polynomials, concentrating on recent results.
Introduction
This article reviews a particular tool of the spectral theory of orthogonal polynomials. Let µ be a measure on C with finite moments, that is, |z| n dµ(z) < ∞ (1.1) z j X n (z; dµ) dµ(z) = 0 j = 0, . . . , n − 1 (1.2)
X n (z) = z n + lower order (1.3)
We will often be interested in the special cases where µ is supported on R (especially with support compact), in which case we use P n , p n rather than X n , x n , and where µ is supported on ∂D (D = {z | |z| < 1}), in which case we use Φ n , ϕ n . We call these OPRL and OPUC (for "real line" and "unit circle").
OPRL and OPUC are spectral theoretic because there are Jacobi parameters {a n , b n } zp n (z) = a n+1 p n+1 (z) + b n+1 p n (z) + a n p n−1 (z) (1.5) Φ n+1 (z) = zΦ n (z) −ᾱ n Φ * n (z) (1.6) Φ * n (z) = z n Φ n (1/z) (1.7)
We will sometimes need the monic OPRL and normalized OPUC recursion relations:
zP n (z) = P n+1 (z) + b n+1 P n (z) + a 2 n P n−1 (z) (1.8) zϕ n (z) = ρ n ϕ n+1 (z) +ᾱ n ϕ * n (z) (1.9)
(1.10)
Of course, the use of ρ n implies |α n | < 1 and all sets of {α n } ∞ n=0 obeying this occur. Similarly, b n ∈ R, a n ∈ (0, ∞) and all such sets occur. In the OPUC case, {α n } ∞ n=0
determine dµ, while in the OPRL case, they do if sup(|a n | + |b n |) < ∞, and may or may not in the unbounded case. For basics of OPRL, see [93, 22, 34, 89] ; and for basics of OPUC, see [93, 37, 34, 80, 81, 79] .
We will use κ n (or κ n (dµ)) for the leading coefficient of x n , p n , or ϕ n , so
(1.11)
The Christoffel-Darboux kernel (named after [23, 28] ) is defined by
x j (z) x j (ζ) (1.12) (M z f )(z) = zf (z) (1.16) If supp(dµ) is compact, M z is a bounded operator defined on all of L 2 (C, dµ). If it is not compact, there are issues of domain, essential selfadjointness, etc. that will not concern us here, except to note that in the OPRL case, they are connected to uniqueness of the solution of the moment problem (see [77] ). With this in mind, we use σ(dµ) for the spectrum of M z , that is, the support of dµ, and σ ess (dµ) for the essential spectrum. When dealing with OPRL of compact support (where M z is bounded selfadjoint) or OPUC (where M z is unitary), we will sometimes use σ ac (dµ), σ sc (dµ), σ pp (dµ) for the spectral theory components. (We will discuss σ ess (dµ) only in the OPUC/OPRL case where it is unambiguous, but for general operators, there are multiple definitions; see [31] .)
The basis of operator theoretic approaches to the study of the CD kernel depends on its interpretation as the integral kernel of a projection. In L 2 (C, dµ), the set of polynomials of degree at most n is an n + 1-dimensional space. We will use π n for the operator of orthogonal projection onto this space. Note that (π n f )(ζ) = K n (z, ζ)f (z) dµ(z) (1.17)
The order of z and ζ is the opposite of the usual for integral kernels and why we mentioned that putting complex conjugation on x n (ζ) might be more natural in (1.12) .
In particular,
In particular, since K n is a polynomial in ζ of degree n, we have K n (z, w) = K n (z, ζ)K n (ζ, w) dµ(ζ) (1.19) often called the reproducing property.
One major theme here is the frequent use of operator theory, for example, proving the CD formula as a statement about operator commutators. Another theme, motivated by Lubinsky [60, 61] , is the study of asymptotics of 1 n K n (x, y) on diagonal (x = y) and slightly off diagonal ((x − y) = O( 1 n )). Sections 2, 3, and 6 discuss very basic formulae, and Sections 4 and 7 simple applications. Sections 5 and 8 discuss extensions of the context of CD kernels. Section 9 starts a long riff on the use of the Christoffel variational principle which runs through Section 23. Section 24 is a final simple application.
Vladimir Maz'ya has been an important figure in the spectral analysis of partial differential operators. While difference equations are somewhat further from his opus, they are related. It is a pleasure to dedicate this article with best wishes on his 70th birthday.
I would like to thank J. Christiansen for producing Figure 1 (in Section 7) in Maple, and C. Berg, F. Gesztesy, L. Golinskii, D. Lubinsky, F. Marcellán, E. Saff, and V. Totik for useful discussions.
The ABC Theorem
We begin with a result that is an aside which we include because it deserves to be better known. It was rediscovered and popularized by Berg [11] , who found it earliest in a 1939 paper of Collar [24] , who attributes it to his teacher, Aitken-so we dub it the ABC theorem. Given that it is essentially a result about GramSchmidt, as we shall see, it is likely it really goes back to the nineteenth century. For applications of this theorem, see [13, 47] .
K n is a polynomial of degree n inz and ζ, so we can define an (n + 1) × (n + 1) square matrix, k (n) , with entries k
One also has the moment matrix
For OPRL, this is a function of j + k, so m (n) is a Hankel matrix. For OPUC, this is a function of j − k, so m (n) is a Toeplitz matrix.
Proof. By (1.18) for ℓ = 0, . . . , n,
Plugging (2.1) in for K, using (2.2) to do the integrals leads to n j,q=0
which says that
which is (2.3).
Here is a second way to see this result in a more general context: Write
so we can define an (n + 1)
Then (the Cholesky factorization of k)
with * Hermitean adjoint. The condition
the identity matrix. Multiplying by (a (n) ) * on the right and [(a (n) ) * ] −1 on the left yields (2.3). This has a clear extension to a general Gram-Schmidt setting.
The Christoffel-Darboux Formula
The Christoffel-Darboux formula for OPRL says that
and for OPUC that
We focus first on (3.1). From the operator point of view, the key is to note that, by (1.17),
where [A, B] = AB − BA. For OPRL, in (3.3), ζ and z are real, so (3.1) for z, ζ ∈ σ(dµ) is equivalent to
While (3.4) only proves (3.1) for suchz, ζ by the fact that both sides are polynomials in z and ζ, it is actually equivalent. Here is the general result:
Theorem 3.1 (General Half CD Formula). Let µ be a measure on C with finite moments. Then:
Remark. If µ has compact support, these are formulae involving bounded operators on L 2 (C, dµ). If not, regard π n and M z as maps of polynomials to polynomials.
Proof. (3.5) follows from expanding [M z , π n ] and using
On ran(π n−1 ), π n is the identity, and multiplication by z leaves one in π n , that is,
On the other hand, for the monic OPs,
since M z π n X n = z n+1 + lower order and (1 − π n ) takes any such polynomial to
we see (3.4) holds on ran(1 − π n ) + ran(π n−1 ) + [X n ], and so on all of L 2 .
From this point of view, we can understand what is missing for a CD formula for general OP. The missing piece is
The operator on the left of (3.7) is proven to be rank one, but (1 − π n )M (a.e. z ∈ σ(dµ)). In the first case,zϕ ∈ ran(π n ) if deg(ϕ) ≤ n− 1, and in the second case, if ϕ(0) = 0.
Thus, only for these two cases do we expect a simple formula for [M z , π].
Theorem 3.2 (CD Formula for OPRL). For OPRL, we have
and (3.1) holds forz = ζ.
Proof. Inductively, one has that p n (x) = (a 1 . . . a n ) −1 x n + . . . , so
(3.14)
and thus, (3.14) , and (3.16) imply (3.13) which, as noted, implies (3.1).
For OPUC, the natural object is (note
Theorem 3.3 (CD Formula for OPUC). For OPUC, we have
and (3.2) holds.
Proof. B n is selfadjoint so ran(B n ) = ker(B n ) ⊥ . Clearly, ran(B n ) ⊂ ran(π n ) + M z [ran(π n )] = ran(π n+1 ) and B n z ℓ = 0 for ℓ = 1, . . . , n, so ran(B n ) = {z, z 2 , . . . , z n } ⊥ ∩ ran(π n+1 ) is spanned by ϕ n+1 and ϕ * n+1 . Thus, both B n and the right side of (3.18) are rank two selfadjoint operators with the same range and both have trace 0. Thus, it suffices to find a single vector η in the span of ϕ n+1 and ϕ * n+1 with B n η = (RHS of (3.18))η, since a rank at most one selfadjoint operator with zero trace is zero! We will take η = zϕ n , which lies in the span since, by (1.9) and its * ,
By (3.16), (3.17) , and
we have that
On the other hand, ϕ * n+1 ⊥ {z, . . . , z n+1 }, so ϕ = ρ n so [LHS of (3.18)]zϕ n = −ρ n ϕ n+1 (3.22) Note that (3.2) implies
so changing index, we get the "other form" of the CD formula for OPUC,
We also note that Szegő [93] derived the recursion relation from the CD formula, so the lack of a CD formula for general OPs explains the lack of a recursion relation in general.
Zeros of OPRL: Basics Via CD
In this section, we will use the CD formula to derive the basic facts about the zeros of OPRL. In the vast literature on OPRL, we suspect this is known but we don't know where. We were motivated to look for this by a paper of Wong [105] , who derived the basics for zeros of POPUC (paraorthogonal polynomials on the unit circle) using the CD formula (for other approaches to zeros of POPUCs, see [19, 86] ). We begin with the CD formula on diagonal:
Proof. In (3.1) with z = x, ζ = y both real, subtract p n+1 (y)p n (y) from both products on the left and take the limit as y → x.
Proof. The left-hand side of (4.1) is strictly positive since p 0 (x) = 1. Proof. By (4.2), p n (x 0 ) = 0 ⇒ p ′ n (x 0 ) = 0, so zeros are simple, which then implies that the sign of p ′ n changes between its successive zeros. By (4.2), the sign of p n+1 thus changes between zeros of p n , so p n+1 has an odd number of zeros between zeros of p n . p 1 is a real polynomial, so it has one real zero. For x large, p n (x) > 0 since the leading coefficient is positive. Thus, p ′ n (x 0 ) > 0 at the top zero. From (4.2), p n+1 (x 0 ) < 0 and thus, since p n+1 (x) > 0 for x large, p n+1 has a zero above the top zero of p n . Similarly, it has a zero below the bottom zero.
We thus see inductively, starting with p 1 , that p n has n real zeros and they interlace those of p n−1 .
We note that Ambroladze [3] and then Denisov-Simon [29] used properties of the CD kernel to prove results about zeros (see Wong [105] for the OPUC analog); the latter paper includes:
Then at least one of p n and p n−1 has no zeros in (x 0 − δ, x 0 + δ).
They also have results about zeros near isolated points of σ(dµ).
The CD Kernel and Formula for MOPs
Given an ℓ × ℓ matrix-valued measure, there is a rich structure of matrix OPs (MOPRL and MOPUC). A huge literature is surveyed and extended in [27] . In particular, the CD kernel and CD formula for MORL are discussed in Sections 2.6 and 2.7, and for MOPUC in Section 3.4.
There are two "inner products," maps from L 2 matrix-valued functions to matrices, · , · R and · , · L . The R for right comes from the form of scalar homogeneity, for example,
but f, Ag R is not related to f, g R . There are two normalized OPs, p R j (x) and p L j (x), orthonormal in · , · R and · , · L , respectively, but a single CD kernel (for z, w real and † is matrix adjoint),
One has that
where π n is the projection in the Tr( · , · R ) inner product to polynomials of degree n.
In [27] , the CD formula is proven using Wronskian calculations. We note here that the commutator proof we give in Section 3 extends to this matrix case.
Within the Toeplitz matrix literature community, a result equivalent to the CD formula is called the Gohberg-Semencul formula; see [10, 35, 39, 40, 48, 100, 101] .
Gaussian Quadrature
Orthogonal polynomials allow one to approximate integrals over a measure dµ on R by certain discrete measures. The weights in these discrete measures depend on K n (x, x). Here we present an operator theoretic way of understanding this.
Fix n and, for b ∈ R, let J n;F (b) be the n × n matrix
(i.e., we truncate the infinite Jacobi matrix and change only the corner matrix element b n to b n + b). Letx 
is the spectral measure for J n;F (b) and e 1 , that is,
for all ℓ. We are going to begin by proving an intermediate quadrature formula:
Theorem 6.1. Let µ be a probability measure. For any b and any ℓ = 0, 1, . . . , 2n − 2,
If b = 0, this holds also for ℓ = 2n − 1.
, and moreover,
If a measure has finite support with at least n points, one can still define {p j } n−1 j=0 , Jacobi parameters {a j , b j } n−1 j=1 , and b n by (6.6). dµ and the measure, call it dμ (n) 1 , of (6.3) have the same Jacobi parameters {a j , b j } n−1 j=1 , so the same {p j } n−1 j=0 , and thus by
we inductively get (6.5) for ℓ = 0, 1, 2, . . . , 2n − 3. Moreover,
determines inductively (6.5) for ℓ = 2n − 2. Finally, if b = 0, (6.6) yields (6.5) for ℓ = 2n − 1.
As the second step, we want to determine thex
and π n−1 X n = 0. Thus, z 0 is an eigenvalue of K n;F of algebraic multiplicity at least ℓ. Since X n (z) has n zeros counting multiplicity, this accounts for all the roots, so (6.9) holds because both sides of monic polynomials of degree n with the same roots.
The eigenvaluesx
are all simple and obey for 0 < b < ∞ and j = 1, . . . , n (withx
and for −∞ < b < 0 and j = 1, . . . , n (withx n−1 (0) = −∞),
Proof. (6.12) for b = 0 is just (6.9). Expanding in minors shows the determinant of (z − J n;F (b)) is just the value at b = 0 minus b times the (n − 1) × (n − 1) determinant, proving (6.12) in general.
The inequalities in (6.13)/(6.14) follow either by eigenvalue perturbation theory or by using the arguments in Section 4.
In fact, our analysis below proves that for 0 < b < ∞,
The recursion formula for monic OPs proves that p j (x j (b)) is the unnormalized eigenvector for J n;F (b).
1/2 is the normalization constant, so since p 0 ≡ 1 (if µ(R) = 1):
with the convention b = ∞ if P n−1 (x 0 ) = 0. Define for b = ∞,
Then Theorem 6.1 becomes
for all polynomials Q of degree up to:
Remarks. 1. The sum goes to n − 1 if P n−1 (x 0 ) = 0.
We can define x
(n) j to be the solutions of
which has degree n if p n−1 (x 0 ) = 0 and n − 1 if p n−1 (x 0 ) = 0. 
Markov-Stieltjes Inequalities
The ideas of this section go back to Markov [63] and Stieltjes [92] based on conjectures of Chebyshev [21] (see Freud [34] ).
Remark. Figure 1 has a graph of Q and χ (−∞,x ℓ ] for n = 5, ℓ = 3, x j = j − 1. Proof. By standard interpolation theory, there exists a unique polynomial of degree k with k + 1 conditions of the form
Let Q be the polynomial of degree 2n − 2 with the n conditions in (7.1) and the n − 1 conditions
Clearly, Q ′ has at most 2n−3 zeros. n−1 are given by (7.3) and, by Snell's theorem, each of the n − 2 intervals (
Tracking where Q ′ changes sign, one sees that (7.2) holds. Theorem 7.2. Suppose dµ is a measure on R with finite moments. Then
Remarks. 1. The two bounds differ by K n−1 (x 0 , x 0 ) −1 .
These imply
If µ({x 0 }) = 0, then the bounds are exact as n → ∞.
and, by (7.1) and Theorem 6.5, the integral is the sum on the left of (7.4).
Clearly, this implies
which, by x → −x symmetry, implies the last inequality in (7.4).
Proof. Note if
, so we get (7.7) by subtracting values of (7.4).
Notice that this corollary gives effective lower bounds only if k − 1 ≥ ℓ + 1, that is, only on at least three consecutive zeros. The following theorem of Last-Simon [57] , based on ideas of Golinskii [41] , can be used on successive zeros (see [57] for the proof).
Mixed CD Kernels
Recall that given a measure µ on R with finite moments and Jacobi parameters {a n , b n } ∞ n=1 , the second kind polynomials are defined by the recursion relations (1.5) but with initial conditions
so q n (x) is a polynomial of degree n − 1. In fact, ifμ is the measure with Jacobi parameters given byã
It is sometimes useful to consider
and the mixed CD kernel
there is a CD formula for K (q) which follows immediately from the one for K. There is also a mixed CD formula for K (pq) n . OPUC also have second kind polynomials, mixed CD kernels, and mixed CD formulae. These are discussed in Section 3.2 of [80] .
Mixed CD kernels will enter in Section 21.
Variational Principle: Basics
If one thing marks the OP approach to the CD kernel that has been missing from the spectral theorists' approach, it is a remarkable variational principle for the diagonal kernel. We begin with:
with the minimizer given uniquely by
Remark. One can use Lagrange multipliers to a priori compute z (0) j and prove this result.
from which the result is obvious.
If Q has deg(Q) ≤ n and Q n (z 0 ) = 1, then
with x j the orthonormal polynomials for a measure dµ, then
Thus the lemma implies:
Theorem 9.2 (Christoffel Variational Principle). Let µ be a measure on C with finite moments. Then forz 0 ∈ C,
and the minimizer is given by
One immediate useful consequence is:
For this reason, it is useful to have comparison models:
Example 9.4. Let dµ = dθ/2π for z = re iθ and ζ = e iϕ . We have, since
If r < 1, K n (z, z 0 ) has a limit as n → ∞, and for z = e iϕ , z 0 = re iθ , r < 1,
the Poisson kernel,
For r = 1, we have
the Fejér kernel.
For r > 1, we use
which implies, for z = e iϕ , z 0 = re iθ , r > 1,
Example 9.5. Let dµ 0 be the measure
. Then p n are the Chebyshev polynomials of the second kind,
In particular, if |x| ≤ 2 − δ,
and so 1 n |K n (x + iy, x + iy)| ≤ C The following shows the power of the variational principle:
Proof. We can find a scaled and translated version of the dµ 0 of (9.15) with µ ≥ µ 0 . Now use Theorem 9.3 and (9.18).
The following has many proofs, but it is nice to have a variational one:
Remark. If µ({x 0 }) = 0, the limit is infinite.
On the other hand, pick A ≥ diam(σ(dµ)) and let
For any a, sup (9.22 ) and (9.26) imply (9.21).
The Nevai Class: An Aside
In his monograph, Nevai [67] emphasized the extensive theory that can be developed for OPRL measures whose Jacobi parameters obey
for some b real and a > 0. He proved such measures have ratio asymptotics, that is, P n+1 (z)/P n (z) has a limit for all z ∈ C\R, and Simon [78] proved a converse: Ratio asymptotics at one point of C + implies there are a, b, with (10.1). The essential spectrum for such a measure is [b − 2a, b + 2a], so the Nevai class is naturally associated with a single interval e ⊂ R.
The question of what is the proper analog of the Nevai class for a set e of the form
3) has been answered recently and is relevant below.
The key was the realization of López [8, 9] that the proper analog of an arc of a circle was |α n | → a andᾱ n+1 α n → a 2 for some a > 0. This is not that α n approaches a fixed sequence but rather that for each k,
as n → ∞. Thus, α j approaches a set of Verblunsky coefficients rather than a fixed one.
For any finite gap set e of the form (10.2)/(10.3), there is a natural torus, J e , of almost periodic Jacobi matrics with σ ess (J) = e for all J ∈ J e . This can be described in terms of minimal Herglotz functions [90, 89] or reflectionless two-sided Jacobi matrices [75] . All J ∈ J e are periodic if and only if each [α j , β j ] has rational harmonic measure. In this case, we say e is periodic.
Definition. The Nevai class for e, N (e), is the set of all Jacobi matrices, J,
This definition is implicit in Simon [81] ; the metric d m is from [26] . Notice that in case of a single gap e in ∂D, the isospectral torus is the set of {α n } ∞ n=0 with α n = ae iθ for all n where a is e dependent and fixed and θ is arbitrary. The above definition is the López class.
That this is the "right" definition is seen by the following pair of theorems: 
then J ∈ N (e).
Delta Function Limits of Trial Polynomials
Intuitively, the minimizer, Q n (x, x 0 ), in the Christoffel variational principle must be 1 at z 0 and should try to be small on the rest of σ(dµ). As the degree gets larger and larger, one expects it can do this better and better. So one might guess that for every δ > 0, sup
While this happens in many cases, it is too much to hope for. If x 1 ∈ σ(dµ) but µ has very small weight near x 1 , then it may be a better strategy for Q n not to be small very near x 1 . Indeed, we will see (Example 11.3) that the sup in (11.1) can go to infinity. What is more likely is to expect that |Q n (x, x 0 )| 2 dµ will be concentrated near x 0 . We normalize this to define
so, by (9.6)/(9.7), in the OPRL case,
We say µ obeys the Nevai δ-convergence criterion if and only if, in the sense of weak (aka vague) convergence of measures,
the point mass at x 0 . In this section, we will explore when this holds. Clearly, if x 0 / ∈ σ(dµ), (11.4) cannot hold. We saw, for OPUC with dµ = dθ/2π and z / ∈ ∂D, the limit was a Poisson measure, and similar results should hold for suitable OPRL. But we will see below (Example 11.2) that even on σ(dµ), (11.4) can fail. The major result below is that for Nevai class on e int , it does hold. We begin with an equivalent criterion:
Definition. We say Nevai's lemma holds if
Theorem 11.1. If dµ is a measure on R with bounded support and inf n a n > 0 (11.6) then for any fixed x 0 ∈ R, (11.4) ⇔ (11.5)
Remark. That (11.5) ⇒ (11.4) is in Nevai [67] . The equivalence is a result of Breuer-Last-Simon [14] .
We thus conclude
By the CD formula and orthonormality of p j (x),
so, by (11.6) and (11.10),
when a n is uniformly bounded above and away from zero. But since dη n have support in a fixed interval,
Example 11.2. Suppose at some point x 0 , we have
We claim that lim sup
for if (11.12) fails, then (11.5) holds and, by (11.7), for any ε, we can find
So, by (11.5), (11.11) fails. Thus, (11.11) implies that (11.5) fails, and so (11.4) fails.
Remark. As the proof shows, rather than a limit in (11.12), we can have a lim inf > 1.
The first example of this type was found by Szwarc [94] . He has a dµ with pure points at 2 − n −1 but not at 2, and so that the Lyapunov exponent at 2 was positive but 2 was not an eigenvalue, so (11.11) holds. The Anderson model (see [20] ) provides a more dramatic example. The spectrum is an interval [a, b] and (11.11) holds for a.e. x ∈ [a, b]. The spectral measure in this case is supported at eigenvalues and at eigenvalues (11.8), and so (11.4) holds. Thus (11.4) holds on a dense set in [a, b] but fails for Lebesgue a.e. x 0 ! Example 11.3. A Jacobi weight has the form
with a, b > −1. In general, one can show [93] 
so if x 0 ∈ (−1, 1) where |p n (x 0 )| 2 + |p n−1 (x 0 )| 2 is bounded above and below, one has
is small for x near 1, one can (and, as we will see, does) have (11.4) even though (11.1) fails.
With various counterexamples in place (and more later!), we turn to the positive results: Theorem 11.5 (Zhang [108] , Breuer-Last-Simon [14] ). Let e be a periodic finite gap set and let µ lie in the Nevai class for e. Then (11.5) and so (11.4) holds uniformly on e.
Theorem 11.6 (Breuer-Last-Simon [14] ). Let e be a general finite gap set and let µ lie in the Nevai class for e. Then (11.5) and so (11.4) holds uniformly on compact subsets of e int .
Remarks. 1. Nevai [67] proved (10.4)/(10.5) for the classical Nevai class for every energy in e but only uniformly on compacts of e int . Uniformity on all of e using a beautiful lemma is from [69] .
2. Zhang [108] proved Theorem 11.5 for any µ whose Jacobi parameters approached a fixed periodic Jacobi matrix. Breuer-Last-Simon [14] noted that without change, Zhang's result holds for the Nevai class.
3. It is hoped that the final version of [14] will prove the result in Theorem 11.6 on all of e, maybe even uniformly in e.
Example 11.7 ([14]
). In the next section, we will discuss regular measures. They have zero Lyapunov exponent on σ ess (µ), so one might expect Nevai's lemma could hold-and it will in many regular cases. However, [14] prove that if b n ≡ 0 and a n is alternately 1 and Conjecture 11.8 ( [14] ). The following is extensively discussed in [14] : For general OPRL of compact support and a.e. x with respect to µ, (10.4) and so (10.3) holds.
Regularity: An Aside
There is another class besides the Nevai class that enters in variational problems because it allows exponential bounds on trial polynomials. It relies on notions from potential theory; see [42, 52, 73, 102] for the general theory and [91, 85] for the theory in the context of orthogonal polynomials.
Definition. Let µ be a measure with compact support and let e = σ ess (µ). We say µ is regular for e if and only if lim n→∞ (a 1 . . . a n ) 1/n = C(e) (12.1) the capacity of e.
For e = [−1, 1], C(e) = 1 2 and the class of regular measures was singled out initially by Erdős-Turán [32] and extensively studied by Ullman [103] . The general theory was developed by Stahl-Totik [91] .
Recall that any set of positive capacity has an equilibrium measure, ρ e , and Green's function, G e , defined by requiring G e is harmonic on C \ e, G e (z) = log|z| + O(1) near infinity, and for quasi-every x ∈ e, lim zn→x G e (z n ) = 0 (12.2) (quasi-every means except for a set of capacity 0). e is called regular for the Dirichlet problem if and only if (12.2) holds for every x ∈ e. Finite gap sets are regular for the Dirichlet problem. One major reason regularity will concern us is:
Theorem 12.1. Let e ⊂ R be compact and regular for the Dirichlet problem. Let µ be a measure regular for e. Then for any ε, there is δ > 0 and C ε so that
For proofs, see [91, 85] . Since K n has n + 1 terms, (12.3) implies sup dist(z,e)<δ dist(w,e)<δ |K n (z, w)| ≤ (n + 1)C The other reason regularity enters has to do with the density of zeros. If x (n) j are the zeros of p n (x, dµ), we define the zero counting measure, dν n , to be the probability measure that gives weight to n −1 to each x In (12.6), the convergence is weak.
Weak Limits
A major theme in the remainder of this review is pointwise asymptotics of 1 n+1 K n (x, y; dµ) and its diagonal. Therefore, it is interesting that one can say something about 1 n+1 K n (x, x; dµ) dµ(x) without pointwise asymptotics. Notice that
is a probability measure. Recall the density of zeros, ν n , defined after (12.5).
Theorem 13.1. Let µ have compact support. Let ν n be the density of zeros and µ n given by (13.1). Then for any ℓ = 0, 1, 2, . . . ,
In particular, dµ n(j) and dν n(j)+1 have the same weak limits for any subsequence n(j).
Proof. By Theorem 6.2, the zeros of P n+1 are eigenvalues of π n M x π n , so
On the other hand, since {p j } n j=0 is a basis for ran(π n ),
It is easy to see that (π n M x π n ) ℓ − π n M ℓ x π n is rank at most ℓ, so LHS of (13.2) ≤ ℓ n + 1 M x ℓ goes to 0 as n → ∞ for ℓ fixed.
Remark. This theorem is due to Simon [88] although the basic fact goes back to Avron-Simon [7] . See Simon [88] for an interesting application to comparison theorems for limits of density of states. We immediately have:
with dµ s Lebesgue singular, and on some open interval I ⊂ e = σ ess (dµ) we have dν n → dν ∞ and dν ∞ ↾ I = ν ∞ (x) dx (13.6) and suppose that uniformly on I,
and w(x) = 0 on I. Then
Proof. The theorem implies dν ∞ ↾ I = w(x)g(x).
Thus, in the regular case, we expect that "usually"
This is what we explore in much of the rest of this paper.
Variational Principle: Máté-Nevai Upper Bounds
The Cotes numbers, λ n (z 0 ), are given by (9.6), so upper bounds on λ n (z 0 ) mean lower bounds on diagonal CD kernels and there is a confusion of "upper bounds" and "lower bounds." We will present here some very general estimates that come from the use of trial functions in (9.6) so they are called Máté-Nevai upper bounds (after [65] ), although we will write them as lower bounds on K n . One advantage is their great generality.
Definition. Let dµ be a measure on R of the form
where dµ s is singular with respect to Lebesgue measure. We call x 0 a Lebesgue point of µ if and only if
It is a fundamental fact of harmonic analysis ( [76] ) that for any µ Lebesguea.e., x 0 in R is a Lebesgue point for µ. Here is the most general version of the MN upper bound: Theorem 14.1. Let e ⊂ R be an arbitrary compact set which is regular for the Dirichlet problem. Let I ⊂ e be a closed interval. Let dµ be a measure with compact support in R with σ ess (dµ) ⊂ e. Then for any Lebesgue point, x in I,
where dρ e ↾ I = ρ e (x) dx. If w is continuous on I (including at the endpoints as a function in a neighborhood of I) and nonvanishing, then (14.4) holds uniformly on I. If x n → x ∈ I and A = sup n n|x n − x| < ∞ and x is a Lebesgue, then (14.4) holds with K n (x, x) replaced by K n (x n , x n ). If w is continuous and nonvanishing on I, then this extended convergence is uniform in x ∈ I and x n 's with A ≤ A 0 < ∞.
Remarks. 1. If I ⊂ e is a nontrivial interval, the measure dρ e ↾ I is purely absolutely continuous (see, e.g., [85, 89] ).
2. For OPUC, this is a result of Máté-Nevai [64] . The translation to OPRL on [−1, 1] is explicit in Máté-Nevai-Totik [66] . The extension to general sets via polynomial mapping and approximation (see Section 18) is due to Totik [96] . These papers also require a local Szegő condition, but that is only needed for lower bounds on λ n (see Section 17) . They also don't state the x n → x ∞ result, which is a refinement introduced by Lubinsky [60] who implemented it in certain [−1, 1] cases.
3. An alternate approach for Totik's polynomial mapping is to use trial functions based on Jost-Floquet solutions for periodic problems; see Section 19 (and also [87, 89] ).
One can combine (14.4) with weak convergence and regularity to get Theorem 14.2 (Simon [88] ). Let e ⊂ R be an arbitrary compact set, regular for the Dirichlet problem. Let dµ be a measure with compact support in R with σ ess (dµ) = e and with dµ regular for e. Let I ⊂ e be an interval so w(x) > 0 a.e. on I. Then
Proof. By Theorems 12.2 and 13.1,
Let ν 1 be a limit point of 1 n K n (x, x) dµ s and dν 2 = dρ e − dν 1 (14.8)
If f ≥ 0, by Fatou's lemma and (14.4),
that is, dν 2 ↾ I ≥ ρ e (x) dx ↾ I. By (14.8), dν 2 ↾ I ≤ ρ e (x) dx. It follows dν 1 ↾ I is 0 and dν 2 ↾ I = dρ e ↾ I. By compactness, (14.6) . By a simple argument [88] , weak convergence of 1 n K n (x, x)w(x) dx → ρ e (x) dx and (14.4) imply (14.5). Proof. If x 0 ∈ R \ Σ ac and is a Lebesgue point of µ, then w(x 0 ) = 0 and, by Theorem 14.1, x 0 ∈ R \ N . Thus,
Criteria for A.C. Spectrum
has Lebesgue measure zero.
Remark. This is a direct but not explicit consequence of the Máté-Nevai ideas [64] . Without knowing of this work, Theorem 15.1 was rediscovered with a very different proof by Last-Simon [55] .
On the other hand, following Last-Simon [55] , we note that Fatou's lemma and Thus, up to sets of measure zero, Σ ac = N . What is interesting is that this holds, for example, when e is a positive measure Cantor set as occurs for the almost Mathieu operator (a n ≡ 1, b n = λ cos(παn + θ), |λ| < 2, λ = 0, α irrational). This operator has been heavily studied; see Last [54] .
Variational Principle: Nevai Trial Polynomial
A basic idea is that if dµ 1 and dµ 2 look alike near x 0 , there is a good chance that K n (x 0 , x 0 ; dµ 1 ) and K n (x 0 , x 0 ; dµ 2 ) are similar for n large. The expectation (13.8) says they better have the same support (and be regular for that support), but this is a reasonable guess.
It is natural to try trial polynomials minimizing λ n (x 0 , dµ 1 ) in the Christoffel variational principle for λ n (x 0 , dµ 2 ), but Example 11.3 shows this will not work in general. If dµ 1 has a strong zero near some other x 1 , the trial polynomial for dµ 1 may be large near x 1 and be problematical for dµ 2 if it does not have a zero there. Nevai [67] had the idea of using a localizing factor to overcome this.
Suppose e ⊂ R, a compact set which, for now, we suppose contains σ(dµ 1 ) and σ(dµ 2 ). Pick A = diam(e) and consider (with
Then for any δ,
is the minimizer for µ 1 and e is regular for the Dirichlet problem and µ 1 is regular for e, then the Nevai trial function
will be exponentially small away from x 0 . For this to work to compare λ n (x 0 , dµ 1 ) and λ(x 0 , dµ 2 ), we need two additional properties of λ n (x 0 , dµ 1 ): (a) λ n (x 0 , dµ 1 ) ≥ C ε e −εn for each ε < 0. This is needed for the exponential contributions away from x 0 not to matter.
so that the change from Q n to Q n−2[εn] does not matter.
Notice that both (a) and (b) hold if
If one only has e = σ ess (dµ 2 ), one can use explicit zeros in the trial polynomials to mask the eigenvalues outside e.
For details of using Nevai trial functions, see [87, 89] . Below we will just refer to using Nevai trial functions.
Variational Principle: Máté-Nevai-Totik Lower Bound
In [66] , Máté-Nevai-Totik proved:
which obeys the Szegő condition
Remarks. 1. The proof in [66] is clever but involved ( [89] has an exposition); it would be good to find a simpler proof.
2. [66] only has the result θ n = θ ∞ . The general θ n result is due to Findley [33] .
3. The θ ∞ for which this is proven have to be Lebesgue points for dµ as well as Lebesgue points for log(w) and for its conjugate function. This remains true if λ n (θ ∞ ) is replaced by λ n (θ n ) with θ n → θ ∞ obeying sup n|θ n − θ ∞ | < ∞. If I is an interval with w continuous on I and µ s (I) = 0, then these results hold uniformly in I.
Remark. It is possible (see remarks in Section 4.6 of [68] ) that (17.4) holds if a Szegő condition is replaced by w(θ) > 0 for a.e. θ. Indeed, under that hypothesis, Simon [88] proved that
There have been significant extensions of Theorem 17.2 to OPRL on fairly general sets:
1.
[66] used the idea of Nevai trial functions (Section 16) to prove the Szegő condition could be replaced by regularity plus a local Szegő condition. 2. [66] used the Szegő mapping to get a result for [−1, 1]. 3. Using polynomial mappings (see Section 18) plus approximation, Totik [96] proved a general result (see below); one can replace polynomial mappings by Floquet-Jost solutions (see Section 19) in the case of continuous weights on an interval (see [87] ).
Here is Totik's general result (extended from σ(dµ) ⊂ e to σ ess (dµ) ⊂ e):
Theorem 17.3 (Totik [96, 99] ). Let e be a compact subset of R. Let I ⊂ e be an interval. Let dµ have σ ess (dµ) = e be regular for e with I log(w) dx > −∞ (17.5)
Then for a.e. x ∞ ∈ I,
The same limit holds for
If µ s (I) = ∅ and w is continuous and nonvanishing on I, then those limits are uniform on x ∞ ∈ I and on all x n 's with sup n n|x n − x ∞ | ≤ A (uniform for each fixed A).
Remarks. 1. Totik [98] recently proved asymptotic results for suitable CD kernels for OPs which are neither OPUC nor OPRL.
2. The extension to general compact e without an assumption of regularity for the Dirichlet problem is in [99] .
Variational Principle: Polynomial Maps
In passing from [−1, 1] to fairly general sets, one uses a three-step process. A finite gap set is an e of the form
where
E f will denote the family of finite gap sets. We write e = e 1 ∪ · · · ∪ e ℓ+1 in this case with the e j closed disjoint intervals. E p will denote the set of what we called periodic finite gap sets in Section 10-ones where each e j has rational harmonic measure. Here are the three steps: (1) Extend to e ∈ E p using the methods discussed briefly below. (2) Prove that given any e ∈ E f , there is e (n) ∈ E p , each with the same number of bands so e j ⊂ e (n) j ⊂ e (n−1) j and ∩ n e (n) j = e j . This is a result proven independently by Bogatyrëv [12] , Peherstorfer [71] , and Totik [97] ; see [89] for a presentation of Totik's method. Step (1) is the subtle step in extending theorems: Given the Bogatyrëv-Peherstorfer-Totik theorem, the extensions are simple approximation.
The key to e ∈ E p is that there is a polynomial∆ : C → C, so∆ −1 ([−1, 1]) = e and so that e j is a finite union of intervalsẽ k with disjoint interiors so that∆ is a bijection from eachẽ k to [−1, 1]. That this could be useful was noted initially by Geronimo-Van Assche [36] . Totik showed how to prove Theorem 17.3 for e ∈ E p from the results for [−1, 1] using this polynomial mapping.
For spectral theorists, the polynomial∆ = 1 2 ∆ where ∆ is the discriminant for the associated periodic problem (see [43, 53, 104, 95, 89] ). There is a direct construction of∆ by Aptekarev [4] and Peherstorfer [70, 71, 72] .
Floquet-Jost Solutions for Periodic Jacobi Matrices
As we saw in Section 16, models with appropriate behavior are useful input for comparison theorems. Periodic Jacobi matrices have OPs for which one can study the CD kernel and its asymptotics. The two main results concern diagonal and just off-diagonal behavior:
Theorem 19.1. Let µ be the spectral measure associated to a periodic Jacobi matrix with essential spectrum, e, a finite gap set. Let dµ = w(x) dx on e (there can also be up to one eigenvalue in each gap). Then uniformly for x in compact subsets of
and uniformly for such x and a, b in R with |a| ≤ A, |b| ≤ B,
Remarks. 1. (19.2) is often called bulk universality. On bounded intervals, it goes back to random matrix theory. The best results using Riemann-Hilbert methods for OPs is due to Kuijlaars-Vanlessen [51] . A different behavior is expected at the edge of the spectrum-we will not discuss this in detail, but see Lubinsky [62] .
2. For [−1, 1], Lubinsky [60] used Legendre polynomials as his model. The references for the proofs here are Simon [87, 89] .
The key to the proof of Theorem 19.1 is to use Floquet-Jost solutions, that is, solutions of a n u n+1 + b n u n + a n−1 u n−1 = xu n (19.3) for n ∈ Z where {a n , b n } are extended periodically to all of Z. These solutions obey
For x ∈ e int , u n andū n are linearly independent, and so one can write p ·−1 in terms of u · andū · . Using ρ e (x) = 1 pπ dθ dx (19.5) one can prove (19.1) and (19.2) . The details are in [87, 89] .
Lubinsky's Inequality and Bulk Universality
Lubinsky [60] found a powerful tool for going from diagonal control of the CD kernel to slightly off-diagonal control-a simple inequality. 
Expanding the square, the K 2 n term is K n (ζ, ζ) by (1.19) and the K n K * n cross term is −2K * n (ζ, ζ) by the reproducing property of K n for dµ integrals. Thus, (20.3) is equivalent to
This in turn follows from µ ≤ µ * and (1.19) for µ * ! This result lets one go from diagonal control on measures to off-diagonal. Given any pair of measures, µ and ν, there is a unique measure µ ∨ ν which is their least upper bound (see, e.g., Doob [30] ). It is known (see [85] ) that if µ, ν are regular for the same set, so is µ ∨ ν. (20.1) immediately implies that (go from µ to µ * and then µ * to ν):
Corollary 20.2. Let µ, ν be two measures and µ * = µ ∨ ν. Suppose for some
and that
Remark. It is for use with x n = x ∞ + a n or x ∞ + a ρnn that we added x n → x ∞ to the various diagonal kernel results. This "wiggle" in x ∞ was introduced by Lubinsky [60] , so we dub it the "Lubinsky wiggle." Given Totik's theorem (Theorem 17.3) and bulk universality for suitable models, one thus gets: Theorem 20.3. Under the hypotheses of Theorem 17.3, for a.e. x ∞ in I, we have uniformly for |a|, |b| < A,
Remarks. 1. For e = [−1, 1], the result and method are from Lubinsky [60] . 2. For continuous weights, this is in Simon [87] and Totik [99] , and for general weights, in Totik [99] .
Derivatives of CD Kernels
The ideas in this section come from a paper in preparation with Avila and Last [6] . Variation of parameters is a standard technique in ODE theory and used as an especially powerful tool in spectral theory by Gilbert-Pearson [38] and in Jacobi matrix spectral theory by Khan-Pearson [49] . It was then developed by Jitomirskaya-Last [44, 45, 46] and Killip-Kiselev-Last [50] , from which we take Proposition 21.1. 
Here q n are the second kind polynomials defined in Section 8. For (21.1), see [44, 45, 46, 50] . This immediately implies:
This formula gives an indication of why (as we see in the next section is important) lim 1 n K n (x 0 + a n , x 0 + a n ) has a chance to be independent of a if one notes the following fact: 
, one can hope to use (21.4) to prove the right side of (21.3) goes to zero.
Lubinsky's Second Approach
Lubinsky revolutionized the study of universality in [60] , introducing the approach we described in Section 20. While Totik [99] and Simon [87] used those ideas to extend beyond the case of e = [−1, 1] treated in [60] , Lubinsky developed a totally different approach [61] to go beyond [60] . That approach, as abstracted in Avila-Last-Simon [6] , is discussed in this section. Here is an abstract theorem:
Theorem 22.1. Let dµ be a measure of compact support on R. Let x 0 be a Lebesgue point for µ and suppose that (i) For any ε, there is a C ε so that for any R, we have an N (ε, R) so that for n ≥ N (ε, R),
for all z ∈ C with |z| < R.
(ii) Uniformly for real a's in compact subsets of R,
Then uniformly for z, w in compact subsets of C,
Remarks. 1. If ρ n → ρ e (x 0 ), the density of the equilibrium measure, then (22.4) is the same as (19.2) . In every case where Theorem 22.1 has been proven to be applicable (see below), ρ n → ρ e (x 0 ). But one of the interesting aspects of this is that it might apply in cases where ρ n does not have a limit. For an example with a.c. spectrum but where the density of zeros has multiple limits, see Example 5.8 of [85] .
2. Lubinsky [61] worked in a situation (namely, x 0 in an interval I with w(x 0 ) ≥ c > 0 on I) where (22.1) holds in the stronger form Ce D|z| (no square on |z|) and used arguments that rely on this. Avila-Last-Simon [6] found the result stated here; the methods seem incapable of working with (22.1) for a fixed ε rather than all ε (see Remark 1 after Theorem 22.2).
Let us sketch the main ideas in the proof of Theorem 22.1:
(2) By the Schwarz inequality (1.14), (22.1), and (22.5), and by the compactness of normal families, we can find subsequences n(j) so
and F is analytic in w and anti-analytic in z.
(3) Note that by (22.2) and the Schwarz inequality (1.14), we have for a, b ∈ R,
By compactness, if we show any such limiting F is sin(π(z − w))/(z − w), we have (22.4) . By analyticity, it suffices to prove this for z = a real, and we will give details when z = 0, that is, we consider
which, by using the fact that x 0 is Lebesgue point, can be used to show
(5) By properties of K n (see Section 6) and Hurwitz's theorem, f has zeros {x j } ∞ j=−∞,j =0 only on R, which we label by · · · < x −1 < 0 < x 1 < x 2 < · · · (22.11) and define x 0 = 0. By Theorem 7.2, using (22.2), we have for any j, k that
Given these facts, the theorem is reduced to Theorem 22.2. Let f be an entire function obeying 
and, by (22.13) and support property off ,
We thus have equality in the Schwarz inequality, sô
which implies (22.16 ).
This theorem has been applied in two ways: (a) Lubinsky [61] noted that one can recover Theorem 20.3 from just Totik's result Theorem 17.3 without using the Lubinsky wiggle or Lubinsky's inequality. (b) Avila-Last-Simon [6] have used this result to prove universality for ergodic Jacobi matrices with a.c. spectrum where e can be a positive measure Cantor set.
Zeros: The Freud-Levin-Lubinsky Argument
In the final section of his book [34] , Freud proved bulk universality under fairly strong hypotheses on measures on [−1, 1] and noticed that it implied a strong result on local equal spacings of zeros. Without knowing of Freud's work, Simon, in a series of papers (one joint with Last) [82, 83, 84, 57] , focused on this behavior, called it clock spacing, and proved it in a variety of situations (not using universality or the CD kernel). After Lubinsky's work on universality, Levin [59] has changed slightly from Section 6. 2. Only nc n enters, so the "n" could be suppressed; we include it because one expects c n as defined to be bounded above and below. Indeed, in all known cases, c n → ρ(x 0 ), the derivative of the density of states. But see Remark 1 after Theorem 22.1 for cases where c n might not have a limit.
3. See [58] for the OPUC case.
Proof. Letx for all j.
Since we have (see Section 6) that
1 (x 0 ) by interlacing, which implies (i) and similar interlacing gives (ii). Finally, (23.4) follows from the same argument that led to (23.5).
Adding Point Masses
We end with a final result involving CD kernels-a formula of Geronimus [37, formula (3.30) ]. While he states it only for OPUC, his proof works for any measure on C with finite moments. Let µ be such a measure, let z 0 ∈ C, and let ν = µ + λδ z0 (24.1) for λ real and bigger than or equal to −µ({z 0 }). Since X n (z; dν) and X n (z; dµ) are both monic, their difference is a polynomial of degree n − 1, so X n (x; dν) = X n (z; dµ) + where (24.4) follows from x j ( · , dµ) ⊥ X n ( · , dµ) in L 2 (dµ) and (24.5) from x j ( · , dµ) ⊥ X n ( · , dν) in L 2 (dν). Thus, X n (z; dν) = X n (z; dµ) − λX n (z 0 ; dν)K n−1 (z 0 , z; dµ) (24.6) Set z = z 0 and solve for X n (z 0 ; dν) to get:
Theorem 24.1 (Geronimus [37] ). Let µ, ν be related by (24.1). Then X n (z; dν) = X n (z; dµ) − λX n (z 0 ; dµ)K n−1 (z 0 , z; dµ) 1 + λK n−1 (z 0 , z 0 ; dµ) (24.7)
This formula was rediscovered by Nevai [67] for OPRL, by CachafeiroMarcellán [15, 16] , Simon [81] (in a weak form), and Wong [105, 106] for OPUC. For general measures on C, the formula is from Cachafeiro-Marcellán [17, 18] . In particular, in the context of OPUC, Wong [106] noted that one can use the CD formula to obtain: Theorem 24.2 (Wong [105, 106] ). Let dµ be a probability measure on ∂D and let dν be given by dν = dµ + λδ z0 1 + λ (24.8)
for z 0 ∈ ∂D and λ ≥ −µ({z 0 }). Then
Proof. Let Q n = λ −1 + K n (z 0 , z; dµ) (24.10) Since Φ n+1 (z; dν) = Φ n+1 (z; dν) (24.11) and α n (dν) = −Φ n+1 (0; dν) (24.12) (24.7) becomes α n (dν) − α n (dµ) = Q for suitable C 1 , D 1 (see [1, 25] ).
(24.7) can be rewritten for OPRL κ n (dµ)P n (x; dν) = p n (x; dµ) − λp n (x 0 ; dµ) K n−1 (x 0 , x; dµ) 1 + λK n (x 0 , x 0 ; dµ) (24.23)
2 L 2 (dµ) = K n−1 (x 0 , x 0 ; dµ) and |K n−1 (x 0 , x 0 ; dµ)| 2 dδ x0 = K n−1 (x 0 , x 0 ; dµ) which leads to (24.18 ). This in turn leads to (ii), and that to (iii) via (24.22) , and, for example, a n (dµ) = xp n (x; dµ)p n−1 (x; dµ) dµ (24.24) a n (dν) = xp n (x; dν)p n−1 (x; dν) dν (24.25) This shows what happens if the weight of an isolated eigenvalue changes. What happens if an isolated eigenvalue is totally removed is much more subtle-sometimes it is exponentially small, sometimes not. This is studied by Wong [107] .
