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Summary
Galois connections are ubiquitous; together with adjunctions, their close
relatives, occur in a number of research areas, ranging from the most theo-
retical to the most applied. In a rather poetic tone, the preface of [19] reads,
Galois connections provide the structure-preserving passage between two worlds of
our imagination; and we should add that these two worlds can be so different
that the slightest relationship could be seldom ever imagined.
The term Galois connection was coined by Øystein Ore [46] (originally,
spelled connexion) as a general type of correspondence between structures,
obviously named after the Galois theory of equations which is an example
linking subgroups of automorphisms and subfields. Ore generalized to
complete lattices the notion of polarity, introduced by Birkhoff [10] several
years before, as a fundamental construction which leads from any binary
relation to inverse dual isomorphisms. Later, when Kan introduced the
adjoint functors [36] in a categorical setting, his construction was noticed
to greatly resemble that of the Galois connection; actually, in some sense,
both notions are interdefinable: an adjunction between A and B is a Galois
connection in which the order relation on B is reversed (this leads to the
use of the term isotone Galois connection to refer to an adjunction between
ordered structures).
The importance of Galois connections/adjunctions quickly increased to
an extent that, for instance, the interest of category theorists moved from
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universal mapping properties and natural transformations to adjointness.
In recent years there has been a notable increase in the number of publica-
tions concerning Galois connections, both isotone and antitone. On the one
hand, one can find lots of papers on theoretical developments or theoretical
applications [14, 19, 38]. See [43] for a first survey on applications, although
more specific references on certain topics can be found, for instance, to
programming [45] or logic [35]. Likewise, one can find published works
concerning Galois connection from a categorical point of view as [15, 29].
Last but not least, it is worth noting that many of these works use
Galois connections for dealing with Formal Concept Analysis (FCA), either
theoretically or applicatively, since the derivation operators used to define
the concepts form a (antitone) Galois connection. In [20], one can find a
general view of this relation. Beˇlohla´vek and Konecˇny´ [8] stress on the
“duality” between isotone and antitone Galois connections in showing a
case of reducibility of the concept lattices generated by using each type of
connection, in such a way that the “duality” just works one way; Valverde
and Pela´ez have studied the extension of conceptualization modes in [51],
and provided a general approach to the discipline; Dı´az and Medina [21] use
Galois connections as building blocks for solving the multi-adjoint relation
equations.
In the fuzzy case, several papers on fuzzy Galois connections or fuzzy
adjunctions have been written since its introduction by Beˇlohla´vek in [3];
consider for instance [9, 28, 39, 52] for some recent generalizations. Some
authors have introduced alternative approaches guided by the intended
applications: for instance, Shi et al [50] introduced a definition of fuzzy ad-
junction for its use in fuzzy mathematical morphology. Our approach in this
thesis is more in consonance with Beˇlohla´vek’s logic approach, but in terms
of the generalization provided by Yao and Li [52] within the framework of
fuzzy posets and fuzzy closure operators.
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The ability to build or define a Galois connection between two ordered
structures is a matter of major importance, and not only for FCA. For in-
stance, [16] establishes a Galois connection between valued constraint lan-
guages and sets of weighted polymorphisms in order to develop an algebraic
theory of complexity for valued constraint languages.
A number of results can be found in the literature concerning sufficient
or necessary conditions for a Galois connection between ordered structures
to exist. The main results of this thesis are related to the existence and
construction of the adjoint pair to a given mapping f , but in a more general
framework.
Our initial setting is to consider a mapping f : A→ B from a partially
ordered (resp. preordered) set A into an unstructured set B, and then,
characterizing those situations in which the set B can be partially ordered
(resp. preordered) and an isotone mapping g : B → A can be built such
that the pair (f, g) is an adjunction. On the other hand, there exists a tight
relation between adjunctions and closure systems, in that every adjunction
(f, g) leads to a closure operator g ◦ f and every closure operator leads to a
closure system. Conversely, from any closure operator, an adjunction can be
defined. Therefore, after obtaining the necessary and sufficient conditions to
define a preorder on B, it makes sense to express those conditions in terms
of the corresponding closure system in a (pre-)ordered setting.
We finish this thesis with the extension to a fuzzy framework the different
characterizations and results obtained in the crisp case. Specifically, we work
with fuzzy adjunctions on crisp sets with fuzzy ordered relations (fuzzy
partial ordering) and with fuzzy preordered relations (fuzzy preordering).
When examining the literature, one can notice a lack of uniformity in
the use of the term Galois connection, mainly due to its close relation to
adjunctions and that, furthermore, there are two versions of each one. In
the Chapter 2, after recalling the different interpretations usually assigned
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to the term Galois connection, we study the different characterizations and
properties of the notion of adjunction between preordered sets and the
relation among then. Moreover, we show that all four types essentially
coincide. Hence all the results of this thesis are stated in terms of adjunction,
though all of them can be straightforwardly used for any of the four notions.
Section 2.3.1 focuses on the case in which the domain A of a mapping
f : A→ B is a partially ordered set and in Section 2.3.2 we tackle the study
done in the previous section but in the preordered case, and it is worth to be
remarked that the absence of antisymmetry makes the proof of the results
much more involved. We also introduce several considerations about the
uniqueness of the right adjoint providing a number of toy examples.
Once we have addressed the problem of defining an adjoint pair, we
observe that the composition of the two components of an adjunction leads
to a ≈-closure operator which is compatible as well with the kernel relation
associated to the left adjoint. Furthermore, the existence of a ≈A-compatible
closure system turns out to be a sufficient condition. This result shows the
convenience of considering ≈-closure systems in the study of adjunctions in
more general carriers.
In [3, 5], Beˇlohla´vek generalized the notion of Galois connection to the
framework of fuzzy logic. For a complete residuated lattice L and two
universes U, V , instead of the traditional powersets 2U and 2V , Beˇlohla´vek
considered the L-powersets LU and LV and defined a fuzzy Galois connection
(or an L- Galois connection) between U and V .
There are other recent extensions such as the alternative definition of
fuzzy Galois connection given by Yao in [52]. This new vision of fuzzy
adjunctions (Galois connections) generalizes Beˇlohla´vek´s definition. We
will adopt Yao´s approach to the notion of fuzzy adjunction.
In this way, Chapter 3 studies the different characterizations and proper-
ties of fuzzy adjunctions between sets with a fuzzy (pre)ordering relation.
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Moreover, we also analyze, given f : 〈A, ρA〉 → B where 〈A, ρA〉 is a set
with a fuzzy (pre)order, the necessary and sufficient conditions to define
ρB , a fuzzy preorder in B, and a right adjoint g : 〈B, ρB〉 → 〈A, ρA〉 for the
mapping f .
The results on sets with fuzzy preordering relation have more applicabil-
ity since antisymmetry, in practice, is sometimes a too strong requirement;
the study of this problem is particularly challenging since other previous
results are stated in terms of the existence of maximum elements which are
unique precisely because of antisymmetry, which is no longer available in a
preordered setting
Finally, we introduce the notion of closure system and closure opera-
tor on crisp sets with fuzzy ordering relations (resp. fuzzy preordering
relations), together with a number of results which allow to simplify the
presentation of the construction of the right adjoint.
Detailed description of the content of the thesis
Now, we will show the main definitions and results of this work. We
will preserve the organization of the full manuscript. In this summary, we
do not include all the preliminaries that can be found in detail in the thesis.
Galois connections between preordered sets
We formulate the results in the most general framework of preordered
sets, which are sets endowed with a reflexive and transitive binary relation.
We study the different definitions of Galois connection between preordered
set, their characterization and the relation among them.
Definition 2.1: Let A = 〈A,.A〉 and B = 〈B,.B〉 be preordered sets and
consider two mappings f : A→ B and g : B → A. The pair (f, g) is called
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a1
Right Galois connection between A and B, denoted by (f, g) : A↼⇀B, if
the following condition holds
a .A g(b) if and only if b .B f(a) for all a ∈ A and b ∈ B.
Left Galois connection between A and B, denoted by (f, g) : A⇁↽B, if the
following condition holds
g(b) .A a if and only if f(a) .B b for all a ∈ A and b ∈ B.
Adjunction between A and B, denoted by (f, g) : A B, if the following
condition holds
a .A g(b) if and only if f(a) .B b for all a ∈ A and b ∈ B.
Co-adjunction between A and B, denoted by (f, g) : A 
 B, if the
following condition holds
g(b) .A a if and only if b .B f(a) for all a ∈ A and b ∈ B.
All of the previous notions can be seen in the literature, in fact, one can
even find the same term applied to different notions of connection/adjunction.
Although it is true that the four definitions are strongly related, they do
not have exactly the same properties; hence, it makes sense to specifically
describe what is the relation between the four notions stated above, together
with their corresponding characterizations.
The following theorem states the existence of pairwise biunivocal corre-
spondences between all the notions above. The transition between the two
1The arrow notation for the different versions is taken from [51].
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types of adjunctions (connections) relies on using the opposite ordering in
both preordered sets, whereas the transition between adjunctions to connec-
tions and vice versa relies on using the opposite ordering in just one of the
preordered sets.
Theorem 2.1: Let A = 〈A,.A〉 and B = 〈B,.B〉 be preordered sets and
consider two mappings f : A → B and g : B → A. Then, the following
conditions are equivalent
1. (f, g) : A B
2. (f, g) : Aop 
 Bop
3. (f, g) : A↼⇀Bop
4. (f, g) : Aop⇁↽B
Observe that, as a direct consequence of this theorem, any property about
adjunctions can be extended by duality to the other kind of connections.
Any preordered set 〈A,.A〉 induces the symmetric kernel relation in A
defined as a1 ≈A a2 if and only if a1 .A a2 and a2 .A a1 for a1, a2 ∈ A.
The notions of maximum and minimum in a poset can be extended to
preordered sets as follows: an element a ∈ A is a p-maximum (p-minimum
resp.) for a set X ⊆ A if a ∈ X and x .A a (a .A x, resp.) for all x ∈ X . The
set of p-maximum (p-minimum) elements of X will be denoted as p-maxX
(p-minX , resp.). Observe that, in a preordered set, different elements can be
p-maximum for a set X , but, in this case, a1, a2 ∈ p-maxX implies a1 ≈ a2.
Given a preordered set 〈A,.A〉 and a ∈ A, the downward closure a↓ of a
is defined as a↓ = {x ∈ A | x .A a} and the upward closure a↑ of a is defined
as a↑ = {x ∈ A | a .A x}.
Taking into account the definitions, we introduce the characterizations
of the notion of adjunction between preordered sets.
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Theorem 2.2: Let A = 〈A,.A〉,B = 〈B,.B〉 be two preordered sets and
consider two mappings f : A→ B and g : B → A. The following conditions
are equivalent:
i) (f, g) : A B.
ii) f and g are isotone maps, g ◦ f is inflationary and f ◦ g is deflationary.
iii) f(a)↑ = g−1(a↑) for all a ∈ A.
iv) g(b)↓ = f−1(b↓) for all b ∈ B.
v) f is isotone and g(b) ∈ p-max f−1(b↓) for all b ∈ B.
vi) g is isotone and f(a) ∈ p-min g−1(a↑) for all a ∈ A.
A number of characterizations for the different Galois connections and
adjunctions are summarized in Table 1.
Section 2.1 ends with several theorems which provide properties about
Galois connections, adjunction and co-adjunction between preordered sets.
Theorem 2.3: Let A = 〈A,.A〉 and B = 〈B,.B〉 be preordered sets and
consider two mappings f : A → B and g : B → A. If (f, g) : A
B,
where
 ∈ {↼⇀,⇁↽,,
}, then, (f ◦ g ◦ f)(a) ≈B f(a), for all a ∈ A, and
(g ◦ f ◦ g)(b) ≈A g(b) for all b ∈ B. Moreover,
1. If (f, g) is both an adjunction and a co-adjunction (left and right Galois
connection resp.) then (g ◦ f)(a) ≈A a for all a ∈ A and (f ◦ g)(b) ≈B b
for all b ∈ B.
2. If (f, g) is both a (left or right) Galois connection and a (co-) adjunction
then f(a1) ≈B f(a2) for all a1, a2 ∈ A with a1 .A a2, and g(b1) ≈B
g(b2) for all b1, b2 ∈ B with b1 .B b2.
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Table 1: Galois connections and adjunctions: equivalent characterizations
Galois Connections
Right Galois Connections between A and B Left Galois Connections between A and B
(f, g) : A↼⇀ B (f, g) : A⇁↽ B
b ≤ f(a)⇔ a ≤ g(b) f(a) ≤ b⇔ g(b) ≤ a
for all a ∈ A and b ∈ B for all a ∈ A and b ∈ B
f and g are antitone and f and g are antitone and
g ◦ f and f ◦ g are inflationary g ◦ f and f ◦ g are deflationary
f(a)↓ = g−1(a↑) for all a ∈ A f(a)↑ = g−1(a↓) for all a ∈ A
g(b)↓ = f−1(b↑) for all b ∈ B g(b)↑ = f−1(b↓) for all b ∈ B
f is antitone and f is antitone and
g(b) ∈ p-max f−1(b↑) for all b ∈ B g(b) ∈ p-min f−1(b↓) for all b ∈ B
g is antitone and g is antitone and
f(a) ∈ p-max g−1(a↑) for all a ∈ A f(a) ∈ p-min g−1(a↓) for all a ∈ A
Adjunctions
Adjunction between A and B Co-adjunction between A and B
(f, g) : A B (f, g) : A
 B
f(a) ≤ b⇔ a ≤ g(b) b ≤ f(a)⇔ g(b) ≤ a
for all a ∈ A and b ∈ B for all a ∈ A and b ∈ B
f and g are isotone, f and g are isotone,
g ◦ f is inflationary and f ◦ g is deflationary g ◦ f is deflationary and f ◦ g is inflationary
f(a) ↑= g−1(a↑) for all a ∈ A f(a)↓ = g−1(a↓) for all a ∈ A
g(b)↓ = f−1(b↓) for all b ∈ B g(b)↑ = f−1(b↑) for all b ∈ B
f is isotone and f is isotone and
g(b) ∈ maxf−1(b↓) for all b ∈ B g(b) ∈ min f−1(b↑) for all b ∈ B
g isotone and g is isotone and
f(a) ∈ min g−1(a↑) for all a ∈ A f(a) ∈ maxg−1(a↓) for all a ∈ A
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For any preordered set A = 〈A,.A〉, the quotient set over the symmetric
kernel relation ≈A is denoted as A. The relation defined as “[a1]≈ .A [a2]≈
if and only if a1 .A a2” is a partial order. The quotient posets 〈A,.A〉 is
denoted as A. Theorem 2.2 allows to translate adjunctions to the quotient
posets as follows.
Given A and B two preordered sets and f : A → B an isotone (resp.
antitone) mapping, we define a mapping f : A→ Bwhere f([a]≈) = [f(a)]≈.
Theorem 2.4: Let A = 〈A,.A〉 and B = 〈B,.B〉 be two preordered sets
and consider
 ∈ {↼⇀,⇁↽,,
}. If (f, g) : A 
 B then (f, g) : A 
 B.
Corollary 2.1: Let A = 〈A,.A〉 and B = 〈B,.B〉 be two preordered sets
and consider two mappings f : A→ B and g : B → A.
1. (f, g) is both an adjunction and a co-adjunction (a left Galois connec-
tion and a right Galois connection, resp.) if and only if f and g are
isotone (resp. antitone) mappings and f and g are inverse mappings
(i.e. (f)−1 = g).
2. Both relations .A and .B are equivalence relations and (f, g) is an
adjunction (resp. co-adjunction, right Galois connection, left Galois
connection) if and only if (f, g) is adjunction, co-adjunction, right
Galois connection and left Galois connection.
Construction of adjunctions between posets
Given f : A→ B we first focus on the case in which the domain A is a
partially ordered set and, once introduced the preliminary technical results,
we provide the necessary and sufficient conditions for the existence of an
ordering relation on B and a mapping g : B → A such that (f, g) constitutes
an adjunction.
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In general, given a poset 〈A,≤A〉 together with an equivalence relation
∼ on A, it is common to denote the quotient set of A wrt ∼ as A∼ = A/∼
and the natural projection pi : A→ A∼. The equivalence class of an element
a ∈ A is denoted by [a]∼ and, then, pi(a) = [a]∼.
With the aim of finding conditions for building a right adjoint to a map-
ping f from a poset 〈A,≤A〉 to an unstructured set B, we naturally consider
the canonical decomposition of f : A → B through A≡f , the quotient set
of A wrt the kernel relation ≡f defined as a ≡f b if and only if f(a) = f(b)
(see Figure 1). We denote the inclusion mapping by i : f(A) → B where
i(b) = b and ϕ : A≡f → f(A) is the unique bijective mapping which makes
the following diagram commutative, i.e., ϕ([a]≡f ) = f(a)
〈A,≤A〉 B
A≡f f(A)
f
pi
ϕ
i
Figure 1: Canonical decomposition of f : 〈A,≤A〉 → B through A≡f .
The following lemma provides sufficient conditions for the natural pro-
jection being the left component of an adjunction.
Lemma 2.2: Let 〈A,≤A〉 be a poset and ∼ an equivalence relation on A.
Assume that the following conditions hold
1. there exists max([a]∼), for all a ∈ A.
2. if a1 ≤A a2 then max([a1]∼) ≤A max([a2]∼), for all a1, a2 ∈ A.
Then, the relation ≤A∼ defined by [a1]∼ ≤A∼ [a2]∼ if and only if a1 ≤A
max([a2]∼) is an ordering in A∼ and, moreover, the pair (pi,max) is an
adjunction between 〈A,≤A〉 and 〈A∼,≤A∼〉.
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The following result states that the conditions given in the previous
Lemma are also necessary and that the ordering relation and the right
adjoint are uniquely defined.
Lemma 2.3: Let 〈A,≤A〉 be a poset and ∼ an equivalence relation on A.
Let A∼ = A/∼ be the quotient set of A wrt ∼ and pi : A → A∼ the natural
projection. If there exists an ordering relation ≤A∼ in A∼ and a mapping
g : A∼ → A such that (pi, g) : 〈A,≤A〉 〈A∼,≤A∼〉 then,
1. g([a]∼) = max ([a]∼) for all a ∈ A.
2. [a1]∼ ≤A∼ [a2]∼ if and only if a1 ≤A max ([a2]∼) for all a1, a2 ∈ A.
3. if a1 ≤A a2 then max ([a1]∼) ≤A max ([a2]∼) for all a1, a2 ∈ A.
We continue with the analysis of the canonical decomposition which,
naturally, leads to the following result.
Lemma 2.4: Consider a poset 〈A,≤A〉 and a bijective mapping ϕ : A→ B,
then there exists a unique ordering relation inB, which is defined as b1 ≤B b2
if and only if ϕ−1(b1) ≤A ϕ−1(b2), such that (ϕ,ϕ−1) : 〈A,≤A〉 〈B,≤B〉.
As a consequence of the previous results, we have established the neces-
sary and sufficient conditions to ensure the existence and uniqueness of a
right adjoint for any surjective mapping f from a poset A to an unstructured
set B.
Theorem 2.5: Given a poset 〈A,≤A〉 and a surjective mapping f : A → B,
let ≡f be the kernel relation. Then, there exists an ordering ≤B in B and a
mapping g : B → A such that (f, g) : 〈A,≤A〉 〈B,≤B〉 if and only if
1. there exists max ([a]≡f ) for all a ∈ A.
2. a1 ≤A a2 implies max ([a1]≡f ) ≤A max ([a2]≡f ), for all a1, a2 ∈ A.
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A summary of the construction of an adjunction, with f a surjective
mapping, is represented in the Figure 2.
A B
A≡f
f
pi
g=max◦ϕ−1
ϕ−1
max ϕ
Figure 2: (f, g) is an adjunction where f is surjective and g = max ◦ ϕ−1.
Now, we tackle the same problem in the case of f being not necessarily
surjective. Now, there are several possible orderings on B which allows
us to define the right adjoint. The crux of the construction is related to the
definition of an order-embedding of the image into the codomain set.
More generally, the idea is to extend an ordering defined just on a subset
of a set to the whole set.
Given a subset X ⊆ B, and a fixed element m ∈ X , any preordering ≤X
in X can be extended to a preordering ≤m on B, defined as the reflexive
and transitive closure of the relation ≤X ∪{(m, y) | y /∈ X}. Note that the
relation above can be described, for all x, y ∈ B, as x ≤m y if and only if
some of the following conditions holds:
(a) x, y ∈ X and x ≤X y
(b) x ∈ X, y /∈ X and x ≤X m
(c) x, y /∈ X and x = y
If the relation ≤X in X is an ordering then any extension ≤m on B is
antisymmetric as well.
Lemma 2.5: Given a subset X ⊆ B, and a fixed element m ∈ X , then ≤X is
an ordering on X if and only if ≤m is an ordering on B.
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Lemma 2.6: Let X be a subset of B, consider a fixed element m ∈ X , and an
ordering relation ≤X in X . Define the mapping jm : 〈B,≤m〉 → 〈X,≤X〉 as
jm(x) =
x if x ∈ Xm if x /∈ X
Then, (i, jm) constitutes an adjunction between 〈X,≤X〉 and 〈B,≤m〉, where
i denotes the inclusion X ↪→ B.
From the last results, we obtain one of the main theorem of Section 2.3.1
which shows the necessary and sufficient conditions to define a suitable
ordering relation on B and a mapping g : B → A such that (f, g) forms an
adjunction between ordered sets.
Theorem 2.6: Given a poset 〈A,≤A〉 and a mapping f : A → B, let ≡f be
the kernel relation. Then, there exists an ordering ≤B in B and a mapping
g : B → A such that (f, g) : 〈A,≤A〉 〈B,≤B〉 if and only if
1. there exists max ([a]≡f ) for all a ∈ A.
2. a1 ≤A a2 implies max ([a1]≡f ) ≤A max ([a2]≡f ), for all a1, a2 ∈ A.
Pictorially, the mapping g above is the composition max ◦ ϕ−1 ◦ jm (see
Figure 3). By Theorem 2.5, there exists an ordering ≤f(A) on f(A) and,
considering an arbitrary element m ∈ f(A), the ordering ≤f(A) induces an
ordering ≤m on B, as stated in Lemma 2.5.
Construction of adjunctions between preordered sets
We also extend the analogous construction to the framework of pre-
ordered sets. The idea underlying the construction is similar to that above,
but the absence of antisymmetry makes the low level computations much
more involved than in the partially ordered case.
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A B
A≡f f(A)
f
pi
g=max◦ϕ−1◦jm
jmmax
ϕ
ϕ−1
i
Figure 3: (f, g) is an adjunction where g = max ◦ ϕ−1 ◦ jm.
In order to study the existence of adjoints in this framework, we need to
use the previously defined relation ≈A and we will keep using the kernel
relation ≡f . The two relations above are used together in the definition of
the p-kernel relation defined below:
Definition 2.2: Let 〈A,.A〉 be a preordered set and consider a mapping
f : A→ B. The p-kernel relation∼=A onA is the equivalence relation obtained
as the transitive closure of the union of the symmetric kernel relation ≈A
and kernel relation ≡f .
The following definition recalls the Hoare preordering between subsets
of a preordered set and introduces the notion of cyclic subset.
Definition 2.3: Let 〈A,.A〉 be a preordered set, and consider X,Y ⊆ A.
X vH Y if and only if, for all x ∈ X , there exists y ∈ Y such that
x .A y. This is called Hoare relation.
X is said to be cyclic if x ≈A y for all x, y ∈ X .
An alternative characterization for the Hoare preorder is provided for
the case of cyclic subsets.
Lemma 2.7: Let 〈A,.A〉 be a preordered set and X,Y ⊆ A non-empty
subsets, where Y is cyclic. Then, the following statements are equivalent:
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1. X vH Y .
2. There exist x ∈ X and y ∈ Y such that x .A y.
3. x .A y, for all x ∈ X and y ∈ Y .
Let 〈A,.A〉 be a preordered set and let X be a subset of A. The set of
upper bounds of X is defined as follows
UB(X) = {b ∈ A | x .A b for all x ∈ X}
For the construction, given a mapping f : 〈A,.A〉 → B from a pre-
ordered set 〈A,.A〉 to an unstructured set B, our first goal is to find suf-
ficient conditions to define a suitable preordering on B such that a right
adjoint exists, in the style of Lemma 2.2. Notice that there is much more
than a mere adaptation of the result for posets.
Lemma 2.8: Let 〈A,.A〉 be a preordered set and consider a surjective map-
ping f : 〈A,.A〉 → B. Consider S ⊆ A such that the following conditions
hold:
S ⊆
⋃
a∈A
p-max[a]∼=A
p-min(UB([a]∼=A) ∩ S) 6= ∅, for all a ∈ A.
If a1 .A a2, then p-min(UB([a1]∼=A) ∩ S) vH p-min(UB([a2]∼=A) ∩ S).
Then, there exists a preorder .B in B and a map g such that (f, g) : A B.
If the initial mapping f is not surjective, we have established the condi-
tions to construct a right adjoint g′ for the restriction of f to its image set
and then, as the following Lemma shows, an adequate extension of g′ to B
provides a right adjoint for the initial f .
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Lemma 2.9: Consider a preordered set 〈A,.A〉, a set B and a mapping
f : A → B. Then, there exist a preorder .B on B and an adjunction
(f, g) : 〈A,.A〉  〈B,.B〉 if and only if there exist a preorder .f(A) on
f(A) and an adjunction (f, g′) : 〈A,.A〉 〈f(A),.f(A)〉.
It can be shown that the pair (f, g) : 〈A,.A〉 〈B,.B〉 is an adjunction,
where g is the extension of g′ defined by
g(x) =
g′(x) if x ∈ f(A)g′(m) if x /∈ f(A)
where m ∈ f(A).
The main result in this section is the corresponding version of Theo-
rem 2.6, which is a twofold extension of the statement of Lemma 2.8 in
that, firstly, the mapping f need not be surjective and, secondly, it gives
the necessary and sufficient conditions for the existence of an adjunction
between preordered sets.
Theorem 2.7: Given any preordered setA = 〈A,.A〉 and a mapping f : A→
B, there exists a preorder B = 〈B,.B〉 and g : B → A such that (f, g) : A
B if and only if there exists a subset S ofA such that the following conditions
hold:
1. S ⊆
⋃
a∈A
p-max[a]∼=A
2. p-min(UB([a]∼=A) ∩ S) 6= ∅, for all a ∈ A.
3. If a1 .A a2, then p-min(UB([a1]∼=A) ∩ S) vH p-min(UB([a2]∼=A) ∩ S).
We finish with several considerations on the uniqueness of right adjoints
and the induced ordered structure in the codomains. It is well-known that
given two posets A = 〈A,≤A〉 and B = 〈B,≤B〉 and a mapping f : A→ B,
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if there exists g : B → A such that the pair (f, g) is an adjunction, then it is
unique.
This uniqueness property has been extended, in the case of surjective
mappings, not only to the right adjoint, but also to the ordering relation in
the codomain: namely, there exists just one partial ordering on the codomain
B such that a right adjoint exists.
Contrariwise to the partially ordered case, given two preordered sets
A = 〈A,.A〉 and B = 〈B,.B〉 and a mapping f : A → B, the unicity of
the mapping g : B → A satisfying (f, g) : A B, when it exists, cannot be
guaranteed. But if g1 and g2 are right adjoints, then g1(b) ≈A g2(b) for all b ∈
B, and one usually says that the right adjoint is essentially unique. However,
and this is the interesting part, the unicity of the ordering cannot be extended
in general in the preordered case when the codomain is unstructured.
Adjunctions and closure systems on preordered sets
In this section, we state the necessary and sufficient conditions obtained
in the previous section in terms of closure operators and closure systems.
Closure operators and closure systems are different approaches to the same
phenomenon. We focus now on the development of the well-known link
between these two notions on a partially ordered set, but in the more general
framework of preordered sets.
To begin with, both notions have to be adapted to the lack of antisym-
metry. This involves the use of the symmetric kernel relation ≈ introduced
in the previous sections.
Definition 2.6: Let A = 〈A,.A〉 be a preordered set.
1. A mapping c : A → A is said to be a ≈A-closure operator if c is in-
flationary, isotone and ≈A-idempotent, i.e. (c ◦ c)(a) ≈A c(a), for all
a ∈ A.
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2. A subset S ⊆ A is a ≈A-closure system if the set p-min(a↑ ∩ S) is
non-empty for all a ∈ A.
The notion of ≈A-closed set can be found in [24], whereas the previous
version of≈A-closure system is, to the best of our knowledge, a novel notion.
It is convenient to introduce the notion of compatibility with an equiva-
lence relation.
Definition 2.8: Let A = 〈A,.A〉 be a preordered set and consider an equiv-
alence relation ∼ on A.
1. A ≈A-closure operator c : A→ A is said to be compatible with respect to
∼ if a ∼ b implies c(a) ≈A c(b) for all a, b ∈ A.
2. Similarly, a ≈A-closure system S is said to be compatible with respect to
∼ if a .A s implies [a]∼ ⊆ s↓, for all a ∈ A, s ∈ S.
The notion of compatibility in the previous definition is preserved when
moving between operators and systems. This is formally stated in the
following result:
Lemma 2.10: Let c : A → A be a ≈A-closure operator compatible wrt an
equivalence relation ∼ on A, then the ≈A-closure system Sc = {x ∈ A |
c(a) = a} is compatible wrt ∼.
Conversely, let S be a ≈A-closure system compatible wrt ∼, then any
≈A-closure operator c associated to S is compatible wrt ∼ as well.
Lemma 2.11: Let A = 〈A,.A〉 be a preordered set and consider a mapping
f : A → B. A ≈A-closure system is compatible wrt ≡f if and only if it is
compatible wrt ∼=A.
We state that the composition of the two components of the adjunction
leads to a≈A-closure operator which, moreover, is compatible wrt the kernel
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relation associated to f . As a result, the existence of a≈A-compatible system
turns out to be a necessary condition. The following main result states that
this condition is also sufficient.
Theorem 2.9: Let A = 〈A,.A〉 be a preordered set and consider a mapping
f : A → B. Then, there exists a preorder in B and a mapping g : B → A
such that (f, g) forms an adjunction if and only if there exists a ≈A-closure
system S compatible wrt ≡f .
Adjunctions between fuzzy preordered sets
We devote this Section to establish the definitions and characterizations
of fuzzy Galois connections and fuzzy adjunctions between sets with a
fuzzy preorder. Moreover, we study the relations between them, their
characterizations and properties. We will work with complete residuated
lattices, L = (L,≤,>,⊥,⊗,→), as underlying structure for considering
fuzziness.
Definition 3.1:
An L-fuzzy preordered set is a pair 〈A, ρA〉 in which ρA is a reflexive and
transitive L-fuzzy relation, i.e. ρA(a, a) = > and ρA(a, b)⊗ ρA(b, c) ≤
ρA(a, c) for all a, b, c ∈ A.
An L-fuzzy ordered set is a pair 〈A, ρA〉 in which ρA is a reflexive, tran-
sitive and antisymmetric L-fuzzy relation, i.e. ρA(a, b) = ρA(b, a) = >
implies a = b for all a, b ∈ A.
From now on, we will omit the prefix L.
Definition 3.3: Let A = 〈A, ρA〉, B = 〈B, ρB〉 be fuzzy preordered sets and
consider two mappings f : A→ B and g : B → A. The pair (f, g) is said to
be a
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Right fuzzy Galois connection between A and B and denoted by (f, g) :
A↼⇀B, if
ρA(a, g(b)) = ρB(b, f(a)) for all a ∈ A and b ∈ B.
Left fuzzy Galois connection between A and B and denoted by (f, g) :
A⇁↽B, if
ρA(g(b), a) = ρB(f(a), b) for all a ∈ A and b ∈ B.
Fuzzy adjunction between A and B and denoted by (f, g) : A B, if
ρA(a, g(b)) = ρB(f(a), b) for all a ∈ A and b ∈ B.
Fuzzy co-adjunction between A and B and denoted by (f, g) : A
 B, if
ρA(g(b), a) = ρB(b, f(a)) for all a ∈ A and b ∈ B.
Given a fuzzy poset 〈A, ρA〉, for every element a ∈ A, the extension to
the fuzzy setting of the notions of upward closure and downward closure
of the element a are defined by a↑, a↓ : A→ L where a↑(u) = ρA(a, u) and
a↓(u) = ρA(u, a) for all u ∈ A. An element a ∈ A is a maximum for a fuzzy
set X if X(a) = > and X ⊆ a↓. The definition of minimum is similar.
On fuzzy preordered sets, due to the absence of antisymmetry, there
exists a crisp set of maxima (resp. minima) for X, not necessarily a singleton,
which we will denote p-max(X) (resp., p-min(X)).
From now on, we will use the following notation: for a mapping f : A→
B and a fuzzy subset Y ofB, the fuzzy set f−1(Y ) is defined as f−1(Y )(a) =
Y (f(a)), for all a ∈ A.
Theorem 3.1: Let A = 〈A, ρA〉 and B = 〈B, ρB〉 be fuzzy preordered sets
and consider two mappings f : A → B and g : B → A. The following
conditions are equivalent:
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1. (f, g) : A B.
2. f and g are isotone, g ◦ f is inflationary and f ◦ g is deflationary.
3. f(a)↑ = g−1(a↑) for all a ∈ A.
4. g(b)↓ = f−1(b↓) for all b ∈ B.
5. f is isotone and g(b) ∈ p-max f−1(b↓) for all b ∈ B.
6. g is isotone and f(a) ∈ p-min g−1(a↑) for all a ∈ A.
From the last definitions and theorem, we obtain characterizations for the
cases of fuzzy Galois connections, fuzzy adjunction and fuzzy co-adjunction
as summarized in Table 2.
Any fuzzy preordered set A = 〈A, ρA〉 defines a (crisp) preordered set
Ac = 〈A,.A〉where a .A b iff ρA(a, b) = >.
Lemma 3.1: Let A = 〈A, ρA〉 and B = 〈B, ρB〉 be fuzzy preordered sets and
consider two mappings f : A→ B and g : B → A. For
 ∈ {↼⇀,⇁↽,,
},
if (f, g) : A
B then (f, g) : Ac
Bc
From a fuzzy preordered set A = 〈A, ρA〉, by defining ≈ as the crisp
equivalence relation a ≈ b if and only if ρA(a, b) = ρA(b, a) = >, the quo-
tient set A/≈ is a fuzzy poset with respect to the fuzzy binary relation ρA≈
defined by ρA≈([a], [b]) = ρA(a, b). Moreover, any mapping f between fuzzy
preordered sets defines a mapping f≈ over those quotient posets in the same
way as in Theorem 2.4.
Theorem 3.2: Let A = 〈A, ρA〉 and B = 〈B, ρB〉 be fuzzy preordered sets
and consider two mappings f : A → B and g : B → A. Then, for 
 ∈
{↼⇀,⇁↽,,
}, (f, g) : A
B if and only if (f≈ , g≈) : A/≈
B/≈.
Theorem 3.3: Let A = 〈A, ρA〉 and B = 〈B, ρB〉 be fuzzy preordered sets
and 
 ∈ {↼⇀,⇁↽,,
}. If (f, g) : A
B then, for all a ∈ A, b ∈ B, the
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Table 2: Summary of definitions and equivalent characterizations
Fuzzy Galois connections
Right fuzzy Galois connection between A and B Left fuzzy Galois connection between A and B
(f, g) : A = 〈A, ρA〉↼⇀ B = 〈B, ρB〉 (f, g) : A = 〈A, ρA〉 ⇁↽ B = 〈B, ρB〉
ρB(b, f(a)) = ρA(a, g(b)) ρB(f(a), b) = ρA(g(b), a)
for all a ∈ A and b ∈ B for all a ∈ A and b ∈ B
f and g are antitone maps and f and g are antitone maps and
g ◦ f and f ◦ g are inflationary maps g ◦ f y f ◦ g are deflationary maps
f(a)↓ = g−1(a↑) for all a ∈ A f(a)↑ = g−1(a↓) for all a ∈ A
g(b)↓ = f−1(b↑) for all b ∈ B g(b)↑ = f−1(b↓) for all b ∈ B
f is an antitone map and f is an antitone map and
g(b) ∈ p-max f−1(b↑) for all b ∈ B g(b) ∈ p-min f−1(b↓) for all b ∈ B
g is an antitone map and g is an antitone map and
f(a) ∈ p-max g−1(a↑) for all a ∈ A f(a) ∈ p-min g−1(a↓) for all a ∈ A
Fuzzy adjunction and fuzzy co-adjunction
Fuzzy adjunction between A and B Fuzzy co-adjunction between A and B
(f, g) : A = 〈A, ρA〉 B = 〈B, ρB〉 (f, g) : A = 〈A, ρA〉
 B = 〈B, ρB〉
ρB(f(a), b) = ρA(a, g(b)) ρB(b, f(a)) = ρA(g(b), a)
for all a ∈ A and b ∈ B for all a ∈ A and b ∈ B
f and g are isotone maps, f and g are isotone maps,
g ◦ f is inflationary and f ◦ g is deflationary g ◦ f is deflationary and f ◦ g is inflationary
f(a) ↑= g−1(a↑) for all a ∈ A f(a)↓ = g−1(a↓) for all a ∈ A
g(b)↓ = f−1(b↓) for all b ∈ B g(b)↑ = f−1(b↑) for all b ∈ B
f is an isotone map and f is an isotone map and
g(b) ∈ p-max f−1(b↓) for all b ∈ B g(b) ∈ p-min f−1(b↑) for all b ∈ B
g is an isotone map and g is an isotone map and
f(a) ∈ p-min g−1(a↑) for all a ∈ A f(a) ∈ p-max g−1(a↓) for all a ∈ A
following relations hold (f ◦ g ◦ f)(a) ≈ f(a) and (g ◦ f ◦ g)(b) ≈ g(b).
Moreover,
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If (f, g) is both left and right Galois connection (resp., adjunction and
co-adjunction) then (g ◦ f)(a) ≈ a and (f ◦ g)(b) ≈ b for all a ∈ A and
b ∈ B.
If (f, g) is both a (left or right) Galois connection and a (co-)adjunction
then, for all a1, a2 ∈ A, ρA(a1, a2) = > implies f(a1) ≈ f(a2) and, for
all b1, b2 ∈ B, ρB(b1, b2) = > implies g(b1) ≈ g(b2) .
Building fuzzy adjunctions on fuzzy posets
Now, we present the main results which lead us to the construction of
fuzzy adjunctions between fuzzy posets and fuzzy adjunctions between
preordered sets.
Given a mapping f from a fuzzy poset 〈A, ρA〉 to any set B, we will
introduce conditions which allow to define a fuzzy ordering on B and a
mapping from B to A such that the pair (f, g) forms a fuzzy adjunction.
The problem stated above is addressed from the canonical decomposi-
tion of f : 〈A, ρA〉 → B through A≡f , the quotient set of A wrt the kernel
relation ≡f .
In the following results, we provide the conditions that ensure the def-
inition of a right adjoint for the three mappings, namely pi : A → A≡f
where pi(a) = [a]≡f ; the bijective mapping ϕ : A≡f → f(A) defined by
ϕ([a]≡f ) = f(a) and the inclusion i : f(A)→ B that satisfies f = i ◦ ϕ ◦ pi.
Lemma 3.4: Let 〈A, ρA〉 be a fuzzy poset and let∼ be an equivalence relation
on A (∼ ⊆ A×A). Suppose that the following conditions hold
1. there exists max[a]∼, for all a ∈ A.
2. ρA(a1, a2) ≤ ρA(max[a1]∼,max[a2]∼), for all a1, a2 ∈ A.
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Then, ρA∼ : A∼ × A∼ → L defined by ρA∼([a1]∼, [a2]∼) = ρA(a1,max[a2]∼)
is a fuzzy ordering on A∼.
Moreover, the pair (pi,max) is a fuzzy adjunction between A and A∼.
Now, given a bijective mapping ϕ : 〈A, ρA〉 → B, we show that ϕ induces
a fuzzy ordering, ρB : B ×B → L defined as ρB(b, b′) = ρA(ϕ−1(b), ϕ−1(b′))
such that ϕ and ϕ−1 are isotone maps and (ϕ,ϕ−1) : A≡f  f(A) (see
Figure 4).
〈A, ρA〉 B
〈A≡f , ρA≡f 〉 〈f(A), ρf(A)〉
f
pimax
ϕ
ϕ−1
i
Figure 4: (pi,max): A A≡f and (ϕ,ϕ−1) : A≡f  f(A).
Finally, in order to extend the fuzzy ordering on f(A) to the whole set B,
we consider the case of a subset X ⊆ U and a fuzzy order ρX on X that can
be extended to a fuzzy ordering on U as follows; fix an element m ∈ X and
define ρm : U × U → L as
ρm(x, y) =

ρX(x, y) if x, y ∈ X
ρX(x,m) if x ∈ X, y 6∈ X
⊥ if x 6∈ X,x 6= y
> if x 6∈ X,x = y
Then, ρm is a fuzzy ordering on U . Moreover, the mapping jm : 〈X, ρX〉 →
〈U, ρm〉 defined as follows
jm(x) =
x si x ∈ Xm si x /∈ X
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satisfies that (i, jm) : 〈X, ρX〉 〈U, ρm〉.
Theorem 3.4: Let 〈A, ρA〉 be a fuzzy poset and consider a mapping f : A −→
B. Let A≡f be the quotient set on the kernel relation. Then, there exists
a fuzzy ordering ρB on B and a mapping g : B −→ A such that (f, g) :
〈A, ρA〉 〈B, ρB〉 if and only if
1. there exists max[a]≡f for all a ∈ A.
2. for all a1, a2 ∈ A, the following inequality holds:
ρA(a1, a2) ≤ ρA(max[a1]≡f ,max[a2]≡f )
In Figure 5, we represent the composition of the three adjunctions which
provides a right adjoint of the mapping f .
〈A, ρA〉 〈B, ρB〉
〈A≡f , ρA≡f 〉 〈f(A), ρf(A)〉
f
pi
g=max◦ϕ−1◦jm
jmmax
ϕ
ϕ−1
i
Figure 5: (f, g) : 〈A, ρA〉 〈B, ρB〉 such that g = max ◦ ϕ−1 ◦ jm.
Building fuzzy adjunctions on fuzzy preordered sets
The construction follows the same scheme of that given in Theorem 3.4
as much as possible. But, we need to define a suitable fuzzy version of the
p-kernel relation.
Definition 3.4: Let A = 〈A, ρA〉 be a fuzzy preordered set and consider a
mapping f : A→ B. The fuzzy p-kernel relation ∼=A is the transitive closure
of the fuzzy union of the relations symmetric kernel ≈A and kernel ≡f .
SUMMARY XXXIX
In order to actually build the fuzzy preordering on the codomain B, we
make use of a suitable fuzzy preordering between crisp subsets. The idea is
to extend the notion of Hoare preorder to a fuzzy setting.
Definition 3.5: Let 〈A, ρA〉 be a fuzzy preordered set, and consider C,D
crisp subsets of A. The fuzzy relation vH is defined as
(C vH D) =
∧
c∈C
∨
d∈D
ρA(c, d)
Proposition 3.2: The relation vH is a fuzzy preordering in the powerset of
A.
It is remarkable that vH will be used just on (crisp) subsets X ⊆ A with
a particular property; namely, for all x1, x2 ∈ X we have ρA(x1, x2) = >. A
subset is said to be cyclic if it satisfies the previous property.
The following lemma states that, for the specific case of this kind of sets,
the fuzzy relation vH can be very easily computed.
Lemma 3.9: Consider a fuzzy preordered set 〈A, ρA〉, and let X,Y be two
crisp cyclic subsets of A. Then, X vH Y = ρA(x, y) for any x ∈ X and
y ∈ Y .
Notation: Let 〈A, ρA〉 be a fuzzy preordered set and let X : A → L be a
fuzzy subset of A. The set of upper bounds of X is defined as follows
UB(X) = {b ∈ A | X(u) ≤ ρA(u, b) for all u ∈ A}
The result below actually allows to build a fuzzy preordering relation
on B by applying it to the particular case of the sets of p-minima of a fuzzy
subset, which turn out to be cyclic (this is just a straightforward consequence
of the definition).
Lemma 3.10: Consider a fuzzy preordered set A = 〈A, ρA〉 together with a
mapping f : A→ B and a subset S ⊆ A satisfying the following conditions:
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1. S ⊆
⋃
a∈A
p-max[a]∼=A
2. p-min(UB[a]∼=A ∩ S) 6= ∅, for all a ∈ A.
3. ρA(a1, a2) ≤
(
p-min(UB[a1]∼=A ∩S) vH p-min(UB[a2]∼=A ∩S)
)
, for all
a1, a2 ∈ A.
Then, for any a0 ∈ A, the fuzzy relation ρa0B : B ×B → L defined as follows
ρa0B (b1, b2) =
(
p-min(UB[a1]∼=A ∩ S) vH p-min(UB[a2]∼=A ∩ S)
)
where ai ∈ f−1(bi) if f−1(bi) 6= ∅ and ai = a0 otherwise, for each i ∈ {1, 2},
is a fuzzy preordering on B.
Furthermore, under the same hypotheses, it is possible to define a num-
ber of suitable right adjoints g : B → A for f and all of them can be specified
as follows:
(C1) If b ∈ f(A), then g(b) ∈ p-min(UB[xb]∼=A ∩ S) for some xb ∈ f−1(b).
(C2) If b /∈ f(A), then g(b) ∈ p-min(UB[a0]∼=A ∩ S).
We conclude this section stating the theorem which summarizes the
necessary and sufficient conditions for the existence of a right adjoint for a
mapping between a fuzzy preordering and an unstructured set.
Theorem 3.6: Given a fuzzy preordered set A = 〈A, ρA〉 together with
a mapping f : A → B, there exists a fuzzy preordering ρB on B and a
mapping g : B → A such that (f, g) : A B if and only if there exists S ⊆ A
such that, for all a, a1, a2,∈ A:
1. S ⊆
⋃
a∈A
p-max[a]∼=A
2. p-min(UB[a]∼=A ∩ S) 6= ∅
3. ρA(a1, a2) ≤
(
p-min(UB[a1]∼=A ∩ S) vH p-min(UB[a2]∼=A ∩ S)
)
.
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Closure systems on fuzzy preordered sets
The theory of closure systems on preordered sets is used in order to
provide a more meaningful framework for the extension to the fuzzy case of
previous results.
The notion of closure system on a fuzzy preordered set which we use is
a natural extension of the classical closure system on a crisp partial ordered
set. In fact, the definition is formulated in the same terms, though we use an
alternative characterization that is easier to handle.
Definition 3.8: Let A = 〈A, ρA〉 be a fuzzy preordered set and let S ⊆ A be a
crisp subset of A. Then S is said to be a closure system if the set p-min(a↑ ∩S)
is non-empty, for all a ∈ A.
Other definitions of closure system in a fuzzy setting can be found in
the literature. It is remarkable the one given by Belohlavek in [4], where
the notions of LK-closure operator and LK-closure system on L-ordered
sets were introduced, where K is a filter of the residuated lattice L. In that
definition, a fuzzy closure system is a fuzzy set, so it is a different approach
from ours.
There exists another definition similar in spirit to the one we propose,
which was introduced in the framework of the so-called L-ordered sets. In
the following result we state an alternative characterization of the notion of
closure system based on ideas from [34].
Proposition 3.3: Let A = 〈A, ρA〉 be a fuzzy preordered set. A non-empty
subset S ⊆ A is a closure system if and only if for any a ∈ A, there exists
ma ∈ S such that
1. ρA(a,ma) = > and
2. ρA(s1,ma)⊗ ρA(a, s2) ≤ ρA(s1, s2) for any s1, s2 ∈ S.
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The previous result can be further improved by providing a new charac-
terization which involves just one condition.
Theorem 3.7: Let A = 〈A, ρA〉 be a fuzzy preordered set. A subset S of A is
a closure system if and only if for all a ∈ A there exists ma ∈ S satisfying
ρA(a, u) = ρA(ma, u) for all u ∈ S.
As an easy consequence of this theorem, we obtain a constructive version
of the sets p-min(a↑ ∩ S) when S is a closure system.
Corollary 3.2: Let A = 〈A, ρA〉 be a fuzzy preordered set. If S ⊆ A is a
closure system then p-min(a↑ ∩ S) = {s ∈ S | ρA(a, u) = ρA(s, u) for all
u ∈ S}, for a ∈ A.
It is well-known that closure systems and closure operators in the clas-
sical setting are different approaches to the same phenomenon. We focus
now on the development of the link between these two notions on fuzzy
preordered sets. In order to address this problem, we proceed by proving a
number of preliminary results which will pave the way for the characteriza-
tion.
Definition 3.9: Let A = 〈A, ρA〉 be a fuzzy preordered set. A mapping
c : A → A is said to be a closure operator if it is isotone, inflationary and
satisfies ρA(c(c(a)), c(a)) = > for all a ∈ A.
The following lemma states that the notions of closure system and clo-
sure operator keep being interdefinible in the framework of fuzzy pre-
ordered sets.
Lemma 3.12: Let A = 〈A, ρA〉 be a fuzzy preordered set.
i) If S ⊆ A is a closure system, then any mapping c : A → A such that
c(a) ∈ p-min(a↑ ∩ S) is a closure operator.
ii) If c : A→ A is a closure operator, then S = {a ∈ A : ρA(c(a), a) = >}
is a closure system.
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In the following, the constructions given in the different items of the
previous lemma will be called, respectively, the closure operator associated to S
(denoted cS) and the closure system associated to c (denoted Sc).
It is well-known that, in (crisp) posets, there exists a one-to-one corre-
spondence between closure operators and closure systems (for every closure
operator c = cSc and for any closure system S = ScS ). The relationship
between both notions is weaker when the underlying structure is a fuzzy
preordered set.
Proposition 3.4: Let A = 〈A, ρA〉 be a fuzzy preordered set.
1. If c : A→ A is a closure operator, then
ρA(c(a), cSc(a)) = ρA(cSc(a), c(a)) = >
for all a ∈ A.
2. If S is a closure system then S ⊆ ScS and for all s1 ∈ ScS there exists
s2 ∈ S such that ρA(s1, s2) = ρA(s2, s1) = >.
Now, we define the notion of a closure system compatible wrt an arbi-
trary fuzzy equivalence relation (a reflexive, symmetric and transitive fuzzy
relation) and with the particular case of the so-called kernel relation.
Definition 3.10: Let A = 〈A, ρA〉 be a fuzzy preordered set and let ∼ be a
fuzzy equivalence relation on A.
i) A closure operator c : A→ A is said to be compatible wrt the relation ∼
if (a1 ∼ a2) ≤ ρA(c(a1), c(a2)), for all a1, a2 ∈ A.
ii) A closure system S ⊆ A is said to be compatible wrt ∼ if any closure
operator associated to S is compatible wrt ∼.
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Lemma 3.13: Let A = 〈A, ρA〉 be a fuzzy preordered set and consider a
fuzzy equivalence relation ∼ on A. Then, a closure system S is compatible
with ∼ if and only if
ρA(a, s) ≤
∧
u∈A
((a ∼ u)→ ρA(u, s))
for all s ∈ S and a ∈ A.
Corollary 3.3: Let A = 〈A, ρA〉 be a fuzzy preordered set, consider a crisp
mapping f : A → B, and let ≡f be the kernel relation associated to f . A
closure system S ⊆ A is compatible with the kernel relation if and only if
ρA(a, s) = ρA(u, s) for all s ∈ S and a, u ∈ A such that f(a) = f(u).
As one would expect, the mere existence of the adjunction induces a
closure system in A which, moreover, is compatible with the kernel rela-
tion associated to the mapping ≡f . This condition is also sufficient as the
following theorem shows.
Theorem 3.8: Consider a fuzzy preordered set A = 〈A, ρA〉 and a mapping
f : A → B. There exists a fuzzy preordering ρB on B and a mapping
g : B → A such that (f, g) forms a fuzzy adjunction if and only if there exists
S ⊆ A a closure system compatible with the kernel relation ≡f .
Conclusions and future work
In this thesis, we have provided necessary and sufficient conditions to
define suitable (pre)orderings on an unstructured codomain to generate
adjunctions, both in crisp case and in a fuzzy setting.
Specifically, given a mapping f : A→ B from a (pre)ordered set A into
an unstructured set B, we have obtained necessary and sufficient conditions
which allow us to define a suitable (pre)ordering relation on B such that
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there exists a mapping g : B → A such that (f, g) forms an adjunction
between (pre)ordered sets.
Whereas the study of the partially ordered case follows more or less the
intuition of what should be expected (Theorem 2.6), the description of the
conditions on the preordered case is much more involved (Theorem 2.7);
only later, when we have considered the use of the ≈-closure systems,
together with the convenient definition of compatibility wrt the kernel
relation ≡f , in order to rewrite the result in much more concise terms
(Theorem 2.9).
In the fuzzy case, we have introduced a characterization of the existence
of fuzzy adjunctions in the framework of fuzzy partially ordered sets and
fuzzy preordered sets. That is, we have assumed the existence of a mapping
f : A→ B from a fuzzy poset 〈A, ρA〉 to a set B (not necessarily ordered or
fuzzily ordered) and we have characterized when it is possible to define a
fuzzy (pre)ordering on B and a mapping g : B → A such that (f, g) forms
an adjunction (Theorem 3.4). It is remarkable the fact that the right adjoint
is not unique. In fact, there is a number of degrees of freedom in order to
define it: just consider the parameterized construction of g that we have
given in terms of an element a0 ∈ A (in the case of a non-surjective f ). Note,
however, that our results do not imply that every right adjoint should be like
that; we simply chose a convenient construction to extent the induced fuzzy
ordering on the image of f to the whole set B.
Finally, we have analyzed the different definitions of closure operator
and closure system on a fuzzy preordered set, in order to formulate the
results concerning the existence of fuzzy preordering relations and adjunc-
tions, in terms of closure systems on fuzzy preordered set (Theorem 3.8).
It is important to underscore that all the results have been stated in
terms of adjunctions (isotone Galois connections) but all of them can be
straightforwardly modified for using with right Galois connection, left
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Galois connection and co-adjunction (in crisp and fuzzy case).
On all these issues we have several proposals to be developed as future
work:
An L-ordered set is a triplet A = (A,≈A, ρA) where ≈A is a fuzzy
equivalence relation and ρA is an L-ordering onA [34]. One interesting
line of future work will be the extension of the results in this work to
triplet A = (A,≈A, ρA) where ρA is a fuzzy preorder, i.e. ρA is a ≈A-
reflexive, ⊗-transitive and ⊗-≈A-antisymmetric fuzzy binary relation
which is a more general structure.
When focusing on fuzzy extensions of order relations one can find
some interesting developments on the study of both fuzzy partial
orders and fuzzy preorders, see [11, 13] for instance. In these works, it
is noticed that the versions of antisymmetry and reflexivity commonly
used are too strong and, as a consequence, the resulting fuzzy partial
orders are very close to the classical case. Accordingly, one interest-
ing line of future work will be the adaptation of our results to these
alternative weaker definitions.
Another source of future work could be the definition of alternative
interpretations of the notion of adjunction between multivalued func-
tions (i.e., relations) both in crisp and fuzzy frameworks, with the aim
of building a right adjoint for a given multivalued function.
Concerning potential practical applications of the present work, we
will explore the area of Supervised Learning and Classification, following
the ideas developed by Marsala [41, 42]. From previous works by
Beˇlohla´vek - De Baets [7] and Kuznetsov [40] who have used FCA
techniques to define decision trees, (specifically they used adjunctions
to present a method for the construction of such trees) our aim is
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to propose new discrimination measures, which are prime for the
classification of data sets, by building isotone functions (ultimately,
adjunctions).
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Introduccio´n
En el a´mbito de las estructuras ordenadas, Ø. Ore introdujo en 1944
el concepto de conexio´n de Galois [46] como un par de funciones antı´tonas
entre dos conjuntos parcialmente ordenados, generalizando ası´ la teorı´a de
polaridades entre retı´culos completos, previamente utilizadas por Birkhoff
en 1940 [10]. Este concepto supone una generalizacio´n de la correspondencia
subgrupo-subcuerpo que se describe en el cla´sico Teorema Fundamental de
la Teorı´a de Galois, de ahı´ el origen del te´rmino.
An˜os ma´s tarde, J. Schmidt [48] mantuvo la terminologı´a de conexio´n de
Galois, pero cambio´ las funciones antı´tonas por funciones iso´tonas, lo cual
favorecio´ la aplicabilidad de este concepto a Computacio´n.
El te´rmino adjuncio´n fue introducido en 1958 por D. M. Kan [36]. Origi-
nalmente fueron definidas en un contexto catego´rico y tal vez debido a esto,
pueden encontrarse gran cantidad de ejemplos de adjunciones en varias
a´reas de investigacio´n, que van desde las ma´s teo´ricas a las ma´s aplicadas.
Cuando se interpreta una adjuncio´n en la categorı´a de conjuntos ordena-
dos, se observa que es una nocio´n bastante similar a la de conexio´n de Galois
y, en cierta medida, una permite definir la otra: una adjuncio´n entre dos
conjuntos ordenados A y B es una conexio´n de Galois en la cual la relacio´n
de orden sobre B se invierte. Esto lleva a la utilizacio´n del te´rmino conexio´n
de Galois iso´tona para referirse a una adjuncio´n entre conjuntos ordenados.
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La comparacio´n de distintos entes matema´ticos es uno de los objetivos
de investigacio´n ma´s recurrentes en el a´mbito de las matema´ticas. En este
sentido las adjunciones (conexiones de Galois iso´tonas) juegan un papel
importante en numerosas aplicaciones, debido a su capacidad para poder
vincular mundos aparentemente muy dispares; por esto Denecke, Erne´,
y Wismath sen˜alan en su monografı´a [19] la siguiente meta´fora: Galois
connections provide the structure-preserving passage between two worlds of our
imagination.
En los u´ltimos an˜os se ha producido un notable incremento en el nu´me-
ro de publicaciones relativas a conexiones de Galois, tanto iso´tonas como
antı´tonas. Se pueden encontrar numerosos trabajos sobre desarrollos teo´ri-
cos o aplicados como por ejemplo [14, 19, 38]. En [43] se puede ver una
primera visio´n sobre aplicaciones. Otras referencias ma´s especı´ficas sobre el
tema pueden encontrarse, por ejemplo, en programacio´n [45] o lo´gica [35].
Ası´ como los realizados por Castellini et al. en [15] y Garcı´a et al. en [29] en
contextos catego´ricos.
Cabe sen˜alar que muchos de estos trabajos utilizan conexiones de Galois
en el marco del Ana´lisis de Conceptos Formales (FCA), tanto desde un punto
de vista teo´rico como aplicado. Esto se debe a que el pilar ba´sico sobre el que
se construye esta rama de las ciencias de la informacio´n son los operadores
de derivacio´n que forman una conexio´n de Galois antı´tona. FCA modeliza
las estructuras ba´sicas del pensamiento a partir de estos operadores en el
marco de la teorı´a de retı´culos. En [20] puede verse una visio´n general de
esta relacio´n. Beˇlohla´vek y Konecˇny´ [8] hacen hincapie´ sobre la dualidad
entre conexiones de Galois iso´tonas y antı´tonas y muestran la deducibilidad
entre los retı´culos de conceptos generados mediante el uso de cada tipo de
conexio´n, de forma que la “dualidad”funciona so´lo en un sentido; Valverde
y Pela´ez han estudiado la extensio´n de los distintos modos de conceptuali-
zacio´n [51] y han proporcionado una visio´n general de la disciplina; Dı´az y
3Medina [21] utilizan conexiones de Galois como herramientas para resolver
ecuaciones.
Tambie´n hay diversos trabajos que sugieren el uso de la teorı´a de con-
juntos ordenados en el campo de la Quı´mica, incluso se pueden encontrar
algunos dedicados exclusivamente al uso de o´rdenes parciales en esta dis-
ciplina. Especı´ficamente, [1] aplica Ana´lisis de Conceptos Formales a la
clasificacio´n de objetos antiguos (concretamente, antiguos utensilios de
bronce egipcio).
Ma´s recientemente, A. Kerber [37] aboga por el uso de la teorı´a de
Ana´lisis de Conceptos Formales como herramienta para toma de decisiones
en el a´mbito de las Ciencias Medioambientales.
El intere´s en las conexiones de Galois no se observa solamente en la co-
munidad FCA. Construir o definir una conexio´n de Galois o una adjuncio´n
es potencialmente u´til en cualquier a´rea de estudio en la que la teorı´a de
o´rdenes parciales o preo´rdenes se puedan aplicar. El conocimiento de la exis-
tencia de un (pre)orden adecuado, permite la utilizacio´n de las propiedades
de las conexiones de Galois en el seno de numerosas teorı´as.
Otro campo de aplicacio´n interesante es la Lingu¨ı´stica: en [44], el estudio
de la inferencia gramatical en sistemas Lambek (simples y mixtos) se hace
en te´rminos de conexiones de Galois.
Un tercer campo de aplicacio´n es la Bioinforma´tica: en [47] se utilizan las
propiedades de las conexiones de Galois para identificar grupos de genes
a partir de conjuntos de datos de microarrays; en [26] se aplican sistemas
para desarrollar una aplicacio´n que permite extraer informacio´n biolo´gica
de datos del genoma en bruto; en [25] se aplica el marco de la interpretacio´n
abstracta (en gran medida basado en la nocio´n de conexio´n de Galois) a la
formalizacio´n de nuevas abstracciones de uso comu´n en la Biologı´a.
Se pueden encontrar en la bibliografı´a resultados relacionados con condi-
ciones suficientes o necesarias para la existencia de una conexio´n de Galois
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entre estructuras ordenadas. De hecho, el teorema de Freyd caracteriza
cua´ndo un funtor (operador) posee adjunto. Pero en ninguno de estos tra-
bajos se aborda el problema de la construccio´n de conexiones de Galois
con codominios en los que, a priori, se desconoce si poseen una estructura
ordenada.
El objetivo principal de este trabajo es partir de una aplicacio´n f : A→ B
desde un conjunto A dotado con una determinada estructura hasta un con-
juntoB no necesariamente dotado de estructura, para estudiar y caracterizar
las situaciones en las cuales se pueda definir una estructura en B similar a
la de A, de forma que adema´s se pueda construir una aplicacio´n g : B → A
tal que el par (f, g) sea una adjuncio´n (conexio´n de Galois iso´tona).
De este modo, dependiendo de la estructura definida sobre el conjunto
A se presentara´n diferentes resultados para definir la estructura sobre el
conjunto B y la aplicacio´n g : B → A. En concreto, se estudia el problema
en el caso en el que el dominio A esta´ dotado de una estructura de orden
parcial y tambie´n el caso en el que A es un conjunto preordenado. Ambas
situaciones se abordan tanto en el caso cla´sico como en el caso difuso.
En 1965, Lotfi Zadeh introduce la Teorı´a de Conjuntos Difusos [53]. En
este trabajo se aborda definitivamente el problema del modelado matema´tico
de la ambigu¨edad, con la definicio´n de conjunto difuso X en un universo
U como una aplicacio´n X : U → [0, 1] que asocia a cada elemento u ∈
U un valor del intervalo real [0, 1] y donde X(u) representa el grado de
pertenencia de u al conjunto difuso X .
Actualmente, en lugar de trabajar con el intervalo real [0, 1], muchos
autores utilizan la estructura de retı´culo residuado L = (L,≤,>,⊥,⊗,→), in-
troducido en 1930 por Dilworth [23], que es ma´s general, y que fue utilizada
por Goguen [32], en 1967, para definir los L-conjuntos, que generalizan la
definicio´n de conjunto difuso.
El te´rmino conexio´n de Galois difusa fue introducido por R. Beˇlohla´vek
5en [3] como un par de aplicaciones definidas entre los conjuntos de con-
juntos difusos definidos sobre dos universos. Desde entonces, en el a´mbito
de la lo´gica difusa, se pueden encontrar numerosos artı´culos en los cua-
les se estudian las conexiones de Galois difusas desde un punto de vista
algebraico y abstracto. Ejemplo de ello son los trabajos realizados por el
propio Beˇlohla´vek en [5], Georgescu y Popescu [30] y Frascella en [28]. Entre
las aplicaciones con conexiones de Galois difusas se pueden destacar los
trabajos de Denecke, Erne´ y Wismath [19], Kuznetsov [40] o Mu [45].
Otros autores han introducido enfoques alternativos derivados de las
aplicaciones: por ejemplo, Shi et al. [50] introducen una definicio´n de adjun-
cio´n difusa para su uso en la morfologı´a matema´tica difusa.
Existen otras extensiones ma´s recientes como son, por ejemplo, las que se
pueden encontrar en [9,39,52]. Destacamos la realizada por Yao y Lu en [52]
en 2009, donde se define una conexio´n de Galois difusa como un par de
aplicaciones definidas entre conjuntos cla´sicos dotados de relaciones difusas.
Esta nueva visio´n generaliza la definicio´n original dada por Beˇlohla´vek en
1999 y es la que adoptamos en el presente trabajo.
En este sentido, nuestro problema de estudio en ambiente difuso se
describe de la siguiente forma: se considera una aplicacio´n f : 〈A, ρA〉 → B
donde A es un conjunto cla´sico, ρA un orden difuso en A y B un conjunto
cla´sico no necesariamente dotado de estructura, y se establecen las condicio-
nes necesarias y suficientes para que exista una relacio´n de orden difusa en
B y una aplicacio´n g de forma que (f, g) sea una adjuncio´n difusa.
Tambie´n, se plantea el problema anterior sobre estructuras ma´s generales
que los conjuntos con o´rdenes difusos. Sin embargo, a la hora de considerar
estructuras ma´s generales, existen diversos enfoques. Algunos autores [27]
sugieren trabajar con relaciones no reflexivas, mientras que otros sostienen
que las propiedades reflexiva y antisime´trica son propiedades contradic-
torias [11]. Nuestra eleccio´n en este caso ha sido trabajar con ausencia de
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antisimetrı´a y, por tanto, se considerara´n conjuntos cla´sicos dotados de
relaciones difusas reflexivas y transitivas.
Por otro lado, con el objeto de estudiar la existencia del adjunto por la
derecha de una aplicacio´n f definida sobre alguna de las estructuras anterior-
mente comentadas, tanto en ambiente cla´sico como difuso, nos apoyaremos
en la relacio´n existente entre los operadores de cierre y las adjunciones. Esta
relacio´n se puede definir en te´rminos de categorı´as [22], pero es mucho ma´s
conocida en el marco de la teorı´a de dominios y sema´ntica denotacional [31].
Asimismo, los operadores de cierre y los sistemas de cierre de un conjunto
parcialmente ordenado esta´n en correspondencia biunı´voca, de manera que
se pueden proporcionar condiciones necesarias y suficientes (tanto en el
caso cla´sico como en el caso difuso) para dotar al conjunto B de estructura
y poder definir una aplicacio´n g : B → A tal que (f, g) sea una adjuncio´n,
en te´rminos de la existencia de un sistema de cierre en A con propiedades
adecuadas.
Organizacio´n y resultados aportados
Al comenzar a revisar la literatura sobre el tema, nos encontramos con
una escasa uniformidad en la denominacio´n y definicio´n del te´rmino adjun-
cio´n (resp. conexio´n de Galois). De hecho, se pueden encontrar diferentes
trabajos que utilizan el mismo te´rmino para referirse a nociones distintas. A
pesar de ser cierto que las cuatro definiciones existentes esta´n muy relaciona-
das, se debe destacar que no tienen exactamente las mismas propiedades y
que en trabajos anteriores la estructura ma´s habitual sobre la que se utilizan
estas definiciones es la de un conjunto parcialmente ordenado.
Tras el primer capı´tulo, dedicado a la introduccio´n de definiciones preli-
minares y resultados conocidos de la literatura previa, la Seccio´n 2.1 de esta
tesis se dedica a estudiar las diferentes denominaciones de una conexio´n de
Galois, las relaciones que existen entre ellas y sus correspondientes caracte-
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en lugar de ordenados. La ausencia de antisimetrı´a permite extender las
distintas definiciones y caracterizaciones de adjuncio´n (respectivamente
conexio´n de Galois) entre conjuntos con estructuras ma´s generales.
En la Seccio´n 2.3.1, se considera una aplicacio´n f : 〈A,≤A〉 → B donde
〈A,≤A〉 es un conjunto parcialmente ordenado y se realiza la descompo-
sicio´n cano´nica de la funcio´n f a trave´s del conjunto cociente de A con
respecto a la relacio´n nu´cleo. Partiendo del problema inicial de deducir las
condiciones necesarias y suficientes para la existencia de un orden parcial
en B y para la definicio´n de un adjunto por la derecha de f , con esta des-
composicio´n cano´nica se pretende dividir la cuestio´n en tres problemas ma´s
simples, a saber, la construccio´n de un orden en el codominio y un adjunto
por la derecha para cada una de las aplicaciones que forman parte de la
citada descomposicio´n. Esto resuelve la cuestio´n planteada para el caso de
funciones que son sobreyectivas. Para el caso general, es necesario analizar
previamente co´mo extender una relacio´n de preorden definida sobre un
subconjunto de un conjunto dado a dicho conjunto ası´ como la definicio´n de
un adjunto por la derecha para la inclusio´n natural del subconjunto dentro
del conjunto.
En la Seccio´n 2.3.2 se aborda el mismo problema descrito en la seccio´n
anterior pero esta vez en el caso de conjuntos preordenados. Aquı´, la au-
sencia de la propiedad antisime´trica hace necesario utilizar la que se ha
denominado relacio´n p-nu´cleo, que es el cierre transitivo de la unio´n de la
relacio´n nu´cleo y la relacio´n de equivalencia nu´cleo sime´trico. Asimismo, el
hecho de que no se tenga unicidad para el ma´ximo o el mı´nimo de un sub-
conjunto, hace necesario trabajar con relaciones definidas en el conjunto de
partes de un conjunto (concretamente, con el preorden de Hoare). Todo ello
hace aumentar la dificultad en la bu´squeda de las condiciones necesarias y
suficientes para la existencia de una relacio´n de preorden en el codominio y
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la existencia de un adjunto por la derecha, ası´ como las demostraciones de
los distintos resultados. A continuacio´n, la Seccio´n 2.3.3 analiza la unicidad
del adjunto por la derecha y del orden parcial (preorden) definido sobre el
codominio.
En la u´ltima seccio´n del Capı´tulo 2 se introducen los denominados
operadores y sistemas de ≈-cierre en conjuntos preordenados y se analiza
la relacio´n existente entre ambos (que deja de ser biunı´voca, como sucede
en el caso de o´rdenes parciales). Asimismo, se trabaja con la nocio´n de
compatibilidad respecto a una relacio´n de equivalencia y se caracteriza la
construccio´n de adjunciones entre conjuntos preordenados en te´rminos de
estos sistemas de ≈-cierre.
El Capı´tulo 3 esta´ dedicado al estudio de problemas similares a los
desarrollados en el Capı´tulo 2, pero en ambiente difuso. Se aportan las
definiciones de las nociones de adjuncio´n difusa, co-adjuncio´n difusa y co-
nexiones de Galois difusas por la derecha y por la izquierda entre conjuntos
con preo´rdenes difusos. Adema´s se presentan las distintas caracterizaciones
de los conceptos anteriormente sen˜alados, ası´ como las relaciones entre ellos.
En la Seccio´n 3.2.1 se estudia la construccio´n de adjunciones entre con-
juntos con o´rdenes difusos, utilizando de nuevo la relacio´n nu´cleo, en su
versio´n difusa, y la descomposicio´n cano´nica de la funcio´n de partida res-
pecto a ella. El teorema principal de esta seccio´n recoge una caracterizacio´n
para la definicio´n de una relacio´n difusa de orden sobre el codominioB y un
adjunto por la derecha para f : 〈A, ρA〉 → B donde 〈A, ρA〉 es un conjunto
con un orden difuso.
Para abordar el estudio del problema anterior entre conjuntos con preo´rde-
nes difusos, se hace necesario trabajar con la relacio´n difusa denominada p-
nu´cleo que es la relacio´n de equivalencia difusa obtenida al realizar el cierre
transitivo de la unio´n difusa de las relaciones nu´cleo sime´trico y nu´cleo, de-
finidas a partir del preorden en el dominio A y la aplicacio´n f : 〈A, ρA〉 → B,
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difusa que es reflexiva y transitiva. Tambie´n es preciso definir un preorden
difuso en el conjunto de partes de un conjunto para describir las condiciones
bajo las que es posible la construccio´n de una adjuncio´n.
Para finalizar, se propone la definicio´n de sistema de cierre en un con-
junto con un preorden difuso, como un subconjunto (crisp) para el cual se
verifica que su interseccio´n con la clausura superior difusa de todo elemento
tiene algu´n elemento mı´nimo y se proponen adema´s algunas caracterizacio-
nes ma´s manejables, que son similares a las aparecidas en la literatura previa.
Tambie´n se trabaja con los operadores de cierre definidos en un conjunto
con un preorden difuso y se analiza la relacio´n con los sistemas de cierre.
La construccio´n de un adjunto por la derecha y un preorden difuso sobre
el codominio B de una aplicacio´n f : 〈A, ρA〉 → B, donde ρA es un preorden
difuso sobre A, tambie´n se caracteriza por la existencia de un sistema de
cierre compatible con la relacio´n nu´cleo.
Trabajo futuro
La investigacio´n desarrollada para la realizacio´n de esta tesis doctoral ha
dado como fruto otras posibles lı´neas abiertas, que permitira´n continuar en
la direccio´n de este trabajo. Las propuestas de futuro ma´s inmediatas son:
En el a´mbito de la lo´gica difusa existe una corriente que sugiere eli-
minar la igualdad entre elementos por una relacio´n de equivalencia
difusa que represente el grado de “similitud” entre elementos. Se tra-
ta de los llamados conjuntos L-ordenados, que son ternas 〈A,≈A, ρA〉
donde ≈A es una relacio´n de equivalencia en A y ρA es un L-orden
(ver definicio´n en [34]). La lı´nea de trabajo que se propone consiste
en extender los resultados de esta tesis a adjunciones definidas entre
conjuntos de esta clase.
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Al estudiar las extensiones difusas de las relaciones de orden, se ha
detectado la existencia de diferentes versiones de antisimetrı´a y refle-
xividad, ver por ejemplo los trabajos realizados por Bodenhofer, De
Baets y Fodor [12, 13]. En ellos se observa que las versiones difusas de
la propiedad antisime´trica y la propiedad reflexiva usadas habitual-
mente, suponen condiciones demasiado fuertes y, como consecuencia,
los o´rdenes parciales difusos resultantes esta´n muy cerca de los o´rde-
nes parciales en ambiente cla´sico. Por lo tanto, una interesante lı´nea
de trabajo futuro sera´ el estudio de estas estructuras para investigar la
posible extensio´n de los resultados presentados en esta tesis.
Otra propuesta de trabajo es el estudio de la extensio´n de la nocio´n de
adjuncio´n al marco de trabajo donde se utilicen las funciones difusas,
ası´ como la aportacio´n de una definicio´n alternativa de la nocio´n de
adjuncio´n con funciones multivaluadas, tanto en ambiente cla´sico
como en difuso.
A raı´z de la estancia realizada en el Laboratoire d’Informatique de
Paris 6 (LIP6) de la Universidad Pierre et Marie Curie-Parı´s, ha surgido
una lı´nea de trabajo en Machine Learning, en concreto en el campo
del Aprendizaje Supervisado y la Clasificacio´n (ver trabajos realizados
por Marsala [41, 42]). Basa´ndonos en trabajos anteriores como son los
realizados por Beˇlohla´vek y De Baets [7] y Kuznetsov [40] y una vez
establecida la sinergia entre Ana´lisis de Conceptos Formales (FCA),
conexiones de Galois y a´rboles de decisio´n, se pretende proponer apli-
caciones para clasificacio´n, mediante el uso de a´rboles de decisio´n.
La importancia del desarrollo de esta aplicacio´n radica en la posibi-
lidad de construir funciones mono´tonas, en definitiva, adjunciones,
que permitan utilizar estas te´cnicas para la construccio´n de nuevas
medidas de discriminacio´n, fundamentales para la clasificacio´n de los
conjuntos de datos.
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Capı´tulo 1
Preliminares
En este capı´tulo se presentan las definiciones, notaciones y resultados
necesarios para hacer esta memoria lo ma´s autocontenida posible. Para ello
se utilizan como referencias generales [6], [10] y [17].
El capı´tulo comienza con las definiciones de las estructuras algebraicas
ba´sicas sobre las que se apoya este trabajo, para continuar con la intro-
duccio´n y caracterizaciones de la nocio´n de adjuncio´n (conexio´n de Galois
iso´tona) entre conjuntos parcialmente ordenados. En la siguiente seccio´n,
se recuerda la relacio´n que existe entre operadores de cierre, sistemas de
cierre y adjunciones. A continuacio´n se introducen los conceptos necesarios
en ambiente difuso para poder definir y caracterizar las adjunciones difusas
(conexiones de Galois iso´tonas difusas) entre conjuntos con o´rdenes difusos.
1.1. Retı´culos y retı´culos residuados
El objetivo de esta seccio´n es introducir la estructura de retı´culo residua-
do junto con sus operaciones ba´sicas. Para ello, se empezara´ recordando las
definiciones de conjuntos parcialmente ordenados, retı´culos y retı´culos com-
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pletos, estructuras algebraicas ba´sicas para el desarrollo de los siguientes
apartados.
1.1.1. Retı´culos y retı´culos completos
Definicio´n 1.1 Una relacio´n binaria en un conjunto no vacı´o A es un subcon-
junto R ⊆ A×A. Si (a, b) ∈ R, se denotara´ por aRb.
Se dice que una relacio´n binaria R es
Reflexiva si aRa para todo a ∈ A.
Transitiva si aRb y bRc implica aRc para todo a, b, c ∈ A.
Sime´trica si aRb implica bRa para todo a, b ∈ A.
Antisime´trica si aRb y bRa implica a = b para todo a, b ∈ A.
Sea R una relacio´n binaria en un conjunto no vacı´o A. Se denomina cierre
reflexivo de R a la relacio´n binaria reflexiva ma´s pequen˜a que contiene a
R. Obse´rvese que el cierre reflexivo de cualquier relacio´n R siempre existe
pues coincide con R ∪ I , donde I denota la relacio´n identidad en A, esto es,
I = {(a, a) ∈ A×A : a ∈ A}.
Ana´logamente, se denomina cierre transitivo de R a la relacio´n binaria
transitiva ma´s pequen˜a que contiene a R. Se denotara´ por Rtr. La relacio´n
A × A es transitiva y la interseccio´n de relaciones transitivas es tambie´n
transitiva, por tanto, Rtr es la interseccio´n de todas las relaciones transitivas
que contienen a R.
Es bien conocido que el cierre transitivo de una relacio´n binaria R ad-
mite la siguiente caracterizacio´n, para dos elementos a1, a2 ∈ A se verifica
a1R
tra2 si y so´lo si existe una cadena finita {xi}i∈{1,...,n} ⊆ A tal que x1 = a1,
xn = a2 y xiRxi+1, para todo i ∈ {1, . . . , n− 1}.
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Introducida la nocio´n de relacio´n binaria y sus propiedades, se esta´ en
disposicio´n de presentar la definicio´n de conjunto preordenado y parcial-
mente ordenado.
Definicio´n 1.2
Se dice que una relacio´n binaria es un preorden si es reflexiva y tran-
sitiva. Un conjunto preordenado es un par 〈A,.A〉 en el que .A es un
preorden.
Se dice que una relacio´n binaria es un orden parcial si es reflexiva,
transitiva y antisime´trica. Un conjunto parcialmente ordenado es un par
〈A,≤A〉 en el que ≤A es un orden parcial.
Ejemplo 1.1 〈R,≤〉, donde ≤ es la relacio´n “ser menor que”, es un conjunto
parcialmente ordenado.
Ejemplo 1.2 Dado un conjunto A, entonces 〈2A,⊆〉 es un conjunto parcial-
mente ordenado, donde ⊆ es la relacio´n “estar contenido” definida sobre el
conjunto de partes de A, es decir, dados X,Y ∈ 2A se dice que X ⊆ Y si y
solo si para todo x ∈ X se satisface que x ∈ Y .
Ejemplo 1.3 Para un subconjunto X de nu´meros reales, se define la relacio´n
de divisibilidad del siguiente modo:
a | b ⇐⇒ existe x ∈ X tal que b = a · x
La relacio´n de divisibilidad definida sobre cualquier subconjunto X de
nu´meros reales es obviamente reflexiva y transitiva.
Sin embargo, la propiedad antisime´trica no siempre se satisface: si se
supone que existen a, b ∈ X tales que a | b y b | a, entonces existen
x1, x2 ∈ X tales que b = x1 · a y a = x2 · b, lo cual implica x2 · x1 = 1.
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Si X = N entonces forzosamente x1 = 1 y x2 = 1, por tanto, a = b, es
decir, 〈N, | 〉 es un conjunto parcialmente ordenado; si X = Z, entonces
podrı´a ocurrir x1 = −1 y x2 = −1, con lo cual no se verifica la propiedad
antisime´trica porque cualquier nu´mero entero no nulo z y su opuesto −z
cumplen z | −z y −z | z. Ma´s au´n, obse´rvese que la relacio´n de divisibilidad
considerada en R∗ = R− {0} resulta ser la relacio´n trivial, pues se cumple
x | y para todo x, y ∈ R y, por tanto, no es tampoco antisime´trica.
Dada una relacio´n binaria R sobre un conjunto A no vacı´o, la relacio´n de
cubrimiento de R, que se denotara´ por Rc, se define del siguiente modo:
aRcb⇔ aRb, a 6= b y si existe c ∈ A con aRc y cRb entonces c = a o c = b.
En tal caso, se dira´ que b cubre a a.
SiR es una relacio´n de orden y el conjuntoA es finito, entonces la relacio´n
de cubrimiento deR determina a la propia relacio´nR, en el siguiente sentido:
Lema 1.1 Si A es un conjunto finito y R es un orden parcial definido en A, en-
tonces, el cierre reflexivo y transitivo de la relacio´n de cubrimiento Rc es la propia
R.
DEMOSTRACIO´N: Se va a demostrar que dados dos elementos a, b ∈ A
tales que aRb, entonces o bien a = b o existe una cadena finita de elementos
x1, x2, . . . , xn tales que x1 = a, xn = b y se verifica aRc x2Rc x3 . . . Rc xn = b.
Supongamos que a y b son elementos distintos. De entre todas las cadenas
(subconjuntos totalmente ordenados) tales que a es el elemento ma´s pequen˜o
y b es el elemento ma´s grande, se escoge aquella que tenga cardinal ma´ximo
(la cual existe, porque debido a la antisimetrı´a, no existen elementos distintos
x, y ∈ A tales que xR y e yRx) y le llamamos H = {a = x1, x2, . . . xn = b},
donde xiRxi+1 para cada i = 1, 2, . . . , n− 1. Si suponemos que existe algu´n
i ∈ {1, 2, . . . , n − 1} y z ∈ A tal que xiRz y zRxi+1, entonces el conjunto
H ∪ {z} serı´a una cadena con ma´s elementos que H y donde a es el mayor
1.1. RETI´CULOS Y RETI´CULOS RESIDUADOS 17
elemento y b el ma´s pequen˜o. Se llega, por tanto, a una contradiccio´n. De
manera que se verifica xiRc xi+1 para cada i = 1, 2, . . . , n− 1. 2
Para representar conjuntos ordenados se usara´ la representacio´n conoci-
da como diagrama de Hasse que se basa en la relacio´n de cubrimiento:
Dos elementos a y b esta´n conectados por una lı´nea si aRcb. En tal caso,
el elemento a se escribe por debajo de b.
Ejemplo 1.4 Sea A el conjunto de los nu´meros naturales menores o iguales
que 6, es decir, A = {1, 2, 3, 4, 5, 6}. La relacio´n de divisibilidad en A serı´a :
{(x, x) : x ∈ A} ∪ {(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (2, 4), (2, 6), (3, 6)}
La relacio´n de cubrimiento se representarı´a del siguiente modo:
1
64
2 3 5
Figura 1.1: Diagrama de Hasse del conjunto parcialmente ordenado 〈A, | 〉.
Ejemplo 1.5 Sea B = {1, 2, 3, 6} el conjunto de los nu´meros naturales
divisores de 6 y la relacio´n | . Entonces el conjunto parcialmente ordenado
〈B, | 〉 se representa a trave´s del diagrama de Hasse de la Figura 1.2.
Ejemplo 1.6 Para un conjunto arbitrario de tres elementos S = {a, b, c}, el
conjunto 2S , ordenado con la relacio´n de inclusio´n, se representa a trave´s
del diagrama de Hasse que puede verse en la Figura 1.3.
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1
6
2 3
Figura 1.2: Representacio´n del conjunto parcialmente ordenado 〈B, | 〉.
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Figura 1.3: Diagrama de Hasse 〈2S ,⊆〉 con S = {a, b, c}
Los conjuntos preordenados no se pueden representar con un diagrama
de Hasse cla´sico pues la relacio´n de cubrimiento no determina la relacio´n.
Por ejemplo, en un conjunto arbitrario de tres elementos A = {a, b, c}, la
relacio´n .= {(a, a), (b, b), (c, c), (a, b), (b, a), (a, c), (b, c)} es un preorden y la
relacio´n de cubrimiento serı´a .c= {(a, b), (b, a)}.
Entonces, para representar gra´ficamente conjuntos preordenados usare-
mos el diagrama de Hasse del conjunto ordenado A/≈, donde la relacio´n
≈ es la denominada relacio´n nu´cleo sime´trico, esto es, a ≈ b si y solamen-
te si aRb y bRa. Sin embargo, en lugar de utilizar la notacio´n habitual de
las clases de equivalencia, se utilizara´n los elementos del conjunto A que
esta´n relacionados con la relacio´n nu´cleo sime´trico, como puede verse en el
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siguiente ejemplo.
Ejemplo 1.7 Se considera el conjunto de los nu´meros enteros divisores de 6,
es decir D = {−6,−3,−2,−1, 1, 2, 3, 6}. La relacio´n de divisibilidad | es un
preorden en Z, en particular 〈D, | 〉 es un conjunto finito preordenado que
se puede representar a trave´s del diagrama de la Figura 1.4.
≈1 −1
≈6 −6
≈2 −2 ≈3 −3
Figura 1.4: Representacio´n del conjunto preordenado 〈D, | 〉.
Definicio´n 1.3 Sea 〈A,≤A〉 un conjunto parcialmente ordenado y z un ele-
mento arbitrario de A.
La clausura inferior z↓ de z se define como z↓ = {a ∈ A | a ≤A z}.
La clausura superior z↑ de z se define como z↑ = {a ∈ A | z ≤A a}.
Definicio´n 1.4 Sea 〈A,≤A〉 un conjunto parcialmente ordenado y X ⊆ A.
Se define el conjunto de cotas superiores (upper bounds) de X como sigue
UB(X) = {a ∈ A | x ≤ a para todo x ∈ X} =
⋂
x∈X
x↑
Ana´logamente, se define el conjunto de cotas inferiores (lower bounds) de X
como
LB(X) = {a ∈ A | a ≤ x para todo x ∈ X} =
⋂
x∈X
x↓
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Definicio´n 1.5 Sea 〈A,≤A〉 un conjunto parcialmente ordenado y X ⊆ A.
Un elemento M se dice que es el ma´ximo de X , denotado por max X ,
si M ∈ X y X ⊆M↓.
Un elemento m se dice que es el mı´nimo de X , denotado por minX , si
m ∈ X y X ⊆ m↑.
Se define el supremo de X como
supX =
∨
X = min(UB(X))
y el ı´nfimo de X como
infX =
∧
X = max(LB(X)).
Debido a la propiedad antisime´trica de los o´rdenes, tanto el supremo
como el ı´nfimo de un conjunto, si existen, son u´nicos.
Definicio´n 1.6 Un conjunto parcialmente ordenado 〈A,≤A〉, se dice que
es un retı´culo si existe el supremo y el ı´nfimo del conjunto {x, y}, para
cualesquiera x, y ∈ A. En tal caso, el supremo de {x, y} se denota por x ∨ y
y el ı´nfimo por x ∧ y.
Ejemplo 1.8
1. Si 〈A,≤A〉 es un conjunto totalmente ordenado (esto es, para cuales-
quiera a1, a2 ∈ A se verifica a1 ≤A a2 o´ a2 ≤A a1) entonces A es un
retı´culo.
2. Para cualquier conjunto A, el conjunto 2A de todos los subconjuntos
de A, es un retı´culo respecto a la inclusio´n de conjuntos. En este caso,
supremo e ı´nfimo vienen dados por la unio´n y la interseccio´n respec-
tivamente; es decir, X ∨ Y = X ∪ Y y X ∧ Y = X ∩ Y para todo
X,Y ∈ 2A.
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Dado un conjunto parcialmente ordenado 〈A,≤A〉, si existen el elemento
mı´nimo de A y el elemento ma´ximo de A se denotan por ⊥ y >, respectiva-
mente. Obse´rvese que, por definicio´n,
∧
A = ⊥ = ∨∅ y ∧∅ = > = ∨A,
siempre que existan.
Un retı´culo 〈A,≤A〉 se dice que esta´ acotado si existen ⊥ y >.
Definicio´n 1.7 Un retı´culo 〈A,≤A〉, se dice que es completo si todo subcon-
junto X de A (finito o no) tiene supremo e ı´nfimo.
Por la definicio´n anterior, se tiene el siguiente resultado.
Lema 1.2 Todo retı´culo completo es un retı´culo acotado.
De forma alternativa, los retı´culos se pueden considerar a´lgebras en el
sentido de la siguiente definicio´n:
Definicio´n 1.8 Sea L un conjunto no vacı´o con dos operaciones binarias
∨,∧ : L× L→ L, entonces 〈L,∨,∧〉 es un retı´culo algebraico si satisface las
siguientes propiedades:
Idempotencia: x ∨ x = x y x ∧ x = x para x ∈ L
Conmutativa: x ∨ y = y ∨ x y x ∧ y = y ∧ x para todo x, y ∈ L.
Asociativa: (x∨ y)∨ z = x∨ (y ∨ z) y (x∧ y)∧ z = x∧ (y ∧ z) para
todo x, y, z ∈ L.
Absorcio´n: x ∨ (x ∧ y) = x y x ∧ (x ∨ y) = x para todo x, y ∈ L.
La siguiente proposicio´n muestra que se puede usar indistintamente la
nocio´n de retı´culo en ambos sentidos.
Proposicio´n 1.1
1. Si R = 〈A,≤A〉 es un retı´culo, entonces Ra = 〈A,∨,∧〉 donde x ∧ y =
ı´nf{x, y}, x ∨ y = sup{x, y} es un retı´culo algebraico.
22 CAPI´TULO 1. PRELIMINARES
2. Si R = 〈L,∨,∧〉 es retı´culo algebraico, entonces Ro = 〈L,≤L〉 donde
x ≤L y si y so´lo si x ∧ y = x (o equivalentemente, x ≤L y si y so´lo si
x∨y = y) es un retı´culo tal que ı´nf{x, y} = x∧y y x∨y = sup{x, y}.
3. Rao = R yRoa = R
1.1.2. Retı´culos residuados
Los retı´culos residuados se utilizara´n en este trabajo como estructuras
ba´sicas para establecer los grados de pertenencia en lo´gica difusa. En primer
lugar se proporciona la definicio´n de retı´culo residuado, para posteriormente
recordar algunas de sus propiedades.
Definicio´n 1.9 Un retı´culo residuado es un a´lgebra L = (L,≤,>,⊥,⊗,→)
donde
1. (L,≤,>,⊥) es un retı´culo acotado con elemento mı´nimo ⊥ y con
elemento ma´ximo >,
2. (L,⊗,>) es un monoide conmutativo, es decir, ⊗ es asociativo, con-
mutativo y se verifica que x⊗> = x, para todo x ∈ L,
3. se verifica la propiedad de adjuncio´n, es decir,
x ≤ y → z si y so´lo si x⊗ y ≤ z (1.1)
para todo x, y, z ∈ L.
Las operaciones ⊗ y→ se llaman multiplicacio´n y residuo, respectivamen-
te.
Un retı´culo residuado se dice que es completo si L = (L,≤,>,⊥) es un
retı´culo completo.
Ejemplo 1.9
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Sea L = [0, 1] el intervalo cerrado de todos los nu´meros reales compren-
didos entre 0 y 1. Si se considera el orden natural de los nu´meros reales,
este conjunto constituye un retı´culo completo donde a ∨ b = max{a, b} y
a ∧ b = min{a, b} para todo a, b ∈ L.
Con los siguientes pares de operaciones, se puede dotar al intervalo [0, 1]
de diversas estructuras de retı´culo residuado:
a⊗b = max{a+b−1, 0} y a→ b = min{1−a+b, 1} para todo a, b ∈ L.
Se denomina la estructura de Lukasiewicz.
a ⊗ b = min{a, b}, a → b = 1 si a ≤ b y a → b = b si b < a para todo
a, b ∈ L. Se denomina la estructura de Go¨del.
a⊗ b = ab, a→ b = 1 si a ≤ b y a→ b = b/a si b < a para todo a, b ∈ L.
Se denomina la estructura producto o de Goguen.
A continuacio´n se presentan algunas propiedades ba´sicas de los retı´culos
residuados.
Teorema 1.1 Sea L = (L,≤,>,⊥,⊗,→) un retı´culo residuado. Entonces, para
todo x, y, z ∈ L, se verifican las siguientes propiedades:
1. x ≤ y si y so´lo si x→ y = >
2. x→ x = >, x→ > = >, ⊥ → x = >
3. > → x = x
4. x⊗⊥ = ⊥
5. x⊗ y ≤ x, x ≤ y → x
6. x⊗ y ≤ x ∧ y
7. (x⊗ y)→ z = x→ (y → z)
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8. (x→ y)⊗ (y → z) ≤ (x→ z)
Teorema 1.2 (monotonı´a de ⊗ y de→) Sea L = (L,≤,>,⊥,⊗,→) un retı´cu-
lo residuado. Entonces se verifican las siguientes propiedades:
y1 ≤ y2 implica x⊗ y1 ≤ x⊗ y2.
y1 ≤ y2 implica x→ y1 ≤ x→ y2.
x1 ≤ x2 implica x2 → y ≤ x1 → y.
para todo x1, x2, x, y1, y2, y ∈ L.
El siguiente teorema resume las propiedades de la operacio´n multiplicacio´n
y residuo con respecto al supremo y al ı´nfimo.
Teorema 1.3 (propiedad distributiva de ⊗ y de→ sobre ∧ y ∨) Sean
L = (L,≤,>,⊥,⊗,→) un retı´culo residuado, x, y ∈ L y (xi)i∈I ⊆ L donde I es
un conjunto de ı´ndices. Si para las Ecuaciones (1.2), (1.3) y (1.4) existe la parte
izquierda de la igualdad, entonces existe la parte derecha y coinciden.
x⊗
∨
i∈I
yi =
∨
i∈I
(x⊗ yi) (1.2)
x→
∧
i∈I
yi =
∧
i∈I
(x→ yi) (1.3)
∨
i∈I
xi → y =
∧
i∈I
(xi → y) (1.4)
Adema´s, se verifica
x⊗
∧
i∈I
yi ≤
∧
i∈I
(x⊗ yi) (1.5)
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∨
i∈I
(x→ yi) ≤ x→
∨
i∈I
yi (1.6)
∨
i∈I
(xi → y) ≤
∧
i∈I
xi → y (1.7)
1.2. Adjunciones entre conjuntos parcialmente
ordenados
En esta seccio´n se va a introducir un concepto fundamental en este
trabajo que es la de adjuncio´n entre conjuntos parcialmente ordenados. De
hecho, como se ha explicado en la introduccio´n, gran parte de esta memoria
esta´ dedicada a establecer condiciones que nos permitan obtener pares de
funciones que formen adjunciones.
Las siguientes definiciones presentan propiedades de las aplicaciones
entre conjuntos parcialmente ordenados, necesarias para la definicio´n y para
diferentes caracterizaciones de la nocio´n de adjuncio´n.
Definicio´n 1.10 Dados dos conjuntos parcialmente ordenados 〈A,≤A〉 y
〈B,≤B〉 y una aplicacio´n f : A→ B se dice que f es
iso´tona si a1 ≤A a2 implica f(a1) ≤B f(a2), para todo a1, a2 ∈ A.
antı´tona si a1 ≤A a2 implica f(a2) ≤B f(a1), para todo a1, a2 ∈ A.
En el caso particular en el que A = B,
f es inflacionaria (tambie´n llamada extensiva) si a ≤A f(a) para todo
a ∈ A.
f es deflacionaria (tambie´n llamada contractiva) si f(a) ≤A a para todo
a ∈ A.
f es idempotente si (f ◦ f)(a) = f(a) para todo a ∈ A.
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A continuacio´n se proporciona la definicio´n de adjuncio´n o conexio´n de
Galois iso´tona entre conjuntos parcialmente ordenados.
Definicio´n 1.11 Sean A = 〈A,≤A〉 y B = 〈B,≤B〉 dos conjuntos parcialmen-
te ordenados, f : A → B y g : B → A dos aplicaciones. Se dice que el par
(f, g) es una adjuncio´n entre A y B cuando
a ≤A g(b) si y so´lo si f(a) ≤B b
para todo a ∈ A, b ∈ B.
La aplicacio´n f se llama adjunto por la izquierda y g se llama adjunto por la
derecha.
Teorema 1.4 Sean A = 〈A,≤A〉 y B = 〈B,≤B〉 dos conjuntos parcialmente
ordenados, f : A→ B y g : B → A dos aplicaciones. Las siguientes afirmaciones
son equivalentes:
1. a ≤A g(b) si y so´lo si f(a) ≤B b para todo a ∈ A y b ∈ B.
2. f y g son iso´tonas, g ◦ f es inflacionaria y f ◦ g es deflacionaria.
3. f(a)↑ = g−1(a↑) para todo a ∈ A.
4. g(b)↓ = f−1(b↓) para todo b ∈ B.
5. f es iso´tona y g(b) = max f−1(b↓) para todo b ∈ B.
6. g es iso´tona y f(a) = min g−1(a↑) para todo a ∈ A.
Conviene destacar que en la literatura no existe uniformidad para refe-
rirse a la nocio´n de conexio´n de Galois y adjuncio´n. De hecho, en las mismas
condiciones de la Definicio´n 1.11, Erne´ et al, en su trabajo [24] utilizan el
te´rmino conexio´n de Galois para referirse a la nocio´n anterior de adjuncio´n.
En concreto, se dice que el par de aplicaciones (f, g) es una conexio´n de Galois
1.3. OPERADORES Y SISTEMAS DE CIERRE 27
entre A y B, si f y g son funciones iso´tonas, g ◦ f es inflacionaria y f ◦ g
es deflacionaria. Esto lleva a algunos autores a la utilizacio´n del te´rmino
conexio´n de Galois iso´tona en lugar de adjuncio´n.
Otros autores utilizan definiciones diferentes a la proporcionada en 1.11
para referirse al te´rmino conexio´n de Galois. Por ejemplo, Ø. Ore en su
trabajo [46] define una conexio´n de Galois como un par de aplicaciones (f, g)
tales que verifican b ≤B f(a) si y so´lo si a ≤A g(b). Obse´rvese que como
consecuencia directa de esta definicio´n, f y g son funciones antı´tonas.
Ası´ pues, por todo lo expuesto anteriormente, es primordial sen˜alar
que todo este trabajo se desarrollara´ utilizando la definicio´n de adjuncio´n
proporcionada en 1.11. En el siguiente capı´tulo, en la Seccio´n 2.1 se realiza
un estudio de las diferentes definiciones y caracterizaciones de la nocio´n de
adjuncio´n y de conexio´n de Galois, entre conjuntos preordenados y adema´s
se justificara´ la equivalencia entre ellas.
1.3. Operadores y sistemas de cierre
En esta seccio´n, se introducen las nociones de operadores de cierre, de
nu´cleo y sistemas de cierre. Adema´s se recuerdan algunos resultados sobre
las relaciones entre operadores de cierre y sistemas de cierre, ası´ como la
relacio´n entre las adjunciones y los operadores de cierre (sistemas de cierre).
Definicio´n 1.12 Sea 〈A,≤A〉 un conjunto parcialmente ordenado.
Un operador de cierre (o de clausura) sobre A es una aplicacio´n c : A→ A
iso´tona, idempotente e inflacionaria.
Un operador de nu´cleo sobre A es una aplicacio´n c : A → A iso´tona,
idempotente y deflacionaria.
Definicio´n 1.13 [24] Sea 〈A,≤A〉 un conjunto parcialmente ordenado. Un
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subconjunto S ⊆ A se dice que es un sistema de cierre si para todo a ∈ A el
conjunto {s ∈ S : a ≤A s} tiene elemento mı´nimo. Dicho de otro modo, si
existe min(a↑ ∩ S) para todo a ∈ A.
La siguiente proposicio´n muestra la relacio´n biunı´voca que existe en-
tre operadores de cierre y sistemas de cierre de un conjunto parcialmente
ordenado.
Proposicio´n 1.2 Sea 〈A,≤A〉 un conjunto parcialmente ordenado.
1. Si c : A→ A es un operador de cierre, entonces el conjunto imagen de c, que
coincide con Sc = {a ∈ A : c(a) = a} es un sistema de cierre.
2. Si S es un sistema de cierre, entonces cualquier aplicacio´n cS : A → A
definida como cS(a) = min(a↑ ∩ S) para todo a ∈ A, es un operador de
cierre.
Adema´s, c = cSc y S = ScS .
En la proposicio´n anterior, cS se denomina operador de cierre asociado al
sistema de cierre S, y Sc se llama sistema de cierre asociado al operador de cierre c.
Dada una aplicacio´n f : A → A se introduce la siguiente notacio´n: se
denotan por f0 y f0 a las siguientes aplicaciones:
f0 : A→ f(A) es la restriccio´n de f a su imagen, es decir, f0(a) = f(a),
para todo a ∈ A y
f0 : f(A)→ A es la inclusio´n de la imagen de f enA, es decir, f0(a) = a
para todo a ∈ f(A).
Obse´rvese que f0 es sobreyectiva, f0 es inyectiva y siempre se satisface
f = f0 ◦ f0.
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En la siguiente proposicio´n se pone de manifiesto la estrecha relacio´n
que existe tambie´n entre operadores (sistemas) de cierre sobre un conjunto
parcialmente ordenado y adjunciones.
Proposicio´n 1.3 [17] Sea 〈A,≤A〉 un conjunto parcialmente ordenado y
c : A→ A una aplicacio´n. Las siguientes condiciones son equivalentes:
1. c es un operador de cierre.
2. (c0, c0) constituyen una adjuncio´n entre 〈A,≤A〉 y 〈Sc,≤A〉.
3. Existe un conjunto parcialmente ordenado 〈B,≤B〉 y una adjuncio´n (f, g)
de 〈A,≤A〉 en 〈B,≤B〉 tal que c = g ◦ f .
1.4. Conjuntos difusos y relaciones difusas
1.4.1. Conjuntos difusos y propiedades
El concepto central de esta seccio´n es el de conjunto difuso. Este concepto
surge al intentar formalizar entornos en los que la informacio´n es imprecisa
y modelar nociones que el razonamiento humano usa a diario. Ası´, por
ejemplo, se puede hablar del conjunto de personas altas, aunque esto no
encaja con la nocio´n cla´sica de conjunto, pues la pertenencia de una persona
a ese conjunto es cuestionable. Por ejemplo, nadie dudarı´a que una persona
que mide dos metros pertenece al conjunto y otra persona que mida 1.50 m
no, pero puede haber distintas opiniones acerca de si una persona que mide
1,75 m es alta o no.
Como en la teorı´a de conjuntos cla´sica, se trabajara´ dentro de un universo
U y se especificara´ una regla que asocia a cada elemento u ∈ U un grado de
verdad con el cual u pertenece al conjunto X .
La Definicio´n 1.14 introducida por Goguen en 1965 es una generalizacio´n
de la primera definicio´n de conjunto difuso dada por Zadeh en su artı´culo
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Fuzzy sets [53] que supuso el comienzo de la teorı´a de sistemas difusos. En
e´l, Zadeh definio´ los conjuntos difusos como funciones de un universo no
vacı´o al intervalo de los nu´meros reales entre 0 y 1. Mientras que Goguen
define los L-conjuntos difusos como funciones donde el grado de pertenencia
esta´ definida sobre un retı´culo completo.
Las estructuras algebraicas que se van a utilizar en este trabajo como
conjuntos de grados de verdad son los retı´culos residuados completos. Estos
combinan un retı´culo completo que es adema´s un monoide conmutativo y
la propiedad de adjuncio´n, la cual permite trabajar con las operaciones de
multiplicacio´n ⊗ y de residuo→.
Definicio´n 1.14 [32] Sean L = (L,≤,>,⊥,⊗,→) un retı´culo residuado com-
pleto y un conjunto U no vacı´o. Un conjunto difuso o L-conjunto sobre U es
una aplicacio´n X : U → L.
En adelante L denotara´ un retı´culo residuado completo.
Ejemplo 1.10
1. Sea U = {cı´rculo, cuadrado, hexa´gono}. Se considera X : U → [0, 1]
dado por X(cı´rculo)= 1, X(cuadrado)= 0 y X(hexa´gono)= 0, 5. En-
tonces, X es un conjunto difuso y representa el concepto de “tiene
forma de cı´rculo” en el universo U .
2. Sea U = {cı´rculo, cuadrado, hexa´gono, estrella de seis puntas}. Se con-
sidera el retı´culo L = {⊥, a, b,>} cuya estructura de orden viene dada
por el siguiente diagrama de Hasse:
⊥•@
@
@
•{a}
 
 
 
•{b} 
 
 
• >
@
@
@
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Se define el conjunto difuso X : U → L como sigue: X(cı´rculo)= >,
X(cuadrado)= ⊥, X(hexa´gono)= a y X(estrella)= b que tambie´n
representa la variable “tiene forma de cı´rculo” en el universo U .
3. Sea R el conjunto de los nu´meros reales. Se define el conjunto difuso
X : R→ [0, 1] por
X(u) =

u− 4 para 4 ≤ u ≤ 5
6− u para 5 < u ≤ 6
0 en el resto
X es un conjunto difuso que representa el concepto “ser aproximada-
mente 5”.
Para un universo U , se denotara´ por LU al conjunto (cla´sico) de todos
los subconjuntos difusos de U . Este conjunto es un retı´culo residuado LU =
(LU ,∩,∪, U,∅,⊗,→) donde, para todo X,Y ∈ LU , se definen
X ⊆ Y si y so´lo si X(u) ≤ Y (u) para todo u ∈ U .
(X ∩ Y )(u) = X(u) ∧ Y (u) para todo u ∈ U .
(X ∪ Y )(u) = X(u) ∨ Y (u) para todo u ∈ U .
(X ⊗ Y )(u) = X(u)⊗ Y (u) para todo u ∈ U .
(X → Y )(u) = X(u)→ Y (u) para todo u ∈ U .
∅(u) = ⊥ y U(u) = > para todo u ∈ U .
Si L es un retı´culo completo, entonces LU = (LU ,∩,∪, U,∅,⊗,→) es tam-
bie´n un retı´culo residuado completo.
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1.4.2. Relaciones difusas
En la Definicio´n 1.1 se recordaba la definicio´n cla´sica de relacio´n binaria
junto con las propiedades reflexiva, transitiva, sime´trica y antisime´trica. La
extensio´n de esta nocio´n y de las propiedades a ambiente difuso se realiza
como se explica a continuacio´n.
Dado un retı´culo residuado completo L = (L,≤,>,⊥,⊗,→), una rela-
cio´n binaria L-difusa sobre U es un subconjunto difuso del producto cartesiano
U×U , esto es, una funcio´nR : U×U → L dondeR(x, y) representa el grado
de relacio´n entre los elementos x e y de U .
Definicio´n 1.15 Sea L = (L,≤,>,⊥,⊗,→) un retı´culo residuado completo.
Se dice que una relacio´n binaria L-difusa sobre U es:
Reflexiva si R(u, u) = > para todo u ∈ U .
Transitiva si R(u, v)⊗R(v, w) ≤ R(u,w) para todo u, v, w ∈ U .
Sime´trica si R(u, v) = R(v, u) para todo u, v ∈ U .
Antisime´trica si R(u, v) = R(v, u) = > implica u = v, para todo
u, v ∈ U .
Las relaciones binarias L-difusas tambie´n se denominan, simplemente,
relaciones binarias difusas.
Definicio´n 1.16 Una relacio´n binaria difusa sobre U que satisface las pro-
piedades reflexiva, transitiva y sime´trica se dice que es una relacio´n de equiva-
lencia difusa.
Una relacio´n de equivalencia difusa R es una L-igualdad (igualdad difusa)
si R(u, v) = > implica que u = v.
Definicio´n 1.17 [54] Sea U un conjunto no vacı´o. Una relacio´n de orden difusa
(u orden difuso) en U es una relacio´n difusa R : U × U → L que satisface las
propiedades reflexiva, transitiva y antisime´trica.
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Definicio´n 1.18 [18] Dada una relacio´n difusa R : U × U → L el cierre transi-
tivo de R es la menor relacio´n difusa transitiva que contiene a R.
Para cualquier conjunto con un orden difuso U = 〈U,R〉, se define el
dual de U considerando el mismo universo y la relacio´n difusa Rop donde
Rop(a, b) = R(b, a) para todo a, b ∈ U .
La relacio´n de inclusio´n ⊆ definida anteriormente en LU es una relacio´n
cla´sica, es decir, para dos conjuntos difusos cualesquiera X,Y ∈ LU o
X ⊆ Y o no. Desde este punto de vista es natural considerar algu´n tipo de
propiedad que nos permita considerar el grado en que un conjunto difuso
esta´ contenido en otro conjunto difuso. La generalizacio´n ma´s inmediata es
considerar una relacio´n binaria difusa sobre LU , es decir, SU : LU ×LU → L,
definida como sigue:
SU (X,Y ) =
∧
u∈U
(X(u)→ Y (u)) (1.8)
para todo X,Y ∈ LU . Ası´ pues, SU (X,Y ), grado en el que X es subconjunto
de Y, expresa el grado de verdad con el que “cada elemento de X es un
elemento de Y ”.
Ejemplo 1.11
Para las estructuras de Lukasiewicz y de Go¨del sobre el intervalo [0, 1],
se tiene, respectivamente, que
S(X,Y ) = inf{1−X(u) + Y (u) : u ∈ U,X(u) > Y (u)}
y
S(X,Y ) = inf{Y (u) : u ∈ U,X(u) > Y (u)}
para todo X,Y ∈ LU .
En el siguiente resultado se presentan algunas propiedades de la relacio´n
SU , ası´ como su relacio´n con la inclusio´n cla´sica ⊆.
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Teorema 1.5 Sea L = (L,≤,>,⊥,⊗,→) un retı´culo residuado completo y un
universo U . Entonces, para todo X,Y, Z ∈ LU , se verifican las siguientes propieda-
des:
1. SU (X,Y ) = > si y so´lo si X ⊆ Y .
2. SU (X,X) = >.
3. SU (X,Y )⊗ SU (Y, Z) ≤ SU (X,Z).
4. Si SU (X,Y ) = SU (Y,X) = > entonces X = Y .
Observacio´n 1.1 Las propiedades 2, 3 y 4 del Teorema 1.5 son exactamente las
propiedades (reflexiva, transitiva y antisime´trica, respectivamente) de la Defini-
cio´n 1.17. Por tanto, la relacio´n difusa definida en la Ecuacio´n (1.8) sobre un
conjunto no vacı´o U es un orden parcial difuso sobre LU , es decir, el par 〈LU , SU 〉
es un conjunto con un orden difuso.
Se finaliza la seccio´n introduciendo la extensio´n difusa de las definiciones
1.3 y 1.5.
Definicio´n 1.19 Sea 〈A, ρA〉 un conjunto con un orden difuso. Para cada
elemento a ∈ A, se define la clausura superior a↑ y la clausura inferior a↓,
respectivamente, como los siguientes conjuntos difusos:
a↑(u) = ρA(a, u) para todo u ∈ A.
a↓(u) = ρA(u, a) para todo u ∈ A.
Definicio´n 1.20 Sea 〈A, ρA〉 un conjunto con un orden difuso.
El ma´ximo de un subconjunto difuso X de A es un elemento m ∈ A tal
que X(m) = > y X ⊆ m↓, es decir, X(a) ≤ ρA(a,m) para todo a ∈ A.
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El mı´nimo de un subconjunto difuso X de A es un elemento m ∈ A tal
que X(m) = > y X ⊆ m↑, es decir, X(a) ≤ ρA(m, a) para todo a ∈ A.
Obse´rvese que debido a la propiedad antisime´trica de ρA el elemento
ma´ximo (respectivamente, mı´nimo) de un conjunto difuso es u´nico.
1.5. Adjuncio´n difusa
La seccio´n empieza recordando las nociones de aplicacio´n iso´tona, antı´to-
na, inflacionaria y deflacionaria definida entre conjuntos con o´rdenes difu-
sos.
Definicio´n 1.21 Sean A = 〈A, ρA〉 y B = 〈B, ρB〉 conjuntos con o´rdenes
difusos.
1. Una aplicacio´n f : A→ B se dice que es
iso´tona si ρA(a1, a2) ≤ ρB(f(a1), f(a2)) para cada a1, a2 ∈ A.
antı´tona si ρA(a1, a2) ≤ ρB(f(a2), f(a1)) para cada a1, a2 ∈ A.
2. Adema´s, una aplicacio´n f : A→ A se dice que es
inflacionaria si ρA(a, f(a)) = > para todo a ∈ A.
deflacionaria si ρA(f(a), a) = > para todo a ∈ A.
En [3], R. Beˇlohla´vek presenta una versio´n difusa del concepto cla´sico
de conexio´n de Galois. Las aplicaciones que constituyen la conexio´n esta´n
definidas sobre conjuntos cla´sicos de conjuntos difusos. Para cualquier
retı´culo residuado completo L y dos conjuntos U y V distintos del vacı´o, en
lugar de considerar los tradicionales conjuntos de partes de U y partes de V ,
utilizo´ los conjuntos LU y LV y definio´ una conexio´n de Galois difusa como
sigue:
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Definicio´n 1.22 [3] Sean U e V dos conjuntos no vacı´os. Una conexio´n de
Galois difusa entre U y V es un par (f, g) donde las aplicaciones f : LU → LV
y g : LV → LU verifican:
i) SU (X1, X2) ≤ SV (f(X2), f(X1)), para todo X1, X2 ∈ LU .
ii) SV (Y1, Y2) ≤ SU (g(Y2), g(Y1)), para todo Y1, Y2 ∈ LV .
iii) X ⊆ g(f(X)) e Y ⊆ f(g(Y )) para todo X ∈ LU , Y ∈ LV .
Ana´logamente, la definicio´n de adjuncio´n difusa entre U y V quedarı´a
como sigue.
Definicio´n 1.23 Sean U e V dos conjuntos no vacı´os. Una adjuncio´n
difusa entre U y V es un par de aplicaciones (f, g) donde f : LU → LV y
g : LV → LU verifican:
i) SU (X1, X2) ≤ SV (f(X1), f(X2)), para todo X1, X2 ∈ LU .
ii) SV (Y1, Y2) ≤ SU (g(Y1), g(Y2)), para todo Y1, Y2 ∈ LV .
iii) X ⊆ g(f(X)) y f(g(Y )) ⊆ Y para todo X ∈ LU e Y ∈ LV .
Actualmente se pueden encontrar en la literatura otras definiciones de
adjuncio´n y/o conexio´n de Galois difusa. En concreto, la definicio´n de
adjuncio´n difusa entre conjuntos con o´rdenes difusos que se introduce a
continuacio´n.
Definicio´n 1.24 [52] Sean A = 〈A, ρA〉, B = 〈B, ρB〉 conjuntos con o´rdenes
difusos, f : A→ B y g : B → A dos aplicaciones. El par (f, g) se denomina
adjuncio´n difusa entre A y B, denotado por (f, g) : A B, si para todo a ∈ A
y b ∈ B se satisface
ρA(a, g(b)) = ρB(f(a), b).
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Es importante destacar que la Definicio´n 1.22 es un caso particular de la
Definicio´n 1.24. En efecto, si un par de aplicaciones f : LU → LV y g : LV →
LU forman una conexio´n de Galois entre U y V , segu´n la Definicio´n 1.22,
ambas aplicaciones f : LU → LV y g : LV → LU , tambie´n, forman una
adjuncio´n difusa entre 〈LU , SU 〉 y 〈LV , SopV 〉, es decir, (f, g) : 〈LU , SU 〉 
〈LV , SopV 〉.
A lo largo de todo este trabajo se toma como definicio´n de referencia la
dada en 1.24.
Es posible establecer una relacio´n entre adjunciones difusas entre conjun-
tos con o´rdenes difusos y adjunciones entre conjuntos cla´sicos parcialmente
ordenados. Dado 〈A, ρA〉 un conjunto con un orden difuso, se puede definir
un orden cla´sico en A de la siguiente forma:
a ≤A b si y so´lo si ρA(a, b) = >. (1.9)
Teorema 1.6 [52] SeanA = 〈A, ρA〉, B = 〈B, ρB〉 conjuntos con o´rdenes difusos,
f : A → B y g : B → A dos aplicaciones. El par (f, g) es una adjuncio´n difusa
entre 〈A, ρA〉 y 〈B, ρB〉 si y so´lo si f y g son aplicaciones iso´tonas y (f, g) es una
adjuncio´n entre 〈A,≤A〉 y 〈B,≤B〉.
En [52] se utiliza el te´rmino conexio´n de Galois entre conjuntos con o´rdenes
difusos para referirse a una adjuncio´n entre conjuntos con o´rdenes difusos,
segu´n la Definicio´n 1.24.

Capı´tulo 2
Adjunciones entre conjuntos
preordenados
Al revisar la literatura existente, se ha detectado una falta de uniformidad
en el uso de las nociones de conexio´n de Galois y adjuncio´n entre conjuntos
parcialmente ordenados. Ejemplos de ello se pueden encontrar en [24],
[33] y [46] donde el te´rmino conexio´n de Galois se utiliza para denominar
diferentes nociones. Este hecho es debido a la estrecha relacio´n que existe
entre las adjunciones y las conexiones de Galois, y adema´s a la existencia de
dos versiones de conexio´n de Galois y de adjuncio´n.
Por lo descrito anteriormente, este capı´tulo esta´ dedicado a establecer
las definiciones de conexio´n de Galois y adjuncio´n, la relacio´n entre ellas,
sus caracterizaciones y propiedades. Todo ello se formulara´ en conjuntos
preordenados segu´n la Definicio´n 1.2, es decir, conjuntos dotados de una
relacio´n binaria reflexiva y transitiva.
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2.1. Conexiones de Galois vs adjunciones
Esta seccio´n se inicia extendiendo a conjuntos preordenados algunas
nociones definidas sobre conjuntos parcialmente ordenados en el Capı´tulo 1.
Para un conjunto preordenado A = 〈A .A〉, la relacio´n inversa &A de la
relacio´n .A es tambie´n un preorden y se denomina relacio´n dual de .A. El
conjunto A con la relacio´n dual de .A se denota por Aop = 〈A,&A〉.
La clausura inferior y superior de un elemento a ∈ A se denota por
a↓ = {x ∈ A : x .A a} y a↑ = {x ∈ A : x &A a}, respectivamente.
Sea f : 〈A,.A〉 → 〈B,.B〉 una aplicacio´n entre conjuntos preordenados.
f es iso´tona si a .A b implica f(a) .B f(b), para todo a, b ∈ A.
f es antı´tona si a .A b implica f(b) .B f(a), para todo a, b ∈ A.
En el caso particular en que A = B,
f es inflacionaria (tambie´n llamada extensiva) si a .A f(a) para todo
a ∈ A.
f es deflacionaria si f(a) .A a para todo a ∈ A.
Definicio´n 2.1 Sean A = 〈A,.A〉 y B = 〈B,.B〉 conjuntos preordenados,
f : A→ B y g : B → A dos aplicaciones. El par (f, g) se denomina1
Conexio´n de Galois por la derecha entreA yB, denotado por (f, g) : A↼⇀B,
cuando
a .A g(b) si y solo si b .B f(a) para todo a ∈ A y b ∈ B.
1El uso de las flechas para denotar las diferentes versiones se ha tomado de [51].
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Conexio´n de Galois por la izquierda entreA yB, denotado por (f, g) : A⇁↽B,
cuando
g(b) .A a si y solo si f(a) .B b para todo a ∈ A y b ∈ B.
Adjuncio´n entre A y B, denotado por (f, g) : A B, cuando
a .A g(b) si y solo si f(a) .B b para todo a ∈ A y b ∈ B.
Co-adjuncio´n entre A y B, denotado por (f, g) : A
 B, cuando
g(b) .A a si y solo si b .B f(a) para todo a ∈ A y b ∈ B.
El siguiente teorema establece la existencia de relaciones biunı´vocas
entre todas las nociones anteriores. La transicio´n entre los dos tipos de
adjunciones (conexiones) se basa en el uso del orden dual en ambos conjuntos
preordenados, mientras que la transicio´n entre adjunciones y las conexiones,
y viceversa, se basa en el uso del orden dual en uno solo de los conjuntos
preordenados.
Teorema 2.1 Sean A = 〈A,.A〉 y B = 〈B,.B〉 conjuntos preordenados y dos
aplicaciones f : A → B y g : B → A. Entonces, las siguientes condiciones son
equivalentes
1. (f, g) : A B
2. (f, g) : Aop 
 Bop
3. (f, g) : A↼⇀Bop
4. (f, g) : Aop⇁↽B
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DEMOSTRACIO´N: 1⇒ 2. Dados a ∈ A y b ∈ B, por la definicio´n de relacio´n
dual, g(b) &A a si y so´lo si a .A g(b). Por ser (f, g) una adjuncio´n, a .A g(b)
si y so´lo si f(a) .B b. Finalmente, otra vez por la definicio´n de relacio´n dual,
f(a) .B b equivale a b &B f(a).
Ana´logamente se prueban las dema´s implicaciones. 2
Obse´rvese que, como consecuencia directa de este teorema, cualquier
propiedad sobre adjunciones puede ser extendida, por dualidad, a cualquier
otro tipo de conexio´n o a co-adjunciones.
Observacio´n 2.1
1. (f, g) es una conexio´n de Galois por la derecha (por la izquierda, resp.) entre
A y B si y so´lo si (g, f) es una conexio´n de Galois por la derecha (por la
izquierda, resp.) entre B y A.
2. (f, g) es una adjuncio´n entre A y B si y so´lo si (g, f) es una co-adjuncio´n
entre B y A.
2.2. Caracterizaciones y propiedades de las
adjunciones
Cualquier conjunto preordenado A = 〈A,.A〉 induce una relacio´n de
equivalencia en A, definida de la siguiente forma
a1 ≈A a2 si y so´lo si a1 .A a2 y a2 .A a1 para a1, a2 ∈ A. (2.1)
Esta relacio´n se denomina relacio´n nu´cleo sime´trico.
Las nociones de ma´ximo y mı´nimo en un conjunto parcialmente ordena-
do, (ver Definicio´n 1.5), pueden ser extendidas a conjuntos preordenados
como sigue: un elemento a ∈ A es un p-ma´ximo (p-mı´nimo resp.) de un con-
junto X ⊆ A si a ∈ X y x .A a (a .A x, resp.) para todo x ∈ X . El conjunto
de p-ma´ximos (p-mı´nimos) de X es denotado por p-maxX (p-minX , resp.).
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Observacio´n 2.2 En un conjunto preordenado A = 〈A,.A〉, varios elementos
distintos pueden ser p-ma´ximos (p-mı´nimos resp.) de un mismo subconjunto X ⊆
A. Obse´rvese que si a1, a2 ∈ p-maxX (p-minX resp.) entonces a1 ≈A a2.
En las referencias consultadas, se pueden encontrar diferentes definicio-
nes para un mismo te´rmino de los introducidos en la Definicio´n 2.1. Por
ejemplo Ore, en [46], define las llamadas conexiones de Galois por la derecha
como un par de aplicaciones (f, g) tales que f y g son antı´tonas y g ◦ f y
f ◦ g son inflacionarias; mientras que Valverde-Albacete, en [51], definen
las conexiones de Galois por la derecha como un par de aplicaciones (f, g)
que verifican a .A g(b) si y solo si b .B f(a) para todo a ∈ A y b ∈ B. En el
siguiente teorema, se recogen diferentes caracterizaciones de la nocio´n de
adjuncio´n.
Teorema 2.2 Sean A = 〈A,.A〉,B = 〈B,.B〉 dos conjuntos preordenados,
f : A → B y g : B → A dos aplicaciones. Las siguientes condiciones son
equivalentes:
i) (f, g) : A B.
ii) f y g son aplicaciones iso´tonas, g ◦ f es inflacionaria y f ◦ g es deflacionaria.
iii) f(a)↑ = g−1(a↑) para todo a ∈ A.
iv) g(b)↓ = f−1(b↓) para todo b ∈ B.
v) f es una aplicacio´n iso´tona y g(b) ∈ p-max f−1(b↓) para todo b ∈ B.
vi) g es una aplicacio´n iso´tona y f(a) ∈ p-min g−1(a↑) para todo a ∈ A.
DEMOSTRACIO´N: Dados a ∈ A y b ∈ B, obse´rvese que f(a) .A b si y so´lo
si b ∈ f(a)↑ y, tambie´n, f(a) .A b si y so´lo si a ∈ f−1(b↓). De igual modo,
a .A g(b) es equivalente a que b ∈ g−1(a↑) y a que a ∈ g(b)↓. Por tanto, la
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condicio´n de ser adjuncio´n es equivalente a las siguientes igualdades de
conjuntos f(a)↑ = g−1(a↑) y g(b)↓ = f−1(b↓), para todo a ∈ A y b ∈ B. Por
consiguiente, i), iii) y iv) son condiciones equivalentes.
i)⇒ ii) Dado a ∈ A, como f(a) .B f(a), por hipo´tesis a .A g(f(a)), por
consiguiente g ◦ f es inflacionaria. Ahora, sean a1, a2 ∈ A tales que
a1 .A a2. Como a2 .A g(f(a2)) se deduce que a1 .A a2 .A g(f(a2)).
Y utilizando de nuevo la hipo´tesis, obtenemos que f(a1) .B f(a2).
Por tanto, f es una aplicacio´n iso´tona. De forma similar, se prueba que
f ◦ g es deflacionaria y que g es una aplicacio´n iso´tona.
ii)⇒ v) Para todo b ∈ B, por ser f ◦ g deflacionaria, g(b) ∈ f−1(b↓). Por
otro lado, dado a ∈ f−1(b↓), partiendo de que f(a) .B b y por ser g
iso´tona y g ◦ f inflacionaria, se obtiene que a .A g(f(a)) .A g(b). Por
tanto, g(b) ∈ p-max f−1(b↓) para todo b ∈ B.
v)⇒ i) Dado b ∈ B, como g(b) ∈ f−1(b↓), se tiene que f ◦ g es deflacionaria.
Si a .A g(b), por ser f iso´tona y f ◦ g deflacionaria, entonces f(a) .B
f(g(b)) .B b. Por otro lado, como g(b) ∈ p-max f−1(b↓) , se obtiene
que si f(a) .A b, i.e. a ∈ f−1(b↓), entonces a .A g(b).
ii)⇒ vi) Por ser g ◦ f es inflacionaria, f(a) ∈ g−1(a↑). Por otro lado, para
todo b ∈ g−1(a↑), se tiene que a .A g(b). Como f es iso´tona y f ◦ g
es deflacionaria, se obtiene que f(a) .B f(g(b)) .B b. Por tanto,
f(a) ∈ p-min g−1(a↑) para todo a ∈ A.
vi)⇒ i) Dado a ∈ A, como f(a) ∈ g−1(a↑), se tiene que g ◦f es inflacionaria.
Si f(a) .B b, por ser g iso´tona y g ◦f es inflacionaria, a .A g(f(a)) .A
g(b). Por otro lado, como f(a) ∈ p-min g−1(a↑), si a .B g(b), i.e. b ∈
g−1(a↑), entonces f(a) .B b.
2
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El Teorema 2.1 y el Teorema 2.2 proporcionan las diferentes caracteriza-
ciones para conexiones de Galois, adjunciones y co-adjunciones, presentadas
a modo de resumen en el Cuadro 2.1.
En conjuntos ordenados, al componer las aplicaciones que constituyen
una adjuncio´n, se obtienen aplicaciones que son idempotentes. En ausencia
de antisimetrı´a, esta propiedad se debilita en los te´rminos del siguiente resul-
tado, en donde la relacio´n nu´cleo sime´trico, introducida en la Ecuacio´n (2.1),
sustituye a la igualdad del caso ordenado.
Teorema 2.3 Sean A = 〈A,.A〉,B = 〈B,.B〉 dos conjuntos preordenados, f :
A→ B y g : B → A dos aplicaciones. Si (f, g) : A
B, donde
 ∈ {↼⇀,⇁↽,
,
}, entonces, (f ◦ g ◦ f)(a) ≈B f(a), para todo a ∈ A, y (g ◦ f ◦ g)(b) ≈A g(b)
para todo b ∈ B. Adema´s,
1. Si (f, g) es simulta´neamente una adjuncio´n y co-adjuncio´n (conexio´n de
Galois por la izquierda y por la derecha resp.) entonces (g ◦ f)(a) ≈A a para
todo a ∈ A y (f ◦ g)(b) ≈B b para todo b ∈ B.
2. Si (f, g) es simulta´neamente una (co-) adjuncio´n y una conexio´n de Galois
(por la izquierda o por la derecha) entonces f(a1) ≈B f(a2) para todo
a1, a2 ∈ A con a1 .A a2, y g(b1) ≈A g(b2) para todo b1, b2 ∈ B con
b1 .B b2.
DEMOSTRACIO´N:
Sea (f, g) : A B y a ∈ A. Por ser f iso´tona y g ◦ f inflacionaria se tiene
que f(a) .B f(g(f(a))), y por ser f ◦ g deflacionaria, (f(g(f(a))) .B f(a).
Por tanto, (f ◦ g ◦ f)(a) ≈B f(a), para todo a ∈ A. De forma ana´loga se
prueba que (g ◦ f ◦ g)(b) ≈B b para todo b ∈ B. Para
 ∈ {↼⇀,⇁↽,
}, la
demostracio´n es similar.
Ahora, sea (f, g) una adjuncio´n y co-adjuncio´n. Por tanto, f ◦g y g◦f son
aplicaciones inflacionarias y deflacionarias a la vez, es decir, (g ◦ f)(a) .A a
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Cuadro 2.1: Resumen de las definiciones y caracterizaciones equivalentes
Conexiones de Galois
Conexio´n de Galois por la derecha entre A y B Conexio´n de Galois por la izquierda entre A y B
(f, g) : A↼⇀ B (f, g) : A⇁↽ B
b .B f(a)⇔ a .A g(b) f(a) .B b⇔ g(b) .A a
para todo a ∈ A y b ∈ B para todo a ∈ A y b ∈ B
f y g son antı´tonas y f y g son antı´tonas y
g ◦ f y f ◦ g son inflacionarias g ◦ f y f ◦ g son deflacionarias
f(a)↓ = g−1(a↑) para todo a ∈ A f(a)↑ = g−1(a↓) para todo a ∈ A
g(b)↓ = f−1(b↑) para todo b ∈ B g(b)↑ = f−1(b↓) para todo b ∈ B
f es antı´tona y f es antı´tona y
g(b) ∈ p-max f−1(b↑) para todo b ∈ B g(b) ∈ p-min f−1(b↓) para todo b ∈ B
g es antı´tona y g es antı´tona y
f(a) ∈ p-max g−1(a↑) para todo a ∈ A f(a) ∈ p-min g−1(a↓) para todo a ∈ A
Adjuncio´n y co-adjuncio´n
Adjuncio´n entre A y B Co-adjuncio´n entre A y B
(f, g) : A B (f, g) : A
 B
f(a) .B b⇔ a .A g(b) b .B f(a)⇔ g(b) .A a
para todo a ∈ A y b ∈ B para todo a ∈ A y b ∈ B
f y g son iso´tonas, f y g son iso´tonas,
g ◦ f es inflacionaria y f ◦ g es deflacionaria g ◦ f es deflacionaria y f ◦ g es inflacionaria
f(a)↑ = g−1(a↑) para todo a ∈ A f(a)↓ = g−1(a↓) para todo a ∈ A
g(b)↓ = f−1(b↓) para todo b ∈ B g(b)↑ = f−1(b↑) para todo b ∈ B
f es iso´tona y f es iso´tona y
g(b) ∈ p-max f−1(b↓) para todo b ∈ B g(b) ∈ p-min f−1(b↑) para todo b ∈ B
g es iso´tona y g es iso´tona y
f(a) ∈ p-min g−1(a↑) para todo a ∈ A f(a) ∈ p-max g−1(a↓) para todo a ∈ A
y a .A (g ◦ f)(a) para todo a ∈ A, y (f ◦ g)(b) .B b y b .B (f ◦ g)(b) para
todo b ∈ B.
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Finalmente, se considera (f, g) adjuncio´n y conexio´n de Galois por la
derecha entre A y B. Por ser las aplicaciones f y g iso´tonas y antı´tonas a la
vez, se obtiene para todo a1, a2 ∈ A y b1, b2 ∈ B con a1 .A a2 y b1 .B b2,
que f(a2) ≈B f(a1) y g(b2) ≈A g(b1).
Los casos restantes, se prueban de forma ana´loga al caso anterior. 2
Dado un conjunto preordenado A = 〈A,.A〉, al conjunto cociente sobre
la relacio´n nu´cleo sime´trico≈A se le denotara´ porA y a los elementos de este
conjunto cociente se les representara´ por [a]≈. Para simplificar la notacio´n,
en lo sucesivo, no se utilizara´ el subı´ndice en las clases de equivalencia
anteriores. Se puede definir la siguiente relacio´n:
[a1]≈ .A [a2]≈ si y so´lo si a1 .A a2 (2.2)
Esta relacio´n binaria esta´ bien definida, puesto que si a1 ≈A α1 y a2 ≈A α2
entonces a1 .A a2 implica α1 .A a1 .A a2 .A α2 que por transitividad de
la relacio´n .A demuestra que tambie´n α1 .A α2. Es claramente reflexiva y
transitiva y adema´s por la propia definicio´n de la relacio´n nu´cleo sime´trico,
se deduce que es un orden parcial. Al conjunto ordenado 〈A,.A〉 se le
denotara´ por A.
Asimismo, dados dos conjuntos preordenados A y B y una aplicacio´n
iso´tona (respectivamente, antı´tona) f : A→ B, se puede definir la aplicacio´n
f : A→ B como f([a]≈) = [f(a)]≈. La aplicacio´n f esta´ bien definida pues
como f es iso´tona (resp. antı´tona) si [a1]≈ = [a2]≈, entonces a1 .A a2 implica
f(a1) .A f(a2) (resp. f(a2) .A f(a1)) y viceversa.
Adema´s, si f es iso´tona (resp. antı´tona), entonces f tambie´n lo es: si
[a1]≈ .A [a2]≈ entonces a1 .A a2 lo que implica por ser f iso´tona que
f(a1) .A f(a2). Por la definicio´n del orden en B, se deduce [f(a1)]≈ .B
[f(a2)]≈ o lo que es equivalente f([a1]≈) .B f([a2]≈).
El siguiente teorema muestra co´mo trasladar adjunciones (co-adjunciones,
conexiones de Galois por la derecha y por la izquierda) entre dos conjuntos
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preordenados A y B a los conjuntos parcialmente ordenados A y B.
Teorema 2.4 Sean A = 〈A,.A〉 y B = 〈B,.B〉 dos conjuntos preordenados y
sea
 ∈ {↼⇀,⇁↽,,
}. Si (f, g) : A 
 B entonces (f, g) : A 
 B.
DEMOSTRACIO´N: Suponiendo que (f, g) : A  B, se probara´ que [a]≈ .A
g([b]≈) si y so´lo si f([a]≈) .B [b]≈ para todo [a]≈ ∈ A y [b]≈ ∈ B. Si
[a]≈ .A g([b]≈) = [g(b)]≈, por la definicio´n de .A se deduce que a .A g(b)
lo que es equivalente a f(a) .B b. Esto implica f([a]≈) = [f(a)]≈ .B [b]≈.
Recı´procamente, si f([a]≈) .B [b]≈, de forma ana´loga, se obtiene que
[a]≈ .A g([b]≈).
Para
 ∈ {↼⇀,⇁↽,
} la prueba es similar. 2
Cualquier relacio´n de equivalencia es un preorden, por tanto se pueden
considerar conexiones de Galois entre dos conjuntos dotados con relaciones
de equivalencia. Pero las propiedades que obtenemos en estos casos no son
significativas como muestra el siguiente corolario.
Corolario 2.1 Sean A = 〈A,.A〉,B = 〈B,.B〉 dos conjuntos preordenados,
f : A→ B y g : B → A dos aplicaciones.
1. (f, g) es una adjuncio´n y co-adjuncio´n (resp. conexio´n de Galois por la
izquierda y por la derecha) si y so´lo si f y g son iso´tonas (resp. antı´tonas) y f
y g son aplicaciones inversas (i.e. (f)−1 = g).
2. Ambas relaciones .A y .B son relaciones de equivalencia y (f, g) es una
adjuncio´n (resp. co-adjuncio´n, conexio´n de Galois por la derecha, por la
izquierda) si y so´lo si (f, g) es una adjuncio´n, co-adjuncio´n, conexio´n de
Galois por la derecha y conexio´n de Galois por la izquierda al mismo tiempo.
DEMOSTRACIO´N:
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1. Supongamos que (f, g) forman una adjuncio´n y co-adjuncio´n al mismo
tiempo. Por el Teorema 2.3, se tiene que [(g ◦ f)(a)]≈ = [a]≈, que por defini-
cio´n de f y g implica (g ◦ f)([a]≈) = [a]≈, para todo [a]≈ ∈ A. Ana´logamente
se demuestra que (f ◦ g)([b]≈) = [b]≈, para todo [b]≈ ∈ B.
Recı´procamente, supongamos ahora que f y g son aplicaciones una
inversa de la otra y sean a ∈ A, b ∈ B tales que a .A g(b). Entonces,
[a]≈ .A [g(b)]≈ = g([b]≈) = (f)−1[b]≈. Por ser f iso´tona, f([a]≈) .B [b]≈ de
donde se deduce f(a) .B b. De manera similar, se prueba que si f(a) .B b
entonces a .A g(b) para a ∈ A, b ∈ B, y tambie´n que (f, g) es co-adjuncio´n.
2. Sea (f, g) una adjuncio´n y supongamos que .A y .B son relaciones
sime´tricas. En tal caso, Aop = A y Bop = B. En virtud del Teorema 2.1, se
tiene que (f, g) es tambie´n co-adjuncio´n, conexio´n de Galois por la derecha
y conexio´n de Galois por la izquierda.
Recı´procamente, supongamos que (f, g) es una adjuncio´n, co-adjuncio´n,
conexio´n de Galois por la derecha y conexio´n de Galois por la izquierda
al mismo tiempo. Dados a1, a2 ∈ A tales que a1 .A a2, por ser f antı´tona,
f(a2) .A f(a1). Ahora usando, en primer lugar, que (f, g) es adjuncio´n, se
obtiene que a2 .A g(f(a1)), y utilizando que g ◦ f es deflacionaria, ya que
(f, g) es una co-adjuncio´n y conexio´n de Galois por la derecha, obtenemos
que a2 .A g(f(a1)) .A a1. De forma ana´loga, dados b1, b2 ∈ B tales que
b1 .B b2 se obtiene que b2 .B b1. 2
2.3. Construccio´n de adjunciones
En esta seccio´n, se considera una aplicacio´n f : A→ B definida desde un
conjunto parcialmente ordenado (preordenado) A hasta un conjunto B no
necesariamente dotado de estructura. Y se estudiara´ el problema de definir
una relacio´n de orden parcial (preorden) adecuada en B de forma que exista
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una aplicacio´n g : B → A tal que el par de aplicaciones (f, g) formen una
adjuncio´n entre los conjuntos parcialmente ordenados (preordenados).
A lo largo de este capı´tulo se va trabajar con adjunciones, y en virtud del
Teorema 2.1 todos los resultados obtenidos, se pueden extender a cualquiera
de las cuatro posibles nociones de conexio´n de Galois introducidas en la
Definicio´n 2.1.
2.3.1. Entre conjuntos parcialmente ordenados
Como se ha comentado, estudiaremos el problema para conjuntos par-
cialmente ordenados y para preordenados. Se comienza con el primer caso
y para ello introducimos el siguiente lema te´cnico que permite, en algunos
casos, simplificar una de las caracterizaciones de las adjunciones eliminando
una clausura inferior (ve´ase apartado 5 del Teorema 1.4).
Lema 2.1 Sean 〈A,≤A〉 y 〈B,≤B〉 dos conjuntos parcialmente ordenados, f : A→
B una aplicacio´n iso´tona y sea b ∈ f(A). Si max f−1(b↓) existe, entonces max f−1(b)
existe y max f−1(b↓) = max f−1(b).
DEMOSTRACIO´N: Sea m = max f−1(b↓). Se demostrara´ que a ≤A m, para
todo a ∈ f−1(b), y que m ∈ f−1(b), obteniendo de este modo que m =
max f−1(b).
Si a ∈ f−1(b), entonces f(a) = b ∈ b↓ y a ∈ f−1(b↓), por tanto, utilizando
que m = max f−1(b↓), se obtiene que a ≤A m.
Ahora, la isotonı´a de f muestra que f(a) = b ≤B f(m). Para la otra
desigualdad, se utiliza que m ∈ f−1(b↓), lo cual implica que f(m) ≤B b. Por
tanto, f(m) = b por la antisimetrı´a de ≤B . 2
En general, dado un conjunto parcialmente ordenado 〈A,≤A〉 junto con
una relacio´n de equivalencia ∼ sobre A, es habitual considerar el conjunto
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A∼ = A/∼, el conjunto cociente de A con respecto a ∼, y la aplicacio´n
proyeccio´n pi : A→ A∼. La clase de equivalencia de un elemento a ∈ A se
denota, de forma usual, por [a]∼ y, entonces, pi(a) = [a]∼.
Consideremos una aplicacio´n f definida desde un conjunto parcialmente
ordenado 〈A,≤A〉 a un conjunto B no dotado necesariamente de estructura.
Con el fin de encontrar condiciones para la construccio´n de un adjunto
por la derecha de la aplicacio´n f , se usara´ la descomposicio´n cano´nica de
f : A → B a trave´s de A≡f , el conjunto cociente de A con respecto a la
relacio´n nu´cleo ≡f definida como
a ≡f b si y so´lo si f(a) = f(b) (2.3)
Dicha descomposicio´n cano´nica se representa en el siguiente diagrama
conmutativo:
A B
A≡f f(A)
f
pi
ϕ
i
donde pi representa la proyeccio´n cano´nica sobreA≡f , la aplicacio´nϕ : A≡f →
f(A) esta´ definida por ϕ([a]≡f ) = f(a) para todo a ∈ A y la aplicacio´n
i : f(A)→ B es la inclusio´n de la imagen de f en B, es decir, i(b) = b para
todo b ∈ f(A).
Cabe recordar que la aplicacio´n ϕ es biyectiva: si ϕ([a1]≡f ) = ϕ([a2]≡f )
se tiene, por definicio´n de ϕ, que f(a1) = f(a2) lo cual implica que [a1]≡f =
[a2]≡f y para todo f(a) ∈ f(A), la propia clase [a]≡f ∈ A≡f verificaϕ([a]≡f ) =
f(a).
El siguiente lema proporciona condiciones suficientes para que la aplica-
cio´n proyeccio´n sea el componente izquierdo de una adjuncio´n.
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Lema 2.2 Sea 〈A,≤A〉 un conjunto parcialmente ordenado y ∼ una relacio´n de
equivalencia sobre A. Supongamos que se verifican las siguientes condiciones:
1. Existe max ([a]∼), para todo a ∈ A.
2. Si a1 ≤A a2 entonces max ([a1]∼) ≤A max ([a2]∼), para todo a1, a2 ∈ A.
Entonces, la relacio´n ≤A∼ definida por [a1]∼ ≤A∼ [a2]∼ si y so´lo si a1 ≤A
max ([a2]∼) es un orden en A∼ y, adema´s, el par de aplicaciones (pi,max ) es
una adjuncio´n entre 〈A,≤A〉 y 〈A∼,≤A∼〉.
DEMOSTRACIO´N: Primero se comprobara´ que la relacio´n ≤A∼ esta´ bien
definida. Por la primera hipo´tesis se tiene que max ([a]∼) existe para todo
a ∈ A, y se probara´ que la definicio´n de la relacio´n ≤A∼ no depende de
la eleccio´n del elemento en la clase; es decir, dados a1 ∼ α1 y a2 ∼ α2 se
probara´ que a1 ≤A max ([a2]∼) si y so´lo si α1 ≤A max ([α2]∼).
Supo´ngase que a1 ≤A max ([a2]∼). Utilizando la hipo´tesis 2, se tie-
ne que max ([a1]∼) ≤A max (max ([a2]∼)) = max ([a2]∼) y como α1 ≤A
max ([α1]∼) = max ([a1]∼) entonces α1 ≤A max ([a2]∼). Ahora, como a2 ∼
α2 se tiene, de forma directa, que [a2]∼ = [α2]∼ lo cual implica que α1 ≤A
max ([α2]∼).
Ahora se vera´ que la relacio´n ≤A∼ es un orden:
Reflexividad Para todo elemento a ∈ A, se tiene a ≤A max ([a]∼), lo cual
significa que [a]∼ ≤A∼ [a]∼.
Transitividad Sean a1, a2, a3 ∈ A tales que [a1]∼ ≤A∼ [a2]∼ y [a2]∼ ≤A∼
[a3]∼.
Como [a1]∼ ≤A∼ [a2]∼, por definicio´n, se tiene que a1 ≤A max ([a2]∼).
Ahora, usando [a2]∼ ≤A∼ [a3]∼ se obtiene, por definicio´n del orden y
por la segunda hipo´tesis, que max ([a2]∼) ≤A max ([a3]∼). Por tanto,
[a1] ≤A∼ max ([a3]∼), esto es, [a1]∼ ≤A∼ [a3]∼.
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Antisimetrı´a Sean dos elementos a1, a2 ∈ A tales que [a1]∼ ≤A∼ [a2]∼ y
[a2]∼ ≤A∼ [a1]∼.
Por hipo´tesis, se tiene que a1 ≤A max ([a2]∼) entonces max ([a1]∼) ≤A
max ([a2]∼), y a2 ≤A max ([a1]∼) entonces max ([a2]∼) ≤A max ([a1])∼.
Como ≤A es antisime´trica, entonces max ([a1]∼) = max ([a2]∼); ahora,
por ser la interseccio´n de las dos clases [a1]∼ y [a2]∼ no vacı´a, se tiene
que [a1]∼ = [a2]∼.
Finalmente, veamos que (pi,max ) forman una adjuncio´n, usando la
definicio´n de pi y del orden ≤A∼ :
pi(a1) ≤A∼ [a2]∼ si y so´lo si [a1]∼ ≤A∼ [a2]∼
si y so´lo si a1 ≤A max ([a2]∼)
2
Con el lema anterior se han proporcionado las condiciones suficientes
para que la aplicacio´n pi sea un adjunto por la izquierda; el siguiente resulta-
do muestra que estas condiciones son tambie´n condiciones necesarias, y que
la relacio´n de orden y el adjunto por la derecha se definen de forma u´nica.
Lema 2.3 Sea 〈A,≤A〉 un conjunto parcialmente ordenado y ∼ una relacio´n de
equivalencia sobre A. Sea A∼ = A/∼ el conjunto cociente de A con respecto a ∼ y
pi : A→ A∼ la aplicacio´n proyeccio´n. Si existe una relacio´n de orden ≤A∼ en A∼ y
g : A∼ → A tal que (pi, g) : 〈A,≤A〉 〈A∼,≤A∼〉 entonces,
1. g([a]∼) = max ([a]∼) para todo a ∈ A.
2. [a1]∼ ≤A∼ [a2]∼ si y so´lo si a1 ≤A max ([a2]∼) para todo a1, a2 ∈ A.
3. Si a1 ≤A a2 entonces max ([a1]∼) ≤A max ([a2]∼) para todo a1, a2 ∈ A.
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DEMOSTRACIO´N:
1. Por el Teorema 1.4 se tiene que g([a]∼) = maxpi−1([a]↓∼). Ahora, por el
Lema 2.1 se obtiene que maxpi−1([a]↓∼) = maxpi−1([a]∼) = max ([a]∼).
Obse´rvese que hay un ligero abuso de notacio´n, ya que [a]∼ es a veces
considerada un elemento, i.e. una clase de equivalencia del conjunto cociente,
y otras veces el conjunto de elementos de la clase de equivalencia. El contexto
ayuda a saber que´ significado se pretende en cada caso.
2. Por ser adjuncio´n (pi, g), definicio´n de pi, y el apartado anterior se tiene la
siguiente cadena de equivalencias
[a1]∼ ≤A∼ [a2]∼ si y so´lo si pi(a1) ≤A∼ [a2]∼
si y so´lo si a1 ≤A g([a2]∼)
si y so´lo si a1 ≤A max ([a2]∼)
3. Finalmente, como pi y g son aplicaciones iso´tonas, a1 ≤A a2 implica
que [a1]∼ ≤A∼ [a2]∼ y g([a1]∼) ≤A g([a2]∼), por tanto max ([a1]∼) ≤A
max ([a2]∼) por el primer apartado. 2
Continuando con el ana´lisis de la descomposicio´n cano´nica, se llega de
forma natural al resultado siguiente.
Lema 2.4 Sea 〈A,≤A〉 un conjunto parcialmente ordenado y una aplicacio´n biyec-
tiva ϕ : A→ B. Entonces existe una u´nica relacio´n de orden en B, definida como
b1 ≤B b2 si y so´lo si ϕ−1(b1) ≤A ϕ−1(b2), tal que (ϕ,ϕ−1) : 〈A,≤A〉 〈B,≤B〉.
DEMOSTRACIO´N:
En primer lugar, usando la definicio´n de ≤B y la reflexividad de ≤A,
para todo b ∈ B, se tiene que ϕ−1(b) ≤A ϕ−1(b) si y so´lo si b ≤B b. Ahora,
dados b1, b2, b3 ∈ B tales que b1 ≤B b2 y b2 ≤B b3, por la definicio´n de ≤B y
transitividad de ≤A, se obtiene que ϕ−1(b1) ≤A ϕ−1(b3) si y so´lo si b1 ≤B b3.
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Finalmente, para todo b1, b2 ∈ B tales que b1 ≤B b2 y b2 ≤B b1, de nuevo por
definicio´n de ≤B y por antisimetrı´a de ≤A, se tiene que ϕ−1(b1) = ϕ−1(b2),
lo cual implica, por ser ϕ biyectiva, que b1 = b2.
Ahora se comprobara´ que el par (ϕ,ϕ−1) constituye una adjuncio´n.
Obse´rvese que ϕ−1 es iso´tona por la definicio´n de ≤B , y que ϕ es tambie´n
iso´tona ya que si a1 ≤A a2 existen b1, b2 ∈ B tales que a1 = ϕ−1(b1) ≤A
ϕ−1(b2) = a2, y por la definicio´n de ≤B esto implica b1 ≤B b2, i.e. ϕ(a1) ≤B
ϕ(a2). Para finalizar, sea a ∈ A y b ∈ B tales que a ≤A ϕ(b), utilizando
que ϕ−1 es la inversa de ϕ y que ϕ−1 es iso´tona, se obtiene que ϕ−1(a) ≤B
ϕ−1(ϕ(b)) = b. De forma ana´loga, se obtiene que si ϕ−1(a) ≤B b entonces
a ≤A ϕ(b). 2
Como consecuencia de los resultados anteriores, se han establecido las
condiciones necesarias y suficientes para garantizar la existencia y unicidad
del adjunto derecho para cualquier aplicacio´n sobreyectiva f definida desde
un conjunto parcialmente ordenado A a un conjunto B no necesariamente
dotado de estructura.
Teorema 2.5 Dado un conjunto parcialmente ordenado 〈A,≤A〉 y una aplicacio´n
sobreyectiva f : A → B, sea ≡f la relacio´n nu´cleo. Entonces, existe un orden
parcial ≤B en B y una aplicacio´n g : B → A tal que (f, g) : 〈A,≤A〉 〈B,≤B〉
si y so´lo si
1. Existe max ([a]≡f ) para todo a ∈ A.
2. a1 ≤A a2 implica max ([a1]≡f ) ≤A max ([a2]≡f ), para todo a1, a2 ∈ A.
DEMOSTRACIO´N: Se considera una adjuncio´n (f, g) : 〈A,≤A〉 〈B,≤B〉.
Dado a ∈ A, el punto 1 se cumple por la siguiente cadena de igualdades,
donde la primera igualdad viene del Teorema 1.4, la segunda del Lema 3.2,
y la tercera de la definicio´n de [a]≡f :
g(f(a)) = max f−1(f(a)↓) = max f−1(f(a)) = max ([a]≡f ) (2.4)
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Ahora, el punto 2 es directo, ya que si a1 ≤A a2 entonces, por iso-
tonı´a, f(a1) ≤B f(a2) y g(f(a1)) ≤A g(f(a2)) y por tanto, segu´n (2.4),
max ([a1]≡f ) ≤A max ([a2]≡f ).
Recı´procamente, dados 〈A,≤A〉 un conjunto ordenado y f : A → B
sobreyectiva tal que se verifican los apartados 1 y 2, se probara´ que f es el
adjunto por la izquierda de una aplicacio´n g : B → A.
Se considera la descomposicio´n cano´nica de f a trave´s del conjunto
cociente A≡f de A con respecto a ≡f , es decir, f = pi ◦ ϕ descrita en el
siguiente diagrama conmutativo:
A B
A≡f
f
pi
g
ϕ
donde pi(a) = [a]≡f y ϕ es la aplicacio´n biyectiva definida por ϕ([a]≡f ) =
f(a).
En primer lugar, por el Lema 2.2, utilizando las condiciones 1 y 2, y el
hecho de que [a]≡f = pi(a), se obtiene que (pi,max ): 〈A,≤A〉 〈A≡f ,≤≡f 〉.
Adema´s, como la aplicacio´n ϕ : A≡f → B es biyectiva, se puede aplicar
el Lema 2.4 para inducir un orden ≤B en B tal que se tenga otra adjuncio´n,
el par de aplicaciones (ϕ,ϕ−1) : 〈A≡f ,≤≡f 〉 〈B,≤B〉.
Obse´rvese que para todo b = f(x) ∈ B se tiene que
ϕ−1(b) =
{
[a]≡f ∈ A≡f | ϕ([a]≡f ) = b
}
=
{
[a]≡f ∈ A≡f | f(a) = f(x)
}
= [x]≡f
Por consiguiente, la aplicacio´n g = (max ◦ ϕ−1) : B → A, se puede escribir
como
g(b) = max (ϕ−1(b)) = max ([x]≡f ) (2.5)
para todo x ∈ f−1(b).
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Finalmente, se probara´ (f, g) es una adjuncio´n. Supongamos que a ≤A
max (ϕ−1(b)). Por ser f sobreyectiva existe x ∈ A tal que f(x) = b y, como
ϕ−1(b) = [x]≡f entonces a ≤A max ([x]≡f ). Por la definicio´n del orden ≤≡f ,
se tiene que a ≤A max ([x]≡f ) si y so´lo si [a]≡f ≤≡f [x]≡f . Ahora, como
[a]≡f = ϕ
−1(f(a)) y [x]≡f = ϕ
−1(b), se tiene ϕ−1(f(a)) ≤≡f ϕ−1(b) lo cual
es equivalente a f(a) ≤B b, por la definicio´n del orden ≤B en B.
A B
A≡f
f
pi
g=max◦ϕ−1
ϕ−1
max ϕ
2
La tercera parte de esta seccio´n se dedica a estudiar el caso en el que
la aplicacio´n f no es sobreyectiva. En este caso, en general, hay varias
posibilidades de o´rdenes enB que permiten definir el adjunto por la derecha.
La clave para la construccio´n es definir un orden en B que incluya el orden
que se podrı´a definir en la imagen de la aplicacio´n f .
De forma ma´s general, la idea es extender el orden definido en un
subconjunto de un conjunto al conjunto completo, como se detalla en la
siguiente proposicio´n.
Proposicio´n 2.1 Dado un subconjunto X ⊆ B, y un elemento fijo m ∈ X ,
cualquier preorden ≤X en X puede ser extendido a un preorden ≤m en B, definido
de la siguiente forma: para x, y ∈ B se verifica x ≤m y si y so´lo si se cumple alguna
de las siguientes condiciones:
(a) x, y ∈ X y x ≤X y
(b) x ∈ X, y /∈ X y x ≤X m
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(c) x, y /∈ X y x = y
DEMOSTRACIO´N:
Veamos que la relacio´n ≤m en B es reflexiva y transitiva:
Dado x ∈ B, si x ∈ X entonces x ≤m x ya que≤X es reflexiva y si x /∈ X
tenemos que x ≤m x porque se cumplen las condiciones del caso (c).
Ahora, dados x, y, z ∈ B tales que x ≤m y e y ≤m z se probara´ que
x ≤m z. Para ello basta probar los siguientes casos:
Si x, y, z ∈ X entonces, por la transitividad de≤X , se tiene que x ≤m z.
Si x, y ∈ X y z /∈ X entonces, por definicio´n de ≤m, se tiene que
x ≤X y e y ≤X m. Por tanto, usando la transitividad de≤X , se obtiene
que x ≤X m y por consiguiente, x ≤m z.
Si x ∈ X e y, z /∈ X entonces, por definicio´n de ≤m, se obtiene que
x ≤X m e y = z, lo cual implica que x ≤m z.
Si x, y, z /∈ X entonces, por la definicio´n de ≤m, se tiene x = y = z, es
decir x ≤m z.
2
A continuacio´n se vera´ que si la relacio´n inicial ≤X es una relacio´n de orden,
entonces ≤m tambie´n es un orden. Formalmente, se tiene que
Lema 2.5 Dado un subconjunto X ⊆ B, y un elemento fijo m ∈ X , entonces ≤X
es un orden en X si y so´lo si ≤m es un orden en B.
DEMOSTRACIO´N: Por la Proposicio´n 2.1, so´lo se necesita probar que ≤m
es antisime´trica. Sean x, y ∈ X tal que x ≤m y e y ≤m x, entonces por la
propiedad antisime´trica de ≤X , se tiene que x = y. Por otro lado, dados
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x, y /∈ X tal que x ≤m y e y ≤m x entonces, por la definicio´n de ≤m, se
tiene que x = y. A la inversa, si ≤m es un orden, entonces ≤X es tambie´n
un orden, ya que es una restriccio´n de ≤m. 2
Lema 2.6 Sea X un subconjunto de B, se considera un elemento fijo m ∈ X y un
orden ≤X en X . Se define la aplicacio´n jm : 〈B,≤m〉 → 〈X,≤X〉 como
jm(x) =
x si x ∈ Xm si x /∈ X
Entonces, (i, jm) : 〈X,≤X〉 〈B,≤m〉, donde i denota la inclusio´n X ↪→ B.
DEMOSTRACIO´N: Dados x, y ∈ X ⊆ B, utilizando que i es la aplicacio´n
inclusio´n, se tiene que i(x) ≤m y si y so´lo si x ≤m y. Y, por las definiciones
de jm y ≤m, se obtiene que x ≤m y si y so´lo si x ≤X jm(y). Ahora, sean
x ∈ X e y /∈ X , usando de nuevo las definiciones de ≤m y jm, se obtiene
que i(x) ≤m y si y so´lo si x ≤X m = jm(y). 2
Ya se han introducido todos los elementos necesarios para extender el
Teorema 2.5 al caso en que la aplicacio´n de partida no sea necesariamente
sobreyectiva.
Teorema 2.6 Dados un conjunto parcialmente ordenado 〈A,≤A〉 y una aplicacio´n
f : A→ B, sea ≡f la relacio´n nu´cleo. Entonces, existe un orden parcial ≤B en B
y una aplicacio´n g : B → A tal que (f, g) : 〈A,≤A〉 〈B,≤B〉 si y so´lo si
1. Existe max ([a]≡f ) para todo a ∈ A.
2. a1 ≤A a2 implica max ([a1]≡f ) ≤A max ([a2]≡f ), para todo a1, a2 ∈ A.
DEMOSTRACIO´N: Para (f, g) : 〈A,≤A〉  〈B,≤B〉, la demostracio´n de los
puntos 1 y 2 es exactamente igual a la realizada en el Teorema 2.5, para la
cual no se utiliza la hipo´tesis de que f es una aplicacio´n sobreyectiva.
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Recı´procamente, dados 〈A,≤A〉 un conjunto ordenado y f : A→ B que
cumplen los puntos 1 y 2, se probara´ que f es el adjunto por la izquierda de
una aplicacio´n g : B → A.
Por el Teorema 2.5, existe un orden parcial≤f(A) en f(A) y una aplicacio´n
g′ : f(A)→ B tal que (f, g′) : 〈A,≤A〉 〈f(A),≤f(A)〉.
Ahora, considerado un elemento arbitrario m ∈ f(A), el orden parcial
≤f(A) induce un orden parcial ≤m en B, como se indica en el Lema 2.5, y se
puede definir una aplicacio´n jm : B → f(A) tal que (i, jm) : 〈f(A),≤f(A)〉
〈B,≤m〉, segu´n el Lema 2.6.
Finalmente, se demostrara´ que la composicio´n g = g′ ◦ jm : B → A junto
con la aplicacio´n f forman una adjuncio´n entre A y B. Sean a ∈ A y b ∈ B
tales que a ≤A g(b). Si b ∈ f(A), por la definicio´n de jm y por ser (f, g′)
adjuncio´n, se tiene que a ≤A g(b) = g′(b) si y so´lo si f(a) ≤f(A) b, lo cual
implica, por la definicio´n de ≤m, que a ≤A g(b) si y so´lo si f(a) ≤m b.
Si b /∈ f(A), por la definicio´n de jm y por ser (f, g′) adjuncio´n, se tiene
que a ≤A g(b) = g′(m) si y so´lo si f(a) ≤f(A) m, lo que es equivalente a
f(a) ≤m b. 2
Gra´ficamente, se obtiene el siguiente diagrama conmutativo de adjun-
ciones, en el que la aplicacio´n anterior g′ es la composicio´n (max ◦ ϕ−1).
A B
A≡f f(A)
f
pi
g=max◦ϕ−1◦jm
jmmax
ϕ
ϕ−1
i
Para finalizar esta seccio´n se presentan dos contraejemplos, en los que
se muestra que ninguna de las condiciones del teorema anterior pueden ser
eliminadas.
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Ejemplo 2.1 Sean A = {a, b, c}, B = {d, e} dos conjuntos y f : A → B la
aplicacio´n sobreyectiva definida como f(a) = d y f(b) = f(c) = e. Entonces
las clases de equivalencia respecto a la relacio´n nu´cleo son [a]≡f = {a} y
[b]≡f = [c]≡f = {b, c}.
La condicio´n 1 no puede ser eliminada: Se considera un orden parcial en
A donde a ≤A b, a ≤A c y b, c no esta´n relacionados. Obse´rvese
que segu´n la definicio´n de f , se tiene que [b]≡f = {b, c} y no exis-
te max ([b]≡f ).
a
b
c
d e
〈A,≤A〉
B
Figura 2.1: f : 〈A,≤A〉 → B tal que f(a) = d y f(b) = f(c) = e.
Si se supone que existe un orden en B y un adjunto por la dere-
cha g, dado que f(b) = e se tendrı´a que g(e) = max f−1(e↓) =
max f−1(e) = max ([b]≡f ), lo cual es una contradiccio´n ya que se ha
visto que max ([b]≡f ) no existe.
La condicio´n 2 no puede ser eliminada: Ahora, se considera otro orden
distinto en A donde b ≤A a ≤A c y la misma aplicacio´n f .
b
a
c
d e〈A,≤A〉 B
Figura 2.2: f : 〈A,≤A〉 → B tal que f(a) = d y f(b) = f(c) = e.
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En este caso, se verifica la Condicio´n 1, ya que existen ambos max [a]≡f =
a y max [b]≡f = c. Claramente no se cumple la Condicio´n 2 ya que
siendo b ≤A a se tiene que max [a]≡f ≤A max [b]≡f . De este modo,
nuevamente, el adjunto por la derecha g de la aplicacio´n f no puede
existir ya que f nunca podra´ ser una aplicacio´n iso´tona siendo d y e
distintos.
2.3.2. Entre conjuntos preordenados
En esta seccio´n se extienden los resultados anteriormente desarrollados
a conjuntos preordenados, es decir, se trabajara´ con conjuntos dotados de
relaciones reflexivas y transitivas. Ana´logamente al problema resuelto en la
seccio´n anterior, la situacio´n de partida es una aplicacio´n f : 〈A,.A〉 → B
tal que el conjunto de origen A es un conjunto preordenado y el codominio
B es un conjunto no necesariamente dotado de estructura.
La idea subyacente en el estudio de condiciones necesarias y suficientes
para la existencia de un adjunto por la derecha y un preorden en el conjunto
B, es similar a la utilizada en la Seccio´n 2.3.1, pero la ausencia de antisimetrı´a
hace ma´s complicados los ca´lculos que en el caso de o´rdenes parciales.
Con el fin de estudiar la existencia de los adjuntos en este marco de
trabajo, es necesario utilizar la relacio´n nu´cleo sime´trico ≈A junto con la
relacio´n nu´cleo≡f , anteriormente definidas en (2.1) y (2.3) respectivamente.
Estas dos relaciones se utilizan conjuntamente en la relacio´n p-nu´cleo, la cual
se define a continuacio´n:
Definicio´n 2.2 Sea 〈A,.A〉 un conjunto preordenado y f : A → B una
aplicacio´n. La relacio´n p-nu´cleo ∼=A en A es el cierre transitivo de la unio´n de
las relaciones nu´cleo sime´trico ≈A y nu´cleo ≡f .
La definicio´n anterior se puede describir de la siguiente forma: dados
a1, a2 ∈ A, se tiene que a1 ∼=A a2 si y so´lo si existe una cadena finita
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{xi}i∈{1,...,n} ⊆ A tal que x1 = a1, xn = a2 y, para todo i ∈ {1, . . . , n− 1}, o
bien xi ≡f xi+1 o bien xi ≈A xi+1.
Por otro lado, como se ha expuesto en la Seccio´n 2.2, un subconjun-
to de un conjunto preordenado no tiene un u´nico elemento ma´ximo. Por
consiguiente se necesita introducir herramientas que permitan trabajar con
relaciones definidas entre subconjuntos. Para ello, se recuerda la nocio´n de
preorden de Hoare entre subconjuntos de un conjunto preordenado, y a
continuacio´n se introduce una caracterizacio´n alternativa a la definicio´n.
Definicio´n 2.3 Sea 〈A,.A〉 un conjunto preordenado y X,Y subconjuntos
de A. Se define vH , la relacio´n de Hoare, X vH Y si y so´lo si, para todo
x ∈ X existe y ∈ Y tal que x .A y.
Observacio´n 2.3 Si 〈A,.A〉 es un conjunto preordenado, entonces tambie´n 〈2A,vH
〉 es un conjunto preordenado:
dado X ⊆ 2A, por la reflexividad de .A, se tiene que para todo x ∈ X , x .A x,
lo cual implica que X vH X . Ahora, dados X,Y, Z ⊆ 2A tales que X vH Y e
Y vH Z, para todo x ∈ X , existe y ∈ Y tal que x .A y. Por otro lado, para el
elemento y ∈ Y , existe z ∈ Z tal que y .A z. Utilizando la propiedad transitiva de
.A, se obtiene entonces que x .A z, lo cual implica que X vH Z.
Definicio´n 2.4 Sea 〈A,.A〉 un conjunto preordenado y X un subconjunto
de A. Se dice que X es cı´clico si x ≈A y para cualesquiera x, y ∈ X.
Lema 2.7 Sea 〈A,.A〉 un conjunto preordenado y X,Y ⊆ A no vacı´os, donde Y
es cı´clico. Entonces, las siguientes afirmaciones son equivalentes:
1. X vH Y .
2. Existen x ∈ X e y ∈ Y tales que x .A y.
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3. x .A y, para todo x ∈ X y para todo y ∈ Y .
DEMOSTRACIO´N: Las implicaciones 1⇒ 2 y 3⇒ 1 son directas.
Se probara´ que 2⇒ 3. Para ello, se considera x ∈ X e y ∈ Y . Utilizando
la hipo´tesis, existe y1 ∈ Y tal que x .A y1. Como Y es cı´clico, se tiene que
y1 .A y para todo y ∈ Y . Por tanto, x .A y para todo x ∈ X e y ∈ Y . 2
A continuacio´n, introducimos una notacio´n que se usara´ en el resto de la
seccio´n.
Definicio´n 2.5 Sea 〈A,.A〉 un conjunto preordenado y sean X,S subcon-
juntos de A. Se denota por UB(X) al conjunto de las cotas superiores de X .
Para todo a ∈ A, se define el conjunto ϕS (a) como
ϕS (a) = p-min(UB([a]∼=A) ∩ S)
donde [a]∼=A denota la clase de equivalencia del elemento a con respecto a la
relacio´n p-nu´cleo ∼=A.
El primer objetivo de esta seccio´n es encontrar condiciones suficientes
para, dada una aplicacio´n sobreyectiva f : A→ B donde A = 〈A,.A〉 es un
conjunto preordenado yB es un conjunto no dotado de estructura, definir un
preorden adecuado en B tal que exista un adjunto por la derecha de f . Para
esta bu´squeda se procedera´ como en el Lema 2.2, aunque el procedimiento,
en este caso, sera´ ma´s que una mera adaptacio´n de los resultados obtenidos
en el caso de conjuntos parcialmente ordenados.
Lema 2.8 Sea A = 〈A,.A〉 un conjunto preordenado y f : A→ B una aplicacio´n
sobreyectiva. Sea S un subconjunto de A tal que las siguientes condiciones se
verifican:
S ⊆
⋃
a∈A
p-max[a]∼=A
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ϕS (a) 6= ∅, para todo a ∈ A.
Si a1 .A a2, entonces ϕS (a1) vH ϕS (a2).
Entonces, existe un preorden .B en B y una aplicacio´n g : B → A tal que (f, g) :
A B.
DEMOSTRACIO´N: Se define la relacio´n .B en B de la siguiente forma:
b1 .B b2 si y so´lo si existen ai ∈ f−1(bi), i ∈ {1, 2}, tales que
ϕS (a1) vH ϕS (a2). (2.6)
La definicio´n de .B no depende de la eleccio´n de las preima´genes,
puesto que si f(x) = f(y) se verifica que [x]∼=A = [y]∼=A y, por tanto, ϕS (x) =
ϕS (y). Adema´s ϕS (x) es un subconjunto no vacı´o y cı´clico de A, para todo
x ∈ A, luego utilizando el Lema 2.7, la relacio´n.B definida en (2.6) se puede
escribir como sigue: b1 .B b2 si y so´lo si
existen ai ∈ f−1(bi) y ci ∈ ϕS (ai) para i ∈ {1, 2} con c1 .A c2. (2.7)
La relacio´n .B es un preorden:
Reflexividad: Por la segunda hipo´tesis, se tiene que ϕS (a) 6= ∅ para todo
a ∈ A. Por lo tanto, dado b ∈ B, para cualquier a ∈ f−1(b), se verifica
ϕS (a) vH ϕS (a) , lo cual implica que b .B b.
Transitividad: Supongamos que b1 .B b2 y b2 .B b3.
Como b1 .B b2, existe ai ∈ f−1(bi), y ci ∈ ϕS (ai) para i ∈ {1, 2} tal
que c1 .A c2.
Como b2 .B b3, existe a′j ∈ f−1(bj), y c′j ∈ ϕS (a′j) para j ∈ {2, 3} tal
que c′2 .A c′3.
Como a2, a′2 ∈ f−1(b2), se tiene que [a2]∼=A = [a′2]∼=A , lo cual implica
que ϕS (a2) = ϕS (a
′
2). Entonces, por ser ϕS (a2) un subconjunto cı´clico,
se obtiene c1 .A c2 ≈A c′2 .A c′3 y, como consecuencia, b1 .B b3.
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Dado que f es sobreyectiva, para todo b ∈ B se puede elegir xb ∈ A con
f(xb) = b y como por hipo´tesis, ϕS (xb) 6= ∅, se puede definir una aplicacio´n
g : B → A de forma que
g(b) ∈ ϕS (xb) donde xb ∈ f−1(b). (2.8)
Se finaliza la demostracio´n comprobando que (f, g) : 〈A,.A〉 〈B,.B〉.
Suponemos que f(a) .B b. Por la definicio´n de.B , existe a1 ∈ f−1(f(a)),
a2 ∈ f−1(b), c1 ∈ ϕS (a1) y c2 ∈ ϕS (a2) con c1 .A c2; como a1 ∈ f−1(f(a)) se
tiene que [a1]∼=A = [a]∼=A , y, por otro lado, como c1 ∈ UB[a1]∼=A = UB[a]∼=A
se obtiene que a .A c1. Sea xb ∈ f−1(b) tal que g(b) ∈ ϕS (xb). Como
a2, xb ∈ f−1(b), entonces [a2]∼=A = [xb]∼=A y, por tanto, ϕS (a2) = ϕS (xb).
Entonces, c2, g(b) ∈ ϕS (a2) lo cual implica que c2 ≈A g(b). De este modo,
como a .A c1 .A c2 ≈A g(b), entonces a .A g(b).
Supongamos ahora que a .A g(b), y se demostrara´ que f(a) .B b. Sea
xb ∈ f−1(b) tal que g(b) ∈ ϕS (xb). La desigualdad f(a) .B b, se probara´ en
tres pasos:
Primero, se vera´ que g(b) ∈ ϕS (g(b)): Como g(b) ∈ ϕS (xb), en particu-
lar g(b) ∈ S, y utilizando la hipo´tesis sobre S, se tiene que existe c ∈ A
tal que g(b) ∈ p-max[c]∼=A , lo cual implica que g(b) ∈ [c]∼=A = [g(b)]∼=A .
Por tanto, g(b) ∈ p-max[g(b)]∼=A ⊆ UB[g(b)]∼=A , obteniendo ası´ que
g(b) ∈ UB[g(b)]∼=A ∩ S. Ahora, dado t ∈ UB[g(b)]∼=A ∩ S, por ser t
cota superior de [g(b)]∼=A y g(b) ∈ [g(b)]∼=A , se tiene g(b) .A t, lo cual
implica que g(b) es un p-mı´nimo del conjunto UB[g(b)]∼=A ∩ S.
Ahora, se demostrara´ que ϕS (a) vH ϕS (xb). Como a .A g(b), por la
tercera hipo´tesis se tiene que ϕS (a) vH ϕS (g(b)). Por el Lema 2.7 y por
g(b) ∈ ϕS (g(b)), se tiene que z .A g(b) para todo z ∈ ϕS (a). Y como
g(b) ∈ ϕS (xb), entonces tambie´n ϕS (a) vH ϕS (xb).
Finalmente, como ϕS (a) vH ϕS (xb) para a ∈ f−1(f(a)) y xb ∈ f−1(b),
por la definicio´n de preorden dada en (2.6), se tiene que f(a) .B b.
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2
El siguiente lema se utilizara´ para la demostracio´n del resultado princi-
pal de esta seccio´n, que sera´ el Teorema 2.7. Este resultado es la adaptacio´n a
conjuntos preordenados del Lema 2.5 y de la parte final de la demostracio´n
del Teorema 2.6.
Lema 2.9 Sea 〈A,.A〉 un conjunto preordenado, B un conjunto y f : A → B.
Entonces, existe un preorden.B y una adjuncio´n (f, g) : 〈A,.A〉 〈B,.B〉 si y
so´lo si existe un preorden.f(A) y una adjuncio´n (f, g′) : 〈A,.A〉 〈f(A),.f(A)
〉.
DEMOSTRACIO´N: La implicacio´n directa es trivial, ya que se consideran
.f(A) y g′ como las restricciones a f(A) de .B y g, respectivamente.
Recı´procamente, se considera la adjuncio´n (f, g′) : 〈A,.A〉 〈f(A),.f(A)
〉. Se fija un elementom ∈ f(A) y se elige.B como el preorden extendido del
subconjunto f(A) al conjuntoB, tal y como se introdujo en la Proposicio´n 2.1.
Se considera g la extensio´n de g′ definida como sigue:
g(b) =
g′(b) si b ∈ f(A)g′(m) si b /∈ f(A)
Se comprobara´ que (f, g) : 〈A,.A〉 〈B,.B〉. Sean a ∈ A y b ∈ B tales
que a .A g(b). Si b ∈ f(A), se tiene g(b) = g′(b). Ası´, utilizando la hipo´tesis,
se obtiene que a .A g′(b) si y so´lo si f(a) .f(A) b, lo cual, por la definicio´n
de .B , es equivalente a f(a) .B b. Si b /∈ f(A), por la definicio´n de g se
tiene que a .A g′(m) lo cual equivale f(a) .f(A) m. Por la definicio´n de .B ,
se verifica f(a) .f(A) m si y so´lo si f(a) .B b. 2
A continuacio´n se presenta la versio´n del Teorema 2.6 para el actual mar-
co de trabajo. Este teorema es doble extensio´n del Lema 2.8 ya que, primero,
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la aplicacio´n f no es necesariamente sobreyectiva y, segundo, proporciona
las condiciones necesarias y suficientes para la existencia de una adjuncio´n.
Teorema 2.7 Dado cualquier conjunto preordenadoA = 〈A,.A〉 y una aplicacio´n
f : A→ B, existe un preorden B = 〈B,.B〉 y g : B → A tal que (f, g) : A B
si y so´lo si existe un subconjunto S de A tal que las siguientes condiciones se
verifican:
1. S ⊆
⋃
a∈A
p-max[a]∼=A
2. ϕS (a) 6= ∅, para todo a ∈ A.
3. Si a1 .A a2, entonces ϕS (a1) vH ϕS (a2), para a1, a2 ∈ A.
DEMOSTRACIO´N: Se supone que existe un preorden en B, la aplicacio´n g
tal que (f, g) : A B y se probara´ que se verifican las tres condiciones.
Para la condicio´n 1, se define S = g(f(A)), se considera g(f(a)) ∈ S y
bastara´ probar que g(f(a)) ∈ p-max[g(f(a))]∼=A . Dado x ∈ [g(f(a))]∼=A , se ra-
zonara´ por induccio´n sobre la longitud n de cualquier cadena {ai}i∈{0,...,n} ⊆
A tal que a0 = x, an = g(f(a)) y ai ≈A ai+1 o f(ai) = f(ai+1) para todo
i ∈ {0, . . . , n− 1}, para demostrar f(x) ≈B f(an):
Para n = 0, se tiene x = a0 = an = g(f(a)), por consiguiente f(a0) ≈B
f(g(f(a))).
Por hipo´tesis de induccio´n, se supone que el resultado es cierto para
cualquier cadena de longitud k. Sea {ai}i∈{0,...,k+1} ⊆ A una cadena
tal que a0 = x, ak+1 = g(f(a)) y para todo 0 ≤ i ≤ k, o ai ≈A ai+1 o
f(ai) = f(ai+1). Por la hipo´tesis de induccio´n, se cumple que f(a0) ≈B
f(ak). Hay dos posibilidades:
• Si ak ≈A ak+1, por ser f iso´tona, f(ak) ≈B f(ak+1) y por transiti-
vidad de .B , se tiene f(a0) ≈B f(ak+1).
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• Si f(ak) = f(ak+1), se obtiene de forma directa que f(ak) ≈B
f(ak+1). Ası´, de nuevo por transitividad, se tiene que f(a0) ≈B
f(ak+1).
Ahora, utilizando el Teorema 2.3, se sabe que f(g(f(a))) ≈B f(a), lo cual
implica que f(x) ≈B f(a). Ası´ f(x) .B f(a) y como (f, g) es adjuncio´n, se
obtiene que x .A g(f(a)), por lo tanto g(f(a)) ∈ p-max[g(f(a))]∼=A .
Para la condicio´n 2, se comprobara´ que g(f(a)) ∈ ϕS (a). Por definicio´n
se tiene que g(f(a)) ∈ S; entonces, se probara´ que g(f(a)) ∈ UB[a]∼=A , es
decir, x .A g(f(a)) para todo x ∈ [a]∼=A . Se razona por induccio´n sobre la
longitud n de cualquier cadena {ai}i∈{0,...,n} ⊆ A tal que a0 = a, an = x y
ai ≈A ai+1 o f(ai) = f(ai+1) para todo i ∈ {0, . . . , n− 1}:
Para n = 0, se tiene que a .A g(f(a)) puesto que por el Teorema 2.2
se tiene que g ◦ f es inflacionaria.
Se supone ahora que el resultado es cierto para cualquier cadena
de longitud k. Sea {ai}i∈{0,...,k+1} ⊆ A una cadena tal que a0 = a,
ak+1 = x y para todo 0 ≤ i ≤ k, o ai ≈A ai+1 o f(ai) = f(ai+1). Por
la hipo´tesis de induccio´n, se cumple que ak .A g(f(a0)). Hay dos
posibilidades:
• Si ak ≈A ak+1, por hipo´tesis, se tiene que ak+1 .A ak .A g(f(a0))
y por transitividad, x = ak+1 .A g(f(a)).
• Si f(ak) = f(ak+1) como f es iso´tona, f(ak+1) = f(ak) .A
f(g(f(a0))). Por tanto, de nuevo por ser adjuncio´n y por el Teore-
ma 2.3, se tiene que ak+1 .A g(f(g(f(a0)))) ≈A g(f(a0)).
Se ha probado que g(f(a)) ∈ UB[a]∼=A ∩ S y queda probar que es un p-
mı´nimo. Se considera x ∈ UB[a]∼=A ∩S; entonces z .A x para todo z ∈ [a]∼=A
y, por definicio´n de S, se sabe que existe a1 ∈ A tal que x = g(f(a1)). En
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particular, para z = a se tiene que, a .A g(f(a1)) lo cual implica g(f(a)) .A
g(f(g(f(a1)))) por ser f y g iso´tonas. Adema´s, por el Teorema 2.3, se obtiene
g(f(g(f(a1)))) ≈A g(f(a1)) = x, es decir g(f(a)) .A x.
Para probar la condicio´n 3, se consideran a1, a2 ∈ A tales que a1 .A a2.
Las aplicaciones f y g son iso´tonas, entonces g(f(a1)) .A g(f(a2)). De aquı´,
por el Lema 2.7, se obtiene directamente que ϕS (a1) v ϕS (a2), ya que se ha
probado que g(f(a)) ∈ ϕS (a) para todo a ∈ A.
Recı´procamente, si se suponen las condiciones 1, 2, y 3, entonces por el
Lema 2.8 y el Lema 2.9, existe un preorden B = 〈B,.B〉 y una aplicacio´n
g : B→ A tal que (f, g) : A B. 2
Finalizamos esta seccio´n con una serie de observaciones sobre las condi-
ciones necesarias y suficientes obtenidas en el Teorema 2.7. En la Seccio´n 2.3.1
se probo´ que, dado un conjunto parcialmente ordenado 〈A,≤A〉 y una apli-
cacio´n f : A → B, existe un orden ≤B en B y una aplicacio´n g : B → A
tal que (f, g) es una adjuncio´n entre los conjuntos parcialmente ordenados
〈A,≤A〉 y 〈B,≤B〉 si y so´lo si
(I) Existe max ([a]≡f ) para todo a ∈ A.
(II) a1 ≤A a2 implica max ([a1]≡f ) ≤A max ([a2]≡f ), para todo a1, a2 ∈ A.
Estas dos condiciones esta´n estrechamente relacionadas con las dife-
rentes caracterizaciones de la nocio´n de adjuncio´n, que se muestran en el
Teorema 1.4 (apartados 5 y 6). Concretamente:
La condicio´n (I) hace referencia a la definicio´n del adjunto por la
derecha, pues si b ∈ B y existe a ∈ A tal que f(a) = b, siendo (f, g)
adjuncio´n, entonces, necesariamente, g(b) = max ([a]≡f ): en efecto,
por el Teorema 1.4, el Lema 2.1, y la definicio´n de [a]≡f , se tiene
g(f(a)) = max f−1(f(a)↓) = max f−1(f(a)) = max ([a]≡f )
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Mientras que la condicio´n (II) hace referencia a la isotonı´a de ambas
aplicaciones f y g.
En el caso de los preo´rdenes, en el Teorema 2.7 las condiciones 1, 2 y 3 reflejan
las consideraciones realizadas en el pa´rrafo anterior, pero en este contexto
de trabajo se requiere una formalizacio´n distinta. Formalmente la condicio´n
(I) esta´ implı´cita en las condiciones 1 y 2, ya que si b ∈ B y f(a) = b,
entonces g(b) no necesariamente estara´ en la misma clase del elemento a
pero sı´ sera´ ma´ximo en su clase, es decir, g(f(a)) ∈ p-max[g(f(a))]∼=A . Por
consiguiente:
La condicio´n 1, S ⊆
⋃
a∈A
p-max[a]∼=A , garantiza trabajar con elementos
que verifican el hecho anteriormente mencionado, ya que S satisface
que s ∈ p-max[s]∼=A para todo s ∈ S.
Obse´rvese que la condicio´n 1 es demasiado de´bil en relacio´n con la
condicio´n (I). Sin embargo, la condicio´n 2 proporciona los requisi-
tos necesarios para poder definir de forma adecuada la aplicacio´n
g como adjunto por la derecha de f . Es decir, si b ∈ B y existe
a ∈ A tal que f(a) = b, cuando (f, g) es una adjuncio´n entre preo´rde-
nes, se tiene que, necesariamente, g(f(a)) ∈ UB[a]∼=A ∩ S y que
g(f(a)) ∈ p-min(UB([a]∼=A) ∩ S) = ϕS (a) para todo a ∈ A (tal y como
se comprobo´ en la demostracio´n del Teorema 2.7).
De este modo, con las condiciones 1 y 2 se garantiza que si b ∈ B, f(a) = b y
(f, g) es una adjuncio´n, entonces g(f(a)) ∈ S es una cota superior minimal
de [a]∼=A .
Finalmente, la condicio´n 3 es una adaptacio´n de la condicio´n (II) descrita
en los te´rminos introducidos anteriormente.
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2.3.3. Unicidad en la construccio´n de adjunciones.
La unicidad del adjunto por la derecha de una aplicacio´n entre conjuntos
parcialmente ordenados ya se ha comentado en secciones anteriores. Con-
cretamente, dados dos conjuntos parcialmente ordenados 〈A,≤A〉 y 〈B,≤B〉
y una aplicacio´n f : A → B, si existe g : B → A tal que el par (f, g) es una
adjuncio´n, entonces g esta´ unı´vocamente determinada.
Este comportamiento fue analizado en la Seccio´n 2.3.1, donde la propie-
dad de unicidad se extendio´, en el caso de aplicaciones sobreyectivas, no
so´lo al adjunto por la derecha, sino tambie´n a la relacio´n de orden definida
sobre el codominio. Por consiguiente, dada una aplicacio´n sobreyectiva f de
un conjunto parcialmente ordenado 〈A,≤A〉 a un conjunto no necesariamen-
te dotado de estructura B, se han proporcionado condiciones necesarias y
suficientes para asegurar la existencia de un orden≤B enB y una aplicacio´n
g : B → A tal que (f, g) es una adjuncio´n, donde tanto el orden ≤B como la
aplicacio´n g esta´n determinados de forma u´nica por ≤A y f .
A diferencia del caso de conjuntos parcialmente ordenados, dados dos
conjuntos preordenados 〈A,.A〉 y 〈B,.B〉 y una aplicacio´n f : A → B,
la unicidad de la aplicacio´n g : B → A tal que (f, g) : 〈A,.A〉  〈B,.B
〉, cuando existe, no se puede garantizar. Sin embargo, por la definicio´n
del adjunto por la derecha, se observa que si g1 y g2 son adjuntos por la
derecha de una misma aplicacio´n f , entonces, por el Teorema 2.2, g1(b) ∈
p-max f−1(b↓) y g2(b) ∈ p-max f−1(b↓) para todo b ∈ B. Por consiguiente,
en virtud de la Observacio´n 2.2, g1(b) ≈A g2(b) para todo b ∈ B. En este
caso, se podrı´a decir que el adjunto por la derecha es esencialmente u´nico.
Veamos algunos ejemplos donde apoyar estas consideraciones.
Ejemplo 2.2 Sean A = {a, b, c, d}, B = {o, p, q} dos conjuntos. Se considera
en A el orden total en el que a ≤A b ≤A c ≤A d.
Sea f : A → B definida como f(a) = f(c) = p, f(b) = o y f(d) = q
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tal y como se representa en la siguiente figura. Las clases de equivalencia
de la relacio´n nu´cleo ≡f en A, son las siguientes: [a]≡f = [c]≡f = {a, c},
[b]≡f = {b} y [d]≡f = {d}.
a
b
c
d
o
p
q
〈A,≤A〉 B
Figura 2.3: f : 〈A,≤A〉 → B tal que f(a) = f(c) = p, f(b) = o y f(d) = q.
Se puede observar que f es sobreyectiva, y que no se verifican las con-
diciones del Teorema 2.6, concretamente la segunda, ya que a ≤A b pero
max ([b]≡f ) ≤A max ([a]≡f ). Por consiguiente, se puede asegurar que no
existe ninguna relacio´n de orden parcial en B y ninguna g : B → A de forma
que (f, g) sea una adjuncio´n entre conjuntos parcialmente ordenados.
Sin embargo, si se relajan las condiciones y se busca construir una adjun-
cio´n entre conjuntos preordenados, entonces existe un preorden (en concreto
ma´s de uno) y un adjunto por la derecha de f . Ve´ase este hecho en los
siguientes casos, en los cuales se construira´n diferentes adjuntos por la
derecha para la aplicacio´n f : A→ B definida en el Ejemplo 2.2.
Ejemplo 2.3 Como la relacio´n definida en A es un orden total, la relacio´n
nu´cleo sime´trico es trivial, por lo que≡f coincide con∼=A. Obse´rvese adema´s
que
⋃
x∈A
p-max[x]∼=A = {b, c, d}. Para su subconjunto S1 = {c, d}, se verifican
tambie´n las condiciones 2 y 3 del Teorema 2.7:
2. Es sencillo comprobar que ϕS1(x) = p-min(UB[x]∼=A ∩ S1) 6= ∅ para
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todo x ∈ A, puesto que p-min(UB[a]∼=A∩S1) = p-min(UB[c]∼=A∩S1) =
p-min(UB[b]∼=A ∩ S1) = {c} y p-min(UB[d]∼=A ∩ S1) = {d}.
3. Asimismo, con el ca´lculo anterior, es directo comprobar que si a1 .A a2
entonces p-min(UB[a1]∼=A ∩ S1) vH p-min(UB[a2]∼=A ∩ S1) para todo
a1, a2 ∈ A.
Por consiguiente, como resultado tenemos que existe un preorden.B en
B y una aplicacio´n g1 : B → A tal que el par (f, g1) es una adjuncio´n entre
los preo´rdenes 〈A,≤A〉 y 〈B,.B〉.
Siguiendo la demostracio´n del Lema 2.8, podemos deducir las definicio-
nes del preorden en B y de la aplicacio´n g1 :
como ϕS1(a) vH ϕS1(b) entonces p .B o; asimismo, ϕS1(a) vH ϕS1(d)
por tanto, p .B q; tambie´n ϕS1(b) vH ϕS1(a) y ϕS1(b) vH ϕS1(d), lo cual
implica o .B p y o .B q, respectivamente; adema´s, la relacio´n es reflexiva
puesto que ϕS1(x) vH ϕS1(x), para todo x ∈ A.
Por otro lado, g1(y) = ϕS1(x), para x ∈ f−1(y) para todo y ∈ B. Teniendo
en cuenta que f−1(o) = {b}, f−1(p) = {a, c} y f−1(q) = {d}, la definicio´n de
g1 es la siguiente: g1(o) = g1(p) = c y g1(q) = d (ver Figura 2.4).
a
b
c
d
q
o≈p
〈A,.A〉 〈B,.B〉
Figura 2.4: g1 : 〈B,.B〉 → 〈A,.A〉 tal que g1(o) = g1(p) = c y g1(q) = d.
Ejemplo 2.4 Conside´rese ahora S2 = {d} otro subconjunto distinto de
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⋃
x∈A
p-max[x]∼=A . Se comprueba a continuacio´n que tambie´n verifica las con-
diciones del Teorema 2.7:
2. En este caso, p-min(UB[x]∼=A ∩ S2) = {d} para todo x ∈ A.
3. Como consecuencia, de forma directa, si a1 .A a2 entonces p-min(UB[a1]∼=A∩
S1) vH p-min(UB[a2]∼=A ∩ S1) para todo a1, a2 ∈ A.
Como ϕS(x) = {d} para todo x ∈ A, siguiendo de nuevo la demostracio´n
del Lema 2.8 para la definicio´n de un preorden nuevo .′B , se deduce que
b1 .′B b2 para cualesquiera b1, b2 ∈ B o, dicho de otro modo, o ≈′B p y
p ≈′B q. Adema´s la definicio´n del adjunto por la derecha g2 : B → A es
constante, a saber, g2(b) = d para todo b ∈ B (ver Figura 2.5).
a
b
c
d
o≈′Bp≈′Bq〈A,.A〉 〈B,.′B〉
Figura 2.5: g2 : 〈B,.′B〉 → 〈A,.A〉 tal que g2(o) = g2(p) = g2(q) = d.
Tal y como se ha podido comprobar en los ejemplos anteriores, en un
conjunto preordenado 〈A,.A〉 la eleccio´n de un subconjunto S que verifi-
que las condiciones 1, 2 y 3 del Teorema 2.7 condiciona las definiciones de
los preo´rdenes inducidos en B. A continuacio´n, se vera´ un resultado que
permite establecer que´ relacio´n existe entre ellos.
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Teorema 2.8 Sea A = 〈A,.A〉 un conjunto preordenado y f : A → B una
aplicacio´n sobreyectiva. Sean S1, S2 ⊆
⋃
a∈A
p-max[a]∼=A subconjuntos de A tales
que S1 ⊆ S2 y cumplen las siguientes condiciones:
ϕS1 (a) 6= ∅ 6= ϕS2 (a), para todo a ∈ A.
si a1 .A a2, entonces ϕS1 (a1) vH ϕS1 (a2) y ϕS2 (a1) vH ϕS2 (a2).
Sean .1 y .2 preo´rdenes en B inducidos por S1 y S2, respectivamente. Entonces,
b1 .2 b2 implica que b1 .1 b2 para todo b1, b2 ∈ B.
DEMOSTRACIO´N: Sean b1, b2 ∈ B tales que b1 .2 b2. Por la definicio´n de
.2, existen ai ∈ f−1(bi) para i ∈ {1, 2}, tales que ϕS2 (a1) v ϕS2 (a2). Uti-
lizando que ϕS1 (a) 6= ∅ 6= ϕS2 (a), se eligen c1 ∈ ϕS1 (a1) y c2 ∈ ϕS1 (a2) y
se probara´ que c1 .A c2. Como S1 ⊆ S2, se tiene que ϕS1 (a1) ⊆ ϕS2 (a1) y
ϕS1 (a2) ⊆ ϕS2 (a2). Por consiguiente, c1 ∈ ϕS2 (a1) y c2 ∈ ϕS2 (a2) y, utilizan-
do que ϕS2 (a1) v ϕS2 (a2) y el Lema 2.7, se obtiene que c1 .A c2, lo cual es
equivalente a que b1 .1 b2. 2
Observacio´n 2.4 Obse´rvese que en las condiciones del teorema anterior, consi-
derando S =
⋃
a∈A
p-max[a]∼=A , el preorden correspondiente inducido en B es-
tara´ siempre contenido en cualquier otro preorden inducido en B por cualquier
subconjunto de S.
Para finalizar este capı´tulo se presenta un ejemplo para ilustrar el resul-
tado anterior.
Ejemplo 2.5 Se considera la misma aplicacio´n f : A → B utilizada en los
Ejemplos 2.3 y 2.4.
El subconjunto S1 = {c, d} induce el preorden.1 definido en la siguiente
Figura 2.6.
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q
o≈p
Figura 2.6: 〈B,.1〉 preorden inducido por S1.
o≈p≈ q
Figura 2.7: 〈B,.2〉 preorden inducido por S2.
Para S2 = {d} el preorden inducido, .2, esta´ definido en la Figura 2.7.
Finalmente, para S3 =
⋃
x∈A
p-max[x]∼=A = {b, c, d}, el preorden inducido
es el definido en la Figura 2.8. En efecto, en primer lugar, ve´ase que ϕS(a) =
ϕS(c) = {c};ϕS(b) = {b} y ϕS(d) = {d}. Como ϕS(a) vH ϕS(d), entonces
p .B q; tambie´n ϕS(b) vH ϕS(a) y ϕS(b) vH ϕS(d), lo cual implica o .B p
y o .B q, respectivamente; adema´s, la relacio´n es reflexiva puesto que
ϕS(x) vH ϕS(x), para todo x ∈ A. Sin embargo, para S3 no se puede
construir el adjunto derecho de f ya que no cumple la condicio´n 3 del
Teorema 2.7.
o
p
q
Figura 2.8: 〈B,.3〉 preorden inducido por S3
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2.4. Sistemas de cierre y adjunciones en preo´rdenes
Existe una estrecha relacio´n entre adjunciones definidas en conjuntos
parcialmente ordenados y operadores de cierre, tal y como se indico´ en la
Seccio´n 1.3, concretamente en la Proposicio´n 1.3. En ausencia de antisimetrı´a,
esta relacio´n no es biunı´voca exactamente, pero siguen siendo nociones muy
pro´ximas.
Por tanto, parece natural que la construccio´n de adjunciones tal y como
se ha descrito en las secciones anteriores, se pueda explicar en te´rminos de
operadores de cierre. Ese es el objetivo de esta seccio´n.
Se empezara´ adaptando ambas nociones al caso de conjuntos preordena-
dos. Para ello se utiliza la relacio´n nu´cleo sime´trico ≈A sobre un conjunto
preordenado 〈A,.A〉, la cual se introdujo en (2.1) (Seccio´n 2.2).
Definicio´n 2.6 Sea A = 〈A,.A〉 un conjunto preordenado y la relacio´n
nu´cleo sime´trico ≈A.
1. Una aplicacio´n c : A→ A se dice que es una aplicacio´n≈A-idempotente,
si (c ◦ c)(a) ≈A c(a), para todo a ∈ A.
2. Una aplicacio´n c : A→ A se dice que es un operador de ≈A-cierre si c
es inflacionaria, iso´tona y ≈A-idempotente.
3. Un subconjunto S ⊆ A es un sistema de ≈A-cierre si el conjunto
p-min(a↑ ∩ S) es no vacı´o para todo a ∈ A.
La nocio´n de conjunto ≈A-cerrado puede encontrarse en [24], mientras
que la versio´n anterior de sistema de≈A-cierre se entiende como una nocio´n
novedosa de este trabajo.
Proposicio´n 2.2 Sea A = 〈A,.A〉 un conjunto preordenado.
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Si c : A→ A es un operador de ≈A-cierre, entonces el subconjunto
Sc = {a ∈ A | c(a) ≈A a}
es un sistema de ≈A-cierre.
Si S un sistema de ≈A-cierre, entonces cualquier aplicacio´n c : A → A tal
que c(a) ∈ p-min(a↑ ∩ S) para todo a ∈ A, es un operador de ≈A-cierre.
DEMOSTRACIO´N:
Si c : A → A es un operador de ≈A-cierre, se demostrara´ que c(a) ∈
p-min(a↑∩ Sc). Por ser c inflacionaria y≈A-idempotente, se tiene que c(a) ∈
a↑∩ Sc. Dado x ∈ a↑∩ Sc, por ser c iso´tona, se tiene que c(a) .A c(x). Y como
x ∈ Sc, se obtiene que c(a) .A c(x) ≈A x, lo cual implica que c(a) .A x.
Ahora, sea S ⊆ A un sistema de ≈A-cierre y c : A → A tal que c(a) ∈
p-min(a↑∩ S) para todo a ∈ A. Como c(a) ∈ a↑, se tiene de forma directa que
c es inflacionaria. Adema´s, como c(c(a)) ∈ p-min(c(a)↑∩ S) y c(a) ∈ c(a)↑∩S
entonces c(c(a)) .A c(a). Por otro lado, como c es inflacionaria, se tiene que
c(a) .A c(c(a)). Obteniendo ası´ que c es ≈A-idempotente. Ahora, dados
a1 .A a2, por ser c inflacionaria, se tiene que a1 .A a2 .A c(a2). Por
consiguiente c(a2) ∈ a1↑, y como c(a2) ∈ S se tiene que c(a2) ∈ a1↑ ∩ S.
Utilizando que c(a1) ∈ p-min(a1↑ ∩ S), se obtiene que c(a1) .A c(a2), lo
cual demuestra que c es iso´tona. 2
Definicio´n 2.7 Sea A = 〈A,.A〉 un conjunto preordenado.
Si c : A→ A es un operador de ≈A-cierre, entonces al sistema de ≈A-
cierre Sc = {a ∈ A | c(a) ≈A a} se le denomina sistema de ≈A-cierre
asociado a c.
Si S es un sistema de≈A-cierre, entonces a cualquier aplicacio´n cS : A→
A tal que cS(a) ∈ p-min(a↑∩ S) para todo a ∈ A, se la denominara´ ope-
rador de ≈A-cierre asociado a S.
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Como se ha comentado, en conjuntos parcialmente ordenados, existe
una relacio´n biunı´voca entre operadores de cierre y sistemas de cierre (para
cada operador de cierre, se tiene c = cSc y para cualquier sistema de cierre
se tiene S = ScS ,ve´ase Proposicio´n 1.2). Esta relacio´n entre ambas nociones
se debilita cuando trabajamos con conjuntos preordenados, como se expone
en la siguiente proposicio´n.
Proposicio´n 2.3 Sea A = 〈A,.A〉 un conjunto preordenado.
1. Si c : A → A es un operador de ≈A-cierre, entonces c(a) ≈A cSc(a) para
todo a ∈ A.
2. Si S es un sistema de ≈A-cierre entonces S ⊆ ScS y para todo s1 ∈ ScS
existe s2 ∈ S tal que s1 ≈A s2.
DEMOSTRACIO´N: Recordemos que Sc = {a ∈ A | c(a) ≈A a} es el sistema
de ≈A-cierre asociado a un operador de ≈A-cierre c : A→ A, y el operador
de≈A-cierre cSc : A→ A satisface que cSc(a) ∈ p-min(a↑∩Sc). Por una parte,
para todo a ∈ A, como cSc(a) ∈ p-min(a↑ ∩ Sc), se tiene que a .A cSc(a) y
cSc(a) ∈ Sc, lo cual implica que c(cSc(a)) ≈A cSc(a). Utilizando la isotonı´a
de c, se obtiene c(a) .A c(cSc(a)). Por transitividad, c(a) .A cSc(a). Por
otro lado, utilizando de nuevo que cSc(a) ∈ p-min(a↑ ∩ Sc), se obtiene que
cSc(a) .A u para todo u ∈ a↑ ∩ Sc. Por tanto, como c(a) ∈ Sc, entonces
cSc(a) .A c(a).
Para probar el segundo apartado, se considera un sistema de ≈A-cierre
S, un operador de ≈A-cierre cS : A → A asociado a S (es decir, tal que
cS(a) ∈ p-min(a↑ ∩ S) para todo a ∈ A) y el sistema de ≈A-cierre ScS =
{a ∈ A | cS(a) ≈A a}. Para cualquier a ∈ S, se tiene que a ∈ a↑ ∩ S y
como cS(a) ∈ p-min(a↑ ∩ S) entonces cS(a) .A a. Utilizando que cS es
inflacionaria, se tiene que cS(a) ≈A a, es decir, a ∈ ScS . Por tanto, se ha
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probado que S ⊆ ScS . Adema´s, si s1 ∈ ScS entonces s2 = cS(s1) ≈A s1 y
s2 ∈ S ya que cS(s1) ∈ p-min(s↑1 ∩ S). 2
Ahora introducimos la nocio´n de compatibilidad con una relacio´n de
equivalencia.
Definicio´n 2.8 Sea A = 〈A,.A〉 un conjunto preordenado y una relacio´n de
equivalencia ∼ en A.
1. Un operador de ≈A-cierre c : A→ A se dice que es compatible con ∼
si a ∼ b implica que c(a) ≈A c(b) para todo a, b ∈ A.
2. Ana´logamente, un sistema de ≈A-cierre S se dice que es compatible
con ∼ si a .A s implica que [a]∼ ⊆ s↓, para todo a ∈ A, s ∈ S.
La nocio´n de compatibilidad de la definicio´n anterior se mantiene cuan-
do nos movemos entre operadores y sistemas de ≈A-cierre, en el sentido de
la Proposicio´n 2.2. Este hecho se formaliza en el siguiente resultado:
Lema 2.10 Sea c : A→ A un operador de≈A-cierre compatible con una relacio´n de
equivalencia∼ sobreA. Entonces, el sistema de≈A-cierre asociado a c es compatible
con ∼.
Recı´procamente, dado S un sistema de ≈A-cierre compatible con ∼, entonces
cualquier operador de ≈A-cierre asociado a S es, tambie´n, compatible con ∼.
DEMOSTRACIO´N: Sean c : A→ A un operador de ≈A-cierre compatible con
∼ y Sc = {a ∈ A | c(a) ≈A a} el sistema de ≈A-cierre asociado a c. Sean
a ∈ A y s ∈ Sc tales que a .A s. Para todo x ∈ [a]∼, por compatibilidad de c
con ∼, se tiene que c(x) ≈A c(a), y, como c es un operador de ≈A-cierre, se
concluye que x .A c(x) ≈A c(a) .A c(s) ≈A s. Por tanto, x .A s para todo
x ∈ [a]∼, lo cual es equivalente a que [a]∼ ⊆ s↓, es decir, Sc es compatible
con ∼.
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Recı´procamente, sea S un sistema de ≈A-cierre compatible con ∼ y
sea cS un operador de ≈A-cierre tal que cS(a) ∈ p-min(a↑ ∩ S) para todo
a ∈ A. Sean a, b ∈ A tales que a ∼ b. Como a .A cS(a) y b ∈ [a]∼, por
compatibilidad de S con ∼, se tiene que [a]∼ ⊆ cS(a)↓, es decir, b .A cS(a).
Por tanto, utilizando que c es un operador de ≈A-cierre, se obtiene que
cS(b) .A cS(cS(a)) ≈A cS(a). De forma ana´loga, como b .A cS(b) y a ∈ [b]∼,
se obtiene que cS(a) .A cS(cS(b)) ≈A cS(b). Por tanto, cS(a) ≈A cS(b). 2
Lema 2.11 Sean A = 〈A,.A〉 un conjunto preordenado y una aplicacio´n f : A→
B. Un sistema de ≈A-cierre es compatible con la relacio´n nu´cleo ≡f si y so´lo si es
compatible con la relacio´n p-nu´cleo ∼=A.
DEMOSTRACIO´N: Sea S un sistema de ≈A-cierre compatible con ≡f , es
decir, dados a ∈ A y s ∈ S tales que a .A s se tiene que [a]≡f ⊆ s↓. Se
probara´ que [a]∼=A ⊆ s↓.
Dado x ∈ [a]∼=A , razonamos por induccio´n sobre la longitud n de cual-
quier cadena que conecta los elementos a y x para probar que x .A s:
El caso base n = 0 es directo, ya que si x = a se cumple por hipo´tesis
que a .A s.
Se supone cierto el resultado para cualquier cadena de longitud k,
y se considera una cadena finita {xi}i∈{0,...,k+1} ⊆ A tal que x0 = a,
xk+1 = x y, para todo i ∈ {0, . . . , k}, o xi ≡f xi+1 o xi ≈A xi+1 y por
tanto, xk .A s. Ahora, se tienen las dos posibilidades siguientes:
• Si xk ≈A xk+1, en particular xk+1 .A xk .A s, segu´n hipo´tesis
de induccio´n.
• Si f(xk) = f(xk+1), entonces se tiene que xk+1 ∈ [xk]≡f . Como
xk .A s, utilizando la compatibilidad con ≡f , se deduce que
[xk]≡f ⊆ s↓, por tanto xk+1 .A s.
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La implicacio´n recı´proca es trivial, ya que la relacio´n ≡f esta´ contenida en
la relacio´n ∼=A. 2
En la Seccio´n 2.3.2, se abordo´ el problema de definir un preorden sobre
un conjunto B no necesariamente dotado de estructura, donde B es el
codominio de una aplicacio´n f : A → B, y una aplicacio´n g : B → A de
forma que (f, g) sea una adjuncio´n entre los conjuntos preordenados A y
B. Por tanto, si (f, g) es una adjuncio´n entre los conjuntos preordenados A
y B, por el Teorema 2.2, se tiene que la composicio´n g ◦ f es inflacionaria
e iso´tona, y, por el Teorema 2.3, g ◦ f es ≈A-idempotente. De este modo,
si (f, g) es una adjuncio´n entre los conjuntos preordenados A y B, se tiene
que la composicio´n g ◦ f es un operador de ≈A-cierre. Adema´s, g ◦ f es
compatible con la relacio´n de nu´cleo asociada a la aplicacio´n f , ya que si
x ∈ [a]≡f entonces, por la definicio´n de ≡f y la isotonı´a de g, se verifica que
g(f(x)) ≈A g(f(a)). Como consecuencia de esto, la existencia de un sistema
de ≈A-cierre compatible con la relacio´n de nu´cleo resulta ser una condicio´n
necesaria para la existencia de una adjuncio´n.
En el siguiente resultado, se demostrara´ que la existencia de un sistema
de ≈A-cierre compatible con la relacio´n de nu´cleo, adema´s, es condicio´n
suficiente.
Teorema 2.9 Sean A = 〈A,.A〉 un conjunto preordenado y una aplicacio´n
f : A → B. Entonces, existe un preorden en B y una aplicacio´n g : B → A
tal que (f, g) forman una adjuncio´n si y so´lo si existe un sistema de ≈A-cierre
compatible con ≡f .
DEMOSTRACIO´N: Si (f, g) es una adjuncio´n entre los conjuntos preor-
denados A y B, la composicio´n g ◦ f es un operador de ≈A-cierre (por
los Teoremas 2.2 y 2.3). Entonces, por la Proposicio´n 2.2, el conjunto
S = {a ∈ A : g(f(a)) ≈A a} es un sistema de ≈A-cierre. Adema´s es compati-
ble con ≡f : si a ∈ A y s ∈ A verifica g(f(s)) ≈A s y a .A s, entonces, para
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todo x ∈ A tal que f(x) = f(a), se verifica a .A s .A g(f(s)) lo cual implica
que f(a) .A f(s), por ser (f, g) una adjuncio´n. Sustituyendo f(a) por f(x)
y aplicando la definicio´n de adjuncio´n de nuevo, se obtiene x .A g(f(s)).
Para el recı´proco, dado S un sistema de ≈A-cierre compatible con ≡f , se
demostrara´ que S verifica las tres condiciones del Teorema 2.7:
S ⊆
⋃
a∈A
p-max[a]∼=A .
Para todo x ∈ S, como x ∈ [x]∼=A y x ∈ x↓ se obtiene que [x]∼=A ⊆ x↓,
puesto que por el Lema 2.11, el sistema de ≈A-cierre S es compatible
con ∼=A. Entonces, para todo y ∈ [x]∼=A , se verifica y .A x. Se ha pro-
bado entonces que, para todo x ∈ S, se cumple que x ∈ p-max[x]∼=A .
ϕS (a) = p-min(UB[a]∼=A ∩ S) 6= ∅, para todo a ∈ A.
Primero, se probara´ que UB[a]∼=A ∩ S = a↑ ∩ S. Se puede escribir
UB[a]∼=A =
⋂
{z|z∼=Aa}
z↑, por tanto sera´ suficiente probar que a1 ∼=A a2
implica que a1↑ ∩ S = a2↑ ∩ S. Sea x ∈ a1↑ ∩ S, entonces a1 .A x lo
cual implica que [a1]∼=A ⊆ x↓. En particular, a2 .A x, ası´ x ∈ a2↑ ∩ S.
Por tanto, a1↑ ∩ S ⊆ a2↑ ∩ S. Ana´logamente, a2↑ ∩ S ⊆ a1↑ ∩ S.
Por tanto, ϕS (a) = p-min(a
↑∩ S) y como S es un sistema de≈A-cierre,
el conjunto p-min(a↑ ∩ S) 6= ∅, para todo a ∈ A.
Si a1 .A a2, se vera´ que entonces ϕS (a1) vH ϕS (a2).
Sean a1 .A a2 y xi ∈ ϕS (ai), para i ∈ {1, 2}. Como x2 ∈ UB[a2]∼=A ,
en particular, a1 .A a2 .A x2 entonces, por ser S compatible con ∼=A,
se obtiene que [a1]∼=A ⊆ x2↓. Por tanto, x2 ∈ UB[a1]∼=A ∩ S lo cual
implica que x1 .A x2. Por consiguiente, por el Lema 2.7, se obtiene
que ϕS (a1) vH ϕS (a2).
2
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Finalizamos este capı´tulo con un ejemplo en el que se muestran las
particularidades de los resultados presentados hasta ahora. En el Ejemplo 2.3,
el dominio de f , es decir 〈A,≤A〉, era un conjunto linealmente ordenado;
esto se ha hecho ası´ por razones de simplicidad pero no es un requisito
imprescindible para que los resultados se cumplan. En el ejemplo que se
presenta a continuacio´n 〈A,.A〉 es un preorden (no se verifica la propiedad
de antisimetrı´a).
Ejemplo 2.6 Sea A = {⊥, a, b, c1, c2, d,>} y .A la relacio´n de preorden
representada en la Figura 2.9. Sea B = {p, r, s, t, q} y f : A→ B la aplicacio´n
definida como f(⊥) = p, f(b) = r, f(>) = t, f(a) = f(c1) = f(c2) = q y
f(d) = s. Entonces las clases de equivalencia respecto a la relacio´n nu´cleo
son [⊥]≡f = {⊥}, [a]≡f = [c1]≡f = [c2]≡f = {a, c1, c2}, [b]≡f = {b}, [d]≡f =
{d}y [>]≡f = {>}.
Se pueden definir varios sistemas de ≈-cierre en 〈A,.A〉 compatibles
con≡f , lo cual, en general, nos conduce a diferentes adjuntos por la derecha.
Se considera el conjunto S1 = {>, c1, c2}. Todos los subconjuntos no
vacı´os de S1 tienen al menos un p-mı´nimo, y como para todo a ∈ A, el
subconjunto a↑ ∩ S1 es no vacı´o, se cumple la definicio´n de sistema de
≈-cierre para S1.
Para comprobar la compatibilidad de S1 con la relacio´n nu´cleo ≡f ,
obse´rvese en primer lugar que c1↓ = c2↓ = {a, b, c1, c2,⊥} y >↓ = A. Para
cada elemento x de c1↓ = c2↓ se cumple que [x]≡f ⊆ c1↓: en efecto, [a]≡f =
[c1]≡f = [c2]≡f = {a, c1, c2} ⊆ c1↓, [b]≡f = {b} ⊆ c1↓, [⊥]≡f = {⊥} ⊆ c1↓ y
lo mismo ocurre para los elementos de >↓ = A, obviamente.
Por consiguiente, el subconjunto S1 induce la relacio´n de preorden .B
dada en (2.6) (en la demostracio´n del Lema 2.8) , es decir,
b1 .B b2 si y so´lo si existen ai ∈ f−1(bi), i ∈ {1, 2} tales que
p-min(UB[a1]∼=A ∩ S1) vH p-min(UB[a2]∼=A ∩ S1). (2.9)
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⊥
a b
≈c1 c2 d
>
p
q
r
s
t
〈A,.A〉 B
Figura 2.9: Preorden en A y f : A→ B
A continuacio´n, veamos la definicio´n explı´cita de este preorden en B:
Obse´rvese, en primer lugar, que [x]≡f = [x]∼=A para todo x ∈ A, debido
a que c1 y c2 son los u´nicos elementos de A que esta´n relacionados por la
relacio´n nu´cleo sime´trico y ambos elementos tienen la misma imagen. Por
tanto,
UB([⊥]∼=A) = UB({⊥}) = {a, b, c1, c2, d,>}
UB([d]∼=A) = UB({d}) = {>} = UB([>]∼=A) = UB({>})
UB([a]∼=A) = UB([c1]∼=A) = UB([c2]∼=A) = UB({a, c1, c2}) = {c1, c2,>} y
UB([b]∼=A) = UB({b}) = {b, c1, c2, d,>}
Obse´rvese que S1 ⊆ UB([⊥]∼=A),UB([a]∼=A),UB([c1]∼=A),UB([c2]∼=A),UB([b]∼=A).
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A partir de aquı´ se obtiene:
p-min(UB[⊥]∼=A ∩ S1) = p-min(UB[a]∼=A ∩ S1) = p-min(UB[c1]∼=A ∩ S1) =
p-min(UB[c2]∼=A ∩ S1) = p-min(UB[b]∼=A ∩ S1) = p-min(S1) = {c1, c2} y
p-min(UB[>]∼=A ∩ S1) = p-min(UB[d]∼=A ∩ S1) = p-min({>}) = {>}
Al ser coincidentes, se verifica
p-min(UB[x]∼=A ∩ S1) vH p-min(UB[y]∼=A ∩ S1)
para todo x, y ∈ {⊥, a, c1, c2, b}. Como consecuencia, dado que⊥ ∈ f−1(p), a, c1, c2 ∈
f−1(q) y b ∈ f−1(r), se tiene que p ≈B q ≈B r.
Tambie´n se verifica
p-min(UB[z]∼=A ∩ S1) vH p-min(UB[d]∼=A ∩ S1) y
p-min(UB[z]∼=A ∩ S1) vH p-min(UB[>]∼=A ∩ S1)
para todo z ∈ A. Entonces, teniendo en cuenta que d ∈ f−1(s) y > ∈ f−1(t),
se satisface b .B s y b .B t, para todo b ∈ B.
Por lo tanto, la relacio´n de preorden en B quedarı´a como se describe en
la siguiente Figura 2.10:
s ≈ t
p ≈ q ≈ r
〈B,.B〉
Figura 2.10: Preorden en B.
Finalmente, para construir adjuntos por la derecha de la aplicacio´n f , se
utiliza el Lema 2.8 donde g(b) ∈ p-min(UB[xb]∼=A ∩ S1) con xb ∈ f−1(b).
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Obse´rvese que como f−1(s) = {d} y f−1(t) = {>}, entonces g(s), g(t) =
>; para el resto de elementos de B se tiene que g(b) ∈ {c1, c2}, por lo tanto,
f admite ocho diferentes adjuntos por la derecha (tantos como funciones
hay de {p, q, r} en {c1, c2}, es decir 23 = 8) definidos como sigue:
g1 con g1(s) = g1(t) = >, g1(p) = g1(q) = c1 y g1(r) = c2.
g2 con g2(s) = g2(t) = >, g2(p) = c1 y g2(q) = g2(r) = c2.
g3 con g3(s) = g3(t) = >, g3(p) = g3(r) = c1 y g3(q) = c2.
g4 con g4(s) = g4(t) = >, g4(p) = g4(q) = c2 y g4(r) = c1.
g5 con g5(s) = g5(t) = >, g5(p) = c2 y g5(q) = g5(r) = c1.
g6 con g6(s) = g6(t) = >, g6(p) = g6(r) = c2 y g6(q) = c1
g7 con g7(s) = g7(t) = >, g7(p) = g7(q) = g7(r) = c1.
g8 con g8(s) = g8(t) = >, g8(p) = g8(q) = g8(r) = c2.
Capı´tulo 3
Adjunciones difusas entre
preo´rdenes difusos
3.1. Definicio´n y caracterizacio´n de las adjunciones
entre conjuntos con preo´rdenes difusos
Esta seccio´n esta´ dedicada a establecer las definiciones y caracteriza-
ciones de conexio´n de Galois difusa y adjuncio´n difusa entre conjuntos
cla´sicos dotados de relaciones difusas preordenadas. Adema´s se estudiara´n
las relaciones entre ellas, sus caracterizaciones y sus propiedades.
Para la extensio´n a ambiente difuso de los conceptos estudiados en
el capı´tulo anterior, se trabajara´ con la estructura de retı´culo residuado
completo, L = (L,≤,>,⊥,⊗,→) (ver Definicio´n 1.9).
Recordemos que un conjunto L-difuso es una aplicacio´n desde el univer-
so de discurso hasta el conjunto de valores de pertenencia X : A→ L donde
X(u) significa el grado en el que u pertenece a X (Definicio´n 1.14).
Existen diversas generalizaciones (no equivalentes) de la propiedad
antisime´trica cla´sica a relaciones binarias difusas.
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Beg en [2] trabaja con relaciones binarias difusas definidas en un universo
A sobre el intervalo real [0, 1], es decir, ρA : A × A → [0, 1], y se define la
propiedad antisime´trica del siguiente modo:
si ρA(a, b) + ρA(b, a) > 1 entonces a = b, para todo a, b ∈ A. (3.1)
Bodenhofer en [11] tambie´n utiliza como conjunto de valores de verdad
el intervalo real [0, 1] y define la propiedad antisime´trica respecto a una
t-norma T 1 como sigue:
si a 6= b entonces T (ρA(a, b), ρA(b, a)) = 0 para todo a, b ∈ A. (3.2)
Sˇesˇelja en [49] introduce otra definicio´n alternativa que dice que una
relacio´n difusa definida sobre un retı´culo completo L es antisime´trica si
ρA(a, b) ∧ ρA(b, a) = ⊥ para todo a, b ∈ A tales que a 6= b. (3.3)
Obse´rvese que en el retı´culo [0, 1] se tiene un orden total, por tanto si
ρA(a, b) ∧ ρA(b, a) = 0 quiere decir que o bien ρA(a, b) = 0 o bien ρA(b, a) =
0, para dos elementos distintos cualesquiera a, b ∈ A. Por consiguiente,
tomando como retı´culo completo el intervalo [0, 1] se verifica:
La definicio´n (3.3) implica la (3.1): se considera ρA : A × A → [0, 1]
y se supone que se verifica (3.3). Para dos elementos a, b ∈ A tales
que ρA(a, b) + ρA(b, a) > 1, si suponemos que a 6= b, entonces se
tendrı´a ρA(a, b) = 0 o bien ρA(b, a) = 0, lo cual hace imposible que
ρA(a, b) + ρA(b, a) > 1. Como consecuencia, se obtiene que a = b.
La definicio´n (3.3) es la antisimetrı´a definida en (3.2) respecto de la
t-norma del mı´nimo. Sin embargo, puede ocurrir que una relacio´n ρA
sea antisime´trica respecto a una t-norma concreta T y no cumpla la
definicio´n (3.3).
1Una t-norma es una operacio´n binaria T : [0, 1]×]0, 1] → [0, 1] mono´tona creciente en
ambos argumentos, conmutativa, asociativa y que tiene a 1 como elemento neutro.
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Los reciprocos no son ciertos, en general. Conside´rese en el conjunto A =
{a, b}, la siguiente relacio´n difusa sobre el intervalo [0,1]:
ρA a b
a 1 0,1
b 0,1 1
Obse´rvese que ρA cumple (3.1) y (3.2) respecto a la t-norma de Łukasiewicz.
Sin embargo no se verifica (3.3) pues para los elementos a y b que son
distintos, ρA(a, b) ∧ ρA(b, a) = 0,1 6= 0.
En el presente trabajo, se utilizara´ la definicio´n propuesta por Zhang y
Fan en [54], en el marco de relaciones difusas definidas sobre un retı´culo
residuado completo L = (L,≤,>,⊥,⊗,→):
ρA(a, b) = ρA(b, a) = > implica a = b, para todo a, b ∈ A. (3.4)
Obse´rvese que esta u´ltima definicio´n es la menos exigente de las pro-
puestas, en el sentido de que se puede inferir de cada una de las otras
tres:
Antisimetrı´a (3.1) implica antisimetrı´a (3.4):
Supongamos que la relacio´n ρA : A × A → [0, 1] satisface (3.1) y que
para dos elementos a, b ∈ A, se satisface ρA(a, b) = ρA(b, a) = 1.
Entonces, ρA(a, b) + ρA(b, a) = 2 > 1 lo que implica a = b.
Antisimetrı´a (3.2) implica antisimetrı´a (3.4):
Supongamos que la relacio´n ρA : A × A → [0, 1] satisface (3.2) y que
para dos elementos a, b ∈ A, se satisface ρA(a, b) = ρA(b, a) = 1.
Entonces, por las propiedades de las t-normas, T (ρA(a, b), ρA(b, a)) =
1. Si se supone que los elementos a y b son distintos, se tendrı´a que
T (ρA(a, b), ρA(b, a)) = 0, lo cual lleva a una contradiccio´n.
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Antisimetrı´a (3.3) implica antisimetrı´a (3.4):
Supongamos que la relacio´n ρA : A × A → L satisface (3.3) y que
para dos elementos a, b ∈ A, se satisface ρA(a, b) = ρA(b, a) = >.
Entonces, ρA(a, b)∧ ρA(b, a) = >. Pero, por hipo´tesis, si se supone que
los elementos a y b son distintos, se tendrı´a que ρA(a, b)∧ρA(b, a) = ⊥,
lo cual lleva a una contradiccio´n.
No obstante, no son definiciones equivalentes, como se muestra en el
siguiente ejemplo:
Ejemplo 3.1 Sea A = {a, b} y se define la relacio´n difusa ρA : A×A→ [0, 1]
como sigue:
ρA a b
a 1 1
b 0,1 1
Esta relacio´n es antisime´trica en el sentido (3.4), pero no cumple (3.1)
pues ρA(a, b) + ρA(b, a) = 1 + 0,1 = 1,1 > 1 y a, b ∈ A son elementos
distintos.
Adema´s, tampoco se verifica la antisimetrı´a segu´n (3.2) y (3.3) porque
para cualquier t-norma T , por las llamadas condiciones de frontera, se
verifica que T (ρA(a, b), ρA(b, a)) = T (0,1 , 1) = 0,1 6= 0 para los elementos a
y b que son distintos.
De aquı´ en adelante, se supone como estructura subyacente un retı´culo
residuado completo L = (L,≤,>,⊥,⊗,→).
Definicio´n 3.1
Un conjunto con un preorden difuso es un par A = 〈A, ρA〉 donde ρA es
una relacio´n difusa en A reflexiva y transitiva.
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Un conjunto con un orden difuso es un par A = 〈A, ρA〉 donde ρA es una
relacio´n difusa en A reflexiva, transitiva y antisime´trica (en el sentido
de (3.4)).
Ejemplo 3.2 Dado cualquier conjunto cla´sico A no vacı´o, el par 〈LA, SA〉 es
un conjunto con un orden difuso (ver Observacio´n 1.1), donde
SA : L
A × LA → L es la relacio´n difusa definida en la Ecuacio´n (1.8) como
SA(X,Y ) =
∧
a∈A
(X(a)→ Y (a)),
para todo X,Y ∈ LA.
Se debe destacar que 〈LA, SA〉 cumple la propiedad antisime´trica defi-
nida en (3.4). Sin embargo, para L = [0, 1], no necesariamente cumple (3.1),
(3.2) y (3.3) como muestra el siguiente ejemplo:
Ejemplo 3.3 Se considera el retı´culo residuado L = ([0, 1],≤, 0, 1,min,→)
donde l1 → l2 = l2 si l2 < l1 y l1 → l2 = 1 si l1 ≤ l2 y el universo A = {a, b}.
En LA se consideran los elementos X,Y : A→ [0, 1] definidos por
X(a) = 0,1 y X(b) = 1
Y (a) = 1 e Y (b) = 1.
Por la definicio´n de SA, se tiene que SA(X,Y ) = (0,1→ 1)∧ (1→ 1) = 1
y SA(Y,X) = (1→ 0,1) ∧ (1→ 1) = 0,1. Por tanto:
SA no cumple (3.1) ya que SA(X,Y ) + SA(Y,X) = 1,1 > 1, siendo X
e Y elementos distintos.
SA no cumple (3.2) ni (3.3) puesto que, para cualquier t-norma T, se
tiene T (SA(X,Y ), SA(Y,X)) = 0,1 6= 0.
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Sea A = 〈A, ρA〉 un conjunto con un preorden difuso . La extensio´n a
ambiente difuso de las nociones de clausura inferior a↓ y clausura superior
a↑ de un elemento a ∈ A esta´n definidas como conjuntos difusos a↓, a↑ : A→
L de la siguiente forma:
a↓(x) = ρA(x, a) para todo x ∈ A.
a↑(x) = ρA(a, x) para todo x ∈ A.
Definicio´n 3.2 Sea A = 〈A, ρA〉 un conjunto con un preorden difuso.
Un elemento m ∈ A es un p-mı´nimo para un subconjunto difuso X de A si
1. X(m) = > y
2. X ⊆ m↑, es decir, X(a) ≤ ρA(m, a), para todo a ∈ A.
Un elemento m ∈ A es un p-ma´ximo para un conjunto difuso X si
1. X(m) = > y
2. X ⊆ m↓, es decir, X(a) ≤ ρA(a,m), para todo a ∈ A.
Observacio´n 3.1 En conjuntos con preo´rdenes difusos, para cada conjunto difuso
X existe un conjunto (cla´sico) de p-mı´nimos (resp. p-ma´ximos) de X no nece-
sariamente unitario. Estos conjuntos se denotara´n por p-min(X) y p-max(X),
respectivamente.
Adema´s, si m1,m2 ∈ p-min(X) entonces > = X(m1) ≤ ρA(m1,m2)
por tanto, ρA(m1,m2) = >. Ana´logamente, tambie´n ρA(m2,m1) = > y para
m1,m2 ∈ p-max(X) se satisface igualmente ρA(m1,m2) = ρA(m2,m1) = >.
Observacio´n 3.2 A partir de cualquier conjunto con un preorden difuso A =
〈A, ρA〉, se puede definir un conjunto (cla´sico) preordenado Ac = 〈A,.A〉 donde
a .A b si y so´lo si ρA(a, b) = >. (3.5)
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Obse´rvese que, adema´s, ρA es antisime´trica si y so´lo si .A lo es.
En un conjunto con un preorden difuso A = 〈A, ρA〉, en el caso particular de
que X sea un subconjunto cla´sico de A, un elemento m ∈ A es un p-mı´nimo de X
si y so´lo si es un p-mı´nimo de la funcio´n caracterı´stica de X (a la que, con un ligero
abuso de notacio´n, llamaremos tambie´n X). Adema´s, m ∈ A es un p-mı´nimo de X
considerando en A la estructura de preorden cla´sico Ac = 〈A,.A〉. En efecto,
1. X(m) = > equivale a que m ∈ X y
2. X(a) ≤ ρA(m, a), para todo a ∈ A, equivale a que ρA(m, a) = > para todo
a ∈ X , es decir, m .A a para todo a ∈ X·
Definicio´n 3.3 Sean A = 〈A, ρA〉, B = 〈B, ρB〉 conjuntos con preo´rdenes
difusos y sean dos aplicaciones f : A → B y g : B → A. El par (f, g) se
denomina
Conexio´n de Galois difusa por la derecha entre A y B si
ρA(a, g(b)) = ρB(b, f(a)) para todo a ∈ A, b ∈ B.
Se denotara´ por (f, g) : A↼⇀B.
Conexio´n de Galois difusa por la izquierda entre A y B si
ρA(g(b), a) = ρB(f(a), b) para todo a ∈ A, b ∈ B.
Se denotara´ por (f, g) : A⇁↽B.
Adjuncio´n difusa entre A y B si
ρA(a, g(b)) = ρB(f(a), b) para todo a ∈ A, b ∈ B.
Se denotara´ por (f, g) : A B.
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Co-adjuncio´n difusa entre A y B si
ρA(g(b), a) = ρB(b, f(a)) para todo a ∈ A, b ∈ B.
Se denotara´ por (f, g) : A
 B.
Para cualquier conjunto con un preorden difusoA = 〈A, ρA〉, su conjunto
dual se define como Aop = 〈A, ρ−1A 〉 donde ρ−1A (a, b) = ρA(b, a) para todo
a, b ∈ A.
Observacio´n 3.3 El Teorema 2.1 se extiende directamente al caso difuso y, por
tanto, cualquier propiedad dada para adjunciones difusas se puede trasladar a co-
adjunciones difusas y conexiones de Galois difusas, tanto por la derecha como por la
izquierda.
Como ya se menciono´ en la Seccio´n 1.5, la nocio´n de adjuncio´n/conexio´n
de Galois dada por Beˇlohla´vek en [6] es un caso particular de la definicio´n
de adjuncio´n/conexio´n de Galois difusa introducida aquı´.
A continuacio´n se vera´n ejemplos de aplicaciones que forman una ad-
juncio´n difusa y/o una conexio´n de Galois difusa entre 〈LA, SA〉 y 〈LB, SB〉,
para conjuntos A y B arbitrarios.
Ejemplo 3.4 Dada una aplicacio´n biyectiva f : A→ B, con un ligero abuso
de notacio´n, se definen f : LA → LB y f−1 : LB → LA de la siguiente forma:
para X ∈ LA e Y ∈ LB
f(X)(b) =
∨
x∈A
{X(x) | f(x) = b} f−1(Y )(a) = Y (f(a)) (3.6)
para todo b ∈ B, a ∈ A.
Por la definicio´n de SB (ver Ecuacio´n (1.8)) y de f , se tiene que
SB(f(X), Y ) =
∧
b∈B
(
f(X)(b)→ Y (b)
)
=
∧
b∈B
(( ∨
x∈A
{X(x) | f(x) = b}
)
→ Y (b)
)
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Pero, por ser f una aplicacio´n biyectiva, para todo b ∈ B existe un u´nico
a ∈ A tal que b = f(a), por tanto,∨x∈A{X(x) | f(x) = b} = X(a). Entonces,
SB(f(X), Y ) =
∧
a∈A
(
X(a)→ Y (f(a))
)
.
Ahora, por la definicio´n de SA (ver Ecuacio´n (1.8)) y de f−1, se tiene que
SA(X, f
−1(Y )) =
∧
a∈A
(
X(a)→ Y (f(a))
)
.
Por consiguiente, SA(X, f−1(Y )) = SB(f(X), Y ) para todo X ∈ LA e Y ∈
LB , lo cual implica que (f, f−1) : 〈LA, SA〉 〈LB, SB〉.
Ejemplo 3.5 [3] DadoL = (L,≤,>,⊥,⊗,→) un retı´culo residuado completo,
seanA,B dos conjuntos e I : A×B → L una relacio´n difusa entre ellos. Para
todo X ∈ LA e Y ∈ LB , se define
X4(b) =
∧
a∈A
(
X(a)→ I(a, b)
)
Y 5(a) =
∧
b∈B
(
Y (b)→ I(a, b)
)
El par (4,5 ) es una conexio´n de Galois difusa por la derecha entre 〈LA, SA〉
y 〈LB, SB〉.
Notacio´n 3.1 De ahora en adelante, se utilizara´ la notacio´n introducida en el
Ejemplo 3.4: para una aplicacio´n f : A→ B y un subconjunto difuso Y de
B, se define el subconjunto difuso f−1(Y ) como f−1(Y )(a) = Y (f(a)), para
todo a ∈ A.
El siguiente teorema, proporciona distintas caracterizaciones de la nocio´n
de adjuncio´n difusa.
Teorema 3.1 Sean A = 〈A, ρA〉 y B = 〈B, ρB〉 conjuntos con preo´rdenes difusos.
Dadas dos aplicaciones f : A → B y g : B → A, las siguientes condiciones son
equivalentes:
1. (f, g) : A B.
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2. f y g son iso´tonas, g ◦ f es inflacionaria y f ◦ g es deflacionaria.
3. f(a)↑ = g−1(a↑) para todo a ∈ A.
4. g(b)↓ = f−1(b↓) para todo b ∈ B.
5. f es iso´tona y g(b) ∈ p-max f−1(b↓) para todo b ∈ B.
6. g es iso´tona y f(a) ∈ p-min g−1(a↑) para cada a ∈ A.
DEMOSTRACIO´N: Dados a ∈ A y b ∈ B, obse´rvese que por la definicio´n de
f−1 y de g−1 (ver Notacio´n 3.1) se tiene que,
f−1(b↓)(a) = b↓(f(a)) = ρB(f(a), b) = f(a)↑(b)
g−1(a↑)(b) = a↑(g(b)) = ρA(a, g(b)) = g(b)↓(a).
Por tanto, la condicio´n de adjuncio´n es equivalente a las siguientes igualda-
des f(a)↑(b) = g−1(a↑)(b) y g(b)↓(a) = f−1(b↓)(a) para todo a ∈ A y b ∈ B.
Por consiguiente, las condiciones 1, 3 y 4 son equivalentes.
1⇒ 2 Dado a ∈ A, por ser ρB reflexiva, > = ρB(f(a), f(a)) y por hipo´tesis,
ρA(a, g(f(a))) = ρB(f(a), f(a)) = >, por tanto, g ◦ f es inflacionaria.
Ahora, para a1, a2 ∈ A, se tiene que ρA(a1, a2) = ρA(a1, a2) ⊗ > =
ρA(a1, a2)⊗ρA(a2, g(f(a2))). Utilizando que ρA es transitiva, se obtiene
que ρA(a1, a2) ≤ ρA(a1, g(f(a2))) = ρB(f(a1), f(a2)). Es decir, f es
una aplicacio´n iso´tona. De forma ana´loga, se prueba que f ◦ g es
deflacionaria y que g es una aplicacio´n iso´tona.
2⇒ 5 Para todo b ∈ B, por ser f ◦ g deflacionaria, > = ρB(f(g(b)), b) =
f−1(b↓)(g(b)). Por otro lado, utilizando que g es iso´tona y g ◦ f es
inflacionaria, se tiene que
f−1(b↓)(a) = b↓(f(a)) = ρB(f(a), b) ≤ ρA(g(f(a)), g(b)) =
>⊗ ρA(g(f(a)), g(b)) = ρA(a, g(f(a)))⊗ ρA(g(f(a)), g(b))
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Por consiguiente, usando que ρA es transitiva, se tiene que f−1(b↓)(a) ≤
ρA(a, g(b)) = g(b)
↓(a), para todo a ∈ A. Por tanto, g(b) ∈ p-max f−1(b↓)
para todo b ∈ B.
5⇒ 1 Por hipo´tesis, como g(b) ∈ p-max f−1(b↓), se tiene que ρB(f(a), b) =
f−1(b↓)(a) ≤ g(b)↓(a) = ρA(a, g(b)) para todo a ∈ A. Se observa que
f−1(b↓)(g(b)) = > es equivalente a que f ◦g es deflacionaria. Entonces,
por ser f iso´tona,
ρA(a, g(b)) ≤ ρB(f(a), f(g(b)))⊗>
= ρB(f(a), f(g(b)))⊗ ρB(f(g(b)), b)
≤ ρB(f(a), b)
2⇒ 6 Por ser g ◦ f inflacionaria, > = ρA(a, g(f(a))) = a↑(g(f(a))) =
g−1(a↑)(f(a)), para todo a ∈ A. Por otro lado, utilizando que f es
iso´tona y f ◦ g es deflacionaria, se tiene, para todo b ∈ B
g−1(a↑)(b) = a↑(g(b)) = ρA(a, g(b)) ≤ ρA(f(a), f(g(b))) =
ρA(f(a), f(g(b)))⊗> = ρA(f(a), f(g(b)))⊗ ρA(f(g(b)), b)
Ahora, utilizando la propiedad transitiva, se deduce que g−1(a↑)(b) ≤
ρA(f(a), b). Por consiguiente, f(a) ∈ p-min g−1(a↑) para cada a ∈ A.
6⇒ 1 Por hipo´tesis, como f(a) ∈ p-min g−1(a↑), se tiene que ρA(a, g(b)) =
a↑(g(b)) = g−1(a↑)(b) ≤ ρB(f(a), b) para todo b ∈ B. Por otro lado,
g−1(a↑)(f(a)) = > = ρA(a, g(f(a))) para todo a ∈ A. Entonces, utili-
zando que g es iso´tona,
ρB(f(a), b) ≤ ρA(g(f(a)), g(b))⊗ ρA(a, g(f(a)))
≤ ρA(a, g(b))
2
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Teniendo en cuenta la Observacio´n 3.3 y el Teorema 3.1 se obtienen
las diferentes caracterizaciones de las adjunciones/conexiones de Galois
difusas tal y como se muestra en el Cuadro 3.1.
A continuacio´n, hacemos un breve ana´lisis sobre la relacio´n entre la
definicio´n de conexio´n de Galois/adjuncio´n difusa y conexio´n de Galois/
adjuncio´n cla´sica. Lo natural es que la definicio´n difusa generalice a la
definicio´n cla´sica, como ası´ sucede. Recue´rdese que, partir de cualquier
conjunto con un preorden difuso A = 〈A, ρA〉, se puede definir un conjunto
(cla´sico) preordenado Ac = 〈A,.A〉, segu´n se indico´ en (3.5).
Lema 3.1 Sean A = 〈A, ρA〉 y B = 〈B, ρB〉 dos conjuntos con preo´rdenes difusos
y sean dos aplicaciones f : A→ B y g : B → A. Si
 ∈ {↼⇀,⇁↽,,
},
(f, g) : A
B implica (f, g) : Ac
Bc
DEMOSTRACIO´N: En efecto: supongamos (f, g) : A  B y a ∈ A, b ∈ B
tales que a .A g(b); esto equivale a ρA(a, g(b)) = >. Como ρA(a, g(b)) =
ρB(f(a), b), entonces, tambie´n ρB(f(a), b) = >, por tanto f(a) .B b. 2
Sin embargo, en los siguientes ejemplos se muestra que no es cierto el
recı´proco.
Ejemplo 3.6 Sea L el retı´culo residuado (producto) ([0, 1],≤, 1, 0, ·,→). Sea
A = {a, b} y el orden difuso ρA dado en la tabla siguiente
ρA a b
a 1 0,5
b 0,2 1
En este caso, se tiene que .A= {(a, a), (b, b)}. Entonces, si llamamos I a
la aplicacio´n identidad en A ocurre que (I, I) constituye una conexio´n de
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Cuadro 3.1: Resumen de las definiciones y caracterizaciones equivalentes
Conexiones de Galois difusas
Conexio´n de Galois por la derecha entre A y B Conexio´n de Galois por la izquierda entre A y B
(f, g) : A = 〈A, ρA〉↼⇀ B = 〈B, ρB〉 (f, g) : A = 〈A, ρA〉⇁↽B = 〈B, ρB〉
ρB(b, f(a)) = ρA(a, g(b)) ρB(f(a), b) = ρA(g(b), a)
para todo a ∈ A y b ∈ B para todo a ∈ A y b ∈ B
f y g son antı´tonas y f y g son antı´tonas y
g ◦ f y f ◦ g son inflacionarias g ◦ f y f ◦ g son deflacionarias
f(a)↓ = g−1(a↑) para todo a ∈ A f(a)↑ = g−1(a↓) para todo a ∈ A
g(b)↓ = f−1(b↑) para todo b ∈ B g(b)↑ = f−1(b↓) para todo b ∈ B
f es antı´tona y f es antı´tona y
g(b) ∈ p-max f−1(b↑) para todo b ∈ B g(b) ∈ p-min f−1(b↓) para todo b ∈ B
g es antı´tona y g es antı´tona y
f(a) ∈ p-max g−1(a↑) para todo a ∈ A f(a) ∈ p-min g−1(a↓) para todo a ∈ A
Adjuncio´n y co-adjuncio´n difusas
Adjuncio´n entre A y B Co-adjuncio´n entre A y B
(f, g) : A = 〈A, ρA〉 B = 〈B, ρB〉 (f, g) : A = 〈A, ρA〉
 B = 〈B, ρB〉
ρB(f(a), b) = ρA(a, g(b)) ρB(b, f(a)) = ρA(g(b), a)
para todo a ∈ A y b ∈ B para todo a ∈ A y b ∈ B
f y g son iso´tonas, f y g son iso´tonas,
g ◦ f es inflacionaria y f ◦ g es deflacionaria g ◦ f es deflacionaria y f ◦ g es inflacionaria
f(a)↑ = g−1(a↑) para todo a ∈ A f(a)↓ = g−1(a↓) para todo a ∈ A
g(b)↓ = f−1(b↓) para todo b ∈ B g(b)↑ = f−1(b↑) para todo b ∈ B
f es iso´tona y f es iso´tona y
g(b) ∈ p-max f−1(b↓) para todo b ∈ B g(b) ∈ p-min f−1(b↑) para todo b ∈ B
g es iso´tona y g es iso´tona y
f(a) ∈ p-min g−1(a↑) para todo a ∈ A f(a) ∈ p-max g−1(a↓) para todo a ∈ A
Galois cla´sica entre Ac = 〈A,.A〉 y Ac = 〈A,.A〉. Sin embargo, (I, I) no es
una conexio´n de Galois difusa entre A = 〈A, ρA〉 y A = 〈A, ρA〉 puesto que
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0,5 = ρA(a, I(b)) 6= ρA(b, I(a)) = 0,2.
Ejemplo 3.7 Se consideran ahora los conjuntos A = {a, b, c, d, e,>} y B =
{p, q, r, s, t} con las siguientes relaciones difusas reflexivas y transitivas:
ρA a b c d e >
a 1 0,5 1 1 1 1
b 0,7 1 1 1 1 1
c 0,7 0,5 1 1 0,7 1
d 0,7 0,5 1 1 0,7 1
e 0,7 0,5 0,7 0,7 1 1
> 0,7 0,5 0,7 0,7 0,7 1
ρB p q r s t
p 1 1 1 1 1
q 1 1 1 1 1
r 0,4 0,4 1 0,4 0,4
s 1 1 1 1 1
t 0,4 0,4 0,4 0,4 1
El par de aplicaciones (f, g) donde
f : A → B esta´ definida por f(a) = f(c) = p; f(b) = q; f(d) = f(e) =
f(>) = r y
g : B → A esta´ definida por g(p) = g(q) = g(s) = g(t) = c; g(r) = >
no es una adjuncio´n difusa porque
ρA(d, g(p)) = ρA(d, c) = 1 y ρB(f(d), p) = ρB(r, p) = 0,4 6= 1
Ahora bien, para los conjuntos preordenados cla´sicos Ac y Bc, represen-
tados en la Figura 3.1, el par (f, g) sı´ constituye una adjuncio´n.
Del mismo modo que ocurre con el caso cla´sico (ver Seccio´n 2.2), para
cualquier conjunto con un preorden difuso 〈A, ρA〉 se puede definir el con-
junto cociente sobre la relacio´n nu´cleo sime´trico ≈A (ver Ecuacio´n (2.1)), es
decir, donde
a ≈A b si y so´lo si ρA(a, b) = ρA(b, a) = >
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a b
≈c d e
>
Ac
r t
p ≈ q ≈ s
Bc
Figura 3.1: Preo´rdenes Ac y Bc.
y se denota por A≈.
En el conjunto A≈ se puede definir la siguiente relacio´n binaria difusa,
ρA≈([a]≈, [b]≈) = ρA(a, b) (3.7)
Obse´rvese que ρA≈ esta´ bien definida ya que para cualesquiera α ≈A a y
β ≈A b se tiene que ρA(a, b) = ρA(α, a) ⊗ ρA(a, b) ⊗ ρA(b, β) ≤ ρA(α, β) y
ana´logamente ρA(α, β) ≤ ρA(a, b).
Tambie´n, ρA≈ es un orden difuso ya que es obviamente reflexiva y
transitiva (por la propiedad reflexiva y transitiva de ρA y ρA≈) y tambie´n
es antisime´trica porque si ρA≈([a]≈, [b]≈) = ρA≈([b]≈, [a]≈) = >, enton-
ces ρA(a, b) = ρA(b, a) = >, lo cual es equivalente a que a ≈A b, es de-
cir, [a]≈ = [b]≈. De este modo, dado un conjunto con un preorden difuso
A = 〈A, ρA〉, al par 〈A≈, ρA≈〉 lo denotaremos como A.
Adema´s, cualquier aplicacio´n f entre conjuntos con preo´rdenes difusos
induce una aplicacio´n f definida como f : A≈ → B≈ con f([a]≈) = [f(a)]≈
para todo a ∈ A.
El siguiente teorema muestra co´mo trasladar adjunciones difusas, co-
adjunciones difusas, conexiones de Galois difusas por la derecha y conexio-
nes de Galois difusas por la izquierda a los conjuntos cocientes A, B.
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Teorema 3.2 Sean A = 〈A, ρA〉 y B = 〈B, ρB〉 dos conjuntos con preo´rdenes di-
fusos y dos aplicaciones f : A→ B y g : B → A. Entonces, para
 ∈ {↼⇀,⇁↽,
,
}, se verifica (f, g) : A
B si y so´lo si (f, g) : A
B.
DEMOSTRACIO´N: Por un lado, utilizando la definicio´n de g y ρA≈ , se tie-
ne que ρA≈([a]≈, g([b]≈)) = ρA≈([a]≈, [g(b)]≈) = ρA(a, g(b)). Por otro lado,
usando la definicio´n f y ρB≈ , se obtiene que
ρB≈(f([a]≈), [b]≈) = ρB≈([f(a)]≈, [b]≈) = ρB(f(a), b).
Por consiguiente, ρA(a, g(b)) = ρB(f(a), b) si y so´lo si ρA≈([a]≈, g([b]≈)).
De forma ana´loga, se prueba para
 ∈ {↼⇀,⇁↽,
}. 2
En un conjuntoA la u´nica relacio´n binaria cla´sica que es a la vez reflexiva,
sime´trica y antisime´trica es la identidad (R = {(x, x) : x ∈ A}). Sin embargo,
existen relaciones difusas que son a la vez relaciones de equivalencia y de
orden. Ma´s au´n, estas son las conocidas como igualdades difusas, que son
relaciones difusas fuertemente reflexivas (es decir, ρ(a, b) = > si y so´lo si
a = b), sime´tricas y transitivas. En estos casos, obviamente, las aplicaciones
iso´tonas y antı´tonas coinciden. No obstante, existen aplicaciones no triviales
entre conjuntos con o´rdenes difusos (que no tienen por que´ ser igualdades
difusas) que son a la vez antı´tonas e iso´tonas tal y como se puede ver en el
siguiente ejemplo.
Ejemplo 3.8 SeaL el retı´culo residuado (producto) ([0, 1],≤, 1, 0, ·,→). Dado
el conjunto A = {a, b, c} con un preorden difuso ρA dado en la siguiente
tabla:
ρA a b c
a 1 0,5 0,3
b 0,5 1 0,3
c 0,2 0,2 1
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Se considera la aplicacio´n f : A → A donde f(a) = f(c) = b y f(b) = a.
Ve´ase que f es a la vez una aplicacio´n iso´tona y antı´tona, es decir, ρA(x, y) ≤
ρf(A)(f(x), f(y)) y que ρA(x, y) ≤ ρf(A)(f(y), f(x)) para todo x, y ∈ A, com-
parando uno a uno los elementos de la tabla anterior con la siguiente:
ρf(A) f(a) = b f(b) = a f(c) = b
f(a) = b 1 0,5 1
f(b) = a 0,5 1 0,5
f(c) = b 1 0,5 1
Para finalizar esta seccio´n, se proporcionara´ un resultado donde se adap-
tan, al marco difuso y a la ausencia de antisimetrı´a, algunas propiedades de
las adjunciones y conexiones de Galois.
Teorema 3.3 Sean A = 〈A, ρA〉 y B = 〈B, ρB〉 conjuntos con preo´rdenes difusos
y
 ∈ {↼⇀,⇁↽,,
}.
1. Si (f, g) : A
B entonces, (f ◦ g ◦ f)(a) ≈ f(a) y (g ◦ f ◦ g)(b) ≈ g(b)
para todo a ∈ A, b ∈ B.
2. Si (f, g) es a la vez adjuncio´n y co-adjuncio´n difusa (resp., conexio´n de Galois
difusa tanto por la izquierda como por la derecha) entonces (g ◦ f)(a) ≈ a y
(f ◦ g)(b) ≈ b para todo a ∈ A y b ∈ B.
3. Si (f, g) es simulta´neamente una conexio´n de Galois difusa (por la iz-
quierda o por la derecha) y una (co-) adjuncio´n difusa entonces, para todo
a1, a2 ∈ A, ρA(a1, a2) = > implica f(a1) ≈B f(a2) y, para todo b1, b2 ∈ B,
ρB(b1, b2) = > implica g(b1) ≈B g(b2) .
DEMOSTRACIO´N:
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1. Sea (f, g) : A  B y a ∈ A. Por ser g ◦ f inflacionaria y f iso´tona se
tiene que> = ρA(a, (g(f(a)))) ≤ ρB(f(a), (f(g(f(a)))), lo cual implica
que ρB(f(a), f(g(f(a)))) = >. Utilizando que f ◦ g es deflacionaria
se deduce > = ρB((f ◦ g)(f(a)), f(a)). Por tanto, por la definicio´n
de la relacio´n nu´cleo sime´trico (ver Ecuacio´n (2.1)), se tiene que (f ◦
g ◦ f)(a) ≈ f(a), para todo a ∈ A. De forma ana´loga se prueba que
(g ◦ f ◦ g)(b) ≈ g(b) para todo b ∈ B.
Para
 ∈ {↼⇀,⇁↽,
} la demostracio´n es similar.
2. Ahora, supongamos que (f, g) es adjuncio´n y co-adjuncio´n. Por tanto,
f ◦ g y g ◦ f son aplicaciones inflacionarias y deflacionarias a la vez,
es decir, ρA(g(f(a)), a) = > = ρA(a, g(f(a))) para todo a ∈ A, y
ρB(f(g(b)), b) = > = ρB(b, f(g(b))) para todo b ∈ B.
3. Finalmente, supongamos que (f, g) es adjuncio´n difusa y conexio´n
de Galois difusa por la derecha. Por ser las aplicaciones f y g iso´to-
nas y antı´tonas a la vez, por un lado, se tiene > = ρA(a1, a2) ≤
ρB(f(a1), f(a2)) y> = ρA(a1, a2) ≤ ρB(f(a2), f(a1)) para todo a1, a2 ∈
A, y por otro lado,> = ρB(b1, b2) ≤ ρA(g(b1), g(b2)) y> = ρB(b1, b2) ≤
ρA(g(b2), g(b1)) para todo b1, b2 ∈ B. Por consiguiente, f(a1) ≈ f(a2)
y g(b1) ≈ g(b2) para todo a1, a2 ∈ A y b1, b2 ∈ B.
2
3.2. Construccio´n de adjunciones difusas
En esta seccio´n se estudiara´ la construccio´n de adjunciones difusas, en
primer lugar, entre conjuntos con o´rdenes difusos y, a continuacio´n, entre
conjuntos con preo´rdenes difusos. Se sigue una estructura similar a la del
Capı´tulo 2. Se trabajara´ con adjunciones difusas, y por la Observacio´n 3.3
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todos los resultados obtenidos se pueden extender a cualquiera de las cuatro
posibles nociones de conexio´n de Galois o adjuncio´n de la Definicio´n 3.3.
3.2.1. Entre conjuntos con o´rdenes difusos
Se considera una aplicacio´n f : 〈A, ρA〉 → B, donde el conjuntoA esta´ do-
tado de una relacio´n difusa parcialmente ordenada y el conjunto B es un
conjunto no necesariamente dotado de estructura. Se estudiara´ el problema
de definir una relacio´n difusa de orden sobre el conjunto B de forma que
exista una aplicacio´n g : 〈B, ρB〉 → 〈A, ρA〉 tal que el par de aplicaciones
(f, g) formen una adjuncio´n difusa.
Se empieza introduciendo el siguiente lema que permite, en algunos ca-
sos, simplificar una de las caracterizaciones de adjuncio´n difusa eliminando
la clausura inferior del apartado 5 del Teorema 3.1.
Lema 3.2 Sean 〈A, ρA〉, 〈B, ρB〉 dos conjuntos con o´rdenes difusos y f : A→ B
una aplicacio´n iso´tona. Entonces, para todo b ∈ f(A), si existe max f−1(b↓)
entonces existe max f−1(b) y, adema´s, se cumple max f−1(b↓) = max f−1(b).
DEMOSTRACIO´N: En primer lugar, obse´rvese que f−1(b↓) es un conjunto
difuso definido como f−1(b↓)(a) = b↓(f(a)) = ρA(f(a), b), para todo a ∈ A.
Por el contrario, f−1(b) es un conjunto cla´sico. Al decir que existe max f−1(b)
se esta´ considerando en A el orden cla´sico .A tal y como se presento´ en la
Observacio´n 3.2.
Sea m = max f−1(b↓). Se demostrara´ que a .A m, para todo a ∈ f−1(b), y
que m ∈ f−1(b), lo cual es equivalente a que m = max f−1(b).
Por un lado, utilizando la definicio´n de max f−1(b↓), para todo x ∈ A
se tiene que f−1(b↓)(x) ≤ m↓(x) , es decir, ρB(f(x), b) ≤ ρA(x,m). Por con-
siguiente, para todo a ∈ f−1(b), se tiene que > = ρB(b, b) = ρB(f(a), b) ≤
ρA(a,m) lo cual implica que a .A m.
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Ahora, como f es iso´tona se tiene que > = ρA(a,m) ≤ ρB(f(a), f(m)) =
ρB(b, f(m)). Por otro lado, > = f−1(b↓)(m) = ρB(f(m), b). Ası´, usando la
antisimetrı´a de ρB , se tiene que f(m) = b.
2
El problema anteriormente planteado, se abordara´ de manera similar a la
forma de construir el orden parcial y el adjunto por la derecha de la funcio´n
f utilizado en la Seccio´n 2.3.1. Para ello, se considerara´ la descomposicio´n
cano´nica de la aplicacio´n f : 〈A, ρA〉 → B a trave´s de A≡f , conjunto cociente
de A con respecto a la relacio´n nu´cleo ≡f definida en la Ecuacio´n (2.3), y
representada en el siguiente diagrama conmutativo:
〈A, ρA〉 B
A≡f f(A)
f
pi
ϕ
i
donde pi representa la proyeccio´n cano´nica sobre el conjunto cociente A≡f ,
i : f(A) → B es la aplicacio´n inclusio´n y la aplicacio´n ϕ : A≡f → f(A)
esta´ definida como la u´nica aplicacio´n (biyectiva) que hace conmutativo el
diagrama. La definicio´n es, por tanto, ϕ([a]≡f ) = f(a) para todo a ∈ A.
En el siguiente resultado se proporcionan las condiciones necesarias
para la existencia de un adjunto por la derecha de la aplicacio´n proyeccio´n
sobre el conjunto cociente.
Lema 3.3 Dada 〈A, ρA〉 un conjunto con un orden difuso y una aplicacio´n
f : A → B, sea A≡f el conjunto cociente con respecto a la relacio´n nu´cleo. Si
existe un orden difuso ρA≡f en A≡f y una aplicacio´n g : A≡f → A tal que
(pi, g) : A A≡f entonces,
1. g([a]≡f ) = max ([a]≡f ) para todo a ∈ A.
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2. ρA≡f ([a1]≡f , [a2]≡f ) = ρA(a1,max [a2]≡f ) para todo a1, a2 ∈ A.
3. ρA(a1, a2) ≤ ρA(max ([a1]≡f ),max ([a2]≡f )) para todo a1, a2 ∈ A.
DEMOSTRACIO´N: Sea (pi, g) una adjuncio´n difusa entre A y A≡f . Usando el
Teorema 3.1, se tiene que g([a]≡f ) = maxpi
−1([a]↓≡f ). Por el Lema 3.2, se ob-
tiene que maxpi−1([a]↓≡f ) = maxpi
−1([a]≡f ) = max([a]≡f ). La condicio´n de
adjuncio´n ρA(a1, g([a2]≡f ) = ρA≡f (pi(a1), [a2]≡f ) nos lleva a la definicio´n de
un orden difuso en A≡f , como ρA≡f ([a1]≡f , [a2]≡f ) = ρA(a1,max ([a2]≡f )).
Por u´ltimo, como pi y g son aplicaciones iso´tonas, se obtiene que
ρA(a1, a2) ≤ ρA≡f ([a1]≡f , [a2]≡f ) ≤
≤ ρA(g([a1]≡f ), g([a2]≡f )) = ρA(max ([a1]≡f ),max ([a2]≡f )).
2
Dada una relacio´n de equivalencia cla´sica ∼ sobre A, se considera el
conjunto cociente de A con respecto a ∼, denotado por A∼, y la proyeccio´n
natural por pi : A→ A∼. El siguiente resultado proporciona las condiciones
suficientes para poder definir un orden difuso en A∼ de forma que el par de
aplicaciones (pi,max) sea una adjuncio´n difusa. En particular, el resultado
se verifica para la relacio´n nu´cleo ≡f .
Lema 3.4 Sea 〈A, ρA〉 un conjunto con un orden difuso y ∼ una relacio´n de
equivalencia cla´sica definida sobreA (es decir, se tiene que∼⊆ A×A). Supongamos
que se verifican las siguientes condiciones:
1. Existe max ([a]∼), para todo a ∈ A.
2. ρA(a1, a2) ≤ ρA(max ([a1]∼),max ([a2]∼)), para todo a1, a2 ∈ A.
Entonces, ρA∼ : A∼ ×A∼ → L definida como
ρA∼([a1]∼, [a2]∼) = ρA(a1,max ([a2]∼))
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es un orden difuso en A∼.
Adema´s, el par de aplicaciones (pi,max) es una adjuncio´n difusa, es decir,
(pi,max) : 〈A, ρA〉 〈A∼, ρA∼〉.
DEMOSTRACIO´N:
Comenzamos demostrando que ρA∼ esta´ bien definida. Se tiene, por
hipo´tesis, que existe max([a]∼), para todo a ∈ A, y se demuestra que, dados
a1 ∼ α1 y a2 ∼ α2 se verifica ρA(a1,max([a2]∼)) = ρA(α1,max([α2]∼)).
Utilizando la hipo´tesis 2, se tiene que
ρA(a1,max([a2]∼)) ≤ ρA(max([a1]∼),max([max([a2]∼)]∼)) =
ρA(max([a1]∼),max([a2]∼)).
Por otro lado, utilizando la definicio´n de max y que a1 ∼ α1, se tiene que
> = ρA(α1,max([α1]∼) = ρA(α1,max([a1]∼). Por tanto,
ρA(a1,max([a2]∼) ≤ ρA(max([a1]∼),max([a2]∼)) =
>⊗ ρA(max([a1]∼),max([a2]∼)) =
ρA(α1,max([a1]∼)⊗ ρA(max([a1]∼),max([a2]∼)).
Ahora, por la transitividad de ρA y puesto que max([a2]∼) = max([α2]∼), se
obtiene
ρA(a1,max([a2]∼) ≤ ρA(α1,max([a2]∼) = ρA(α1,max([α2]∼).
De forma ana´loga se muestra que ρA(α1,max([α2]∼) ≤ ρA(a1,max([a2]∼).
A continuacio´n se probara´ que ρA∼ es un orden difuso:
Reflexividad: ρA∼([a]∼, [a]∼) = ρA(a,max([a]∼)) = >, para todo a ∈ A.
Transitividad: Sean a1, a2, a3 ∈ A. Entonces,
ρA∼([a1]∼, [a2]∼)⊗ ρA∼([a2]∼, [a3]∼) =
= ρA(a1,max([a2]∼))⊗ ρA(a2,max([a3]∼)).
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Usando la hipo´tesis 2 y las propiedades de ⊗, se obtiene que
ρA(a1,max([a2]∼))⊗ ρA(a2,max([a3]∼)) ≤
≤ ρA(a1,max([a2]∼))⊗ ρA(max([a2]∼),max([a3]∼)).
Finalmente, por transitividad de ρA, se deduce que
ρA∼([a1]∼, [a2]∼)⊗ ρA∼([a2]∼, [a3]∼) ≤ ρA∼([a1]∼, [a3]∼).
Antisimetrı´a: Sean a1, a2 ∈ A tales que
ρA∼([a1]∼, [a2]∼)) = ρA∼([a2]∼, [a1]∼) = >.
Por la hipo´tesis 2, se tiene que
> = ρA(a1,max[a2]∼) ≤ ρA(max[a1]∼,max[a2]∼)
y
> = ρA(a2,max[a1]∼) ≤ ρA(max[a2]∼,max[a1]∼).
Utilizando la antisimetrı´a de ρA, se tiene que max[a1]∼ = max[a2]∼, lo
cual implica que [a1]∼ = [a2]∼.
Por u´ltimo, ρA(a1,max[a2]∼) = ρA∼([a1]∼, [a2]∼) = ρA∼(pi(a1), [a2]∼),
para todo a1, a2 ∈ A. Por tanto, (pi,max) constituye una adjuncio´n
difusa.
2
A continuacio´n, presentamos un resultado que resuelve el problema de
la bu´squeda de un adjunto por la derecha, en el caso de que la aplicacio´n de
partida sea biyectiva.
Lema 3.5 Sea 〈A, ρA〉 un conjunto con un orden difuso y una aplicacio´n biyectiva
ϕ : A → B. Entonces ϕ induce un orden difuso ρB : B × B → L definido del
siguiente modo
ρB(b, b
′) = ρA(ϕ−1(b), ϕ−1(b′)) para todo b, b′ ∈ B
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tal que ϕ y ϕ−1 son iso´tonas y (ϕ,ϕ−1) : 〈A, ρA〉 〈B, ρB〉.
DEMOSTRACIO´N: Primero, se demostrara´ que ρB es un orden difuso en B.
Dado b ∈ B, por la reflexividad de ρA, se tiene > = ρA(ϕ−1(b), ϕ−1(b)) =
ρB(b, b). Ahora, dados b1, b2, b3 ∈ B, por la transitividad de ρA, se obtie-
ne ρB(b1, b2) ⊗ ρB(b2, b3) = ρA(ϕ−1(b1), ϕ−1(b2)) ⊗ ρA(ϕ−1(b2), ϕ−1(b3)) ≤
ρA(ϕ
−1(b1), ϕ−1(b3)). Por tanto, ρB(b1, b2) ⊗ ρB(b2, b3) ≤ ρB(b1, b3). Final-
mente, para todo b1, b2 ∈ B tales que ρB(b1, b2) = ρB(b2, b1) = >, por
antisimetrı´a de ρA, se tiene que ϕ−1(b1) = ϕ−1(b2), lo cual implica, por ser
ϕ biyectiva, que b1 = b2.
Ahora se comprobara´ que (ϕ,ϕ−1) es una adjuncio´n difusa. Obse´rve-
se que ϕ−1 es iso´tona por la definicio´n de ρB , y que ϕ es tambie´n iso´to-
na ya que, dados a1, a2 ∈ A, existen b1, b2 ∈ B tales que ρA(a1, a2) =
ρA(ϕ
−1(b1), ϕ−1(b2)) = ρB(b1, b2) = ρB(ϕ(a1), ϕ(a2)). Por u´ltimo, dados
a ∈ A y b ∈ B, utilizando que ϕ−1 es iso´tona, se deduce ρA(a, ϕ(b)) ≤
ρB(ϕ
−1(a), ϕ−1(ϕ(b))) = ρB(ϕ−1(a), b). De forma ana´loga, por ser ϕ iso´tona,
se obtiene ρB(ϕ−1(a), b) ≤ ρA(a, ϕ(b)) para todo a ∈ A y b ∈ B. 2
A continuacio´n, se estudia el caso en el que la aplicacio´n f : 〈A, ρA〉 → B
no es sobreyectiva. Para ello empezamos extendiendo el orden difuso defi-
nido en un subconjunto de un conjunto al conjunto completo, tal y como se
detalla en el siguiente lema:
Lema 3.6 Dado un subconjunto X ⊆ U , y un elemento fijo m ∈ X , cualquier
orden difuso ρX enX puede ser extendido a un orden difuso ρm en U de la siguiente
forma: para todo x, y ∈ U ,
ρm(x, y) =

ρX(x, y) si x, y ∈ X
ρX(x,m) si x ∈ X, y 6∈ X
⊥ si x 6∈ X,x 6= y
> si x 6∈ X,x = y
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DEMOSTRACIO´N:
Reflexividad: Si x ∈ X , se tiene que ρm(x, x) = ρX(x, x) = >; y si x 6∈ X ,
entonces ρm(x, x) = >.
Transitividad:
Si x1, x2 y x3 ∈ X :
ρm(x1, x2)⊗ ρm(x2, x3) = ρX(x1, x2)⊗ ρX(x2, x3) ≤
ρX(x1, x3) = ρm(x1, x3).
Si x1, x2 ∈ X y x3 6∈ X :
ρm(x1, x2)⊗ ρm(x2, x3) = ρX(x1, x2)⊗ ρX(x2,m) ≤
ρX(x1,m) = ρm(x1, x3).
Si x1, x3 ∈ X y x2 6∈ X :
ρm(x1, x2)⊗ ρm(x2, x3) = ρX(x1,m)⊗⊥ = ⊥ ≤ ρm(x1, x3).
Si x2, x3 ∈ X y x1 6∈ X :
ρm(x1, x2)⊗ ρm(x2, x3) = ⊥⊗ ρX(x2, x3) = ⊥ ≤ ρm(x1, x3).
Si x1 ∈ X y x2, x3 6∈ X con x2 6= x3 o´ con x2 = x3:
ρm(x1, x2)⊗ ρm(x2, x3) ≤ ρX(x1,m) = ρm(x1, x3).
Si x2 ∈ X y x1, x3 6∈ X :
ρm(x1, x2)⊗ ρm(x2, x3) = ⊥⊗ ρX(x2,m) = ⊥ ≤ ρm(x1, x3).
Si x3 ∈ X y x1, x2 6∈ X con x1 6= x2 o´ con x1 = x2:
ρm(x1, x2)⊗ ρm(x2, x3) = ⊥ ≤ ρm(x1, x3).
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Si x1, x2, x3 6∈ X con x1 6= x2 6= x3:
ρm(x1, x2)⊗ ρm(x2, x3) = ⊥⊗⊥ = ⊥ ≤ ρm(x1, x3).
Si x1, x2, x3 6∈ X con x1 = x2 6= x3:
ρm(x1, x2)⊗ ρm(x2, x3) = >⊗⊥ = ⊥ ≤ ρm(x1, x3).
Si x1, x2, x3 6∈ X con x1 6= x2 = x3:
ρm(x1, x2)⊗ ρm(x2, x3) = ⊥⊗> = ⊥ ≤ ρm(x1, x3).
Si x1, x2, x3 6∈ X con x1 = x2 = x3:
ρm(x1, x2)⊗ ρm(x2, x3) = >⊗> = > = ρm(x1, x3).
Antisimetrı´a: Sean x1, x2 ∈ U tales que ρm(x1, x2) = ρm(x2, x1) = >. Si
x1, x2 /∈ X , por definicio´n de ρm, se tiene que x1 = x2. Adema´s, por la
propia definicio´n de ρm, la u´nica alternativa es que x1, x2 ∈ X y por la
antisimetrı´a de ρX se tiene que x1 = x2.
2
Una vez extendida una relacio´n de orden ρX de un subconjunto X de U
a todo U utilizando ρm, vamos a construir un adjunto por la derecha para la
inclusio´n cano´nica i : X ↪→ U.
Lema 3.7 Consideramos X ⊆ U , un elemento m ∈ X y un orden difuso ρX en
X . Sea i la aplicacio´n inclusio´n de X en U y se define la aplicacio´n jm : 〈U, ρm〉 →
〈X, ρX〉 como
jm(x) =
x si x ∈ Xm si x /∈ X
Entonces, (i, jm) : 〈X, ρX〉 〈U, ρm〉.
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DEMOSTRACIO´N: En primer lugar, probaremos que la aplicacio´n jm es
iso´tona. Por la definicio´n de ρm, se tiene que:
Si x, y ∈ X , ρm(x, y) = ρX(x, y) = ρX(jm(x), jm(y)).
Si x ∈ X e y /∈ X , ρm(x, y) = ρX(x,m) = ρX(jm(x), jm(y)).
Si x /∈ X e y 6= v, ρm(x, y) = ⊥ ≤ ρX(jm(x), jm(y)).
Si x /∈ X y x = y, ρm(x, y) = > = ρX(m,m) = ρX(jm(x), jm(y)).
Ahora, se debe probar que ρA(x, jm(y)) = ρm(i(x), y) para todo x ∈ X
e y ∈ U . Si y ∈ X , utilizando que i es la aplicacio´n inclusio´n, se tiene que
ρm(i(x), y) = ρm(x, y). Y, por las definiciones de jm y ρm, se obtiene que
ρm(x, y) = ρX(x, jm(y)). Ahora, si y /∈ X , usando de nuevo las definiciones
de ρm y jm, se obtiene que ρm(i(x), y) = ρX(x,m) = ρX(x, jm(y)).
2
Teorema 3.4 Dado un conjunto con un orden difuso 〈A, ρA〉, se considera una
aplicacio´n f : A → B. Sea A≡f el conjunto cociente sobre la relacio´n nu´cleo.
Entonces, existe un orden difuso ρB en B y una aplicacio´n g : B −→ A tales que
(f, g) : 〈A, ρA〉 〈B, ρB〉 si y so´lo si
1. Existe max([a]≡f ) para todo a ∈ A.
2. ρA(a1, a2) ≤ ρA(max([a1]≡f ),max([a2]≡f )) para todo a1, a2 ∈ A.
DEMOSTRACIO´N: Por una parte, si se supone que existe (f, g) : 〈A, ρA〉
〈B, ρB〉, entonces, por el Teorema 3.1, en el caso de o´rdenes difusos, se
verifica g(b) = max f−1(b↓) y, por el Lema 3.2, g(b) = max f−1(b) para todo
b ∈ B. Dado a ∈ A, obse´rvese que si b = f(a) entonces [a]≡f = {x ∈ A |
f(x) = f(a)} = f−1(b). Por tanto, g(f(a)) = max([a]≡f ). Adema´s,
ρA(a1, a2) ≤ ρB(f(a1), f(a2)) ≤ ρA(g(f(a1)), g(f(a2))) =
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ρA(max([a1]≡f ),max([a2]≡f )).
Recı´procamente, dados 〈A, ρA〉 y f : A→ B, se considera la descomposi-
cio´n cano´nica de f a trave´s del conjunto cociente A≡f
〈A, ρA〉 B
〈A≡f , ρA≡f 〉 f(A)
f
pi
ϕ
i
donde pi es la proyeccio´n natural, pi(a) = [a]≡f , ϕ es el isomorfismo natural
entre cociente e imagen, ϕ([a]≡f ) = f(a), e i(b) = b es la aplicacio´n inclusio´n.
Ahora, usando que [a]≡f = pi(a) y las condiciones 1 y 2, se tiene que
(pi,max) : 〈A, ρA〉 〈A≡f , ρA≡f 〉, por el Lema 3.4.
〈A, ρA〉 B
〈A≡f , ρA≡f 〉 f(A)
f
pimax
ϕ
i
Adema´s, como la aplicacio´n ϕ : A≡f → f(A) es biyectiva, se pue-
de aplicar el Lema 3.5 y se tiene un orden difuso ρf(A) en f(A) tal que
(ϕ,ϕ−1) : 〈A≡f , ρA≡f 〉 〈f(A), ρf(A)〉.
〈A, ρA〉 B
〈A≡f , ρA≡f 〉 〈f(A), ρf(A)〉
f
pimax
ϕ
ϕ−1
i
El orden difuso ρf(A) se puede extender a un orden difuso ρB en B,
como se indica en el Lema 3.7, y existe una aplicacio´n j : B → f(A) tal que
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(i, j) : 〈f(A), ρf (A)〉 〈B, ρB〉.
〈A, ρA〉 〈B, ρB〉
〈A≡f , ρA≡f 〉 〈f(A), ρf(A)〉
f
pi jmax
ϕ
ϕ−1
i
Finalmente, se prueba que la composicio´n g = max ◦ ϕ−1 ◦ j es una
aplicacio´n g : B → A tal que (f, g) es una adjuncio´n difusa. Para probar la
condicio´n de adjuncio´n, se distinguen dos casos:
Si b = f(x) ∈ f(A), se tiene queϕ−1(b) = {[a]≡f ∈ A≡f : ϕ([a]≡f ) = b} ={
[a]≡f ∈ A≡f : f(a) = f(x)
}
= [x]≡f . Por consiguiente, por la defini-
cio´n de j, la aplicacio´n g = (max ◦ ϕ−1 ◦ j) : B → A, se puede escribir
como g(b) = max(ϕ−1(b)) = max([x]≡f ) donde x ∈ f−1(b). Por tanto,
ρA(a, g(b)) = ρA(a,max([x]≡f )). Utilizando la definicio´n del orden
ρA≡f , se tiene que ρA(a,max([x]≡f )) = ρA≡f ([a]≡f , [x]≡f ). Ahora, co-
mo [a]≡f = ϕ
−1(f(a)) y [x]≡f = ϕ
−1(b), por la definicio´n del orden
ρB en B, se verifica ρA≡f ([a]≡f , [x]≡f ) = ρA≡f (ϕ
−1(f(a)), ϕ−1(b)) =
ρf(A)(f(a), b) = ρB(f(a), b).
Si b 6∈ f(A), existe un elemento fijo m = f(xm) ∈ f(A) tal que j = jm
en los te´rminos del Lema 3.7. Entonces, g(b) = (max ◦ ϕ−1)(j(b)) =
(max ◦ ϕ−1)(m) = max([xm]≡f ). De forma ana´loga al caso anterior,
ρA(a, g(b)) = ρA≡f ([a]≡f , [xm]≡f ) = ρA≡f (ϕ
−1(f(a)), ϕ−1(m)) =
ρf(A)(f(a),m) = ρB(f(a), b),
por la definicio´n del orden ρB en B.
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Gra´ficamente se obtiene el siguiente diagrama:
〈A, ρA〉 〈B, ρB〉
〈A≡f , ρA≡f 〉 〈f(A), ρf(A)〉
f
pi
g=max◦ϕ−1◦j
jmax
ϕ
ϕ−1
i
2
3.2.2. Entre conjuntos con preo´rdenes difusos
En esta seccio´n se abordara´ la generalizacio´n del teorema 3.4 a conjun-
tos con preo´rdenes difusos. Se seguira´ una estructura similar a la de la
seccio´n 2.3.2. Para ello es necesario empezar adaptando las diferentes defini-
ciones utilizadas en el caso de preo´rdenes cla´sicos a preo´rdenes difusos.
La primera nocio´n que se adaptara´ al nuevo marco de trabajo difuso, es
la definicio´n de relacio´n p-nu´cleo, para ello, primero, se necesita utilizar la
nocio´n difusa de cierre transitivo introducida en la Definicio´n 1.18.
Obse´rvese que para cualquier relacio´n difusa R : U ×U → L, el conjunto
de relaciones difusas transitivas que contienen a R es no vacı´o, pues la
relacio´n total (definida como T (x, y) = >, para todo x, y ∈ U ) es transitiva.
Por otro lado, la interseccio´n arbitraria de relaciones difusas transitivas es
tambie´n una relacio´n difusa transitiva. Recue´rdese que se esta´ suponiendo
que el retı´culo residuado L es completo, lo cual asegura que el cierre tran-
sitivo de una relacio´n difusa siempre existe. Por tanto, el cierre transitivo
de una relacio´n arbitraria coincide con la interseccio´n (difusa) de todas las
relaciones difusas transitivas que la contienen.
Por otro lado, el cierre transitivo Rtr de una relacio´n difusa binaria R se
puede caracterizar con la siguiente definicio´n operacional.
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Proposicio´n 3.1 [18] Dada una relacio´n difusaR : U×U → L, para todo n ∈ N,
las iteraciones Rn : U × U → L se definen de forma secuencial donde el caso base
es R1 = R y
Rn(a, b) =
∨
x∈U
(
Rn−1(a, x)⊗R(x, b)
)
Entonces, el cierre transitivo de R verifica
Rtr(a, b) =
∞∨
n=1
Rn(a, b)
La relacio´n nu´cleo sime´trico ≈A permitira´ trabajar con la ausencia de la
propiedad antisime´trica, enlazando elementos “casi coincidentes”; formal-
mente, la relacio´n ≈A se define en un conjunto con un preorden difuso
〈A, ρA〉 del siguiente modo:
(a1 ≈A a2) = ρA(a1, a2)⊗ ρA(a2, a1) para a1, a2 ∈ A
La relacio´n nu´cleo ≡f asociada a una aplicacio´n f : A → B se define
como la funcio´n caracterı´stica de la relacio´n nu´cleo cla´sica:
(a1 ≡f a2) =
⊥ si f(a1) 6= f(a2)> si f(a1) = f(a2)
Definicio´n 3.4 Sea A = 〈A, ρA〉 un conjunto con un preorden difuso y una
aplicacio´n f : A→ B. La relacio´n p-nu´cleo difusa ∼=A es la relacio´n de equiva-
lencia obtenida como el cierre transitivo de la unio´n de las relaciones ≈A y
≡f .
Obse´rvese que las clases de equivalencia asociadas a ∼=A son conjuntos
difusos [a]∼=A : A→ L definidos como
[a]∼=A(x) = (x ∼=A a) (3.8)
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Ejemplo 3.9 Sea L el retı´culo residuado (producto) ([0, 1],≤, 1, 0, ·,→). Se
consideran los conjuntos A = {a, b, c, d, e,>}, B = {p, q, r, s, t} y la aplica-
cio´n f : A → B definida por f(a) = f(c) = p, f(b) = q, f(d) = f(>) = r y
f(e) = s.
Dado ρA el preorden difuso en A descrito en la siguiente tabla
ρA a b c d e >
a 1 0,5 1 1 1 1
b 0,2 1 1 1 1 1
c 0,2 0,2 1 0,3 1 1
d 0,08 0,2 0,4 1 0,4 1
e 0,2 0,2 1 0,3 1 1
> 0,08 0,2 0,4 0,2 0,4 1
la relacio´n p-nu´cleo difusa es el cierre transitivo de la unio´n difusa de las
dos relaciones siguientes
≡f a b c d e >
a 1 0 1 0 0 0
b 0 1 0 0 0 0
c 1 0 1 0 0 0
d 0 0 0 1 0 1
e 0 0 0 0 1 0
> 0 0 0 1 0 1
≈A a b c d e >
a 1 0,1 0,2 0,08 0,2 0,08
b 0,1 1 0,2 0,2 0,2 0,2
c 0,2 0,2 1 0,12 1 0,4
d 0,08 0,2 0,12 1 0,12 0,2
e 0,2 0,2 1 0,12 1 0,4
> 0,08 0,2 0,4 0,2 0,4 1
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Por lo tanto, se obtiene la siguiente tabla para ∼=A
∼=A a b c d e >
a 1 0,2 1 0,4 1 0,4
b 0,2 1 0,2 0,2 0,2 0,2
c 1 0,2 1 0,4 1 0,4
d 0,4 0,2 0,4 1 0,4 1
e 1 0,2 1 0,4 1 0,4
> 0,4 0,2 0,4 1 0,4 1
Las clases de equivalencia difusas son
[a]∼=A = [c]∼=A = [e]∼=A = {a/1, b/0,2, c/1, d/0,4, e/1,>/0,4}
[b]∼=A = {a/0,2, b/1, c/0,2, d/0,2, e/0,2,>/0,2}
[d]∼=A = [>]∼=A = {a/0,4, b/0,2, c/0,4, d/1, e/0,4,>/1}
Lema 3.8 Sea A = 〈A, ρA〉 un conjunto con un preorden difuso y una aplicacio´n
f : A→ B. Entonces, (a1 ∼=A a2) = > si y so´lo si [a1]∼=A = [a2]∼=A .
DEMOSTRACIO´N: Sean a1, a2 ∈ A tales que (a1 ∼=A a2) = >. Para todo u ∈
A, utilizando el elemento neutro del producto y las propiedades sime´trica y
transitiva de ∼=A, se tiene
(a1 ∼=A u) = >⊗ (a1 ∼=A u) = (a2 ∼=A a1)⊗ (a1 ∼=A u) ≤ (a2 ∼=A u)
Ana´logamente, (a2 ∼=A u) ≤ (a1 ∼=A u) y, por tanto, [a1]∼=A(u) = [a2]∼=A(u)
para todo u ∈ A.
El recı´proco es trivial pues si [a1]∼=A = [a2]∼=A , para a2 ∈ A, se verifica
> = [a2]∼=A(a2) = [a1]∼=A(a2) = (a1 ∼=A a2). 2
La nocio´n de elemento ma´ximo o mı´nimo de un subconjunto difuso X
de A, donde 〈A, ρA〉 es un conjunto con un preorden difuso, es la misma
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que la dada en la Definicio´n 3.2. Al igual que ocurre para conjuntos cla´sicos
preordenados, la ausencia de antisimetrı´a hace que exista un conjunto, no
necesariamente unitario, de elementos ma´ximos y mı´nimos del subconjunto
que se denotan por p-maxX y p-minX . Es importante destacar que ambos
conjuntos p-maxX y p-minX son conjuntos en el sentido cla´sico.
Si se considera un preorden difuso ρA en lugar de un orden cla´sico .A,
es posible extender la definicio´n del preorden de Hoare (Definicio´n 2.3) a
relaciones difusas entre subconjuntos cla´sicos. Formalmente, esta extensio´n
viene dada como sigue:
Definicio´n 3.5 Sea 〈A, ρA〉 un conjunto con un preorden difuso y C,D sub-
conjuntos de A. Se define la siguiente relacio´n difusa en 2A:
(C vH D) =
∧
c∈C
∨
d∈D
ρA(c, d)
Proposicio´n 3.2 La relacio´n vH es un preorden difuso en 2A.
DEMOSTRACIO´N: La propiedad reflexiva se verifica por la reflexividad de
ρA, ya que
(C vH C) =
∧
c1 ∈C
∨
c2 ∈C
ρA(c1, c2) =
∧
c1 ∈C
ρA(c1, c1) = >
para todo C ⊆ A.
Para comprobar la propiedad transitiva, dados C,D,E ⊆ A, se debe
probar que
(C vH D)⊗ (D vH E) ≤ (C vH E)
Se usara´ la propiedad distributiva de las t-normas con respecto al supremo
y al ı´nfimo (ver Seccio´n 1.4), junto con la transitividad de ρA, como sigue∨
d∈D
(ρA(c, d)⊗ ρA(d, e)) ≤ ρA(c, e)
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para todo c ∈ C, d ∈ D, e ∈ E:
(C vH D)⊗ (D vH E) =
∧
c∈C
∨
d∈D
ρA(c, d)⊗
∧
d′ ∈D
∨
e∈E
ρA(d
′, e)
≤
∧
c∈C
( ∨
d∈D
ρA(c, d)⊗
∧
d′ ∈D
∨
e∈E
ρA(d
′, e)
)
=
∧
c∈C
∨
d∈D
(
ρA(c, d)⊗
∧
d′ ∈D
∨
e∈E
ρA(d
′, e)
)
≤
∧
c∈C
∨
d∈D
(
ρA(c, d)⊗
∨
e∈E
ρA(d, e)
)
=
∧
c∈C
∨
d∈D
∨
e∈E
(ρA(c, d)⊗ ρA(d, e))
=
∧
c∈C
∨
e∈E
∨
d∈D
(ρA(c, d)⊗ ρA(d, e))
≤
∧
c∈C
∨
e∈E
ρA(c, e) = (C vH E)
2
Definicio´n 3.6 Sea 〈A, ρA〉 un conjunto con un preorden difuso y X ⊆ A. Se
dice que X es cı´clico si ρA(x1, x2) = > para todo x1, x2 ∈ X .
El siguiente lema establece que, para el caso especı´fico en el que los
conjuntos son cı´clicos, la relacio´n difusa vH puede calcularse de forma ma´s
simple.
Lema 3.9 Sea 〈A, ρA〉 un conjunto con un preorden difuso y X,Y ⊆ A subcon-
juntos cı´clicos distintos del vacı´o. Entonces(
X vH Y
)
= ρA(x, y) para cualquier x ∈ X, y ∈ Y.
DEMOSTRACIO´N: Bastara´ comprobar que ρA(x1, y1) = ρA(x2, y2) para todo
x1, x2 ∈ X , y1, y2 ∈ Y . Utilizando la propiedad transitiva y que ρA(x1, x2) =
124 CAPI´TULO 3. ADJUNCIONES DIFUSAS ENTRE PREO´RDENES DIFUSOS
> = ρA(y2, y1), se tiene que ρA(x1, y1) ≥ ρA(x1, x2) ⊗ ρA(x2, y1) = > ⊗
ρA(x2, y1) ≥ ρA(x2, y2)⊗ρA(y2, y1) = ρA(x2, y2). Ana´logamente, ρA(x2, y2) ≥
ρA(x1, y1). 2
A continuacio´n, se van a establecer algunas condiciones necesarias para
la existencia de adjunciones difusas entre conjuntos con preo´rdenes difusos.
Se comienza introduciendo la notacio´n conveniente:
Notacio´n 3.2 Sea 〈A, ρA〉 un conjunto con un preorden difuso y X : A→ L.
El conjunto de las cotas superiores del conjunto difuso X se denota como
UB(X) = {b ∈ A | X(u) ≤ ρA(u, b) para todo u ∈ A}
Teorema 3.5 Sean A = 〈A, ρA〉 y B = 〈B, ρB〉 dos conjuntos con preo´rdenes
difusos y dos aplicaciones f : A → B y g : B → A tales que (f, g) : A  B.
Entonces
1. g(f(A)) ⊆
⋃
a∈A
p-max[a]∼=A
2. p-min(UB[a]∼=A ∩ g(f(A))) 6= ∅, para todo a ∈ A.
3. ρA(a1, a2) ≤(
p-min(UB[a1]∼=A ∩ g(f(A))) vH p-min(UB[a2]∼=A ∩ g(f(A)))
)
para todo a1, a2 ∈ A.
DEMOSTRACIO´N:
1. Dado a ∈ A, se probara´ que g(f(a)) ∈ p-max[g(f(a))]∼=A .
Por la propiedad reflexiva de ∼=A, se tiene que [g(f(a))]∼=A(g(f(a))) =
(g(f(a)) ∼=A g(f(a))) = >. Por tanto, bastara´ probar la inclusio´n en-
tre conjuntos difusos [g(f(a))]∼=A ⊆ (g(f(a)))↓, es decir, se vera´ que
(g(f(a)) ∼=A u) ≤ ρA(u, g(f(a))) para todo u ∈ A.
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Recordemos que la relacio´n∼=A se ha definido como el cierre transitivo
de la unio´n de ≈A y ≡f , la cual, de aquı´ en adelante en esta demos-
tracio´n, se denotara´ por R. Concretamente, usando la caracterizacio´n
del cierre transitivo dada en la Proposicio´n 3.1, se demostrara´ por
induccio´n que para todo n ≥ 1 se satisface la siguiente desigualdad:
g(f(a))Rnu ≤ ρA(u, g(f(a))) para todo u ∈ A (3.9)
Para n = 1 y u ∈ A, se probara´ la desigualdad utilizando las
definiciones de las relaciones involucradas y las propiedades
de ⊗:
g(f(a))Ru =
(
g(f(a)) ≈A u
)
∨
(
g(f(a)) ≡f u
)
=
(
ρA(g(f(a)), u)⊗ ρA(u, g(f(a)))
)
∨
(
g(f(a)) ≡f u
)
≤ ρA(u, g(f(a))) ∨
(
g(f(a)) ≡f u
)
Por la definicio´n de ≡f , se obtienen dos posibilidades para el
valor de
(
g(f(a)) ≡f u
)
:
Si
(
g(f(a)) ≡f u
)
= ⊥, se tiene que g(f(a))Ru ≤ ρA(u, g(f(a))).
Si
(
g(f(a)) ≡f u
)
= >, la desigualdad (3.9) degenera en una
tautologı´a ya que la cota superior es el elemento >. En efecto,
por definicio´n de la relacio´n nu´cleo ≡f , se tiene que f(g(f(a))) =
f(u), adema´s, utilizando que (f, g) : A B, se deduce
ρA(u, g(f(a))) = ρB(f(u), f(a))
= ρB(f(g(f(a))), f(a)) = ρA(g(f(a)), g(f(a))) = >.
Supongamos que se verifica la desigualdad (3.9) para n− 1. Utili-
zando la definicio´n de la n-e´sima iteracio´n de una relacio´n difusa,
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la hipo´tesis de induccio´n y las propiedades de ⊗, se tiene que
g(f(a))Rnu =
∨
x∈A
(
g(f(a))Rn−1x⊗ xRu
)
≤
∨
x∈A
(
ρA(x, g(f(a)))⊗
(
(x ≈A u) ∨ (x ≡f u)
))
=
∨
x∈A
(
ρA(x, g(f(a)))⊗
(
(ρA(x, u)⊗ ρA(u, x)) ∨ (x ≡f u)
))
≤
∨
x∈A
(
ρA(x, g(f(a)))⊗
(
ρA(u, x) ∨ (x ≡f u)
))
.
Ahora, de forma ana´loga al caso n = 1, por la definicio´n de la
relacio´n nu´cleo, se distinguen dos casos:
Cuando (x ≡f u) = ⊥, por conmutatividad de ⊗ y transitividad
de ρA, se tiene(
ρA(x, g(f(a)))⊗ ρA(u, x)
)
≤ ρA(u, g(f(a))).
Cuando (x ≡f u) = >, entonces ρA(x, g(f(a))) ⊗
(
ρA(u, x) ∨
(x ≡f u)
)
=
(
ρA(x, gf(a))
)
; usando que f(x) = f(u) y que
(f, g) : A B, se tiene
ρA(x, g(f(a))) = ρB(f(x), f(a)) = ρB(f(u), f(a)) = ρA(u, g(f(a))).
Por tanto, g(f(a))Rnu ≤ ρA(u, g(f(a))) para todo n ≥ 1 y, por la
definicio´n del cierre transitivo, [g(f(a))]∼=A(u) ≤ ρA(u, g(f(a)))
para todo u ∈ A.
2. Obse´rvese que los conjuntos UB[a]∼=A y g(f(A)) son conjuntos cla´sicos.
Se probara´ que g(f(a)) pertenece a p-min(UB[a]∼=A ∩ g(f(A))), para
todo a ∈ A.
Primero se comprobara´ que g(f(a)) ∈ UB[a]∼=A ∩g(f(A)). Obviamente
g(f(a)) ∈ g(f(A)), por tanto basta probar que g(f(a)) ∈ UB[a]∼=A , es
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decir, (a ∼=A u) ≤ ρA(u, g(f(a))) para todo u ∈ A. Para ello, usando
la definicio´n de ∼=A y por las propiedades del supremo, es suficiente
probar que
aRnu ≤ ρA(u, g(f(a))) para todo u ∈ A (3.10)
De ahora en adelante, la demostracio´n sigue la misma estructura que
en el apartado anterior.
Para n = 1, y u ∈ A, por las propiedades de ⊗, se tiene que
aRu = (a ≈A u) ∨ (a ≡f u)
=
(
ρA(a, u)⊗ ρA(u, a)
)
∨ (a ≡f u)
≤ ρA(u, a) ∨ (a ≡f u).
Teniendo en cuenta los dos posibles valores de a ≡f u:
Si (a ≡f u) = ⊥, por monotonı´a de f y por ser (f, g) : A B, se
tiene que
ρA(u, a) ≤ ρB(f(u), f(a)) = ρA(u, g(f(a))).
Si (a ≡f u) = >, otra vez la desigualdad (3.10) genera una
tautologı´a. Concretamente, utilizando que f(a) = f(u) y por ser
(f, g) : A B, se tiene que
ρA(u, gf(a)) = ρB(f(u), f(a)) = ρB(f(a), f(a)) = >
Por tanto, en efecto, en ambos casos
aRu ≤ ρA(u, a) ≤ ρA(u, g(f(a))).
Se supone que se verifica la desigualdad (3.10) para n − 1, y se
demostrara´ para n.
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aRnu =
∨
x∈A
(
aRn−1x⊗ xRu
)
≤
∨
x∈A
ρA(x, g(f(a)))⊗
(
(x ≈A u) ∨ (x ≡f u)
)
=
∨
x∈A
ρA(x, g(f(a)))⊗
(
(ρA(x, u)⊗ ρA(u, x)) ∨ (x ≡f u)
)
≤
∨
x∈A
ρA(x, g(f(a)))⊗
(
ρA(u, x) ∨ (x ≡f u)
)
.
Cuando (x ≡f u) = ⊥, entonces, por conmutatividad de ⊗
y transitividad de ρA, se tiene que ρA(x, g(f(a))) ⊗ ρA(u, x) ≤
ρA(u, g(f(a))).
Cuando (x ≡f u) = >, como f(x) = f(u), entonces
ρA(x, g(f(a))) = ρB(f(x), f(a)) = ρB(f(u), f(a)) = ρA(u, g(f(a)))
Por tanto, aRnu ≤ ρA(u, g(f(a))) para todo n ≥ 1 y para todo
u ∈ A.
En resumen, se ha probado que g(f(a)) es una cota superior del con-
junto difuso [a]∼=A .
Por u´ltimo, se debe probar que ρA(gf(a), x) = > para todo x ∈
UB[a]∼=A ∩ g(f(A)). Dado x ∈ UB[a]∼=A ∩ g(f(A)) existe a1 ∈ A tal
que x = g(f(a1)) y (a ∼=A u) ≤ ρA(u, x) para todo u ∈ A. En particular,
se considera u = a y utilizando la monotonı´a de g y que (f, g) es una
adjuncio´n difusa, se verifica:
> = (a ∼=A a) ≤ ρA(a, x) = ρA(a, g(f(a1)))
= ρB(f(a), f(a1))
≤ ρA(g(f(a)), g(f(a1))) = ρA(g(f(a)), x).
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3. Dados a1, a2 ∈ A, como f y g son aplicaciones iso´tonas, entonces se
tiene que
ρA(a1, a2) ≤ ρA(g(f(a1)), g(f(a2)))
De la desigualdad anterior, por el Lema 3.9, se obtiene la condicio´n
que se buscaba
ρA(a1, a2) ≤(
p-min(UB[a1]∼=A ∩ g(f(A))) vH p-min(UB[a2]∼=A ∩ g(f(A)))
)
.
2
Corolario 3.1 Sean A = 〈A, ρA〉 un conjunto con un preorden difuso, B un
conjunto no necesariamente dotado de estructura y una aplicacio´n f : A → B.
Si f es el adjunto por la izquierda de una adjuncio´n difusa, entonces existe un
subconjunto S ⊆ A tal que
(1) S ⊆
⋃
a∈A
p-max[a]∼=A
(2) p-min(UB[a]∼=A ∩ S) 6= ∅, para todo a ∈ A.
(3) ρA(a1, a2) ≤
(
p-min(UB[a1]∼=A ∩ S) vH p-min(UB[a2]∼=A ∩ S)
)
para
todo a1, a2 ∈ A.
La segunda parte de esta seccio´n esta´ dedicada a demostrar que estas
condiciones necesarias para la existencia de un adjunto por la derecha son
tambie´n condiciones suficientes.
Notacio´n 3.3 De ahora en adelante, se usara´ la siguiente notacio´n,
ϕS(a)
def
= p-min(UB[a]∼=A ∩ S). (3.11)
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Observacio´n 3.4 Obse´rvese que, por el Lema 3.9,
(
ϕS(a1) vH ϕS(a2)
)
=
ρA(x, y) para cualquier x ∈ ϕS(a1) e y ∈ ϕS(a2), y esto justifica que, para
simplificar la notacio´n, se escriba que ρA(ϕS(a1), ϕS(a2)) en lugar de
(
ϕS(a1) vH
ϕS(a2)
)
.
Definicio´n 3.7 Sea un conjunto con un preorden difuso A = 〈A, ρA〉 junto
con una aplicacio´n f : A → B y un subconjunto S ⊆ A que cumpla las
siguientes condiciones:
S ⊆
⋃
a∈A
p-max[a]∼=A (3.12)
ϕS(a) 6= ∅,para todo a ∈ A (3.13)
ρA(a1, a2) ≤
(
ϕS(a1) vH ϕS(a2)
)
para todo a1, a2 ∈ A (3.14)
Para todo a0 ∈ A, se define la relacio´n difusa ρa0B : B ×B → L del siguiente
modo
ρa0B (b1, b2) = ρA(ϕS(a1), ϕS(a2))
donde ai ∈ f−1(bi) si f−1(bi) 6= ∅ y ai = a0 en otros casos, para cada
i ∈ {1, 2}.
Obse´rvese que la definicio´n anterior podrı´a depender en gran medida
de las posibles elecciones de ai; sin embargo, el siguiente lema, basado en la
Observacio´n 3.4, mostrara´ que el valor de ρa0B es totalmente independiente
de estas elecciones.
Lema 3.10 La relacio´n difusa ρa0B esta´ bien definida y es un preorden difuso en B.
DEMOSTRACIO´N: La definicio´n no depende de la eleccio´n de las preima´ge-
nes ai ya que, si se eligieran otras preima´genes a¯i, por la definicio´n de≡f , se
tiene que (ai ≡f a¯i) = > y, por consiguiente, por el Lema 3.8, los conjuntos
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difusos correspondiente a las clases [ai]∼=A y [a¯i]∼=A coincidirı´an y en tal caso
ϕS(ai) = ϕS(a¯i). Adema´s, por la Observacio´n 3.4, se tiene que
ρA(ϕS(a1), ϕS(a2)) = ρA(x, y) para cualquier x ∈ ϕS(a1) e y ∈ ϕS(a2).
Ahora se demostrara´ que ρa0B es un preorden difuso en B.
Reflexividad Si b ∈ f(A) y f(a) = b se tiene ρa0B (b, b) = ρA(ϕS(a), ϕS(a)) =
> y si b 6∈ f(A) se tiene ρa0B (b, b) = ρA(ϕS(a0), ϕS(a0)) = >.
Transitividad La transitividad se deduce directamente de la definicio´n de
ρa0B y la transitividad de ρA.
2
Ejemplo 3.10 Para el conjunto con preorden difuso 〈A, ρA〉 y la aplicacio´n
f : A → B definidos en el Ejemplo 3.9, observamos que el subconjunto
S = {c,>} ⊆ A verifica las tres condiciones (3.12), (3.13) y (3.14), ya que
p-max [a]∼=A ∪ p-max [b]∼=A ∪ p-max [d]∼=A = {c, e} ∪ {b} ∪ {>} ,
y ϕS(a) = ϕS(b) = ϕS(c) = ϕS(e) = {c} y ϕS(d) = ϕS(>) = {>}. Por tanto,
el preorden difuso ρcB en B se define como sigue
ρcB p q r s t
p 1 1 1 1 1
q 1 1 1 1 1
r 0,4 0,4 1 0,4 0,4
s 1 1 1 1 1
t 1 1 1 1 1
Ahora, los resultados se centrara´n en proporcionar una definicio´n ade-
cuada de la aplicacio´n g : B → A de forma que (f, g) sea una adjuncio´n
difusa.
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Lema 3.11 Sea A = 〈A, ρA〉 un conjunto con un preorden difuso, una aplicacio´n
f : A → B y S un subconjunto de A que cumple las condiciones (3.12), (3.13)
y (3.14). Entonces existe una aplicacio´n g : B → A tal que (f, g) : 〈A, ρA〉 
〈B, ρa0B 〉 donde ρa0B es el preorden difuso introducido en la Definicio´n 3.7, para
algu´n a0 ∈ A.
DEMOSTRACIO´N: La aplicacio´n g esta´ definida por casos:
(C1) Si b ∈ f(A), entonces g(b) se define como un elemento en ϕS(xb) donde
xb ∈ f−1(b).
(C2) Si b /∈ f(A), entonces g(b) se define como un elemento en ϕS(a0).
Para todo b ∈ f(A), el conjunto f−1(b) es distinto del vacı´o, por tanto xb
puede ser elegido para todo b ∈ f(A). Adema´s, por la hipo´tesis (3.13),
los conjuntos ϕS(xb) y ϕS(a0) son no vacı´os. La definicio´n de g tampoco
depende de la eleccio´n de la preimagen de b ya que ϕS(x) = ϕS(y) para
x, y ∈ f−1(b).
Ahora, se debe probar que g es el adjunto por la derecha de f , es decir,
que para todo a ∈ A y b ∈ B se verifica
ρa0B
(
f(a), b
)
= ρA
(
a, g(b)
)
Por definicio´n de ρa0B (ver Definicio´n 3.7), se tiene que
ρa0B (f(a), b) = ρA(ϕS(a), ϕS(w))
donde w ∈ f−1(b) si b ∈ f(A) (por tanto, se puede elegir w siendo el
anterior xb) o w = a0 en caso contrario. Por consiguiente, se puede elegir
g(b) ∈ ϕS(w). Ası´,
ρa0B (f(a), b) = ρA(x, g(b)) para cualquier x ∈ ϕS(a) (3.15)
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La demostracio´n se finalizara´ si mostramos que, fijado x ∈ ϕS(a), se obtiene
ρA(x, g(b)) = ρA(a, g(b)).
Por la definicio´n de ϕS , ver (3.11), se observa que x ∈ ϕS(a) implica que
ρA(a, x) = > y, por consiguiente,
ρA
(
x, g(b)
)
= ρA(a, x)⊗ ρA
(
x, g(b)
)
≤ ρA
(
a, g(b)
)
(3.16)
Para la otra desigualdad, usando la hipo´tesis (3.14), se tiene
ρA
(
a, g(b)
)
≤ ρA
(
ϕS(a), ϕS
(
g(b)
))
= ρA(x, y) (3.17)
para cualquier x ∈ ϕS(a) e y ∈ ϕS(g(b)). Por la definicio´n de la aplicacio´n g,
se tiene que g(b) ∈ S, lo cual implica que g(b) ∈ p-max[g(b)]∼=A , en particular
g(b) ∈ UB[g(b)]∼=A , por tanto g(b) ∈ UB[g(b)]∼=A ∩ S. Por otro lado, como
y ∈ ϕS
(
g(b)
)
se tiene que ρA(y, α) = > para todo α ∈ UB[g(b)]∼=A ∩ S. Por
tanto, se obtiene que ρA
(
y, g(b)
)
= >. Ahora, utilizando la expresio´n (3.17)
junto con la transitividad de ρA, se deduce
ρA
(
a, g(b)
)
≤ ρA(x, y) = ρA(x, y)⊗ ρA
(
y, g(b)
)
≤ ρA
(
x, g(b)
)
(3.18)
para todo x ∈ ϕS(a).
Uniendo (3.16) y (3.18) se obtiene la igualdad ρA(x, g(b)) = ρA(a, g(b)).
2
Para concluir esta seccio´n se proporcionan las condiciones necesarias y
suficientes para la existencia de un adjunto por la derecha para una aplica-
cio´n de un conjunto con un preorden difuso a un conjunto no necesariamente
dotado de estructura. Con objeto de clarificar el enunciado y la demostracio´n
del resultado, no utilizaremos la versio´n previa del lema, en que se utilizaba
ϕS(a) en lugar de p-min(UB[a]∼=A ∩ S) para todo a ∈ A.
Teorema 3.6 Sea A = 〈A, ρA〉 un conjunto con un preorden difuso junto con
una aplicacio´n f : A → B. Existe un preorden difuso ρB en B y una aplicacio´n
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g : B → A tal que (f, g) : A  B si y so´lo si existe S ⊆ A tal que, para todo
a, a1, a2,∈ A, se verifican las siguientes condiciones:
1. S ⊆
⋃
a∈A
p-max[a]∼=A
2. p-min(UB[a]∼=A ∩ S) 6= ∅
3. ρA(a1a2) ≤
(
p-min(UB[a1]∼=A ∩ S) vH p-min(UB[a2]∼=A ∩ S)
)
Ejemplo 3.11 Se considera de nuevo la aplicacio´n f : A → B dada en el
Ejemplo 3.9 y la relacio´n difusa de preorden ρcB dada en el Ejemplo 3.10,
el adjunto por la derecha g : B → A se define como g(p) = g(q) = g(s) =
g(t) = c y g(r) = >.
3.3. Sistemas de cierre y adjunciones difusas
La primera parte de esta seccio´n esta´ dedicada a establecer la definicio´n y
algunas caracterizaciones de los conceptos de sistema de cierre y de sistema
de cierre compatible con una relacio´n de equivalencia difusa, todo ello en
conjuntos con preo´rdenes difusos. Tambie´n se establecera´ la relacio´n entre
operador de cierre y sistema de cierre. En la segunda parte de la seccio´n se
estudiara´n, mediante sistemas de cierre compatibles con relaciones de equi-
valencia difusas, condiciones necesarias y suficientes para la construccio´n
de un adjunto por la derecha y un preorden difuso sobre un conjunto B a
partir de una aplicacio´n f : 〈A, ρA〉 → B.
3.3.1. Sistemas y operadores de cierre en preo´rdenes difusos
La nocio´n de sistema de cierre en conjuntos con preo´rdenes difusos con la
que se va a trabajar es una extensio´n natural de los sistemas de cierre cla´sicos
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sobre conjuntos cla´sicos parcialmente ordenados. De hecho, la definicio´n
estara´ formulada en los mismos te´rminos del caso cla´sico, no obstante se
proporcionara´n caracterizaciones alternativas ma´s sencillas de manejar.
Definicio´n 3.8 Sean A = 〈A, ρA〉 un conjunto con un preorden difuso y S
un subconjunto de A. Se dice que S es un sistema de cierre si el conjunto
p-min(a↑ ∩ S) es no vacı´o, para todo a ∈ A.
En la bibliografı´a, se pueden encontrar otras definiciones de sistema
de cierre en ambiente difuso. Destaca la dada por Beˇlohla´vek en [4], en
la que se introdujo la nocio´n de operador de LK-cierre sobre un conjunto
L-ordenado, donde K es un filtro del retı´culo residuado L (ver seccio´n 1.3).
En la definicio´n de Beˇlohla´vek, se debe observar que los sistemas difusos de
cierre son conjuntos difusos, mientras que en la Definicio´n 3.8, los sistemas
de cierre son subconjuntos cla´sicos.
Existe otra definicio´n de sistema de cierre difuso similar a la Defini-
cio´n 3.8 donde el marco de trabajo son los llamados conjuntos L-ordenados.
Los conjuntos L-ordenados son ternas 〈A,≈A, ρA〉 donde≈A es una relacio´n
de equivalencia en A y ρA es un L-orden (ver definicio´n en [34]). En el
siguiente resultado se va establecer una caracterizacio´n alternativa de la
nocio´n de sistema de cierre dada en la Definicio´n 3.8 basada en las ideas
de [34].
Proposicio´n 3.3 Sea A = 〈A, ρA〉 un conjunto con un preorden difuso. Un sub-
conjunto no vacı´o S ⊆ A es un sistema de cierre en A si y so´lo si para cualquier
a ∈ A, existe ma ∈ S tal que
1. ρA(a,ma) = > y
2. ρA(s1,ma)⊗ ρA(a, s2) ≤ ρA(s1, s2) para todo s1, s2 ∈ S.
DEMOSTRACIO´N: Sea S un subconjunto de A y se supone que para todo
elemento a ∈ A, el conjunto p-min(a↑∩S) es no vacı´o. Veamos que cualquier
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elemento ma ∈ p-min(a↑ ∩ S) satisface las Condiciones 1 y 2. Obse´rvese que
a↑ ∩ S es un conjunto difuso definido por
(a↑ ∩ S)(x) = (a↑)(x) ∧ S(x) =
⊥ si x /∈ SρA(a, x) si x ∈ S (3.19)
Para cualquier elemento ma del conjunto p-min(a↑ ∩ S), se tiene que
ma ∈ S, ρA(a,ma) = > y ρA(a, s) ≤ ρA(ma, s) para todo s ∈ S. Entonces,
utilizando la isotonı´a de⊗ y la propiedad transitiva de ρA, para todo s1, s2 ∈
S, se verifica
ρA(s1,ma)⊗ ρA(a, s2) ≤ ρA(s1,ma)⊗ ρA(ma, s2) ≤ ρA(s1, s2).
Recı´procamente, dado a ∈ A y un elemento ma ∈ S que satisface las
condiciones 1 y 2, se probara´ que ma ∈ p-min(a↑ ∩ S). La condicio´n 1
es igual a la primera condicio´n de la definicio´n de p-mı´nimo, es decir,
ρA(a,ma) = >. Por otro lado, por reflexividad de ρA y la condicio´n 2, se
tiene que ρA(a, s) = ρA(ma,ma)⊗ ρA(a, s) ≤ ρA(ma, s) para todo s ∈ S.
2
El resultado anterior se puede mejorar proporcionando una nueva carac-
terizacio´n que se formulara´ utilizando una u´nica condicio´n.
Teorema 3.7 Sea A = 〈A, ρA〉 un conjunto con un preorden difuso. Un subcon-
junto S ⊆ A es un sistema de cierre si y so´lo si para todo a ∈ A existe ma ∈ S tal
que ρA(a, u) = ρA(ma, u) para todo u ∈ S.
DEMOSTRACIO´N: Sea S un sistema de cierre. Por la Proposicio´n 3.3, para
todo a ∈ A existe ma ∈ S tal que
1. ρA(a,ma) = > y
3.3. SISTEMAS DE CIERRE Y ADJUNCIONES DIFUSAS 137
2. ρA(s1,ma)⊗ ρA(a, s2) ≤ ρA(s1, s2) para todo s1, s2 ∈ S.
Utilizando la Condicio´n 1 y la propiedad transitiva de ρA, se deduce que
ρA(ma, u) = ρA(a,ma) ⊗ ρA(ma, u) ≤ ρA(a, u). Por otro lado, usando la
Condicio´n 2, se toma ma como s1 y u como s2 y, por reflexividad y transiti-
vidad de ρA, se obtiene ρA(a, u) ≤ ρA(ma, u). Por consiguiente, ρA(a, u) =
ρA(ma, u).
Recı´procamente, se probara´ que ma ∈ p-min(a↑ ∩ S). Como ρA(a, u) =
ρA(ma, u) para todo u ∈ S, en particular ρA(a,ma) = ρA(ma,ma) = >.
Ahora, para comprobar que (a↑ ∩ S)(x) ≤ ma↑(x) para todo x ∈ A se deben
distinguir dos casos:
Para x /∈ S, por (3.19), se tiene que (a↑ ∩ S)(x) =⊥≤ ma↑(x).
Para x ∈ S, por (3.19) y por la hipo´tesis, se tiene que (a↑ ∩ S)(x) =
ρA(a, x) = ρA(ma, x) = ma
↑(x).
2
Como consecuencia directa del teorema anterior se obtiene una nueva
versio´n de la definicio´n del conjunto p-min(a↑ ∩ S) para S un sistema de
cierre de un conjunto con un preorden difuso 〈A, ρA〉.
Corolario 3.2 Sea A = 〈A, ρA〉 un conjunto con un preorden difuso. Si S ⊆ A es
un sistema de cierre, para todo a ∈ A se verifica que el conjunto p-min(a↑ ∩ S) =
{s ∈ S | ρA(a, u) = ρA(s, u) para todo u ∈ S}.
Como se ha comentado en capı´tulos anteriores, los sistemas de cierre y
los operadores de cierre, en el caso cla´sico, son diferentes enfoques de un
mismo feno´meno. Ahora, nos centraremos en el estudio de esta relacio´n
entre ambas nociones en conjuntos con preo´rdenes difusos.
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Definicio´n 3.9 Sea A = 〈A, ρA〉 un conjunto con un preorden difuso. Una
aplicacio´n c : A→ A se dice que es un operador de cierre si es iso´tona, inflacio-
naria y satisface que ρA(c(c(a)), c(a)) = > para todo a ∈ A.
En el siguiente lema se pone de manifiesto que, sobre conjuntos con
preo´rdenes difusos, los sistemas de cierre permiten definir operadores de
cierre y viceversa.
Lema 3.12 Sea A = 〈A, ρA〉 un conjunto con un preorden difuso.
i) Si S ⊆ A es un sistema de cierre, cualquier aplicacio´n c : A → A tal que
c(a) ∈ p-min(a↑ ∩ S) es un operador de cierre, al que se denotara´ por cS y
se llamara´ operador de cierre asociado a S.
ii) Si c : A → A es un operador de cierre, entonces el conjunto S = {a ∈
A : ρA(c(a), a) = >} es un sistema de cierre, que se denotara´ por Sc y se
llamara´ sistema de cierre asociado a c.
DEMOSTRACIO´N:
i) Se consideran un sistema de cierre S ⊆ A y una aplicacio´n c : A→ A
tal que c(a) ∈ p-min(a↑ ∩ S) para todo a ∈ A. Por la definicio´n de
p-min(a↑∩S) se sabe que c(a) ∈ S, por tanto, utilizando el Corolario 3.2
y la reflexividad de ρA, se obtiene que ρA(a, c(a)) = ρA(c(a), c(a)) = >,
lo cual implica que c es inflacionaria. Ana´logamente, ρA(c(c(a)), c(a)) =
ρA(c(a), c(a)) = >. Por u´ltimo, utilizando que c es inflacionaria, tran-
sitividad y que c(a1) ∈ p-min(a1↑ ∩ S), se tiene que c es iso´tona ya
que
ρA(a1, a2) = ρA(a1, a2)⊗ρA(a2, c(a2)) ≤ ρA(a1, c(a2)) = ρA(c(a1), c(a2)).
ii) El subconjunto S = {a ∈ A : ρA(c(a), a) = >} es un sistema de cierre
ya que c(a) ∈ p-min(a↑ ∩ S), para todo a ∈ A. En efecto, primero
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obse´rvese que por hipo´tesis ρA(c(c(a)), c(a)) = >, entonces c(a) ∈ S.
En virtud del Corolario 3.2 bastara´ probar que ρA(a, u) = ρA(c(a), u)
para todo u ∈ S. Como c es iso´tona y u ∈ S, se deduce que
ρA(a, u) ≤ ρA(c(a), c(u)) = ρA(c(a), c(u))⊗ ρA(c(u), u) ≤ ρA(c(a), u).
Ahora, por ser c inflacionaria, ρA(c(a), u) = ρA(a, c(a))⊗ρA(c(a), u) ≤
ρA(a, u).
2
En la Seccio´n 2.4, ya se comento´ el hecho de que en conjuntos parcial-
mente ordenados, existe una relacio´n biunı´voca entre operadores de cierre y
sistemas de cierre (para cada operador de cierre se tiene que c = cSc y para
cualquier sistema de cierre se tiene que S = ScS ). Esta relacio´n entre ambas
nociones se debilita cuando se trabaja con conjuntos preordenados en el
sentido cla´sico y, tambie´n, cuando se trabaja con conjuntos con preo´rdenes
difusos.
Proposicio´n 3.4 Sea A = 〈A, ρA〉 un conjunto con un preorden difuso.
1. Si c : A→ A es un operador de cierre, entonces
ρA(c(a), cSc(a)) = ρA(cSc(a), c(a)) = >
para todo a ∈ A.
2. Si S es un sistema de cierre entonces S ⊆ ScS y para todo s1 ∈ ScS existe
s2 ∈ S tal que ρA(s1, s2) = ρA(s2, s1) = >.
DEMOSTRACIO´N:
Para demostrar el primer apartado, se empieza probando que, para
todo a ∈ A, ρA(c(a), cSc(a)) = >: dado a ∈ A, por ser Sc sistema de cierre,
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cSc(a) ∈ p-min(a↑ ∩ Sc) lo cual implica que ρA(a, cSc(a)) = > y cSc(a) ∈ Sc,
es decir, ρA(c(cSc(a)), cSc(a)) = >. Por tanto, utilizando la isotonı´a de c y la
propiedad transitiva de ρA, se obtiene
> = ρA(a, cSc(a)) ≤ ρA(c(a), c(cSc(a))) = ρA(c(a), c(cSc(a)))⊗> =
ρA(c(a), c(cSc(a)))⊗ ρA(c(cSc(a)), cSc(a)) ≤ ρA(c(a), cSc(a)).
Por u´ltimo, se vera´ que ρA(cSc(a), c(a)) = > para todo a ∈ A. Dado
a ∈ A, utilizando de nuevo que cSc(a) ∈ p-min(a↑ ∩ Sc), se tiene que
ρA(a, u) ≤ ρA(cSc(a), u) para todo u ∈ Sc. Por otro lado, se tiene que
c(a) ∈ Sc ya que ρA(c(c(a)), c(a)) = >. Por consiguiente, utilizando que
c es inflacionaria, se obtiene que > = ρA(a, c(a)) ≤ ρA(cSc(a), c(a)), lo cual
implica que ρA(cSc(a), c(a)) = >.
Para probar el segundo apartado, se considera un sistema de cierre
S, un operador de cierre cS : A → A asociado a S (es decir, que cumpla
cS(a) ∈ p-min(a↑ ∩ S) para todo a ∈ A) y el sistema de cierre ScS = {a ∈
A : ρA(cS(a), a) = >}. Para cualquier a ∈ S, se tiene de forma directa que
a ∈ p-min(a↑ ∩ S). Adema´s, como cS(a) ∈ p-min(a↑ ∩ S), se satisface que
ρA(cS(a), a) = >. Por tanto, a ∈ ScS . Por consiguiente, se ha probado que
S ⊆ ScS . Ahora, si s1 ∈ ScS para s2 = cS(s1) se cumple ρA(cS(s1), s1) = >.
Por otro lado, como cS(s1) ∈ p-min(s↑1 ∩ S), se tiene que cS(s1) ∈ S y
ρA(s1, cS(s1)) = >.
2
El resto de la seccio´n se dedica a definir la nocio´n de un sistema de cierre
compatible con una relacio´n difusa de equivalencia arbitraria, en particular
se estudiara´ el caso de compatibilidad con la llamada relacio´n de nu´cleo.
Definicio´n 3.10 Sean A = 〈A, ρA〉 un conjunto con un preorden difuso y ∼
una relacio´n difusa de equivalencia en A.
i) Un operador de cierre c : A → A se dice que es compatible con la
relacio´n ∼ si (a1 ∼ a2) ≤ ρA(c(a1), c(a2)), para todo a1, a2 ∈ A.
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ii) Un sistema de cierre S ⊆ A se dice que es compatible con ∼ si cualquier
operador de cierre asociado a S es compatible con ∼.
Lema 3.13 Sea A = 〈A, ρA〉 un conjunto con un preorden difuso y una relacio´n
difusa de equivalencia ∼ sobre A. Entonces, un sistema de cierre S es compatible
con ∼ si y so´lo si
ρA(a, s) ≤
∧
u∈A
((a ∼ u)→ ρA(u, s)) (3.20)
para todo s ∈ S y a ∈ A.
DEMOSTRACIO´N: En primer lugar, se empieza observando que ρA(a, s) ≤∧
u∈A ((a ∼ u)→ ρA(u, s)) para todo s ∈ S y a ∈ A es equivalente a que
ρA(a, s)⊗ (a ∼ u) ≤ ρA(u, s) para todo s ∈ S y a, u ∈ A, de acuerdo con la
propiedad de adjuncio´n de los retı´culos residuados (ver Definicio´n 1.9).
Sea S un sistema de cierre compatible con ∼ y c : A→ A un operador de
cierre asociado a S, es decir, c(a) ∈ p-min(a↑ ∩ S) para todo a ∈ A y (a1 ∼
a2) ≤ ρA(c(a1), c(a2)), para todo a1, a2 ∈ A. Se considera s ∈ S y a, u ∈ A,
entonces, por el Corolario 3.2, se tiene que ρA(a, s)⊗ (a ∼ u) = ρA(c(a), s)⊗
(a ∼ u). Utilizando la compatibilidad de S y simetrı´a de ∼, se deduce que
(a ∼ u) = (u ∼ a) ≤ ρA(c(u), c(a)). Por consiguiente, usando la monotonı´a
de ⊗, ρA(c(a), s) ⊗ (a ∼ u) ≤ ρA(c(a), s) ⊗ ρA(c(u), c(a)) ≤ ρA(c(u), s), y,
por ser c es inflacionaria, ρA(c(u), s) = ρA(u, c(u))⊗ ρA(c(u), s) ≤ ρA(u, s).
Por tanto, ρA(a, s)⊗ (a ∼ u) ≤ ρA(u, s) para todo s ∈ S y a, u ∈ A.
Recı´procamente, dado S un sistema de cierre tal que ρA(a, s) ⊗ (a ∼
u) ≤ ρA(u, s) para todo s ∈ S y a, u ∈ A, se probara´ que para un operador
c : A → A tal que c(a) ∈ p-min(a↑ ∩ S) para todo a ∈ A, se tiene que
(a1 ∼ a2) ≤ ρA(c(a1), c(a2)), para todo a1, a2 ∈ A. Por la simetrı´a de ∼ y
puesto que c(a2) ∈ p-min(a↑2 ∩ S), se cumple (a1 ∼ a2) = (a2 ∼ a1) =
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ρA(a2, c(a2))⊗ (a2 ∼ a1). Entonces, por la hipo´tesis, y por el Corolario 3.2
(como c(a1) ∈ p-min(a↑1 ∩ S) y c(a2) ∈ S) se tiene que ρA(a2, c(a2))⊗ (a2 ∼
a1) ≤ ρA(a1, c(a2)) = ρA(c(a1), c(a2)).
2
A continuacio´n, se utilizara´ este lema en el caso particular en el que la
relacio´n de equivalencia difusa ∼ sea la relacio´n nu´cleo ≡f asociada a una
aplicacio´n f : 〈A, ρA〉 → B, esto es:
(a1 ≡f a2) =
⊥ si f(a1) 6= f(a2)> si f(a1) = f(a2)
Corolario 3.3 Sean A = 〈A, ρA〉 un conjunto con un preorden difuso, una aplica-
cio´n f : A→ B y ≡f la relacio´n nu´cleo asociada a f . Un sistema de cierre S ⊆ A
es compatible con la relacio´n nu´cleo si y so´lo si ρA(a, s) = ρA(u, s) para todo s ∈ S
y a, u ∈ A tal que f(a) = f(u).
DEMOSTRACIO´N: Dado S un sistema de cierre compatible con ≡f , por el
Lema 3.13, se tiene que ρA(a, s) ≤
∧
u∈A ((a ≡f u)→ ρA(u, s)) para todo
s ∈ S y a ∈ A. Por consiguiente, utilizando la definicio´n de ≡f y las
propiedades de los retı´culos residuados (ver Teorema 1.1), se tiene que
cuando f(a) = f(u) entonces > → ρA(u, s) = ρA(u, s) y si f(a) 6= f(u)
entonces ⊥→ ρA(u, s) = >. Por lo tanto, ρA(a, s) ≤
∧
f(u)=f(a)
ρA(u, s) ≤
ρA(u, s) para todo s ∈ S y a, u ∈ A tal que f(a) = f(u). 2
3.3.2. Construccio´n de adjunciones difusas
En esta seccio´n se presenta una caracterizacio´n con sistemas de cierre
que permite garantizar dada una aplicacio´n f : 〈A, ρA〉 → B, la existencia
de un preorden difuso en el conjunto B y adjuntos por la derecha para f
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(se vera´ que no hay unicidad). La condicio´n necesaria y suficiente que se
aportara´ difiere considerablemente de las condiciones obtenidas en secciones
anteriores.
Proposicio´n 3.5 Sean A = 〈A, ρA〉 y B = 〈B, ρB〉 dos conjuntos con preo´rdenes
difusos y dos aplicaciones f : A → B, g : B → A tales que (f, g) : A  B.
Entonces el conjunto g(f(A)) es un sistema de cierre en A compatible con la
relacio´n nu´cleo ≡f .
DEMOSTRACIO´N: En primer lugar, se probara´ que S = g(f(A)) es un siste-
ma de cierre. Por el Teorema 3.7, bastara´ probar que ρA(a, u) = ρA(g(f(a)), u)
para todo u ∈ S. Por un lado, por ser g ◦f inflacionaria y por la transitividad
de ρA, se tiene que, para todo u ∈ A,
ρA(g(f(a)), u) = ρA(a, g(f(a)))⊗ ρA(g(f(a)), u) ≤ ρA(a, u).
Por otro lado, dado u = g(f(x)) ∈ S, utilizando la hipo´tesis y que la
aplicacio´n g es iso´tona, se tiene que
ρA(a, u) = ρA(a, g(f(x))) = ρB(f(a), f(x)) ≤
≤ ρA(g(f(a)), g(f(x))) = ρA(g(f(a)), u).
Por consiguiente, ρA(a, u) = ρA(g(f(a)), u) para todo u ∈ S.
Ahora, para demostrar la compatibilidad de S con ≡f , se empieza obser-
vando que para a, u ∈ A tales que f(a) = f(u) y un elemento arbitrario de
S, digamos s = g(f(x)), se tiene la siguiente cadena de igualdades
ρA(a, s) = ρA(a, g(f(x)) = ρB(f(a), f(x)) =
= ρB(f(u), f(x)) = ρA(u, g(f(x))) = ρA(u, s)
Lo cual implica, por el Corolario 3.3, que el sistema de cierre S es compatible
con la relacio´n nu´cleo. 2
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Para abordar el problema de construir el preorden difuso ρB sobre el
codominio B, se usara´ el preorden de Hoare (Definicio´n 3.5) junto con el
Lema 3.9, en el caso particular en el que los subconjuntos son los conjuntos
de p-mı´nimos de un subconjunto difuso (lo cuales resultan ser cı´clicos,
debido a la definicio´n de p-mı´nimo).
Lema 3.14 Sea A = 〈A, ρA〉 un conjunto con un preorden difuso junto con una
aplicacio´n f : A → B y S ⊆ A un sistema de cierre compatible con la relacio´n
nu´cleo≡f . Para cada a0 ∈ A, se tiene un preorden difuso ρa0B : B×B → L definido
como sigue
ρa0B (b1, b2) =
(
(p-min(a↑1 ∩ S)) vH (p-min(a↑2 ∩ S))
)
donde ai ∈ f−1(bi) si f−1(bi) 6= ∅ y ai = a0 en otro caso, para cada i ∈ {1, 2}.
DEMOSTRACIO´N: La definicio´n no depende de la eleccio´n de las preima´ge-
nes, ya que dados x, y ∈ f−1(b) se tiene que p-min(x↑ ∩ S) = p-min(y↑ ∩ S).
En efecto, dado s ∈ p-min(x↑ ∩ S) entonces ρA(x, u) = ρA(s, u), para todo
u ∈ S. Por tanto, como f(x) = f(y) y S es compatible con la relacio´n nu´cleo
entonces, por el Corolario 3.3, ρA(x, u) = ρA(y, u) para todo u ∈ S. Por con-
siguiente, se obtiene que ρA(y, u) = ρA(s, u) y, por tanto, s ∈ p-min(y↑ ∩ S).
Los roles de x e y en el argumento previo se pueden intercambiar, obtenien-
do ası´ la igualdad entre ambos conjuntos.
Por el Lema 3.9, se tiene que
ρa0B (b1, b2) = ρA(x, y)
para cualquier x ∈ p-min(a1↑ ∩S) e y ∈ p-min(a2↑ ∩S) y se ha probado que
el valor es independiente de la eleccio´n de x e y.
Por la reflexividad de ρA, es directo probar que ρa0B es reflexivo ya que
ρa0B (b, b) = ρA(x, x) = > para x ∈ p-min(a↑ ∩ S)) donde a ∈ f−1(b) si
f−1(b) 6= ∅ y a = a0 en otro caso.
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Ana´logamente, obse´rvese que
ρa0B (b1, b2)⊗ ρa0B (b2, b3) = ρA(x, y)⊗ ρA(y, z) ≤ ρA(x, z) = ρa0B (b1, b3)
para x ∈ p-min(a↑1 ∩ S)), y ∈ p-min(a↑2 ∩ S)) y z ∈ p-min(a↑3 ∩ S)) donde
ai ∈ f−1(bi) si f−1(bi) 6= ∅ y ai = a0 en otro caso, para cada i ∈ {1, 2, 3}.
Por consiguiente, ρa0B es transitivo. 2
Ahora se definira´n las aplicaciones g : B → A tales que (f, g) formen
una adjuncio´n difusa entre A = 〈A, ρA〉 y B = 〈B, ρB〉.
Proposicio´n 3.6 Sean A = 〈A, ρA〉 un conjunto con un preorden difuso, una
aplicacio´n f : A → B y S ⊆ A un sistema de cierre compatible con la relacio´n
nu´cleo. Entonces, existe un preorden difuso ρB en B y una aplicacio´n g : B → A
tales que (f, g) es una adjuncio´n difusa.
DEMOSTRACIO´N: En primer lugar, la existencia de un preorden difuso en B
viene dado por el Lema 3.14 y se puede observar que esta relacio´n difusa
no es u´nica, debido a que depende del elemento elegido a0 ∈ A. Fijado el
elemento a0 ∈ A, se considera el preorden difuso ρa0B definido en B. Pueden
formularse varias definiciones de la aplicacio´n g : B → A cumpliendo las
siguientes condiciones:
(C1) Si b ∈ f(A), entonces g(b) ∈ p-min(x↑b ∩ S) para algu´n xb ∈ f−1(b).
(C2) Si b /∈ f(A), entonces g(b) ∈ p-min(a↑0 ∩ S).
La existencia de g es clara por el axioma de eleccio´n, ya que para todo
b ∈ f(A), los conjuntos f−1(b) son no vacı´os (ası´ xb puede elegirse para todo
b ∈ f(A)) y, adema´s, p-min(x↑b ∩ S) y p-min(a↑0 ∩ S) son, tambie´n, no vacı´os,
por ser S un sistema de cierre.
Ahora, dado cualquier aplicacio´n g que cumpla las condiciones (C1)
y (C2), se demostrara´ que g es un adjunto por la derecha de f , es decir,
ρa0B
(
f(a), b
)
= ρA
(
a, g(b)
)
para todo a ∈ A y b ∈ B.
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Por definicio´n de ρa0B (ver Lema 3.14), se tiene que
ρa0B (f(a), b) =
(
(p-min(a↑ ∩ S)) vH (p-min(w↑ ∩ S))
)
donde w satisface que w ∈ f−1(b) si b ∈ f(A) (por tanto, se puede elegir w
siendo xb, ver condicio´n (C1)) o, en otro caso, w = a0. Por el Lema 3.9 y por
la definicio´n de g, se tiene que
ρa0B (f(a), b) = ρA(x, g(b)) para cualquier x ∈ p-min(a↑ ∩ S)
La demostracio´n terminara´ si se muestra que ρA(x, g(b)) = ρA(a, g(b)) para
cualquier x ∈ p-min(a↑ ∩ S). Por el Corolario 3.2 para x ∈ p-min(a↑ ∩ S)
se tiene que ρA(a, u) = ρA(x, u) para todo u ∈ S. En ambos casos, tanto
para la condicio´n (C1) como para la (C2), se tiene que g(b) ∈ S por tanto,
ρA(x, g(b)) = ρA(a, g(b)). 2
La seccio´n finaliza con un resultado que resume los lemas anteriores,
y nos proporciona la condicio´n necesaria y suficiente para la construccio´n
de un preorden difuso y un adjunto por la derecha entre conjuntos con
preo´rdenes difusos, todo ello en te´rminos de sistemas de cierre.
Teorema 3.8 Sea un conjunto difuso preordenado A = 〈A, ρA〉 y una aplicacio´n
f : A→ B. Existe un preorden difuso ρB en B y una aplicacio´n g : B → A tales
que (f, g) forma una adjuncio´n difusa si y so´lo si existe S ⊆ A un sistema de cierre
compatible con la relacio´n nu´cleo ≡f .
DEMOSTRACIO´N: Si (f, g) forma una adjuncio´n difusa, por la Proposi-
cio´n 3.5, se tiene que existe S ⊆ A un sistema de cierre compatible con
la relacio´n nu´cleo ≡f . Recı´procamente, si S ⊆ A es un sistema de cierre
compatible con la relacio´n nu´cleo ≡f , por la Proposicio´n 3.6, se obtiene que
existe un preorden difuso ρB en B y una aplicacio´n g : B → A tales que
(f, g) es una adjuncio´n difusa. 2
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