Positive solutions of three-point boundary value problems for systems of nonlinear second order ordinary differential equations  by Zhou, Youming & Xu, Yan
J. Math. Anal. Appl. 320 (2006) 578–590
www.elsevier.com/locate/jmaa
Positive solutions of three-point boundary value
problems for systems of nonlinear second order
ordinary differential equations ✩
Youming Zhou ∗, Yan Xu
Department of Basic Science, Jiangsu Teachers University of Technology,
Changzhou, Jinagsu 213015, PR China
Received 18 May 2005
Available online 24 August 2005
Submitted by S. Heikkilä
Abstract
In this paper, we study the three-point boundary value problems for systems of nonlinear second
order ordinary differential equations of the form⎧⎨
⎩
−u′′ = f (t, v), t ∈ (0,1),
−v′′ = g(t, u), t ∈ (0,1),
u(0) = v(0) = 0, αu(η) = u(1), αv(η) = v(1).
Under some conditions, we show the existence and multiplicity of positive solutions of the above
problem by applying the fixed point index theory in cones.
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Recently an increasing interest has been observed in investigating the existence of pos-
itive solutions of boundary value problems for systems of partial differential equations
[1–3]. The study of positive radial solutions for elliptic problems in annular regions can
usually be transformed into that of positive solutions of two-point boundary value prob-
lems for ordinary differential equations.
The multi-point boundary value problems for ordinary differential equations arise in a
variety of different areas of applied mathematics and physics. For example, the vibrations
of a guy wire of a uniform cross-section and composed of N parts of different densities can
be set up as a multi-point boundary value problem [4]; also many problems in the theory
of elastic stability can be handled as multi-point problems [5]. The study of multi-point
boundary value problems for linear second order ordinary differential equations was initi-
ated by Il’in and Moiseev [6]. Since then, nonlinear multi-point boundary value problems
have been studied by several authors using the Leray–Schauder continuation theorem, non-
linear alternatives of Leray–Schauder, coincidence degree theory, and fixed point theorem
in cones. We refer the readers to [7–15] for some recent results of nonlinear multi-point
boundary value problems.
Motivated by the work mentioned above, in this paper we consider the existence and
multiplicity of positive solutions to the system of nonlinear second order ordinary differ-
ential equations{−u′′ = f (t, v), t ∈ (0,1),
−v′′ = g(t, u), t ∈ (0,1), (1.1)
subject to the three-point boundary condition
u(0) = v(0) = 0, αu(η) = u(1), αv(η) = v(1), (1.2)
where f ∈ C([0,1] × [0,∞), [0,∞)), g ∈ C([0,1] × [0,∞), [0,∞)), f (t,0) ≡ 0,
g(t,0) ≡ 0, 0 < η < 1, α > 0, and αη < 1.
By a positive solution of (1.1), (1.2) we understand a pair of functions (u, v) ∈
C2([0,1], [0,∞)) × C2([0,1], [0,∞)) which satisfies (1.1), (1.2) and u(t) > 0, v(t) > 0,
∀t ∈ (0,1).
Our purpose here is to give some existence and multiplicity results of positive solutions
to (1.1), (1.2), assuming that
(A1) There exists a positive constant p ∈ (0,1] such that
(i) lim inf
u→∞
f (t, u)
up
> 0, (ii) lim inf
u→∞
g(t, u)
u1/p
= ∞
uniformly on [0,1].
(A2) There exists a positive constant q ∈ (0,∞) such that
(i) lim sup
u→0+
f (t, u)
uq
< ∞, (ii) lim sup
u→0+
g(t, u)
u1/q
= 0
uniformly on [0,1].
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lim sup
u→∞
f (t, u)
ur
< ∞, lim sup
u→∞
g(t, u)
u1/r
= 0
uniformly on [0,1].
(A4) Conditions
lim inf
u→0+
f (t, u)
u
> 0, lim inf
u→0+
g(t, u)
u
= ∞
hold uniformly on [0,1].
(A5) f (t, u), g(t, u) are all nondecreasing with respect to u and there exists a constant
N > 0 such that
f
(
t,m0
1∫
0
g(s,N)ds
)
<
N
m0
, ∀t ∈ [0,1],
where m0 = max{1,α}4(1−αη) .
The following are the main results of this paper.
Theorem 1. Assume (A1) and (A2) hold. Then the problem (1.1), (1.2) has at least one
positive solution (u, v) ∈ C2([0,1], [0,∞)) × C2([0,1], [0,∞)) with u(t) > 0, v(t) > 0,
∀t ∈ (0,1).
Theorem 2. Assume (A3) and (A4) hold. Then the problem (1.1), (1.2) has at least one
positive solution (u, v) ∈ C2([0,1], [0,∞)) × C2([0,1], [0,∞)) with u(t) > 0, v(t) > 0,
∀t ∈ (0,1).
Theorem 3. Assume (A1), (A4) and (A5) hold. Then the problem (1.1), (1.2) has at
least two positive solutions (u1, v1), (u2, v2) ∈ C2([0,1], [0,∞))×C2([0,1], [0,∞)) with
ui(t) > 0, vi(t) > 0 (i = 1,2), ∀t ∈ (0,1).
In what follows, we assume that E be a real Banach space, P ⊂ E a cone and  the
partial ordering defined by P . θ denotes the zero element in E. For ρ > 0, let Bρ = {u ∈ E |
‖u‖ < ρ}. The proofs of the above theorems are based upon the application of the following
fixed point index theorems.
Lemma 1. [16] Let A :Bρ ∩ P → P be a completely continuous operator which has no
fixed point on ∂Bρ ∩ P . If ‖Au‖ ‖u‖, ∀u ∈ ∂Bρ ∩ P. Then i(A,Bρ ∩ P,P ) = 1.
Lemma 2. [16] Let A :Bρ ∩ P → P be a completely continuous operator. If there exists
u0 ∈ P \ {θ} such that
u− Au = λu0, ∀λ 0, u ∈ ∂Bρ ∩ P.
Then i(A,Bρ ∩ P,P ) = 0.
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point on ∂Bρ ∩ P . If there exists a linear operator L :P → P and u0 ∈ P \ {θ} such that
(i) u0 Lu0, (ii) LuAu, ∀u ∈ ∂Bρ ∩ P.
Then i(A,Bρ ∩ P,P ) = 0.
Proof. By Lemma 2, we need only prove that
u −Au = λu0, ∀u ∈ ∂Bρ ∩ P, λ 0. (1.3)
In fact, if not, then there exist x0 ∈ ∂Bρ ∩ P and λ0  0 such that x0 − Ax0 = λ0u0.
Hence x0 = Ax0 + λ0u0  λ0u0. Since A has no fixed point on ∂Bρ ∩ P , λ0 > 0. Let
λ∗ = sup{λ > 0 | x0  λu0}, then x0  λ∗u0 and λ∗  λ0 > 0. On the other hand, from the
conditions (i) and (ii) we have
x0 = Ax0 + λ0u0  Lx0 + λ0u0  λ∗Lu0 + λ0u0 
(
λ∗ + λ0
)
u0,
which contradicts the definition of λ∗. Thus (1.3) holds. 
2. The preliminary lemmas
Lemma 4. [10] Let 0 < η < 1, 0 < α < 1/η, then for y ∈ C[0,1], the problem{
u′′ + y(t) = 0, t ∈ (0,1),
u(0) = 0, αu(η) = u(1) (2.1)
has a unique solution
u(t) =
1∫
0
k(t, s)y(s) ds, (2.2)
where k(t, s) : [0,1] × [0,1] → [0,∞) is defined by
k(t, s) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
t (1−s)
1−αη − αt(η−s)1−αη − (t − s) for 0 s  t  1 and s  η,
t (1−s)
1−αη − αt(η−s)1−αη for 0 t  s  η,
t (1−s)
1−αη for 0 t  s  1 and s  η,
t (1−s)
1−αη − (t − s) for η s  t  1.
Lemma 5. [11] Let 0 < η < 1, 0 < α < 1/η, if y ∈ C[0,1], y(t) 0, ∀t ∈ [0,1], then the
unique solution u of the problem (2.1) satisfies
u(t) 0, ∀t ∈ [0,1] and min
t∈[η,1]u(t) γ ‖u‖,
where
γ = min
{
αη,
α(1 − η)
1 − αη ,η
}
. (2.3)
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(i) k(t, s) a1s(1 − s), ∀(t, s) ∈ [0,1] × [0,1],
(ii) k(t, s) a2s(1 − s), ∀(t, s) ∈ [η,1] × [0,1],
where
a1 = max{1, α}1 − αη , a2 =
min{1 − η,η} · min{1, α}
1 − αη .
Now we consider the problem (1.1), (1.2).
Obviously, (u, v) ∈ C2[0,1] × C2[0,1] is a solution of the problem (1.1), (1.2) iff
(u, v) ∈ C[0,1] × C[0,1] is a solution of the following system of nonlinear integral equa-
tions:{
u(t) = ∫ 10 k(t, s)f (s, v(s)) ds,
v(t) = ∫ 10 k(t, s)g(s, u(s)) ds. (2.4)
Moreover, the system (2.4) can be written as the nonlinear integral equation
u(t) =
1∫
0
k(t, s)f
(
s,
1∫
0
k(s, τ )g
(
τ,u(τ)
)
dτ
)
ds. (2.5)
Let E = C[0,1] be endowed with the norm ‖u‖ = maxt∈[0,1] |u(t)|, let P = {u ∈ E |
u(t) 0, ∀t ∈ [0,1]}, then (E,‖ · ‖) is a real Banach space, P is a cone in E.
Define
(Au)(t) =
1∫
0
k(t, s)f
(
s,
1∫
0
k(s, τ )g
(
τ,u(τ)
)
dτ
)
ds,
(Bu)(t) =
1∫
0
k(t, s)u(s) ds. (2.6)
It is easy to see from Lemmas 4 and 5 that A and B are completely continuous from P
to P . Thus, the existence and multiplicity of positive solutions of the problem (1.1), (1.2)
are equivalent to the existence and multiplicity of fixed points of the operator A.
Lemma 7. Let 0 < η < 1, 0 < α < 1/η, then there exists x0 ∈ (0,π) such that sinx0 −
α sinηx0 = 0.
Proof. Let ϕ(t) = sin t − α sinηt, then we have ϕ(π) = −α sinηπ < 0, ϕ(0) = 0, and
ϕ′(0) = 1 − αη > 0, hence there exists δ ∈ (0,π) such that ϕ(δ) > 0. It follows from the
intermediate value theorem that there exists x0 ∈ (δ,π) ⊂ (0,π) such that ϕ(x0) = 0. This
completes the proof. 
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u(0) = 0, αu(η) = u(1) (2.7)
has an eigenvalue λ0 = x20 , where x0 ∈ (0,π) satisfies sinx0 −α sinηx0 = 0, and sinx0t is
a positive eigenfunction corresponding to λ0 = x20 , i.e.,
sinx0t = x20
1∫
0
k(t, s) sinx0s ds = x20B(sinx0t), t ∈ [0,1]. (2.8)
3. Proof of the theorems
Proof of Theorem 1. From (i) of (A1), we know that there exist constants C1 > 0, C2 > 0
such that
f (t, u) C1up −C2, ∀(t, u) ∈ [0,1] × [0,∞).
Hence, for u ∈ P , by using the Jensen inequality we have
(Au)(t) =
1∫
0
k(t, s)f
(
s,
1∫
0
k(s, τ )g
(
τ,u(τ)
)
dτ
)
ds

1∫
0
k(t, s)
[
C1
( 1∫
0
k(s, τ )g
(
τ,u(τ)
)
dτ
)p
−C2
]
ds
 C1
1∫
0
k(t, s)
[ 1∫
0
(
k(s, τ )
)p(
g
(
τ,u(τ)
))p
dτ
]
ds −C3, t ∈ [0,1],
(3.1)
where C3 > 0 is a constant.
Take u0(t) = sinx0t , where x0 is as in Lemma 7, then u0 ∈ P . Let
P0 =
{
u ∈ P ∣∣ min
t∈[η,1]u(t) γ ‖u‖
}
,
where γ is defined by (2.3), then, from Lemma 5 and the definition of the operator B , we
have B(P ) ⊂ P0. Let
M = {u ∈ P | u = Au+ λu0, λ 0}.
In the following we show that M is a bounded subset of E. If u ∈ M , then there exists
λ 0 such that u(t) = (Au)(t) + λ sinx0t . From (2.8) we have
u(t) = (Au)(t) + λ sinx0t = BFu(t)+ λx20B(sinx0t)
= B(Fu(t) + λx2 sinx0t) ∈ P0,0
584 Y. Zhou, Y. Xu / J. Math. Anal. Appl. 320 (2006) 578–590where F :P → P is defined by
(Fu)(t) = f
(
t,
1∫
0
k(t, s)g
(
s, u(s)
)
ds
)
,
hence, M ⊂ P0 and from the definition of P0 we have
‖u‖ 1
γ
· min
t∈[η,1]u(t), ∀u ∈ M. (3.2)
From (ii) of (A1), there exists a constant C4 > 0 such that(
g(t, u)
)p  2a1
C1a
p
2 γm
2 u −C4, ∀(t, u) ∈ [0,1] × [0,∞), (3.3)
where m = mint∈[η,1]
∫ 1
η
k(t, s) ds = η(1−η)22(1−αη) ·min{1, α} > 0, a1 and a2 are as in Lemma 6.
For u ∈ M and t ∈ [η,1], it follows from (3.1), Lemma 6 and (3.3) that
u(t) = (Au)(t) + λ sinx0t  (Au)(t)
 C1
1∫
0
k(t, s)
[ 1∫
0
(
k(s, τ )
)p(
g
(
τ,u(τ)
))p
dτ
]
ds −C3
 C1
1∫
η
k(t, s)
[ 1∫
0
(
k(s, τ )
)p(
g
(
τ,u(τ)
))p
dτ
]
ds −C3
 C1ap2
1∫
η
k(t, s)
[ 1∫
0
(
τ(1 − τ))p(g(τ,u(τ)))p dτ
]
ds − C3
 C1ap2
1∫
η
k(t, s)
[ 1∫
0
τ(1 − τ)(g(τ,u(τ)))p dτ
]
ds −C3

C1a
p
2
a1
1∫
η
k(t, s)
[ 1∫
0
k(s, τ )
(
g
(
τ,u(τ)
))p
dτ
]
ds −C3

C1a
p
2
a1
1∫
η
k(t, s)
[ 1∫
0
k(s, τ )
(
2a1
C1a
p
2 γm
2 u(τ) − C4
)
dτ
]
ds − C3
 2
γm2
1∫
η
k(t, s)
(
Bu(s)
)
ds − C5, (3.4)
where C5 > 0 is a constant. Since Bu ∈ P0, we have
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s∈[η,1](Bu)(s) γ ‖Bu‖ γ
1∫
0
k(t, τ )u(τ) dτ
 γ
1∫
η
k(t, τ )u(τ ) dτ  γ
( 1∫
η
k(t, τ ) dτ
)
· min
τ∈[η,1]u(τ)
 γm · min
τ∈[η,1]u(τ), ∀t ∈ [η,1]. (3.5)
From (3.4) and (3.5), we have
u(t) 2
γm2
( 1∫
η
k(t, s) ds
)
· min
s∈[η,1](Bu)(s) −C5  2 · minτ∈[η,1]u(τ) −C5,
∀t ∈ [η,1],
hence, mint∈[η,1] u(t)  C5, ∀u ∈ M . It follows from (3.2) that M is a bounded subset
of E, and there exists a sufficiently large G> 0 such that
u(t) = (Au)(t) + λ sinx0t, ∀u ∈ ∂BG ∩ P, λ 0.
From Lemma 2, we have
i(A,BG ∩ P,P ) = 0. (3.6)
On the other hand, from (i) of (A2), we have
b := sup
{
f (t, u)
uq
∣∣∣ (t, u) ∈ [0,1] × (0,1]}< ∞.
Let
ε1 = min
{
1
m1
,
(
1
2bmq+11
)1/q}
, where m1 = max
t∈[0,1]
1∫
0
k(t, s) ds > 0.
From (ii) of (A2) we know that there exists δ1 ∈ (0,1) such that
g(t, u) ε1u1/q, ∀(t, u) ∈ [0,1] × [0, δ1].
Hence, we have
1∫
0
k(t, s)g
(
s, u(s)
)
ds 
1∫
0
k(t, s)ε1
(
u(s)
)1/q
ds  ε1m1 · ‖u‖1/q  1,
∀u ∈ Bδ ∩ P, t ∈ [0,1],1
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1∫
0
k(t, s)f
(
s,
1∫
0
k(s, τ )g
(
τ,u(τ)
)
dτ
)
ds
 b
1∫
0
k(t, s)
( 1∫
0
k(s, τ )g
(
τ,u(τ)
)
dτ
)q
ds
 bεq1m
q
1‖u‖ ·
1∫
0
k(t, s) ds
 bεq1m
q+1
1 · ‖u‖
1
2
‖u‖, ∀u ∈ Bδ1 ∩ P, t ∈ [0,1].
This implies that ‖Au‖ 12‖u‖, ∀u ∈ ∂Bδ1 ∩ P . From Lemma 1 we have
i(A,Bδ1 ∩ P,P ) = 1. (3.7)
Combining (3.6) with (3.7), we have
i
(
A,
(
BG \ Bδ1
)∩ P,P )= i(A,BG ∩ P,P ) − i(A,Bδ1 ∩ P,P ) = −1.
Then A has at least one fixed point u1 ∈ (BG \ Bδ1)∩ P . Let
v1(t) =
1∫
0
k(t, s)g
(
s, u1(s)
)
ds,
then (u1, v1) ∈ P × P is a solution of the problem (1.1), (1.2). Now we show that
u1(t) > 0, v1(t) > 0, ∀t ∈ (0,1).
In fact, because of u′′1(t) = −f (t, v1(t)) 0, we know that the graph of u1(t) is concave
down on [0,1]. This, together with the fact that
u1(1) min
t∈[η,1]u1(t) γ ‖u1‖ > 0,
implies that u1(t) > 0 for all t ∈ (0,1). From the facts that
u1(t) =
1∫
0
k(t, s)f
(
s, v1(s)
)
ds and ‖u1‖ > 0,
we have that ‖v1‖ > 0 (otherwise, from v1(t) ≡ 0 it follows f (s, v1(s)) = f (s,0) ≡ 0, and
this implies u1(t) ≡ 0, which contradicts ‖u1‖ > 0). Hence, it is easy to see that v1(t) > 0,
∀t ∈ (0,1). This completes the proof of Theorem 1. 
Proof of Theorem 2. From (A3), we know that there exist constants ε2 > 0, C6 > 0 and
C7 > 0 such that
f (t, u) ε2ur +C6, ∀(t, u) ∈ [0,1] × [0,∞),
g(t, u)
(
1
2ε mr+1
)1/r
u1/r + C7, ∀(t, u) ∈ [0,1] × [0,∞),2 1
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(Au)(t)
1∫
0
k(t, s)
[
ε2
( 1∫
0
k(s, τ )g
(
τ,u(τ)
)
dτ
)r
+C6
]
ds
 ε2
1∫
0
k(t, s)
[ 1∫
0
k(s, τ )
((
u(τ)
2ε2mr+11
)1/r
+C7
)
dτ
]r
ds +m1C6
 ε2
1∫
0
k(t, s)
[ 1∫
0
k(s, τ )
(( ‖u‖
2ε2mr+11
)1/r
+C7
)
dτ
]r
ds +m1C6
 ε2
[( ‖u‖
2ε2mr+11
)1/r
+C7
]r
·
1∫
0
k(t, s)
( 1∫
0
k(s, τ ) dτ
)r
ds +m1C6
 ε2mr+11
[( ‖u‖
2ε2mr+11
)1/r
+ C7
]r
+m1C6, ∀t ∈ [0,1]. (3.8)
Through elementary calculation, we have
lim‖u‖→∞
ε2m
r+1
1
[( ‖u‖
2ε2mr+11
)1/r + C7]r + m1C6
‖u‖ =
1
2
,
so, there exists a sufficiently large R > 0 such that
ε2m
r+1
1
[( ‖u‖
2ε2mr+11
)1/r
+C7
]r
+ m1C6 < 34‖u‖, ∀u ∈ P with ‖u‖R.
Hence, from (3.8) we have ‖Au‖ < ‖u‖, ∀u ∈ ∂BR ∩ P , and from Lemma 1 we have
i(A,BR ∩ P,P ) = 1. (3.9)
On the other hand, from (A4) we know that there exist constants β > 0, ξ > 0 such that
f (t, u) βu, ∀(t, u) ∈ [0,1] × [0, ξ ], (3.10)
g(t, u)
x40
β
u, ∀(t, u) ∈ [0,1] × [0, ξ ], (3.11)
where x0 ∈ (0,π) and x20 is an eigenvalue of the problem (2.7). From the fact g(t,0) ≡ 0
and the continuity of g(t, u), we know that there exists a sufficiently small δ2 ∈ (0, ξ) such
that
g(t, u) ξ
m1
, ∀(t, u) ∈ [0,1] × [0, δ2].
Hence,
1∫
k(s, τ )g
(
τ,u(τ)
)
dτ  ξ, ∀u ∈ Bδ2 ∩ P, s ∈ [0,1]. (3.12)0
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(Au)(t) =
1∫
0
k(t, s)f
(
s,
1∫
0
k(s, τ )g
(
τ,u(τ)
)
dτ
)
ds
 β
1∫
0
k(t, s)
( 1∫
0
k(s, τ )g
(
τ,u(τ)
)
dτ
)
ds
 x40
1∫
0
k(t, s)
( 1∫
0
k(s, τ )u(τ) dτ
)
ds
= (Lu)(t), ∀u ∈ ∂Bδ2 ∩ P, t ∈ [0,1], (3.13)
where the linear operator L :P → P is defined by
(Lu)(t) = x40
1∫
0
1∫
0
k(t, s)k(s, τ )u(τ) dτ ds.
From (2.8) we know that u0(t) = sinx0t satisfies
(Lu0)(t) = x40
1∫
0
1∫
0
k(t, s)k(s, τ ) sinx0τ dτ ds
= x20
1∫
0
k(t, s) sinx0s ds = sinx0t = u0(t), t ∈ [0,1]. (3.14)
We may suppose that A has no fixed point on ∂Bδ2 ∩ P (otherwise, the proof is finished).
From (3.13), (3.14) and Lemma 3, we have
i(A,Bδ2 ∩ P,P ) = 0. (3.15)
Hence, from (3.9) and (3.15) we have
i
(
A, (BR \ Bδ2)∩ P,P
)= i(A,BR ∩ P,P ) − i(A,Bδ2 ∩ P,P ) = 1.
Then A has at least one fixed point in (BR \ Bδ2) ∩ P , thus, the problem (2.1), (2.2) has
at least one positive solution (u, v) ∈ P × P with u(t) > 0, v(t) > 0, ∀t ∈ (0,1). This
completes the proof of Theorem 2. 
Proof of Theorem 3. From (i) of Lemma 6, we have
0 k(t, s) a1s(1 − s) a14 = m0, ∀(t, s) ∈ [0,1] × [0,1].
Hence, from (A5) we have
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1∫
0
k(t, s)f
(
s,
1∫
0
k(s, τ )g
(
τ,u(τ)
)
dτ
)
ds

1∫
0
k(t, s)f
(
s,m0
1∫
0
g(τ,N)dτ
)
ds
<
N
m0
1∫
0
k(t, s) ds N, ∀u ∈ ∂BN ∩ P, t ∈ [0,1],
so, ‖Au‖ < ‖u‖ for all u ∈ ∂BN ∩ P . It follows from Lemma 1 that
i(A,BN ∩ P,P ) = 1. (3.16)
On the other hand, from (A1) and (A4), we know that there exists a sufficiently large
G>N and a sufficiently small δ2 with 0 < δ2 <N such that (3.6) and (3.15) hold, respec-
tively. Hence, from (3.6), (3.15) and (3.16), we have
i
(
A, (BG \BN)∩ P,P
)= i(A,BG ∩ P,P )− i(A,BN ∩ P,P ) = −1,
i
(
A, (BN \Bδ2)∩ P,P
)= i(A,BN ∩ P,P ) − i(A,Bδ2 ∩ P,P ) = 1.
Then A has at least one fixed point u1 in (BG \ BN) ∩ P and has one fixed point u2 in
(BN \ Bδ2) ∩ P , respectively. Therefore, the problem (1.1), (1.2) has two distinct positive
solutions (u1, v1), (u2, v2) ∈ P × P with ui(t) > 0, vi(t) > 0 (i = 1,2) for all t ∈ (0,1).
The proof of Theorem 3 is completed. 
Finally, we give some examples to illustrate our results.
Example 1. Consider the problem (1.1), (1.2). Let f (t, v) = v2, g(t, u) = u3, p = 1/2,
q = 1/2, then (A1) and (A2) are satisfied. Hence, by Theorem 1, the problem (1.1), (1.2)
has at least one positive solution. In this example, f and g are all superlinear.
Example 2. Consider the problem (1.1), (1.2). Let f (t, v) = v1/2, g(t, u) = u3, p = 1/2,
q = 1/2, then (A1) and (A2) are satisfied. Hence, by Theorem 1, the problem (1.1), (1.2)
has at least one positive solution, where f is sublinear and g is superlinear.
Example 3. Consider the problem (1.1), (1.2). Let f (t, v) = v1/2, g(t, u) = u1/2, r = 1/2,
then (A3) and (A4) are satisfied. Hence, by Theorem 2, the problem (1.1), (1.2) has at least
one positive solution. In this example, f and g are all sublinear.
Example 4. Consider the following problem:⎧⎪⎨
⎪⎩
−u′′ = v2 + v1/2,
−v′′ = u3 + u1/2,
u(0) = v(0) = 0, (1/2)u(1/2) = u(1), (1/2)v(1/2) = v(1).
(3.17)
In this example,
590 Y. Zhou, Y. Xu / J. Math. Anal. Appl. 320 (2006) 578–590f (t, v) = v2 + v1/2, g(t, u) = u3 + u1/2, η = 1/2, α = 1/2,
m0 = max{1, α}4(1 − αη) = 1/3.
Take p = 1/2, N = 1, then (A1), (A4) and (A5) are satisfied. By Theorem 3, the problem
(3.17) has at least two positive solutions.
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