This paper presents grasp planning for a multifingered hand with a humanoid robot. Our planner selects different ways of grasping even for the same object according to object position/orientation. If the planner cannot find a feasible grasp with arm/hand kinematics, it switches to full body motion planning. These functions are necessary for realizing the robust grasp planning. Our planner defines convex models on both the object and each grasp type. In considering geometrical relationships among these convex models, we determine the parameters required to define the final grasping configuration. We demonstrate effectiveness of grasp planning through simulation and experimental results.
Introduction
A multifingered hand with a humanoid robot can potentially grasp different objects under different conditions. However, grasp planning is complex and require long calculation time. We develop grasp planner which selects a feasible grasp type [1] based on the task, and determines contact positions for the fingers and the grasped object surface so that the fingers do not drop the object while staying with limited actuator capacity. Finally, our planner plans the motion from initial position to grasp position. Figure 1 shows humanoid robot HRP-3P [2] , which has a four-fingered hand HDH [3] on its right-arm and a stereo camera system in its head. To grasp an object, the robot first measures object position/orientation using vision sensor. Then, based on vision sensor information, the planner plans the body motion to complete the grasping task. Even when the object's location is not knows beforehand, the robot should complete the grasping task as fast as possible. Hence, for the grasp planning, a heuristic but fast algorithm is preferred rather than precise but slow algorithms [4] .
In our previous work [5] , the grasp planning was calculated within reasonable time accounting for constraints on the grasping such as friction cone constraints at contact points, the maximum contact force applied by fingers, and the inverse kinematics of the arm and fingers. However, the previous method might not always find the feasible grasping posture, since the algorithm does not take object position/orientation in consideration for selecting grasp type. This paper aims to improve the reliability of the proposed planner and confirms the effectiveness. The originality of this paper lies in the following four points;
1. Our planner changes grasp type according to position/orientation of the grasped object similar to a human. As shown in Fig. 2 , a human grasps the side of the can with all fingers, grasps the top with fewer fingers.
2. Failing to find feasible grasping posture using arm/hand kinematics alone, our planner attempts to do so using the full body kinematics. For the purpose of grasping a object firmly or reaching it, the robot try to change the shoulder position.
3. Our planner and motion control are modularized as RT components standardized in the OpenRTM-aist project [6] . The components can connect other RT components so that the hand can easily be attached to any robot and system.
4. We confirmed our planner effectiveness in experiments using HRP-3P shown in Fig. 1 and SmartPal.
This paper is organized as follows: Section 2 provides the background, Section 3 details our algorithm, Section 4 presents simulation and experimental results and Section 5 summarizes conclusions.
Background
Grasp planning has been widely studied for contactlevel grasping synthesis such as [7] [8] [9] . In considering the hand/arm model, Cutkosky [10] proposed an expert system to select a type of the grasp based on grasping quality. Pollard [11] proposed a precise grasp planning algorithm using heavy calculation. Morales et al. [12] proposed planning applicable to the Barret hand and proposed a method [13] for planning a grasp by preparing the candidate grasp type corresponding to the grasped object. Prats et al. [14] proposed planning the hooking of a door.
Recently, fast grasp planning problem is studied by some researchers. Borst et al. [15] proposed planning methods for determining contact positions of a fourfingered hand assuming a fingertip grasp. Miller et al. [16] uses a grasping simulator [17] and proposed a method for determining candidates of a contact point set. Their method calculates 1 ∼ 44 candidates of grasp configuration between 11.4 s and 478 s depending on the complexity of the object shape. Their approach was extended to the learning approach [18] and imperfect visual information [19] .
In random sampling based approaches, Niparnan [7] and Borst et al. [20] proposed methods to realize the force closure using the random sampling and Yashima et al. [21] proposed manipulation planning.
Miller [16] , Pelossof [18] , Goldfeder [22] , and Huebner [23] used a convex model for the grasped object. Huebner [23] also proposed the bounding box decomposition of a grasped object and evaluated the grasp stability of the same grasp type for each bounding box. Harada [5] proposed a grasping rectangular convex for each reference grasp type, which has information such as desirable grasped object sizes, and approach direction. Suitable grasp type is selected according to sizes of a rectangular convex and the grasp position/orientation is calculated. However, the planning is not always feasible, since only one grasp type is selected for each object without consid- ering position/orientation. Our method of this paper selects several candidates of grasp type and determines final grasp type and the grasping posture. Bohg [24] presented grasp-oriented visual perception for humanoid robots and they design vision systems and software components for object grasping for humanoid robots in everyday environment. We have been studying grasp planning for a humanoid robot [25] .
Grasp Planning

Reference Posture and Rectangular Convex
When grasping an object, a human selects a grasp type according to the object shape and estimated object mass as shown in Fig. 3 [1] . When the object shape is given as a polygon model such as VRML (Virtual Reality Modeling Language), the grasp planner should select feasible grasp types, automatically. For this function, reference postures as shown in Fig. 4 are defined. For each reference posture, we assigned finger links contacting the object and the reference posture for small, mid and large sized objects for each reference grasping motion. We manually generate the reference grasping posture for three-fingered fingertip, four-fingered fingertip, and four-fingered enveloping. Actual grasping posture is generated by modifying the reference posture as detailed in the next section.
For each reference posture, we define the Grasping Rectangular Convex (GRC) to select the feasible grasp type for the given object. The GRC is defined in the hand coordinate system as shown in Fig. 5 . The superscript p a a a is defined as a vector a a a in the hand coordinate system. The GRC max is the maximum size of the object without interfering with the finger links and GRC min and GRC des is the minimum, desired sizes of the object.
For the i-th grasp type with the GRC max has position/orientation p p p p max,i / p R R R max,i (i = 1, . . ., n), and edge length vectors of GRC max , GRC des , the GRC min defined as e e e max,i , e e e des,i , and e e e min,i . The elements of e e e max,i are sizes of GRC max and shown in Fig. 5 as (e e e max,i ) x , (e e e max,i ) y , and (e e e max,i ) z . p d d d i is defined as the vector having the direction of approach to the object and is an outer unit normal vector of a GRC surface. We define maximum and minimum mass, m max,i and m min,i of the grasped object using the i-th grasp type.
Given the object shape to be grasped, our planner calculates the Object Convex Polygon (OCP) including the grasped object in object coordinate system. In this paper, we consider the rectangular box as the OCP. For complex object shape, we split the object into several regions and calculate the OCP for each region. As shown in Fig. 6 , our planner splits a vase into three regions.
Our planner calculates the eigenvectors of the covariance matrix of the point set on object surface as OCP axis. Position/orientation of the i-th OCP is defined as p p p oi /R R R oi (i = 1, . . ., m), the edge length vector is defined as e e e oi .
Nominal Position/Orientation of Palm
To select grasp types and determine the nominal position/orientation of the palm, we introduce some heuristic rules using geometrical relationship between the GRC and the OCP as below. Let sort(a a a) be the function sorting the elements of the vector a a a in decreasing order. The OCP can be included inside the GRC max , if the following conditions are satisfied: For multiple candidates of grasp types, we evaluate the grasp type as follows: l l l i j = ||sort(e e e des,i ) − sort(e e e o j )||.
.
The combinations of i-th grasp type and j-th OCP with smaller l l l i j are desirable. l l l i j is a parameter for selecting grasp types.
Having selected the types of grasp, our planner next determines nominal position/orientation of the palm. As shown in Fig. 7 For multiple candidates of the nominal position/orientation of the palm, we evaluate norm of joint angles of the wrist. The origin of each angle is set at the middle point of the motion range and then when the angle is zero, the joint is farthest from joint limitation. The norm is defined as the square root of summation of square of joint angles of the wrist. The palm position/orientation of the smaller norm has larger movement capability.
We select the minimum product of l l l i j and the norm of joint angles so that the robot can selects the optimal grasp type for the same object according to its position/orientation.
Force Closure Condition
The grasped object should resist external wrench without losing contact. We formulate the wrench set generated at a point in the object for fingertip grasp. The grasp stability of envelope grasp is checked by the number of joints contacting the object.
Then we approximate the friction cone constraint by using an ellipsoid. The brief explanation is described as below, the detail is described in our paper [26] .
Let f f f i (i = 1, . . ., n) be contact force applied at the i-th contact point p p p i . Let µ be a friction coefficient, f max be the maximal normal force, and n n n i be a normal of a contact surface. One ellipsoid approximating the friction cone is:
, and U U U i is a 3 × 3 matrix of the unit normal and tangent vectors. With this for n contact points, the set of wrench w w w generated by the object is:
where
n ] γ is torque magnitude scaled for force magnitude. Even if Eq. (7) is satisfied, Eq. (6) is not always satisfied. However, Eq. (7) provides a approximate force closure condition [26] . Force closure condition is checked quickly by calculating the left-hand side of Eq. (7). This method is extended to make the approximation more accurate using multiple ellipsoids [26] .
Random Search
We search randomly for feasible grasping posture around the nominal position/orientation of the shoulder, the palm, and the fingers. We find the final posture which has the solution of the inverse kinematics of the arm and the fingers and satisfies the force closure conditions. Let n be the number of fingers and 2 + n random vectors is used to search for final grasping posture; ∆p p p p ∈ R R R 3 , ∆p p p s ∈ R R R 
Planning Algorithm
By using the pseudo code in Algorithm 1, we summarize the algorithm. We now have polygon models of both the finger and grasped object. To check contact between the finger and the object, we use PQP (Proximity Query Package) in order to calculate the points on both models where the distance is the minimum and the unit normal vector on the points.
We define the links of the fingers contacting the object for each grasp type. For the links, a joint of a finger compensating its position is assigned. The angle of the assigned joint is changed slightly and checked the distance between the link and the object. This procedure is iterated until the distance between the link and the object is smaller than a predefined distance.
After confirming that n − f (p p p 1 , . . ., p p p n ) ≥ δ f is satisfied, we terminate the algorithm. δ f is a threshold of grasp stability and set at 0.5.
Grasping Module
If the shape of the grasped object is known in advance, we generate a database of grasping postures for fast online calculation. Our planner calculates the candidates of grasping posture and stores them in the database for each (p p p 1 , . . ., p p p n ) ≥ δ f then break end loop object at offline. When the robot grasps the object, optimal grasping posture is selected from the database.
At offline, the planner generates a database of palm position/orientation for each object. Palm position/orientation is calculated using our proposed method for various orientation of the object and is stored with object coordinate system in the database. The corresponding grasp motion of fingers is also stored in the database.
At online, a vision sensor measures the object position/orientation with world coordinate system. The palm position/orientation with world coordinate system is calculated using the position/orientation with object coordinate system in databases. When the planner can solve inverse kinematics of the arm using the palm position with world coordinate system, the position becomes a candidate. This calculation is iterated for all palm position in the database. For multiple candidates, our planner selects the position having the minimum norm of joint angles of the wrist.
The online procedure is modularized as RT component. The component can find suitable grasp motion quickly.
Results
Simulation
We use a 7 DOF (Degree-of-Freedom) arm model of the HRP-3P [2] and a four-fingered hand model [3] . The hand model has a 5-joints thumb finger and 4-joints index, middle and ring fingers. The distal joints of all fingers are not actuated directly and move along with the adjacent joints.
We set the 9 reference postures as shown in Fig. 4 . Fig. 9 gives an example using a can with 0.15 kg as a grasped object. The planner selects 3-fingered fingertip grasp or 4-fingered fingertip grasp for the object with this weight.
As shown in Fig. 10 , in grasping the can at a chest height, the robot grasps the can using the four-fingered fingertip grasp. As shown in Fig. 11 , in grasping the can at waist height, the robot grasps the can at the top using the three-fingered fingertip grasp. The planner selects suitable grasp types according to object position/orientation. When the object is 0.35 kg weight, the planner selects 4-fingered envelope grasp. The distal link of the thumb and the 2nd and the 4th link of other fingers contact the object. As shown in Fig. 12 , the robot grasps a can with 0.35 kg weight using the enveloping grasp with squatting down.
While our original work [5] selects the only one grasp type and could not always find the feasible grasp posture, our newly proposed planner can find the grasping posture flexibly through testing different grasp types and using full body motion.
Our planner takes less than 1 s for calculating grasp posture by using Pentium M 2.0 GHz PC. In the previous method [5] , the same calculation takes between 10 s and 25 s. The force closure calculation of the proposed method mainly contributes for speeding up.
We measure the calculation time of grasping module of RT component. It takes for less than 1 s for each grasp posture at offline, our planner selects the feasible grasp motion from eight postures for 0.22 s at online.
Experiments
Two CPU boards are installed in the chest of the robot: one is used to control the multifingered hand and the other is used to control the rest part of the robot. The wireless LAN is equipped with the robot.
We use three cameras and image processing software developed in VVV, AIST [28] . Fig. 13(a) shows the image taken by a camera in the head of HRP-3P humanoid robot. Given the geometrical model of the can, its posi- tion/orientation is calculated by using the 3D edge matching method as shown in Fig. 13(b) . It takes less than 1 s to obtain the position/orientation of the can. The cameras connect to PC by using IEEE 1394 cables. The image taken by the camera is processed by using the PC and position/orientation data is transferred to the planner. The grasp motion is planned by the planner and is transferred to the CPU boards in the robot. As shown in Fig. 14, HRP-3P is able to successfully grasp objects. The robot takes out a bottle from a refrigerator as shown in Fig. 15 . The robot opens the refrigerator door using a precalculated motion pattern. Vision sensor measures the object position and the planner cannot find a feasible posture using the arm/hand kinematics. The planner searches for a feasible posture by changing the shoulder height. The robot squats to reach and grasp the object.
In an experiment of grasping module using a robot SmartPal, we evaluate general versatility of our method, as shown in Fig. 16 . The robot controller, vision system, and planning software are modularized as RT component and run on RT middleware. Three different objects are grasped successfully. The developed grasping module is confirmed to have general versatility.
Conclusion and Future Work
We have proposed a grasp planning algorithm for hand/arm systems. We demonstrated that nominal palm position/orientation is easily calculated using the convex model for both hand and the object. We showed that the final grasping posture can be calculated quickly using the ellipsoidal approximation of the friction cone. We improved planner performance as follows: our planner selects suitable grasp type according to the grasped object position and weight. While the robot grasps the side of the can using the four-fingered fingertip grasp, the robot grasps top of the can by using the three-fingered fingertip grasp. If it is difficult to find the grasping posture using the arm/hand kinematics alone, the planner uses full body motion. The planner is modularized as RT component which is added flexibly to other robots. The effectiveness of our planner is confirmed through simulation and experimental results.
