Abstract--The concept of factor space used in fuzzy information processing is investigated. The composition of the states of factors, which is a basic tool in multifactorial decision making, is first considered. Then, a general model of multifactorial decision making is formulated. Finally, multifactorial decision making with multiple objectives is introduced. Numerical examples are given to illustrate the approaches.
Let {ft}(teT) be a family of mutually independent factors and define f = VteT ft. Then 
X(f)=HX(ft)={ wlw:TtET 'UX(ft)'w(t)EX(ft)} "tET
In practice, the index set most likely is a finite set; we assume T = {1, 2,... ,m}. Then f = V~n=I fj, and m X(f) = H X (fj) = {(xl,x2,...,Xm) l Xj E X (xj), 1 < j < m}. The expression does not give us more information than simply saying it is an m-dimensional point. How can we find an easier operational form without a loss of its informational content?
An effective approach is to use a low-dimensional state space, say X'(f), to Notice that the increase and decrease of the dimensions are related. As mentioned previously, when the dimension of state space decreases, the dimension of factors increases. That is, the decreases in the dimension of state spaces depends upon the increase in the dimension of factors, and conversely, the increase in the dimension of factors depends upon the decrease in the dimension of state spaces. From Figure 1 , we see that the dimension of X(f) decreases to that of X'(f), but the dimension of f increases to that of f'. Thus, our problem is shifted to determine the mapping Mm that will decrease the dimension of state spaces. As shown in Figure 1 , f' has a lower dimensional state space, and X(f') = X'(f).
This means that we can replace f with f~, and therefore, reduce the complexity of f---our basic idea.
MULTIFACTORAL FUNCTIONS
The effect of the mapping Mm is to synthesize an m-dimensional vector f(u) = (fl(u), f2(?~),
• .., fro(u)) into a one-dimensional scalar, functionally represented by
M,n(f (u) ) = Mm (fl(u), f2(u), . . . , frn(U) ) .
Since Mm is a function of factors, we call it a multifuctorial function.
On many occasions, it is possible to transform state spaces into closed unit intervals
Mm: [ The standard multifactorial functions can be classified into two groups as follows. 
j=l j=l which means that the synthesized value should not be greater than the largest of component states and should not be less than the smallest of the component states. EXAMPLE 1. Let the factor f be "the learning ability of students". We decompose f into four mutually independent factors represented by scores of four tests, fl, f2, fJ, and f4 such that where fl = mathematics, f2 = physics, f3 = chemistry, and f4 = foreign language. We can make a transformation from the usual range of scores between 0 and 100 to [0, 1] . Then, (2) . That is, the synthesized value can exceed the boundaries of condition (2) . For example, a department is led and managed by three people; each of them has a strong leading ability. But for some reason, they cannot work smoothly among themselves. Hence, the collective leading ability (a multifactorial score) falls below the individual's, i.e., where x~ is the leading ability of the individual, i, i = I, 2, 3, and Mj(xt, x2, xj) is the multifactoria] leading ability indicator for the group of three.
On the other hand, it is possible for the three management people to work together exceedingly well. This implies that the combined leadership score can be higher than any one of the three individual's, i.e., It has the same meaning as in the old Chinese saying: "Three coddlers with their wits combined can exceed Chukeh Liang, the master mind."
Nonadditive standard multifactorial functions can also be subdivided into two types as follows.
(a) Catastrophic standard multifactorial functions--this type of function can be described by elementary catastrophe models--an interesting problem in its own right. (b) Singular standard multifactorial functions--this type of function cannot be described by elementary catastrophe models.
However, in principle, they can be described by nonelementary catastrophe models. Since the nonelementary catastrophe theory is far from perfection at present, this type of multifactorial functions has not been dealt with by catastrophe theory--an open problem to all.
AXIOMATIC DEFINITION OF ADDITIVE STANDARD MULTIFACTORIAL FUNCTIONS
We begin by making use of five transformations: pj, qj, aij, rj, and kj from [0, 1] )
\j=l / where aj • [0, 1], and ~-~j=l aj = 1. We can easily verify the following claims on these ASMm-funcs. 
PROPERTIES OF ASMm-FUNCS
We introduce a partial ordering "_<" to the set ~4m as follows: for any Mm, M~ • ]Vim, then Mm _< M~m ¢==~ (VX)(Mm(X) <_ M~(X)).
It is simple to prove the following seven propositions (see [2] 
Then, M~ • A4m and ( M*)* = Mm.
From the proposition, we obtain A*(X) = V(X) and V*(X) = A(X). (a) (b) (c) tn 
Mm(X)
j=l where aj • [0, 11, and V2--1 aj = 1.
(f) 
Then Mm • Adm, and for i = 6, 7, 8, 9, 10, and 11, if M ° satisfies (re.i), then so does Mm. 
Then Mme .Aim, and when M ° saeis/ies (m.i), so does Mm for i = 4,...,11.
PROOF. Let g(x) = 1/h(x). Then the inverse of g is G(x) = H(1/x).
Since g satisfies the assumptions of the last theorem, so does
. ,9(xm))).
By Theorem 1, the proof is complete. | EXAMPLE 8. Let h(x) = (1/2)(e -e -1) csc hx. Then,
Thus, the following functions are ASMm-funcs: 
A GENERAL MODEL OF MULTIFACTORIAL DECISION MAKING
Normally, a "decision-making" problem is choosing an optimal decision against some goal or objective from the set of all possible alternative decisions. In practical decision problems, the number of goals or objectives under consideration is often more than one. Such problems are referred to as Multiple Objective Decision-making problems (MOD). Since objectives are established on the basis of criteria, the afore-mentioned decision problems are also referred to as Multiple Criteria Decision-making problems (MCD).
Multiple objective decision-making problems can be classified into two types: Multiple Objective Programming (MOP) and Multiple Attribute Decision-making (MAD). MOP is a type of optimization problem with infinite alternatives in its constraint region, whereas MAD has finite alternatives. From our factor spaces point of view, both types of decision problems concern decision making with several factors. Therefore, we call these two types of problems multifactorial decision-making problems. We now describe a general framework for modeling a multifactorial decision-making problem.
Let U be a set of strategies or policies and fl, f2,--•, fm are mutually independent basic factors of U with X(f~) denoting the state space of f~, i = 1, 2,..., m. Let us assume 7r = (fl, f2,..., fro} to be a family of atomic factors. Define F=:P(r), V=U, h=n, 0=¢, l=r, and -=\, then (F, V, A, c, 0, 1) is a complete Boolean algebra. Since F is an atomic lattice, then for any factor f E F, there must exist a family of factors {fSh}(Z<k<r) C r, where 1 _< r < m and f = V~=I fsk. So we may stipulate From these ~0j, we obtain the complete objective (criterion) function: If a strategy (or policy) u0 E U satisfies the following condition:
then u0 is recognized as an optimal solution. EXAMPLE 9. Consider the problem of selecting the best student discussed in Section 5. Let U ~-{Ul,U2, U3} = {Henry, Lucy, John} be the set of candidates, and 7r = {fl, f2,f3,f4} = {mathematics, physics, chemistry, foreign language} be the set of basic factors. First, we define basic objective functions qoj, j = 1, 2, 3, 4 as 1, 90 < x < 100, x-80 80 < x < 90, ~oj = 10 ' 0, 0<_x<80.
Second, we assume fj(ui). The states of u~ on f3 are shown in Table 1 . The values of their objective functions ~oj(fj(ui)) are shown in Table 2 . Table 2 , we obtain 3.6 3.9 3.5 D4 (ul) = T = 0.9, 04 (u2) = -~-= 0.975, 04 (u3) = -~-= 0.875.
We conclude that Lucy is the best student.
MULTIFACTORIAL DECISION-MAKING WITH MULTIPLE OBJECTIVES
We discussed certain common synthetic decision models in Section 6. These decision models are multifactorial in nature. Relative to the complete factor 1, there is a unique complete (factor) function: This class of decision models is referred to as multiple (complete) objective synthetic decision models. We now construct a basic prototype for this class of models.
Let U be a set of decision alternatives and let r = {fl, f2,.-., frn} be a family of basic factors (atomic factors) of U. Set F = :P(Tr). Then the following Section 6, (F, V, A, c, 0, 1) forms a complete Boolean algebra, and (X(1)}(/ef) constitutes a factor space. For each decision alternative u e U, the decision variable l(u) (the state of the complete factor or objective) is determined by the states of atomic factors (basic objectives), i.e., l(u) = (fl(u), f2(u),..., f,n(u)). 
., D (~) (ep)) (el), D(~ ) (e2),...,D(m u) (ep)).
If there exists an index ko E {1, 2,..., p} such that then according to the principle of the highest (maximum) membership, u is recognized as satisfying the complete objective statement eko. EXAMPLE 10. In the problem of evaluating student academic achievement (cf. Example 9), let U = (ul, u2, us} be a set of candidates for evaluation, where ul = Henry, u2 = Lucy, and us = John; let E = {el, e2, e3, e4} be a set of objective statements (linguistic grades), where el = excellent, e2 = good, e3 = fair, and e4 = poor; and let ~r = {fl, f2, f3, f4} be the family of basic factors, where fl = mathematics, f2 = physics, f3 = chemistry, and f4 = foreign language. For each linguistic grade ek (k = 1,2, 3, 4), there is a complete objective function: 
~(I) [ (I) (1) (I) (I)~

=~ ,~2 ,~3 ,~4 ),
f (2) (2) (2),(2)
D (~) = (D (~)
The mapping can be viewed as a fuzzy set on E, i.e., D (u) E ~'(E). Since E is finite, the fuzzy set D (u) can be expressed in vector form:
Since for every decision alternative u E U and every decision function D(m k), the functional value D(m k) (u) is defined, we can construct a mapping: Assume that the states (scores) of each factor (subject) of u s have values as given in Table 3 . Then we can calculate the respective objective function value ~k)(fs(ui)) as in Tables 4-7 Based on Tables 4-7 , we obtain the values of D~k)(ui) as shown in Table 8 . 
~2)(Is(~))
fl fs fz f4 The table also defines the following fuzzy sets on E = {el, e2, e3, e4}: Finally, judging according to the principle of the maximum membership, we have evaluations for three students: Henry gets a "good" mark, Lucy gets a "fair" mark, and John gets a "good" mark.
MULTIFACTORIAL EVALUATION
Multifactorial evaluation is a special case of multiple objective multifactorial decision-making. Its purpose is to provide a synthetic evaluation of an object relative to an objective in a fuzzy decision environment with many factors.
Let U be a set of objects for evaluation, let lr = {fl,f2,... ,fro} be the set of basic factors in the evaluation system (or process), and let E = {el, e2,..., ep} be a set of letter grades or qualitative classes used in the evaluation. According to Section 7, for every object u E U, there are m x p values of objective functions:
We express the ra x p values in the matrix form:
~O(m 1) (tim(u)) ~0~ ) (fro(u))
iii Let 
r~j(u) a__ ¢p~k)(fj(u)). Then the above matrix can be written as R (~) =
I rll(U) rl2(U) ... rlp(~) r21(u): r22(u). ...''" r2p(U):
Lrml(u) rm2(u) .." rmp(u)
The matrix R (u) may also be viewed as a fuzzy relation between 7r and E, i.e., R (~) E 9r(lr x E). Define
R~ ~) = (r~l(U), r~2Cu),..., rj,(~)). (23)
Then this is the degree of membership of the object u with respect to a factor fs on the set of letter grades {el, e2,..., ep}. We call R~ u) the single-factor evaluation vector. Since the matrix R (u)
consists of R~ u), p~u),..., R(~) row vectors, we may write
R(") / R2(")
Therefore, we call R (u) the single-factor evaluation matrix of object u.
From expression (21), for any u E U and define
dk(U) ~ D(U)(ek),
.., dp(u)), and the decision function of (25) becomes
., rmk(U)).
Take Mm to be the 5] operator, i.e.,
Then dk(u) has the following form:
where W = (Wl, w2,..., win) is a constant weight vector. Hence, we have an important representation:
The product between the vector W and the matrix R (u) follows equation (26). Equation (27) 
j=l This time the product o in expression (27) is defined by expression (28).
Similarly, if Mm is taken to be as in equation (8), then dk(u) is a commonly used expression: m
dk(~) = V (~ A ~jk(u)). (29) j=l
The product o in expression (27) is now defined by equation (29) .
We now proceed to further extend the preceding development. Let T be a triangular norm in T(2) and T* be a complementary triangular norm in T*(2). We will define the product in equation (27) by T and T*. However, that product requires guarantee from the following. PROPOSITION 8 . Let W = (wl,wz,. ..,Wm) be a constant weight vector. T and T* are given triangular and complementary triangular norms (both are not necessarily related), respectively. Notice that T(x, y) = xTy and T*(x, y) = xT*y. Define 
Mm(X) ~= T * (wjTxj) = (wlTxl) T* (w2Tx2) T*... T* (wmTx,n)
dk(U) = E WjTjk(U) ----j~l (Wjrjk(U))" j----1
This means that ~ has degenerated to +. To summarize, a multifactorial evaluation model requires three basic elements:
1. a family of basic factors, 7r = {fl, f2,..., fro}; 2. a set of evaluation phases (or verbal grades), E = {el, e2,..., ep}; 3. for every object u 6 U, there is a single-factor evaluation matrix R (~') = (rjk(u))mxp.
With the preceding three elements, for a given u E U, its evaluation result D (u) E ~'(E) can be derived as in Figure 4 . Since, for a given u, R (u) becomes a fixed fuzzy relation in ~'(Tr x E) and the weight vector W can be viewed as a fuzzy set in ~-(Tr), for a given "input" W, R (u) acts as a transformer that turns W into an "output" D (u) (see Figure 5 ). In addition, for a fixed u 6 U, regarding R (u) as the input and W the transformer, we then have the illustration in Figure 6 . Moreover, Figure 6 suggests that we can also define a transform in these terms: EXAMPLE 11. , be(E),
R (~) , , ~(~)(R(~)) -~ Wo R(~).
(34)
A CLOTH SELECTION PROBLEM. Assume the basic factors of interest in the cloth selection consist of fl = style, f2 = quality, and f3 = price, i.e., 7r = (fl,f2, f3}. The verbal grades used for the selection are el = best, e2 = good, e3 = fair, and ea = poor, i.e., E = {el, e2, e3, e4}. For a particular piece of cloth, u, the single-factor evaluation may be carried out by professionals or customers. For example, if the survey results on the "style" factor are 70% for the best, 20% for the good, 10% for the fair, and none for the poor, then the single-factor evaluation vector R~ u) is Because the largest component of D (~) is dl(U) = 0.5, this piece of cloth received the "best" rating from the customers. EXAMPLE 12. A TEACHING EVALUATION PROBLEM. Assume the basic factors that influence students teaching evaluation are fl = clarity and understandability, f2 = proficiency in teaching material, f3 = liveness and stimulation, and f4 = writing neatness (or clarity), i.e., 71" = {fl, f2, f3, f4}. Let E = {el, e~, e3, e4} = {excellent, very good, good, poor} be the verbal grade set. We now evaluate teacher u. By selecting an appropriate group of students and faculty, we can have them respond with their ratings on each factor and then obtain the single-factor evaluation on each factor. As in the previous example, we have a single-factor evaluation matrix: Similarly, we can find the values for d2(u), d3(u), and d4(u). From our results, we conclude that teacher u should be rated as '~¢ery good".
INCOMPLETE MULTIFACTORIAL EVALUATION
We have mentioned previously, that there were three basic elements in multifactorial evaluation:
1. a family of basic factors, ~r = {$1, f2,..., fro};
2. a set of evaluation phrases (or verbal grades), E = {el, e2,..., ep};
3. for every object u E U, there is a single-factor evaluation matrix
R (~) = (rjk(u))m×p.
However, in complex real world problems, it is common that certain basic factors may not be fully understood at the time of evaluation. This means that the family of basic factors may be incomplete. We call this kind of problem an evaluation with partial .factors or incomplete multi factorial evaluation problem.
In an incomplete factorial evaluation problem, an important question is how to construct a family of basic factors ~r. Is there a way to make the incomplete factorial evaluation problem complete? We will show that under certain conditions, this problem can be solved.
Let u be an object for evaluation, e.g., material, products, students, employees, etc. Then u is called a manifested evaluation object if it satisfies the following three conditions.
(1) Observability--if it is possible to conduct simple evaluations by using instruments or direct human observations and contacts. (2) Separability--if u is regarded as a whole by certain measurement (e.g., area, weight, volume, total counts, etc.), then u can be arbitrarily divided into subbodies (or subdivisions) in the sense of that measurement. (3) Comparability--if u' is a subbody derived from u, then there exists a ratio between u' and u in the chosen measurement, and the ratio is a number between 0 and 1.
The evaluation system with these conditions on u is referred to as a manifested evaluation system. We now illustrate a dissection method and explain how that method can complete manifested evaluation systems. The role of the dissection method is to simultaneously construct the family of basic factors ~r and the weight vector W. The procedure of the dissection method is as follows.
Step 1. Building the family of basic factors ~r.
(1) Divide u into ml equal subparts and select a subpart fl from them according to the selection criteria fl; the ratio between fl and u is designated by kl. (2) Divide u into m2 equal subparts (m2 < ml); and select a subpart f2 from them according to the selection criteria fl; the ratio between f2 and u is designated by k2.
Continue this process• (m -1)
(m)
Step 2.
Divide u into ram-1 equal subparts (mm-1 ( mm-2); and select a subpart fro-1 from them according to the selection criteria fl; the ratio between fro-1 and u is designated by kin-1. Define fm= u. Obviously, the ratio between fin and u is km = Hence, we have the set E = {el,e2, e3,e4}. Notice that the factors that influence the coloring are too complex to study, and therefore, basically are unknown. Consequently, this is an example of the incomplete evaluation problem. It is also easy to recognize that the capsule is the manifested evaluation object; hence, the dissection method applies.
We proceed as follows. First, we take a random sample of 100 capsules from a batch of capsules (denoted by u) just produced. Then we divide the surface area (not the physical capsule itself) of each capsule into subdivisions as in Figure 7 .
Our criterion fl is to "rate the capsule category on the basis of the worst unevenly colored subdivision"• ~1 : ~ ks = ¼ k3 : ½ ~, = 1
Each circle is equally divided into parts. First, we inspect the 100 capsules with respect to factor fl (i.e., a subdivision of one-sixth). Suppose 10 were found "unevenly colored", 15 were found "partially uneven colored", 20 were found "slightly uneven colored", and 55 were found "evenly colored", then we have found the single-factor (i.e., fl) evaluation vector R~u) = (0.10,0.15,0.20,0.55).
Similarly, relative to each factor f2 (a subdivision of one-fourth), f3 (a subdivision of one-half), and f4 (the whole), we obtain a corresponding single-factor evaluation vector: We can conclude that the color of capsules is "even", and hence, it passes the inspection.
