This paper describes an iterative aggregation/disaggregation method for computing the stationary probability vector of a nearly completely decomposable Markov chain. The emphasis is on the implementation of the algorithm and on the results that are obtained when it is applied to three modelling examples that have been used in the analysis of computer/communication systems. Where applicable, a comparison with standard iterative and direct methods for solving the same problems, is made.
Introduction
Let Q be the in nitesimal generator of an irreducible continuous-time Markov chain and let be its stationary probability vector. Thus q ij denotes the rate of transition from state i to state j; q ii = ? P j6 =i q ij and i is the probability that the system is in state i at statistical equilibrium. It may be shown that
Our objective is the computation of the stationary probability vector. It is from it that many quantities of interest concerning the Markov chain may be derived. The continuous-time Markov chain may be uniformized to yield a discrete time Markov chain and we have, equivalently, P = (2) where P = Q t + I. If t is chosen su ciently small that 0 t (maxjq ii j) ?1 , the matrix P is a stochastic matrix. It is called the transition probability matrix; the element p ij is the conditional probability of making a transition from state i to state j in the next time step. Therefore, we can use either equation (1) or (2) to obtain the stationary probability vector .
When the number of states in the Markov chain is not large, it is easy to solve for . A direct method based on Gaussian elimination may be applied to equation (1) in a stable and e cient manner. However, often the size of the state space is so large that iterative methods must be used. Iterative aggregation/disaggregation, (IAD) methods are decompositional methods that belong to this class. A decompositional approach to solving Markov chains is intuitively very attractive since it appeals to the principle of divide and conquer: if the model is too large or complex to analyze in toto, it is divided into subsystems each of which is analyzed separately and a global solution then constructed from the partial solutions. Ideally the problem is broken into subproblems that can be solved independently and the global solution obtained by \pasting" together the subproblem solutions.
Although it is rare to nd Markov chains that can be divided into independent subchains, it is not unusual to have Markov chains in which this condition almost holds. An important class of problems that frequently arise in Markov modelling are those in which the state space may be partitioned into disjoint subsets with strong interactions among the states of a subset but with weak interactions among the subsets themselves. Such problems are sometimes referred to as nearly-completely-decomposable (NCD), nearly uncoupled, or nearly separable. It is apparent that the assumption that the subsystems are independent and can therefore be solved separately does, in general, not hold. Consequently an error arises. This error will be small if the assumption is approximately true.
In this paper we only consider the application of iterative aggregation/disaggregation methods to NCD examples even though they have been applied to models that are not NCD, 12] . It is not clear that IAD methods out-perform other iterative methods such as preconditioned Generalized Minimal Residual, (GMRES) and Arnoldi or even Successive Over-Relaxation, (SOR) with a good adaptive scheme for approximating an appropriate relaxation parameter, 14], in non-NCD models. In 9] , it is shown that when the matrices are not NCD then the quoted iterative methods are extremely e ective. On the other hand, IAD methods have proven to be very bene cial in the NCD case. Additionally, the only proofs of convergence for IAD methods that are currently available, depend on the fact that the transition probability matrix is nearly completely decomposable, 4]. For a review of the state of the art of these methods, and a discussions of many of the major issues involved, the interested reader should consult 12] .
Within the IAD algorithm structure it is necessary to solve smaller matrix problems. A number of numerical solution methods are available for this and in 9], a large variety are analyzed and tested. In section (1) , for the sake of completeness, we very brie y review these methods. IAD methods were not considered in 9], (due primarily to space limitations).
In section (2), we provide some background on IAD methods and present the particular IAD method on which we conducted our numerical experiments. To derive the maximum bene t from IAD methods applied to NCD problems, it is essential that the state space be ordered appropriately, and so in section (3), we present a heuristic for determining the NCD components of a Markov chain.
In section (4), we describe the model problems and discuss our computational experience with these problems. The examples chosen for this study are the same as those presented in 9]. Some conclusions derived from the study are presented in the last section.
This study di ers from previous studies (such as 8]) in a number of important ways. It is not assumed that the matrix has been prearranged into \normal ncd form", so that our starting point is the development of a heuristic to nd the ncd components and to order the state space accordingly. The algorithm which we develop requires, approximately, the time to perform an iteration of the power method. Also, our concerns in the current paper have been with assessing the advantages and disadvantages of applying di erent numerical procedures for solving individual blocks and a stochastic coupling matrix within the IAD framework. This has not previously been critically examined in the literature.
Review of Non-Decompositional Methods
In IAD methods, it is necessary to solve systems of linear equations which are generally smaller than that of the original Markov chain. A number of numerical methods may be used and in this section we shall brie y review them. These methods are analyzed in detail, and e cient implementation strategies provided, in 9].
Direct Solution Methods
For certain Markov chain problems, the non-zero structure of the transition matrix is such that direct methods are very e cient and highly accurate. This is the case for example, when the non-zero elements lie close to the diagonal. Since these matrices are usually sparse, it is economical, and indeed necessary, to use some sort of packing scheme whereby only the non-zero elements and their positions in the matrix are stored. We refer to our implementation of this algorithm as GE (for Gaussian Elimination). For more information on analysis and implementation, the interested reader should refer to 9].
Single vector iterations
The simplest iteration method for computing the stationary probability vector from an irreducible stochastic matrix P is the single vector iteration
One problem with this simple scheme is that its rate of convergence can be very slow. The convergence factor for the dominant eigenvalue 1 is given by 2 = 1 , where 2 is the subdominant eigenvalue. In situations where the eigenvalues cluster around 1 , as is the case for nearly decomposable systems, the convergence can be unacceptably slow. For this reason relaxation schemes are usually employed.
Relaxation schemes are based on the decomposition (I ? P T ) = D ? E ? F where D is the diagonal of I ?P T , ?E is the strict lower part of I ?P T and ?F its strict upper part. The Gauss-Seidel iteration then takes the form
Convergence may sometimes be improved by incorporating a relaxation factor, !, such as in the method of successive overrelaxation, (SOR):
Preconditioned power iterations
Preconditioning is a technique whereby the original system of equations is modi ed in such a way that the solution is unchanged but the distribution of the eigenvalues is better suited for iterative methods. For the numerical solution of Markov chain problems, the power method may be written as
Preconditioning involves premultiplying the matrix I ? P T with a matrix M ?1 , generally chosen so that M ?1 approximates (I ? P T ) ?1 but is such that the LU decomposition of M can be e ciently computed. In this case, the iteration matrix, (I ? M ?1 (I ? P T )) has one unit eigenvalue and the remaining eigenvalues are (hopefully) all close to zero, leading to a rapidly converging iterative procedure. We refer to such methods as preconditioned power iterations, or xed point iterations.
The most popular preconditioning techniques are the incomplete LU factorization techniques. Such methods are composed of two phases. First we start out by initiating an LU decomposition of I ?P T . At various points in the computation, non-zero elements may be omitted according to various rules. In all cases, instead of arriving at an exact LU decomposition, what we obtain is of the form (I ? P T ) = LU ? E where E, called the remainder, is expected to be small in some sense. When this has been achieved, the \direct" phase of the computation is completed. In the second phase, this (incomplete) factorization is incorporated into an iterative procedure by writing (I ? P T )x = (LU ? E)x = 0 and then using LUx (k+1) = Ex (k) or equivalently x
as the iteration scheme. In this paper we report on the numerical results obtained with three di erent incomplete factorizations. Given the matrix I ? P T , the rst ILU factorization consists of performing the usual Gaussian elimination factorization and dropping any ll-in during the process. This is referred to as ILU0 A second incomplete factorization is a threshold based scheme. During the decomposition, elements whose absolute value is less than a prespeci ed threshold, are replaced by zero. Similarly, if any of the multipliers formed during the reduction are less than the threshold, they are dropped from further consideration. We refer to this incomplete factorization technique as ILUTH.
The nal type of incomplete factorization which we examine, is based on a realization that only a xed amount of memory may be available to store the incomplete factors, so only a xed number of non-zero elements are kept in each row. These are chosen to be the K largest in magnitude. In our experiments, this incomplete factorization is referred to as ILUK.
Projection Techniques
Projections techniques are widely used to solve large systems of linear equations. They consist of approximating the exact solution from a sequence of approximations taken from small dimensional subspaces. The various projection methods di er in the way the subspaces are selected and on how the approximations are selected from them. Therefore, a basic projection step is de ned formally with two objects: a subspace K of dimension m from which the approximation is to be selected and another subspace L that will set the constraints that are necessary to extract the approximation from K. The constraints most commonly used are orthogonality type constraints. A projection method that has been used for Markov chain models is Arnoldi's method. 2, 10] . This is an orthogonal projection process onto K m = spanfv 1 ; (P T )v 1 ; : : : ; (P T ) m?1 v 1 g: (5) The algorithm starts with some non-zero vector v 1 and generates a sequence of orthogonal vectors v i as follows:
v; P T v; (P T )
The process is stopped once the subspace thus formed contains the stationary probability vector, i.e., whenever the 2?norm of the residual corresponding to the computed solution is considered to be su ciently small. However, more commonly, an iterative version is used. In this case, once the Krylov subspace has reached a certain size m, a new \initial" vector is generated from the m previously generated vectors and the expansion process is initiated once again. This new vector is obtained from the eigenvector corresponding to the eigenvalue closest to unity of the Hessenberg matrix obtained from the orthogonalization of the set of m vectors.
An alternative approach for obtaining a new starting vector for the Krylov subspace is to choose that vector in the subspace that minimizes the residual, i.e. the vector v of the Krylov subspace for which jj(P T ? I)vjj 2 is closest to zero. this approach is referred to as GMRES (Generalized Minimal RESidual), 11].
Finally, it is possible to apply all the preconditioning techniques discussed previously to these algorithms. In fact, this is the way that these projection techniques are usually used.
Decompositional Methods

NCD Markov Chains
The pioneering work on NCD systems was performed by Simon and Ando, 13], in investigating the dynamic behaviour of linear systems as they apply to economic models. The concept was later extended to Markov chains and the performance analysis of computer systems by Courtois, 5] . The technique is founded on the idea that it is easy to analyse large systems in which all the states can be partitioned into groups in which:
interactions among the states of a group may be studied as if the interactions among groups do not exist, and interactions among groups may be studied without reference to the interactions which take place within groups. Strong interactions among the states of a group and weak interactions among the groups themselves imply that the states of a nearly-completely-decomposable Markov chain can be ordered so that the stochastic matrix of transition probabilities has a block structure in which the non-zero elements of the o -diagonal blocks are small compared to those of the diagonal blocks. If P is the n n stochastic matrix of transition probabilities, where n is the number of states in the Markov chain, we may write: 
C C C C A :
The subblocks P ii are square, of order n i ; i = 1; 2; ; N with n = P N i=1 n i and N is the number of blocks. We shall assume that jjP ii jj = 0(1); i = 1; 2; ; N; (7) jjP ij jj = 0( ); i 6 = j; (8) where jj:jj denotes the spectral norm of a matrix and is a su ciently small positive number. We shall let be partitioned conformally with P, i.e., = ( 1 ; 2 ; ; N ) and i is a (row) vector of length n i .
A One-Step Approximate Solution
Following the reasoning of Simon and Ando, an initial approach to determining the solution of P = is to assume that the system is completely decomposable and to compute the stationary probability distribution for each component. A rst problem that arises with this approach is that the P ii are not stochastic but rather strictly substochastic. A possible solution to this problem is to make them stochastic by adding the probability mass which is to be found on the o -diagonal blocks, P ij ; j = 1; ; N and j 6 = i, into the diagonal block P ii on a row by row basis. This o -diagonal probability mass can be accumulated into the diagonal block in a number of ways. For example, it can be simply added into the diagonal elements of the diagonal block (but this can lead to reducible blocks and numerical di culties); it can be added into the reverse diagonal elements of the diagonal block to ensure that the diagonal block is irreducible; it can be distributed along the elements of a row of the block in a random fashion, etc. The way in which it is added to the diagonal block will have an e ect on the accuracy of the results obtained. In particular, it may be noted that there exists a distribution of this probability mass that results in the exact answer i being obtained up to a multiplicative constant. Unfortunately it is not known how to determine this distribution without either a knowledge of the stationary probability vector itself, or performing extensive calculations possibly in excess of that required to compute the exact solution. A simple solution to the problem of distributing the probability mass is to ignore it; i.e., to work directly with the substochastic matrices P ii themselves. In other words, we may use the normalized eigenvector corresponding to the Perron root (the eigenvalue closest to 1) of block P ii as the probability vector whose elements denote the probabilities of being in the states of this block, conditioned on the system occupying one of the states of the block.
A second problem is that once we have computed the stationary probability vector for each block, simply concatenating them together will not give a probability vector. The elements of each subvector sum to one. We still need to weigh each of the probability subvectors by a quantity that is the probability of being in that subblock of states. In other words, the probability distribution computed from the P ii are conditional probabilities in the sense that they express the probability of being in a given state of the subset conditioned on the fact that the system is in one of the states of that subset. We need to remove that condition.
To determine the probability of being in a given block of states we need to construct a matrix whose element ij gives the probability of a transition from block i to block j. This must be an (N N) stochastic matrix, and, in accordance with the Simon and Ando theory, should characterize the interactions among blocks.
To construct this matrix we need to shrink each block P ij of P down to a single element. This is accomplished by rst replacing each row of each block by the sum of the elements in that block row. The sum of the elements of row k of block i; j gives the probability of leaving state k of block i and entering into (one of the states of) block j. It no longer matters to us which particular state of block j is this destination state. Mathematically, the operation performed for each block is P ij e, where e is a vector whose elements are all equal to 1.
To complete the operation, we need to reduce each column vector, P ij e, to a scalar. As we have just noted, the k th element of the vector in position ij is the probability of leaving state k of block i and entering into block j. To determine the total probability of leaving (any state of) block i to enter into (any state of) block j we need to sum the elements of this vector after each element has been weighed by the probability of being in that state, (given that the system is in one of the states of that block). These weighing factors may be obtained from the elements of the stationary probability vector. They are the components of i =jj i jj 1 . The ij th element of the reduced (N N) matrix is therefore given by (A) ij = i jj i jj 1 P ij e = i P ij e; (9) where i = i =jj i jj 1 . The matrix A is often referred to as the aggregation matrix or coupling matrix.
If P is an irreducible stochastic matrix, then A also is irreducible and stochastic. Let denote its left eigenvector, i.e., A = and e = 1. The i th component of is the stationary probability of being in (one of the states of) block i. We may show that = (jj 1 jj 1 ; jj 2 jj 1 ; jj N jj 1 ): (10) Of course, the vector is not yet known, so that it is not possible to compute the weights jj i jj 1 . However they may be approximated by using the probability vector computed from each of the individual P ii : for example, as u i from u i P ii = i 1 u i ; jju i jj 1 = 1; i = 1; 2; ; N (11) where i 1 is the Perron root of P ii . Consequently, the weights i can be estimated and an approximate solution to the stationary probability vector, , obtained.
After this sequence of operations is performed, the result is an approximation
to .
The IAD Method
The question now arises as to whether we can incorporate this approximation back into the decomposition algorithm to get an even better approximation. Note, however, that the u i are used to compute the aggregation matrix and that using i u i in their place will have no e ect on the probability vector which we compute from the aggregation matrix. It was found, however, that applying a power step to the approximation before plugging it back into the decomposition method had a very salutory e ect. Later this power step was replaced by a Gauss-Seidel step and became known as a disaggregation step; forming and solving the matrix A being the aggregation step. The complete procedure is listed below. The iteration number is indicated by a superscript in parenthesis on the appropriate variable names. ) ij = (m?1) i P ij e: (14) d. Solve the eigenvector problem j P jk ; k = 1; 2; ; N: (17) f. Conduct a test for convergence. If the estimated accuracy is su cient, then stop and take (m) to be the required solution vector. Otherwise set m = m+1 and goto step b.
Let the matrix (I ? P) have the decomposition:
where D, L, and U are respectively block-diagonal, strictly block-lower-triangular and strictly block-upper-triangular matrices. In other words: D = DiagfI ? P 11 ; I ? P 22 ; ; I ? P NN g; (27) It may be shown that , the exact stationary probability vector, is a xed point of equation (27), 4].
We now turn our attention to some implementation details. The critical points are steps (c) through (e). In step (c), it is more e cient to compute P ij e only once for each block and to store it somewhere for use in all future iterations. This is the option that was chosen in our numerical experiments. However, it is only possible when su cient memory is available. When this is not the case, it is necessary to compute P ij e each time as and when it is needed.
To obtain the vector from equation ( In all cases, P kk is a strictly substochastic matrix so that B is nonsingular. The vector r must have small norm if the system is NCD. The possiblities we examined in solving these blocks are as follows:
GE (Gaussian Elimination) SOR (Successively Over-relaxation) PCGMRES (Preconditioned GMRES) PCARN (Preconditioned ARNOLDI). In all instances in which an iterative method is used to obtain the solution of one of the block or of the coupling matrix, the initial starting vector was chosen to be the result obtained from the previous global iteration. Since the systems change relatively little from one (global) iteration to the next, the previously computed solution should be a good approximation to the new solution. This means that it is possible to ask for only a small number of decimal digits accuracy during initial iterations and to increase this number as the number of iterations increases. An alternative approach is to carry out a xed and small number (say 40{50) of (inner) iterations during each solution. In the beginning iterations, the computed solution although not highly accurate, will be su cient. Given that each time an inner system is solved, a increasingly better approximation is used as the initial vector, the computed solution becomes progressively more accurate. This latter approach is the one adopted in our experiments. It e ectively means that we are not solving the inner blocks more accurately than needed.
Determination of the NCD Components
In the IAD method, it is important to order the states so that the matrix has the block structure of equations (7) and (8) . Only after reordering the states, can we guarantee that the resulting transition matrix will have the property that directly re ects the structural characteristics of the NCD system. The procedures to reorder the states and to permute the matrix serve as a preprocessor to ensure that the input matrix for the IAD method is block diagonally dominant.
To obtain this ordering, we developed the following procedure. We rst introduce a parameter, , which we shall call the decomposibility factor. We allow to vary from 10 ?10 to 10 ?1 . For each di erent value, we zero out of (a copy of) the stochastic matrix P, all elements that are less than this value. We treat the resulting matrix as a graph and search for its strongly connected components. The magnitude of the non-zero elements plays no role in this part. As the value of increases, we apply the strongly connected component search to each of the strongly connected components found at the previous level. Strongly connected components must necessarily be nested as increases. For each value of , our program lists the number of components found and some information concerning the number of elements in the components.
To e ciently solve problems such as this on directed graphs, we need to visit the vertices and edges of the graph in a systematic fashion. The algorithm we used is that of R.E. Tarjan, 16] . It is the depth-rst search (DFS) algorithm which searches in the forward (deeper) direction as long as possible. Details of the non-recursive algorithm of DFS are given in 1]. Coding details for DFS are given in 7] . The complexity of this algorithm is O(jV j + jEj), where jV j is the number of vertices and jEj is the number of edges in the graph. Recall that for the power method, the cost of one iteration is given by jEj double-precision multiplications (the number of non-zero elements in the matrix) plus indexing overhead due to the compact storage scheme. The cost of the proposed ordering scheme is therefore not excessive.
One more problem about the implementation of this recursive algorithm needs to be addressed. Compilers such as the Fortran 77 compiler do not support recursive procedures. To program a recursive program in such a language, we must \mechanically" remove the recursion. This can always be done by introducing a stack. When the recursive procedure is called, we save the phototype of the current status and the returning address onto a stack before passing control to the beginning of the program again. After the called procedure has terminated, we pop the information back from the stack and branch to the returning address.
Numerical Experiments
In this section we describe the results obtained when the iterative aggregation/disaggregation methods are used to compute the stationary probability distribution of three queueing network models. These models have been taken from the literature and have been used to aid computer/communication system design. Additionally, they have already been used as a basis of comparison for numerical solution methods other than IAD, 9]. Our purpose was, rstly, to investigate how the IAD method compares to the more standard solution methods when applied to NCD problems, and, secondly, to test the e ect of using di erent types of solution procedures and a range of parameters for solving the individual blocks and the coupling matrix within the IAD method itself.
The experiments were performed at North Carolina State University in Raleigh, on a MicroVax 3600 with 16 MEG Ram memory and a processing speed of approximately 2.8 VAX Mips. The programming language used was Fortran 77. Table 8 describes the notation used in the tables of results. Table 9 lists the numerical solution methods for the blocks and coupling matrix, and table 10 shows three di erent preconditioning techniques used in several of the iterative methods. The initial approximation to was taken to be (0) i = 1=n; i = 1; ; n: In all the tests, the stopping criterion for the IAD method was that the residual norm be less than the tolerance, tol = 10 ?10 . Explicitly, the algorithm terminated after the rst iteration k for which the approximation It is well known that a small residual does not necessarily mean a small error in the computed solution. This is the case in highly ill-conditioned systems, for example. When the system is well-conditioned, then the size of the residual is a good measure of the size of the error. Since the exact solution is not known, it is not possible to compute the exact error. In this study, we were content to verify that the results obtained by all the methods were the same when those methods converged to the requested accuracy inside the maximum number of global iterations.
Gaussian elimination (GE) is the best method in terms of total execution time when solving small problems although it may be slow and require excessive amounts of memory when solving large systems. Therefore, we performed GE rather than any other method when the blocks were of order 60 or less. Similarly, the coupling matrix was solved using GE in any examples in which it was less than 60. After examining the results of these experiments, we altered our software package so that it now solves all systems of order less than 100 using GE.
For the purpose of comparison, it is reasonable to x a solution method for the coupling (aggregation) matrix while experimenting with di erent solvers for the block (disaggregation) systems and vice versa. Throughout this section, we shall let M-agg/M-blk] denote the pair of methods used in a given experiment, where M-agg denotes the method used to solve the coupling matrix and M-blk denotes the method used to solve the blocks.
Example 1: An Interactive Computer System
The model described in gure 1 represents the system architecture of a time-shared, paged, virtual memory computer. It is the same model discussed by Stewart, 15] and is similar to that of Vantilborgh, 17] . The system consists of a set of T terminals from which T users generate commands a central processing unit (CPU) a secondary memory device (SM) a ling device (FD) A queue of requests is associated with each device and the scheduling is assumed to be FCFS (First Come First Served). When a command is generated, the user at the terminal remains inactive until the system responds. Symbolically, a user having generated a command enters the CPU queue. The behavior of the process in the system is characterized by a compute time followed by a page fault, after which the process enters the SM queue, or an input/output ( le request) in which case the process enters the FD queue. Processes which terminate their service at the SM or FD queue return to the CPU queue. Symbolically, completion of a command is represented by a departure of the process from the CPU to the terminals. More details on this model, including the parameters used may be found in 9].
The model was solved for 20 users in the system, yielding a stochastic matrix of order 1,771 with 11,011 non-zero elements and also for 50 users, yielding a matrix of order 23,426 with 156,026 non-zero elements. It may be shown that a decomposition factor of = 10 ?3 , decomposes the state space into 21 aggregates in the rst case and into 51 aggregates in the latter.
For the larger model, the number of groups obtained as a function of is shown in table 1. Di erent values of lead to di erent decompositions and hence to di erent numbers of block systems and a di erent order of the coupling matrix. Two extreme cases are ngr = 1 with very small and ngr = n with close to one. The former requires the solution of an n n block (disaggregation) system while the later requires the solution of an n n coupling matrix. The sizes of the groups (aggregates) for the larger case are listed in table 2. The results obtained for di erent combinations of solving the NCD systems with 20 and 50 users are displayed in Tables 11, 12, 13 and 14. Although the results in 9] clearly demonstrate that the SOR method is unsatisfactory for solving the entire system, our results indicate that SOR can be successfully applied to solve the individual blocks. Naturally, the average execution time spent in solving the blocks using SOR is much less than that for PCGMR or PCARN with the same limit on the number of iterations that can be carried out on each inner block, itmax2. On the other hand, more outer iterations are required. The number depends on the over-relaxation parameter, !.
If we increase the number of iterations permitted to solve each of the blocks in each global iteration (tables 12 and 14) , then the total number of global iterations needed for convergence decreases and the execution time spent in each global iteration increases. This is what we should expect, for the more iterations performed, the more accurate the solution obtained, (in general). However, over-investment in solving the individual blocks in the early stages may be wasteful. There may be little advantage to accurately computing the solution of the blocks when the outer step is not accurate. If the solution obtained for any block during one global iteration is used as the initial approximation for that same block in the next global iteration, then we should expect that the solution of the blocks will progressively improve even though the number of iterations used to compute it may not be large.
The tables also show that both Preconditioned GMRES (PCGMR) and Preconditioned Arnoldi (PCARN) perform well. On examining the e ects of the di erent preconditioners, it appears that there is no clear winner. 206 2 2 2 2 2 2 2 2 2 55 
Example 2: A Telecommunications Model
The model illustrated in gure 2 has been used to determine the e ect of impatient telephone customers on a computerized telephone exchange, 3]. In this model a request is made by a customer for service. The customer is prepared to wait for a certain period of time to get a reply. If at the end of that period, the reply has not arrived, the customer may either give up and leave the network or else wait awhile before trying again. Station S2 represents a node dedicated to a special processing task and required by all customers. These customers are processed by a single server according to a processor sharing discipline. Each customer possesses a limited amount of patience which is de ned as an upper bound on its service duration; when its patience is exhausted, the customer simply gives up processing. This impatient customer may simply quit the network (with a xed probability, 1?h); otherwise it joins an in nite server station S1 where it remains for a certain period, called the thinking time, and then re-joins station S2 for another attempt.
To obtain a nite Markov chain, we assume that K1 is the maximum number of customers permitted in station S1 and K2 is maximum permitted in S2. Customers arriving to a full station are lost. The values of K1 and K2 were varied to obtain matrices of di erent order. First, we set K1 = 10 and K2 = 220 which gave a stochastic matrix of order 2,431 with 11,681 non-zero elements and secondly we used the values 30 and 550 respectively, which resulted in 17,081 states and 84,211 non-zero elements.
For the smaller case, the size of each of its 371 aggregates is listed in table 3. For the larger case, the number of groups as a function of is shown in and FXPTIT/iluth with = 0:01 were not very successful. PCGMR/iluth with = 0:01 even failed to converge. This suggests that a preconditioner of higher quality should be used.
The SOR methods performs poorly to solve this system without the A/D steps (See 9]). For the larger case, PCGMR and PCARN gave the most satisfactory result while SOR failed completely. FXPTIT/GE] are not satisfactory compared to PCGMR/GE] and PCARN/GE].
Example 3: A Multi-Class, Finite Bu er, Priority System
This model, like model number 2, has also applicability to telecommunications modelling. It consists of a single service center at which two identical servers provide service to two di erent classes of customer. The service rates may di er for each class ( 1 and 2 ), but both are exponentially distributed. The arrival processes of the two classes are not exponential. It has often been observed that teletra c is rather bursty in nature and to take this into e ect, hyper-exponential interarrival times with large coe cients of variance have been associated with these arrival processes. Figure 3 represents, schematically, this model. Class one customers are assumed to have a high priority. An arriving class one customer is inserted in the queue in front of all class two customers. An idle server will only serve a class two customer if there are no class one customers waiting. However, once a server begins to provide service to a class two customer, it will continue to serve that customer even if a class one customers arrives and is forced to wait; in other words, the service is non-preemptive.
The e ect of the limited capacity bu er is to restrict the number of customers that can enter the system. Class two customers that arrive to a full bu er are lost. If the bu er is full and contains both class one and class two customers, an arriving class one customer will displace a class two customer. This class two customer is therefore lost. A class one customer that arrives to a system that is full of class one customers is lost.
As in the other two examples, we generated two di erent sizes of Markov chains from this model. First we set the bu er size to 16, which generated 1,940 states and 12,824 non-zero elements. Second we set the bu er size to 50 and obtained a matrix of order 19,620 with 131,620 non-zero elements.
For the case with 1,940 states, the state space can be decomposed into 1,089 aggregates when = 10 ?2 . The sizes of the aggregates are shown in Table 5 . There is one aggregate 
of size 485 and all the other aggregates are of very small order. The same situation is also true in the larger model, in which n = 19; 620, ngr = 2; 600 when = 2 10 ?6 , the largest aggregate is of order 9,810, and all the other aggregates are of order less than 105. Based on the above observation, we found that the size of the aggregation (coupling) system was at least half of that of the original system. Therefore, we should not expect to gain much in applying the IAD method. The results are shown in Table 17 . A glance at this table reveals some interesting results.
All successful cases need less than 10 iterations. All the preconditioning techniques with PCARN work well. PCARN with ilu0 performs best.
As expected, iluth with = 0:001 requires more computational overhead than iluth with = 0:01. Likewise, iluk with kmax = 10 requires more computational overhead than iluk with kmax = 5. Based on the results in 9], the preconditioned power iteration, FXPTIT, with ilu0 failed to solve the original system. Here we found that, within the IAD scheme, FXPTIT with ilu0 performed reasonably well. Compared to PCARN, FXPTIT is considerably less e cient. SOR failed to converge to the solution of the coupling system in 1,000 iterations. This result suggests that perhaps we should not use SOR to solve a large coupling system. Note that this matrix has diagonal elements that are close to one, and o diagonal elements that are small. Consequently, it will have many eigenvalues close to unity so that this slow convergence is hardly surprising. For the case in which the bu er size is 50, the number of groups as a function of di erent is shown in table 6. With = 0:2 10 ?5 , the size of each of its 2,600 aggregates is listed in table 7.
A rather large amount of memory is needed for the current implementation of our algorithm. Note that we have to partition the matrix into block form. The partitioned blocks were stored in sparse row-wise compact form, 6], using work arrays arr(nz); jarr(nz) and iarr(iardim). The array arr holds the non-zero elements; elements of row i come before those of row i + 1, but the elements within a row are not necessarily in any order. The term semi-systematic is sometimes used to describe this type of storage. The integer array iarr contains the column position of each element. Thus, ja(k) gives the column position of the element stored in the k th position of arr. Array iarr is a pointer array whose l th element indicates the position in arr and iarr at which the elements of the l th row begin. The dimension of iarr increases fairly rapidly as the number of aggregates increases. In the worst case, e.g., a dense matrix, iardim = N ngr. In the larger example, with ngr = 2; 600, the amount of memory required to store the partitioned matrices was excessive and hence the numerical experiments were not conducted.
Conclusions
This paper has presented an investigation into various facets of implementing an IAD method to obtain the stationary probability vector of nearly completely decomposable Markov chains. We developed a mechanism for reordering a transition probability matrix to take advantage of any NCD structure which it might possess. We incorporated choices of several numerical solution methods into our implementation. The results which we present suggest that the IAD method is more e ective than methods which do not include an aggregation/disaggregation step when solving NCD problems. For matrices that are NCD, it was found that the IAD method can be extremely e cient when an appropriate decomposition factor and suitable embedded numerical solvers and associated parameters are used. Unfortunately, we cannot give rules for nding the best methods and/or parameters because the results are usually sensitive to the structure of the matrices and the nature of the problems. Nevertheless, our observation indicate that the following rules of thumb seem to apply:
1. A large number of groups N (e.g., N > 1; 000) should be avoided since it often results in too many non-zero blocks and leads to excessive memory requirements. We should not allow to become too large because we wish the o -diagonal blocks to have elements that are small compared to those of the diagonal blocks. 2. A small value of N (e.g., N < 20) should be avoided when it results in largedimensional disaggregation (block) systems which are themselves NCD. These may be di cult to solve due to the poor separation of the dominant eigenvalues of the blocks. 3. It was found that the heuristic described in section (3) for nding a decomposition factor for NCD systems, gave satisfactory results. No experiments were carried out to determine the e ect of a partitioning of the state space based on other criteria. This may be a fruitful area for further research and experimentation. 4. When the sizes of the aggregation or disaggregation systems are small (e.g., less than 100), Gaussian elimination outperforms other methods. It is most e ective when the non-zero elements of the transition probability matrix are close to the diagonal since in these case ll-in will be minimal. Additionally, when su cient memory is available, the LU factorization of the blocks need only be performed once. These blocks do not change from one outer iteration to the next. 5. For large size aggregation or disaggregation systems, PCGMR, PCARN and SOR (with a appropriately chosen over-relaxation parameter !) always gave satisfactory results.
(a) For PCGMR and PCARN, the value of m should not be chosen too large since memory requirements and computation time per iteration increase rapidly. Neither should it be too small for the number of iterations required at each step increase signi cantly. A value of m = 10 was found to be satisfactory.
(b) For SOR, the optimal ! is di cult to nd before run time, particularly when each block system may possess its own optimal ! value. The adoptive technique used by Seelen, 14] , to approximate this value and found to be e ective in certain queueing systems, might be of value in this respect. Over the large number of experiments that we conducted, we found that values in the range 1.3{1.5 generally worked best.
6. Since the aggregation step was found to accelerate the convergence rate signi cantly, it is not necessary to nd exact solutions for the disaggregation systems in the early iterations of the IAD method. A small maximum number of iterations was found to save time. 7. When using preconditioning techniques to solve the blocks, less iterations are usually required when better ILU factors are formed. Note that, as is also the case when GE is used to solve the blocks, the ILU factors need only be computed once. We expect that ILUTH, with a very small threshold, and ILUK, with a very large k, can give a higher quality ILU factors than ILU0. But they su er from higher computational and memory storage requirements. As a compromise, we should generally choose a moderate threshold or k value. However, the results show that care must be taken not to choose a threshold that is too large. Note also that some results in 9] show that, for these problems, when an incomplete factorization intoLŨ +E is performed, a smaller norm of E does not always guarantee a better preconditioner! 8. Since the coupling matrix is itself a reduced-order stochastic matrix, it is possible to solve the system using the IAD method recursively. The investigation of such a multi-level IAD method may be worthy of study when the queueing model is extremely large and hierarchical. 9. Based on the divide-and-conquer nature of the IAD method, this algorithm is wellsuited for parallel implementation. Nevertheless, the modular independence in connection with its many synchronization points still needs to be carefully investigated. 
