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ABSTRACT
A COMPARATIVE STUDY OF BLOB DETECTION METHODS:
EVALUATION ON NODULE CANDIDATE DETECTION IN CHEST
RADIOGRAPHS
Name: Abayowa, Bernard Olushola
University of Dayton
Advisor: Dr. Russell Hardie
In some pattern recognition applications, simple blob detection is used to identify can­
didate objects of interest in a full image. The detected candidate blobs are then further 
scrutinized and ultimately classified in subsequent stages of a pattern recognition system. 
The main focus of this paper is on the detection of nodule candidates in chest radiographs. 
Lung cancer is a major cause of cancer mortality and early detection of lung nodules can 
potentially save lives. Computer-aided detection (CAD) systems have proven to help radi­
ologists increase detection rate of small pulmonary nodules in chest radiographs.
This thesis provides a formal performance comparison of some of the recently proposed 
nodule candidate detectors for the selection of initial nodule candidates in chest radiographs 
in both the non-opaque and opaque portions of the lung. The nodule candidate detectors 
evaluated in this paper include the Lindeberg blob detector, the average radial gradient 
detector and variations of the convergence index based detectors. This thesis also describes 
a method for segmenting the opaque region of the lung in a chest radiograph based on
iii
a segmentation of the non-opaque portion. A method for optimizing some of the multi­
parameter blob detectors using genetic algorithms is also presented in this thesis. Finally, 
an analysis to aid in selecting an operating point for the detector in both regions to achieve 
a desired overall sensitivity and specificity is presented.
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CHAPTER I
Introduction
There are many applications in pattern recognition where one seeks to detect compact 
objects or “blobs” in an image. One such application is in the detection of lung nodules 
in chest radiographs [1-7], Several papers about blob detectors and their applications can 
be found in the literature. Lindeberg [8,9] presents a technique for extracting blob-like 
structures and their scales from images. Moreover in [10], Chang et al proposes a method 
for segmenting heterogeneous blob objects by combining voting, Voronoi tessellation, and 
level set methods. Other blob detection work can be found in [11-15] and [16].
In some applications, simple blob detection is used to identify candidate objects of 
interest in a full image. The detected candidate blobs are then further scrutinized and 
ultimately classified in subsequent stages of a pattern recognition system. A good candidate 
detection scheme, based on blob detection, has a high sensitivity and specificity. We wish 
to detect as many targets as possible with as few false positive detections as possible (since 
each detection will require further processing and computational resources). Thus, blob 
detection may serve as a key screening step in many pattern recognition problems. As such 
these detectors can have a significant impact on the overall performance and computational 
complexity of a pattern recognition system.
1
2In this thesis, we focus on the application of blob detection to lung nodule detection in 
chest radiographs. Lung nodules are potentially cancerous lesions that are roughly elliptical 
in shape (often blob like). This is a problem of great importance. Lung cancer is a major 
cause of cancer mortality and early detection of lung nodules can potentially save lives. 
Generally, computed tomography is preferable to chest radiography in early detection of 
lung nodules [17]. However, it usually generates numerous false positives which can lead 
to unnecessary surgical lung biopsy. Moreover, chest radiography still remains the most 
commonly used procedure for lung nodule diagnosis because of its low cost and low dose. 
Reports from a survey on computer-aided diagnosis in chest radiography in [18] shows that 
nodule detection in chest radiographs is still a difficult task in computer aided diagnosis.
A typical CAD system for identifying lung nodules in chest radiographs consists of the 
components shown in Figure 1.1. The system generally begins with a preprocessor where 
the input image is treated to reduce processing time and make the pulmonary nodules more 
detectable, while reducing number false detections as well. The next component is usually 
a blob detector used to identify lung nodule candidates. The next part in the CAD system is 
the nodule segmentation step. The purpose of the nodule segmentation step is to delineate 
the boundary of candidate nodule to allow for subsequent feature extraction. Finally, a 
classifier is used to make the final decision regarding each candidate.
The use of blob detection for the nodule candidate detector component is the main focus 
of this thesis. This component is key to the overall CAD system and it governs the overall 
system’s sensitivity and the computational demands of the system (in terms of the number 
of candidates to be subsequently processed). Several methods have been proposed for the 
detection of initial nodule candidates in lung nodule CAD systems. However, no formal
3Input
Image —*■ Preprocessor
Candidate
Detector
Segment , Candidate 
Candidates Features
. Output
Classifier — Detections
Figure 1.1: A block diagram of a Typical CAD system showing the stages involved in the 
pattern recognition system. The candidate detection step often uses a simple blob detector 
and this component is the focus of the present thesis.
comparison has been done to evaluate the performance of these detectors. Moreover, some 
of these detectors require several tuning parameters which are often selected using ad hoc 
methods. Another important issue with lung nodule detection relates to the location of 
the nodule on the chest radiograph. Sometimes nodules appear in the retrocardiac and 
subdiaphragmatic area of the lung (as in [1,2,7], we refer to these as opaque regions on 
the radiograph). In many of the proposed CAD systems, nodules in the opaque region 
of the lung are excluded from analysis or considered as missed detections in the overall 
performance analysis of the CAD system.
This thesis provides a formal performance comparison of some of the recently proposed 
candidate detectors for the selection of initial nodule candidates in chest radiographs in both 
the non-opaque and opaque portions of the lung. We describe a method for segmenting the 
opaque region of the lung in a chest radiograph based on a segmentation of the non-opaque 
portion. We also provide an analysis to aid in selecting an operating point for the detector 
in both regions to achieve a desired overall sensitivity and specificity. Another contribution 
of this thesis is we propose a method for optimizing some of the multi-parameter blob 
detectors using genetic algorithms.
4Six nodule candidate detectors recently proposed in the literature are evaluated in this 
thesis. The Lindeberg blob detector, which uses the Laplacian of Gaussian (LoG) filter, is 
discussed. Our implementation of the Lindeberg detector is similar to that of [3]. Moreover 
an average radial gradient (ARG) detector, similar to that described in [1], is implemented 
and evaluated. Four variations of the convergence index (CI) based detectors are also im­
plemented and evaluated. The CI based detectors include the Single disk convergence index 
(SDCI) detector and the ring convergence index (RCI)detector [4]. Finally, the weighted 
convergence index (WCI) detector and weighted multi-scale convergence index (WMCI) 
detector, proposed in [7], are also evaluated. Since the WCI and WMCI have a large num­
ber of tuning parameters, here we present a genetic algorithms for optimally selecting these 
parameters.
We employed two chest radiograph databases in this study, one for optimizing the detec­
tor tuning parameters and an independent one for testing. The nodule candidate detectors 
are trained using data provided by Riverain Medical Group (RMG) 1 and are tested us­
ing an independent data set from the Japanese Society of Radiological Technology (JRST) 
database. The RMG training set is comprise of 153 nodule cases with 6 of the nodules lo­
cated in the opaque region, and 147 of the nodules located in the non-opaque region of the 
lung. The nodule sizes for this set ranges between 8 to 30 mm in diameter. This RMG set 
represents a sampling from Riverain’s database and consists of a mix of computed radiog­
raphy images, digital radiography images and digitized film images. The performance of 
nodule candidate detectors analyzed are tested on the JRST database. The JRST database is
a publicly available database which contains 247 chest radiographs which are of size 2048
1 Riverain Medical, 3020 South Tech Boulevard Miamisburg, Ohio 45342-4860. Maker of the FDA ap­
proved RapidScreen® lung CAD system.
5x 2048 pixels with pixel spacing of 0.175 mm and 4096 gray scale levels. Out of these 247 
chest radiographs, 93 cases do not contain lung nodules and are therefore excluded from 
this analysis. The 154 cases, with one nodule each, consist of 100 malignant cases and 54 
benign cases. The nodule sizes for the cases with proven nodule ranges between 5 to 60 
mm in diameter. The JRST data lung nodule cases database contain 14 chest radiographs 
that appear in the opaque region of the lung. The chest radiographs which contain nodules 
in this region of the lung are analyzed separately.
The rest of the thesis is arranged as follows. In Chapter 2, the nodule candidate de­
tectors are introduced. These include the Lindeberg, ARG, SDCI, RCI, WCI and WMCI 
detectors. This section also includes a description of the preprocessing and postprocessing 
steps as well as our labeling and scoring methods. In Chapter 3, we describe the optimiza­
tion of the tuning parameters for the detectors. In particular, we present a novel genetic 
algorithm based optimization for the tuning parameters for the WCI and WMCI candidate 
detectors. An exhaustive search is used to optimize the other detector’s tuning parameters. 
The experimental results are then presented in Chapter 4. Here we analyze the performance 
of the detectors in locating lung nodules in the opaque and nonopaque regions of the chest 
radiographs. Finally, conclusions follow in Chapter 5.
CHAPTER II
Nodule candidate detection process
This chapter describes the nodule candidate detection process that is used to for train­
ing and testing the nodule candidate detectors evaluated in this thesis. The first section 
describes the preprocessing methods applied to the training and testing data which includes 
the method used for segmenting the opaque region of the lung. The preprocessing allow 
for faster processing and reduce false detections while making true nodules more identi­
fiable during nodule candidate selection. Following the description of the preprocessing 
methods, this chapter introduces the nodule candidate detectors evaluated in this thesis. 
These nodule candidate detectors include the Lindeberg blob detector which in used in [3], 
average radial gradient (ARG) filter based detector used in [1] and various form of conver­
gence index (CI) filter based detectors which are employed in [4,7,21,23]. Furthermore, 
the postprocessing method used for detection thinning as well as the labeling and scoring 
method are presented. A block diagram showing the nodule candidate detection process is 
depicted in Figure 2.1
2.1 Preprocessing
The original JRST data are of size 2048 x 2048 pixels with pixel spacing of 0.175 mm
and 4096 gray scale levels. The data is resampled to 0.7 mm, which corresponds to images 
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Figure 2.1: Candidate Detector Block Diagram
of size 512 x 512, using bilinear interpolation. The image is then normalized using the 
mean and standard deviation information of each image. An example of the resized image 
is shown in Figure. 2.2
The contrast across different images and within each image in the JRST data is normal­
ized using a local contrast enhancement (LCE) algorithm similar to that in [2,3,7]. The 
LCE algorithm involves normalizing the local mean and standard deviation of each image 
using a large Gaussian convolution kernel. The LCE operation is defined as
y(m,n) =
x(m, n) — //(m, n)
(2.1)<r(m, n)
where x(m,n) is the input image, y(m,n) is the LCE image, /z(m, n) is a local mean 
estimate, and <r(m, ri) is a local standard deviation estimate. The local mean n) is 
generated by convolving the input image with a Gaussian low-pass filter. The Gaussian 
low-pass filter’s impulse response function has a standard deviation of 16. The local stan­
dard deviation estimate cr(ra, n) is generated as
<r(m, n) = Jx2(m, n) * A(m, n) — p?(m, n). (2.2)
The local contrast enhanced image is used for training and testing each candidate detector 
analyzed in this report. An example showing an LCE image is shown in Figure. 2.3
8100 200 300 400 500
Figure 2.2: Typical resized image (JPCLN004). This image is resized from 2048 x 2048 
pixels with pixel spacing of 0.175 mm to a pixel spacing of 512 x 512 with 0.7 mm pixel 
spacing
Figure 2.3: Typical Local Contrast Enhanced Image (JPCLN004)
9To allow for labeling and scoring of the nodule candidate detectors, the lung nodules 
in each chest radiographs are manually segmented based on the truth cue point and size 
provided for each image in the JRST and RMG databases. To avoid detections in regions 
of the chest radiograph where lung nodules do not occur, a nodule search area is defined for 
each chest radiograph. The nodule search area for cases with nodules in the non-opaque 
region of the lung are defined using manual lung masks. Manual lung masks is provided 
along with the RMG data. The JRST database manual lung masks made available from 
the work in [19] is used to limit the search region in JRST lung nodule cases. The manual 
segmentations in [19] also include segmentations of other anatomical structures like the 
heart and the clavicle. An automated segmentation of the non-opaque region of the lung 
can be done using an active shape model (ASM) as in [7,19]. An example showing an LCE 
image with the manual nodule mask, lungs, heart, and clavicle segmentation is depicted in 
Figure. 2.4. All the mask are added to the preprocessed image to show locations of the 
lungs, heart and clavicle in each image.
Opaque region segmentation The nodule search area for cases with nodules in the 
opaque region of the lung is defined by automatically segmenting the region using four 
points (A, B, C and D) on the the non-opaque region manual lung mask boundary as 
guidance. An example of the automatic segmentation covering the retrocardiac and subdi- 
aphragmatic region of the lung with points A, B, C and D used for segmentation is depicted 
in figure 2.5. For the left lung, the closest point to the heart on the horizontal (point B), and 
the farthest point from the diaphragm on the vertical (point A) is located in the left lung 
masks. A straight line is then drawn towards each other until the two points intersect (hor­
izontal line from A and vertical line from point B). The opaque region is then defined as
10
Figure 2.4: Typical LCE image showing image masks (JPCLN004). The Anatomical masks 
consist of the heart, left and right clavicle and the left and right lungs. The truth cue 
is provided for each image as selected by the radiologist. The nodule mask is manually 
segmented taking the size of the nodule into consideration.
the area outside of the lung mask and in the right angle triangle formed by the intersection 
of point A and point B. The same procedure is repeated for the right lung using points C 
and D and the manual non-opaque region lung mask for the right lung. This segmentation 
method sufficiently covers the opaque region of the lung for all nodules in this study.
2.2 Nodule candidate detectors
This section provides a detailed description of some of the candidate detectors that 
are used for the selection of initial nodules in chest radiographs. The nodule candidate
11
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Figure 2.5: An example of the automatic segmentation covering the retrocardiac and sub- 
diaphragmatic region of the lung (JPCLN065).
detectors that are described include the Lindeberg, ARG, SDCI, RCI, WCI and WMCI
detectors.
2.2.1 Lindeberg blob detector
The Lindeberg blob detector is based on the Laplacian of Gaussian (LoG) filter. The 
Laplacian filter is a convolution filter that yields high responses to regions of an image with 
rapid intensity changes. It is therefore used for edge detection in images. The Gaussian 
filter is used to smooth an image while preserving edges. The LoG filter applies a Gaussian
12
blur at different scales to the input image in conjunction with a Laplacian filter to generate 
output images at various scales. Given a 2D image f(x, y), The Laplacian is defined as
The Gaussian kernel at scale t is defined as
1 _ £t.2+v2,)
g(x’y’t)=W 21
(2.3)
(2.4)
The Lindeberg blob detector identifies blobs by generating a gamma-normalized scale 
space from the input image using a scale-normalized LoG operator as described in [9], 
Based on the above definitions of the Guassian and Laplacian filters, the Lindeberg blob 
detector is given by
y;t) =t [ 1 , (2.5)
/»2r ffir\ _+__,
where L(x,y;t) is the result of the convolution of a Gaussian kernel at scale t with the input 
image f(x, y). The result of the Lindeberg blob detector on a chest radiograph is a stack 
of images where each image represents the result of the Laplacian of Gaussian operation at 
each scale t, with positive responses on nodules at that scale.
The implementation of the Lindeberg detector is similar to that of [3]. The Laplacian 
of the input image is pre-computed and then Gaussian kernels at different scales (variances) 
are successively applied to the Laplacian output. A combination of 5 scales are selected 
from scale range 1 < cr < 16 mm by training on the riverain preprocessed data using ex­
haustive search. The 5 scale selection that yielded the highest performance on the training 
set are used in testing the detector on JRST data. A total of 4368 combinations of scales 
are generated in the range 1 < o < 16 mm, by putting together all the 5 combination
13
possible out of the 16 numbers. During each iteration a local contrast enhanced chest ra­
diograph is loaded and convolved with one of the commonly used spatial approximation of 
the Laplacian filter. The discrete approximation of the Laplacian impulse response, con­
volved with the chest radiographs, has a value of 1 in the center and —1/4 on all four sides 
of the central point as shown in Figure 2.7. The output is the gradient magnitude approxi­
mation of the second derivative at each pixel intensity in the local contrast enhanced chest 
radiograph. Moreover, 5 versions of the image is generated by convolving the output of the 
Laplacian filtered image with five gaussian kernels. The variance for the gaussian kernels 
are chosen from the 4368 combination of scales generated, to complete the application of 
the Laplacian of Gaussian filter on the image.
After the Application of the Laplacian of Gaussian filter, each output image is multi­
plied by the scale at which they are computed to generate a gamma normalized scale space 
made up of five images. Postprocessing methods described in Section 2.3 are then applied 
to the output image to generate the final detections of the Lindeberg detector. The final
detection coordinates are selected from all the five scales. The five combination of vari­
ances which generated scales that performed best on the training data with nodules in the 
non-opaque region are 4, 7, 10, 14, and 16 mm. The output of the Laplacian of Gaussian 
filter at these scales on an example chest radiograph is shown in Figure 2.6. These scales 
are used to test the performance of the Lindeberg detector on the testing data with nodules 
in the non-opaque. A similar procedure is repeated for nodules that appear in the opaque 
region of the lung with scales 7, 9, 11, 13, and 15 mm yielding best results in this region.
14
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Figure 2.6: Results of the application of the Laplacian of Guassian filter on LCE image 
JPCLN001 of the JRST database. The scale at which each image is generated is shown at 
the top of each image.
2.2.2 Average radial gradient (ARG) detector
The intensity gradients of a true nodule are usually oriented towards the center of the 
nodule where it is brighter. The ARG detector computes the average radial gradient in 
a circular region specified by a radius r about each pixel in an image. The result is the 
average of the gradients projected in the radial direction for pixels in the defined region
15
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Figure 2.7: A discrete approximation of the Laplacian filter.
about each pixel. The ARG value is obtained from the magnitude and angle information of 
the average radial gradient.
Given a circular region on a two dimensional (2D) space denoted by R, and a pixel of 
interest located at the center of this region denoted by the average radial gradient
value at pixel (m, n) is the average of \g(m + k,n + Z)|cos(0m>n(fc, Z)) for (k, I) € R and is 
given by
ARG(ra,n) = -J- + &, n + Z)| cos (0m,n(fc, Z)), (2.6)
(k,l)eR
as proposed in [1] where 0m>n(A;, Z) is the angle between the radial vector pointing from 
pixel (m + k, n + I) to (m, n) and the intensity gradient vector at pixel (m + k, n + Z), 
\g(m + k, n + Z)| is the magnitude of the local gradient at the pixel (m + k, n + Z), and M 
is the total number of pixels in the region of interest as shown in Figure. 2.8.
The region size selection that yielded highest performance on the training data set is 
used for testing on JRST data. The region size is defined by radius in the range 1 < r < 20
16
Figure 2.8: Average radial gradient (ARG) and convergence index (CI) value computation.
Z) is the angle between the radial vector pointing from pixel (m + k, n + Z) to (m, n) 
and the intensity gradient vector at pixel (m + A;, n + Z), \g(m + A:, n + Z)| is the magnitude 
of the local gradient at the pixel (m + A:, n + Z). R is the region around pixel (m,n) for which 
the ARG or CI value is computed. The magnitude of the local gradient is not considered
when computing CI value.
mm. The optimal region size on the training data set is used to test the JRST data in 
combination with other fixed tuning parameters. The selection of the optimum region size 
radius filter used for testing the ARG detector on the JRST data, is selected by training 
the ARG detector, using all the radii in the range 1 < r < 20 mm one after the other, 
on the training data. Furthermore, postprocessing methods described in Section 2.3 are 
applied to each of the average radial gradient images generated by each radii to remove false 
detections. After training the ARG detector on the training data using all the circular radial 
filters defined by the 20 radii sizes. A radial filter generated by 7 mm radius outperforms 
other filters, and is used in testing the JRST database for nodules that appear in the non­
opaque region of the lung. The same procedure is repeated for nodules that appear in the
17
opaque region of the lung with the same radial filter of 7 mm outperforming filters with 
other radii sizes in the defined range.
2.2.3 Convergence index (CI) filter based detectors
The radiographic profile of a nodule can be modeled as a rounded convex region with 
similar concentric density contours. This implies that each of these rounded convex region 
points to the center of the nodule as described in [4], Local regions with most gradient 
vectors directed towards the center are more likely to be nodule candidates. The CI filter 
measures the the average angular deviation from radial direction for all gradients in a circle 
of specified radius about each pixel in an image. Unlike the ARG detector filter, the gradient 
magnitude information is not included in the computation of the CI value. Given a circular 
region on a two dimensional (2D) space denoted by R, and a pixel of interest located at 
the center of this region denoted by (m, n), The CI value at pixel (m, n) is the average of 
cos(3m,n(k, Z)) for (A:, Z) G R and is given by
52 cos(0m,n(A;,Z)), (2.7)
as proposed in [21]; where 0m,n(A'. Z) is the angle between the radial vector pointing from 
pixel (m + &, n + Z) to (m, n) and the intensity gradient vector at pixel (m + k, n + Z), 
and M is the total number of pixels in the Region of interest as shown in Figure. 2.8. The 
output of the CI filter ranges between -1 and +1, where an output of+1 implies all gradient 
vectors are pointed towards the pixel of interest (m, n) in the center of R.
In this thesis the performance of some of the variations of the CI filter based detec­
tor proposed in [4,5,7,21] are analyzed. The variations of the CI filter based detectors 
analyzed in this thesis are
18
• Single disk convergence index (SDCI) detector.
• Ring convergence index (RCI)detector.
• Weighted convergence index (WCI) detector.
• Weighted multi-scale convergence index (WMCI) detector.
The processes involved in each CI filter based detector implementation are described below.
Single disk convergence index (SDCI) detector
The single disk convergence index (SDCI) detector uses the CI filter to compute the CI 
value for each pixel in an image. The region used to generate the CI value for each pixel is 
specified by a radius which describes the disk being used for detection. The SDCI detector 
is evaluated in a similar version to the ARG detector. An exhaustive search is performed for 
an optimal region size specified by the disk radius in the range 1 < r < 20 mm. The region 
size that performed best on the training set is used for testing on JRST data. Though the 
SDCI detector resembles the ARG detector, there is a difference in the filter computation. 
As earlier described, the SDCI detector doesn’t take the magnitude of the radial gradient 
into consideration when computing the convergence index value for each point. The SDCI 
detector is trained using single disk CI filters with various disk sizes determined by the 
disk radii. A CI image is computed for each chest radiograph. False detections in the CI 
images are further removed using the postprocessing methods described in Section 2.3. 
After testing all the various disk sizes in the defined range on the training data. A Single 
disk CI filter with a radius of 7 mm yielded the best results on lung nodules that appear in
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the non-opaque regions of the lung, while a single disk filter with 19 mm radii performed 
best on the opaque region of the lung.
Ring convergence index (RCI) detector
Another CI filter based detector is the ring convergence index (RCI) detector. The CI 
value for each region is the CI value from the CI ring filter. The CI ring filter computes 
the computes the angular deviation from radial for all gradients in a ring about each pixel 
in the image. The output is the average cos(0) for all gradient angles in the ring. Just like 
the basic coin filter, the ring filter is independent of gradient magnitude it only takes into 
consideration the direction information. The RCI value is computed using the convergence 
index values in a ring RrL,ru with lower and upper radii rL and rv respectively. The RCI 
detector is trained using a combination of radii in the range 1 < r < 20 mm, using exhaus­
tive search. The radii combination that yielded highest performance is now used for testing 
the performance of the detector.
A total of 190 radii combinations of two is generated for training the RCI detector on 
the training data for both opaque and non-opaque regions of the lung. For each of the radii 
combination, a ring convergence index value is computed for each image. The output for 
each pixel in an image is the average of the cosine of the radial gradient inside the upper 
and lower bound ring region around the pixel. After the computation of the RCI value for 
each image pixel values, false RCI detections are removed using postprocessing methods 
described in Section 2.3. The upper and lower bound radii values that generated the best 
results with the RCI detector are 2 < r < 9 mm for non-opaque region data and 7 < r < 19 
mm for opaque region data.
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Weighted convergence index (WCI) detector
The weighted convergence index (WCI) detector is another variation of the CI filter 
detector. The WCI detector extends the SDCI detector by assigning weights to the conver­
gence index value. The WCI value is computed as
WCI(m,n) = 52 w(M)cos(0m>n(fc,Z))5 (2.8)
where w(k, Z) is the weight for the gradient angle for position (m + k, n + Z) in the window 
about (m, n). The CI value for each region is computed as the sum of weighted CI values 
from 4 regions sizes defined by radii in the range 1 < r < 20 mm. Genetic algorithm opti­
mization is used to aid in the selection of region sizes defined by 4 radii, and corresponding 
weights. The genetic algorithm process used for optimizing the tuning parameters for the 
WCI detector is described in Chapter III. Figures 2.9 and 2.10 shows a depth map of the 
optimal filter radii with corresponding weights as trained on RMG data, for nodules that 
appear in non-opaque and opaque regions of the lung respectively. After application of the 
WCI filter on the local contrast enhanced chest radiographs, coordinates that are likely to 
be nodules are further selected using methods described in Section 2.3.
Weighted multi-scale convergence index (WMCI) detector
The WMCI detector is a recent variation of the CI detector proposed in [7], an extension 
of the WCI detector This thesis attempts to optimize the the WCI detector using genetic 
algorithms. However, the possibility of detecting the optimal set of weights that would 
detect all nodule variations to involve pathology, size and subtlety is uncertain. The WMCI
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Figure 2.9: WCI filter depth map showing radii values that performed best when tested on 
RMG data with nodules that appear in the non-opaque region of the lung. Brighter regions 
corresponds to higher weight.
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Figure 2.10: WCI filter depth map showing radii values that performed best when tested 
on RMG data with nodules that appear in the opaque region of the lung. Brighter regions 
corresponds to higher weight.
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detector computes multiple WCI images and selects the maximum of these at each pixel. 
The WMCI value is computed as
WMCI(m, n) = argmax * 52 I) cos /)) f ,
Ufc,/)eA/
(2.9)
where Wj(h, /) are the weights for the j’th scale WCI filter.
The WMCI detector is also trained using genetic algorithms to select 4 optimal radii 
and corresponding weight scales for the training data. The WMCI detector is trained, using 
genetic algorithms as described in Chapter III, to optimize tuning parameters for the non­
opaque and opaque regions of the lung independently. Figure 2.11 shows a depth map 
of the scales and weights generated for the WMCI detector by genetic algorithms for for 
nodules in the non-opaque region of the lung. The scales are defined by the 4 outer radii of 
the filter. The depth map for the optimal filter scales with corresponding weight scales for 
nodules that appear in the opaque region of the lung is depicted in Figure 2.12
After application of the WMCI filter on the local contrast enhanced image, 4 filtered 
images are generated. The pixels with the maximum value is selected over all the scales 
for an output WMCI filtered image. Moreover, coordinates of the filtered image that are 
likely to be nodule candidates are further selected using postprocessing methods described
in Section 2.3
2.3 Detection filter postprocessing
Each of the candidate detection filters is applied to the chest radiograph. Candidate 
detections are given by the pixels in this detection filtered image that are above a given
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Figure 2.11: WMCI filter depth map showing scales that performed best when tested on 
RMG data with nodules that appear in the non-opaque region of the lung. Scales with 
brighter regions corresponding to higher weight. Each scale is defined by the radius of the 
outer circle.
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Figure 2.12: WMCI filter depth map showing scales that performed best when tested on 
RMG data with nodules in the opaque region of the lung. Scales with brighter regions 
corresponding to higher weight. Each scale is defined by the radius of the outer circle.
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threshold, are local maxima, and are located within the appropriate segmented lung region 
on the chest radiograph (either opaque or non-opaque lung regions as described in Chapter 
I). The local maxima is computed by selecting connected components of pixels with the 
same intensity value in a 8 x 8 block neighborhood, whose external boundary pixels has 
lesser values. Using this process, the candidate detectors still generally produce a large 
number of detections. Moreover, many detections may be present on a single nodule or 
other anatomical structure. Therefore to help reduce the number of detections, we employ a 
detection thinning rule for all of the candidate detectors. In this detection thinning process, 
if detections lie within 5 mm of one another, only the detection with the higher pixel value
is retained.
2.4 Labeling and scoring
The detectors are scored by comparing final output detection pixels of the detectors 
with the available radiologist truth information. The Riverain Medical and JRST datasets 
both contain coordinates (or cue points) specifying the locations of the approximate cen­
ters the nodules in each chest radiograph, as evaluated by radiologists. The approximate 
radius of each nodules is also provided in the radiologist truth information (but not the full 
segmentation boundary). In this work, we considered two detection labeling methods. In 
the first, we label a detection pixel a true positive (TP) if the detection lies within the ra­
diologist provided radius of a cue point. If more than one detection lies within the truth 
radius of a cue point, we only credit the detector with one true positive detection for that 
particular nodule. Detections beyond the truth radius of a cue point are labeled as false 
positives (FP). For the second labeling method, we manually segmented all of he nodules
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guided by the radiologist provided cue point and radius. Now, we label a detection a TP if 
it lies within a carefully drawn manual segmented nodule mask and label it an FP if it is 
outside the mask. Again, multiple detections within a single mask are only counted as one 
TP. We have observed that labeling based on the truth radius may not always be appropri­
ate as nodules are sometimes irregularly shaped and far from circular. Thus, our results in 
Chapter IV focus on the use the manual segmentation based labeling. The detector perfor­
mance is evaluated using free receiver operating characteristic (FROC) curves which plot 
the fraction of nodules detected (have a corresponding TP detection) versus the number of 
FPs per case. Each point on the FROC curve is generated by using a different threshold 
on the detection filtered image. A higher threshold produces lower sensitivity but greater 
specificity.
CHAPTER III
Genetic Algorithm Optimization
The performance of the WCI and WMCI detectors described in this thesis is dependent 
on multiple tuning parameters. The search space generated by the combination of these 
tuning parameters is large, and there is no clear combination of the tuning parameters that 
would produce optimal results for all test data. Genetic Algorithms (GAs) have been shown 
to perform well in pattern recognition problems as demonstrated in [23-25]. GAs are ca­
pable of searching the tuning parameters space for values that would yield an approximate 
optimal performance of the nodule candidate detectors, that would be otherwise tedious or 
impossible with exhaustive search.
GAs simulate the evolutionary idea of natural selection, where unfavorable heritable 
traits become less common until they are no more as new generations emerge. Genetic al­
gorithms optimization is an iterative process. Initially a population is generated randomly 
from the search space of candidate solutions encoded as strings of symbols called chromo­
somes. A fitness value is then assigned to each chromosome based on its performance in 
solving the problem. In the successive iterations the algorithm keeps traits of chromosomes 
that yield values close to the optimal solution, and removes those that perform poorly com­
pared to the rest. The algorithm also allows for evolutionary processes such as mutation
to introduce new traits that might improve performance, and crossover which combines 
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Figure 3.1: A block diagram describing the GA process used in optimizing the tuning 
parameters for the WCI and WMCI detectors.
the good traits from candidates with high fitness values to generate a better candidate. A 
block diagram of describing the GA process as applied to the WCI and WMCI detectors is 
shown in Figure. 3.1. The implementation of the main components of the GA algorithm
are detailed below.
3.1 Fitness function
The fitness function evaluates the fitness the chromosomes in each generation. The 
chromosomes for the WCI detectors are setup by combining the radii and their corre­
sponding weights. The threshold value and the minimum distance allowed between each
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TUNING PARAMETERS Ri R2 Rz R4 W, W2 w3 w4
LOWER BOUND l 6 11 16 -1 -1 -1 -1
UPPER BOUND 5 10 15 20 1 1 1 1
Table 3.1: Lower and upper limit constraints for the scales and weights that are used to train 
the WCI Detector where Rn and Wn represents nth radius and nth weight respectively.
detection are held constant. The WMCI detector chromosomes also combine different
scales each with its corresponding weight vector while fixing the threshold value and the
minimum distance allowed between each detection. The threshold value for the WCI and
WMCI detectors are heuristically selected by trying different values and choosing the value 
with best average performance. The thresholds chosen are 0.2 for WCI detector and 0.5
for the WMCI detector. The threshold could be made variable to reduce the constraint on
the GA. The WCI and WMCI detector filters have been trained using the chromosomes 
determined by the tuning parameters for each nodule candidate detector exclusively on the
Riverain data.
The fitness function is setup to maximize the area under the FROC curve generated at 
each iteration. At each iteration a fitness value is assigned to each chromosome. Chromo­
somes that yield low FROC curve area are automatically assigned a fitness value of zero, 
which makes them have a very low survivability. These chromosomes will only be parent 
candidates for the next generation if there are no other existing chromosomes that yielded 
minimum required area under the FROC curve. This case usually occur at the first few 
iterations before the algorithm starts to converge. Tables 3.1 and 3.2 shows the setup of 
the the tuning parameters optimized for the WCI and WMCI nodule candidate detectors 
respectively.
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RADII Ri r2 R3 R4
LOWER BOUND l 6 11 16
UPPER BOUND 5 10 15 20
- - - -
SCALE 1 1 0 0 0
SCALE 2 w2 0 0
SCALE 3 w4 w5 0
SCALE 4 W, IU7 w8 w9
Table 3.2: Scales and weights used to train the WMCI Detector where Rn and Wn repre­
sents nth radius and nth weight respectively. The lower and upper bounds for the weights 
are -1 and 1 respectively.
3.2 Selection operator
The selection operator determines what chromosomes are considered for reproduction 
in the next generation. At each iteration the chromosomes are ranked according to their 
fitness values in descending order. The parents for the next generation of chromosomes are 
then chosen from the chromosomes with the highest ranks.
3.3 Reproduction
The initial population for the GA is randomly generated and the fitness values for each 
chromosomes is evaluated. However after the first generation, a reproduction process de­
termines what chromosomes will be evaluated in the iteration, (i.e the next generation of 
chromosomes). First and foremost, a few of chromosomes corresponding to the best fit­
ness values are chosen to survive to the next generation. Moreover some chromosomes are 
created by crossover, which involves combination of tuning parameters among the selected 
parents to form new chromosomes. A mutation function is used to make small random
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changes in the individuals in the the next generation chromosomes to broaden the search 
space for the GA. The mutation function used is a Gaussian function that adds a random 
number from a distribution whose variance approaches zero as the GA converges. The next 
generation of chromosomes are tested for violation of the tuning parameter constraints be­
fore they are evaluated. The uppper and lower bounds of the constraints for the GA tuning 
parameters for the WCI and WMCI detectors are depicted in Tables 3.1 and 3.2 respec­
tively.
3.4 Termination
Several factors determines the termination of the GA because there is no certainty as 
to how quickly the algorithm will converge. The algorithm comes to an halt after 100 
iterations, or if the fitness values is not getting any better after 50 iterations.
CHAPTER IV
Experimental results
A performance analysis comparing each of the candidate detectors using the JRST 
database is presented in this chapter. We begin by presenting an analysis showing the 
performance of the candidate detectors on the 140 JRST nodule cases with nodules in the 
non-opaque region of the lung. A performance analysis of the candidate detectors on the 
14 JRST nodules that appear in the opaque region of the lung is presented in the following 
section. Finally, an evaluation showing the performance of the WMCI detector combining 
detections in the opaque and non-opaque portions of the lung is presented.
4.1 Non-opaque regions of the lung
FROC curves for all of the evaluated nodule candidate detectors in non-opaque region 
of the lung are depicted in Figure 4.1. The 140 JRST images with nodules inside the non­
opaque lung mask are used to generate these results. These results are based on manual 
nodule segmentation labeling as described in Section 2.4, where the nodule candidate de­
tections are compared against the manually segmented nodule masks. Optimization of the 
tuning parameters for all the detectors is done exclusively using the independent RMG 
dataset. The Lindeberg, ARG, RCI and SDCI detectors tuning parameters are optimized
with exhaustive search. The WCI and WMCI tuning parameters are optimized with the 
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optimization methods described in Section III. Note that the CI based detectors outperform 
the Lindeberg blob detector and the ARG detector, with the SDCI, WCI, and WMCI nodule 
candidate detectors taking the lead.
The result of the nodule candidate detectors are similar to results reported in literature 
where the same JRST images are used to test the performance of the nodule candidate 
detectors. When we include the 14 nodules that appear in the opaque region of the lung in 
testing the overall performance of the nodule candidate detectors, a total number of 28490 
candidates are detected at 85.72% sensitivity with the Lindeberg blob detector which is 
comparable to the the results of [2] where 33073 nodules candidates are detected with 
86.4% sensitivity on the 154 (140 non-opaque and 14 opaque) nodule cases in the JRST 
data. The WMCI yielded 95.7% sensitivity with average number of FPs per image of 
96.9% with truth radius scoring and this result is similar to [7], where 95% of the nodules 
have a WMCI detection within their truth radius with average detections per image of 97.2
detections.
4.2 Opaque regions of the lung
Nodules that appear in the opaque region of the lung tend to be much more difficult to 
detect. This is because the generally exhibit lower contrast with respect to their surround­
ings and tend to have more varied shapes and textures. Here we evaluate the ability of the 
detectors to locate the 14 opaque region nodules in the JRST dataset. Figure 4.2 shows the 
FROC curves for the detectors with regard to the opaque region nodules. As before, the 
tuning parameter optimization has been done exclusively with independent RMG training 
data. However, two training procedures are used giving rise to two FROC curves for each
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detector. The curves labeled TOTO (train on opaque and test on opaque) correspond to 
training only only the 7 RMG opaque nodules. Since this training set may be too small 
to yield reliable parameter optimization results, we separately used the the non-opaque 
nodules for training from the RMG dataset and then applied the resulting detectors to the 
opaque nodules in JRST. The FROC curves for this method are labeled TNTO (train on 
non-opaque and test on opaque).
Note that the Lindeberg detector outperforms other detectors for TNTO yielding 100% 
sensitivity with 30.43 average false positives per image. The results of the Lindeberg, 
SDCI, RCI and WMCI detectors are comparable overall(similar area under FROC curve) 
and better than the ARG and WCI detectors when the tuning parameters obtained from 
training on the non-opaque data. The Lindeberg, SDCI, RCI and WMCI detectors are able 
to detect all 14 of the JRST nodules in the opaque region with an average of 40.1, 45.9, 
36.1, and 54 FPs per image, respectively. At 92.86% sensitivity the Lindeberg, SDCI, 
RCI and WMCI yielded 28.43, 30, 22.2, 25.3 FPs per image, respectively. Hence the RCI 
detector takes the lead when non-opaque region data is used for training.
4.3 Overall WMCI detector performance
The opaque and non-opaque regions of the lung are mutually exclusive and have very 
different characteristics. Thus, different detectors can be applied to each region with in­
dependent tuning parameters and operating points (thresholds on the detection filtered im­
ages). However, the performance of a system containing two detectors (one for opaque 
nodules regions and one for non-opaque regions) can be captured with a 3D FROC curve 
as shown in Figure 4.3. This FROC curve is for the WMCI detector trained on the RMG
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data (non-opaque) and applied to the JRST (opaque and non-opaque). Every point on this 
surface corresponds to a particular combination of operating points for the two detectors. 
The height represents the overall sensitivity of the two detectors together (the fraction of 
all nodules, opaque and non-opaque, detected by either detector). One horizontal axes rep­
resent the number of FPs generated by one detector operating in the opaque regions of the 
lung. The other horizontal axis shows the number of FPs generated by the other detector 
operating on the non-opaque region of the lung. By adding the two horizontal axis values, 
one gets the total number of FPs for this combined detector system. For example, if we 
choose to operate at 96.9% average FPs per image in non-opaque region and 25.3% aver­
age FPs per image in opaque region, the overall sensitivity of the combined system would 
be 95.45% as shown in Figure 4.3.
We believe this 3D FROC curve is a helpful way to visualize the possible operating 
points for a two detector system. Note this this curve clearly shows that to get a high 
sensitivity with a relatively small number of FPs, one might choose to only operate on the 
non-opaque regions (0 FPs in opaque, with 0 detections in opaque). In fact, this is how 
many CAD systems have been presented (2,7]. However, this system will always miss 
the 14 nodules in the opaque region. In order to pick those up, one needs to also employ 
an opaque region detector, moving the operating point from the edge of the curve into its
interior.
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Figure 4.1: Comparison of FROC curves for all detectors as tested on JRST data with 
nodules in non-opaque regions of the lung. These FROC curves are generated using manual 
nodule segmentation labeling.
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Figure 4.2: FROC curves for the detectors operating in the opaque region of the lung as 
tested on JRST data. The truth radius labeling method is used here for scoring. TOTO 
implies train on opaque region nodules and test on opaque region nodules. TNTO implies 
train on non-opaque data and test on opaque region data.
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Figure 4.3: 3D FROC curve for the dual WMCI detector (opaque and non-opaque). Every 
point on this surface corresponds to a particular combination of operating points for the 
two detectors. The height represents the overall sensitivity of the two detectors together. 
One horizontal axes represent the number of FPs generated by one detector operating in the 
opaque regions of the lung. The other horizontal axis shows the number of FPs generated 
by the other detector operating on the non-opaque region of the lung.
CHAPTER V
Conclusion
A smart choice of the appropriate blob detector for an application significantly reduces 
the number of regions where features are computed in the image, as features are computed 
only on regions that are most likely to be of interest. Moreover, the work load of the 
classifier in the pattern recognition system is also reduced as fewer candidate segments 
are classified compared to the whole image. In medical applications such as detection 
of nodules in chest radiographs a great number of false detections are eliminated in the 
CAD system with the choice of an appropriate candidate blob detector to select initial 
nodule candidates in chest radiographs. In this thesis, a formal comparison among the 
nodule candidate detectors used for selecting initial nodules in chest radiographs has been 
presented. The results can also be used as a guidance for selecting detectors for other blob 
detection applications in pattern recognition. A genetic algorithm method for optimizing 
blob detectors requiring several tuning parameters has also been presented. We have also 
addressed the detection of blobs that appear in the opaque region of the lung. We have 
also shown that combination operating points in the non-opaque and opaque region of the 
lung can be achieved from the prior probabilities of each region to reduce the large false 
positives that may be generated in CAD system as a result of inclusion of the opaque region 
performance as shown in Figure 4.3.
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This comparative study shows that the SDCI, WCI and WMCI detectors, which are all 
CI based detectors, are better in detecting nodules that appear in the non-opaque region 
of the lung than Lindeberg, ARG and RCI detectors. The CI based detectors does not 
take gradient magnitude into consideration when computing convergence index values, as 
a result, there is increase detection of blobs with different variation in texture and shape 
and blobs that has close intensities to its surrounding region. For nodules that appear in 
the opaque regions of the lung the Lindeberg, SDCI, RCI and WMCI detectors outperform 
other detectors with the ability to detect the nodules in the opaque regions with fewer 
false detections. From Figures 4.1, 4.2 it is apparent that the SDCI, and WMCI detectors 
perform well in detecting nodules both in opaque regions and non-opaque regions of the 
lung. Though the Lindeberg detector yielded good results in the opaque region of the 
lung, it has the worst performance in the non-opaque region of the lung. For other pattern 
recognition applications where there is a need for blob detection, the WMCI detector in 
recommended over the other detectors evaluated in this thesis because of its ability to take 
the form of other CI based detectors (such as the SDCI detector which yielded similar 
results to the WMCI detector in both regions of the lung). In many pattern recognition 
application problems, blobs appear at different scales. With the WMCI detector the tuning 
parameters can be automatically selected to fit the scales present in application at hand 
using the genetic algorithm optimization method presented in this thesis.
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