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1. Introduction
In this paper we continue the investigation initiated in [13] on positive extremals for Hardy–
Sobolev–Maz’ya inequalities (see [18] and [10])
√
Sμt
( ∫
Rk×Rh
|u|p
|y|t dy dz
) 1
p

( ∫
Rk×Rh
[
|∇u|2 −μ u
2
|y|2
]
dy dz
) 1
2
(1.1)
where (y, z) ∈ Rk × Rh , k,h ∈ N, N = k + h  3, p  2NN−2 , t = N − N−22 p. Inequality (1.1) holds for all
μ ( k−22 )2 and u ∈ C∞0 ((Rk \ {0}) ×Rh).
Existence of minimizers for (1.1) has been established in [6] in the special case μ = 0, k  2 and
subsequently in [20] and [28] in other cases.
Cylindrical symmetry, regularity and decay properties of extremals have been established in [13],
in case k 2 and μ = 0, and in [15] in case 0μ ( k−22 )2.
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1188 D. Castorina et al. / J. Differential Equations 246 (2009) 1187–1206Uniqueness of positive extremals has been settled in a forthcoming paper [19] and, in the very
special case μ = 0, k  2, p = 2 N−1N−2 , positive extremals have been completely identiﬁed in [13] (see
also [1,29]): if
U (y, z) :=
[
(N − 2)(k − 1)
(1+ |y|)2 + |z|2
] N−2
2
(1.2)
they are given by Uλ,ζ (y, z) := λ N−22 U (λy, λz + ζ ), λ > 0, ζ ∈ Rh . A breakthrough towards the iden-
tiﬁcation of extremals in the general case is in [19], where the problem, despite the lack of radial
symmetry, is reduced to an ODE. However this is still quite an open problem. When μ = 0 unique-
ness of solutions of the Euler–Lagrange equation with locally ﬁnite energy has been studied in [9].
Nondegeneracy of extremals, in case μ = 0, k  2, t = 1, is the main issue in this paper. In other
words, our purpose is to prove nondegeneracy of positive entire solutions of
−u = u
N
N−2
|y| . (1.3)
The original motivation for studying (1.3) is that it is the ‘limit equation’ for
−u = φ(x) |u|
2
N−2 u
|y| , u > 0, u ∈ D
1(
R
k ×Rh), (1.4)
where φ > 0 is a continuous bounded function. When N = 3 and for a suitable choice of φ, (1.4) is
a model to describe the dynamics of axially symmetric galaxies introduced by two astro-physicists,
G. Bertin and L. Ciotti (see [6]).
An even more relevant motivation for studying (1.3)–(1.4), and despite they look very particular,
is that they are closely related, as shown in Section 2, to important geometric PDEs, like the Yamabe
equation on groups of Heisenberg type (see [16]) and the Webster scalar curvature equation (see [21]
and [14]).
Thanks to (1.1), solutions of (1.4) turn out to be critical points of a variational integral Jφ (see (5.1))
and existence of ground states has been proven in some cases (see [5,24]). However, there is a nonex-
istence phenomenon associated with (1.4) (see [5,6] and [24]) due to invariance properties of (1.1).
A thoroughfull study of critical points of Jφ requires the knowledge of solutions of (1.3) and their
nondegeneracy properties. The linearization of (1.3) at U is
−Φ = N(k − 1)|y|[(1+ |y|)2 + |z|2]Φ, Φ ∈ D
1(
R
N). (1.5)
Clearly Φ0 := ∂∂λ |λ=0Uλ,ζ and Φi := ∂∂ζ |ζi=0Uλ,ζ , i = 1, . . . ,h, are h + 1 linearly independent solutions
of (1.5).
The nondegeneracy question is whether the solution space is (h+ 1)-dimensional. We will answer
this question aﬃrmatively in Section 3 (Theorem 3.1).
We wish to remark that, when t = μ = 0, nondegeneracy of extremals of (1.1) has a geometric
evidence: after lifting the linearized equation to the sphere via stereographic projection, its solutions
turn out to be spherical harmonics. In the case of (1.3) it is not clear, at least to us, which is the
geometry behind it. However, we discovered a nice feature of (1.3), and in fact of the more general
Euler–Lagrange equation associated to (1.1):
−u = μ u
2
+ |u|
p−2u
t
. (1.6)|y| |y|
D. Castorina et al. / J. Differential Equations 246 (2009) 1187–1206 1189Namely, as we will see in Section 2, (1.6) turns out to be connected with the following equation
on Hn , the (n = h + 1)-dimensional hyperbolic space:
Hn v + λv + |v|p−2v = 0 (1.7)
where Hn is the Laplace–Beltrami operator in Hn and λ = μ + (n−1)2−(k−2)24 . Sharp existence/non-
existence and uniqueness results for (1.6) obtained in [19] are based on an exhaustive analysis of (1.7).
We get here nondegeneracy for (1.3) via a nondegeneracy analysis for (1.7).
In Section 4, nondegeneracy will be used to obtain existence results of perturbative type for (1.4),
see Theorems 4.1–4.3.
In Section 5, exploiting the topology of sublevels near the minimal level and by a precise analysis
of the Palais–Smale sequences, we will prove global existence results for (1.4), see Theorems 5.3–5.4.
The crucial information here is again the complete knowledge of solutions of (1.3).
The connection we established between our problem and other geometries also yields results for
scalar curvature type problems: e.g., Theorem 2.5 provides an existence result for the Webster scalar
curvature equation in a cylindrically symmetric setting which is rather global in nature compared
with results in [14].
Most of these results have been announced in [10].
2. Related geometries and hidden symmetry
The basic step in proving nondegeneracy of solutions of (1.3) is the discovery of a connection
between (1.6) and (1.7) which also suggests connections with other geometries.
2.1. A connection with the hyperbolic Laplacian
It is given by the map
(Hu)(r, z) := r N−22 u(r, z), (r, z) ∈ R+ ×Rh,
which acts on functions u in Rk ×Rh with cylindrical symmetry, i.e. u = u(|y|, z). To be more precise,
recalling that H , the Laplace–Beltrami operator on Hn , writes in half-space coordinates as [r2u −
(n− 2)rur], we can easily see that
Lemma 2.1. Let u, Φ be cylindrically symmetric solutions of (1.6), (1.5), respectively. Then v := Hu and
Ψ := HΦ satisfy the following equations in Hn
Hv +
(
μ+ h
2 − (k − 2)2
4
)
v + v NN−2 = 0, (2.1)
HΨ + h
2 − (k − 2)2
4
Ψ + N
N − 2 (HU )
2
N−2 Ψ = 0. (2.2)
As a consequence, geometric properties of the hyperbolic Laplacian deﬁnitely play a role in qual-
itative properties of solutions of (1.6); e.g., positive solutions of (2.1) possess hyperbolic symmetry
(see [19]) and this yields a ‘hidden symmetry’ for solutions of (1.6).
2.2. A connection with Grushin operators
In the cylindrically symmetric case, (1.4) is also related to critical Grushin-type equations (see [22]
for related uniqueness results).
Connections between Grushin operators and hyperbolic geometry were observed by Beckner [4];
a connection between Grushin operators and Yamabe equation on groups of Heisenberg type has been
used by Garofalo and Vassilev [16].
1190 D. Castorina et al. / J. Differential Equations 246 (2009) 1187–1206The Grushin operator in R2m ×Rh , m 1, h 1, is the differential operator
L = −y − 4|y|2z, (y, z) ∈ R2m ×Rh.
The Yamabe equation associated to L is
L(u) = u Q +2Q −2
where Q = 2m + 2h is the “appropriate” dimension and Q +2Q −2 is the corresponding critical exponent.
This problem has been investigated in [16]. In analogy with the scalar curvature problem, let us
consider
L(u) = K (y, z)u Q +2Q −2 , u > 0 in R2m ×Rh. (2.3)
We are going to show that under some symmetry assumptions (2.3) is closely related to (1.4). Let φ
be cylindrically symmetric and u be a cylindrically symmetric positive solution of (1.4). In cylindrical
coordinates r = |y| and z ∈ Rh , we have
−urr(r, z) − k − 1
r
ur(r, z) − zu(r, z) = φ(r, z)u(r, z)
N
N−2
r
.
Deﬁne θ(r, z) = u(r2, z), (r, z) ∈ [0,∞) ×Rh . Then θ solves
−θrr(r, z) − 2k − 3
r
θr(r, z) − 4r2zθ(r, z) = 4φ
(
r2, z
)
θ(r, z)
N
N−2 .
Thus, if we deﬁne v(y, z) = θ(|y|, z) then v solves (2.3) with m = k − 1 and K (y, z) = 4φ(|y|2, z).
Thus we have proved the following
Lemma 2.2. Given K = K (|y|, z), let φ(y, z) := 14 K (
√|y|, z). Assume (1.4) has a cylindrically symmetric
solution in Rm+1 ×Rh. Then (2.3) has a solution.
2.3. The Webster scalar curvature equation
The special case h = 1 corresponds to the Webster scalar curvature equation in the Heisenberg
group Hn = Cn × R = R2n × R (see [14,21]). Let us denote a point in Hn by ξ = (Z , t) ∈ Cn × R; we
will also denote Z by Z = x+ iy. Given a function R(ξ) on Hn , the Webster scalar curvature problem
amounts to solve
−Hu(ξ) = R(ξ)u(ξ)
Q +2
Q −2 , u > 0 in Hn, (2.4)
where H is the Heisenberg sub-Laplacian and Q = 2n + 2 is the homogeneous dimension of Hn .
Recall that H = ∑ni=1(X2i + Y 2i ) where Xi = ∂∂xi + 2yi ∂∂t , Yi = ∂∂ yi − 2xi ∂∂t , i = 1, . . . ,n. If u(ξ) is
cylindrically symmetric, then by direct calculation one can see that
Hu = Z u + 4|Z |2utt
where Z is the Euclidean Laplacian in R2n . Hence it is a Grushin operator on R2n×R and Lemma 2.2
translates into
Lemma 2.3. Let n 1 and R = R(|Z |, t). Let φ(y, z) := 14R(
√|y|, z). Assume (1.4) has a cylindrically sym-
metric solution in Rn+1 ×R. Then the Webster scalar curvature problem (2.4) has a solution.
D. Castorina et al. / J. Differential Equations 246 (2009) 1187–1206 1191The above lemma, jointly with results in Sections 4 and 5, yields existence results for the Webster
scalar curvature equation in the cylindrically symmetric case. An easy consequence of Theorem 4.3 is
the following. Let K = K(|Z |, t) be smooth, such that lim|Z |2+t2→∞ K exists and
∂ iK
∂ri
(0, t) ≡ 0 ∀i = 1, . . . ,4, ∃c = 0: t2Kt(0, t) −→|t|→∞ c.
Theorem 2.4. Let n  2 and R := 1 + K, K as above and such that K(0, t) has only a ﬁnite number of
nondegenerate critical points. Then (2.4) has a solution for  small, provided K(0, t) has at least two minima.
Assuming R to be constant along the ‘singular set’ {Z = 0} we easily derive from Theorems 5.3
and 5.4 existence results for (2.4) which are somehow global in nature and hence quite new (com-
pared with [14]).
Theorem 2.5. Let R = R(|Z |, t), with R ≡ R(∞) = 1 on {Z = 0}. Then (2.4) has a solution if at least one of
the following conditions holds:
(i) infR(ξ) > 1
22+ 1n
.
(ii) R(Z , t) = 1+ ρ(Z , t) where ρ ∈ Cc(Hn \ {Z = 0}).
3. Hyperbolic symmetry and nondegeneracy
In this section we prove nondegeneracy of positive entire solutions of (1.3). The key step is to
rewrite (1.5) as a linear equation in the hyperbolic space: we will see that nondegeneracy for (1.3)
reduces to prove that (2.2) has no nontrivial hyperbolically symmetric solution which decays suitably
fast at inﬁnity.
Recall that, if U is as in (1.2), all positive entire solutions of (1.3) are given by
Uλ,ζ (y, z) := λ N−22 U (λy, λz + ζ ), λ > 0, ζ ∈ Rh.
Taking derivatives with respect to the parameters λ and ζ , we see that
Φ0 := 1− |y|
2 − |z|2
[(1+ |y|)2 + |z|2] N2
, Φ j := z j[(1+ |y|)2 + |z|2] N2
, j = 1, . . . ,h, (3.1)
are solutions of (1.5), the linearized equation at U . The nondegeneracy result is the following:
Theorem 3.1. Let Φ be a solution of (1.5) and Φ j be as in (3.1). Then
∃c0, . . . , ch ∈ R: Φ =
h∑
j=0
c jΦ j .
To reformulate nondegeneracy in terms of a linear equation involving the hyperbolic Laplacian, we
need ﬁrst some qualitative properties of solutions of (1.5). We will denote by Φ∗(x) = |x|2−NΦ( x|x|2 )
the Kelvin transform of Φ .
Lemma 3.2. Let Φ be a solution of (1.5). Then Φ is Hölder continuous up to {y = 0} and |Φ(x)|  c
1+|x|N−2
for some c > 0.
Furthermore, if Φ∗(0) = 0, then for every α ∈ (0,1) there exists cα > 0 such that |Φ(x)| cα1+|x|N−2+α . In
particular, Φ is in L2 .
Finally, Φ(y, z) is radially symmetric in y.
1192 D. Castorina et al. / J. Differential Equations 246 (2009) 1187–1206Proof. We have seen in [13] that if u ∈ H1loc(RN ) satisﬁes −u = f (x)u|y|t + g(x)|y|t where t ∈ (0,2), f and
g are in Lploc(R
N ) for some p > N2−t then u is locally bounded in R
N . So Φ is locally bounded in
R
N because U is bounded. Moreover, since U = U∗ , it is easily seen that Φ∗ solves (1.5) as well and
hence it is locally bounded and hence |Φ(x)| C
1+|x|N−2 .
In addition, a simple bootstrap argument as in [13, Lemma 3.3], shows that Φ ∈ C0,α ∀α ∈ (0,1)
and the same holds for Φ∗ . Thus, if Φ∗(0) = 0, then |Φ∗(x)| cα |x|α , and hence |Φ(x)| cα1+|x|N−2+α .
As for the cylindrical symmetry of Φ , it is enough to show that y → Φ(y, z) is symmetric in any
direction for every z ∈ Rh , that is, given any ν ∈ Rk , we have that Φ(y + tν, z) = Φ(y − tν, z) for all
z ∈ Rh , t ∈ R and y ∈ Rk orthogonal to ν . Thanks to rotation invariance, it is enough to show that all
solutions Φ of (1.5) are symmetric in some given direction, e.g. Φ(y1, . . . , yk; z) ≡ Φ(−y1, . . . , yk; z).
Set
w(y, z) := Φ(y1, . . . , yk; z) − Φ(−y1, . . . , yk; z).
We have −w = NN−2 U
2
N−2
|y| w in R
N+ = {x = (y, z): y1 > 0} and w = 0 on RN+ . Hence, multiplying
by w and integrating by parts we get
0=
∫
R
N+
|∇w|2 − N
N − 2
U
2
N−2
|y| w
2. (3.2)
On the other hand, denoted
V1(y, z) := − ∂U
∂ y1
(y, z) = (1+ |y|)y1
(k − 1)|y|
[
(N − 2)(k − 1)
(1+ |y|)2 + |z|2
] N
2
= y1(1+ |y|)
(k − 1)|y| U
N
N−2
we see, taking the y1 derivative in (1.3), that
LV1 := −V1 − N
N − 2
U
2
N−2
|y| V1 −
(k − 1)
|y|2(1+ |y|) V1 = 0.
Since V1 > 0 and L(V1) 0 in RN+ , then λ1(L,Ω) 0 for any Ω ⊂ Ω ⊂ RN+ , and hence
∫
R
N+
|∇ϕ|2 − N
N − 2
U
2
N−2
|y| ϕ
2 − (k − 1)|y|2(1+ |y|)ϕ
2  0 ∀ϕ ∈ C∞0
(
R
N+
)
. (3.3)
Thanks to Hardy inequality and to (1.1) which give, for every ϕ ∈ C∞0 (RN+),
1
4
∫
R
N+
ϕ2
y21

∫
R
N+
|∇ϕ|2,
∫
R
N+
U
2
N−2
|y| ϕ
2  c
( ∫
R
N+
|∇U |2
) 1
N−2 ∫
R
N+
|∇ϕ|2
we can pass to the limit in (3.3) which henceforth holds for every ϕ ∈ H10(RN+). Thus, thanks to
Lemma 3.2, w satisﬁes (3.3) as well, and we obtain, in view of (3.2),
∫
R
N+
(k−1)
|y|2(1+|y|) w
2  0. So w ≡ 0
in RN+ . 
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HΦ(r, z) = r N−22 Φ(r, z) solves (2.2). Notice that, in view of Lemma 3.2,
∃c > 0: |HΦ| c
[
2r
(1+ r)2 + |z|2
] N−2
2
. (3.4)
Now, let M denote the standard hyperbolic isometry between the half-space and the ball model
for Hn:
M(r, z) :=
(
1− r2 − |z|2
(1+ r)2 + |z|2 ,
2z
(1+ r)2 + |z|2
)
(Möbius map),
M(R+ ×Rh) = Bn , the open unit ball in Rn , M = M−1 and, if ξ := M(r, z),
1− |ξ |2
2
= 2r
(1+ r)2 + |z|2 . (3.5)
For a given Φ ∈ D1, we will write Ψ = (MΦ)(ξ) := HΦ(Mξ). In particular, (HU ) 2N−2 = (N−2)(k−1)r
(1+r)2+|z|2
and hence, by (3.5), (MU ) 2N−2 = (N−2)(k−1)4 (1− |ξ |2).
So, if Φ solves (1.5) then, by (3.4) and (3.5)
∃c > 0: |Ψ | := |MΦ| c(1− |ξ |2) N−22 ∀ξ ∈ Bn
and, since M is a hyperbolic isometry, Ψ solves
−HΨ − h
2 − (k − 2)2
4
Ψ = N(k − 1)
4
(
1− |ξ |2)Ψ, |ξ | < 1. (3.6)
In particular, (3.6) has the solutions
Ψ j := MΦ j(ξ) =
(
1− |ξ |2
4
) N−2
2
ξ j, j = 0, . . . ,h.
Hence, Theorem 3.1 rewrites as
Theorem 3.3. Let Ψ be a solution of (3.6) such that |Ψ |  c(1 − |ξ |2) N−22 . Then there exist c0, . . . , ch ∈ R
such that Ψ =∑hj=0 c jΨ j .
Proof. We split the proof in two steps.
Step 1. There are c j ∈ R such that Ψ r := Ψ −∑hj=0 c jΨ j is radial.
Step 2. Let |Ψ | c(1− |ξ |2) N−22 be a radial solution of (3.6). Then Ψ ≡ 0.
Proof of Step 1. Given ν a unit vector in Rh+1, let Rν be the reﬂection with respect to the hyperplane
{〈ξ, ν〉 = 0} and let O ν denote an orthogonal transformation satisfying O νν = e0. We ﬁrst claim that
∃c: Ψ (ξ) − Ψ (Rνξ) = cΨ0(O νξ) = c
(
1− |ξ |2) N−22 〈ξ, ν〉 (3.7)
1194 D. Castorina et al. / J. Differential Equations 246 (2009) 1187–1206for every ξ ∈ Bh+1. To prove the claim, let θ(ξ) := Ψ (O−1ν ξ)− (Ψ )(RνO−1ν ξ). By rotation invariance θ
is again a solution of (3.6) and θ(ξ) = 0 if ξ0 = 0. Hence M−1θ is a solution of (1.5) vanishing along
{|x| = 1}, and hence it gives, as well as Φ0, a solution of the Dirichlet eigenvalue problem
−φ = N
N − 2
U
2
N−2
|y| φ in B
N , φ = 0 in ∂BN . (3.8)
Since D1(RN ) is compactly embedded into L2(RN , U
2
N−2
|y| dx) (see Lemma 4.4 below), standard com-
pact operator theory and maximum principle for the Laplacian tell us that (3.8) has a simple ﬁrst
eigenvalue with a corresponding positive eigenfunction and then M−1θ = cΦ0 for some c, i.e.
θ = cΨ0.
Now, let R j := Re j , O j := Oe j . From (3.7) we get Ψ (ξ)− 12 [Ψ (ξ)+Ψ (R0ξ)] = c0Ψ0(ξ) for some c0,
and hence Ψ − c0Ψ0 is even in ξ0.
The same argument applied to Ψ 1 := Ψ − c0Ψ0 with R0 replaced by R1 gives Ψ 1(ξ) − Ψ 1(R1ξ) =
2c1Ψ0(O 1ξ) = 2c1Ψ1(ξ) for some c1 and then Ψ − c0Ψ0 − c1Ψ1 is even in ξ1 and, of course, in ξ0 as
well. By iterating, we conclude that, for some c0, . . . , ch , Ψ r := Ψ −∑hj=0 c jΨ j is even in all the ξ j
and hence ∇Ψ r(0) = 0.
By (3.7), Ψ r(ξ) − Ψ r(Rνξ) = cνΨ0(O νξ) for some cν . Since ∇Ψ0(O νξ)|ξ=0 = 4− N−22 ν , we have
cν = 0, i.e. Ψ r(ξ) = Ψ r(Rνξ) for all ξ and all ν and hence Ψ r is radial. 
Proof of Step 2. Set z(r) := Ψ (√r)( 1−r2 )−
N−2
2 , r = |ξ |. The decay assumption on Ψ implies z is
bounded in (0,1). Also, straightforward computations show that z satisﬁes the ODE
r(1− r)z′′ +
[(
h + 1
2
)
−
(
h + 2k − 1
2
)
r
]
z′ + k − 1
2
z = 0, r ∈ (0,1).
This is Gauss’ hypergeometric equation
r(1− r)z′′ + [γ − (α+ + α− + 1)r]z′ − α+α−z = 0
with
γ = h + 1
2
, α± = h + 2k − 3
4
± 1
4
√
(h + 2k − 3)2 + 8(k − 1).
Its solutions (see [3,25]) are, at least locally at r = 0, of the form
z(r) = c1F
(
α±, γ ; r)+ c2[bF (α±, γ ; r) log r + r1−γ G(r)]
where G is analytic, b is some number, possibly zero but different from zero if γ = 1, and F is the
hypergeometric function
F
(
α±, γ ; r)=∑
k0
(α+)k(α−)k
(γ )kk! r
k, (x)k := x(x+ 1) . . . (x+ k − 1).
Since z is bounded it has to be of the form cF (α±, γ ; r). However, it is known [12, p. 61] that the
hypergeometric series, which is convergent for 0 r < 1, has inﬁnite sum at r = 1 if α+ +α− −γ  0,
as it is the case here, because α+ + α− − γ = k − 2. Then c = 0 and the proof is complete. 
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In this section we prove some existence result for (1.4) when φ = 1 + ψ , with ψ ∈ L∞(RN ) ∩
C(RN ) and ε small. So, let us consider the problem
(
P εψ
) −u = (1+ εψ(x))|y| u NN−2 , u > 0, u ∈ D1
(
R
N).
Recall (see [5]) that if φ = φ(|y|) is strictly monotone, then (1.4) has no solution. So, critical points
of ψ should play a role to have existence for (P εψ).
Motivated by [6], we ﬁrst consider ψ = ψ(|y|) with ψ ∈ C1([0,∞)),ψ ′ bounded.
Theorem 4.1. Let ψ = ψ(|y|) and assume ψ ′(0) > 0. Then, for ε small,
(i) (P εψ ) has a solution if limsupR→∞
∫ R
0 ψ
′(r)rk−1 dr < 0,
(ii) (P εψ ) has at least two solutions if lim infR→∞
∫ R
0 ψ
′(r)rk−1 dr > 0 and ψ(0) limsupr→∞ ψ(r).
Remark 4.1. (a) Case (i) holds if, e.g., ψ ′ behaves, for large r, like − 1rα with α ∈ (0,k]. However,
ψ ′ might change sign as well at inﬁnity.
(b) Similar results hold true if we assume ψ ′(0) < 0 or if ψ = ψ(|z|). In case ψ ′(0) = 0 we may
just ask ψ ′′(0) = 0.
A crucial role is played, in the general case as well, by the ‘Melnikov’ function:
Γ (λ, ζ ) := 1
SN−1
∫
RN
ψ(λy, λz + ζ )U
2(N−1)
N−2
|y| dy dz, (λ, ζ ) ∈ R
+ ×Rh. (4.1)
Theorem 4.2. Let ψ ∈ C(RN ). Assume it exists limx→∞ ψ(x) = ψ(∞) ∈ R. Let
(i) sup
R+×Rh
Γ > sup
ζ∈Rh
ψ(0, ζ ); (ii) inf
R+×Rh
Γ < inf
ζ∈Rh
ψ(0, ζ ). (4.2)
Then both (i) and (ii) insure (P εψ) has a solution for ε small. If both (i) and (ii) hold true, then (P
ε
ψ) has at least
two solutions for ε small.
Finally, by imposing conditions only on the critical points of ψ |{y=0} , we can obtain an existence
result similar to the ones in [2,7,21], under a Bahri–Coron type condition. Set ψ0(z) := ψ(0, z) and
assume
∃ lim
x→0ψ
(
x
|x|2
)
, ∃ lim
x→0∇ψ
(
x
|x|2
)
and lim
x→0∇zψ
(
x
|x|2
)
= 0. (4.3)
Theorem 4.3. Let N  4. Assume (4.3). Let ψ0(z) have a ﬁnite number of nondegenerate critical points ζ j ,
j = 1, . . . ,m, of index m j such that
∗(ζ j) := (k − 1)yψ(0, ζ j) + (2k + h − 3)zψ(0, ζ j) = 0 ∀ j. (4.4)
Then (P εψ) has a solution for ε small provided
∑
{ j: ∗(ζ )>0}(−1)mj = 1.j
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E0(u) = 1
2
∫
RN
|∇u|2 − N − 2
2(N − 1)
∫
RN
|u| 2(N−1)N−2
|y| , u ∈ D
1(
R
N),
G(u) = N − 2
2(N − 1)
∫
RN
ψ(x)
|y| |u|
2(N−1)
N−2 , Eε(u) = E0(u) − εG(u).
This procedure is rather standard (see e.g. [14]) so we skip most proofs.
We recall that E0 has an (h + 1)-dimensional manifold of critical points given by Z = {Uλ,ζ (y, z):
λ > 0}, where
Uλ,ζ (y, z) = λ 2−N2 U
(
λ−1 y, λ−1(z − ζ )) and U = [ (N − 2)(k − 1)
(1+ |y|)2 + |z|2
] N−2
2
.
Clearly, Tλ0,ζ0 , the tangent space of Z at Uλ0,ζ0 , is spanned by
V0 = ∂Uλ,ζ
∂λ
∣∣∣
(λ0,ζ0)
and V j = ∂Uλ,ζ
∂ζ j
∣∣∣
(λ0,ζ0)
for j = 1, . . . ,h.
Lemma 4.4. For any (λ, ζ ) ∈ R+ × Rh, the operator E ′′0(Uλ,ζ ) is a self-adjoint Fredholm operator of index
zero. Furthermore Ker(E ′′0(Uλ0,ζ0)) = Tλ0,ζ0 .
Proof. Since E ′′0(Uλ,ζ ) = I −Gλ,ζ , where 〈Gλ,ζ (u), v〉 = NN−2
∫
RN
1
|y|U
2
N−2
λ,ζ uv , it is enough to prove that
Gλ,ζ is compact. So, let un ⇀ 0 in D1,2(RN ) and un → 0 in Lploc(RN ) ∀p < 2NN−2 . Now, by (1.1)
∫
|x|R
U
2
N−2 |un||v|
|y| dx c
( ∫
|x|R
U2
N−1
N−2
|y|
) 1
N−1
‖un‖‖v‖  for R  1
while, if 0< δ < 1N−1 , p := 2NN−2δ(N−1) < 2NN−2 and q = 2NN−2δ , again by (1.1)
∫
|x|R
|un||v|
|y| dx
( ∫
|x|R
|un|p
) 1
p
×
( ∫
RN
vq
|y|(1−δ)q
) 1
q
×
( ∫
|x|R
1
|y|
)δ
= o(1).
As for the last statement, this is exactly the content of Theorem 3.1. 
Now, let T⊥λ,ζ be the orthogonal complement of Tλ,ζ in D1(RN ). From Lemma 4.4 and by using
the contraction principle, we get
Lemma 4.5. There exist positive constants C and ε0 and a smooth function w = w(λ, ζ, ε) : R+ × RN−k ×
(−ε0, ε0) → D1,2(RN ) such that
w(λ, ζ, ε) ∈ T⊥λ,ζ , E ′ε
(
Uλ,ζ + w(λ, ζ, ε)
) ∈ Tλ,ζ , ∥∥w(λ, ζ, ε)∥∥ C |ε|
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Zε :=
{
Uλ,ζ + w(λ, ζ, ε): (λ, ζ ) ∈ R+ ×RN−k
}
, |ε| ε0.
Then every critical point of Ψε := Eε|Zε is also a critical point of Eε .
We are then left with the study of Ψε := Eε|Zε .
Lemma 4.6. Let Γ be as in (4.1). Then we have the following expansion:
Ψε(λ, ζ ) = S
N−1
2(N − 1)
[
1− εΓ (λ, ζ ) + O (ε2)].
Remark 4.2. If Γ (λ, ζ ) has a stable critical point, Ψε will have a critical point uε for ε small which
is a solution of (P εψ). It is in fact a positive critical point of Eε , because, should uε change sign, we
could show, as in the proof of Lemma 5.1, that Eε(u) S
N−1
N−1 + O (ε), while Eε(u) = S
N−1
2(N−1) + O (ε).
Remark 4.3. If ψ(x) = ψ(|y|, |z|) one can work with u ∈ D1, u = u(|y|, |z|). In this case Z and Zε
become one-dimensional manifolds parametrized by λ and the Melnikov function will be Γ (λ) =
1
SN−1
∫
RN
ψ(λ|y|, λ|z|) U2
N−1
N−2
|y| dy dz.
Proof of Theorems 4.1–4.2. In view of Lemma 4.6 and Remark 4.2, it is enough to prove Γ achieves
its (global) maximum or minimum, or both, in (0,+∞).
In case ψ = ψ(|y|) we have
∂Γ
∂λ
(λ) = 1
SN−1
∫
RN
ψ ′
(
λ|y|)U 2(N−1)N−2 dy dz
= C1
∞∫
0
∞∫
0
ψ ′(λr)rk−1sh−1
[(1+ r)2 + s2]N−1 dr ds = C2
∞∫
0
ψ ′(λr)rk−1
(1+ r)2k+h−2 dr−→λ→0 C3ψ
′(0)
for some C3 > 0. On the other hand, by the assumption and Fatou’s Lemma
lim
λ→∞λ
k
∞∫
0
ψ ′(λr)rk−1
(1+ r)2k+h−2 dr 
∞∫
0
(
lim
λ→∞
λr∫
0
ψ ′(t)tk−1 dt
)
2k + h − 2
(1+ r)2k+h−1 dr < 0.
Thus Γ has a global maximum in (0,+∞) and this proves Theorem 4.1(i). As for (ii), the assumptions
imply ∂Γ
∂λ
> 0 for λ close to zero and to inﬁnity while limλ→0 Γ (λ) = ψ(0)  limsupr→∞ ψ(r) 
limsupr→∞ Γ (λ) and then Γ has both maximum and minimum in (0,+∞). With similar arguments
we can prove Theorem 4.2. 
Proof of Theorem 4.3. Notice ﬁrst that Γ ∈ C2((0,∞) × Rh) and it can be extended continuously
up to {λ = 0} by setting Γ (0, ζ ) := limλ→0+ Γ (λ, ζ ) = ψ0(ζ ). In addition, by oddness, ∂Γ∂λ (0, ζ ) = 0,
while, uniformly for ζ on compact sets,
lim+ ∇ζ Γ (λ, ζ ) = ∇ψ0(ζ ), lim+ D
2
ζ Γ (λ, ζ ) = D2ψ0(ζ ) (4.5)λ→0 λ→0
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lim
λ→0
∂2Γ
∂λ2
(λ, ζ ) = 1
SN−1
[
Ayϕ(0, ζ ) + 1
h
∫
RN
|z|
|y|
2
U
2(N−1)
N−2 zϕ(0, ζ )
]
where
A := 1
k
∫
RN
|y|U 2(N−1)N−2 = k − 1
(2k + h − 3)h
∫
RN
|z|
|y|
2
U
2(N−1)
N−2 < ∞
because N  4, and hence, using notation (4.4),
lim
λ→0
∂2Γ
∂λ2
(λ, ζ ) =
[
1
SN−1h(2k + h − 3)
∫
RN
|z|
|y|
2
U
2(N−1)
N−2
]
∗(ζ ). (4.6)
Following closely [21], we ﬁrst prove that critical points of Γ (λ, ζ ) lay in a bounded region. By
(4.3)–(4.5) we see that, Γϕˆ , the Melnikov function associated to ϕˆ(x) := ϕ( x|x|2 ), has no critical point
close to λ = 0, ζ = 0. On the other hand, the Kelvin transform of Uλ,ζ is U λ
λ2+|ζ |2 ,
ζ
λ2+|ζ |2
and this
implies that Γ (λ, ζ ) = Γϕˆ( λλ2+|ζ |2 , ζλ2+|ζ |2 ). Hence Γ has no critical points of large norm.
In addition, ∗(ζ j) = 0 if ∇ψ0(ζ j) = 0, (4.6) and ∂Γ∂λ (0, ζ ) = 0 imply
∂Γ
∂λ
(λ, ζ )∗(ζ j) > 0 if λ = 0 and (λ, ζ ) is close to (0, ζ j). (4.7)
As a consequence, denoted Bs := {(λ, ζ ) ∈ R+ ×Rh: |(λ, ζ )− (s,0)| < (s− 1s )} Γ has no critical point
on ∂Bs for s large and hence deg(∇Γ, Bs,0) is well deﬁned. It remains to prove that deg(∇Γ, Bs,0)
is not zero.
To compute the degree, we will use, as in [21] the Morse formula (see [17])
deg(∇Γ, Bs,0) = χ(Bs) − ind
(∇(Γ |∂−Bs ))= 1− ind(∇(Γ |∂−Bs ))
where χ(Bs) is the Euler–Poincaré characteristic of Bs and ∂−Bs is the set of points in ∂Bs where
∇Γ points inward Bs , i.e. with ∂Γ∂λ > 0 if s is large.
Now, let (λ(s), ζ(s)) be zeros of ∇(Γ |∂Bs ). By (4.5), (λ(s), ζ(s)) →s→+∞ (0, ζ j) for some ζ j , a crit-
ical point of ψ0 and, again by (4.5), (λ(s), ζ(s)) are nondegenerate zeros of ∇(Γ |∂Bs ) of index
mj = m(ψ0, ζ j). By (4.7), zeros of ∇(Γ |∂−Bs ) correspond to critical points of ψ0 with ∗(ζ j) > 0.
Thus
deg(∇Γ, Bs,0) = 1− ind
(∇(Γ |∂−Bs ))= 1− ∑
{ j: ∗(ζ j)>0}
(−1)mj = 0. 
5. Global existence results
We end this paper with a global variational analysis of (1.4). Again, a key tool is the knowledge of
solutions of the limiting equation (1.3).
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Jφ(u) = 1
2
∫
RN
|∇u|2 dx− N − 2
2(N − 1)
∫
RN
φ(x)
|u|2 N−1N−2
|y| dx. (5.1)
We will simply write J when φ ≡ 1. As already observed, Jφ has Palais–Smale sequences which
blow-up, and indeed Jφ has no critical points in general. So, a global variational analysis requires
ﬁrst a blow-up analysis (cf. [23,27] e.g.) for P-S sequences and we do it for the more general energy
functional
J tφ(u) =
1
2
∫
RN
|∇u|2 dx− 1
p + 1
∫
RN
φ(x)
|u|p+1
|y|t dx, (5.2)
t = N − N−22 p ∈ (0,2) (we will simply write J t when φ ≡ 1). Such classiﬁcation will be carried over
assuming the (normalized) condition:
φ ∈ C(RN), φ > 0, lim
x→∞φ(x) = 1. (5.3)
Actually, in case φ depends only on y (as in [6]) we will simply assume
φ ∈ C(Rk), φ > 0, lim
y→∞φ(y) = 1. (5.4)
As we will see, such classiﬁcation will give satisfactory informations in case t = 1, i.e. when we know
exactly the extremal functions for (1.1).
Let us ﬁrst ﬁx some notations. Given z0 ∈ Rh, λ > 0 and a function u, we denote by uz0 , uz0,λ the
translated and dilated functions:
uz0(y, z) = u(y, z − z0), uz0,λ(x) = λ 2−N2 u
(
λ−1
(
x− (0, z0)
))
.
Theorem 5.1. Let φ satisfy (5.3) and un be a P-S sequence for J tφ . Then, up to a subsequence, un = u0 + u1n +
o(1) where o(1) → 0 in D1,2(RN ), u0 is a critical point of J tφ and, for some v j , w j , wˆ j critical points of J t ,
u1n =
k1∑
j=1
vz
j
n
j +
k2∑
j=1
wζ
j
n ,R
j
n
j +
k3∑
j=1
φ
(
0, η j
)− 1p−1 wˆη jn, jnj
where z jn, ζ
j
n , η
j
n ∈ Rh with z jn →n ∞ for all j, ζ jn , η jn → ζ j, η j ∈ Rh ∪∞, and R jn →n ∞,  jn →n 0. Moreover,
J tφ(un) = J tφ(u0) +
k1∑
j=1
J t(v j) +
k2∑
j=1
J t(w j) + φ2
(
0, η j
) k3∑
j=1
J t(wˆ j) + o(1).
In case φ depends only on y and satisﬁes (5.4), the v j ’s above are critical points of J tφ and J
t(v j) has to be
replaced by J tφ(v j) in the energy expansion.
The proof is more or less standard (see e.g. [27]) so we omit it.
Using Theorem 5.1, we can prove several global existence results for (1.4). We start with a simple
result concerning ground states for J tφ . Let
1200 D. Castorina et al. / J. Differential Equations 246 (2009) 1187–1206Q tφ(u) =
( ∫
RN
φ(x)
|u|p+1
|y|t
)− 2p+1 ∫
RN
|∇u|2
and set
Stφ := inf Q tφ(u)
where u ∈ D1(RN ),u = 0 and φ satisﬁes (5.3) or (5.4).
Clearly, if u is a minimizer, so is |u|. When φ depends only on |y|, the question whether Stφ is
achieved or not has been studied in [24] and [5]. Now, as an immediate consequence of P-S char-
acterization, we see that the results in [24] and [5] extend to more general potentials. Let S be as
in (1.1) and let us denote
Cφ =
{
(supz∈Rh φ(0, z))
− 2p+1 if φ satisﬁes (5.3),
(max{φ(0),φ(∞)})− 2p+1 if φ satisﬁes (5.4).
Theorem 5.2. Stφ  Cφ S and it is achieved if Stφ < Cφ S.
However, Stφ is not achieved, in general (if φ  1 it is achieved iff φ ≡ 1). Following ideas from
J.-M. Coron [11], later exploited, e.g., in [8] and [26], we will look for critical points coming from
changes in the topology of sublevels. We take t = 1, a case where we know all the positive solutions
of the limiting equation (1.3). We also assume φ to be constant on the set of all possible concentration
points, i.e.
φ(0, z) = 1 ∀z if φ satisﬁes (5.3), φ(0) = φ(∞) if φ satisﬁes (5.4). (5.5)
Let U be as in (1.2) and hence
∫
RN
|∇U |2 = SN−1. We ﬁrst get a simple existence result under a
unilateral integral constraint on the potential.
Theorem 5.3. Let φ satisfy (5.5). Then (1.4) has a solution provided
inf
λ∈(0,∞)
1
SN−1
∫
RN
φ(λx)
|y| U
2(N−1)
N−2 dx > 2−
1
N−2 . (5.6)
Remark 5.1. The above condition is satisﬁed if infφ > 2−
1
N−2 .
We conclude with a global existence result (no bound on the potential) for “compact perturbations”
of φ ≡ 1.
Theorem 5.4. Let φ = 1+ ψ , ψ ∈ Cc(RN \ {y = 0}). Then (1.4) has a solution.
Remark 5.2. If, in Theorems 5.3–5.4, φ is radially symmetric in y or z then (1.4) will have a solution
with the same symmetry.
Proofs of Theorems 5.2–5.4. Theorem 5.2 follows from Theorem 5.1, as a minimizing sequence can
be taken as a Palais–Smale sequence.
To continue, observe that, since under our assumptions Sφ := S1φ  S we can assume, in view of
Theorem 5.2, that Sφ = S . Thus, using the characterization of P-S sequences we get the following
information.
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N−1
N−1 ). Then there is no P-S sequence at level β .
Proof. From Theorem 5.1 we know that if there is a P-S sequence at level β , then β =∑k1j=0 Jφ(v j)+∑k2
j=1 J (w j) for some v j ’s, changing sign solutions of (1.4), and w j ’s, solutions of (1.3). We know
from [13] that if w j ’s are positive then J (w j) = SN−12(N−1) . If w j changes sign, then
∫
RN
|∇w±j |2 =∫
RN
|w±j |
|y|
2(N−1)
N−2
. Using this in (1.1) with t = 1 gives ∫
RN
|∇w±j |2  SN−1, and hence J (w j) =
1
2(N−1) [
∫
RN
|∇w+j |2 +
∫
RN
|∇w−j |2]  S
N−1
N−1 . Similarly, since Sφ = S , we get Jφ(v j)  S
N−1
N−1 because
v j changes sign. 
Now we are going to build a P-S sequence by a min–max procedure. Let Nφ be the Nehari manifold
Nφ =
{
u ∈ D1(RN): u = 0, ∫
RN
|∇u|2 =
∫
RN
φ(x)
|u| 2(N−1)N−2
|y|
}
.
Nφ is a C2 submanifold of D1(RN ) and for every u ∈ D1(RN ) with u = 0 there exists a unique
constant C(u) > 0 such that C(u)u ∈ N. For u = 0, it results Jφ(C(u)u) = 12(N−1)
∫
RN
|∇C(u)u|2 =
1
2(N−1)
∫
RN
φ(x) |C(u)u|
2(N−1)
N−2
|y| and hence
Jφ
(
C(u)u
)= 1
2(N − 1)
( ∫
RN
|∇u|2
)N−1( ∫
RN
φ(x)
|u| 2(N−1)N−2
|y|
)−(N−2)
. (5.7)
Also, infNφ Jφ =
SN−1φ
2(N−1) = S
N−1
2(N−1) . Notice that if un ∈ Nφ is a P-S sequence for Jφ |Nφ then un is also a
P-S sequence for Jφ in D1(RN ).
Let us now build a min–max level for Jφ |Nφ . Given U as in (1.2) and λ > 0 deﬁne
Uλ(x) = λ 2−N2 U(λ−1x), V λ = CλUλ ∈ Nφ. (5.8)
Now, we say that a continuous map γ : (0,∞) → Nφ is in G if for some 0 < t1 < t2 it results
γ (t) = V t for t  t1, and t  t2. Deﬁne
βG := inf
γ∈G
[
sup
t
Jφ
(
γ (t)
)]
. (5.9)
We have the following estimates on βG .
Lemma 5.2. Let φ satisfy (5.6) or let φ be of the form φ = 1+ ψ , where ψ ∈ Cc(RN \ {y = 0}). Then
SN−1
2(N − 1)  βG <
SN−1
N − 1 .
Proof. Since limt→0 Jφ(V t) = SN−12(N−1) , we have S
N−1
2(N−1)  βG . The upper bound on βG in case φ satis-
ﬁes (5.6) follows computating supt Jφ(V
t).
Estimating βG from above in the other case is more involved. Deﬁne, for ε > 0,
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{
V t if t  ε or t  1ε ,
Cεt (
ε(t−ε)
1−ε2 V
1
ε + (1− ε(t−ε)
1−ε2 )V
ε) if ε < t < 1ε
where Cεt is chosen such that γε(t) ∈ Nφ . We will show that for ε small enough supt Jφ(γε(t)) <
SN−1
N−1 . Clearly for ε small enough suptε, t 1ε Jφ(γε(t)) <
SN−1
N−1 . Therefore it is enough to show that, if
W ελ := λV
1
ε + (1− λ)V ε , λ ∈ (0,1), then
sup
0<λ<1
Jφ
(
CελW
ε
λ
)
<
SN−1
N − 1 if C
ε
λW
ε
λ ∈ Nφ.
Since
V ε =
( ∫
RN
|∇U ε|2
) N−2
2
( ∫
RN
φ(x)
(U ε)
2(N−1)
N−2
|y|
)− N−22
U ε,
Lemma A.4 gives
V ε = (1+ O (εn−1))U ε, V 1ε = (1+ O (εn−1))U 1ε (5.10)
and hence, using the extremality of U ε , we get
∫
RN
∣∣∇(W ελ)∣∣2 = (1− λ)2
∫
RN
∣∣∇U ε∣∣2 + λ2 ∫
RN
∣∣∇U 1ε ∣∣2 + 2λ(1− λ) ∫
RN
∇U ε.∇U 1ε + O (εN−1)
= (λ2 + (1− λ)2)SN−1 + 2λ(1− λ) ∫
RN
(
U ε
) N
N−2 U
1
ε
|y| + O
(
εN−1
)
.
So,
∫
RN
∣∣∇W ελ ∣∣2 = (λ2 + (1− λ)2)SN−1 + 2λ(1− λ)(CN,k + o(1))εN−2 (5.11)
by Lemma A.2. Similarly, using (a+ b)p > ap + bp , ∀a,b > 0, p > 1, (5.10) gives
∫
RN
φ(x)
(W ελ)
2(N−1)
N−2
|y| 
(
λ
2(N−1)
N−2 + (1− λ) 2(N−1)N−2 )SN−1 + O (εN−1).
Thus combining the above inequalities we get, in view of (5.7),
Jφ
(
CελW
ε
λ
)
 S
N−1
2(N − 1)
(λ2 + (1− λ)2 + o(1))N−1
(λ
2(N−1)
N−2 + (1− λ) 2(N−1)N−2 + o(1))N−2
<
SN−1
N − 1 (5.12)
if λ = 12 and ε  ελ . In case λ = 12 let us write
∫
N
φ(x)
(W ελ)
2(N−1)
N−2
|y| = 2
− 2(N−1)N−2
( ∫
|x|1
φ(x)
(V
1
ε + V ε) 2(N−1)N−2
|y| +
∫
|x|>1
φ(x)
(V
1
ε + V ε) 2(N−1)N−2
|y|
)
.R
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and A.5 we get
∫
|x|1
φ
(V
1
ε + V ε) 2(N−1)N−2
|y| 
∫
|x|1
φ
(U ε)
2(N−1)
N−2
|y| +
2(N − 1)
N − 2
∫
|x|1
φU
1
ε
(U ε)
N
N−2
|y| + O
(
εN−1
)
= SN−1 + 2(N − 1)
N − 2
∫
RN
U
1
ε
(U ε)
N
N−2
|y| + o
(
εN−2
)
.
Similarly,
∫
|x|>1
φ
(V
1
ε + V ε) 2(N−1)N−2
|y|  S
N−1 + 2(N − 1)
N − 2
∫
Rn
U ε
(U
1
ε )
N
N−2
|y| + o
(
εN−2
)
.
Combining all the above inequalities we get
∫
RN
φ(x)
(V
1
ε + V ε) 2(N−1)N−2
|y|  2
−2(N−1)
N−2
(
2SN−1 + 4(N − 1)
N − 2 CN,kε
N−2 + o(εN−2)).
Plugging this inequality and (5.11) in (5.7), we get, for λ = 12 and ε small,
Jφ
(
CελW
ε
λ
)
 S
N−1
N − 1
(
1− (N − 1)CN,k S−(N−1)εN−2 + o
(
εN−2
))
<
SN−1
N − 1 .
This, jointly with (5.12) ends the proof of the lemma. 
Proof of Theorems 5.3 and 5.4. Let us assume, by contradiction, that (1.4) has no solution. In view of
Lemma 5.2 and of Lemma 5.1, we infer that βG = SN−12(N−1) and hence there exists a sequence γm ∈ G
such that
SN−1
2(N − 1)  Jφ
(
γm(t)
)
 S
N−1
2(N − 1) +
1
m
∀t ∈ (0,∞). (5.13)
We claim that, for m large enough, γm(t) ∈ Ω,λ ∪ Ω,λ for every t , where
Ω,λ =
{
U ζ,λ + v: ζ ∈ Rh, 0< λ < λ, ‖v‖ < },
Ω,λ =
{
U ζ,λ + v: ζ ∈ Rh, λ > λ > 0, ‖v‖ < }.
We notice that Ω,λ ∩ Ω,λ = ∅ for  small, λ small and λ large. In fact,
∫
N
∣∣∇(U ζ1,λ1 − U ζ2,λ2)∣∣2 = 2SN−1 − 2 ∫
N
U ζ2,λ2
[
U ζ1,λ1
] N
N−2 dx
|y|
R R
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( ∫
B 1
λ2
(0,ζ1−ζ2)
U2
N−1
N−2
|y|
) N−2
2(N−1)
+ S N−22
( ∫
|x| 1
λ1
U2
N−1
N−2
|y|
) N
2(N−1)
= 2SN−1 + o(1)
if λ1  1  λ2, uniformly in ζ1, ζ2. Since by (5.10) γm(t) ∈ Ω,λ for t small while γm(t) ∈ Ω,λ for t
large, the above claim gives a contradiction.
It remains to prove the claim. Assume γm(tm) /∈ Ω,λ ∪ Ω,λ . By (5.13), γm(tm) is a minimizing
sequence for Jφ |Nφ and hence, by Ekeland’s principle and Theorem 5.1 γm(tm) = U ζm,λm + o(1) where
λm either goes to zero or to inﬁnity, a contradiction. 
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Appendix A
Lemma A.1. Let U and U ε be deﬁned as in (1.2) and (5.8), then
∫
|x|1
(U ε)
2(N−1)
(N−2)
|y| dx =
∫
|x|1
(U
1
ε )
2(N−1)
(N−2)
|y| dx= O
(
εN−1
)
.
Proof. Since U is equal to its Kelvin transform we get
∫
|x|1
(U
1
ε )
2(N−1)
(N−2)
|y| dx =
∫
|x|1
(U ε)
2(N−1)
(N−2)
|y| dx=
∫
|x| 1ε
U
2(N−1)
(N−2)
|y| dx.
Since |x| |y| + |z|, |x| 1ε implies either |y| 12ε or |z| 12ε . Therefore
∫
|x| 1ε
U
2(N−1)
(N−2)
|y| dx C
∫
|y| 12ε
1
|y|((1+ |y|)2 + |z|2)N−1 dx+ C
∫
|y|< 12ε , |z| 12ε
1
|y|((1+ |y|)2 + |z|2)N−1 dx
 Cε
∫
|x| 12ε
|x|−2(N−1) dx+ C
∫
|y|< 12ε
∫
|z| 12ε
1
|y|(1+ |z|2)N−1 dy dz = O
(
εN−1
)
. 
Lemma A.2. Let U and U ε be deﬁned as in (1.2) and (5.8), then
∫
RN
(
U ε
) N
N−2 U
1
ε
|y| dx =
∫
RN
(
U
1
ε
) N
N−2 U
ε
|y| dx = ε
N−2(CN,k + o(1))
where CN,k is a positive constant depending only on N and k.
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invariant under Kelvin transform. Now by a change of variable
∫
RN
(
U ε
) N
N−2 U
1
ε
|y| dx =
∫
RN
(
U
(
x
ε
)) N
N−2 U (εx)
|εy| dx= ε
N−2
∫
RN
U
(
ε2x
) (U (x)) NN−2
|y| dx.
Let W = U N2(N−1) . By direct calculation, W ∈ D1,2(RN ). Hence from (1.1) we get
∫
RN
(U (x))
N
N−2
|y| dx =
∫
RN
W
2(N−1)
N−2
|y| dx
(
S−1
∫
RN
|∇W |2
) N−1
N−2
< ∞,
hence, by dominated convergence,
∫
RN
U
(
ε2x
) (U (x)) NN−2
|y| dx→ U (0)
∫
RN
(U (x))
N
N−2
|y| dx. 
Lemma A.3. Let U and U ε be deﬁned as in (1.2) and (5.8), then
∫
|x|1
(
U ε
) N
N−2 U
1
ε
|y| dx =
∫
|x|1
(
U
1
ε
) N
N−2 U
ε
|y| dx= o
(
εN−2
)
.
Proof. Again the ﬁrst equality follows by a Kelvin-transform argument. Now as in the proof of the
previous lemma,
∫
|x|1
(
U ε
) N
N−2 U
1
ε
|y| dx = ε
N−2
∫
|x|> 1ε
U
(
ε2x
) (U (x)) NN−2
|y| dx= o
(
εN−2
)
as
∫
RN
(U (x))
N
N−2
|y| dx < ∞ and hence
∫
|x|> 1ε U (ε
2x) (U (x))
N
N−2
|y| dx → 0. 
Lemma A.4. Let ψ ∈ Cc(RN \ {0}), then
∫
RN
ψ(x)
(U ε)
2(N−1)
(N−2)
|y| dx= O
(
εN−1
)= ∫
RN
ψ(x)
(U
1
ε )
2(N−1)
(N−2)
|y| dx.
Proof. Assume that support of ψ is contained in the annulus {x: 0 < R1 < |x| < R2}. Then by change
of variable,
∫
RN
ψ(x)
(U ε)
2(N−1)
(N−2)
|y| dx =
∫
RN
ψ(εx)
U
2(N−1)
(N−2)
|y| dx C
∫
|x| R1ε
U
2(N−1)
(N−2)
|y| dx = O
(
εN−1
)
.
The other estimate follows similarly. 
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Lemma A.5. Let ψ ∈ Cc(RN \ {0}), then
∫
RN
ψ(x)
(
U ε
) N
N−2 U
1
ε
|y| dx = o
(
εN−2
)= ∫
RN
ψ(x)
(
U
1
ε
) N
N−2 U
ε
|y| dx.
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