We define a generalization of local distributed graph problems to (synchronous round-based) dynamic networks and present a framework for developing algorithms for these problems. The algorithms should satisfy non-trivial guarantees in every round. The guarantees should be stronger the more stable the graph has been during the last few rounds and coincide with the definition of the static graph problem if no topological change appeared recently. Moreover, if only a constant neighborhood around some part of the graph is stable during an interval, the algorithms should quickly converge to a solution for this part of the graph that remains unchanged throughout the interval.
I. INTRODUCTION & RELATED WORK
Many modern computer systems are built on top of largescale networks such as the Internet, the world wide web, wireless ad hoc and sensor networks, or peer-to-peer networks. Often, the network topology of such systems is inherently dynamic: nodes can join or leave at any time and (e.g., in the context of overlay networks or mobile wireless networks) communication links might appear and disappear constantly. As a consequence, we aim to develop distributed algorithms that can cope with a potentially highly dynamic network topology and to understand what can and what cannot be computed in a dynamic network. In particular, for local distributed graph problems such as computing a graph coloring or a maximal independent set (MIS) of the network graph (see, e.g., [1] - [4] ), we present a framework that allows to transform static problems and distributed algorithms into corresponding problems and algorithms for dynamic networks.
Clearly, in an arbitrarily dynamic graph, it is not possible to always output a valid solution for the current network topology for any non-trivial graph problem. To overcome this problem most previous work on solving distributed graph problems in dynamic graphs is of the following flavor [5] - [7] : After * Supported by ERC Grant No. 336495 (ACDC). one or more topology changes, the algorithm has a recovery period to fix its output and the network does not undergo any changes during this recovery period. However, if the network is highly dynamic, that is, further dynamic changes occur while recovering from a previous change, such an algorithm loses its guarantees and it might even fail to provide any guarantees at all. We therefore follow a different approach. We require that algorithms constantly adapt to a changing environment. They should always satisfy non-trivial guarantees, no matter how frequently the topology changes. The guarantees should become stronger if the network is less dynamic. In particular, if the network becomes static in a constant neighborhood around some part of the network, the solution of that part should also converge to a solution of the static graph problem after a short time and not change as long as the network remains locally static. Lastly, algorithms should work if the nodes wake up in an asynchronous fashion.
Our Guarantees through the Lens of Coloring: The algorithms produced by our framework meet the aforementioned requirements and we apply it to two of the classic distributed graph problems, namely, the problem of computing a maximal independent set (MIS) and the problem of computing a vertex coloring of the network graph. We use this paragraph to explain our guarantees by the example of the coloring problem; we however note that the general framework also applies to various additional graph problems. It seems for example particularly suitable to convert classic covering or packing optimization problems to the dynamic setting. Examples for such problems are minimum dominating set, minimum vertex cover, or maximum matching. 1 For the coloring problem, our algorithm guarantees that after two nodes are joined by an edge, they can only have the same color for a short time. Further, the total number of colors used is still essentially upper bounded by the maximum degree of the network as in the classic static version of the problem. In the context of dynamic networks, the degree of some node v at a time t is defined to be the number of distinct neighbors v has had during the last few rounds. Clearly, if all edges in some constant neighborhood are present in one round and non-present in the next round, the guarantees are weak and almost any output satisfies them. However, we believe that in applications usually only a small fraction of edges in some part of the graph changes such that our guarantees remain meaningful. For the coloring problem this means that the number of neighbors with the same color is always very small which is sufficient to resolve any conflict at a low cost with a simple randomized contention resolution strategy. In this context, we also want to emphasize that highly dynamic networks do not refer to a huge amount of edges that change in every round but rather to the frequency of potential changes, i.e., changes can occur in every round and algorithms always have to provide guarantees-they cannot rely on a recovery time in which no changes occur.
Relevance of MIS and Vertex Coloring in Dynamic Networks:
We believe that in particular MIS and vertex coloring are natural problems to study in a dynamic network context. They are the prototypical problems to study the challenge of local symmetry breaking in distributed network algorithms, they are among the most thoroughly studied problems of the area, and they are important building blocks in various other distributed algorithms [8] - [10] . Apart from this, some of the standard applications of MIS and coloring are in the context of networking scenarios where networks are likely to exhibit some dynamics. For example, an MIS is often used to obtain some local centers or some basic clustering of the network, specifically also in the context of wireless networks [11] . In fact, the problem of selecting a subset of management/monitoring nodes within dynamic networks has also been studied in much more applied contexts, e.g., [12] develops heuristic algorithms for the problem and evaluates their performance on real world dynamic graphs. The standard application of vertex coloring is to assign frequencies or time slots to the nodes of a network in order to coordinate the access to a shared channel. This setting is also helpful to interpret our guarantees that, combined with a simple randomized contention resolution strategy, can be used for such an assignment.
Related Work on Distributed Algorithms in Dynamic
Networks: By now, there is already a significant body of work that studies distributed computations in dynamic networks. However, to a large extent, the existing work deals with distributed solutions for mostly global network problems such as broadcasting information to all nodes of a dynamic network [13] - [21] , computing a global function on inputs that are distributed among the nodes of a dynamic network [20] , [22] - [26] , performing a random walk on the nodes of a dynamic network [27] - [29] , solving agreement problems in dynamic network [30] - [34] , or synchronizing clocks in a dynamic network [35] - [37] .
Even though the concept of locality cannot immediately be transferred to dynamic graphs 2 , we believe that local distributed algorithms in static networks [39] are particularly suited for dynamic networks: If a distributed algorithm has time complexity T in a static network G, the output of each node v only depends on the initial state of the T -neighborhood of v in G. Therefore if the topology of G only changes locally, the algorithm can be used to repair an existing solution in time T by only changing the output of nodes in a T -neighborhood around the local topological changes. 3 In our opinion, this fact is one of the key motivations for the everlasting search for distributed algorithms that are as local as possible. In [40] - [42] , this connection between local algorithms and dynamic networks is made explicit. In [40] , [41] , it is shown that a synchronous T -round algorithm can be run in an asynchronous dynamic network such that whenever the T -hop neighborhood of some part of the dynamic graph becomes stable, the algorithm also eventually converges to a stable solution in this part of the graph. We note that if the graph never becomes stable in some part, the results of [40] , [41] do not guarantee anything. In [42] , it is shown that local distributed algorithms can be turned into fast converging self-stabilizing algorithms. 4 The problem of locally repairing a single dynamic change in the network has been studied in [5] for the problem of computing an MIS. They show that a simple randomized distributed greedy algorithm guarantees that when a single topological change occurs (i.e., if a single node or edge is inserted or deleted), on average, the MIS can be repaired in constant time and in fact even such that only a constant number of nodes need to change their state. Just recently this result was even strengthened by the development of a deterministic distributed algorithm with constant amortized round and adjustment complexity [6] , [45] , [46] . While the above results certainly encourage the use of local algorithms in dynamic networks, they do not show that such algorithms can be used to always produce a meaningful output in a dynamic network with constant topological changes.
A. Contribution & Techniques in a Nutshell
The contribution of this paper is threefold. We define a general method to turn a large class of static graph problems into graph problems that are defined on arbitrarily dynamic graphs. The valid outputs at any point in time are defined by the dynamic graph topology of the last T time units, where T is a parameter that ideally is at most polylogarithmic in the number of nodes. We further provide a framework that allows to develop distributed algorithms for these problems. Then, we modify known algorithms for static graphs for two sample problems (MIS and coloring) to demonstrate that the framework can be used (almost in a black-box manner) with such existing algorithms. This strengthens the aforementioned 2 The concept of locality can be redefined for dynamic networks using timeexpanded graphs, see, e.g., [38] . 3 The statement holds for deterministic algorithms and a weaker version holds for randomized algorithms. 4 A distributed algorithm is called self-stabilizing if it is guaranteed to converge to a stable and valid solution (in a static network) even if the algorithm starts in an arbitrary initial state [43] , [44] . statement on the usefulness of local algorithms for static graphs in the dynamic setting: Now, with our framework such algorithms can be used to repair solutions while always providing non-trivial guarantees, even during the repair process and no matter how frequently changes occur. In the following, we provide an informal description of our model and framework, for formal definitions, we refer to Sections II and III.
We model a dynamic network as a synchronous system over a set V of n potential nodes. Time is divided into rounds and in each round r = 0, 1, 2, . . . , there is a communication graph G r = (V r , E r ). We will later assume that nodes can wake up gradually, however for the purpose of this summary, we assume that all nodes wake up initially and we thus have V r = V for all r ≥ 1. We consider graph problems that can be decomposed into two parts that are given by a packing and a covering graph property. Essentially, a packing property is a graph property that remains true when removing edges and a covering property is a graph property that remains true when adding edges. In addition, we assume that the validity of a solution can be checked locally, i.e., by evaluating it in the constant neighborhood of every node [47] , [48] . For example, the problem of finding an MIS on a graph G can be decomposed into the problem of finding a subset S of the nodes such that no two neighbors are in S (packing property) and S is a dominating set of G (covering property). For the (degree+1)coloring problem, the requirement that the vertex coloring is proper is a packing property and the requirement that the color of a node v is from {1, . . . , deg(v) + 1} is a covering property. For a given graph problem and an integer parameter T ≥ 1, we say that a given solution is a T -dynamic solution at time r if a) the solution satisfies the packing property for the intersection graph G T ∩ r = G r−T +1 ∩G r−T +1 ∩. . .∩G r (i.e., the graph that contains all edges that have been present throughout the last T rounds), and b) the solution satisfies the covering property for the union graph 5 
, the graph that contains all edges that have been present at least once in the last T rounds).
When designing a distributed algorithm for a given dynamic graph problem, we require that for some T ≥ 1, the algorithm outputs a T -dynamic solution after each round r. Assume that we can construct an algorithm A such that if all nodes start A in round 1, after round T , A outputs a T -dynamic solution w.r.t. to the first T graphs (i.e., a solution that satisfies the packing property for G T ∩ T and the covering property for G T ∪ T ). Given such an algorithm A, we can in principle design an algorithm that always outputs a T -dynamic solution by just starting a new instance of A in every round and outputting the solution of an instance started in round r + 1 after round r + T . However, clearly such a solution would not be satisfactory because especially if A is randomized, the output 5 The idea to describe the feasibility of covering solutions with the help of union graphs already appeared in the introduction of [49] as the over-time variant of a dynamic graph problem. However, the paper suggests to take the union of all graphs that have appeared until the current time slot. Our approach is much more local in time as we move a sliding window on the sequence of graphs and the feasibility of an output only depends on the graphs that are in the current sliding window. might change completely from round to round even if the graph is only mildly dynamic or even static. Thus, we also require that the output does locally not change if the graph is static in some local neighborhood. If the graph has been static during rounds r − T + 1, . . . , r, a T -dynamic solution at time r is a non changing solution of the static graph problem for the graph G r in round r. We believe that the concept of a T -dynamic solution that is locally static if the graph is locally static provides a natural generalization of a static graph problem to the dynamic context.
In order to simplify the process of finding new algorithms we develop a framework that separates the two tasks of (1) always outputting a T -dynamic solution and (2) providing a locally stable output if the network is locally static. Therefor we define two abstract types of algorithms. For two positive integers T and α, we say that an algorithm SALG is a (T, α)network-static algorithm for a given dynamic graph problem if it satisfies the following properties. At the end of each round r ≥ 1, the algorithm outputs a valid partial solution for the graph G r . 6 In addition, if the α-neighborhood of some node v remains static in some interval [r, r 2 ], v must output a fixed value = ⊥ throughout the interval [r + T, r 2 ]. Further, for a positive integer T , we say that an algorithm DALG is a Tdynamic algorithm for a given dynamic graph problem if it satisfies the following property. Let r ≥ 1 be some round and assume that we are given a valid partial solution for G r . If DALG is started in round r + 1, at the end of round r+T −1, it outputs a T -dynamic solution that extends the given partial solution for G r . The following theorem shows that a T 1 -dynamic algorithm and a (T 2 , α)-network-static algorithm can be combined to obtain a distributed algorithm that always outputs a T 1 -dynamic solution while (essentially) inheriting the properties of SALG if the graph is locally static for sufficiently long. Theorem 1. Let T 1 and T 2 be positive integers, P a packing, and C a covering problem. Given a T 1 -dynamic algorithm and a (T 2 , α)-network-static algorithm for (P, C), one can combine both algorithms to an algorithm such that:
The significance of a T -dynamic solution gets stronger the smaller T is chosen (for any T > T , a T -dynamic solution is also a T -dynamic solution, but not vice versa). On the other hand, to obtain an algorithm that outputs a T -dynamic solution in some round r for any graph sequence, T must be at least as large as any lower bound on the time to solve both the packing and covering problem on static graphs. To see this, assume T is smaller than such a lower bound and we have an algorithm that outputs a T -dynamic solution in round r ≥ T for any given graph sequence. Then, for any graph G, consider the graph sequence which consists of the empty graph in all rounds up to r − T and of G in all rounds afterwards. Then a T -dynamic solution in round r is a solution for both the packing and covering problem in G, which means that the algorithm computed a solution in T rounds (as it has no knowledge on the edges of G before round r−T ). Conditioned on the currently known runtimes (expressed as a function of n) being optimal [2] , our window size for MIS (cf. Corollary 2) is optimal.
B. Two Sample Problems: MIS & Vertex-Coloring
We show how to apply the above framework to two of the classic local symmetry breaking problems: computing a vertex coloring and computing an MIS of the network graph. In both cases, we adapt existing randomized algorithms to obtain the algorithms that are required for the framework. For vertex coloring, we use a variant of the most basic randomized coloring algorithm. In each round, each uncolored node v selects a uniformly random color from {1, . . . , deg(v) + 1} \ S, where S is the set of colors that are already taken by the colored neighbors of v. Node v keeps a color if no neighbor chooses the color in the same round. 7 Corollary 1. There is a T = O(log n) and an algorithm that, w.h.p. 8 , outputs a T -dynamic solution for (degree+1)-coloring in every round and the output of any node v is static in all rounds in the interval [r + 2T,
For the MIS problem we adapt the algorithm by Ghaffari [2] to obtain a (O(log n), O(1))-network-static algorithm SALG and we adapt Luby's well-known algorithm [1] , [3] to obtain a O(log n)-dynamic algorithm DALG.
There is a T = O(log n) and an algorithm that, w.h.p., outputs a T -dynamic solution for MIS in every round and the output of any node v is static in all rounds in the
We see the simple adaptation 9 -compared to a huge and heavy machinery-of existing static algorithms to the dynamic case as a strength of the framework in terms of practicability. 7 It is commonly known that this simple randomized algorithm terminates in O(log n) rounds in static graphs. The algorithm is for example used and analyzed in [50] , [51] . 8 We say that a statement holds with high probability (w.h.p.) if it holds with probability 1 − 1/n c for a constant c > 1 that can be chosen arbitrarily. We assume that all executions are of length at most polynomial in n. All our probabilistic results could be extended to arbitrarily long executions if we allow the output to be invalid in a polynomially small fraction of the rounds. 9 Of course, some of the existing proofs need additional care and some algorithms, e.g., the MIS algorithm by Ghaffari, need some (crucial) modifications to assure termination in the dynamic setting.
C. Alternative Approaches to Study Highly Dynamic Networks
Besides the intensively studied synchronous round based dynamic graphs [5] , [6] , [20] so called more general (discrete or continuous) time varying graphs are studied with (asynchronous) message passing [52] , [53] . The downside of the recovery time approach for highly dynamic networks was identified in [53] and to still produce meaningful output authors either (1) restrict the allowed topological changes [20] , or (2) change the objective of algorithms [53] . The taste of the latter approach can be illustrated by [53] where algorithms compute a single set M that is a dominating set of the so called footprint graph G ω . Here, the graph G ω only consists of those edges that appear infinitely often in the dynamic sequence of graphs. The runtime of an algorithm in this model is the time until the output converges to a stable solution-this is clearly incomparable to the runtimes of our algorithms. As the graph G ω , for which the algorithm computes a solution, depends on the whole infinite sequence of graphs there are no guarantees on the output if we only look at the behavior of the algorithm in some small time window. In contrast, our notion of a T -dynamic solution gives these guarantees: one can see our approach as a sliding window that moves throughout time and the feasibility of our output always depends on the graphs in the current sliding window.
D. Outline
In Section II we formally define our dynamic graph model and formalize the notion of dynamic distributed graph problems. In Section III we formally define packing and covering graph problems, T -dynamic and (T, α)-network-static algorithms and prove Theorem 1. In Section IV and Section V we give a high-level overview on how to use our methods for the (degree+1)-coloring and the MIS problem. The algorithms and proofs for this part are similar to their counterparts on static graphs; detailed descriptions of the algorithms with pseudocode as well as detailed proofs can be found in the full version of this paper [54] . In Section VI we discuss our results and point out further research.
II. DYNAMIC GRAPH MODEL
A dynamic graph is a sequence of graphs
. . that is provided by a worst case adversary in a synchronous round-based model. We require that the sequence of nodes ∅ = V 0 ⊆ V 1 ⊆ . . . is increasing. This allows the addition of nodes to the network and a node v leaving the network can be modeled by removing all edges adjacent to v but keeping the node in the network as an inactive isolated node. Throughout this work n is an upper bound on the number of nodes in V i for each i and n is known by all nodes of the network. Round r consists of the following steps:
1) The adversary changes the graph, i.e., it provides graph G r = (V r , E r ), 2) Nodes send/receive messages through the edges E r and perform local computations, 3) Each node returns its output.
The algorithm can use fresh randomness in every round. The communication is by local broadcast and a node does not have to know its neighbors at the beginning of a round; in particular a node does not know its degree in G r at the beginning of round r. We do not limit the message size but all presented algorithms can be adapted to work with poly log n bits per message. Whenever we say that a property holds in round r we mean that the property holds at the end of round r, that is, before the adversary has changed the input graph to G r+1 and after the nodes have performed the computations of round r. 
We use the aforementioned graphs to transfer distributed graph problems for the static setting to the dynamic setting where the feasibility of a solution depends on the union (intersection) graph of the last few rounds (cf. the definition of a T -dynamic solution in Section I-A). We want to mention that the idea to transfer a covering graph problem to the dynamic setting by defining a solution with respect to the union of the whole graph sequence appeared in the introduction of [49] (but was not further used in the paper). The main difference of our approach is that it is much more local in time as we move a sliding window on the sequence of graphs and the feasibility of an output only depends on the graphs that are in the current sliding window-typically we imagine the sliding window to be small, that is, we only union the graphs of the last few rounds and obtain guarantees that only depend on the topological changes in the last few rounds. Note that for a covering graph problem the feasibility of an output for a small time window always implies the feasibility for a larger window and, in particular, the feasibility with regard to the union of the whole sequence (cf. Definition 3).
Asynchronous wake up can be modeled via V r being the nodes that have woken up until round r. Then, in round r, V T ∩ r contains the nodes that have been awake for at least T rounds and V 0 = ∅ means that all nodes are asleep at the beginning. When a node wakes up it does not know the current round number; round numbers are only for the sake of analysis. Note that G T ∩ r ⊆ G r , so any edge in the intersection graph can be used for communication purposes in round r. However, there is no guarantee that edges in G T ∪ r can be used for communication in round r.
Definition 2 (Distributed Graph Problem). A distributed graph problem T is given by a set of tuples of the form (G, y),
where G = (V, E) is a simple, undirected graph and y is a |V |-dimensional vector with entries y v for each node v ∈ V . The output vector y is called a solution for T if (G, y) ∈ T. Furthermore, y v is the output of v; if a node has not produced any output yet we set y v = ⊥. A vector z is called an extension of y if z v = y v whenever y v = ⊥. In a solution we require that all nodes produce some output. A vector φ with an entry for each node of G is also called an input.
In this paper we consider distributed graph problems for which the feasibility of a solution can be verified by checking the solution for each O(1)-radius neighborhood (cf. the problem class LD(O(1)) in [47] ); maximal independent set and coloring can be checked with radius one. In the style of locally checkable labeling problems (LCL problems) [48] we say that the LCL condition is satisfied for a node if the feasibility check of its O(1)-neighborhood is positive. We model the maximal independent set (MIS) as all pairs (G, y) such that A dynamic distributed graph problem is given by a set of sequences (G 1 , y 1 ), (G 2 , y 2 ), . . . where each G r is a simple, undirected graph and y r is a |V r |-dimensional vector. The vector y r is interpreted as a feasible output or a solution in round r.
A ρ-oblivious adversary does not know the random bits of the last ρ rounds, e.g., a 2-oblivious adversary does not know the random bits of round r and r − 1 when determining graph G r . An adaptive offline adversary knows all random bits of the algorithm in advance. Our algorithms rely on different types of adversaries and we mention the respective type with the respective algorithm. For an algorithm A let A r r (φ) denote the output of the algorithm if it starts its computation in round r with input φ and runs until round r (inclusively), that is, it executes the rounds r, r+1, r+2, . . . r . For a node v ∈ V (G), N G (v) denotes the set of its neighbors in the graph G. For positive integers α, k and a node v, let N α (v) denote the αneighborhood of v and [k] := 1, . . . , k. For a round r, and a positive integer T , we denote by
III. A FRAMEWORK FOR HIGHLY DYNAMIC NETWORK ALGORITHMS
The class of distributed graph problems that we transfer to the dynamic setting consists of problems that can be decomposed into a packing and a covering component.
Definition 3 (Packing, Covering Problem). We call a distributed graph problem T
• packing if any solution for a graph G is a solution for any graph G 1 = (V, E ⊆ E(G)), • covering if any solution for a graph G is a solution for any graph G 1 = (V, E ⊇ E(G)).
In a packing distributed graph problem (e.g, the independent set problem), edges can be seen as constraints on how much can be packed (into the independent set) and removing constraints preserves the feasibility of a solution. In a covering distributed graph problem (e.g., the dominating set problem), edges help to cover (nodes) and thus adding edges preserves the feasibility of a solution. These properties coincide with those of classical packing and covering problems, which motivates the terminology. As a further example, properly coloring without restriction on the number of colors is a packing problem. (Improperly) coloring a given graph where adjacent nodes are allowed to have the same colors and where v's color is in the range {1, . . . , deg(v) + 1} is a covering problem.
Very often packing and covering problems have trivial solutions, e.g., the empty set is an independent set or all nodes form a dominating set. In the setting of LCL problems usually only their intersection is an object of interest, e.g., the intersection of the independent set problem and the dominating set problem defines the MIS problem. The intersection of the introduced packing and covering coloring variants leads to the standard (degree+1) coloring problem. Our goal is to devise algorithms for highly dynamic networks that, in every round, guarantee properties which are closely related to the original problem and behave well in static graphs. In particular we desire the following guarantees: (1) For a suitably chosen T and any round r, the output should be a solution for the packing problem in G ∩T r and for the covering problem in G ∪T r ;
(2) the output should locally not change if the dynamic graph is locally static. We present a general framework to combine algorithms that separately take care of the requirements (1) and (2) . The following natural properties describe the algorithms satisfying (1) and (2) . Let P be a packing problem and C a covering problem. We call an output vector φ a partial solution for (P, C) if φ is partial packing for P and partial covering for C.
Definition 5 (dynamic, network-static). Let P be a packing problem, C a covering problem, T and α positive integers and G 0 , G 1 , . . . a dynamic graph.
• An algorithm A is called T -dynamic for (P, C) if it satisfies the following: A.1 (input-extending) For any j ≥ j and any vector φ, A j j (φ) is an extension of φ. A.2 (finalizing) For j ≥ T − 1 and any partial solution φ for (P,C) in G j−T +1 , the output A j j−T +2 (φ) is a solution for P in G ∩T j and a solution for C in G ∪T j . • An algorithm A is called (T, α)-network-static for (P, C)
if it satisfies for any input φ: B.1 (partial solution) Its output in round j is a partial solution for (P, C) in G j .
B.2 (locally static) For each v ∈ V r and each interval
, the output of v is = ⊥ and does not change for all l ∈ [r + T, r 2 ].
A.1 requires that a dynamic algorithm never deletes anything from a partial solution of a problem. A.2 says that any solution which is a partial solution of both problems is completed within T rounds. B.1 ensures that the algorithm always computes partial solutions for the current graph and B.2 ensures that the algorithm behaves well if it is locally static.
Now, we combine a T 2 -network-static algorithm SALG with a T 1 -dynamic algorithm DALG. SALG is started in round zero and serves as a base algorithm that first computes a partial solution and forwards it to DALG. Then DALG extends it to a full solution. If the graph is locally static, SALG provides a locally unchanged output that is not changed by DALG. 
. This is the input of all DALG instances starting between r + T 2 + 1 and r 2 + 1. As DALG is input-extending (A.1) (ψ) v is also the output of CONCAT for v in any round l ∈ [r + T 1 + T 2 , r 2 ].
The following remark holds along similar lines as the proof of Theorem 1, 1.
Remark 1. Theorem 1 also holds if V 0 = ∅ and the algorithm is started with a solution in G 0 for P and C as input. Remark 2. In principle, using the same technique, one could also combine more than two algorithms. One could for example imagine to also have a dynamic network algorithm that has stronger guarantees, but only works in dynamic networks with much more limited dynamic changes. In combination with the static and the dynamic algorithms considered in the paper, this can lead to an algorithm that a) converges to a locally stable solution if the graph is locally static, b) satisfies the stronger dynamic guarantees if the topological changes are only of the required limited form, and c) satisfies the dynamic guarantees of the present paper for arbitrary dynamic topologies.
We complete this section by making our statement that we turn a large class of static graph problems into graph problems defined on dynamic graphs formal. For a static graph problem which can be decomposed into a packing problem P and a covering problem C and a parameter T , the corresponding dynamic graph problem consists of all sequences (G 1 , y 1 ), (G 2 , y 2 ), . . . such that each y r is a T -dynamic solution for (P, C), i.e., (G ∩T r , y r ) ∈ P and (G ∪T r , y r ) ∈ C. Given (P, C), our framework allows to build algorithms for the aforementioned corresponding dynamic graph problem with the additional property of giving a locally static solution if the graph is locally static.
IV. COLORING IN HIGHLY DYNAMIC NETWORKS
In this chapter we consider the coloring problem. Let C P be the problem of properly coloring the nodes of a graph without an upper bound on the number of colors. C C is the (potentially non proper) degree + 1 coloring problem, i.e., the color c(u) of node u has to be in the range {1, . . . , deg(v) + 1}. Both problems are LCL problems as the feasibility of a solution can be checked by investigating the 1-neighborhood. We will present two randomized algorithms, one being T -dynamic and the other (T, α = 2)-network-static for (C P , C C ) w.h.p., for a T ∈ O(log n).
Both algorithms are variants of the following basic randomized coloring algorithm [50] , [51] that operates in phases of two rounds: In the first round each uncolored node v chooses a tentative uniformly at random color from the range {1, . . . , deg(v) + 1}\S (where S is the set of forbidden colors that colored neighbors have chosen previously). In the second round v keeps the color if no neighboring node picked the same color and otherwise it discards the color. This two rounds in one phase implementation does not allow asynchronous wake-ups. Instead we provide a pipelined version in which all rounds are identical and a common global round counter is not needed. Thus our algorithm works in the asynchronous wake-up model.
A. The O(log n)-Dynamic Coloring Algorithm DCOLOR
DCOLOR is a variant of the basic randomized coloring algorithm, with the difference that the communication network is always restricted to the current intersection graph. We continue with an informal description of the algorithm: At all times each uncolored node has a palette P v of potential colors. When DCOLOR is started in round j, the palette P v is initialized with the set [d j (v) + 1] without the colors of v's neighbors in G j . As long as v is uncolored, in each round r ≥ j it chooses a tentative uniformly at random color from its current palette, sends it to its neighbors and receives the tentative colors and permanently chosen colors from its neighbors in the intersection graph G r∩ j+r . If its tentative color c is not among the received colors, v permanently keeps color c and informs its neighbors about its choice in the next round. Otherwise, v stays uncolored, deletes the received permanent colors from its palette and repeats the procedure. We show that DCOLOR is O(log n)-dynamic, w.h.p.
We need to show that DCOLOR has properties A. 1 Once all nodes are colored the output of DCOLOR will be the same in all following rounds as DCOLOR never uncolors a node.
B. The O(log n)-Network-Static Coloring Algorithm SCOLOR
SCOLOR is similar to DCOLOR and we describe a single round of the algorithm: Colored nodes send their color to their neighbors (call these colors fixed to distinguish them from tentative colors), uncolored nodes choose a tentative color from their palette and send them to their neighbors. But here, unlike in DCOLOR, the graph used for communication in round r is the current graph G r and not the intersection graph. Then the color palettes are updated: Node v's new palette is the set [d r (v) + 1] without the fixed colors of its neighbors. So in contrast to DCOLOR, colors can also be added to the palette. Then two cases are considered: (1) If v is uncolored, it checks if its tentative color is part of its new palette and not among its neighbors' tentative colors. If yes, v colors itself with this color, if not, v stays uncolored. (2) If v is colored, it checks if its color is part of its palette. If yes, it keeps its color, if not, it uncolors itself. We show that SCOLOR is (T, α = 2)network-static, w.h.p. The result is based on the local nature of the classic proof and the fact that a node and its neighbors do not uncolor themselves in SCOLOR if the 2-neighborhood of the node is static.
C. Proof of Corollary 1
Theorem 1 with the O(log n)-network-static SCOLOR for (C P , C C ) (cf. Lemma 3) and the O(log n)-dynamic algorithm DCOLOR (cf. Lemma 1) for (C P , C C ) implies the result.
Remark 3. The analysis of DCOLOR and SCOLOR does not require the adversary to have any obliviousness. Thus, all results in this section are valid even for an adaptive offline adversary, which knows the choice of random bits in any round in advance.
V. MIS IN HIGHLY DYNAMIC NETWORKS
Let M P be the independent set problem (packing) and M C be the dominating set problem (covering). Both problems are LCL problems as the feasibility of a solution can be checked by investigating the 1-neighborhood. Instead of the vectornotation from Section II, we use the more intuitive notion with dynamic set variables: Algorithms produce a tuple of sets (M, D) with M denoting the MIS-nodes and D the dominated nodes. This notation can be easily translated into the vectornotation from Section II by setting the value of a node to
The algorithm in section Section V-A is a modification of Luby's algorithm [1] , [3] . Luby's algorithm proceeds in phases of two rounds: First each undecided node draws a random number and sends it to its neighbors. In the second round, nodes with the smallest number in their neighborhood join M and inform their neighbors which then join D. We present a pipelined version of Luby's algorithm in which each round is identical such that it works in the asynchronous wake up model.
A. The O(log n)-Dynamic MIS Algorithm DMIS
In DMIS (dynamic MIS), any form of communication in round r ≥ i (if DMIS is started in round i) ignores edges added by the adversary after round i, i.e., communication is restricted to the graph G
More detailed: At all times each node is in exactly one of three sets, i.e., in the set M of MIS-nodes, in the set D of dominated nodes or in the set U , i.e., the node is undecided. The algorithm can be started in round i with any configuration of states such that M forms an independent set of G i and each node in D has a neighbor in M in G i . To identify the current communication graph G ∩R r , we introduce a parameter R that is initialized with zero and raised in every round. 10 Sending. Each node v ∈ M sends a mark to all nodes that were neighbors in the last R rounds, that is, to all neighbors of v in the graph G R∩ r ; each node v ∈ U draws a random number and sends it to its neighbors that were neighbors in the last R rounds.
After Receiving. Nodes that receive a mark change their state to dominated. Still undecided nodes that drew a smaller number than all random numbers they received join M . At the end of the round, the parameter R is increased by one.
Output. The algorithm returns the state of each node at the end of each round, i.e., it either returns mis, dominated or undecided.
First we prove that there is a T ∈ O(log n) such that after T −1 rounds of DMIS, w.h.p., all nodes are decided, i.e., either joined M or D. The proof is similar to the 'standard' Luby analysis in [55] , [56] , but needs additional care due to the dynamicity of the graph. As the graph changes, edges which are needed to inform neighbors about a joining MIS node might not be there anymore in the next round and the proofs in [55] , [56] heavily rely on these edges. We adapt the proof and show that in expectation one third of the edges between undecided nodes are removed in the intersection graph, either because the adversary removes the edge or because one (or both) endpoints join M or D. This implies the following result. Note that Lemma 5 does not need any requirements on the input. However, in the proof of Lemma 4, it is necessary that the input is a partial solution.
B. The O(log n)-Network-Static MIS Algorithm SMIS
The framework presented in Section III applied to the MIS problem starts a new instance of DMIS in every round. After T rounds it outputs the oldest instance and discards it. These instances should not start to compute a solution from scratch if the dynamic graph does not change much. Instead each instance begins its computation with a backbone independent set that does locally not change if the graph is locally static. The algorithm that computes the backbone independent has to be network static (cf. Definition 5) and here we present and analyze the network static algorithm SMIS (static MIS). It is strongly influenced by Ghaffari's algorithm [2] with the crucial difference that nodes can leave the set of MIS nodes and become undecided again. SMIS uses the current graph for all communication.
SMIS: At all times, each node is in exactly one of three sets: In the set M of MIS-nodes, in the set D of dominated nodes or in the set U of undecided nodes. Each node v has a desire-level p(v) which is initially set to 1/2 and is updated in every round. It is upper bounded by 1/2 and lower bounded by 1/(5n) 11 . In each round, the effective-degree of v, δ(v), is set to δ(v) = u∈N (v)∩U p(u) and is used to update v's desire-level. As long as v is decided, its desire-level does not influence the algorithm and thus it is not updated until v becomes undecided again. p r (v) (δ r (v)) denotes the desire-level (effective-degree) of v at the beginning of round r before they are updated in the course of the round.
Sending. At the start of round r each node v in M sends a mark to all neighbors in G r ; each node v in U becomes a candidate with probability p r (v) and sends p r (v) and the information whether it became a candidate to its neighbors in G r . After Receiving. Undecided nodes update their desire-level. Nodes that were in state undecided and received a mark join the set D. Still undecided nodes that became a candidate and have no neighbor that is also a candidate join M . Nodes in M that received a mark leave M and become undecided. Nodes in D which loose their domination, i.e., do not receive a mark in the current round, become undecided. Output. The algorithm returns the state of each node at the end of each round. Lemma 6. SMIS is (T, α = 2)-network-static for (M P , M C ), w.h.p., for a T ∈ O(log n).
We show that after O(log n) rounds of SMIS, a node v is decided, w.h.p., if its 2-neighborhood is static, and does not change its output as long as its 2-neighborhood is static. The core ideas of the proof are contained in the purely local analysis of [2] . However, the proof needs to be adapted in several places. Most important is the change of the definition of golden rounds of type two that is needed because we use a pipelined version of the algorithm in [2] . Further, we need a more careful reasoning due to the facts that a node might not have desire level 1/2 when its neighborhood becomes static and the cap of desire levels at 1/5n. 
VI. DISCUSSION

A. A Simple Recipe for Developing Algorithms for Dynamic Graphs
We believe that Section IV and Section V illustrate a general method to convert a distributed algorithm A with running time T for a given static graph problem (which can be decomposed into a packing and covering problem) into a T -dynamic and a (T, α)-network-static algorithm for the corresponding dynamic graph problem. For the T -dynamic algorithm, run A on the intersection graph (over all graphs since the start of the algorithm) and a node that generates an output keeps it in all following rounds. The correctness of such an algorithm is usually immediate; the analysis of the running time (the number of rounds until all nodes have an output = ⊥) may need small adaptions that depend on the strength of the adversary. For the (T, α)-network-static algorithm, run A on G r as the communication graph in round r with the additional property that at the end of the round, a node v with output = ⊥ gets undecided again if the partial packing or covering property is violated at v (cf. Definition 4). This recipe seems promising to work for a wide range of local distributed graph algorithms.
B. Future Work
For the MIS and coloring problem we found T -dynamic and (T, 2)-network-static algorithms with window size T = O(log n). This window size is optimal assuming that there are no faster algorithms for the static versions of the problems. However, for future research, one could allow more general use of this window. In the present algorithms the feasibility of an output φ depends on the topology of the last T graphs in the dynamic graph sequence. In particular, output φ is feasible if it satisfies the packing constraint on the intersection graph G ∩T and the covering property on the union graph G ∪T . Generalizing this feasibility definition to more general dependencies on the recent topology, e.g., only consider edges that have been there for a a δ-fraction of the last T rounds, with δ ∈ (0, 1], is of interest.
In this paper, we assumed a round-based model, i.e., topological changes and sending messages are done in synchronous rounds. However, nodes do not need common knowledge of a round counter and, in particular, our algorithms work for asynchronous wake up. Algorithms with two or more types of rounds, e.g., the standard version of Luby's MIS algorithm alternates between competing rounds and notification rounds, do not immediately work with asynchronous wake up as nodes need to know the type of round when waking up (at least if it is necessary that nodes synchronously execute the same steps). Thus, to enable asynchronous wake up, we provided algorithms in which the nodes' behavior in every round is identical. An object of interest for future research would be considering an even higher extent of asynchronicity and removing the round-based model.
