ABSTRACT. A labeling (or valuation) of a graph G is an assignment of integers to the vertices of G subject to certain conditions. A hierarchy of graph labelings was introduced by Rosa in the late 1960s. Rosa showed that certain basic labelings of a graph G with n edges yielded cyclic G-decompositions of K 2n+1 while other stricter labelings yielded cyclic G-decompositions of K 2nx+1 for all natural numbers x. Rosa-type labelings are labelings with applications to cyclic graph decompositions. We survey various Rosa-type labelings and summarize some of the related results.
Introduction
Unless otherwise noted, all graphs considered herein are without isolated vertices, loops, or multiple edges. Undefined graph-theoretic terminology can be found in the textbook by W e s t [38] .
The base of a graph G is the graph obtained when the vertices of degree 1 are removed from G. A caterpillar is a tree whose base is a path. A lobster is a tree whose base is a caterpillar. A tree is symmetric if it can be rooted such that any two vertices in the same level have the same degree.
If m and n are integers with m ≤ n we denote {m, m+1, . . . , n} by [m, n] . Let N denote the set of nonnegative integers and Z n the group of integers modulo n. If we consider K m to have the vertex set Z m , by clicking we mean applying the isomorphism i → i + 1. Likewise if we consider K m,m to have the vertex set Z m × Z 2 , with the obvious vertex bipartition, by clicking we mean applying the isomorphism (i, j) → (i + 1, j).
Let V (K n ) = {0, 1, . . . , n−1}. The length of an edge {i, j} in K n is min{|i−j|, n − |i − j|}. Thus if the elements of V (K n ) are placed in order as vertices of an equisided n-gon, then the length of edge {i, j} is the shortest distance around the polygon between i and j. Edge {i, j} is a wrap-around edge if the length of {i, j} is n − |i − j|. Note that clicking an edge does not change its length. Also note that if n is odd, then K n consists of n edges of length i for i = 1, 2, . . . , n−1 2 . If n is even, then K n consists of n edges of length i for i = 1, 2, . . . , ; moreover, in this case, the edges of length n 2 constitute a 1-factor in K n .
Let V (K n,n ) = {0, 1, . . . , n − 1} × Z 2 . The length of an edge e = {(i, 0), (j, 1)} in K n,n is j − i if j ≥ i and n + j − i otherwise. If i > j, then e is a wrap-around edge. As with K n , note that clicking an edge in K n,n does not change its length. Also note that K n,n consists of n edges of length i for i = 0, 1, . . . , n − 1.
Let K and G be graphs with G a subgraph of K. A G-decomposition of K is a set ∆ = {G 1 , G 2 , . . . , G t } of subgraphs of K each of which is isomorphic to G and such that the edge sets of the graphs G i form a partition of the edge set of K. The elements of ∆ are called G-blocks. Such a G-decomposition ∆ is cyclic (purely cyclic) if clicking is a permutation (t-cycle) of ∆.
A G-factor of a graph K is a set of G-blocks whose vertex sets partition the vertex set of K. A G-factorization is a G-decomposition where the G-blocks are partitioned into G-factors. A G-factorization is also called a resolvable G-decomposition.
Let λ K n denote the undirected multigraph on n vertices in which each pair of vertices is joined by exactly λ edges.
is symmetric if the number of G-blocks in the design equals n. For surveys on G-designs, see [4] and [13] . Note that a graph G with n edges can always be embedded in K t for t ≥ 2n. It is simple however to find graphs with n edges that do not decompose K 2n (for example, there is no (K 6 , K 3 )-design). Thus it is natural to ask the following:
ON ROSA-TYPE LABELINGS AND CYCLIC GRAPH DECOMPOSITIONS ÉÙ ×Ø ÓÒ 1.1º For which graphs G with n edges does there exist a
Note that such a design is necessarily symmetric. Similarly, if G of size n is bipartite, then G can be embedded in K t,t for all t ≥ n. Here one can ask:
ÉÙ ×Ø ÓÒ 1.2º For which bipartite graphs G with n edges does there exist a
The simplest way to find (
Then clicking G the appropriate number of times (2n in K 2n+1 and n − 1 times in K n,n ) would yield the desired designs cyclically. That is exactly the idea behind graph labelings.
A labeling or valuation of a graph G is a function from V (G) into N. In 1967, R o s a [37] , with certain input from K o t z i g , introduced several types of graph labelings seemingly as tools for decomposing complete graphs into isomorphic subgraphs. These labelings are particularly useful in attacking the following conjectures.
ÓÒ ØÙÖ 1.2º Every tree with n edges divides the complete graph K 2n+1 . ÓÒ ØÙÖ 1.3º Every tree with n edges divides the complete bipartite graph K n,n .
Since every tree with n edges divides a tree with nx edges for all positive integers x, Conjecture 1.2 implies the following.
ÓÒ ØÙÖ 1.4º Every tree with n edges divides K p for all p ≡ 1 (mod 2n). Conjecture 1.2 is known as Ringel's Conjecture. R i n g e l proposed it at a meeting in Smolenice, Slovakia, in 1963. Conjecture 1.3 is part of the folklore of the subject and cannot necessarily be credited to anyone in particular. Both Conjectures 1.2 and 1.3 are special cases of conjectures of Graham and Hä g g k v i s t (see [27] Labelings that in a straightforward way lead to graph decompositions will be called Rosa-type labelings because of the influence of Rosa's original article [37] on the subject. In this article, we survey some of the Rosa-type labelings and some of the related results and conjectures. For a comprehensive look at all varieties of graph labelings we direct the reader to the dynamic survey on the topic by G a l l i a n [24] . Before proceeding, we give some additional information on graph designs.
More on graph designs and other decompositions
It seems certain that Ringel's conjecture was the original motivator for R o s a 's (and K o t z i g 's) introduction of labelings. R o s a [37] credits K o t z i g with the following strengthening of Ringel's conjecture.
ÓÒ ØÙÖ 2.1º
If T is a given tree with n edges, then there exists a purely
In design terms, Conjecture 2.1 proposes that there exists a cyclic (K 2n+1 , G)-design for every tree G of size n. Such designs need not be restricted to trees and may or may not be cyclic. Recall that Question 1.1 asks for graphs G of size n for which there exists a (
Call a graph G with n edges Ringelian if there exists a (K 2n+1 , G)-design. We note incidentally that if such a G is the complete graph of order k, then a (
, which is necessarily a projective plane of order k−1 (see [11] ). Thus there are graphs which are not Ringelian. For example, there is no (K 43 , K 7 )-design. Until recently, it was unknown whether or not there is a non-complete graph G which is not Ringelian. This was settled in [14] , where it is shown that there is no (K 29 , K 6 − e)-design. It is also known that there exist Ringelian graphs G of size n for which there does not exist a cyclic (K 2n+1 , G)-design. The smallest such graph is K 7 − K 3,3 , the graph consisting of two copies of K 4 sharing a vertex.
As for Question 1.2, we have previously proposed that every bipartite graph G of size n decomposes K n,n . At this point, there is no known counterexample. It is easy however to find bipartite graphs G of size n that do not decompose K n,n cyclically. The graph consisting of two vertex-disjoint copies of K 2 is the smallest such graph.
Rosa's original labelings
Recall that for a graph G, a function h : V (G) → N is called a labeling of G. In [37] , R o s a introduced a hierarchy of graph labelings (he called them graph valuations) seemingly with the purpose of using them to obtain cyclic graph decompositions. R o s a 's original labelings are: ρ, σ, β and α.
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ρ-labelings
Let G be a graph with n edges. A ρ-labeling of G is a one-to-one function
. . , 2n} so that there is exactly one edge of G of length i for i = 1, 2, . . . , n. R o s a [37] proved the following.
Ì ÓÖ Ñ 3.1º Let G be a graph with n edges. There exists a purely cyclic
G-decomposition of K 2n+1 if and only if G has a ρ-labeling.
Theorem 3.1 does not necessarily extend to G-decompositions of K 2nx+1 . Also, if G is bipartite, then a ρ-labeling of G does not necessarily yield a G-decomposition of K n,n . However, if G has a vertex of degree 1, then a ρ-labeling of G yields an additional graph decomposition application.
Ì ÓÖ Ñ 3.2º Let G be a graph with n edges and let v be a vertex of degree 1
Note that in light of Theorem 3.1, Conjecture 2.1 is equivalent to the following. We note that according to [3] , all but 18 of the 12,345 non-empty graphs of order at most 8 admit ρ-labelings (see Section 6) . We have previously conjectured that all bipartite graphs and all 2-regular graphs admit ρ-labelings.
ÓÒ ØÙÖ 3.3º Every tree admits a ρ-labeling.
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σ-labelings
A lesser-known labeling introduced by R o s a [37] is the σ-labeling. A ρ-labeling f of a graph G with n edges is a σ-labeling if |f (u)−f (v)| : {u, v} ∈ E(G) = {1, 2, . . . , n}. Thus in a σ-labeling there are no wrap-around edges.
Suppose G with n edges has a σ-labeling. Then G can be embedded in K 2n+2 so that there is exactly one edge of G of length i for i = 1, 2, . . . , n. Since the edges of length n + 1 constitute a 1-factor in K 2n+2 , we have the following.
Ì ÓÖ Ñ 3.5º If G with n edges admits a σ-labeling, then there exists a cyclic
As with ρ-labelings, a σ-labeling of G with n edges does not necessarily yield G-decompositions of K 2nx+1 nor does it necessarily yield a G-decomposition of K n,n .
Let G be a graph with n edges and suppose every vertex of G has even degree. If G has a σ-labeling f , then the sum of edge labels in G is
which is necessarily even (since every vertex has even degree) and equals
. Thus we must have 4 | n(n + 1) and hence n must satisfy n ≡ 0 or 3 (mod 4). This was shown in R o s a 's original article [37] and is known as the parity condition.
Ì ÓÖ Ñ 3.6º Let G be a graph of size n and suppose every vertex of G has even degree. If G admits a σ-labeling then n ≡ 0 or 3 (mod 4).
We note that there is no known bipartite graph that satisfies the parity condition and has no σ-labeling.
β-labelings
The best-known labeling introduced by R o s a is β-labeling. Let G be a graph with n edges. A one-to-one function f :
Five years after R o s a 's paper, G o l o m b [25] introduced what R o s a had called a β-valuation as a graceful labeling. Martin Gardner is credited with popularizing graceful labelings by writing about them in his Scientific American columns (see [24] ).
A graph that admits a graceful labeling is called graceful. Note that a β-labeling is necessarily a σ-labeling, which in turn is a ρ-labeling. Thus Theorems 3.1 and 3.5 also apply to "graceful" graphs. Unfortunately, as far as Conjectures 1.3 and 1.4 are concerned, a graceful labeling, which is far more restrictive than a ρ-labeling, offers little additional advantage. Again, Theorem 3.7 does not necessarily extend to G-decompositions of K 2nx+1 nor does it necessarily yield a G-decomposition of K n,n when G is bipartite.
A β-labeling does however lead to some decomposition results that cannot be obtained from ρ-or σ-labelings. For a graph G, let rG denote the vertex-disjoint union of r copies of G.
Ì ÓÖ Ñ 3.8º Let G be a graph of size n that has a β-labeling. Then there exists a cyclic 2G-decomposition of K 2n+2 − I, where I is a 1-factor.
We illustrate how Theorem 3.8 works. Take two vertex-disjoint copies of G. Keep the same labels in one copy and add n + 1 to each label in the second copy (see Example 3.9). Clicking the graph n times yields the desired result. The 1-factor is the set edges of length n + 1. Note that if G in Theorem 3.8 satisfies |V (G)| = |E(G)|+1, then the resulting decomposition is resolvable (i.e., a G-factorization). Example 3.11 illustrates how Theorem 3.10 works. Embed G with the β-labeling in K n+1 . We obtain the desired result by clicking G a total of n +1 times. The corresponding design is thus symmetric. Note that G need not be a tree. It simply has to satisfy |V (G)| = |E(G)| + 1.
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Example 3.11. A β-labeling of a graph G of size 6 and an embedding of G in K 7 that yields a G-factorization of 2 K 7 . Of course the most famous conjecture on labelings is the conjecture that every tree is graceful.
ÓÒ ØÙÖ 3.12º Every tree has a β-labeling.
Conjecture 3.12 is known as the graceful tree conjecture and is often credited to K o t z i g and R i n g e l or to R o s a . Its first appearance in the literature is in [37] . In spite of many partial results, the conjecture remains open.
A
necessary condition for a graph G to be graceful is |E(G)| ≥ |V (G)| − 1. This need not hold for σ-and ρ-labelings of G.
There are bipartite graphs that satisfy the parity condition as well as the condition |E(G)| ≥ |V (G)| − 1 and yet fail to be graceful. The vertex-disjoint union of a C 4 and K 2 is one such example. Moreover, there are 2-regular graphs that satisfy the parity condition and fail to be graceful. The graph C 3 ∪ C 3 ∪ C 5 is the smallest such graph.
α-labelings
The last valuation introduced by R o s a is the α-labeling. It is restricted to bipartite graphs and is called a bipartite labeling by some in the literature.
A β-labeling f of a bipartite graph G with n edges and bipartition (A, B) is an α-labeling if there exists an integer k such that f (a) ≤ k for every a ∈ A and
An α-labeling of a graph G with n edges yields broader graph decomposition applications than do the previous labelings. R o s a [37] showed the following.
Ì ÓÖ Ñ 3.13º If G with n edges admits an α-labeling, then there exists a cyclic G-decomposition of K 2nx+1 for all natural numbers x.
It is not difficult to see how Theorem 3. 
It is easy to see that f is an α-labeling of G(x) and thus Theorem 3.1 applies.
Example 3.14. An α-labeling of K 2,3 and three K 2,3 -blocks that can be used for a cyclic K 2,3 -decomposition of K 37 . Theorem 3.13 offers a substantial advantage over Theorem 3.1. Moreover, α-labelings can be used to obtain cyclic decompositions of complete bipartite graphs (see [31] ).
Ì ÓÖ Ñ 3.15º If a bipartite graph G of size n has an α-labeling, then there exists a purely cyclic G-decomposition of K n,n .
We give a brief description of how Theorem 3.15 works (see Example 3.16). Let f be an α-labeling of a graph G with n edges and bipartition (A, B) . Unlike ρ-, σ-, or β-labelings, it cannot be conjectured that every tree has an α-labeling. In his original article [37] , R o s a points out that trees of diameter four that contain the comet S 3,2 as a subtree do not admit α-labelings. The comet S k,m is the graph obtained from the k-star K 1,k by replacing each edge by a path with m edges. We note that not every comet S k,m with k > 2 and m > 1 fails to admit an α-labeling (see [21] ).
Other Rosa-type labelings
From a graph decomposition point of view, if a graph G is bipartite, then the most desirable labeling of G would be an α-labeling. The fact that many graphs, including some infinite classes of trees, do not admit α-labelings has lead to the introduction of labelings that produce α-like results but are less restrictive than α-labelings. Ordered and bigraceful are examples of such Rosa-type labelings of bipartite graphs.
Ordered labelings
The concept of an ordered labeling was developed by E l -Z a n a t i and V a n d e n E y n d e n and introduced through a series of articles (see for example, [21] , [20] and [9] ).
A β-, σ-, or ρ-labeling f of a bipartite graph G with n edges and bipartition We note that a uniformly-ordered β-labeling (i.e., a β ++ -labeling) is the same as an α-labeling, as introduced by R o s a . A β + -labeling is called a near α-labeling in [21] and a gracious labeling in [26] .
In [21] , it was shown that a β + -labeling of a bipartite graph G of size n leads to cyclic G-decompositions of K n,n and of K 2nx+1 . Theorems 4.1 and 4.2 work in an almost identical way to Theorems 3.15 and 3.13, respectively. Unlike with α-labelings, it can be conjectured that every tree admits a β + -labeling (see [21] and [26] ). In [21] , it is shown that the comets S k,2 , which are known not to admit α-labelings when k ≥ 3, admit β + -labelings.
ÓÒ ØÙÖ 4.3º Every tree admits a β
+ -labeling.
ON ROSA-TYPE LABELINGS AND CYCLIC GRAPH DECOMPOSITIONS
The ordered labeling with the least restrictions is a ρ + -labeling. The following is proved in [20] .
Ì ÓÖ Ñ 4.4º Let G be a bipartite graph with n edges. If G admits a ρ + -labeling, then there exists a cyclic (K 2nx+1 , G)-design for all non-negative integers x.
Theorem 4.4 works in a similar way to Theorems 3.13 and 4.2. The set-up is exactly the same as that for Theorem 3.13, except that rather than having
Example 4.5. A ρ + -labeling of C 6 and three C 6 -blocks that can be used for a cyclic C 6 -decomposition of K 37 . There is no known example of a bipartite graph that does not admit a ρ + -labeling. We conjecture that every bipartite graph admits a ρ + -labeling.
Bilabelings
Recall that if G is a graph of size n, then there exists a purely cyclic G-decomposition of K 2n+1 if and only if G can be embedded in K 2n+1 so that there is exactly one edge of G of length i for 1 ≤ i ≤ n (i.e., if an only if G has a ρ-labeling). Similarly, if G is bipartite, there is a purely cyclic G-decomposition of K n,n if and only if G can be embedded in K n,n so that there is exactly one edge of length i for 0 ≤ i ≤ n − 1. This result is considered folklore and is used regularly by researchers in the area. A labeling of G that would result in such an embedding would correspond to a ρ-labeling of G. These concepts are not unified and different terminologies are used by different researchers. We will present these labelings in a way that is consistent with R o s a 's groundbreaking work [37] .
Let G be a graph of size n with bipartition (A, B). By edge (a, b) we mean the edge {a, b} with a ∈ A and b ∈ B. A bilabeling of G is a function from Note that a ρ-bilabeling allows wrap-around edges (just as a ρ-labeling does). If wrap-around edges are not allowed, then we must have f (b) ≥ f (a) for each (a, b) ∈ E(G). A ρ-bilabeling that satisfies this additional property is a bigraceful labeling as introduced in [36] and developed further in [33] .
A ρ-bilabeling of a graph G of size n and bipartition (A, B) Figure 4 .8 shows a bigraceful labeling of the comet S 3,2 . In a technical sense, a bigraceful labeling is an ordered ρ-bilabeling.
There are bipartite graphs G with n edges that cyclically decompose K n,n without being bigraceful (hence the need to define the notion of a ρ-bilabeling). The graph consisting of three independent edges (i.e., the graph 3K 2 ) is one such graph. A bigraceful labeling of graph G of size n does offer a decomposition advantage over a ρ-bilabeling of G.
Ì ÓÖ Ñ 4.7º If G of size n has bigraceful labeling, then there exists a cyclic
G-decomposition of K 2nx+1 for all positive integers x.
R i n g e l et al. showed in [36] that if f is a bigraceful labeling of a tree T with bipartition (A, B), then
is a ρ-labeling of T . It is easy to check that the labeling f * is in fact a ρ + -labeling (see Example 4.8). Thus the result holds. R i n g e l et al [36] conjecture that all trees are bigraceful.
ÓÒ ØÙÖ 4.9º Every tree admits a bigraceful labeling.
It should be noted that a graph with a ρ + -labeling does not necessarily admit a bigraceful labeling. In fact, there is a ρ-bigraceful version of the parity condition.
Ì ÓÖ Ñ 4.10º Let G be a graph of size n and suppose every vertex of G has even degree. If G admits a ρ-bilabeling then n ≡ 0 (mod 4).
A labeling of almost-bipartite graphs
If G with n edges is not bipartite, then the best that could be obtained up until recently from a Rosa-type labeling was a cyclic G-decomposition of K 2n+1 . A non-bipartite graph G is almost-bipartite if G contains an edge e whose removal renders the remaining graph bipartite (for example, odd cycles are almost-bipartite). In [10] , B l i n c o et al. introduced a variation of a ρ-labeling of an almost-bipartite graph G of size n that yields cyclic G-decompositions of K 2nx+1 . They called this labeling a γ-labeling.
γ-labelings
Let G be a graph with n edges and h a labeling of the vertices of G. We call h a γ-labeling of G if the following conditions hold.
g1.
The function h is a ρ-labeling of G.
g2.
The graph G is tripartite with vertex tripartition A, B, C with C = {c} and b ∈ B such that {b, c} is the unique edge joining an element of B to c.
g3. If {a, v} is an edge of G with a ∈ A, then h(a) < h(v).
g4. We have h(c) − h(b) = n.
Note that if a nonbipartite graph G has a γ-labeling, then it is almost-bipartite as defined earlier. In this case, removing the edge {c,b} from G produces a bipartite graph. The labeling h * is a ρ-labeling of G * and thus the result follows by Theorem 3.1.
We illustrate the previous result with an example where n = 5 and x = 3.
or complete bipartite graph. Some nice and natural results in the flavor of Theorems 3.8 and 3.10 that arise from graceful and other labelings have been left out. For example, one can show that a graceful tree G of order n can be used to construct a tree G * of order 2n that cyclically decomposes K 2n . Such spanning tree decompositions of K 2n and the labelings that lead to them have attracted much interest recently. In particular, F r o n c e k and some of his students are responsible for several results of this type. We did not include these labelings because of the necessary lengthy definitions. We direct the interested reader to [23] and the references therein for typical results on this topic.
