The problem of examining how well an assumed distribution fits the data of a sample is of significant and must be examined prior to any inferential process. The observed failure time data of items are often not wholly available in reliability and life-testing studies. Lowering the expense and period associated with tests is important in statistical tests with censored data. Goodness-of-fit tests for perfect data can no longer be used when the observed failure time data are progressive Type II censored (PC) data. Therefore, we propose goodness-of-fit test statistics and a graphical method based on generalized Lorenz curve for PC data from a location-scale distribution. The power of the proposed tests is then assessed through Monte Carlo simulations. Finally, we analyzed two real data set for illustrative purposes.
Introduction
The problem of examining how well an assumed distribution fits the data of a sample is of significant and must be examined prior to any inferential process. The estimation of data distribution is used to Q-Q plot and histogram a graph. Also, classical methods involving the goodness-of-fit test statistic use empirical distribution function (EDF) test statistics for goodness-of-fit tests in terms of distance measured between the theoretical cumulative distribution function (CDF) and the EDF over the interval (0, 1). We then reject the hypothesized distribution if the distance is far in some metrics.
In reliability and life-testing studies, the observed failure time data of items are often not available. Lowering the expense and period associated with the tests is important in statistical tests with censored data. Among the censoring method, progressive Type II censored (PC) have become quite popular in reliability and life-testing studies.
The PC arises in a reliability and lifetime-testing experiment as follows. R 1 surviving items are eliminated from the test at random after 1 st observed failure time; in addition, R 2 surviving items are then eliminated from the test at random after the 2 nd observed failure time. This process continues until, promptly following the m th observed failure time, all the remaining R m = n − R 1 − · · · − R m−1 − m items are eliminated from the test. In test, the PC scheme R = (R 1 , R 2 , . . . , R m ) is pre-fixed. Consequently, the m ordered observed failure times, which we denote by X 1:m:n , X 2:m:n , . . . , X m:m:n , are referred to as PC.
When the observed failure time data are PC data, the goodness-of-fit tests for perfect data can no longer be used. In this motive, the goodness-of-fit test under PC has received the attention from numerous authors. Balakrishnan et al. (2002) suggested a goodness-of-fit test for the exponential distribution (ED) based on spacings from PC data, while Balakrishnan et al. (2004) subsequently extended their method to general location-scale distributions. Wang (2008) proposed another goodness-of-fit test for the ED under PC data. Pakyari and Balakrishnan (2012) proposed a modification to the EDF goodness-of-fit statistics under PC data. Pakyari and Balakrishnan (2013) recently employed a modification to the classical EDF test statistics based on order statistics, making it suitable for PC data.
In this paper, we suggest a goodness-of-fit test statistics and graphical method based on a generalized Lorenz curve for PC data from a location-scale distribution. The rest of this paper is organized as follows.
The detail explanation of the generalized Lorenz curve and proposed goodness-of-fit test procedures are presented in Section 2. We also propose a new graphical method which uses a generalized Lorenz curve. In Section 3, the power of the proposed test statistics is assessed through Monte Carlo simulations, and their power is compared with that of the test process proposed earlier by Pakyari and Balakrishnan (2013) . We found the suggested goodness-of-fit tests to be more powerful than (or as good as) the test statistics of Pakyari and Balakrishnan (2013) for different choices of sample sizes and PC schemes. Section 4 analyzed two real data sets and Section 5 provides the conclusion.
Proposed tests

Generalized Lorenz curve
Lorenz curve provides the means to evaluate income or wealth disparity between two distributions. Atkinson's theorem (1970) was the first result to give terms under which such a Lorenz inequality comparison has normative significance. In the case of an increasing and strict concave utility function, that theorem indicates that one prefer a distribution with dominating Lorenz curves do not cross. Gastwirth (1971) presented an alternative definition of the Lorenz curve in terms of the inverse of discrete variables as well as continuous ones. Let F denotes the CDF of income or wealth distribution. Then the income or wealth is assumed to be non-negative. For a given percentile p, let
denotes the inverse CDF corresponding to F . It shall be assumed all through that F is continuous CDF with finite support. The Lorenz curves corresponding to the distributions with F is defined as
where µ denotes the mean of the distribution with F . Atkinson's theorem has the restriction that both the distributions have same means. In this reason, Shorrocks (1983) extended Atkinson's theorem to unequal means. Shorrocks (1983) proposed the generalized Lorenz curve as a method to simultaneously account for differences in income mean and income disparity. The generalized Lorenz curve is a standard Lorenz curve scaled up by the mean. In this curve, the scaling reveals a dominant relationship that is not apparent from a checkup of means and Lorenz curves on their own. The height of generalized Lorenz curve shows the incomes grades, while the curvature of the generalized Lorenz curve shows the income inequality grade (Arora and Jain, 2006) .
The generalized Lorenz curve corresponding to F is the Lorenz curve scaled up by the mean µ and is given by
Proposed tests based on generalized Lorenz curve
Let X 1:m:n < X 2:m:n < · · · < X m:m:n be the PC data with PC scheme R = (R 1 , R 2 , . . . , R m ) from a location-scale distribution. Also, let the PC data have a location-scale distribution with a probability density function (PDF)
where g(·) is the known function, but µ and σ are the unknown location scale parameter, respectively. We want to test whether the PC data comes from a location-scale distribution with PDF (2.1) and in testing the null hypothesis
where F = F (x; µ, σ) denote the distribution function.
If U i:m:n = F (X i:m:n ; µ, σ), then p i:m:n = E(U i:m:n ) denote the expected value of the i th PC order statistics from the standard uniform distribution, which is given by
Generalized Lorenz curve assumed that X is a non-negative wealth or incomes. However, all distributions do not have non-negative support. In order to solve this problem, all values of the ordered PC data were subtracted by the value of the first ordered PC data, and then each result was added. Since a generalized Lorenz curve cannot show the characteristics of the skewed distribution, the above result is multiplied by (1 − p j:m:n ). Then mGLC is obtained as mGLC (p j:m:n 
where D X (i) = X i:m:n − X 1:m:n and j = 1, 2, . . . , m. Using the percentile points of Gumbel distribution, normal distribution, log-gamma distribution with parameter 4, 8, and ∞, and t distribution with 2, 3, and 4 degrees of freedom ( Figure 1 ). Let F denote the CDF of location-scale distribution, an nGLC + and nGLC − are obtained as where statistics has a disadvantage in that its distribution theory is difficult; therefore, the percentile points need to be determined through Monte Carlo simulations because the critical values are not available explicitly.
Next, we propose new plot methods using nGLC + and nGLC − ,
If the data accurately follows a location-scale distribution, the nGLC + and nGLC − are 1, and G + and G − will converge with the x-axis. So, we are going to check if the data will follow the locationscale distribution by using the degree of how much the G + and G − are apart from the x-axis. To check the shapes of G + and G − , we consider the normal distribution and Gumbel distribution. Also, we consider the t distribution with 2, 3, and 4 degrees of freedom, and log-gamma distribution with shape parameter 4, 8, and ∞ as alternatives. First, we generate 50 data from X j:m:n = F −1 (p j:m:n ) at Gumbel distribution, normal distribution, log-gamma distribution with shape parameter 4, 8, ∞, and t distribution with 2, 3, and 4 degrees of freedom. Next, we draw the G + and G − . The results of G + and G − for various distributions appear in Figure 2 . For testing the normal distribution, G + and G − converge with the x-axis at normal distribution data. In t distribution case, G + and G − are apart from the x-axis. For testing the Gumbel distribution, G + and G − converge with the x-axis at Gumbel distribution data. In log-gamma distribution case, G + and G − are apart from the x-axis.
Simulation results
In this section, we assess the power of the proposed tests by comparing the simulated power values with those of the test of Pakyari and Balakrishnan (2013) . First, we introduced Pakyari and Balakrishnan's test statistics (Pakyari and Balakrishnan, 2013) 
n , and C m:n are closely related to the modified Kolmogorov-Smirnov statistics. We generated 10,000 samples for different choices of sample sizes and PC schemes. For comparative purposes, various PC schemes were used by Balakrishnan et al. (2004) and Pakyari and Balakrishnan (2013) in their study were considered here (PC Scheme Table in Balakrishnan et al. (2004) ).
First, we consider a normal distribution with the parent distribution with the PDF
as the parent distribution. For testing the normal distribution, the alternative distribution is considered t distribution with PDF
Next, we consider a Gumbel distribution with the parent distribution with the PDF
as the parent distribution. For testing the normal distribution, the alternative distribution is considered log-gamma distribution with PDF
For a detailed discussion on these distributions, refer to Johnson et al. (1994 Johnson et al. ( , 1995 . When the alternative distribution is the distribution from which data are simulated, the rejection probabilities give the power of the test. The power values are presented in Table 1 and Table 2 . Table 1 presents the estimated power of the proposed tests when the null hypothesis stipulates normal distribution and the alternative hypothesis corresponds to t distribution with 2, 3, and 4 degrees of freedom. Table 1 shows that the proposed test statistics G + m:n and G m:n possessed better power than Pakyari and Balakrishnan's (2013) test statistics in a number of situations (indicated in bold). G + m:n was found to be better than Pakyari and Balakrishnan's (2013) test statistics in 46 out of 81 situations, while G m:n was found better than Pakyari and Balakrishnan's (2013) test statistics in 31 out of 81 situations. The proposed statistics gained better power as the progressively Type II censored sample size increased. When the data were generated from t distribution with 2 degree of freedom, the proposed statistics gained better power. The proposed statistic G + m:n was almost always more powerfull than the proposed statistics G − m:n and G m:n . Table 2 presents the estimated power of the proposed tests when the null hypothesis stipulates Gumbel distribution and the alternative hypothesis corresponds to log-gamma distribution with shape parameters 4, 8 and ∞. When it comes to testing the Gumbel distribution against a log-gamma distribution, the results become somewhat different. Table 2 shows that the proposed test statistics G Pakyari and Balakrishnan's (2013) test statistics in 52 out of 81 situations. As the PC sample size increased, the proposed statistics gained better power. The proposed statistics gained better power when the data were generated from log-gamma distribution with shape parameter ∞. The proposed statistic G − m:n was almost always more powerfull than the proposed statistics G + m:n and G m:n .
Illustrative examples
For illustrative purposes, we present here two sets of real data analysis using the Pakyari and Balakrishnan's (2013) test statistics and proposed test statistics. First, the data concerned times to breakdown for an insulating fluid tested at 32kV (Nelson, 1982) . We randomly generated a PC sample of size m = 8 from n = 15. The log data and the PC scheme employed are given in Table 3 . The values of the test statistics and the corresponding p-values are presented in Table 4 . From Table 4 , the p-values given strongly support the null hypothesis of the Gumbel distribution for the data (all p-values are greater than the significance level 0.05). Incidentally, this is in agreement with the findings of Nelson (1982) and Pakyari and Balakrishnan (2013) .
It is also able to check as the G + and G − . The G + and G − of insulating fluid log data appear in Figure 3 . From Figure 3 , the G + and G − of the insulating fluid log data is closed to zero. Thus, G + and G − conclude that the insulating fluid log data follows Gumbel distribution. Next, the data concerned the breaking strength of 23 wire connections. This data was previously studied by Nelson (1982) and King (1971) . We randomly generated a PC sample of size m = 10 from n = 20. The data and the PC scheme employed are given in Table 5 .
The values of the test statistics and the corresponding p-values are presented in Table 6 . From Table 6 , shows that the given p-values strongly support the null hypothesis of the normal distribution for the data (all p-values are greater than significance level 0.05) and are agreement with the findings of Nelson (1982) , King (1971) and Pakyari and Balakrishnan (2013) .
It is also able to check as the G + and G − . The G + and G − of wire connection strength data are Figure 3 : G + and G − of insulating fluid log data. Figure 4 . From Figure 4 , the G + and G − of wire connection strength data is closed to zero. Thus, G + and G − conclude that the wire connection strength data follows normal distribution.
Conclusions
The problem of examining how well an assumed distribution fits the data of a sample is of significant and needs to be examined prior to any inferential process. The observed failure time data of items are often not wholly available in reliability and life-testing studies. Lowering the expense and time associated with the tests is important in statistical tests with censored data. Among the censoring method, PC has become quite popular in reliability and life-testing studies. Goodness-of-fit tests for perfect data can no longer be used when the observed failure time data are PC data. Therefore, we propose a goodness-of-fit test statistics and graphical method based on generalized Lorenz curve for PC data from a location-scale distribution. The proposed test statistics G We have assumed that the location-scale distributions are Gumbel and normal distribution; however, any other location-scale distribution can also be considered shuch as exponential, half-logistic and Rayleigh distribution.
