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Abstract
We study asymptotic properties of a nonlinear ﬁrst-order partial differential equation which
describes the reproduction of blood cells. This equation under conditions proposed by
Wa’zewska generates a semigroup of transformations with highly chaotic behaviour of
trajectories. We show that this semigroup has invariant measures with arbitrary large
dimension.
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1. Introduction
We consider the partial differential equation
@u
@t
þ cðxÞ @u
@x
¼ f ðx; uÞ for ðt; xÞA½0;NÞ  ½0; 1 ð1:1Þ
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with the initial condition
uð0; xÞ ¼ vðxÞ for xA½0; 1: ð1:2Þ
Here c : ½0; 1-R and f : ½0; 1  ½0;NÞ-R are given continuously differentiable
functions satisfying
cð0Þ ¼ 0; cðxÞ40 for xAð0; 1; ð1:3Þ
f ðx; yÞpk1y þ k2 for xA½0; 1; yX0 ð1:4Þ
and
f ðx; 0Þ ¼ 0; f 0yðx; 0Þ40 for xA½0; 1; ð1:5Þ
where k1; k2 are nonnegative constants.
First-order partial differential equations are frequently used as a mathematical
model of the population of cells. In particular Wa’zewska observed [7,12] that
Eq. (1.1) with the singularity condition (1.3) describes the process of the
reproduction of the red blood cells. In this model x denotes the degree of cell
differentiation (maturity) and Z x1
x0
uðt0; xÞ dx
is the number of cells having at time t ¼ t0 the value of x in the interval ½x0; x1: The
coefﬁcient c is the velocity of cell differentiation and
f ðx; uÞ ¼ u pðx; uÞ 
 dvðxÞ
dx
 
;
where p is the proliferation rate (the relative increase of number of cells per unit
time).
From the mathematical point of view it is almost obvious (see Section 2) that
Eq. (1.1) with the initial condition (1.2) generates a semigroup fStgtX0 of operators
acting on some subspace V of the space Cð½0; 1Þ of continuous functions on ½0; 1: It
was proved [6] that under some conditions the semigroup fStgtX0 is chaotic in the
sense of Auslander–Yorke [1]. This means that every point vAV is unstable (not
locally stable) and that for some vAV the trajectory fStv : tX0g is dense in V :
Moreover, it was also shown that the semigroup fStgtX0 has invariant measures with
interesting ergodic properties [3,10,11].
These results well coincide with the fact that after some massive depletion of the
proliferating cells (which corresponds to the condition vð0Þ ¼ 0) the production of
the red blood cells (erythrocytes) may be highly irregular.
The aim of the present note is to give another characterization of the asymptotic
behaviour of the semigroup fStgtX0: Namely according to Prodi [9] and Foias [4] the
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chaotic (turbulent) dynamical systems can be described by the dimension of
invariant measures. Following this idea we will show that fStgtX0 has invariant
measures with arbitrary large ﬁnite dimension and with the inﬁnite dimension. In the
linear case some results of this type were given in [8].
The paper is organized as follows. In Section 2 is derived the explicit formula for
the semigroup fStgtX0: In Section 3 are recalled some facts concerning the dimension
of measures. It also contains the statement of main results. Section 4 is devoted to
the construction of a family fTqg of right inverse operators to St0 ; where t0 is a
properly chosen positive number. Using transformations Tq we deﬁne some iterated
function systems [2] and we discuss their properties. This is the main tool used in the
proofs, which are given in Section 5.
2. The semigroup fStgtX0
Using the method of characteristics it is easy to see that the Cauchy problem (1.1),
(1.2) has a unique solution. Here we present the sketch of the proof. It gives an
opportunity to introduce some notation.
For pX0; sA½0; 1 we denote by jðt; p; sÞ the unique solution of the equation
dx
dt
¼ cðxÞ ð2:1Þ
with the initial condition xðpÞ ¼ s; we also write jsðtÞ ¼ jðt; 0; sÞ: From (1.3) it
follows that jðt; p; sÞ is nondecreasing in t and nonnegative, in particular it is
increasing and positive for s40: Since cð0Þ ¼ 0; this solution is deﬁned (at least) for
tA½0; p: The function jsðtÞ is deﬁned for sA½0; 1 and tA½0; tðsÞ where tðsÞ is the ﬁrst
point such that jsðtðsÞÞ ¼ 1: Evidently, solution j0ðtÞ  0 is deﬁned for all tX0 and
we may admit tð0Þ ¼N:
For ðr; sÞA½0;NÞ  ½0; 1 we denote by cðt; s; rÞ the unique solution of the
equation
dy
dt
¼ f ðjsðtÞ; yÞ for 0ptptðsÞ ð2:2Þ
with the initial condition yð0Þ ¼ r: From conditions (1.4) and (1.5) it follows that this
solution exists for all tA½0; tðsÞ: Of course cðt; s; 0Þ is deﬁned for all tA½0;NÞ:
Solutions ðjsðtÞ;cðt; s; rÞÞ of system (2.1), (2.2) are characteristics of Eq. (1.1).
Thus, for each solution of (1.1) and (1.2) we have
uðt;jsðtÞÞ ¼ cðt; s; rÞ for tA½0; tðsÞ; ð2:3Þ
where r ¼ uð0; sÞ ¼ vðsÞ: Consequently, setting s ¼ jð0; t; xÞ we obtain jsðtÞ ¼ x and
uðt; xÞ ¼ cðt;jð0; t; xÞ; vðjð0; t; xÞÞÞ for ðt; xÞA½0;NÞ  ½0; 1: ð2:4Þ
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Formula (2.4) proves the uniqueness of solutions of the initial value problem (1.1),
(1.2). Since j;c and v are continuously differentiable, it also proves the existence.
Denote by Cþð½0; 1Þ the space of nonnegative and continuous functions deﬁned
on ½0; 1 and by C1þð½0; 1Þ the subspace which contains continuously differentiable
functions. Since the coefﬁcients c and f in (1.1) do not depend explicitly upon t;
formula (2.4) deﬁnes the semigroup acting on C1þð½0; 1Þ: It is of the form
StvðxÞ ¼ cðt;jð0; t; xÞ; vðjð0; t; xÞÞÞ for tX0; xA½0; 1: ð2:5Þ
Evidently, the same formula deﬁnes a family of transformations fStgtX0 acting on
Cþð½0; 1Þ: In the space Cþð½0; 1Þ with the supremum norm the transformations St
are continuous and C1þð½0; 1Þ is a dense subset of Cþð½0; 1Þ: Thus fStgtX0 is also a
semigroup on Cþð½0; 1Þ:
As we have mentioned in the Introduction, the behaviour of trajectories of the
semigroup fStgtX0 is especially interesting on the set
V ¼ fvACþð½0; 1Þ : vð0Þ ¼ 0g: ð2:6Þ
We will consider V with the metric
rðu; vÞ ¼ jju 
 vjj for u; vAV ð2:7Þ
generated by the usual supremum norm jj  jj in Cð½0; 1Þ: Evidently ðV ; rÞ is a
complete separable metric space.
We start with the following:
Lemma 2.1. The space V is invariant with respect to the semigroup fStgtX0 given by
(2.5) (i.e. StðVÞCV for tX0).
Proof. It sufﬁces to verify that Stvð0Þ ¼ 0 for vAV and tX0: Since cð0Þ ¼ 0; we have
jð0; t; 0Þ ¼ 0 and consequently Stvð0Þ ¼ cðt; 0; 0Þ: According to (1.5) y  0 is the
unique solution of (2.2) satisfying yð0Þ ¼ 0: Thus cðt; 0; 0Þ ¼ 0 which completes the
proof. &
From now the semigroup fStgtX0 will be considered only on the space V : In the
next section we recall some facts concerning the dimension of measures. They are
valid on any arbitrary metric space but to simplify notations we restrict our attention
to the space ðV ; rÞ:
3. Dimensions of invariant measures
By BðVÞ we denote the s-algebra of Borel subsets of V and by M ¼MðVÞ the
family of all ﬁnite Borel measures on V : By M1 we denote the family of all mAM
such that mðVÞ ¼ 1: For mAM the symbol supp m stands for the support of m: By
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Bðv; rÞ we denote the closed ball with centre vAV and radius r40: For ACV the
symbols diam A and cl A stand for the diameter of A and the closure of A;
respectively.
Given mAM we deﬁne the Le´vy concentration function Qm : ð0;NÞ-Rþ by the
formula (see [5])
QmðrÞ ¼ supfmðBðv; rÞÞ : vAVg for r40:
Further for a measure mAM1 we deﬁne the lower and upper concentration
dimension of m by the formulas
%
dimL m ¼ lim inf
r-0
log QmðrÞ
log r
and
%dimL m ¼ lim sup
r-0
log QmðrÞ
log r
:
Clearly both concentration dimensions are well deﬁned and nonnegative, however
they can be inﬁnite. If
%
dimL m ¼ %dimL m then this common value is called the
concentration dimension of m and it is denoted by dimL m:
As usual, for ACV ; s40 and d40 we deﬁne
HsdðAÞ ¼ inf
XN
i¼1
ðdiam EiÞs;
where the inﬁmum is taken over all countable covers fEig of A such that diam Eiod:
Then
HsðAÞ ¼ lim
d-0
HsdðAÞ
deﬁnes the Hausdorff s-dimensional measure. The Hausdorff dimension of A is deﬁned
by the formula
dimH A ¼ supfs40 : HsðAÞ40g:
Here we admit that sup | ¼ 0:
Let mAM1: The Hausdorff dimension of m is deﬁned by the formula
dimH m ¼ inffdimH A : AABðVÞ and mðAÞ ¼ 1g:
The Hausdorff dimension and the concentration dimension are related by the
following two propositions (see [8]):
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Proposition 3.1. Let mAM1 and let AABðVÞ be such that mðAÞ40: Then
dimH AX
%
dimL m:
Proposition 3.2. Let ACV be a nonempty compact set. Then
dimH A ¼ sup
%
dimL m;
where the supremum is taken over all mAM1 such that supp mCA:
A measure mAM will be called invariant with respect to the semigroup fStgtX0 if
mðS
tðAÞÞ ¼ mðAÞ for AABðVÞ; tX0:
Our main results concerning the invariant measures are the following.
Theorem 3.1. For every mX0 there exists a measure *mAM1 invariant with respect to
fStgtX0; such that
%
dimL *mXm and %dimL *m is finite.
Theorem 3.2. There exists a measure *mAM1 invariant with respect to fStgtX0 such
that dimH *m ¼N:
Theorem 3.3. There exists a measure *mAM1 invariant with respect to fStgtX0 such
that dimL *m ¼N:
Observe that these results are far from being complete. For example, instead of
Theorem 3.1 it will be nice to have the following result: For every mARþ there exists
a measure *mAM1 invariant with respect to fStgtX0 such that dimL *m ¼ m:
The proofs of Theorems 3.1–3.3 are given in Section 5. In order to understand the
biological interpretation of these results observe that the space V deﬁned by (2.6)
does not contain cells with the maturity x ¼ 0: As we have mentioned in the
Introduction the lack of these cells makes the semigroup fStgtX0 chaotic. Thus
Theorems 3.1–3.3 show that this semigroup is also chaotic in the sense of Foias–
Prodi [4,9].
4. Right inverse transformations to St0
Now we are going to construct a family of transformations fTqg which are the
right inverses to St0 with a properly chosen t0: Deﬁne
GðxÞ ¼
Z 1
x
dx
cðxÞ for xAð0; 1: ð4:1Þ
The value GðxÞ has a simple biological interpretation. Namely, if x is a maturity of a
cell, then GðxÞ represents the time the cell will mature from maturity x to maturity 1.
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By (1.3) the function G is strictly decreasing. Further, we check at once that
jðt; p; sÞ ¼ G
1ðp 
 t þ GðsÞÞ ð4:2Þ
for sAð0; 1 and tA½0; p þ GðsÞ: In particular
jsðtÞ ¼ G
1ðGðsÞ 
 tÞ for sAð0; 1 and tA½0; GðsÞ: ð4:3Þ
According to condition (1.5) there exist numbers aAð0; 1 and b40 such that
f 0yðx; yÞXb for xA½0; 1 and yA½0; a: ð4:4Þ
Choose t040 satisfying
t0XGðaÞ: ð4:5Þ
Inequalities (4.4) and (4.5) will assure the desired properties of the transformations
inverse to St0 (deﬁned below). In particular, we will prove that they are contractions.
From the biological point of view condition (4.4) is related to the known fact that the
proliferation rate of cells is large if they are not mature and the number of cells is
small.
Let
d0 ¼ G
1ðt0Þ ¼ jð0; t0; 1Þ: ð4:6Þ
Now ﬁx sA½0; 1 and tA½0; tðsÞ; where as before tðsÞ is the ﬁrst point such that
jsðtðsÞÞ ¼ 1 and tð0Þ ¼N: Consider the function
Rþ{r-cðt; s; rÞARþ:
Since f is continuously differentiable and conditions (1.4), (1.5) hold, this function is
a bijection. Thus there exists the unique function sðt; s; Þ :Rþ-Rþ satisfying
cðt; s; sðt; s; rÞÞ  r for sA½0; 1; tA½0; tðsÞ; rX0: ð4:7Þ
We assume that the constants a; b; d0 and t0 satisfying conditions (4.4)–(4.6) are
ﬁxed in the sequel. Now we deﬁne the family of transformations Tq : V-V ; qA½0; 1;
by the formula
TqvðxÞ ¼
sðt0; x; vðjðt0; 0; xÞÞÞ for 0pxpd0;
sðt0; d0; vð1ÞÞ þ qdðx 
 d0Þ for d0pxp1;

ð4:8Þ
where d is a positive constant. It will be deﬁned in the proof of the following.
Lemma 4.1. There exists a positive constant d and a closed subset UCV invariant with
respect to Tq ðTqðUÞCUÞ for qA½0; 1 such that
dð1
 d0Þjq 
 q0j=2pjjTqðvÞ 
 Tq0 ðwÞjj for v; wAU ; q; q0A½0; 1 ð4:9Þ
ARTICLE IN PRESS
A. Lasota, T. Szarek / J. Differential Equations 196 (2004) 448–465454
and
jjTqðvÞ 
 Tq0 ðvÞjjpdjq 
 q0j for vAU ; q; q0A½0; 1: ð4:10Þ
Moreover there exist constants l and LAð0; 1Þ such that
ljjv 
 wjjpjjTqðvÞ 
 TqðwÞjjpLjjv 
 wjj for v; wAU ; qA½0; 1: ð4:11Þ
Proof. From (4.7) by the differentiation with respect to r we obtain
s0rðt; s; rÞ ¼
1
c0rðt; s; sðt; s; rÞÞ
:
Since the function c satisﬁes Eq. (2.2), we have
c0rðt; s; rÞ ¼ exp
Z t
0
f 0yðjsðpÞ;cðp; s; rÞÞ dp
 
ð4:12Þ
and consequently
s0rðt; s; rÞ ¼ exp 

Z t
0
f 0yðjsðpÞ;cðp; s; sðt; s; rÞÞÞ dp
 
ð4:13Þ
for sA½0; 1; tA½0; tðsÞ; rX0: Now observe that cðt; s; 0Þ ¼ 0 for tA½0; tðsÞ and
consequently sðt; s; 0Þ ¼ 0 for tA½0; tðsÞ: For qA½0; 1 and xA½0; d0 we obtain
TqvðxÞ ¼ sðt0; x; vðjðt0; 0; xÞÞÞ 
 sðt0; x; 0Þ
¼ s0rðt0; x; yÞvðjðt0; 0; xÞÞ ð4:14Þ
with some yA½0; vðjðt0; 0; xÞÞ: Since cðp; x; 0Þ ¼ 0 and sðt0; x; 0Þ ¼ 0; we may
choose M040 such that
cðp; x; sðt0; x; yÞÞpa ð4:15Þ
for pA½0; t0; xA½0; d0; yA½0; M0 and a chosen in (4.4). From (4.4) and (4.13) we
obtain
s0rðt0; x; yÞpL for xA½0; d0; yA½0; M0; ð4:16Þ
where L ¼ e
bt0 : Let
d ¼ M0 1
 L
1
 d0 ð4:17Þ
and let
U ¼ fvAV : 0pvðxÞpM0 for xA½0; 1g: ð4:18Þ
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Using (4.8), (4.14), (4.16) and (4.17) it is easy to verify that TqðUÞCU for qA½0; 1:
Conditions (4.9) and (4.10) follow immediately from the deﬁnition of Tq:
Thus to ﬁnish the proof it sufﬁces to show that condition (4.11) holds. Fix qA½0; 1
and note that for xA½0; d0 and v; wAU we have
jTqvðxÞ 
 TqwðxÞj ¼ s0rðt0; x; yÞjvðjðt0; 0; xÞÞ 
 wðjðt0; 0; xÞÞj
for some yA½0; M0: Moreover for xA½d0; 1
jTqvðxÞ 
 TqwðxÞj ¼ jTqvðd0Þ 
 Tqwðd0Þj:
From this and (4.16) it follows the second inequality in (4.11). Further observe that
for every %xA½0; 1 there exists xA½0; d0 such that %x ¼ jðt0; 0; xÞ: This implies the ﬁrst
inequality in (4.11) with
l ¼ inffs0rðt0; x; yÞ : xA½0; d0; yA½0; M0g:
The proof is completed. &
Lemma 4.2. There exist positive constants g and C such that
gjjv 
 wjjpjjStTqv 
 StTqwjjpCjjv 
 wjj ð4:19Þ
for tA½0; t0; qA½0; 1 and v; wAU : Moreover
St0Tqv ¼ v for qA½0; 1; vAV : ð4:20Þ
Proof. Using formulas (2.5), (4.8) and the deﬁnition of j we have
StTqvðxÞ ¼ cðt;jð0; t; xÞ; sðt0;jð0; t; xÞ; vðjðt0; t; xÞÞÞÞ
for 0ptpt0; 0pxpjðt; 0; d0Þ; 0pqp1 and vAV : Since jðt0; t0; xÞ ¼ x and
jðt0; 0; d0Þ ¼ 1; this formula and (4.7) imply (4.20). Using the inclusion TqðUÞCU
we also have
jStTqvðxÞ 
 StTqwðxÞj ¼ j *c0rjj *s0rjjvðjðt0; t; xÞÞ 
 wðjðt0; t; xÞÞj ð4:21Þ
for
0ptpt0; 0pxpjðt; 0; d0Þ; qA½0; 1; v; wAU ; ð4:22Þ
where
*c0r ¼ c0rðt;jð0; t; xÞ; y1Þ; y1A½0; M0
and
*s0r ¼ s0rðt0;jð0; t; xÞ; y2Þ; y2A½0; M0:
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Observe that jð0; t; xÞA½0; d0 for 0pxpjðt; 0; d0Þ and consequently
tðjð0; t; xÞÞXt0: Thus from formulas (4.12) and (4.13) it follows that *c0r and *s0r
are positive. Let
g ¼ min *c0r min *s0r;
where the minimum is taken on the compact set
fðt; x; yÞ : 0ptpt0; 0pxpjðt; 0; d0Þ; 0pypM0g:
Then from (4.21) it follows that
jStTqvðxÞ 
 StTqwðxÞjXgjvðjðt0; t; xÞÞ 
 wðjðt0; t; xÞÞj; ð4:23Þ
where the arguments satisfy condition (4.22). For ﬁxed tA½0; t0 the function
x-jðt0; t; xÞ admits all the values from the interval ½0; 1 when x changes in the
interval ½0;jðt; 0; d0Þ: Thus (4.23) implies the ﬁrst inequality in (4.19). To prove the
second one it is sufﬁcient to use the formula
jStvðxÞ 
 StwðxÞj ¼ j *c0rjjvðjð0; t; xÞÞ 
 wðjð0; t; xÞÞj
valid for 0ptpt0; xA½0; 1 and v; wAU : The desired constant is C ¼ L max j *c0rj;
where the maximum is taken on the product of intervals ½0; t0; ½0; 1; ½0; M0 and the
constant L is given by Lemma 4.1. This completes the proof. &
In the sequel, we denote by U the subset of V given by (4.18) where M0 is a
constant such that condition (4.15) is satisﬁed.
As we observed V given by (2.6) is a complete separable metric space. The same
properties has the closed set UCV : Further according to Lemma 4.1 the
transformations Tq map U into itself and are contractions. Thus for every ﬁnite
set IC½0; 1 the family of transformations fTq : qAIg deﬁnes on U a hyperbolic
iterated function system that is a ﬁnite family of contractions which map a complete
metric space into itself (see [2]). We denote the attractor of this system by KI :
Equivalently KI is a unique compact subset of U satisfying
KI ¼
[
qAI
TqðKI Þ; KICU : ð4:24Þ
Lemma 4.3. Let I ; JC½0; 1 be finite. If
max max
qAI
min
q0AJ
jq 
 q0j
 
;max
qAJ
min
q0AI
jq 
 q0j
  
oe ð4:25Þ
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then
rðKI ; KJÞo deð1
 LÞ; ð4:26Þ
where the constants d; L are given by Lemma 4.1.
Proof. Let IC½0; 1 be a ﬁnite set. Consider the mapping
A-
[
qAI
TqðAÞ ð4:27Þ
deﬁned on the space of all bounded closed subsets of U equipped with the Hausdorff
metric generated by the metric r: From condition (4.11) it follows that
transformation (4.27) is Lipschitzean with the Lipschitz constant L: Fix ﬁnite sets
I ; JC½0; 1 satisfying (4.25). From the deﬁnition of Tq it follows that
jjTqðuÞ 
 Tq0 ðuÞjjpdjq 
 q0j for uAU ; qAI ; q0AJ:
This and (4.25) imply that
r
[
qAI
TqðAÞ;
[
qAJ
TqðAÞ
 !
ode for ACU :
Using the last inequality and the Lipschitzean property of transformation (4.27) it is
easy to verify that condition (4.26) is satisﬁed. &
As a consequence of this lemma we obtain.
Corollary 4.1. If In ¼ f2
n; 2 2
n; 3 2
n;y; 2n  2
ng for nAN; then cl
SN
n¼1 KIn
is a compact set.
Proof. From Lemma 4.3 it follows that the sequence
Sm
n¼1 KIn
 
mX1 satisﬁes the
Cauchy condition. Further, since compact subsets of V with the Hausdorff metric
form a complete metric space, the sequence
Sm
n¼1 KIn
 
mX1 converges to some
compact subset K : The limit set K of the sequence
Sm
n¼1 KIn
 
mX1 is equal to
cl
SN
n¼1 KIn : The proof is completed. &
Having a ﬁnite set IC½0; 1 and positive numbers pq satisfyingX
qAI
pq ¼ 1
we may consider the iterated function system (IFS) on measures fðTq; pqÞ : qAIg
shortly denoted by ðT ; pÞI : Further, given an IFS on measures ðT ; pÞI we deﬁne the
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corresponding operator P by
PmðAÞ ¼
X
qAI
pqmðT
1q ðAÞÞ for AABðVÞ:
Evidently P is a Markov operator. This means that PðM1ÞAM1 and that the natural
extension of P to the space of signed measures fm1 
 m2 : m1; m2AMg is a linear
operator. A measure m such that Pm ¼ m is called invariant with respect to the system
ðT ; pÞI :
To obtain the lower bound for
%
dimL m we need some additional assumptions
concerning the transformations Tq: Let KI be the compact set satisfying (4.24). We
say that the family of transformations fTq : qAIg satisﬁes the Moran condition if
Tq1ðKI Þ-Tq2ðKI Þ ¼ | for q1; q2AI ; q1aq2:
The following proposition is a simple corollary of the results proved in [8,
Theorem 3.2].
Proposition 4.1. Let ðT ; pÞI be an IFS having an invariant measure mAM1 and let KI
be the compact set satisfying (4.24). Assume that the family fTq : qAIg satisfies the
Moran condition and that
jjTqðvÞ 
 TqðwÞjjXlqjjv 
 wjj for v; wAKI ; qAI ;
where lq are constants such that 0olqo1 for qAI : Then
%
dimL mXmin
qAI
log pq
log lq
:
5. Proofs
Proof of Theorem 3.1. Fix m40 and choose NAN such that
logðN þ 1Þ

log l Xm; ð5:1Þ
where lAð0; 1Þ is given by Lemma 4.1. Now set I ¼ f0; 1=N; 2=N;y; N=Ng and
consider the IFS ðT ; pÞI with pq ¼ ðN þ 1Þ
1: The corresponding Markov operator
P acting on the space of all Borel measures on V is of the form
PmðAÞ ¼ 1
N þ 1
X
qAI
mðT
1q ðAÞÞ for AABðVÞ: ð5:2Þ
Since V is complete and separable and Tq are contractions on the invariant closed
subset U of V ; there exists a unique measure mAM1 invariant with respect to ðT ; pÞI
with the support contained in U : Moreover supp m ¼ KI ; where KI is the unique
compact subset of U satisfying (4.24) (see [2]). From (4.9) it follows that the family of
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transformations fTq : qAIg satisﬁes the Moran condition. Thus according to (4.11)
by Proposition 4.1 we have
%
dimL mX
logðN þ 1Þ

log l : ð5:3Þ
The measure m is also invariant with respect to St0 : Indeed, from (4.20) it follows
that for every AABðVÞ we have
mðS
t0ðAÞÞ ¼PmðS
t0ðAÞÞ ¼
1
N þ 1
X
qAI
mðT
1q ðS
t0ðAÞÞ
¼ 1
N þ 1
X
qAI
mððSt03TqÞ
1ðAÞÞ ¼ mðAÞ:
Now, using the condition m ¼ m3S
t0 it is easy to verify that the measure *m given by
the formula
*mðAÞ ¼ 1
t0
Z t0
0
mðS
tðAÞÞ dt ð5:4Þ
is invariant with respect to fStgtX0:
In order to evaluate the concentration dimension of *m we rewrite (5.4) using (5.2)
and the equality m ¼ Pm: Namely, we have
*mðAÞ ¼ 1
t0ðN þ 1Þ
Z t0
0
X
qAI
mðT
1q ðS
tðAÞÞ dt
¼ 1
t0ðN þ 1Þ
X
qAI
Z t0
0
mððSt3TqÞ
1ðAÞÞ dt: ð5:5Þ
Now consider a ball Bðv; rÞ with vAV and r40: Using the ﬁrst inequality (4.19) it is
easy to verify that
diamððSt3TqÞ
1ðBðv; rÞÞ-UÞp2rg for tA½0; t0; qA½0; 1:
Since supp mCU ; this gives
mððSt3TqÞ
1ðBðv; rÞÞÞpQm
2r
g
 
:
From the last inequality and (5.5) it follows that
Q *mðrÞpQm ð2r=gÞ: ð5:6Þ
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Consequently, according to (5.1) and (5.3) we have
%
dimL *mX
%
dimL mXm: ð5:7Þ
From (5.2) and the equality Pnm ¼ m we obtain
mðAÞX
1
N þ 1
 n
mðT
n0 ðAÞÞ for AABðVÞ; nAN: ð5:8Þ
Let v0  0: The equality T0v0 ¼ v0 implies that v0AKI : Thus according to (4.11) we
have
T
n0 ðBðv0; Ln diam KI ÞÞ*Bðv0; diam KI Þ-U*KI :
Since supp m ¼ KI ; this inclusion and (5.8) give
mðBðv0; Ln diam KI ÞÞX
1
N þ 1
 n
for nAN: ð5:9Þ
Analogously, using the equality StT0v0 ¼ v0 and (4.19) we obtain
Bðv0; Ln diam KI Þ-UCðSt3T0Þ
1ðBðv0; CLn diam KI ÞÞ ð5:10Þ
for nAN; tA½0; t0: From (5.5) it follows that
*mðAÞX 1
t0ðN þ 1Þ
Z t0
0
mððSt3T0Þ
1ðAÞÞ dt for AABðVÞ:
Using the last inequality and conditions (5.9), (5.10) we obtain
*mðBðv0; CLn diam KIÞÞX 1ðN þ 1Þnþ1 for nAN:
This implies
%dimL *mp
logðN þ 1Þ

log L : ð5:11Þ
The proof is completed. &
Proof of Theorem 3.2. From Theorem 3.1 it follows that there exists a sequence of
measures ðmnÞnX1 such that mnAM1 is invariant with respect to fStgtX0 and
%
dimL mnXn for nAN: Deﬁne
*m ¼
XN
n¼1
mn
2n
ARTICLE IN PRESS
A. Lasota, T. Szarek / J. Differential Equations 196 (2004) 448–465 461
and observe that *m is also invariant with respect to fStgtX0: For every AABðVÞ such
that *mðAÞ ¼ 1 we have mnðAÞ ¼ 1 for nAN: Thus from Proposition 3.1 it follows that
dimH AX
%
dimL mn for nAN:
Consequently,
dimH *mXn for nAN:
This completes the proof. &
Proof of Theorem 3.3. The proof will be divided into 2 steps. First, we will construct
a measure *mAM1 invariant with respect to fStgtX0: Next, we will prove that
dimL *m ¼N:
Step 1: For every nAN we consider the IFS
ðT ; pÞn ¼ fðTq; pqÞ: qAIng;
where pq ¼ 2
n and
In ¼ f2
n; 2 2
n; 3 2
n;y; 2n  2
ng:
Since V is complete and separable and Tq for qA½0; 1 are contractions in UCV ; for
every nAN there exists a unique measure mnAM1; supp mnCU ; invariant with respect
to the operator Pn given by
PnmðAÞ ¼ 2
n
X
qAIn
mðT
1q ðAÞÞ: ð5:12Þ
Let Kn be the attractor for the system fTq : qAIng restricted to U : Then supp mn ¼
KnCU : According to (4.20) and (5.12) for every AABðVÞ and nAN we have
mnðS
t0ðAÞÞ ¼ PnmnðS
t0ðAÞÞ ¼ 2
n
X
qAIn
mnðT
1q ðS
t0ðAÞÞÞ ¼ mnðAÞ:
From Corollary 4.1 it follows that the set K ¼ cl SNn¼1 Kn is compact. Moreover
supp mnCK for nAN and hence the sequence ðmnÞnX1 is tight. By Prokhorov’s
theorem there exists a subsequence of positive integers ðanÞnX1 and a measure
mAM1 such that ðmanÞnX1 converges weakly to m: Obviously, m is also invariant
with respect to St0 : The measure *m deﬁned by the formula
*mðAÞ ¼ 1
t0
Z t0
0
mðS
tðAÞÞ dt for AABðVÞ ð5:13Þ
is invariant with respect to fStgtX0:
Step 2: Let as before d40 and l40 be given by Lemma 4.1. Fix mAN and vAU :
Choose a positive d0 satisfying d0odð1
 d0Þ=2: Let dm ¼ 2
ðmþ2Þd0: We are going to
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show that
mnðBðv; lmdm=2ÞÞp2
m
2
for nXm: ð5:14Þ
Since mn is invariant with respect to Pn given by (5.12), we have
mnðBðv; lmdm=2ÞÞ ¼Pmn mnðBðv; lmdm=2ÞÞ
¼ 2
nm
X
ðq1;y;qmÞAðInÞm
mnððTq13?3TqmÞ
1ðBðv; lmdm=2ÞÞ: ð5:15Þ
In order to estimate this value we consider the number
cardfðq1;y; qmÞAðInÞm : Tq13?3TqmðUÞ-Bðv; lmdm=2Þa|g: ð5:16Þ
We claim that if for some rAIn and kpm
Tq13?3Tqk3TrðUÞ-Bðv; lmdm=2Þa|; ð5:17Þ
then
Tq13?3Tqk3TqðUÞ-Bðv; lmdm=2Þ ¼ | for jr 
 qj4dm=d0 ¼ 2
ðmþ2Þ: ð5:18Þ
Indeed, suppose the contrary. Then there exist u; wAU and r; qA½0; 1 such that
jr 
 qj4dm=d0 and
jjTq13?3Tqk3TrðuÞ 
 Tq13?3Tqk3TqðwÞjjplmdm: ð5:19Þ
On the other hand, from Lemma 4.1 it follows that
jjTrðuÞ 
 TqðwÞjjXdð1
 d0Þjr 
 qj=24d0jr 
 qj:
Thus by (4.11) we have
jjTq13?3Tqk3TrðuÞ 
 Tq13?3Tqk3TqðwÞjj4lkd0jr 
 qj:
Now taking in account that kpm and jr 
 qj4dm=d0; we obtain
jjTq13?3Tqk3TrðuÞ 
 Tq13?3Tqk3TqðwÞjj4lmdm
which contradicts (5.19) and ﬁnishes the proof of our claim. Evidently, for every
rAIn we have
cardfqAIn : jr 
 qjpdm=d0gp2n
m:
Using this and the claim ((5.17) implies (5.18)) it can be veriﬁed that
cardfðq1;y; qmÞAðInÞm: Tq13?3TqmðUÞ-Bðv; lmdm=2Þa|gpð2n
mÞm:
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Hence, by virtue of (5.15) we obtain
mnðBðv; lmdm=2ÞÞpð2n
mÞm2
nm ¼ 2
m
2
which completes the proof of (5.14). Since vAU was arbitrary and supp mnCU ; we
have
Qmnðlmdm=4Þp2
m
2
for every nXm: ð5:20Þ
Now we are going to estimate
mðS
tðBðv; glmdm=16ÞÞ for tA½0; t0 and vAU ;
where g comes from (4.19). Fix tA½0; t0: From the weak convergence of ðmanÞ to m
and conditions (5.20), (4.19) it follows that
mðS
tðBðv; glmdm=16ÞÞÞp lim inf
n-N
manðS
tðBðv; glmdm=8ÞÞÞ
p lim inf
n-N
2
an
X
qAIan
manððSt3TqÞ
1ðBðv; glmdm=8ÞÞÞ
p lim inf
n-N
2
an
X
qAIan
Qman ðlmdm=4Þ
¼ lim inf
n-N
Qman ðlmdm=4Þ:
By (5.20) we obtain
mðS
tðBðv; glmdm=16ÞÞÞp2
m
2
for tA½0; t0
which according to (5.13) gives
*mðBðv; glmdm=16ÞÞp2
m2
Since vAU was arbitrary and supp *mCU ; we obtain
Q *mðglmdm=32Þp2
m2 : ð5:21Þ
To calculate the limit
%
dimL *m ¼ lim inf
r-0
log Q *mðrÞ
log r
it sufﬁces to use the geometrically decreasing sequence ðglmdm=32ÞmX1: Thus
%
dimL *m ¼ lim inf
m-N
log Q *mðglmdm=32Þ
logðglmdm=32Þ :
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Using (5.21) and the equality dm ¼ 2
ðmþ2Þd0 we ﬁnally obtain
%
dimL *mX lim
m-N
m2 log 2
m logð2=lÞ þ logð128=ðgd0ÞÞ ¼ þN:
This completes the proof. &
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