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RESUMO 
A estimação de Y, a média de uma variável Y numa população finita., 
é o problema mais frequente e corriqueiro em planos amostrais. A partir de urna 
amostra aleatória simples, com ou sem reposição, a média amostral fi é o estimador 
canônico empregado. Suas propTiedades estatísticas são interessantes e podem ser 
estabelecidas de forma simples e elegante. 
Na sua simplicidade, fi tem, naturalmente, limitações. Estas limitações 
foram sendo a.lacadas por diversos meios, e a literatura apresenta uma abundância 
de alternativas, a1gumas gerais e outras voltadas a contextos particula-res. O Es-
timador de lla,zão (ER) é uma opção prática, versátil e altamente eficaz, sempre 
que se dispõe de uma variável de apoio X, com média populacional X conhecida e 
bem corrclacionada com Y, de forma que a população possa ser considera-da uma 
amostra de urna super população onde Y = {3X +e, onde {3 é uma constante c e: 
um desvio aleatório de esperança zero. 
O ER é bastante conhecido e utilizado. Suas propriedades são apre-
sentadas e discutidas em qualquer texto de Amostragem. Ver, por exemplo, Cochran 
(1977) Cap 6. Uma generalização do cstimador de razão é obtida, substituindo-se 
X por sua estimativa X baseada numa amostra grande. A variável Y só é avaliada 
em uma sub-<tmostra. }~ste Estimador de Razã.o Generalizado (ERG) é útil quando 
X é desconhecido, rna..s o custo amostrai de X, ex, é bem menor que qc 1 o custo 
amostrai de Y. Sob este ponto de vista, como uma generalização do Estimador de 
Razão, esta alternativa foi estudada por Amorim e Boché (1990). Entre as con-
!. 
dusões principais a que chegaram está a de que o ERG tem vício menor que o ER 
correspondente, e de que em se considerando os custos amostrais, o ER quase nunca 
é a melhor alternativa. Mais explicitamente, se o tamanho populacional é N e m e 
n são respectivamente os tamanhos da sub-amostra e da amostra (m ~ n ~ N), 
então, sob um modelo linear de custos a alocação ótima (determinação de n (~ m 
que minírnizam a variância do estirnador), só excepcionalmente escolherá n = N. 
Assim, só excepcionalmente o estimador de razão Y R 
' 
alternativa melhor que Y c = (YJX$) X. 
O que acontece aqui é que, para uma amostra grande, (n grande), 
X pode ter já uma variância tão pequena, que aumentos adicionais em n não acar-
retariam melhor precisão. Isto acontece quando N é muito grande, X é desconhecido 
e ex, embora menor que cy, nâo é nulo. 
Nasce aqui a idéi<:t do Estimador de Razão em Cadeia (ERC), que é o 
tema central deste trabalho. Se queremos X tão perto quanto possível de X, podemos 
utilizar em seu luga,r· um cstírnador de razão de X, desde que haja uma variável de 
apoio, W, de custo amostra.l desprezível e convenientemente correlacionada com Y 
e X. O ERC, dado por Y c = (y,fx,)(x/w)W tem como ponto de partida o ERG, 
e busca reduzir o tamanho amostrai n utilizando um estimador mais eficiente de X. 
Todos os resultados teóricos apresentados são estabelecidos de forma 
objetiva e provados rigorosamente. Estão nesta categoria as propriedades estatísticas 
básica.s- esperança, va.riância e normalidade assintótica- do cstima.dor, a questão da 
alocação ótima., e os contextos relativos à. estrutura de couelaçâo, custos amostrais e 
disponibilidade de recursos em que o ERC é a melhor alternativa sobre o ER clássico 
c o ERG. 
Os resultados teóricos são abundantemente ilustrados através de sim-
ula,çõcs. Procuramos com isto melhorar as qualidades didáticas do texto, quebrando, 




O problema mais comum em planos amostrais é a estimação de Y, 
a média populacional de uma certa variável Y, numa população finita. A qualidade 
da estimativa depende tanto do plano amostrai quanto do estimador utilizado, além, 
naturalmente, de depender da variabilidade de Y na população. Supondo-se uma 
amostra aleatória simples, sem reposição (AAS-SR), a questão que se apresenta é a 
escolha do estimador a ser utilizado. 
Assim, com base numa AAS-SR de tamanho n, rctírada de uma 
populaç.ã.o de N indivíduos, tem-se como uma opção imediata a média amostrai 
dada por 
y (11) 
onde Yi, i = 1, ... , n, são os valores observados de Y na amostra. Este estimador 
é conhecido pela sua simplicidade e por possuir algumas propriedades de interesse 




Var (ll) (1.3) 
onde s~ 
A prova dos dois resultados acima é simples e elegante. Para po-
pula.ções finitas, Hájek (1960) apresentou condições necessárias e suficientes sob as 
quais a sua distribuição converge à Normal. 
Por outro lado a média amostrai, na sua simplicidade conceitual, 
tem limítações. A teoria da amostragem oferece diversas alternativas vantajosa':> a 
fj, desde que condições específicas sejam satisfeitas. Por exemplo, com frequência é 
possível e conveniente estratificar a população antes de se sortear a amostra; signifi-
cativas reduções de variância podem ser obtidas para um mesmo tamanho amostrai. 
Em outras situações, quando urna variável X, de baixo custo amostrai e bem corre-
lacionada com Y, for disponível, pode-se pensar em alternativas como o estimador 
de ra?.ã.o ou de regressão. Tudo isto sem considerar as variações em torno de y que 
buscam lhe conferir robustez, como a média winsorizada e a média podada1 por 
exemplo; mas não trataremos aqui destas questões. 
Como o objetivo principal é obter boas estimativas a partir dos dados 
observados, o uso de informações auxiliares pode aumentar a precisão das estimativas 
produzidas. Em muit(l situações reais existe uma variável auxiliar X, positivamente 
corrdacionada corn Y, cuja média populacional, X, é conhecida. Se, nestas situações 
a populaçã.o puder ser considerada como uma amostra de uma superpopulaçã.o, onde 
a relação entre X e Y, é dada por 
4. 
y (JX + o (1.4) 
onde f3 > O e t: é um desvio aleatório com E( e) = O, então uma outra alternatíva1 




onde X é a média amostrai de X. Este estirnador, denominado Estimador de Razão, 
também já é bastante conhecido e utilizado, estando clara e detalhadamente descrito 
no Capítulo 6 de Cochran(1977). Aqui adicionamos o índice x para indicar um 
Estimador de Razão baseado em X como variável de apoio. Tal identificação é 
necessária porque outras variáveis serão utilizadas neste trabalho. 
Existem dificuldades óbvias no tratamento teórico do Estimador de 
Razão YRx, uma vez que ele envolve uma razão entre duas variáveis aleatórias, yjX. 
Todavia estes problemas já foram satisfatoriamente contornados através de resul-
tados teóricos aproximados, que permitem algumas conclusões importantes corno, 
por exemplo, que o Estimador Razão é viciado, exceto para alguns tipos especiais 
de população. Além djsso, Brewcr(1963) e Royal(1970), mostraram que em po-
pulações finitas, se a relação entre X e Y for uma reta passando pela origem e se 
a variância de Y em torno desta reta for proporcional a X, o Estimador de Razão, 
Y Rx, é BLUE. E ainda, sob algumas condições pouco restritivas, a sua distribuição 
converge à normal(Scott e Wu, 1982). 










_;.._ - Sv 
n x 
(1.7) 
Y f X é a razão populacional) 
Em muitos casos de interesse prático, sob condições bastante gerais 
a respeito da correlação entre X e Y, a variância de Y Rx é substancialmente menor 
que a de y o que faz do Estimador de Razão uma ferramenta versátil e de grande 
utilidade. 
Diversas situações práticas sugerem o uso do Estimador de Razão. 
Em levantamentos censitários frequentemente já se dispõe de dados referentes a 
um levantamento anterior. Outras vezes X é a medida de uma certa grandeza 
por um método pouco preciso1 porém barato 1 enquanto Y é a medida da mesma 
grandeza por um método de alta precisão1 mas caro e demorado. Um exemplo 
interessante de aplicação dos estimadores de razão ocorre em inventário florestal: 
Quer-se determinar o volume médio das árvores num reflorestamento de eucalipto. 
A medição do volume (Y) é demorada, já a medição do diâmetro do tronco a 130 em 
da base- denominado DAP, para Diâmetro a Altura do Peito -, é simples e rápida, 
fornecendo urna variável de apoio X de excelente correlação com Y. 
Vej<nnos um exemplo que ilustra o emprego do ER, comparando-o 
com a média amostra!. 
Exemplo 1.1. Considere o Conj1mto de Dados NQ 1 do Apêndice A 1 onde Y = 
399.04. Suponha o problema âe estimar Y, a pm·tir de urna A_AS-SR1 utilizando a 
média amostml fi e o estimador de razão, Y Rx. Para tamanhos amostrais iguais a 
20, 40, 60, 80, 100, 150, 200 e 250, e com base em 1000 r·epetiçôes de Monte Carla 
para cada caso, obtívemoB a midia, o deB-vio padr·ão, DP.Mc 1 de cada estimador. 
6. 
Estes resultados estão apresentados na tabela abaixo, onde também apresentamos 
o desvio padrão teórico de Y Rx, D Preor 1 obtido da expressão aproximada para a 
variância, dada por {1. 7}. Vemos que o desvío padrclo de Y é cerca de 4 vezes o 
desm'o pad·rão de Y Rx, 
Tabela 1.1. Resultados de 1000 repetições de Monte Carlo para diversos tama-
nhos de amostra. 
n - YRx y n jJ YRx 
20 Média. 402.42 398.84 100 Média 400.09 398.86 
D.PMc 46.40 11.73 D.PMc 19.73 5.22 
D.P'l'eor - 11.96 D.PTeor - 5.13 
40 Média 399.44 398.81 150 Média 399.16 398.88 
D.PMc 31.95 8.37 D.PMc 15.49 4.08 
D.Preor - 8.37 D.Preor - 4.07 
60 Média 399.41 398.99 200 Média 398.25 398.84 
D.PfiiC 25.96 6.71 D.Puc 12.86 3.40 
D.PTeor - 6.76 D.PTeor - 3.42 
80 Média 398.84 398.71 250 Média :l94.08 398.99 
D.PA-tC 22.89 5.90 D.PMc 11.18 3.02 
D.PTeor - 5.80 D.Preor - 2.96 
7. 
Figura 1.1. \/isua.lizaç.ão dos resultados <J.presentados na Tabela 1.1. para, n=G0
1 
100 e 200 
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Na utilização do Estimador de Razão geralmente se supõe que o 
custo amostrai unitário da varíável X é nulo. Para ilustração, e já para introduzir 
alguns conceitos bá..'Ücos que empregaremos mais adiante, consideremos o seguinte 
modelo linear de custos C= Co+ nx.cx + ny.cy, onde C é o custo total do plano 
amostrai, Co são os custos iniciais fixos, ex e ey são os custos amostrais unitários 
das variáveis X e Y respectivamente, e nx e ny o número de unidades em que X e 
Y serão medidas respectivamente. 
Exemplo 1.2. Suponhamos agora que os custos amostrais unitáríos de X e Y 
seJam respectivamente, ex :::: 1 e cy = 10, isto é! X é bem. mais bamto que Y 1 mas 
não é grátis. Suponhamos ainda que a quantidade de recursos disponíveis para esta 
pesquisa seJa C = 20001 com custos fixos Co ;:::::: 400. Desta forma, avaliando~se X 
para toda a população, o disponível pam Y será igual a C-C0 -N.cx = 1600-1000 = 
600, e portanto n = 60, Por outro lado, se todo o recurso é utilizado para amostrar 
Y 1 então n;:::::: 160. Através da tabela a seguir podemos comparar a performance dos 
dois estirnadores! sob a restrição de ruursos. Verificamos, que o desvio padrão de 
y é ainda maior que o dobro de Y Rx. 
Tabela 1.2. Re-sultados de 1000 repetições de Monte Carlo, considerando a 
mesma estrutura de custos, C- Co= 1600, com ex = 1 e cv =:' 10, 
utilizando Y e YII.x· Para YJ, n ;:::::: 1600/10 = 160 e para Ynx, 
n = (1600 -1000)/10 = 60. 
y YRx 
n 160 60 
Média 398.88 398.99 
D.P. 15.30 6.71 
o 
9. 
O Estimador de Razão na grande maioria das vezes representa uma 
melhoria substancial na precisão da estimativa. Por outro lado, se X não for previ-
amente conhecido, a sua utiliza.ção envolve a medição de X para toda a população. 
Portanto se ex não for pequeno ou ainda, se a população for muito grande pode ser 
totalmente inviável economicamente esta avaliação. 
Todavia, se X embora não sendo gratuita for consideravelmente mais 
barata que Y - ex muito menor que C}' - e além disso a correlação entre X e Y for 
grande, então o desconhecimento de X e portanto a impossibilidade de se usar o 
Estimador de Raz.ã.o poderia ser contornada através de uma boa estimativa de X. 
Esta é a idéia do Estimador de Razão Generalizado (ERG). 
O ERG, baseia-se nos valores de X observados numa amostra de 
tamanho n e nos valores de Y, numa sub-amostra de tarnanho m (m < n), retirada 
aleatoriamente e sem reposição, dos n elementos da amostra. Formalmente o ERG 





onde s indica as medidas na sub-amostra, ou sej<~, Ys e xs sao as médias na sub-
amostra de V e X, respectivamente e X é a média de X na amostra. 
O termo "generalizado" surge do fato de que o estirnador de razão 
clássico é o limite de Y G quando n ----+ N. Além disso1 quando n cresce de m 
p<'tra N, }>-G varia da média da sub-amostra, 'ffs, até }--Rx = ~;X, o Estimador 
de Razão também baseado na sub-amostra. Este fato sugere que as propriedades 
estatísticas de Y 0 devam se encontrar em algum ponto entre as propriedades destes 
dois estimadores limites. A este respeito ver Amorim e Boché(l990). 
!0. 
O valor esperado de Y G é aproximadamente igual a Y e uma boa 
expressão aproximada para sua variância é 
onde S~r 
Y/X. 
Var(Y a) - [~ - !] 
m n 
+ [! - ~] S' 
n N Y (1.9) 
N -2 2 Lo! (Y;- Y) /(N -1) e SDx 2:,~1 (Y;-RxX;)'/(N-1), Rx 
Vamos ilustrar as idéias acima com um exemplo. 
Exemplo 1.3. Considere ainda o Conjunto de Dados NQ 11 porém utilizando Y a 
para estimar Y. ~fantendo a mesma estrutum de custos1 ou seja1 C- Co= 16001 
ex = 1 e cy = 10, e considerando a função linear de custos C- Co = mcy + ncx 1 ou 
seja, 1600=10rn+nJ temos vários possíveis tamanhos de amost:ra1 n, e subamostra, 
m. Podemos var·iar de n = 1000 e portanto m = (1600- 1000)/10 = 60 1 ou seJ.a1 
. . 
Yc = Yli'x, até n = 150, m = (1600 -150)/10 = 14.5; o valor de m mais próximo 
de n que podemos chegar. Isto pM·que sem= 1461 então n = 1600- 10(146) = 140 
e portanto n < m. Mas n > m sempre, pois rn é v.ma s-uba mostra de n. 
11. 
Tabela 1.3. Resultados de 1000 repetições de Monte Carlo para alguns tama-
nhos de me n) sujeitos à C~ Co ;:;:o 16001 ex = 11 cy = 10. 
n 111 E(Y c) Var(Y c) V(Y c) 
1000 60 (Y Rx) 398.99 (6.71) 2 (6.76) 2 
900 70 399.25 (6.23)2 (6.58)2 
890 71 399.44 (6.69) 2 (6.57) 2 
880 72 399.01 (6.55) 2 (6.57) 2 
870 73 398.96 (6.58) 2 (6.56) 2 
860 74 398.61 (6.60)2 (6.56)' 
850 75 398.90 (6.48)' (6.57) 2 
840 76 399.13 (6.98) 2 (6.57) 2 
830 77 399.10 (6.70) 2 (6.58) 2 
820 78 399.29 (6.63)2 (6.58) 2 
810 79 398.94 (6.55) 2 (6.59) 2 
800 80 398.54 (6.59) 2 ( 6. 76) 2 
250 135 399.34 (12.10) 2 (IL81)2 
240 136 :198.64 (12.46) 2 (12.08) 2 
230 137 399.ül (12.38)2 (12.37) 2 
220 138 399.00 (12.3:1) 2 (12.68) 2 
210 139 398.92 (12.33) 2 (13.01) 2 
200 140 398.90 (13.72) 2 (13.37)2 
190 141 398.87 (13.85) 2 (13.76) 2 
180 142 399.22 (14.49)2 (14.17) 2 
170 143 398.77 (14.90) 2 (15.09)2 
160 144 399.27 (15.15)' (15.12) 2 
!50 145 398.60 (15.39)2 (15.66)2 
Um fato importante a ser observado em estudos amostrais é o ganho 
que se obtém, em termos da precisão da estimativa, à medida que o tamanho da 
amostra, n, cresce. Corno a variância decresce com a recíproco de n, muito frequen-
temente o custo de se aumentar n pode não vir acompanhado de uma si_qnificatú;a 
queda na variância do estimador. No caso do ERG, é inte1·essante observar como 
sua variâncía decresce, para m fixo, e com n crescendo de aproxímadamente m até 
N. 
Para ílu._<;trannos o compodamento da varíabih:dade de Y c, comparando-
o com a de Y Rx 1 vamos considerar uma população com a mesma estrutura de co-
variância que a dos exemplos anteriores, porém com N = 50000. Isto nos pcrrnítirá 
maior fiexibilídade de variações de m e n, nos possibílitando estudar as proprieda-
des 1·elativas dos cstimadores considerados num contexto mais amplo. Param = 100 
obser·vamos a seguinte sduação: 
21 T I I I 
18 -
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n 
13. 
Neste caso1 observamos que para n = 4000 temos DP(Y c) = 6.16 
e ao aumentarmos 1000 unidades em n, i.é, passa1·mos para n = 5000 o desvio 
padrão diminui para 6.04, um ganho irrelevante. Além disso, o mínimo desta curva 
é DP(Y c) = 5.6 1 para n = N = 50000 que pode ser técnica e economicamente 
inviável. Assim, buscando uma 1·elação custo-benefício baixa poder/amos optar por 
n em torno de 4000. O 
Assim, no caso de termos um recurso disponível que nos coloque 
na região onde jâ tenhamos uma precísão aceitâvel e onde grandes aumentos de 
n não impliquem em ganhos signiflcaiivos: podemos encerrar nossas buscas. Por 
outro lado, imagine que nos encontremos na região onde ainda há muito a ganhar 
com pequenos aumentos de n, porém o rc>curso disponível não nos permite mais 
mobilidade. Nesta situação, o que se precisa é um estimador que desempenhe melhor 
nesta região que o recurso nos impõe. É neste quadro que apresentamos o Estimado r 
de Razão em Cadei,, ( ERC). 
O ERC é uma outra variante do Estimador de Razão, que utiliza da 
informaçã.o auxiliar não apenas de X, mas também de outra variável, lV, positiva-
mente correlacionada. com X. A idéia básica é que tV seja absolutamente barata, 
ou, preferencialmente, gratuita. Desta forma \-'V~ a média populacional de tV, pode 
ser conhecida a custo desprezível. 
Do mesmo modo que o Estimztdor Razão Generalizado, mede-se Y 






onde Ys e Xs sao as respectivas médias de X e Y na sub-amostra, X e w são as 
médias amostrais de X e W, respectivamente e lV é a média populacional de W 
. . 
A diferença entre Y c e Y c é que o primeiro usa um estimador razão, 
!4. 




O ESTIMADOR DE RAZAO EM 
CADEIA 
2.1. Introdução 
A estimação de Y, a média de uma variável Y numa população 
finita, é em geral o primeiro problema tratado numa exposição clássica da Teoria da 
Amostragem. 
A solução mais simples para este problema emprega a média amos-
trai fj, de uma amostra aleatória simples sem reposição (AAS-SR). Num contexto 
particular, quando uma variável de apoio X é disponível, o Estimador de Ra.zão (ER) 
frequentemente permite reduções consideráveis da variância, sem implicar em custos 
adicionais significativos. Quando a avaliação de X é impraticável por restriçôcs de 
tempo ou de custos, o ERG se constitui muna alternativa de grande praticidade, 
conforme vímos no Capítulo 1. Vimos ainda que mesmo quando existem recur-
sos para a avaliação de X 1 o ERG pode ainda assim ser a melhor alternativa (ver 
Exemplo 1.3.). 
Neste capítulo vamos introduzir o conceito de Estimador de Razão 
16. 
em Cadeia (ERC). Partimos do ERG numa situação em que exista uma terceira 
variável, W, cuja correlação com X pode ser utilizada para melhorar a estimativa 
de X. 
Assim, vamos supor que a população seja uma amostra de uma super 
população onde 
( Y ~ f3X + E) X ~ -yW + 8 (2.1) 
com {J e 1 fixos e ê e fi independentes e com esperanças nulas. 
O ERC será útil quando o custo amostrai unitário, cy, for muito 
maiOr que ex, e cw for muito baixo ou, preferencialmente, nulo. Neste caso, se 
a correlação de Y com X não for consideravelmente maior que a de Y com VV, 
a variável X se torna obsoleta, e um ER poderá ser empregado usando W como 
variável de apoio. 
nunos por 
Assim, falando em termos puramente qualitativos, o ERC, que defi-
Yc 
Ys :r --W 
xs w 
(2.2) 
será uma alternativa vantajosa quando 
cw << ex << cy 
e 
Corr(W, Y) << Corr(X, Y) 
17. 
No próximo capítulo exploraremos mais rigorosamente estas condições. 
Considerando-se W conhecido, o procedimento prático inicia-se com 
a retirada de uma AAS-SR de tamanho n da população, onde se observa X e W. 
Em seguida, sorteia-sem elementos dentre os n já selecionados {m < n) e mede-se 
Y nesta sub-amostra, Com base nos valores observados de Y, X e W estima-se Y 
via ERC, como acima. 
Como procuramos sugerir no próprio nome, o ERC é um encadea-
mento de Estimadores Razão. É fácil ver que, à medida que o tamanho da amostra 
' ' 
se aproxima do da sub-amostra, i.é., n l m, o limite de Y c é YRw, o estimador de 
razão que utiliza íV como variável auxiliar. Por outro lado, mantendo-se m fixo, se 
n r N' então y c -----+ }'' Rx) o Estimador llazào baseado em X. Esquematicamente 
temos, para m fixo 
y, .w m-n y,.:___lV n->m Ys .X ~ ~ 
w, Xsw x, 
'------' ~ '---v-' 
~ ~ YRx Y11w Yc 
Assim, além de ser um encadeamento de Estimadores de H..azão, o 
ERC está linlitado por Estimadores Razão, Este fato sugere que as suas propriedades 
não devem diferir substancialmente da.s daquele cstímador. O exemplo abaixo ih1stra 
estas idéias. 
Exemplo 2.1. Va·mos consíderar novamente a Conjunto de Dados NQ· 1 descrito no 
Apêndice A, onde N = 1000 e Y = 399.04. Com base em 1000 simulações de Monte 
Carla, calculamos a média c o desvio padrão de Y c, fixando m = 100 e ·variando n 
de m até N. Assim, pudemos obscr·var a pe1jormance de Y c, à medida que ele se 
distancia de Y Rw _ Estes res1dtados està.o azm:scntados na tabela a seguir. 
lS, 
Tabela 2.1. Resultados de 1000 simulações de Monte Carlo para m=lOO e n 
va:iando de m a N 1 e correspondentemente1 Y 0 variando de Y Rw 
a YRx· 
n Média D.P. 
100 399.44 11.78 
150 398.95 9.09 
200 399.08 8.42 
250 399.05 7.63 
300 398.99 6.99 
350 399.25 6.99 
400 399.13 6.52 
450 398.99 6.25 
500 399.44 6.09 
600 398.95 5.83 
700 398.!)0 5.55 
800 398.98 5.39 
900 399.10 5.31 
1000 398.86 5.19 
Vemos que há uma queda acentuada no de.svio para pequenas mu-
danças de n., na faixa de 100 até 250. A partir daí, o ganho não é tão substancial, 
sendo que para obteTmos a menor· varíância, signíficaria observar X para todo N e 
portanto usa·r Y Rx 1 representando uma reduçâo de desvio padrão da o1·dem de 30%, 
com relação a n = 250 1 para um gast-o muitas ve.<:eB impraticável. O 
19. 
2.2. Propriedades Básicas: Esperança, Variância 
e Distribuição Assintótica 
A partir dos resultados aproximados já conhecidos para o Estimador 
de Razào, e tomando-se as esperança e variância condicionais de Y c , dadr1 a amostra 
observada, obtém-se os seguintes resultados 
Resultado 2.1. A esperança de Y c é aproximadamente igual a Y. 
. . 
Prova: Seja E(Y c/ A) aespera11ça condicional de Y c dada a amostra. Considerando-
tente. 
se que a amostra seja conhecida, temos que Y c é, a menos da constante (lV jw), 
um estimador de razão clássico para a média amostrai fi, baseado na variável 
X, observada numa sub-amostra de tamanho m. Assim, conclui-se por (1.6) 
que E(Yc/A) ::'::: y.(VVjw) e portanto obtém-se um outro estimador razão, 
agora para a média populacional, Y, utilizando W, com base numa amostra 
de tannnho n. Novamente por (L6L segue-se o resultado. 
o 
f~ fácil verificar que, apesar de viciado, corno o ER o ERC é consis-
. . ' 
Resultado 2.2. A variância. de Yc, Var(Y c) é dada aproximadamente por V(Y c), 
definida. por 
V(Y c) [ 1 1] 2 [ 1 1] ,, --- .Sv + ----, .Sv rn n x n N w (2.3) 
onde 
20. 






Prova: Sabe-se que Var(l~ c) = E[Var(Y e/A)]+ Var[E(Y c/ A)]. Do Resultado 2.!. 
. . 
tem-se que E(Y e/A)::::: Y Rw, o Estimador de Razão baseado em W. Agora, 
Var(Yc/A) 
onde 
-2 w ~ 
=2 Var(Y Rx) 
w 
1 ~ • 2 




Se n é grande, w não difere muito de \V, logo, Var(Y e/A) 
Assím E[Var(1~> e/A)]::::: Shx [~- ~] provando o resultado. 
s' [l _ l]. d., m n 
o 
Com algumas simulações Monte Carlo procuramos ilustrar abaixo 
a qualidade destes resultados aproximados. Com base nestas e outras simulações, 
pudemos verificar que a.s <lproximações são tão boas quanto no caso do Estimador 
de Razão clássico. 
Exemplo 2.2. Considerando m:nda o conjunto de dados Nº 1, jr'zemos símulaçõcs 
para n = 101 20, 50, 150, 200, 250, 300 e rn = 2, 5, lO, 30, 50. Na tabela a seguir 
apresent-amos estes resultados que mostram a performance de Y c, bem como a qua~ 
. . 
lidade de ii(Y c) como e.rpressão aproximada para Var{ V c). Para cada combinaçâo 
de n e rn efetuamos 1000 repetições de )\fonte Carlo. 
21. 
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400.47 401.41 400.47 
43.46 33.40 28.63 
44.66 33.4.5 28.75 
50 
398.15 399.61 399.15 400.17 399.03 
38.02 27.98 21.89 17.79 16.49 
40.81 28.10 22.31 ] 7.40 16.25 
398.3.5 400.09 398.18 399.21 399.08 
36.66 25.56 19.50 13.88 12.65 
39.45 26.08 19.69 13.90 12.42 














































É interessante notar que 
(~- ;;) v (Yis x) + (l _ l) x8 m N (2.4) 
e portanto, que vp>c) -.......---+ V(~ x) quando n se él.proxirna de N. Este fato .será 
:r:_, 
utilizado na prova. do Resultado 2.3. 
A normalidade assintótica de um estirnador permite que: para amos-
tra.s de moderadas a grandes, a teoria JJormal possa ser <:lplica,da. para a construçã.o 
de estimadores por intervalo e para o teste de hipóteses. No resultado abaixo., e nas 
rnesrnas condições do Teorema Centra-l do Limite para. Estirnadores de Ra.záo (ScotL 
e \Vu, 1982), nós estabelecemos a normalidade .:J....'>Bintótica. do ERC. 
Resultado 2.3. Sob condiçôes de Scoit e Wu, <1 dist.ribnü;ào de Yc é assint.otica" 
mente Normal. 
Sa bernos que ·.r 
lemos que ~ TT' 
w 
D \(0. I I 
Ainda pelo Tcorc!lla de Slutsky, concluímos que. qu;_utd(J 11 ---+ cv, 
:Ys T IV D Ys· X ~····> 
:i's ~·~ 'te T.-; 
(:L (i l 
Como dernonstra.d(J em Scott e V/u ( 1982), ~-ob coudiçôe!:-i ba.stantc gerais, u 
Tcorctn<l Central do Limite se' aplica. para 'V u'" "'~ ~;;: ~Y. ou seja, quawlo m --1 ex: .. 
-~ ) ' 
:2:3. 
N(O,I) (2.7) 
De (2.6), vem que, quando n-+ oo 
v (iis. ~ w) 
xs w 
E-· X ~F 
~--~--= 




V (~s x w) = (~- :) SjJw + ((;-'>_:'J) V (~'Y) (2.9) 
;rs w n .:.,.- - - ----; xs 
rt! t\' 
v(~' !i w) 
xs "' 
logo por (2. 7), quando ·m -----. oo, 




( 2. I I) 
o 
Vamos ilustrJr a qucthdadc da aproxiuJaçào IJOl'II1Ctl. com ba.,<>c em 
sinmlaz;ôe;:; Ivlontc Carlo sobre o Conjunto de Dados Nº L Para \'<'Írius tamanhos 
de <tmostra e sub-a.mostr<l, constulremo.s intervalos de 0.5% de co111iança para f'·, il 
p;_utir do ERC, utilizando-se de estÍimtli\·<t.:; amo,'$trais de \i(Yc) ditdas por 
v(Yc) ·- (,-,1, -- -,1·) s,2,'. + (~- ·-- ~-) s21 ~ '11 ,v . '"' 
l·L 
onde 
_1-:- f (y,- Ys w,)' 
1n- l i=l ws 
O intervalo fica entã-o definido por Y c± t/v(Y c )1 com t da distri-
buição t de Student com m- 1 graus de liberdade. 
Simultaneamente, para compantçã.o, construiremos também interva-
los de 95% de confiança para Y em torno de Y Rx = ~X, o ER de Y baseado na 
xs 
sub-amostra e apoiado em X e para. }>c = (~) X. Os intervalos de confiança são 
xs 
definidos por Y Rx ± tJvCY Rx), onde v(Y nx) = (*- ~) sJ, e Y c± tJvCY c), 
onde vcY c) = (;;- ~) sJ"' + (;- J,) s~l respectivamente. 
Como sub-produto destas simulações, obtivemos também estimati-
. . . 
vas Monte Carlo de E(Y-c L E(Y Rx) c E(Y c). Estes resultados ilustram o compor-
tamento dos vícios destes estimadores, nos contextos considerados. 
Exemplo 2.3. Considere o Conjm<to de Dados NQ 2 onde Y = l39L24 e N 
2500. Com base nestes dados fizemos 1000 simulações de .!\fonte Carlo para n 
10, 20, .50, 100, e 200 em= 5, 10, 20, 50 e 100 1 onde ·verificamos o número de 
vezes em que o úlfervalo de 95% de confiança. baseado na t de Student com m- 1 
' ' 
graus de libeTdade tanto para Y c como para Y"Hx =~X e "F c não cobriu Y. 
xs 
Tabela 2.3. Número de vezes em que o intervalo de 95% de confiança baseado 
r:a t d~ Student com m- 1 graus de liberdade para Y Rx = ~X1 
Y 0 e Y ç 1 não cobriu o valor verdadeiro em 1000 simulações Monte 
Carlo para as várias combinações de m e n. As médias das 1000 
estimativas obtidas em cada caso são também apresentadas. Note 
que se U ~ b (1000, 0.05) então P[37 < U < 63] ~ 0.9504. 
5 
n Média Erros 
Efl 13SíUi7 77 
10 ERG 138íl.06 56 
ERC l·H9.8.5 77 
Brt 1~02,t8 
20 ERG 140Ul7 
ERC 13%.78 
ER 1389.17 
50 ERG 1389.64 
ERC 131)2.32 
Eil. 1394.20 
100 ERG 13!/3.35 
El"lC 1395.81 
ER 1389.79 













































Em termos das distorções apresentadas pelo nível de significància 
real, vemos que o EilG tem o melhor desempenho, mas com o ERC vindo em 
seguida, ambos desempenhando sistematicamente melhor que o ER. 
Com respeito ao vício, vemos que para amostras menores que 20, o 
ERC apresenta valores sistematicamente altos. Todavia, mesmo no pior caso, ele 
teve pouco impacto sobre o EQM. Vejamos este caso onde n = 10 em. = 5. O vício 
foi estimado em -ú = 28.61. Ma.s para este caso V(Y c) = 31072.99. Este fato explica 
nossa decisão de1 neste trabalho 1 só considerar a variància, não nos preocupa,ndo com 
o EQM, dada a pouca. diferença entre os dois, mesmo nos casos de vício acentuado. 
Ressaltando ainda a pouca, influência do vício no ERC, vimos também para este 
caso, que o vício relativo, v/JVar(Y c), foi estima.do em apenas 16.2%. 
26. 
2.3. O Problema da Alocação: 
de me n 
' 
a Escolha Otima 
Uma etapa importante em levantamentos amostrais é a determinação 
dos tamanhos de amostra a serem considerados. Esta escolha envolve principalmente 
dois fatores: a precisão desejada para a estimativa e a quantidade total de recursos 
disponíveis para o estudo. Este dois pontos são confiüantes, já que um aumento de 
precisão normalmente envolve também um acréscimo no custo. Deve-se, nestes casos, 
buscar um compromisso adequado entre custo e precisã.o. Todavia, são frequentes 
as situações onde o custo envolvido na estimação está fixado e portanto o que se 
procura é minimizar a variância, dentro do orçamento existente. 
A precisão é medida através da variâ.ncia do estimador que está sendo 
usado e o caminho é escolher n de tal modo que se obtenha a menor variância, sujeito 
às limitações de custos, ou seja, fazer-se a escolha ótima. O delineamento amostral 
para o cstimador de razão em cadeia implica na determinação de m e n, o tamanho 
da sub-amostra c amostra, respectivamente. 
Neste trabalho vamos sempre considerar cw =O. O caso mais geral 
onde O < cw < ex < cy pode ter interesse prático, mas nào será tratado. 
Supondo o seguinte modelo de custos 
c Co + n.cx + m.cv (2.12) 
provamos o seguinte resultado: 
Resultado 2.4. Considerando a função de custos dada por (2.12) a alocação ótima 
para Y c é dada pela relaçã.o 
27. 
(2.13) 
onde n 0 e m 0 são as esc.nlhas ótimas para n e m. E portanto, fazendo-se ,\ 
[(Sbw- Sl,x/Sl,x)(cy/cx)]l, temos 
n, .\.(C- C,)f(cy +.\.ex) (2.14) 
e 
m, (C- C,)fcy +.\.ex. (2.15) 
Prova: Da função de custos (2.12) obtemos 
m ((C- C,)- n.ex )fey (2.16) 
Substituindo esta expressão de m em V(Y 0 ) como dada em (2.3L e díferenci-
ando com respeíto a n, obtemos 
igualando a zero, para n = n 0 em= m 0 , obtemos o resultado, já que 
> o 
. I . . S' S' o po1s, por 11potese, Dw > Dx· 
28. 
Ilustrando o efeito da escolha de nem, sujeita a restrições de recur-
sos) ternos o exemplo abaixo. 
Exemplo 2.4. Vamos novamente, como no Exemplo 1.3, considera1· uma população 
com a mesma estrutura de covariância dos exemplos anteriores, porém com N = 
50.000. Supondo Cw = O, ex = 1 e cy = 5, 10, 25 e 30, com C - Co = 1000 
e 2000, obtivemos a escolha ótima de n e m e o correspondente valor de V(Y c). 
Para Slnx' .fDw• cw, ex e cy fixos, n 0 e m 0 são proporcionais a C- C0. Como, 
. 
Y Rw seria uma alternativa natural a Y c, calculamos também a sua variância, para 
n =(C- C0 )jcy. Os valores encontrados estão na tabela a seguir. 
Tabela 2.4. Valores de V(Y c) para a escolha ótima de n e m com cw = 0, 
ex= 1 e CF= 5, 10, 25 e 50. no e m 0 calculados segundo (2.14) e 
(2.15) respectivamente. 
C- Co- 1000 C- Co- 2000 
cy V(YRw) Vot(Yc) mo no V(YRw) Vot(Yc) mo no 
5 69.19 40.5 107 465 34.46 25.17 214 930 
10 138.66 75.7 62 380 69.19 37.71 124 760 
25 347.07 140.3 29 275 173.40 70.03 58 550 
50 694.42 237.1 16 200 347.07 118.32 31 450 
Na Figura 2.1 apresentamos, sob a hípótese de cy = 5 e 10 e C-
Co= 1000, o valor de F(Yc) como função de m. 
29. 
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o 
Em situaç(>es onde a correlação entre :V e X não é consideravelmente 
superior à correlação entre Y e W, e ex também não é substancialmente menor que 
Cy, pode-se imaginar que o estimador de razão usual, baseado em W, Y nw, seja 
urn<.t opção mais vantajosa. Por exemplo, se p(X, Y) = 0.8, p(liV, Y) = 0.7 e cy = 
lO,cx = 9 e cw = O, muito provavelmente a utilização de Y c não será interessante, 
pois o custo de X é quase tão alto quanto de Y e a estrutura de correlação existente 
entre as variáveis consideradas também não justifica a observação de X. Nestes 
. . 
casos, Y Rw pode ser urna alternativa rnelhor que Y C· Por outro lado, se ex é bem 
menor que cy e a correlação entre X e W tambêm nào é consideravelmente grande 
então Y G pode ser uma escolha mais satisfatóría. Por outro lado, se, por exemplo, 
30. 
p(X, Y) = 0.9, p(W, Y) = 0.6, cy = 10, ex = 1 e cw = O, parece natural esperar 
que a variável X seja útil na estimativa de Y via ERC. Considerando estas questões, 
tratamos no Capítulo 3, de maneira formal e rigorosa, as situações onde Y c pode 
não ser a melhor opção. 
3l. 
Capítulo 3 
O ESTIMADOR DE RAZAO EM 
CADEIA: QUANDO UTILIZAR 
3.1. Introdução 
O ERC, que introduzimos no Capítulo 2, pressupõe a existência de 
duas variáveis de apoio, X e H1 , A conveniência do ERC para Y 1 em lugar de seus 
competidores imediatos, y~Rx, Y Rw, Y a, depende da estrutura de covari&ncia entre 
W, X e Y, bem como dos custos unitários cw, ex e cy, como vimos no Exemplo 
2.4. Naqule caso, para p(X, Y) = 0.9658 e p(lV, Y) = 0.8579 o ERC teve eficiência 
alta com relação a Y Rw para todas as alternativas consideradas de cy e ex, mas a 
eficiência caiu com a. queda de c1" para ex fixo. 
Já no Capítulo 2 sugerimos de maneira informal e qualitativa, que 
condições devem satisfazer as correlações e os custos, para que o ERC seja a melhor 
alternativa. Em particular, é bastante óbvio que se p(Y,X) nã,o for significativa-
mente maior que p(Y, W), a variável X fica obsoleta, e o estimador de razào apoiado 
em W deverá ser o escolhido. E mais, a superioridade de p(Y, X) sobre 
32. 
UNi c,'\ u p 
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p(Y, W) deve ser tão maior quanto maior for ex 1 para cw fixo. (t) 
Neste capítulo vamos procurar ampliar e aprofundar estas análises, 
buscando maior rigor. Vamos aqui desenvolver um roteiro símples de análise que 
permita avaliar objetivamente os ganhos implicados pela inclusão da variável de 
apoio W, via ERC, na variância do estimador de Y, bem como a influência dos 
parâmetros de correlaç.ão e custos nesta decisão. 
A 
3.2. Comparando Y c vs. 
Vamos comparar o ERC com o ER baseado em W, porque eles são 
claros competidores. Queremos aqui determinar as condições nece..<>Sárias para que a 
consideração da variável X seja de algum valor na reduçãD da variância do estimador. 
Assumiremos que cw = O, de forma que queremos determinar em que condições vale 
a pena desviar algum recurso da medição de Y, para medir também valores de X. 
Consideremos, para. comparação, que a alocação ótima foi feita para o ERC. Assim, 
se C a= C~ Co, a quantidade total de recursos para amostragem, então n = Cafcy 
é o tamanho amostrai para o ER baseado em l.V, e n, e m, são a alocação ótima 
para o ERC. Provamos o seguinte resultado: 
(l} f~ interessante notar aqui que para cw > O, surgem díversas alternativas 
curiosas, como o uso de uma estimativa amostra! de W, segundo a mesma idéia básica do ERG: 
~ ~w. E se urna quarta variável, Z, fosse disponível, até mesmo um outro ERC, ~ !~ !g Z, 
:.ss ws 0:$$ ws z 
e assím por diante, onde ss representa "sub-sub-amostra". Conceítualmente, pelo menos, podemos 
extender esta cadeia ilimitadamente, encaixando sub-amostra dentro de sub-amostra. O estudo 
das propriedades básicas de cada esiimador poderá ser desenvolvido de forma semelhante. Embora 
não esperemos grande interesse prático nestes estimadores, imaginamos que possam apresentar 
algum valor teórico. 
33. 
Resultado 3.1. O ERC tem variância menor que o ER de mesmo custo, baseado 
em W, se e somente se 
Prova: De (!.7) e (2.3) temos que 
v(Yc) 
~'(YRw) 
então V(Yc) < V(Ynw) se 
011 
+ (~ - 2..)]; (_!_ - 2..) < 1 
no N n N 
(:,,- ~J 1 1 
e o resultado segue. 
No exemplo abaixo ilustramos este resultado. 
o 
Exemplo 3.1 C~onsidere o Conjunto de Dados NQ 2, onde N = 2500, com C-
C, = 2300, cy = 20. Pam aqueles dados p(Y, X) = 0.9735, p(W, Y) = 0.7775 e 
p(.Y, tV) = 0.7989. Assim, usando-se um ER apoiado em W, teremos uma amos-
tra de tamanho 115 c F(Y Rw) = 2372.19. Para este dados temos ffvx/!:/bw = 
25917.41/285956Al = 0.0906. Para diversa...<; hipóteses sob1'C ex} vejamos o valor de 
V(Y c) e dq. 
34. 
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Tabela 3.1. Alocação ótima de n 1 m e V(Y c )1 para várias suposições de ex e 
para cy = 20, p(Y, X) = 0.9735 e p(W, Y) = 0.7775. 
ex 1 2 3 4 5 6 7 
n, 960 580 420 335 284 240 200 
m, 67 57 52 48 44 43 45 
' 
0.5513 0.4407 0.3748 0.3200 0.2694 0.2373 0.2146 
V,,(Y c) 543.32 788.65 1003.17 1201.80 1390.28 1571.84 1761. 7.) 
ex 8 9 10 ll 12 
n, 190 180 160 140 135 
m, 39 34 35 38 34 
' 
0.1684 0.1316 0.1096 0.081 o 0.0585 
v,,(Y c) 1918.79 2092.56 2251.36 2483 . .54 2574.11 
' . 


























Vemos qt>e para ex > 10! a inclusáo de X se torna pTejudicial. A 
cu.n;a superior dá o valor de Y c para a alocação ótima. 
35. 
Para a mesma situação de custos, consideramos uma população onde 
p(X, Y) = 0.8038 e p(W, Y) = 0.6990, $l- = 16575.42, .S'bw = 9317.65 e Si,x = 
.5865.90 e portanto vcY Rw) = 80.84. Neste caso, as condições em ex para que y c 
seja vantajoso, são mais severas) conforme vemos na tabela e figum a seguir. Aquí 
Sj,x (Sj,w = 5865.90/9317.65 = 0.6295 
Tabela 3.2. Alocação ótima de n, m e V(Y c), para várias suposições de ex e 
cy = 20, para p(Y, X)= 0.8038 e p(W, Y) = 0.6990. 
ex 1 2 3 4. 5 6 
n, 340 230 180 150 128 110 
m, 98 92 88 85 83 82 
~ 0.7923 0.6667 0.5406 0.3980 0.2085 
v,,(Y c J 42.60 75.04 82.11 88.30 93.91 99.19 
ex 7 8 9 10 11 
n, 100 95 100 82 80 
m, 80 77 70 74 71 
' v,,(Yc) 101.11 108.79 114.60 117.64 122.04 
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c, 36. 
Vemos que pam ex > 21 a inclusão de X já se toma prejudicial. 
Novamente, curva pontilhada dá o valor de Y c para a alocação ótima. 
' ' 
3.3. Comparando Y c vs. Y c 
Vamos agora comparar o ERC com seu outro competidor natural, o 
ERG. Em ambos os casos estamos tentando uma aproximação do ER, Y Rx =~X. 
No primeiro caso X é substituído por seu estimador X. t chro que a qualidade do 
ERG melhora, se aproximando do ER clássico, à. medida que a precisão de X melhora. 
Este aumento de precisão é alcançado com um aumento do tamanho amostrai n. 
Alternativamente 1 podemos alcançar esta melhora substituindo X por {Xjw)íi!. No 
exemplo abaíxo, comparamos a varíância do ERG e do ERC, para a mesma situação 
considerada nos Exemplos 1.3 e 2.3. Antes porém determinamos a condição formal 
' ' 
para que V(Y c) seja menor que V(Y a). Seja C.\I.(Y) o coeficiente de variação de 
Y, definido como /SffY. Analogamente definimos os coeficientes de variação de X 
e de J,V. 
Resultado 3.2. A varíância de Y c dada por V(Yc), é rnenor que V(Y a) se c 
· / C.V.(W) 
somente se p(H!,) ) > 2C.V.\'iT 
Prova: De (1.9) e (2.3), temos que V(Y c)< vc}>G) se e somente se S1w < Sir. 
Mas 
ou 
S1w < Si, implica 





Exemplo 3.2. Considere o Conjunto de Dados NQ 2 descrito no Apêndice A onde, 
Y = 1391.24, p(Y,X) = 0.9658, p(Y, W) = 0.8579 e p(X, W) = 0.8736. Podm 
vamos considerar como no Exemplo 1.3 que N = 50.000. As duas curvas a seguir 
, . 
dão V(Y a) e V(Y c) param= 31 e n crescendo a partir de m. 
Figura 3.3. VCYc) e V(Yc) param= 31 e n variando de rn até 1000. 
' 
. 
V ( Yc l 
v <'i' o l ----
400 600 800 1000 
n 
A diferença da curva superior para a curva injeTio1· 1'CJYrescnt a um 
limite ínjcTior para o ganho decorrente da inclusão da var-iável íV. Supondo uma 
configuração de correlações, custos e recursos que irnplique numa alocação ótima 
para Y c dada por m = 31 e n = 230 -Por exemplo, C -Co = 1000, cy = 10, ex = 3 
e cw = O - vemos que a inclusão da variável de apoio lV assegura, de imediato, mna 
redução da var·iância de 2866.60 para 1960.93 {Linha de A para B). Esta red11çâo 
na variância poderia ter sido obtida sem a variável W) mas pelo aumento de n de 
n0 = 230 para n 1 = 355. Conch1.Únos assim que o valor de W pode ser rnulido 
38. 
aqui por (n1 - n0 )cx. Por outro lado1 percorrendo a linha AD1 mantemos a mesma 
varzancia e economizamos no tamanho da amostm. Este cai de no = 230 par·a 
nz = 127, representando assim uma economía de cx(n0 - n 2), numa outra medida 
do valor de W. 
Se, alt.er·nativamente, a alocação ótima fosse mais deslocada para a 
di1-eita, o que oco·rre em situações de grande dísponíbihdadede 1·ewrsos - Por exem-
plo, C- C0 = 9100, C}? = 100, ex = 1 e n = 6000 - a inclusão de W não re-
presentaria g1·ande ganho absoluto em termos de variabilidade. Cont.udo ela pode 
implicar em considerável ganho financeiro. Pam este exemplo, onde n = 6000, tem-
. . 
se V(Y a)= 904.36 e V(Yc) = 873.67. Portanto, a inclusão de VV permíte uma 
redução de variância de apenas 3.;{%. Porém, usando W, poderíamos reduzir n de 
6000 para 3513 mantendo a variância constante igual a 904.36. Po1· outro lado, a 
1-edução da var·iância em 3.;{%, sem W, só seria conseguida com um aumento de n 
de 6000 para 9875. 
Assim, vimos que a importância financeíra absoluta da indusão de 
H' foi bastante afetada pelo deslocamento do ponto ótimo. O 
No exemplo anterior, incluímos \V mas mantivemos a mesma alocação 
ótima para o ERG. Com o ERC a alocação ótima pode ser outra, com varíância 
ainda menor. Considerando a mesma configuração de custos e correlações, ou seja, 
C- C, = 1000, cy = lO, ex = :1, cw =O, p(X, Y) = 0.9658, p(X, W) = 0.8736 
e p(Y, W) = 0.8579 a alocação ótima para o ERG é n 0 = 230 e mo = :31 com 
V(Y c) = 2866.60. Incluindo W, a alocação ótima para o ERC é n0 = 21 O, m 0 = 37, 
com uma variáncia igual a 1933.03, implicando numa redução de aproxirnad.amemte 
33%. Se, alternativamente 1 cy = 5, ex = 1 e cw =O então a alocação ótima para o 
ERG seria n 0 = 660 e mo = 68, com V(Y G) = 1082.30. Já para o ERC, no = 590, 
m 0 = 82 implicando em V(Y c)= 75L09, portanto uma redução em torno de 31%. 
A part.ír das idéias discutidas acima desenvolvemos a alguns resulta-
dos que estão apresentados a seguir. No Resultado 3.3. calculamos o quanto custaria 
utilizar o ERG 1 exigindo que a sua variância seja igual ao do ERC 1 para a alocação 
39. 
ótima sujeita a um dado recurso. Isto nos possibilita computar o gasto adicional a 
esse recurso disponível se optarmos pelo ERG. 
Resultado 3.3. Seja V0 t(Y c)= tpc, para C- Co= C a., dado pelo modelo de custos 
(2.12). Para que a variância de Y a seja igual a tpc, temos que : 
a) m* S~ {cy+>.Gcx) cy('Pc+S~!N) 
onde >.a é igual a (2.5), substituindo-se Sbw por S~ em* é o valor de m que minimiza 
(C-Co)". 
. 




ex- (Si,- S1x) 
(C- Cor- rn.ey <p, + (3.3) 
isolando à esquerda os termos com (C- Co)\ obtemos (3.2). Derivando (C-
Co)• em relação ame igualando a zero obtemos a seguinte equação de segundo 
grau 
cujas raízes são 
(H) 
s~ Corno m. > para que m < n, então o tamanho da sub-amostra que 
'Pc+S;xfN 
dará o mínimo de (C- C0 )* é m" = m 1 em (3.4) 
40. 
o 
O Resultado 3.4. caminha no sentido inverso e oferece um meio de 
calcular a diminuição de custos ao usarmos o ERC ao invés do ERG. Isto quando 
fizermos a alocação ótima para o ERG e a variância obtida já for satisfatória, cal-
cularmos o recurso necessário para que o ERC produza a mesma variância. 
Resultado 3.4. - Seja 1I01 (Y a) = i.pG, para C~ C0 = Ca., dado pelo modelo de 
custos (2.4). Para que a variância de Y c seja igual a <Pa , temos que : 
a) 
b) 
m• - s~xh'+.\çcx) ~ cl'(r.pa+S~wfN) 
onde À.c é dado por (2.5) em" é o valor de m que minimiza (C -C0)~. 
Prova: Igualando V (Y c) a 'PG e usando modelo de custos dado por (2.4) temos 
(:l.7) 
isolando os termos com (C- Co)* à esquerda obtemos (3.6}. Derivando 
(C- Co)• em relação a rn e igualando a zero obtemos a seguinte equaçãD de 
segundo grau 
cy(t.pc+SbwfN)2.m2 -2.Sbx .cy( t.pc+Sbwf N).m-(cxS1x(S1w -S1x)-cySÍJx) =O. 
cuja..<> raízes são 
Sbx(cy + Àccx) 
cy(<pa + S'owfN) 
41. 
s~x h d b mas m > - para que m < n e portanto o taman o a su -amostra 
'Pa+SDxfN 
que dará o mínimo de (C- Co)" é dado por (3.5). 
o 
Os resultados apresentados no Exemplo 3.2. poderiam ter sido ob-
tidos aplicando-se diretamente estas expressões. 
3.4. Conclusão 
O ER é uma ferramenta simples e bastante utilizada em planos amos-
trais. Seu tratamento teórico oferece alguns problemas, mas suas propriedades as-
sintóticas são rigorosamente estabelecidas e seu desempenho para pequenas amostras 
é suficientemente bem descrito por um conjunto de resultados aproximados que, na 
maioria das vezes, apresentam desempenho adequado. 
O EllC amplia de certa forma a variedade de situações práticas onde 
a idéia básica do ER pode oferecer contribuição. Suas propriedades assintóticas são 
bem estabelecidas, e corno no caso clássico, os resultados aproximados para pequenas 
amostras são em geral bastante satisfatórios. 
A conclusão a que se chega é que, de um modo geral, o ERC apre-
senta para pequenas amostras limitações da mesma ordem que o ER. 
Quanto ao vício, diversos procedimentos alternativos existem para 
sua reduç.ão, conforme discutido em Cochran (1977). Esses procedimentos podem, 
em princípio ser adaptados para o caso do ERC. Em particular nós aplicamos o 
Jackknife, Quenoulli (1959), Durbin (1959), Miller (1974), no Exemplo 2.3, visando 
reduzir o vício observado para pequenas amostras. Reamostrando na sub-amostra, 
construímos o estimador Y c "Jackknifed". Verificou-se uma substancial redução do 
vicio, mas às custas de um intolerável aumento da variáncia. Para n = 10, m = 5 
42. 
e para n = 20, m = 10, efetuamos 1000 repetições Monte Carlo e obtivemos os 
seguintes resultados 
Yc Y c J ackknife 
n m Média Variância Média Variância. 
10 5 1413.59 31429.12 1391.90 104396.04 
20 10 1402.16 16130.15 1389.20 93298.14 
Trabalho de maior profundidade pode ser desenvolvido nesta direção, 
talvez com diferentes alternativas de aplicação do método Jackknife, ou ainda pelo 
emprego do Bootstrap, Efron (1979). Mais especificamente sobre o emprego do 
Bootstrap em Estímadores de Razão ver Biscola (1985). 
Uma outra direção de possível interesse consiste na generalização de 
cw, considerando O:::.;; cw <ex< q.·. A questão da alocação ótima deve aqui ganhar 
algumas conotações novas. 
No Capítulo 3 procuramos desenvolver critérios formais para decisão 
entre o Estirnador de Razão em Cadeia e seus competidores naturais, o Estimador 
de Razão baseado em TV, e o Estimador de Razão Generalizado. Em todos os casos, 
a interpretação heurística das condições é bastante óbvia e imediata. 
Finalizando, vemos no ER.C uma ferramenta simples e versátil, que 
pode ser aplicada imediatamente a uma variedade de problemas práticos de ocorrência 
cotidiana. Os resultados teóricos que apresentamos aqui, permitem esse emprego. 
43. 
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I - O Conjunto de Dados Nº 1 
Uma cooperativa rural congrega 1.000 produtores de um certo pro-
duto A. Anualmente a cooperativa faz levantamento a.mostral buscando estimar a. 
safra. Em 1990/91 este estudo é tanto mais importante devido a um aumento con-
siderável na área plantada. O tamanho das propriedades é bastante varável, mas os 
cooperados possuem um nível tecnológico avançado1 de forma que a produtividade 
é alta e pouco variável de produtor a produtor. 
Aqui Y é a produção total por produtor, em toneladas nesta safra, 
X é a área plantada., nesta safra, seguindo a informação do produtor, e ItV foi a 
produção por propriedade na safra anterior, também ern toneladas. 
O valor da variável lV é conhecido p;ua cada produtor, e consta dos 
cadastros da. coopera.tiva.. A variável X pode ser obtid<-1 a. baixo custo, a. partir de 
uma entrevista com cad.:t produtor. A variável Y é dífícíl de se avaliar, envolvendo 
um esforço considerável. 
Usaremos esta situação fictícia para ilustrar diversas situações neste 
tra.balho. Na tabela abaixo damos um sumArio esLatístico dos dados. Estes sào 
apresentados integralmente na tabela. seguíntc. 
Estes dados cstào disponíveis em disquetes. 
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S2 y = 43457.06 
Sbw = 13893.93 






Estrutura de Correlações 
y X \F 
y [ 1.000 
1.000 l X 0.9658 1.000 \-\. 0.8.')79 0.87:36 
Coeficientes de Variação 
de w 137.575 0.5714 240.7S9 
de X 40.529 0.5061 80.078 
de y 208.·163 0.:):!'24 399.045 
47. 
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Tabela A.2. As 1000 propriedades 
231.27 3.30.07 63.69 105.7::\ 62.24 
167.81 456.28 100.85 139.54 153.74 
110.57 108.52 40.72 115.63 26935 
401.44 102.20 367.79 316.64 354.68 
206.06 186.61 516.55 294.22 83.45 
257.45 528.48 266.55 382.60 187.4:2 
804.18 269.52 201.29 485.88 133.61 
110.38 90.40 325.05 34631 334.16 
268.fl3 25.61 130.85 416.68 133.00 
221.42 110.43 192.38 55.92 182.06 
300.04 528.36 412.78 260.03 369.00 
253.24 3::\2.93 297.58 149.39 315.30 
114.36 330.04 257.09 326.80 419.17 
144.93 200.78 81.91 210.72 216.55 
Hl9.2l 464.75 •!36.28 410.26 324.81 
90.13 170.91 152.78 143.72 119.73 
408.99 289.38 108.29 100.40 166.95 
260.08 2$5.3ú 10"2.77 805.93 134.34 
146.95 104.02 194.31 323.9:). 178.44 
360.64 192.42 184.9•1 180.30 153.86 
305.74 250.43 171.1-l M!0.89 72.34 
278.36 157.01 140.01 <143.98 102.21 
270.60 68.70 200.82 249.72 108.61 
360.86 180.21 2<10.81 239.'!5 159.87 
250.67 302.36 140.5G 245.11 395.35 
199.08 280.73 2fi1i.3<J 165.85 U5.25 
256.51 247.58 284.90 94.0S 173.24 
55.79 542.85 417.5.) 159.34 146.73 
114.1S 168.92 163.87 239.12 ll0.07 
265.41 42.93 265.53 440.09 177.56 
491.16 &46.73 151.44 <455.86 109.40 
419.05 1<11.68 156.93 643.13 319.81 
571.78 725.91 245.00 !)0,25 108.01 
216.15 248.93 93.40 301.45 317.7•1 
371.55 36.86 287.40 408.31 293.23 
206,87 89.53 468.'\5 127.62 143.72 
351-57 423.29 252.45 183.55 22L82 
269.00 21S:I.2•! 174.20 78.18 511.77 
105.29 1~4.81 268.67 184.77 171.15 
3•18.5,1 390.23 ·WS.H 7•l.I:J 2511.82 
29·1.89 205.61 .J3().JJ ~·12.9'J 86.+1 
264.08 360.92 259.3-1 48.00 297.51 
147.29 110.81 175.12 126.32 566.70 
110.21 206,29 357.:32 100.91 351.82 
673.70 140.12 515.12 237.76 Hll.OO 
241.01 269.16 317.18 ?31.06 278.39 
243,63 268.:2-l 131.86 423,.59 181.00 
55.78 343.03 252.24 65.71 97.91 
280.78 161.76 20•1.43 582-85 .135.24 
216.43 H8.65 250.89 332.38 207.82 
•!2.69 :l25.41 219.66 125.16 150.59 
155.51 242.15 150.28 257.23 •!8.64 
1:19.91 378.85 1915.75 33·L27 2H.D9 
257.·15 262.24 :JOH.I7 42~./B "l\!9.20 






















































72 l ·1 
88.77 
18•1.96 74.3.59 184.47 ]69.3..1 l69 . .5:J 100.38 
ll79.71 95.73 356.0\l 376.<11 2105.H 3·16.10 
.17•1.51 72.W 5'H.22 104.93 286.20 435.5:'1 
96.34 4·!0.79 lGU.57 174.32 70.65 •li8.18 
146.2~ !"26.HI 33!.!6 170.87 428.7•1 79.49 
258.54 291.44 208.32 103.78 49fl.f).j 145.'16 
165.66 230,06 16·1.81 631.63 138.41 291.76 




























































































































































































































































































































































































487.10 243.10 310.51 115.39 263.62 268.5.8 408.30 302.67 365.68 209.74 214.61 162.18 
192.69 389.93 483.54 190.90 84.27 156.0& 283.05 !62.96 308.75 157.50 100.19 205.68 
111.20 304.67 241.83 195.99 335.24 347.80 33.28 201.71 146.91 90.02 272.23 404.16 
597.{12 185.45 95.60 488.91 207.66 326.31 80.02 148AS 169.06 162.76 201.35 298.28 
441.35 263.84 99.04 126.98 350.30 303.48 110.31 221.72 212.96 350.35 116.67 138.12 
139.53 710.86 234.59 246.13 122.35 274.29 8.3.30 241.26 333.49 208.01 186.11 238.99 
111.63 365.63 309.92 352.48 208.12 410.14 391.95 356.32 150.72 175.97 108.12 620.62 
87.84 121.06 16].19 87.29 615.38 195.14 344.19 312.09 185.98 220.44 92.64 171.42 
181.36 200.14 177.35 222.55 404.48 405,85 98.89 126.53 70.64 189.30 393.56 625.55 
465.17 11334 243.82 367.12 130.69 166.1•1 387.87 299.65 339.55 218.41 344.16 233.29 
230.52 135.97 101-97 335.26 33.52 349.69 20-!'d>S 51.22 156.36 49.04 254.87 Hl0.64 
255.76 72.36 300.38 345.12 203.34 109.33 141.61 102.18 406.76 307.07 423.37 95.68 
146.44 28639 148.70 173.50 314.0•1 414.32 226.40 69.94 453.10 61.14 141.08 I2L49 
197.97 519.38 183.67 154.28 34•!.65 240.45 111.78 701.69 257.74 378.07 210.86 476.86 
167.93 123.22 131.92 329.98 468.22 220.09 73.13 2,14.08 275.69 173.96 81.73 134.66 
273.38 107.69 373,31 246.02 197.38 215.20 210.17 332.41 1!9.34 :-105.72 156.19 491.65 
378.63 301.83 99.71 130.2.2. 334.53 287.35 117.93 145.34 78.52 288.36 405.37 65.35 
213.52 383.20 347.92 37.17 265.24 131.38 450.38 152.18 325.90 89.11 266.31 •l Jl.79 
32.3.63 96.09 184.67 200.63 2.:1:3.94 254.5·1 251.46 295 . .S6 17L59 26·LG4 232.70 .393.16 
34.33 288.84 116.34 247.51 266.38 113.33 l5L87 l85 . .S4 198.7,! 36LOO 278.05 l:l6.4G 































































































































































































38.88 30.88 116.99 
44.82 5•1.-40 25.28 
49.05 102.64 30.42 
91.40 160.04 69.63 
103.69 41.61 77.59 
129.52 66m 67.96 
144.69 51.79 32.82 
80.73 102.13 132.13 
119.37 41.69 52.48 
20.16 75.00 138.48 
53.55 115.82 6'1,58 
51.15 91.58 95.().-[ 
104.62 147.55 :}4.69 
95.97 78.32 24.98 
191.11 113.18 95.16 
59.91 63.98 83.00 
31.88 53.32 157,68 
275.92 45.53 122.52 
79.81 53,79 107.29 
59.57 42.85 59.28 
159.71 27.02 85.29 
105A7 48.82 77.81 
107.09 43.73 6'1.36 
88.48 76.77 %.48 
59.53 J 1 ~).85 10G.Dl 
63,98 49.62 Gl.37 
69.88 ;,7_27 61.59 
36.33 4G.02 85.20 
70.6:1 41.73 72.78 
129.53 60,81 82.70 
145.75 J'!Al 57.19 
230.15 ll•L71 93.33 
26.15 68.77 79.92 
82.28 107.79 81.51 
129.26 98.00 24.22 
67.33 75.51 63.21 
52.42 73.86 36.89 
85.43 183.:;6 122.75 
65.55 58.04 82.00 
30.91 !55.'20 87 7-1 
SOAi ,11 !).5 7<1.23 
16.45 86.3íJ 63.90 
57.43 n.~_55 88.55 
31.11 90.1-l 137.59 
141.51 G6.47 6-'>.80 
8'1.46 11<!.30 90.!Xl 
102.27 52.87 73.17 
42.33 33.49 113.10 
156.54 99.62 9.72 
131.37 101.42 5'1.64 
36.14 30.20 93.62 
88A8 18.32 141.57 
12:1.81 90.12 5S.Z3 
266.21 101.82 20.58 
63.47 71 .68 23.67 
166-<17 ~)"2,57 71.1.<!2 
9J.77 7·t o.;, w~.J0 
30.5<1 ,ss.-n 1 t:I.J-1 
61.10 2·!.% 137.67 
55.68 129.83 
40.85 J,'>l.n G8.3f, 
17'2.66 67_(;7 88.S2 
57,15 :J0.9J fH.85 
51 
103.41 104..21 39.32 109.14 179.80 32.63 
60.77 128.07 90.25 125.32 13.11 97.32 
42.14 33.00 123.26 77.52 76.02 64.89 
123.90 83.61 70.49 83.91 164.66 ll8.(H 
11L37 47.04 118.4<1 58.06 5L19 81.51 
65.49 114.45 126.59 72.99 85.47 57.28 
80.88 106.913 78.84 82.82 97.17 111.62 
82.03 76.96 65.89 94.16 73.64 69.99 
54.64 31.95 21.81 121.'18 109.36 115.21 
199.18 L52.88 131.94 <l5.42 102.31 34.55 
54.58 40.16 72.39 81.61 76.60 41.63 
52.15 111.32 49.37 \31.59 84.18 67.28 
80.99 130.12 59.86 41.79 22.73 37-47 
52.45 52.64 107.94 58.81 39.91 7&.56 
46.67 34.18 102.57 92.13 71.67 74.80 
74.82 138.84 25.15 61.81 83.18 32.21 
123.20 16.09 27.02 84.53 80.09 143.00 
46.66 197.69 j 10.56 36.<13 53.50 95.10 
89.ll 88.87 38.46 40.78 14L44 89.-58 
58.27 76.92 59.46 77.26 126.70 54.40 
65.33 59.65 48.61 71.14 86.38 \1.27 
89.71 60.54 136.0•5 .',d.7l 67.80 34.35 
93.75 86.57 65.88 7ü.83 33.54 86.0'J 
116.89 59Aii 4 7.0& '2! {) .. )6 21.79 1 18.21 
67.88 59.39 29.08 111.07 201.0<1 7J.v.J 
HH.72 1! J .80 ~10. 20 (;{U2 92.'!7 7:H1 
,!8.1'1 118.9G 3'2.20 72.25 •!6.08 96.~-H 
52.17 70.32 J0.39 56.58 Lü7.8G ·!1.68 
63.55 47.26 60.80 ;)5.89 27.20 1:3.91 
20.40 47.68 35.'!0 247.23 50.81 16A9 
108.42 59.45 42.12 30.04 67.68 105.92 
61.64 95.67 35.51 153.24 89.13 75.72 
109.95 39.38 6'1.56 &1.11 195.66 111.57 
120.87 53.05 40.00 71.71 39.85 57.72 
98.69 43.29 74.24 80.20 71.41 81.47 
29.19 10.1.29 98.93 90.38 47.28 123.05 
68.46 39.88 67.25 67.86 35,20 67.'11 
94.11 39.28 4B.53 <lT .00 113.10 137.78 
64.52 15.S.S'l 90.7:-, 24.08 5<\,0J 411.33 
105.91 96.83 160.2-l 33.48 134.63 127.:JJ 
80.86 I 00.73 77.2:J ~JU. 79 '11.83 Gl.&l 
107.69 36.03 (j'2.7ó 8\.<:l.S 60,3-1 HO.OS 
03.79 4<l.19 H(Ui4 112.34 25.26 'll.GG 
38.50 85.26 39.10 24.00 60..18 'l9.J.3 
53.73 177.16 61.15 5-5.52 111.9& 7l. 7tl 
63.99 87.91 49.52 82.77 Dl.49 56.96 
84.09 40.75 39.32 ss.r.5 79.78 ()7 _:}() 
66.41 s1.s.;, 85.82 •18.-31 58.77 t 11.07 
28.60 71.73 152.29 30.H4 25.40 101.0-1 
59.23 113.92 '12A3 33.19 31.0~) 111.38 I 
64.64 93.50 137.26 77.78 41.41 91.24 
124.6-1 65.25 96.01 77.47 48.32 67.65 
12.42 15.10 68.2() 10L01 117.57 71 72 
64.10 1S3A7 138.68 82.K1 57.62 101.30 
! 22.39 50.63 :r2.71) ,,~ ,->J' ,.) , 32.96 10~.77 
72 7] G:J.% I -li!. :J 1 82.21> t:;:;_.s;; 1l(L53 
112.76 82.GB 3".'.87 IJ-I.VJ 7lL'!\J :J(J_jJ 
103.01 7Q,cl() -l(i.S'• S-US 10'2.28 :\G.().l 
102.83 83.01; 70.UU h7.:J8 H8.<!l '10.S3 
112.14 61.18 .J5.U7 -15.57 
121.23 2·1.90 JIG.\17 1]5,'23 72.46 'J,u;, 
80.72 :n .78 25 JG 123.7:.\ 6!.72 l '23.9! 
52.12 2SAG 59.08 ~)3_'(<1 l5L90 :n.r;z 
164.07 93.31 99.95 65.99 S:~-91 70,50 92.93 81.61 89.68 64.71 81.08 81.83 
67.13 148.65 134..51 72.40 36.60 54.46 72.97 61.91 78,63 47.23 34.52 62.06 
32.21 91.56 72.90 46.14 98.03 105.49 34.85 53.78 35.23 34.83 111.39 154.41 
133.48 51.82 43.30 135.52 57.63 93.81 33.58 60.78 59.22 44.48 136.65 lJs.:n 
124.41 72.55 37$9 30.23 103.18 73.00 33JJ9 68.53 53.52 90.10 31.70 46.8:.'1 
70.09 168.07 59.05 73.28 32.05 79.56 25.02 109.53 112.96 62.23 70,82 124.68 
77.51 102.73 104.20 156.41 68.30 121.36 108.6-1 121.48 112.91 78.45 69.99 182.86 
27.92 47.32 59.56 28.07 168.46 52.54 11-1.87 93.37 62.88 60.89 74.06 78.52 
62.22 78.25 71.98 65.24 114.90 117.61 33.75 139.36 34.40 70.38 128.61 176.58 
125.00 30.77 68.00 111.99 53.55 42.54 122.59 129.30 172.77 97.28 101.71 63.13 
83.15 62.13 32.52 7L25 10.10 136.25 75.51 18.04 ·10.49 22.44 105.65 78.32 
82.33 31.54 92.77 110.83 102.16 46.69 56.41 36.37 156.70 104.86 98.55 45.83 
42.73 84.S9 46.'<0 68.65 138.19 147.29 59.91 21.98 128,81 29.47 4L15 65.07 
93.20 139.38 61.49 42.81 117.49 117.81 52.21 189.76 95.28 96.95 77.68 !57Al 
60.08 56.65 <\5.76 101.08 109.30 65.60 28.3~ !02.62 96.54 95.88 2oL()j 73JXJ 
78.62 32.18 M.GS 86.46 G5.28 81.59 63.18 108.60 29.87 16.7:> G2.7•! !•l! .27 
135.12 135.5G 78.32 53.95 H8.53 1005!1 :39.23 93.G5 !9.53 91.6•! 107.87 33.SJ$ 
64.3-! 106.35 111.13 HU7 85.7•1 58.33 1 !9.61 "i3.'!7 7,'!Al 2•1.50 160.82 117 •!.~ 
86.80 35.10 103.08 92.21 88.54 85.25 55.92 70.89 .'.iO.lO 99.57 57.36 11·1.5-'J 
31.37 135.49 33.3G ll(L96 72.93 49.06 60.08 62.02 55.75 109.37 76.12 S4.('5 
























































































































































































































































































































































































































































































































































































































































































































































































697.95 493.22 521.:15 349.10 511.05 351.82 562.91 •152.54 375.6.9 313.80 370.20 462.18 
344.26 629.30 625.43 227.13 138.11 378.34 .396.93 329.04 429.85 271.09 183.55 292.54 
160.31 419.40 378.37 26L70 •184.61 499.í2 185.53 247-29 146.96 178.93 552.27 941.75 
622.39 243.41 221.4•1 755.88 288.91 497.78 144.51 300.18 277.48 26fl.l9 6~0.43 634.48 
551.15 354.47 171.13 146.82 480.80 364.62 19•!.73 316.61 307.30 451-67 J:W.68 239.00 
350.18 827.36 320.80 257.71 157.98 377.69 116.48 577.58 664.40 286.34 310.82 577.59 
435.94 445.62 642.67 903.73 318.10 694.49 536.95 679.03 511.96 484.57 311.02 896.55 
1ss.:n 262.42 254.22 121.66 777.48 256.35 529.09 415.05 361.40 363.39 308.93 363.36 
246.57 443.01 376.08 337.06 618.54 555.01 145.99 284,79 189.01 259.41 734.21 982.29 
698.47 135.42 323.21 566.97 249.16 216.14 639.76 584.16. 96.7.75 514.13 482.02 328.55 
352.85 318.20 151.31 366.90 48.90 539.72 348.73 76.57 224.04 110.56 401A6 341.05 
360.79 172.95 450.29 507.25 530.65 215.83 255.52 185B3 764.89 519.00 598.34 237.45 
222.14 417.56 232.81 338.04 620,7$ 611.79 346.02 l-H .89 803.48 146.98 218.80 317.27 
525.0<J 74L67 318-11 190.30 621.65 576.26 302.07 824.06 409.53 438.10 363.62 764.34 
313.54 257.9.3 191.34 <183.11 637.73 337.29 1:;!7.72 660.62 508.19 600.71 120.56 .356.GS 
463.78 156.<15 508.97 482.32 368.13 'J76.0G 330.40 567.05 111.95 'l22.0J ::\05.63 Ü1'1.59 
588.56 571.16 452.65 237.03 648.41 559.47 134.73 416.60 107.81 463.4'2 5-58.22 155.94 
330.10 593~17 528.58 80.07 422.30 266.7'2 787.57 295.99 3-5'.!.10 122.5,1 6Q:J.81 677.9..1 
430.86 184.29 555.52 5'J5.fH 360.70 3·ll.64 266.10 371.33 263.7!> 5mJ.71.1 :w1 .95 681.76 
142.27 602.84 200.20 651.."35 349.28 '210.3S 329.17 293.40 278.76 539.70 ,Hs.;,:J '2'11 .47 
465.-59 332.65 142.76 5'.11.72 
---
II - O Conjunto de Dados Nº 2 
Estes dados estão disponíveis em disquetes. 










2 > s,. ~ 495222.4 7 
Sbw = 285956.41. 












Coeficientes de Variação 
de w 703.71 0.5050 1391.24 
de X ~l8.:H 0.4938 19~15 
de Y 359.31 0.6090 59(L07 
Figura A.2. Histograma. de VV, X e Y e gráficos W vs. X) VV vs. Y, X vs. Y. 




564.25 241.40 288.6& 
445.14 578.56 1687.03 
699.93 1026.51 495.68 
1044.26 653.5.2 182.87 
303.16 647.92 553A2 
228.91 012.83 991.65 
623.02 1012.1'2 436.1,1 
405.66 216.5·1 576.20 
379.60 75L73 816.12 
1538-79 510.68 510.29 
522.23 293.27 6<17.18 
449.06 1003.8.) 1278.30 
37Ll8 638.10 Ui.•l6.08 
1100.62 118.36 752.68 
690.52 520.00 726.72 
573.67 295.61 .'512.11 
604.61 1338.36 742.82 
446.20 469.29 324.65 
121<L92 589.21 721.3•1 
1475.17 223.82 209.52 
81.47 520J)9 569.51 
976.29 690.71 448-74 
591.16 370.60 436.32 
328.10 274.70 488.79 
305.83 56L07 506.27 
333.07 284.61 86.10 
70Ll2 1164.44 468.36 
533,76 1159.7;~ 612.37 
397.61 630.67 229.23 
122.57 664.11 281.62 
411.81 651.63 743.87 
461.46 37!.93 35s.n 
1099.08 476.26 681.74 
457.52 809.35 469.01 
523.34 836.79 438A6 
700.32 6!9.55 1(}63.45 
710.82 878.02 586.99 
910.2:! ~53.19 29:'L95 
633.16 597.3-1 807.45 
Géd 7•1 ·156.73 720.06 
H5!i.80 17'2.:.\2 21LJG 
382.79 1248.13 483.00 
462.-46 514.40 239.39 
156.81 H1.63 542.02 
33G.14 587.38 667.78 
208.03 649.38 SL89 
852.5& 925.80 325.1;7 
589.23 483.58 625.12 
159.34 806.5'1 879.62 
468.13 816.96 176.37 
337.38 404.62 621.20 
613.55 496.78 453.22 
546.82 426.79 345.43 
498A•l 512.9•1 574.84 
9,!5.13 1iü0.98 816.54 
423.82 869.50 352.22 
1079.21 366.77 560.77 
408.42 422.36 624.68 
304.37 958.70 534.12 
201.28 638.42 757.54 
492.28 781.39 G27.95 
561.45 392.16 368.42 
L.c~c·to.,.'""-- 79'1.7c5:___.o0·s,s,o~,I_ 
Tabela A.4 Os Dados 
404.50 687.91 739.30 
718.14 300.55 782.64 
462.31 403.79 833.73 
:ns.os 857.30 688.75 
121.62 368.67 7'18.11 







352."11 953.8\1 139.<1\J 250>.77 
5:H.83 688.98 321.94 19HAl 
861.88 1 76.21;! 1236.83 5'4,'i.42 
+16.97 406.21 990.77 •157.15 
81.97 329.50 256.95 397.84 
720.82 255.04 ·151.31 93:J.58 
701.25 5IG.63 668.61 387,08 
192.03 264.25 557.74 902.72 
383.39 571.05 765.29 1295.67 
294.30 53:{.04 835.3<1 570.51 
138.&1 324.21 9295)2 204.04 
644.00 792.82 506.86 516.52 
772.97 1'930.18 794.86 240.86 
2147.77 476.09 770.77 670.58 
552.42 52L46 555.44 659.42 
1815.40 536.96 1611.54 685.31 
805.15 442.59 56.93 482.30 
592.77 378.63 1160.27 284.38 
796.87 523.!)1 1284.66 284.86 
143.84 678.30 284.49 722.52 
1086.91 206.(H 315.70 900.81 
466.55 221.45 ,158.\)4 731.65 
469.55 95.45 63L81 573.95 
429.74 146.13 1380.96 314.01 
1305.39 732.44 427.10 894.'14 
32S.76 3"29.37 <!09.12 1146.30 
465.14 180.65 243.16 23:l.60 
356.91 914.42 493.22 660.72 
473.91 437.19 987.97 371.60 
654.24 2IIAS H95.10 529.(19 
816.58 818.20 554.37 598.13 
561.18 531.68 757.07 ,f50.19 
58-5.9'.) 105-1.3"! 350.30 459.95 
:\35.93 625.69 605.03 1072.'!0 
70!). 72 5:; 1.29 SG8.87 1 072-!U 
GG0,13 2+1.53 200.39 590.01 
531.78 576.09 741.34 351.11 
349.27 610.50 267.8·! 588,15 
567.01 967.80 858.33 46·1.05 
212.76 253.44 386.79 757.18 
l•l0.32 986.77 197.52 130d.60 
1312.97 710.87 790.08 716.8> 
1793.10 43Ul8 1411.09 210.56 
·136.27 585-'14 1559.36 505.17 
530.98 223.51 217.90 39SA9 
1077,17 123.02 262.G9 574.46 
4G9.6-1 898.9•1 330.12 1'27•Ll3 
497.03 263.27 S8G.26 222.77 
170.38 564,09 541.86 20-!.85 
552.26 534.21 969.07 321 73 
124.35 468.20 493.85 1179.25 
1313.05 629.35 1069.18 582.57 
t80.I6 :no.87 615.98 96-1.11 
5D0.17 695.98 4<18.21 352,96 
2:11.49 182.:38 195.98 181.]0 






















































































































































































































































































































G::l(L28 G34.9'J 683.23 , 
_ ___:J2,JA9 ----.:!2..::.:.?_"~" -15<1.~ 
869.45 707.63 423.69 456.03 384.91 1411.72 405.42 391.90 288.39 •10•L2:J 583.59 268,22 
270.68 296.60 1026.46 92.01 1919.95 163.17 753.19 321.73 108L30 1044.89 &0•1.32 32l.C>9 
920.60 1305.03 430.41 626.86 197.17 1250.23 326.78 •!89.02 548.30 507.66 1203.0.1 9Üf>.53 
504.84 434.44 794.14 86.27 21HH6 82.72 77.64 4•12.54 749.04 674.55 1410.81 575.38 
765.76 148.35 1057.71 244.22 270.40 717.64 414.59 510.36 755.05 446.29 517.80 965.16 
221.69 586.67 754.95 200.35 78.39 826.61 212.48 680.54 512.39 481.02 1011.24 87.64 
588.66 498.23 375.75 1041.97 275.24 448.01 1706.71 528.12 285.04 331.23 329.&=) 623.92 
777.92 826.11 684.42 577.02 1372.49 203.72 ll80.95 737.39 1!&6.52 491.08 327.89 1710.69 
552.38 296.59 732.46 411.27 139.16 190.53 482.92 985.36 411.72 678.05 291.47 G08.61 
97.:n 1!15.09 281.92 434.67 1468.68 941.90 183.12 203.33 279.99 420.39 684.55 169.72 
624.57 107L96 447.35 625.71 590.21 638.66 1306.51 202.79 215.63 3·19.76 238.47 276.67 
480.80 863.56 680.27 24•L30 505.86 698.93 1<156.82 •l28.GO 19l.H -,115.57 ,110.78 133A9 
83.77 495.12 969.64 1110.&1 392.10 447.06 388.37 127.19 802.23 533.37 325.25 648.31 
141.74 797.99 71.18 944.3-1 665.27 1042.66 691.32 3H.94 216.27 331.66 H47.19 811.42 
330.13 389.06 572.36 226.16 311.70 650.27 456.86 160.37 357.50 501.96 395.8G 489.40 
109.49 455.99 137.41 2037.51 307.31 490.12 468.20 •15-5-94 216.70 456.63 779.53 278.29 
559.13 391.56 818.02 1156.9.'3 110.51 30,1.82 232.77 108.54 392.10 680.68 085-<'i'.! 5\!8.18 
606.04 HlS.SG 876.39 71&.93 1396.3& 538.70 352.89 2313.11 814.-11 935.92 661.&1 249.80 
568.42 1038.37 1262.52 423.56 954.53 207.65 1481.27 1675.64 1062.89 1135.57 J2:H..S:l 493.5,1 
472.79 195.26 382.74 239.97 179.78 283.2:1 696A6 909.69 482.06 25UJ\J 2!)6.2:J 449.4,1 
181.22 419.31 301.48 785.30 581.66 336.95 1313.55 '185.ü3 938.65 497.44 :343.18 473.06 
600.44 6-51.07 302.64 153.49 621.73 1196.85 868.29 573.75 765.63 190.19 712.95 654.92 
372.70 484.&1 848.85 825.67 285.58 95.12 192.08 536-29 !176.55 859.46 <134.09 527.21 
360.29 1175.46 469.65 292.44 311.24 362.Sl 1918.89 726.08 180.03 284.00 975.25 290,96 
1449.77 370,80 62.36 765.12 226.68 279.87 323.88 1362.73 -517.73 279.26 1021.42 20'2.02 
1448-31 864.54 227.05 100.44 73.68 779.68 382.99 1969.80 1062.69 4-57.12 865.10 228.00 
602.81 831.77 419.37 3L77 373.68 470.16 1285.17 782.86 566.77 186.03 6,14.24 782.29 
1086.42 984.00 1097.20 606.55 1413.72 428.83 459.13 1241.00 317.26 296.20 301.95 92.22 
226.91 585.12 301.60 1125.10 174.65 666.26 414.27 557.60 653.72 968.41 140AG 948.23 
579.69 400.30 409.05 165.11 1283.83 614.21 126.53 461.32 5<13.19 856.5•! 19Ll9 283.78 
282.55 331.61 355.26 328.88 232.6•! 93>1,55 746.28 380.60 ,138.99 272.22 742.:J9 907.39 
719.52 1154.36 256.22 579.80 936.48 36-3.17 397.<18 983.98 173.43 1550.06 1016.13 195.).03 
633.27 1269.96 809,8-5 678.53 790.25 920.26 633.94 5,13.07 700.59 615.83 :J23.13 4,16.92 
358.14 485.43 199.08 f!28.04 538.53 569.49 326.14 '213.85 79iH9 353.19 162.48 753.00 
5Hl.12 817.05 493.01 792.48 679.67 1027.11 64.04 ;HI.35 1801.56 275.70 177.(>6 812.16 
794.89 186.88 499.12 429.47 183.34 409.51 272.42 1122.:.3 1291.82 98.98 ·197.27 156.22 
392.09 728.74 361.69 218.17 234.66 300.27 544.56 82ii.70 288.26 351.78 1252.82 •W9.93 
442.29 302-22 167.15 527.48 1518.17 1336.70 359.76 ll60.50 655.92 284.17 796A8 169.98 
436.66 498.96 5R1,77 ,!3-7.37 632.27 477.08 651.10 1243.20 599.68 301.36 148.(}1 385.64 
133.26 612.02 412.10 175.17 1323.31 363.08 9G-5-.01 2113.02 180.'15 793.43 939.22 219.30 
898.17 672.<16 170,1.22 296.66 191.25 321.53 ,!43.37 116.19 57.'3.79 321.67 105.90 302.<16 
704.44 394.52 276.90 1()8.83 553.80 ,192.51 1502.64 1290.22 900.46 876.37 715.ü8 237.97 
228.05 483.28 381.61 620.59 323.81 249.50 427.'!2 nJ,l-56 •lH-16 10éH.25 G22-&1 S6i.01 
731.58 1059.99 t52.47 836.08 409.72 700.86 758:2,1 1661.12 329.'25 22.41! ,1s:Ho J03-u9 
463.11 64L73 898,97 558.57 301.81 2130.60 1075.00 128:).19 40.98 -,167.28 314.65 HIUO! 
442.0:1 376.35 2,!5.33 238.3G 252.74 815.07 431.22 420.69 201.80 :HJ.OG 26:>.'18 162.0:1 
421.\JO 416.49 552.16 366.&1 751.88 924.27 S-15.83 7GO.S~J ô!J2 18 22\l.ôS 80,1 &i '1.10.72 
\<11.32 993.13 UG7.87 1000.75 868.80 171.33 9:l3.18 85997 (iô::i.ó.JU 7'!0.0'1 ll'l.'LT2 1'' 1S-
llm 'l!l; m~i 'lllE mil ,ilm lllli m!l !li~~ j~~jj íii~ !1:11
1
1 
397.14 499.80 302.71 252.16 973.24 620.37 765.86 70,1.77 !.147.89 !.ll-3.1:\0 "25U.7l 339.77 
228.65 1179.37 537.77 253.65 !31.28 758.73 1077.82 70G.58 878.:H G\ll.87 -UiS.-11 35,!06 
383.09 464,31 122,75 71-5.98 357.85 703.35 510.43 388.2"1 t,6J.30 3~2.60 213.52 1365.62 
29U)7 100•L27 156.29 113.84 936,92 77:1.9>1 563.36 2,11.39 -510.92 -">··17.0-'> 3WJ.15 163.20 I 
366.61 667-82 128.24 1723.33 875.8-1 781.07 1301.71 586.32 1089.33 5'2/i.l() ·15·131 6,15.58 
I 
506 36 583.97 670.88 493.39 511.48 241.99 375.87 109.90 432.35 388.87 1036.22 2-!5.01 I 
76ii 31 333AS 426.99 355.43 566.49 1058.07 562.74 256.79 458.99 35t.:H ,15.5.03 313.95 
l338 92 356.19 l32.89 316.42 736.11 600.47 1134.42 725.05 680.36 ,!02.01 J8.J(j 086.84J 624 20 1934.85 583.53 557.25 622.48 588.31 -158.'!8 536.2•1 32!1,71 G77.8U ,196.21 354.14 )()9 53 ,!63.97 284.95 882.10 989.19 578.18 215.12 923.51 35-1.13 425.7<1 687.'10 280.34 70576 193.18 939.23 19>1.86 1362-68 882.22 278.17 9f>0.8'1 HCXi.70 271.10 SúG.67 680.02 -~"----.'~~""'---="'"---="---'~____.._'=---~""---'==---~------~ 
58 
w 
364.11 694.45 1275.03 403.56 408.86 536.93 602.90 890.32 1180.86 669.45 275.7<1 222.79 
165.52 857.75 817.41 496.37 936.08 329.95 367.32 355.71 tn6.62 440.01 1199.24 349.87 
320.57 358.85 492.65 207.58 490.89 1418.76 438.63 161.78 93.00 451.30 196.66 586.71 
1431.38 123.01 2003.81 695.00 338.08 527.42 682.93 565.28 849.25 836.47 629.91 497 .B7 
357.90 634.23 1422.94 201.67 6•15.•11 589.37 42S.02 389.11 673.14 483.48 48951 193.33 
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UHLH 1046.56 824.51 801.75 806.47 1827.64 5·19.64 1473.21 S22.2T 813.40 89,1.46 .5IG.2'l 
1141.92 2628.22 1070.87 428.06 986.90 1815.59 454.98 1366.90 'W86.fH 1149.70 2G01.00 585JJ7 
9"27.23 1··H4,5J 1061.33 1050.88 1337.24 1689.7.'; 1710.54 2206.78 2-.!S!J. \() !üú•l .. )8 13G7..15 78G.S•I 
20G8.3S 813.;!2 1<1<!1.69 1022.25 18G7.25 775.81 !704.76 22·16.10 \!20.3:, 'J~Jl.ül 903.% 2J33.tHi 
930.1 :l 1164.31 1733.12 1953.83 2476.55 3269.60 17.17.29 1267.80 11·15.5t! '2lJl:HJ7 %0.5(i 43:),21 
562.85 1733.4(> 2039.42 490.77 762.13 1598.46 1737.91 3.S67.6l 1.'539.3Y 707.61 ).553.80 700.1l2 
900.62 1234.33 17·18.59 1295.&-1 !601.24 1003.18 1025.65 1625.69 J 68.'i.8•J J 660.62 I ~35 •11 197~).::10 
12"13.00 1497.95 1179.81 687.12 315.78 1004.93 1082.40 l-129.35 1029.92 ss:;.:n 2305.•15 .58\).37 



























































































































































































































































































































































,,,s,203c5"G''--'-''29,.0G"l- 2_2_G_,_·_:3 ... __ <B_5_5_.ó_9 
66 
1154.4•1 758.14 629.38 
2165.43 812.41 1666.20 
610.64 1453.78 1930.77 
<172.46 859.55 1366.59 
1632.08 1618.81 1353.29 
555.22 1361.78 1585.89 
2209.34 1257.01 773.97 
2647.44 9JK20 1880.19 
999.05 1501.89 1222.34 
1746.33 331.44 987.96 
2409.17 589.85 1116.80 
2200.26 1327.43 640.93 
1455.70 310.30 1976.91 
1176.61 485.52 669.% 
810.57 701.61 658.41 
13.20.0·1 l~J>l2.93 291.97 
628.24 •127.80 1331.83 
598.17 711.44 1532.07 
2•180.09 2239.50 !832.17 
179•1.11 2íJ95.05 970.37 
2850.05 1268.08 1G+L66 
182HiG 935.92 1372.03 
620.10 2027.39 4226.12 
3559.87 1623.'!5 •188.61 
1860.62 2960.45 1429.81 
674.31 2570.07 2011.90 
2365.71 226·l.OO 1147.05 
1357.94 2307.80 94·!.06 
870.53 1059.97 1259.85 
306.77 942.79 2103.34 
1463.!)6 1325.88 652.34 
928.44 2758.26 877.69 
1034.0.} 1325.47 1528.77 
1385.41 1928.56 1972.7() 
490.75 756.78 2300.14 
599.08 1840.:l5 2176,70 
1092.26 2318.28 996.70 
1120.35 2488.61 1967.84 
863.15 2980.17 1511.16 
2230.58 962.65 486.42 
841.79 554.90 1232.35 
277 4.49 1195.22 2285.93 
891.43 2504.23 1330.<19 
2073.15 3003.23 67L98 
2087.89 2637.80 190.33 
1001.32 549.91 l•I36.2:J 
821.29 1472.% 23ll.•H 
2773.80 23•1 L18 1273.70 
723.26 l0l4A8 377.'10 
1596..!8 13SS.86 686.64 
840.69 113•1.85 592.75 
2296.72 166·1.87 354.63 
1154A9 1378.10 3593.'13 
1G9S.78 1621.66 2186.60 
1277.28 886.3! 2188.87 
!562.74 1092.88 1085.54 
2138.50 1676.57 2280.25 
1051A:l 1166.89 863.73 
12•!5.17 788.3·1 1565.80 
2420.Jl 1899,50 1201.90 
058.53 13HJ.l\) 71\.19 
1062.8:) )757.88 86"1.!.!2 

















































































































































































































































1084.13 2271.02 85íL22 609.01 1352.74 1426,96 1454.70 H%8.09 
1735.13 1635.00 899.24 2274.98 1033.62 865.39 ltl8.35 1H83.6'Í 
9S9.36 1837.30 900.82 749.60 3461.33 1537.41 738-79 2292.85 
697.34 42~9.18 1214.76 870.97 1033.67 1462.54 1042.18 1776.91 
1245.06 2297.75 700.33 905.33 1918.38 1183.21 816.87 1971.65 
14{!4-96 667.03 1110.83 1571..57 1646.15 1334.87 812.51 582.99 
2143.47 2020.18 1697.H 2513.60 1391.11 485.66 267.14 69,1.17 
1597.15 917.35 2376.95 1411.73 I044AO 1081.67 2477.24 433.32 
562.62 549.63 1101.89 21l6.86 1085.08 1381.32 1360.22 807.83 
521.3<! 1533.00 1983.06 2132.29 681.18 1094.48 733.23 1389.21 
2700.07 193.34 l80L59 1360.11 460.53 611.67 68\J.82 1113.::12 
101J4.17 2028.81 955.&1 959.29 1510.46 1655.33 1190J2 1441.83 
1857.13 1704.67 906-40 439.27 849.88 1032.25 688.32 1810.03 
2404.05 453.56 H96.17 1984.63 1826.20 3323.41 2826.57 729.09 
2H9.21 882Al 1534.89 2636.35 710.13 1687.87 1231.1.3 772.51 
2065.42 653.83 2460.48 980.10 1878,77 962.57 1000.8•! 2•190.29 
1007.23 710.58 6883.57 9Z3.S4 Jl72.62 93.73 1530.27 958.17 
417.53 1·16<1.03 1444.28 2206.28 1316.17 891.32 1000.88 2423.49 
1082.9-l ll64..90 769.35 1219.3•1 1020.92 1368.98 1098.10 90S.'.W 
663.16 883.66 1072.38 728.72 1394.05 801.12 1672.74 694.78 
1891.81 1808.63 1665.80 947.05 2Hl4.98 1685.82 839.00 1048.89 
1091.23 1017.80 828.30 817.15 1800.29 1148.47 2593.56 !076.59 
743.27 917.02 2389.0.! 534.93 1606.83 2583.90 1026.63 2800.94 
550.46 1211.89 679.83 2008.71 615.55 1447.29 2112.73 900.09 
1058.34 2530.57 156'7.32 1080.37 839.11 1350.01 1495.93 40JO.Gll 
1754.75 2555.99 590.90 'H4.19 1050.78 1330.2"2 760.85 1200.72 
923.95 118.89 •!77.41 1065.97 1497.42 1643.85 882.62 •1G·I.G9 
3976.80 612.74 2735.44 1275.!7 1170.44 2416.30 1380.51 :J2,17.:J1 
803.t1 sos.<~3 89<1.93 ·146.01 799.03 ·199.83 79JA5 987<n 
,!90.48 504.39 865.47 11013.81 1434.76 158,1.57 1430.21 790.2'2 
961.23 1158.45 650.63 H82.69 99935 1215.26 555.91 1542.60 
1175.81 1166.35 11335.81 8131.24 667.79 1477.80 1387.17 837.00 
Sl2J34 1451.'18 I94Ll2 862.61 !639.74 1572.26 7•15.33 1112.82 
1279.58 1111.40 561.85 15<12.88 1611.54 1333.08 1251.'!6 1815.85 
1098.50 tsoG.09 762.82 2001.72 2235.61 H85.5o 906A5 2o:n.m 
1704.35 HG9.38 614.04 1140.99 1273.3•1 1545.25 1391.29 1038.39 
1'.!07.95 1107.40 532.S4 766.73 589.03 2774.23 550.95 1787.69 
2667.21 1063.37 333.00 1540.47 511.13 1278.78 79•!.30 921.37 
1<169.93 1469.70 540.83 2105.22 791.69 1852.18 1640.67 llOUH 
1507.59 1171.45 870.72 679.20 1656.65 1983.83 1918.8.8 1201.88 
455.73 1603.38 919.14 873.82 2693.15 2226.92 1007.71 10\)7.·15 
6:'-4.52 1279.18 1081.81 !131..32 1386.69 1053.48 2·!~5.97 71).95 
1691.'!2 1110.62 2226.08 '2556.39 853.91 969.54 391-37 JG%.20 
053.62 1973.00 2776.78 1508.3!1 1751.89 lOO:J.32 Tll.3·1 2:l97.US 
820.39 2442.56 1579.03 1064.25 1867.57 1385.42 1018.21 29]1).00 
900.'!8 1830.'14 1026.01 D55.77 1263.78 866.62 319.39 7,'i7.18 
327.44 611.60 1286.97 1689.94 1064.99 906.28 1837.35 ":l:J46.75 
1601.14 1039.91 1333.24 2173.01 1287.69 1067.67 783.71 l05D.32 
1890.5~ 2171.55 169.3.23 1358.4•! 1252.54 1373.12 1742.99 819.30 
598.16 6:~6.08 1908.56 1412.52 1410.99 1130.38 949.21 2600.66 
2269.16 136•!.56 1723.09 1149.5·! 2156.89 2325.10 !G,W.37 1700.21 
1800.94 2421.19 132.6..') 158<1.33 1543.58 445.05 22>L\8 ~1718.\17 
467A7 10,!1.32 810.71 .561.74 1963.17 782.43 2278.43 822.o-t 82\.1,70 
2895.11 853,2•l 1269.52 183:S.ffi.l 1331>-71 774.83 4'28.32 1653.62 886.93 
2013.00 20Il.(H 2888.92 1366.60 1934.38 135<1.77 1948.53 792.66 1602.29 
1~88.21 7G3.H 1016,07 115D.()(i 1431.88 1868.77 501.47 509.50 1258.30 
930.54 1280.56 626.31 ü50.&:l ~H\H7 882.58 2110.30 5'H.70 210.l.G5 
1GG5.:::H l!OO.OG 1655.85 G48.07 W66.75 1578.94 1085.11 S23.B!J 'JOl/.58 
1565.01 856.68 677.84 1257.5.'> 583AG 597.82 1181.66 956.G3 lU2í.IL! 
2237.95 1175.98 1786.48 2245.66 ll40.].2 99L75 1261.50 2515.8f> 2678.7,1 
927.83 1360.59 6D2.37 718.70 2041.31 552.26 2529.11 163&.6í.l 1:lO(H5 
1189.78 3547.26 2286.88 2993.89 1712.58 1307.15 55;:1.31 1198.76 '.!158.82 


























































































































































































2'>5:J.:>:J 11\JO.:n ' J9U~~}2GS.SCJ_j 
1621.24 616.56 1537.53 1087.56 993.31 1446.07 1917.64 1120.51 1965.13 185<1.75 1395.68 !)84.13 
962.94 1223.25 1804.88 643.:'36 1040.44 1554.89 1277.19 575.15 694.82 2625.7G 1190.53 1--H2.83 
1385.93 766.31 1069.22 1520.56 778.73 ll35.98 1682.87 2267.28 1223.80 946.94 1102.05 703.88 
1457.45 3946.09 2169.06 1001.69 643.21 18,lOB7 1052.22 1051.3<! 759.11 606.44 1179.26 1294A5 
2166.76 1933.45 1348-13 1356.80 1402.45 592.84 1156.14 1741.00 2497.99 1524.13 2175.16 1775.-11 
1673.61 1078.79 1668.93 1<129.93 1460.28 1459.54 1009.78 2062.58 2092.96 1605.95 654.80 550.76 
804.16 1747.85 908.69 1741.&! 986.43 1004.59 1748A3 2288.22 1146.06 802.09 1162.45 llS5A6 
2111.65 1255.25 1779.06 85•L87 862.97 1880.66 1580.87 1652.63 1933.32 2213.34 83L62 l970.5í3 
1301.60 1719.18 1757.61 1692,16 1629.90 1053.94 509.85 1060.01 2115.99 1355.95 878.SS 821.62 
1032.72 2145.71 667.93 964.85 1176.85 1245.92 710.32 2271.36 1324.11 1122.41 1680.6D 633.66 
1970.74 1692.78 1350.39 74L95 1092.46 3665.91 1011.03 735.03 524.01 2340.51 1325./Yl 1391.32 
6H.Z2 272íLH 157\HG 996.60 2189.89 1154.54 1802.67 2288.95 1414.30 991.53 15·12.72 956.53 
859.55 1072.12 847.94 1226.34 825.61 1043.33 1678.56 1044.79 1197.19 818.2<1 1030.20 283.04 
603.44 2225.94 1008.57 581.91 489.2,1 1866.80 1056.75 1469.31 1915.88 1419.50 879.3!3 :1031.35 
I 3144.73 1958.57 412.68 1682.12 1641.79 1994.18 1--5·17.03 697.84 1803.56 19."39,73 2310.78 2!00.21 1327.93 1669.50 1008.29 10S.JJ}-J 1088.21 1142.23 924.78 1657.27 3147.18 324.15 I750.8G 1959.1)<! 
166--2.28 2851.76 456.25 1429.80 2354.08 1146.32 1761.11 1660.41 2593.31 925.94 817.(1':) 101~1.62 I 3042.28 2339.48 1690.82 2221.48 2774.GS 2438.68 121•1.42 1G38.92 70L8D 1119.·1! 1774.92 1615.6'2 
719.68 1921.84 153,L01 2•!19.39 1037.58 917.72 uno.s2 1920.58 1973.58 805.21 
_wo5.SS --_:~~>s J 793.60 1067.21 911.96 1543.63 
68. 
