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Chapter 1
Introduction
To gain information about the dynamics of a many particle system, which can in
general be any system containing three or more particles, is of great interest in a
wide range of fields and especially physics.
One way to gain information about the dynamics is by studying the kinematics of
the system, which requires the spatio-temporal knowledge - position and velocity
- of every particle in the system for all times. The knowledge of the positions and
velocities as a whole enables one to draw conclusions about important characteristic
physical properties of the system such as particle density, energy or viscosity.
To draw conclusions about the physical properties of the system one needs an accurate
method to estimate the particle positions and velocities and to track them during the
time evolution of the system in order to gain information about the particle paths.
An example of such a many particle system is a complex plasma, where a set of
colloidal particles is introduced into a charge-neutral plasma [1]. The compelling
property of this system is that it can be used as a model system for different states
of matter. Depending on the external parameters the complex plasma behaves like
for example a solid or a liquid. See [1] for a description of the transition of a plasma
crystal from a solid into a liquid phase. But independent of the current state the
complex plasma is in, the time evolution of the particles in the complex plasma can
be recorded by an optical device, such as a CCD camera, to estimate their kinematics
[2], [3].
In order to gain information about the kinematics one has to track all the particles
for all time steps to study physical processes, such as for example melting transitions
[1], [4]. The information of the time evolution of the particles is usually recorded
by an optical system and saved in a sequence of gray value images. While the
measurement of the particle tracks itself is not part of this work, we want to focus
on the estimation of the particle positions, on which all particle tracking algorithms
heavily rely on.
To track a particle efficiently and precisely the tracking algorithm under consideration
should use as much information as possible to improve performance. Besides the
position, additional information about a particle at a certain time step, such as
direction of motion or speed, could be used to improve the results of a tracking
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algorithm. Unfortunately this information is usually not known a priori but is a
result of the particle tracking algorithm itself.
In this context we present a new method to estimate the speed and direction of
motion of a particle out of a single image, whose results can either be used to gain
information about the system directly or to support other algorithms with additional
information to improve their performance.
If the time evolution of a system is recorded by an optical device, such as a CCD
camera, one has to estimate the position and velocity of every particle out of a
sequence of images. The conditions under which optical images are recorded are
often not ideal and can complicate the position estimation of a particle significantly.
Low contrast between objects in the image and the background, scattering in opaque
materials or low signal to noise ratio due to high temporal resolution or short exposure
time can complicate the task of detecting particles in these images considerably .
For example bright field images may lack contrast, if the features in the image
have a low light absorption and therefore appear invisible in the image [5]. Target
detection in infrared images can be difficult due to background clutter and low
contrast [6],[7]. Living cell imaging, where illumination intensities are reduced to
prevent photobleaching and photodamage, is another example of an imaging process
with poor contrast [8], [9].
The detection of an object in a gray value image is usually done by associating a
high pixel intensity with a center of an object. However, if the contrast in the image
is low this can lead to false detections. Therefore the contrast in the image has to be
enhanced either by enhancing the structures of interest or by suppressing the noise
present.
Several methods have been proposed to fulfil the task of estimating particle posi-
tions out of an optical image. Some of the prominent particle detection methods
involve techniques like local background subtraction [10], smoothing kernels [11],
[12], the combination of local background subtraction and smoothing kernels [13],
[14], morphological image filtering [6],[15],[7] and wavelet based detectors [16], [17].
An overview of different spot detection methods can be found in [18].
A quite different approach is the technique of template matching for detecting
structures in optical images. Instead of applying operations on the pixel intensities
itself, it detects structures by exploiting the statistical similarity of a subregion in
an image and an equally sized template containing the structure one is searching
for. The technique of template matching is a task of image registration, where it is
usually used to detect similar structures in two images and align these images by
translation and rotation. Template matching techniques thereby merge the task of
feature detection and feature matching, which means finding salient and distinctive
objects in an image and finding the correspondence between features in different
images. An overview over different image registration techniques, including template
matching, is given in [19] and [20].
A crucial part of the template matching algorithm is the similarity measure, which
quantifies the amount of similarity between two images. In the context of particle
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detection one of the two images is a template, i.e. the structure one is searching for,
and the second a sub-region in the recorded image of the system equally sized as the
template. The particle positions then correspond to the centers of the subregions in
the image with the highest similarity to the template.
As [21] have shown a similarity measure, in their case the Pearsons correlation coeffi-
cient (CC), can be used to detect particles in the presence of high noise. However, one
drawback of the correlation coefficient is that it only measures linear dependencies
between two variables. In contrast the Mutual Information (MI), as a nonlinear
measure, does not suffer from this limitation. Therefore we introduce MI as a new
similarity measure for the particle detection algorithm via template matching.
Both, the MI and the CC are well known and investigated similarity measures in a
wide range of fields. While the CC dates back to 1895, see [22] , [23] for reviews and
interpretation, the foundations of MI were developed by Shannon in 1949 [24]. The
use of MI for the purpose of image registration was developed both by Collignon [25]
and Viola [26]. MI is applied for example in [27] for detecting relationships between
variables and in [28] for the task of image registration. For a survey of the use of MI
especially for medical images please refer to [29].
One of the main reasons for the use of template matching for particle detection in
optical images is its robustness against noise in the image. While [21] show that the
CC is very effective in detecting particles in the presence of high Gaussian white
noise, the assumption of such a noise distribution is not always valid. In fact there
are several examples where the noise is not distributed according to a zero mean
Gaussian distribution with a constant standard deviation, but is a function of the
signal itself.
Some examples where the noise in optical images is signal dependent are speckle
noise in Synthetic Aperture Radar [30] and Ultrasonic Scanner [31] imaging sys-
tems. The noise in x-ray CT images is distributed according to a signal dependent
Gaussian distribution [32]. The noise in magnetic resonance images follows a riccian
distribution [33]. In the case of a CMOS sensor [34] show that intensity dependent
photon noise contributes at most to the overall noise variance. A signal dependent
noise model of a CCD sensor is presented in [35]. We therefore replace the noise
model of [21] by a general signal dependent noise model according to [36].
To access the kinematics of a many particle system, besides the positions also the
velocities of the particles have to be estimated. The common way to achieve this is
by tracking the particles in consecutive frames and estimating the velocity simply by
the quotient of the distance traveled and the time elapsed [37],[38]. This procedure
involves the problem of identifying the same particle in consecutive images [10]. This
identification problem, commonly referred to as single particle tracking, is present in
many scientific fields and there exist therefore many methods to achieve this task.
To name a few examples there is the nearest neighbour approach where two positions
of two consecutive frames are associated with the same particle if their distance is
minimal with respect to the distances of the particle in the first frame to all the other
particles positions in the second frame [13],[14]. Another approach is the combination
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of the nearest neighbour method with an additional Kalman filter where one uses a
priori knowledge about the system to improve the results of the nearest neighbour
method [15]. The seemingly most preferred method is multiple hypothesis tracking
[39],[17], which is a global optimization approach taking into account all different
particle paths. A comparison of performance about the mentioned methods and
other popular particle tracking algorithms can be found in [40].
In the end, all the algorithms have to deal with the problem of the particle identifica-
tion in consecutive images, which itself relies heavily on a precise particle detection
algorithm. If one could estimate the velocity of a particle out of a single image one
could overcome the problem related to the identification process or at least supply
the tracking algorithm with additional information to improve its results.
At this point our second extension of the template matching technique of [21], which
lies in the template itself, comes into play. Where [21] show that the use of a
Gaussian kernel as a template can lead to good results in detecting isotropic particles,
this kernel is in general not longer applicable for anisotropic shaped particles. The
imaging shape of a particle can strongly depend on its velocity. The shape of particles
which appear isotropic in a high speed camera could be imaged as an elongated
track in a camera with a lower frame rate and increased exposure time. This is due
to movement across several pixels during exposure time. The imaged shape of a
particle changes from an isotropic to an anisotropic shape and appears elongated in
the direction of movement.
While this elongation could lead to serious complications in other particle detection
algorithms, the template matching algorithm is not affected by the change of particle
shapes. In fact we can take advantage of the information about the elongation of a
particle to estimate its position and velocity simultaneously.
To achieve this simultaneous estimation we use a new template design. The new
template is the result of mimicking the imaging process of a particle travelling across
several pixels during exposure time. With this special template design we are able
to estimate how many pixels a particle travels, during exposure time, out of its
elongated shape. If one knows the exposure time and the resolution of the image one
can link the abstract velocity, which has the unit of pixels per frame, to its physical
counterpart.
The problem of tracking particles in different frames to estimate their velocity can
then be replaced by estimating the velocity of a particle out of a single image and
therefore greatly reduce the complexity of the problem. Even the information about
the velocities for all particles in a sequence of images, without any particle tracking,
can reveal important physical properties of the system. For example in a complex
plasma estimating the velocities of all particles for all time steps out of a series of
images enables one to estimate important parameters such as the viscosity of the
system [41][42].
The outline of this thesis is as follows. In the second chapter we introduce the
methods we use to estimate particle positions and velocities out of an optical gray
value image, including the template structures, the similarity measures and the
4
position and velocity estimation algorithms.
In the third chapter we test our algorithms by applying them to synthetic images.
There we start with the synthetic image generation process, followed by position and
velocity estimation under different circumstances.
After that we apply our algorithms in the fourth chapter to experimental data
coming from the PK-4 experiment, which is currently on the Columbus module on
the International Space Station (ISS). In this section we start by introducing the
PK-4 experiment and then apply the position estimation algorithm and the velocity
estimation method to the experimental data.
As a last point we summarize and comment the results we achieved in this thesis.
5
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Chapter 2
Methods
In this section we introduce the methods we use to detect particles and their velocities
in optical images via template matching.
We start by introducing the templates and how to construct them in the isotropic
and anisotropic case. After that we go into detail about the two similarity measures
we use, their general properties and how to calculate them for two gray value images.
We show how to use the similarity measures to detect the particles in a gray value
image. As a last part in this section we introduce the method how to estimate
a particle’s position, velocity and direction of motion simultaneously by template
matching.
2.1 Template generation
In order to find objects in a gray value image by template matching one has to
construct a template profile which is ideally equal to the intensity profile of the
imaged object. As one can imagine, the intensity profiles for different particle shapes
differ significantly. Therefore it is crucial for the particle detection by template
matching to correctly model the intensity profile of the template, such that it best
matches the objects in an image one wants to detect.
2.1.1 Isotropic case
In the case of an isotropic particle we model the intensity profile Ix,y of the template
to detect it according to [21] as a Gaussian kernel. There are four parameters defining
a two dimensional Gaussian kernel, namely the mean and the standard deviation
in x and y direction. Due to the finite size of the imaged shape of a particle we
calculate the values of the Gaussian kernel inside a window of size 2 · wx + 1 in x
and 2 · wy + 1 in y direction, where the parameters wx and wy are integer valued.
We always take the Gaussian kernel to be centered at the center of the window such
that the free parameters reduce to the standard deviations in x and y direction. The
larger the particles we want to detect are, the bigger standard deviations we have to
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choose, in order to match the imaged shape of the particles best. The number of
rows and columns of the window is taken to be odd, in order to be able to define a
center of the rectangle within pixel accuracy.
The intensity values Ix,y for the template with standard deviations of σx and σy can
then be calculated by
Ix,y = Imax · exp
[
− (( x
σx
)2
+
( y
σy
)2)]
x ∈ [−wx, wx], y ∈ [−wy, wy]
(2.1)
where the values x and y are centered with respect to the center of the window. Here
σx and σy denote the standard deviations in x and y direction and determine the
size of the template kernel. Figure 2.1 shows two examples for isotropic templates
with a window size 21, i.e. wx = wy = 10 pixels and a standard deviations of 3 and
5 pixels in x and y direction.
Figure 2.1: Isotropic templates with window size of 21 pixels and standard deviation of 3
(left) and 5 (right) pixels
2.1.2 Anisotropic case
While several imaged shapes of particles can be anisotropic in general, even isotropic
shaped particles can change to an anisotropic shape if they move with a high velocity.
High velocity here means that it travels a significant amount of distance during
exposure time. The particle therefore appears elongated in the direction of motion.
To generate a template mimicking a particle with high velocity, one has to take a
closer look at the underlying imaging process. Instead of getting imaged at a constant
position over expsoure time, the movement creates a shape similar to several particles
imaged with constant spatial displacement after each other in the direction of motion.
Therefore we simulate the particle movement by adding up several isotropic templates,
shifted by equidistant steps ∆x and ∆y in x and y direction with respect to the
preceding template, until we reach the required distance. So for a particle traveling
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N ·∆x equidistant steps in x and N ·∆y equidistant steps in y direction we construct
the corresponding template by following formula
Ielong =
N∑
i=0
Ix+i·∆x,y+i·∆y (2.2)
where x and y are the center coordinates of the template at beginning of exposure
time and x+N ·∆x and y +N ·∆y the center coordinates of the isotropic template
at the end. In figure 2.2 we show the template which mimics a particle traveling 30
pixels during exposure time. In this case ∆x = 1 and ∆y = 0.
Figure 2.2: Template modeling a particle with velocity of 30 pixels per frame moving in
x-Direction
As one can clearly notice the template for the fast particle appears darker than
the isotropic template in figure 2.1. While in both cases the scattered amount of light
has to be equal during exposure time, the scattered light of the elongated particle is
detected over than the scattered light of a isotropic, steady, particle. Therefore the
elongated particle is much darker per unit area.
In the case that a particles travels not along a certain axis of the image the situation
gets just slightly more complicated. We introduce another parameter φ which is the
angle between the axis of the elongated particle along the direction of motion and
the horizontal axis of the image ranging from −pi
2
to pi
2
. The scalar value v becomes
a vector quantity ~v
~v =
(
v cos(φ)
v sin(φ)
)
(2.3)
In the case of figure 2.2 where φ was zero because the movement was along the
horizontal axis of the image, the step size in x-direction could be simply set to one
and the step size in y direction to zero.
In the case of an arbitrary direction of motion we have to determine a relationship
between the step sizes in x and y direction, which we model as a linear relationship.
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We make this assumption because the imaging process should not change in the case
of an arbitrary direction of motion. From the well known linear equation we can
determine the step size in y direction ∆y from the step size in x direction ∆x given
an angle φ
∆y = tan(φ) ·∆x (2.4)
In figure 2.3 we show examples of templates all with velocity of 30 pixels per frame in
the horizontal direction, but with different values of φ and therefore different values
of the velocity in the vertical direction.
Figure 2.3: Templates for particles with equal velocity of 30 pixels per frame in the
horizontal direction, but different directions of motion, left: φ = ∓ pi10 , right: φ = ∓pi4
(top row negative, bottom row positive)
2.2 Similarity measures
We consider two different similarity measures for the template matching algorithm,
the MI and the CC. In this section we give a formal definition for both similarity
measures, list some of the basic properties for both and introduce the methods to
calculate them in the context of the template matching algorithm.
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2.2.1 Mutual information
The mutual information is in general defined for two random variables, which we
will call A and B. For these random variables A and B, their marginal probability
distributions pA(a) and pB(b) and their joint probability distribution pAB(a, b) we
can define the MI by
MI(A,B) =
∑
a,b
pAB(a, b) log(
pAB(a, b)
pA(a)pB(b)
) (2.5)
where we made use of the Kullback-Leibler measure [43].
Two random variables are statistically independent, if the joint probability distri-
bution pAB(a, b) can be rewritten as pA(a) · pB(b). In the case of independence
the mutual information is zero due to the logarithm of one. Hence the mutual
information is measuring the distance between the joint distribution pAB(a, b) and
the distribution in the case of independence pA(a) · pB(b).
MI is related to the entropies of A and B, H(A) and H(B), and their joint entropy
H(A,B)
MI(A,B) = H(A)−H(A|B) = H(A) +H(B)−H(A,B) (2.6)
H(A) = −
∑
a
pA(a) log(pA(a)), H(B) = −
∑
b
pB(b) log(pB(b)) (2.7)
H(A,B) =−
∑
a,b
pAB(a, b) log(pAB(a, b)) (2.8)
Some of the basic properties of the MI are [44]
MI(A,B) ≥ 0 (2.9)
MI(A,B) = MI(B,A) (2.10)
MI(A,A) = H(A) (2.11)
MI(A,B) ≤ min(H(A), H(B)) ≤ H(A) +H(B)
2
≤ H(A,B) (2.12)
Equation 2.6 gives a good insight about how the mutual information works as
a similarity measure. The term H(A,B) can be interpreted as the amount of
uncertainty about A and B simultaneously. The more dissimilar A and B are, the
bigger H(A,B) becomes and therefore the smaller the mutual information gets. We
will demonstrate this by calculating the joint histograms of two random number
sequences. We generate the first as a zero mean Gaussian random number sequence
with unit standard deviation and add zero mean Gaussian distributed noise with
varying standard deviation to this series to generate the second. The amount of
dissimilarity between the two sequences is determined by the strength of the applied
noise, i. e. its standard deviation. In figure 2.4 we plot the joint histograms for
different noise strengths. The values for H(A) and H(B), H(A,B) and the resulting
value for the MI are shown below the respective images.
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Figure 2.4: Joint histograms for zero mean Gaussian random number series and copies of
the series with different noise strengths added. Beneath the images we show the respecting
values of the entropies and the MI: Top left: Joint histogram of identical series, Top right:
noise added with 1 % strength of the original series standard deviation, Lower left: noise
strength with 10% of the original standard deviation, Lower right: noise of equal strength
as the original standard deviation
If we think of the elements of two equally sized gray value images A and B as
random variables we can calculate the MI for these values. We approximate the
marginal probability distributions pA(a) and pB(b) and the joint probability density
pAB(a, b) by binning gray values of the two images and calculate their histograms
normalized by the number of elements N in the images.
pA(a) ≈ 1
N
N∑
i=1
θ(Ai, a), pB(b) ≈ 1
N
N∑
j=1
θ(Bj, b) (2.13)
pAB(a, b) ≈ 1
N
N∑
i=1
N∑
j=1
θ(Ai, Bj, a, b) (2.14)
Where θ(Ai, a) is the rectangle function which evaluates to one if the element Ai is
in bin a and to zero if not. Similar for θ(Bj, b) and θ(Ai, Bj, a, b).
See [45] for a review of the different estimation methods for the MI. If using MI as
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a similarity measure, one has to be aware of the fact that the result is dependent
on the size of the image. By that we mean that if one calculates the MI of one
image with itself the resulting value is higher for bigger images. Therefore we use a
normalized form of the MI, denoted by M̂I(A,B),which takes a maximum value of
one independent of the image size [46]
M̂I(A,B) =
I(A,B)√
H(A) ∗H(B) (2.15)
As we will always use the normalized form of the MI in the following, we will use the
same abbreviation, MI, for it as before for the unnormalized form.
2.2.2 Pearson Correlation Coefficient
In general for two random variables A and B the CC is defined by
ρ(A,B) =
Cov(A,B)
σ(A)σ(B)
(2.16)
where Cov denotes the covariance of the random variables A and B and σ(A) and
σ(B) their standard deviation, respectively. Some of the main properties of the CC
are [23]
ρ(A,B) ∈[−1, 1] (2.17)
ρ(A,A) =1 (2.18)
ρ(A,−A) =− 1 (2.19)
ρ(A,B) = 0⇔A ⊥ B (2.20)
Again thinking of the elements of A and B as a a sequence of realizations of two
random variables, the correlation coefficient ρ of two gray value images of equal size
N is defined by
ρ(A,B) =
1
NiNj
Ni∑
i=1
Nj∑
j=1
(Aij − µA)(Bij − µB)
σAσB
(2.21)
where Ni is the number of rows and Nj the number of columns of the images, µA
and µB are the mean values of the image gray values and σA and σB their standard
deviation respectively. Aij and Bij denote the values at position (i,j).
2.3 Particle detection algorithm
In this section we review the method for detecting particles in a gray value image by
template matching. The method can be divided into two main steps.
The first is to calculate the similarity measure under consideration for the whole
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gray value image. We obtain the similarity measure for every pixel in the image by
calculating the similarity value of a sliding window around every pixel in the image
with the template and save the resulting value in a new matrix, which has the same
number of rows and columns as the image. We will call this new matrix the similarity
measure map in the following. The sliding window has to have the same size as the
template. So every pixel in the similarity measure map corresponds to the similarity
value between a sub-region in the image around the pixel and the template.
Detecting the particles is then done by finding the local maxima in the similarity
measure map. Here, we adapt the method from [13], we search for the largest
maximum in the similarity measure map, set a region around this local maximum to
zero and search again for the next local maximum until the new local maximum falls
below a threshold we choose. These local maxima correspond to the coordinates
with the highest local similarity to the template and therefore to the most probable
particle centers according to the template matching algorithm.
The assumption of associating the local maxima with the particle centres produces
good results in the case of low noise. However, in the case of high noise this
assumption may lead to errors and an improved method is needed to account for the
fact that due to noise the local maximum does not correspond to center of a particle,
but misses it by some pixels.
One method to improve the results is by performing a so called weighted mean,
sometimes also referred to as center of mass, calculation around the local maxima to
compensate for the error induced by the noise. Given the position of a local maximum
we first choose the size of a region around that maximum, which is typically of the
order of one or two pixels, and then calculate the coordinates of the weighted mean
in this region, denoted by x¯ and y¯, by
x¯ =
∑N
i=1 xi ∗ vi∑N
i=1 vi
, y¯ =
∑N
i=1 yi ∗ vi∑N
i=1 vi
(2.22)
where N are the number of values in the region around the local maximum and vi
denotes the ith value of the region in the similarity measure map. This method can
also be used to achieve subpixel accuracy.
In figure 2.5 we illustrate the whole process. On the left, we show the original noisy
image with the template we use for the particle detection in the upper left corner of
the noisy image. In the middle, we show the similarity measure map, calculated via
MI, for the noisy image and the template. On the right, we plot the local maxima of
the similarity measure map, which correspond to the estimated centers according to
the method, on top of the noisy image.
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Figure 2.5: Illustration of the particle detection algorithm: left: original noisy image;
middle: similarity measure map; right: original noisy image with estimated centres plotted
as green dots
For this illustration we used a synthetic image with 100 isotropic particles with
standard deviation of 5 pixels, signal dependent noise and a signal to noise ratio of 5.
For synthetic images the true particle locations are known. We therefore can
compare the estimated positions to them and thereby measure the performance of
the similarity measures. We will consider a particle as truly detected with accuracy
δ if the estimated position and the true position does not differ more than δ. We
define δ by the euclidean distance
δ =
√
(xtrue − xest)2 + (ytrue − yest)2 (2.23)
Here xtrue and ytrue denote the known real x an y coordinate of the particle in the
synthetic image and xest and yest the x and y coordinates estimated by the particle
detection algorithm.
2.4 Positions, velocity and direction of motion es-
timation
In the case of estimating the position, speed and direction of motion of a particle
out of an image, the dimensionality of the problem increases. In the case of the pure
position estimation one has to calculate the similarity measure map once for every
pixel in the image. Now in the case of the simultaneous estimation of position, velocity
and direction of motion the dimension of the similarity measure map increases. One
has to calculate the similarity measure map with a template for each different velocity
and different direction of motion for every pixel in the image. So for a image of
R rows and C columns the resulting similarity measure map has the dimension of
R× C ×K ×M for K different velocities and M different directions of motion.
To find the maximum values according to position, velocity and direction of motion
we first determine the maximum similarity measure map value with respect to the
parameters velocity and direction for every position in the image, independent of
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whether it is the estimated center of a particle or not. We thereby reduce the
dimension of the similarity measure map to R× C and call it the reduced similarity
measure map in the following. Afterwords we calculate the positions of the particles
out the reduced similarity measure map the same way as before for the pure position
estimation.
We demonstrate the whole process we described in this section in figure 2.6. We
generate a noisy synthetic image containing a single particle with velocity of 30 pixels
per frame and an angle of motion of 0.1 · pi with respect to the horizontal axis of the
image. In figure 2.6 we show the synthetic image in the center of the figure. On the
top row we show the reduced similarity measure map calculated by MI on the left
and by the CC on the right. On the lower row we show the values for the similarity
measure maps for different angles and velocities at the particle position calculated
from the reduced similarity measure maps. The estimated centers are plotted in the
reduced similarity measure maps and in the image as green dots.
Figure 2.6: Illustration of the position, velocity and direction of motion estimation algorithm:
Top row: reduced similarity measure maps; center: original noisy image containing one
noisy particle; bottom row: similarity measure values for different velocities and angles of
motion at the estimated position of the particle
The maximum value at the estimated center position, which corresponds to the
estimated velocity and direction of motion, is outlined by a black frame.
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Chapter 3
Synthetic images
To accurately test the particle detection algorithm performance we use synthetic
images, where we know the positions, velocities and directions of motion for every
particle in the image. In this section we give a short overview over the synthetic
image generation process including the signal independent and signal dependent
noise models.
We apply our particle detection algorithm to the synthetic images under different
noise conditions and different particle densities to measure the performance of both
similarity measures. After that we investigate the accuracy of the similarity measure
in the estimation of velocity and direction of motion for different noise strengths
and types. As a last part, we show a typical application of the velocity estimation
procedure where we estimate the averaged velocity profile out of synthetic images.
3.1 Image generation
The generation of the synthetic images involves the following steps. First we generate
random positions for the particle centers, taking into account a minimal distance of
the particles. Then at each random position we add a rectangular box containing
a particle in the center. We generate the imaged shape of a particle the same way
as we model the templates. After adding the particles to the image we corrupt the
image with additive Gaussian distributed noise denoted by η with standard deviation
of one and multiply it by σwhich characterizes the strength of the noise.
I = Iorig + σ · η (3.1)
After that we normalize it again to the range from 0 to Imax, where Imax is the
maximum value of the uncorrupted image Iorig. The strength of the noise σ is defined
by the signal to noise ratio (SNR), which is a free parameter in the image generation
process.
SNR =
Imax
σ
(3.2)
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3.2 Noise model
As we mentioned in the introduction, we are considering not only signal independent,
but also signal dependent image noise. To model the noise in the synthetic images
we adapt the general linear noise model of [36], which is in general a function of the
noise free image Iorig:
η(Iorig) =
√
Iorig · ξdep + ξind (3.3)
Where ξdep and ξind are both zero mean, mutually independent, Gaussian white noise
fields.
ξi,jind ∼ N (0, 1)
ξi,jdep ∼ N (0, 1)
(3.4)
The term
√
Iorig · ξdep is the signal dependent part of the noise model. It models the
contribution of the so called shot noise, which is present in many imaging scenarios.
The term ξind models signal independent background noise in the image. To test the
dependence on the different noise components we introduce two additional parameters
α and β, both either 0 or 1.
η = α ·
√
I · ξdep + β · ξind (3.5)
The noise array is always normalized to a standard deviation of one before it is
multiplied by σ and added to the noise-free image. This is necessary because we
define the overall noise strength σ by the SNR (see 3.2). If the noise had a standard
deviation larger than 1 we would in fact add stronger noise to the image than the
amount corresponding to the SNR.
3.3 Particle detection in the presence of strong
noise
In this section we compare MI and CC for different noise strengths and noise
compositions. The performance of each measure is assessed by the number of true
positive detections compared with the number of false detections. In addition we
compare the detection accuracy in terms of mean detection error and standard
deviation of the detection error as a function of the SNR for the different noise
compositions.
3.3.1 Signal independent noise
In this section we investigate the performance of the MI and the CC in the pure
signal independent noise regime. We compare the detection rates of true positive
and false positive detections for different SNR values and detection accuracies δ.
We create the synthetic images for the performance evaluation with the following
parameters. 100 isotropic particles with standard deviation of 5 pixels are distributed
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randomly in the images. The noise strengths vary from a SNR of 10 to a SNR of 0.5
and we calculate the performance of the similarity measures for accuracies δ of 0, 1
and 2 pixels.
The results for the MI and the CC are shown in the following figures, where we plot
the number of true positive detections (tp) in the upper row and the number of false
positive detections (fp) in the lower row. Both are plotted against the threshold for
the maximum detection algorithm, which we vary between half of the maximum of
the similarity measure maps, denoted by hMI and hCC respectively, to the maximum
in 20 equidistant steps denoted by ∆MI and ∆CC respectively. We begin with a
detection accuracy of δ = 0.
Figure 3.1: tp (upper row) and fp (lower row) rates for signal independent noise, δ = 0
For this accuracy MI outperforms the CC for a SNR of 10. For the SNR values
of 5 to 1 the CC outperforms the MI while for a SNR value of 0.5 both similarity
measures perform very poorly.
Now we lower the detection accuracy to one pixel, allowing that also detections one
pixel around the true particle center to be counted as true positive detections.
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Figure 3.2: tp (upper row) and fp (lower row) rates for signal independent noise, δ = 1
Both similarity measures perform substantially better. Now more than half of
the particles are detected correctly by the MI at a SNR of 2. The CC even detects
nearly 40% of the particles for a SNR of 1 correctly.
If we lower the detection accuracy further, and count detections with a maximal
distance of two pixels as true positive positions detections, we achieve following
detection rates shown in figure 3.3.
Figure 3.3: tp (upper row) and fp (lower row) rates for signal independent noise, δ = 2
We again observe an improvement in performance for both similarity measures.
Still the CC outperforms the MI for SNR values of 2 and below. For the CC we can
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claim that we can still detect more than 80 % of the particles correctly up to a SNR
of 1, if δ is not required to be higher than two.
Overall one can say that in the signal independent regime the CC performs signifi-
cantly better for low SNR values than the MI while for δ = 0 MI performed better
for the high SNR values.
Now we show the mean detection accuracy δ as a function of the SNR value for
signal independent noise. We calculate this by estimating the position of one particle
100 times, calculate the detection error between the known particle position and the
estimated particle position by 2.23 and finally calculate the mean value and standard
deviation of the detection accuracy for the 100 particles. The parameters for the
particles are an isotropic shape with standard deviation of 5 pixels in a box of 31
pixels. For every particle we estimate the position by searching for 1 particle in the
similarity measure map. Due to the choice of the threshold for the particle detection
algorithm of 0.1 times the maximum value of the similarity measure map, it can
happen that detections occur with a very large deviation from the true position. In
this case the similarity measure of use ”sees” only noise and detects noisy subregion
of the image by chance as a particle. Unfortunately there is no way that one could
make a threshold independent of the dynamic range of the similarity measure maps,
as the dynamic range highly depends on the noise strength. Therefore we disregard
detections with a distance of 15 pixels, half of the size of the box, and larger from
the true particle positions for detection accuracy method. To give an idea of the
amount of detections purely due to noise we plot the total number of detections with
a distance larger as 15 pixels, which we denote by , separately.
In the following figure we plot δ and  both as a function of the SNR value from 0.5
to 10 for pure signal independent noise.
Figure 3.4: mean detection accuracy δ and number of detections due to noise  for signal
independent noise
Here we observe a similar performance of the MI as for the true positive rates.
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The error in position estimation is significantly smaller for low SNR values in the
case of the CC, compared to the MI. The MI also detects many particles falsely due
to noise for a SNR value of 0.5.
3.3.2 Signal dependent noise
In the pure signal dependent noise regime we perform the same procedure as for
the signal independent. We test the particle detection algorithms with synthetic
images of 100 isotropic particles with standard deviations of 5 pixels. The SNR in
the images ranges from 10 to 0.5 and we test the algorithms for a the detection
accuracies of 2, 1 and 0.
In figure 3.5 figure shows the results for δ = 0.
Figure 3.5: tp (upper row) and fp (lower row) rates for signal dependent noise, δ = 0
For a SNR value of 10 the CC outperforms the MI. For a SNR value of 5 the
performance of both similarity measures is nearly equal and for SNR values below 5
the performance of the MI is almost stable, while the true positive rate of the CC
decreases to zero.
If we lower the detection accuracy δ to one pixel we get the results shown in figure
3.6
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Figure 3.6: tp (upper row) and fp (lower row) rates for signal dependent noise, δ = 1
We can see that both similarity measures perform better overall.
At at a SNR of 3 both perform nearly equally good and for SNR values below 2 the
performance of the CC decreases to zero while the true positive rate of the MI is
nearly constant for all SNR values including 4 and below
Finally we lower the detection accuracy further to two pixels.
Figure 3.7: tp (upper row) and fp (lower row) rates for signal dependent noise, δ = 2
The performance of both similarity measures improves further. While the per-
formance of the CC is below 0.4 for a SNR of 1 and decreases further below 0.2 for
a SNR of 0.5 the detection rate in the case of the MI is nearly unaffected for this
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accuracy.
In this noise regime we show that MI is able to detect a high amount of particles,
nearly independently of the SNR for δ = 2, while the performance of the CC suffers
significantly for low SNR values.
In the figure 3.8 we show the dependence of δ and  to the SNR for pure signal
dependent noise.
Figure 3.8: Detection accuracy δ and number of detections due to noise  for signal
dependent noise
Here we observe quite the opposite behaviour of the performance compared to
the signal independent noise regime. While the error in case of the MI is very low
and nearly constant for all SNR values the CC has a very high error in the low SNR
regime.
3.3.3 Signal independent and dependent noise
In this noise regime we again perform the same evaluation as in the pure signal
independent and in the pure signal dependent noise regimes for the MI and CC. We
use synthetic images with 100 isotropic particles with standard deviations of 5 pixels
and varying SNR values from 10 to 0.5 and detection accuracy values δ of 0, 1 and 2
pixels. The results for a detection accuracy 0 are shown in figure 3.9.
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Figure 3.9: tp (upper row) and fp (lower row) rates for signal dependent and independent
noise, δ = 0
As in the pure signal dependent noise regime, the CC outperforms the MI for
a SNR value of 10. For a SNR value of 5 their performance is nearly equal. Again
for SNR values including 4 and below the performance of the MI is almost constant,
while the tp rates of the CC decrease to zero for increasing noise.
The performance of both similarity measures for δ = 1 is shown in figure 3.10.
Figure 3.10: tp (upper row) and fp (lower row) rates for signal dependent and independent
noise, δ = 1
The results for the MI improve substantially for all SNR values and the perfor-
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mance again is almost constant at a certain SNR value of 4. Also the performance
of the CC improves but is still below 0.5 for a SNR of 2, while Mi performs better
than 0.5 for all SNR values.
For a detection accuracy of two the results are shown in figure 3.11.
Figure 3.11: tp (upper row) and fp (lower row) rates for signal dependent and independent
noise, δ = 2
Similar to the pure signal independent noise regime the performance of the MI is
affected very little by decreasing SNR values for this noise regime. In the case of the
CC the performance breaks down at a lower SNR value of 1.
In this noise regime we show that MI is able to detect a high amount of particles
nearly independently of the SNR if the minimum detection accuracy of two pixels is
sufficient. In general we can claim that CC is not suited for particle detection in this
regime and for a low SNR value. Again we plot δ and  as a function of the SNR.
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Figure 3.12: Detection accuracy δ and number of detections due to noise  for signal
independent and signal dependent noise
For a mixture of signal independent and signal dependent noise the performance
in detection accuracy is very similar to the pure signal dependent noise regime. The
MI clearly outperforms the CC both in accuracy and detections due to noise.
3.4 Dependence of the similarity measures to the
interparticle distance
In case of dense particle clouds, detecting the particles can be difficult due to over-
lapping imaged shapes of nearby particles. We therefore investigate the dependence
of the particle detection performance of the MI and CC in the case of high density
particle clouds using synthetic images containing five particles. The particles in the
synthetic images are all modelled by the same equally shaped isotropic Gaussian
kernel with a standard deviation of five pixels in a quadratic box of 31 pixels. The
five particles in the images we use to test the performance of the similarity measures
are arranged in the same order in all the images, but with varying peak to peak
distances.
We position one particle in the center of the image and the four other particles
around the center particle, all with the same distance to it. The minimal distance
of the particles in the images is defined by the distance from the middle particle
to the outer particles. Although the impact of the noise is not in the focus of this
investigation, we add some noise with a SNR of 20 to the images to create a more
realistic environment.
In the following figures we show in the first column the noisy image in the upper, the
corresponding similarity measure map calculated by MI in the middle and calculated
by CC in the lower row. The second column shows a horizontal and the third a
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diagonal slice through the image and the similarity measure maps respectively.
The performance of the two similarity measures is most clearly seen in the horizontal
and diagonal slices of the respective similarity measure maps which we plot together
with the slices through the original image without noise. We show the slices through
the MI in green, through the CC in red and through the original image in blue.
The slices of the original image are normalized to the maximum of the respective
similarity measure maps for demonstration purposes. Ideally, the similarity measure
maps should show a single peak in the second column, which corresponds to the
center particle, and three distinct peaks for the diagonal slice. We only show one
diagonal slice as the whole system is point symmetric.
In figure 3.13 we show the performance for the case of non overlapping particles.
Figure 3.13: Response to synthetic noisy image of 5 particles (upper row) of the MI (middle
row) and the CC (lower row) for minimum peak to peak distance of 30 pixels
For this minimal distance both similarity measures detect all the particles correctly,
as one would expect given that there are no major complications as high noise in the
image.
Now we decrease the minimum distance of the particles to approximately 18 pixels.
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Figure 3.14: Response to synthetic noisy image of 5 particles (upper row) of the MI (middle
row) and the CC (lower row) for minimum peak to peak distance of 18 pixels
Still both similarity measure separate the particles correctly. However, one can
observe that in the case of the CC the peak corresponding to the center particle
starts to vanish and is significantly below the peaks corresponding to the outer
particle centers in the diagonal slice. If one would choose the minimal distance in
the maxima detection algorithm to low this peak would not be detected, but a fifth
particle would falsely be detected at a position near one of the outer particles.
In figure 3.15 we decrease the minimal distance further to approximately 14 pixels.
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Figure 3.15: Response to synthetic noisy image of 5 particles (upper row) of the MI (middle
row) and the CC (lower row) for minimum peak to peak distance of 14 pixels
For the CC the middle peak in the diagonal slice vanished. Now depending on
how one chooses the parameters for the maxima detection, either only four particles
would be detected, or a fifth particle would be detected falsely near the outer particles.
In contrast the MI shows still three distinct peaks in the diagonal slice.
As a last example we show the results for a minimal distance of 12 pixels.
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Figure 3.16: Response to synthetic noisy image of 5 particles (upper row) of the MI (middle
row) and the correlation for minimum peak to peak distance of 12 pixels
Here the results for the CC get even worse. All of the five particles, which can
be still separated by the MI, cannot be separated any more by the CC. The MI in
contrast separates the particles at the nearly exact true positions.
The capability of the MI to separate particles even in the case of a low interparticle
distance becomes crucial if one tries to locate particles in a dense three dimensional
cloud. Observed with one camera, all of the particles are projected on to the imaging
plane of the camera. Particles which are originally behind each other along the axis
perpendicular to the imaging plane can reduce the interparticle distance substantially
and even overlap in the camera image.
However, if the MI is used to detect particles in images with low interparticle distance
one has to deal with an intrinsic property of the MI itself. While the CC assigns
positive values to correlated images and negative values to anti-correlated images,
the MI cannot distinguish between those two situations. It will assign the same value
to the images independent of a positive or negative correlation. This can lead to
false detections, caused for example by an empty space in the image surrounded by
particles. We show this effect by the same setup as before with only one difference.
We leave out the middle particle creating an empty space in the middle of the four
outer particles. We choose the same values for the minimal peak to peak distance as
before.
We begin by showing the case of a minimal peak to peak distance of 30 pixels.
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Figure 3.17: Response to an empty space surrounded by 4 particles (upper row) of the MI
(middle row) and the CC (lower row) for a minimum peak to peak distance of 30 pixels
In this case we we observe the correct peaks in the diagonal slice for both similarity
measures. For the empty center both similarity measures show very little response
in the horizontal slice.
Now we lower the minimum distance to 18 pixels.
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Figure 3.18: Response to an empty space surrounded by 4 particles (upper row) of the MI
(middle row) and the CC (lower row) for a minimum peak to peak distance of 18 pixels
While the CC has a minimum at the center of the image, the MI shows a
distinct peak in the center of the diagonal slice, as it cannot distinguish between
anti-correlation and correlation. In contrast the CC has a minimum, smaller than
zero, in the center of the diagonal slice.
The next two figures show the results for a minimum distance of 14 and 12 pixels.
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Figure 3.19: Response to an empty space surrounded by 4 particles (upper row) of the MI
(middle row) and the CC (lower row) for a minimum peak to peak distance of 14 pixels
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Figure 3.20: Response to an empty space surrounded by 4 particles (upper row) of the MI
(middle row) and the CC (lower row) for a minimum peak to peak distance of 12 pixels
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In both cases the MI shows a distinct peak in the image center, whereas the CC
assigns negative values to the center region.
To summarize, both similarity measures can have their specific problems in high
density clouds.
However, the situation where there could be false detections by the MI requires
a much more specific constellation of particles as the CC and therefore should be
much more unlikely to happen, whereas the situation of only two nearby or even
overlapping particle images seems much more probable.
While we see no clear method to overcome the problems of the CC in the case of
overlapping particles one could use it to rule out false positive detections of the MI
when it comes to false detections due to anti-correlations of empty spaces surrounded
by particles.
3.5 Velocity estimation
If particles move with a high velocity they appear elongated in the image. In this
case we can use our method to estimate the velocity and the direction of motion of
each particle out of one image.
We model a moving particles by an elongated template we introduced in the methods
section. If not stated otherwise, all the velocities in this section are given as integer
values and have the unit of pixels per frame. These arbitrary unit can be related
to a meaningful physical unit by plugging in the resolution, i.e. the width of single
pixel, and the exposure time of one frame.
3.5.1 Velocity and direction of motion estimation for one
particle
We begin by showing the response of the similarity measures to one particle with
different velocities v and φ = 0. In figure 3.21 the original particle is shown in the
middle and the response of MI and CC are shown on the left and right, respectively.
In this example particle velocities are chosen as zero, five and ten.
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Figure 3.21: Left: MI-response, Right: CC-Response, SNR = inf
As we can see both similarity measures estimate the velocity of the different
particles correctly without noise.
Besides the velocity we also estimate the direction of motion, represented by the
parameter φ, of a particle. The particles all have a velocity of 15 pixels per frame in
the horizontal direction and an angle φ of −0.2 · pi, 0 · pi, and 0.2 · pi.
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Figure 3.22: Left: MI-response, Right: CC-Response, SNR = inf
As we can see we can both similarity measures show their highest value at the
correct velocities and values for φ.
3.5.2 Velocity estimation error due to noise and particle size
In this section we demonstrate the stability of the velocity estimation method, which
includes the estimation of the absolute value of the velocity and the angle φ, under
different strengths of noise and for different particle sizes. Here we always assume
the most general case of mixed signal dependent and independent noise.
We choose the parameter range for the velocities from 0 to 30 pixels per frame and
for φ from −0.4 ·pi to 0.4 ·pi. We test for the velocities and angles independently to be
able to examine the differences and similarities in performance for both parameters.
For each velocity in the velocity range we create a noisy particle by adding noise
to a template with velocity v, while the angle of rotation φ is zero for all different
velocities. We then calculate the similarity measure value for the noisy particle and
every template in the velocity range from 0 to 30 pixels per frame. The estimated
velocity corresponds to the maximum value of the similarity measure with respect
to the template velocity. We perform this calculation 100 times and calculate the
mean value and standard deviation for the 100 velocity estimations. To visualize
the results we plot the estimated mean velocity values against the true velocity and
indicate the error by the standard deviation.
For the estimation of the angle φ we perform the same calculations. Only here we
keep the velocity at a constant value of 15 pixels per frame in x-direction and vary φ
in steps of 0.01 · pi from −0.4 · pi to 0.4 · pi.
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One thing has to be kept in mind when it comes to the method for the velocity
estimation and the estimation of φ. The procedure of estimating these parameters
out of a single image is based on the imaged shapes of the particles. Therefore one
expects the size of the particle to influence the accuracy of the velocity estimation
algorithm. We therefore repeat all of the calculations for three different particle sizes
of one, three and five pixels standard deviation.
In figure 3.23 we show the results for the estimation the velocity and in figure 3.24
the estimation of φ for a particle size of standard deviation one and different SNR
values.
Figure 3.23: Velocity estimation for particles with one pixel standard deviation
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Figure 3.24: Estimation of φ for particles with one pixel standard deviation
For this particle size the estimation of both parameters is much more accurate
in the case of the MI. We observe a general trend in the velocity estimation to
underestimate higher velocities for increasing noise. While this effect is rather
moderate for the MI, for the CC it is much stronger.
Increasing the particle size to a standard deviation of three pixels we show the
performance of the similarity measures in figures 3.25 and 3.26 .
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Figure 3.25: Velocity estimation for particles with three pixels standard deviation
Figure 3.26: Estimation of φ for particles with one pixel standard deviation
In case of the MI the results are nearly unaffected for increasing noise, except
now low velocities tend to get overestimated. On the contrary, the CC performs
much better than for the smaller particles. The error of the angle estimation is
slightly increasing for angles close to 0. Again as for the particles of size one standard
deviation this effect is stronger in the case of the CC than in the case of the MI.
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Now we again increase the particle size to five pixels standard deviation and obtain
following results.
Figure 3.27: Velocity estimation for particles with five pixels standard deviation
Figure 3.28: Estimation of φ for particles with one pixel standard deviation
The trend of overestimating slow particle velocities grows stronger for both simi-
larity measures. Also in the angle estimation we observe an increase in the error for
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small angles compared to the particle size of three pixels standard deviation.
We observe that in general for slow velocities, ten pixels per frame and below, the ve-
locities tend to get overestimated. This effect is quite moderate for one and three pixel
particle sizes but very strong for five pixel particle sizes. For the higher velocity range
MI has the better performance for one and three pixel particle sizes. For a particle size
of standard deviation of 5 both similarity measures show worse performance. Simi-
larly the error in the angle estimation increases with increasing particle size and noise.
3.5.3 Velocity profile estimation
One of the typical application of our velocity estimation algorithm is the estimation
of the velocity profile of a fluid. While the velocity of the fluid cannot be measured
directly with our method, it could be achieved by imaging tracer particles in the
fluid.
We model such a fluid, containing tracer particles, where we distribute particles in a
image, with velocities according to a velocity profile we choose. One obtains these
velocity profiles by estimating the velocity of the flow as a function of the position in
the system over time and then by averaging the estimated velocities over time.
We use velocity profiles of laminar and turbulent pipe flows to create images containing
particles with velocities according to these profiles. Our goal is to recover the known
profiles in the presence of image noise. In reality not only the images suffer from
noise, but also the velocities do not follow the velocity profile but fluctuate around
it. Therefore, to create a more realistic situation we not only add noise to the final
image containing the particles, but also to the velocity profile itself that we use to
obtain the particle velocities. For a detailed discussion on the velocity profiles we
use please refer to [47].
In the laminar case the velocity, as a function of the displacement from the center of
the pipe, can be described by the following function
v(r) = vmax(1− r
2
R2
) (3.6)
r = |y −R| (3.7)
Here vmax denotes the maximum velocity of the flow and R the the radius of the
pipe. To simulate the fluctuation around the velocity profile we add noise to the
profile according to a zero mean Gaussian distribution with a standard deviation of
one.
vnoise(r) = v(r) +N (0, 1) (3.8)
Especially for low velocities in the uncorrupted velocity profile there is a chance
for negative values in the noisy velocity profile due to the range of the Gaussian
distribution. We require all particles to flow in the same direction, because our
method cannot distinguish a particle moving forward and backward. Distinguishing
a particle moving forward from a particle moving backwards is only possible if one
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uses at least two frames and tracks a particle in these two frames. As we want to
show the estimation of the velocity profile, without any additional tracking algorithm,
we set all negative velocity values of the noisy velocity profile to zero
vnoise(r) =
{
vnoise(r), if vnoise(r) > 0
0, else
(3.9)
In figure 3.29 we show an example image containing 50 particles with velocities
according to a noisy laminar velocity profile. One can see that the velocities in
the image fluctuate, but generally follow the parabolic shaped velocity profile we
described.
Figure 3.29: Example image containing 50 particles (left) with velocities according to a
noisy laminar velocity profile (right)
In the case of the turbulent pipe flow one cannot express the velocity as a function
of the distance to the pipe center any more. However the velocity profile follows the
following functional form pretty well
v(r) = vmax(1− r
R
)1/n (3.10)
r = |y −R| (3.11)
where n = 7 suits a wide range of cases and is commonly referred to as the one
seventh power law. Again vmax corresponds to the maximum velocity of the particles
and R to the distance of the center to the edge of the pipe. Whereas in the laminar
case the velocities in the image follow 3.6, with small deviations, for all time steps,
this assumption cannot be made in the turbulent case. We simulate this fact by
increasing the noise on the velocity profile by a factor of three, creating a much
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higher variety of velocities over the whole profile.
vnoise(r) = v(r) +N (0, 3) (3.12)
As for the laminar velocity profile we set all negative velocities, resulting from the
noise we apply to the velocity profile, to zero.
vnoise(r) =
{
vnoise(r), if vnoise(r) > 0
0, else
(3.13)
An example of an image with 50 particles with a velocity distribution following such
a noisy turbulent velocity profile is shown in the figure 3.30.
Figure 3.30: Example image containing 50 particles (left) with velocities according to a
noisy turbulent velocity profile (right)
For recovering the initial velocity profile we use 30 images containing 50 particles
each with velocities according to the velocity profile under consideration. The noise
values for the velocity profiles and the images itself are drawn independently for
every image. Also the particle positions in the different images are independent of
the particle positions of the other images. This assumption is valid for particles
moving in the same direction because we can estimate the velocities of the particles
out of one frame, the information of the position of the particle in the previous and
subsequent frame is not required. On can think of the 30 images we create as 30
snapshots of the time evolution of a system with a large time delay in between.
After we estimated the velocities for all of the particles of the 30 images, as a function
of the y axis, we calculate the mean velocity value, again as a function of the y axis.
As a last step we fit these average velocity values to recover the original velocity
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profile.
The fitting functions for the laminar and turbulent regimes are
laminar regime: v(r) = a(1− r
2
b2
)
turbulent regime: v(r) = a(1− r
b
)
1
c
(3.14)
with fitting parameters a, b and c. We repeat this process for the laminar and
turbulent cases for different SNR values of 100, 50 and 25.
In figure 3.31 we show the results for the laminar velocity profile with a SNR value
of 100.
Figure 3.31: Velocity profile estimation of laminar flow profile with a SNR of 100
Here we can see that we can nearly perfectly recover the original velocity profile
in case of the CC. In the case of the MI we can observe a slight discrepancy between
the fitted velocity profile and the original velocity profile in the center of the flow.
Outside the center region both similarity measures estimate the velocity profile very
accurately.
The figure 3.32 shows the results for a SNR value of 50.
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Figure 3.32: Velocity profile estimation of laminar flow profile with a SNR of 50
While the CC stays nearly unaffected, the trend for overestimating the velocity
in the center of the flow in case of the MI grows stronger. Still on the edges both
similarity measures perform very well.
For a SNR value of 25 the results are shown in figure 3.33.
Figure 3.33: Velocity profile estimation of laminar flow profile with a SNR of 25
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Here the effect of overestimating the velocities in the center of the flow are
observable for both similarity measures. However the CC is still more accurate
overall for this noise level.
In the next three figures 3.34, 3.35 and 3.36 we present the results in the turbulent
regime for SNR values of 100, 50 and 25. Here we expect a larger deviation from the
true velocity profile, as we have increased the noise on the original velocity profile by
a factor of three. An additional complication is that here we have to include another
fitting parameter c, which in general complicates the fitting of data.
For a SNR value of 100 we present the results in figure 3.34.
Figure 3.34: Velocity profile estimation of turbulent flow profile with a SNR of 100
Again the MI overestimates the center of the velocity profile like in the laminar
regime. On the contrary the CC fits the velocity profile in the center very precisely
but is slightly more imprecise on the flanks.
In the case of a SNR value of 50 the results are presented in figure 3.35.
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Figure 3.35: Velocity profile estimation of turbulent flow profile with a SNR of 50
Interestingly the MI estimates all the values to high, but seems to follow the
general trend of the profile better than in the previous case. Also, the CC in general
estimates the mean velocities higher than in the previous figure. And finally for a
SNR value of 25 the results are shown in figure 3.36
Figure 3.36: Velocity profile estimation of turbulent flow profile with a SNR of 25
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Here, the original profile is not recovered very well by either the MI or the CC.
In this section we showed that we can recover velocity profiles with our method
for both the MI and the CC for low noise values. Overall the CC performs better
in terms of accuracy and stability due to noise than the MI. As we expected, the
estimation process in the turbulent regime is more complicated and both similarity
measures suffered from the additional complications, namely the higher noise on the
profile and the more complicated fitting function. As a possible explanation for the
worse behavior in this section compared to for example the pure position estimation,
in terms of stability due to image noise, we propose following argument. In the
pure position estimation the particles in the uncorrupted images were all of equal
brightness and therefore all equally affected by the noise in the image. In this section
we have wide variability of particle velocities and therefore a wide variability in
brightness of the particles. As the SNR value is defined over the maximum intensity
in the image the fast particles are much more affected by the noise than the slow
ones. Evidence for this can be found in the laminar case, where the biggest error
occurs for the fastest particles in the middle. In the turbulent regime the velocity
profile decreases much slower than the laminar profile. Therefore we have much more
particles with larger velocities in this case which should be affected by noise more
than the slow particles.
Nevertheless if the noise in the images is not to high, we can recover the original
profiles very well in both, the laminar and the turbulent, flow regimes.
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Chapter 4
Experimental data
In this section we apply our methods to experimental data from the PK-4 experiment
which is currently located on the Columbus module on the International Space
Station (ISS). The PK-4 experiment is designed for the investigation of a complex
plasma in a dc discharge.
The plasma is produced by a voltage of about 1000 V applied to the dc electrodes
in a neon or argon gas discharge at pressures of 10 to 200 Pa. The microparticles,
made of melamine formaldehyde and of diameters between 0.5µm and 11µm, are
suspended in the plasma. There they acquire a negative charge of the order of several
thousands of elementary charges due to electrons streaming onto their surface. The
particles then interact through the electric force, and can form regular structures,
behave as liquids or exhibit collective phenomena such as waves. For a detailed
presentation of the experimental setup please refer to [48],[49],[50].
The kinematics of the complex plasma are recorded by the scattering light of the
microparticles illuminated by a laser and saved as gray value images. As the laser
illuminates only a thin sheet of the whole three dimensional dust cloud, the images
always show only a thin slice of the cloud. A typical image containing a slice of the
dust particle cloud is shown in the figure 4.1.
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Figure 4.1: Example image of a slice through the dust particle cloud of the PK-4 experiment
in microgravity
Besides from the illumination laser, the PK-4 setup involves also a manipulation
laser with which certain regions of the particle cloud can be accelerated. The
manipulation laser creates a velocity gradient perpendicular to the laser. An example
of such a laser driven velocity gradient is shown in figure 4.2.
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Figure 4.2: Example image of a dust particle cloud accelerated by a six watt laser. The
laser is centered at the vertical center of the image.
Here we can clearly see the elongated particles in the center of the image acceler-
ated by the laser. As described before, we can use the elongation of the particles to
estimate their velocities. We assured before that the main direction of motion for all
of the particles is in the same direction, such that we can estimate the velocities out
of a single image, without the need to track the particles.
Even though the data we are presenting here were originally for commissioning
purposes, i.e. beyond optimal conditions, we still apply our methods. Nevertheless
one should keep in mind, that the data is not taken under the optimal conditions
and we therefore expect these result to improve for further optimized data.
4.1 Position estimation of dust particles
To compare results in position estimation for experimental data is naturally rather
less straightforward than in the case of synthetic data, where the ground truth about
position and size of the particles is known. However, we can compare results of both
similarity measures by eye as most of the particles are clearly visible in the image
if they are in the middle of the laser sheet. Particles which are at the edges of the
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laser sheet appear much darker in the image and are almost invisible for the eye.
Nevertheless, these dark particles get detected by the particle detection method. To
make them visible we show the images on a logarithmic scale, reducing the dynamic
range of the brightness values in the image. We can therefore more easily judge the
performance of the different similarity measures also for the particles at the edges of
the laser sheet.
Here we show some examples for particles with low peak to peak distances in an
image. In figure 4.3 and 4.4 we show the particle detection performance for both
similarity measures for experimental data from the PK-4 experiment where several
particles are close together. On the top row of the figures we show in the middle
the original image with the detected particle centers, on the left by the CC and on
the right by MI, denoted as red dots. On the lower row we show the in the middle
the corresponding similarity measure maps we used to detect the particles. Both
maps were calculated with an isotropic template with standard deviation of one
pixel and a window size of 11 pixels. The threshold for the maximum detection is 30
percent of the maximum value in the respective similarity measuer maps and was
chosen by hand to maximize the performance of both similarity measures. Due to
the large image sizes of the experimental data we show subsections of the images for
demonstration purposes. Besides the images we show zoomed in sections, denoted
by red squares in the images and similarity measure maps.
Figure 4.3: Position estimation of dust particles in the PK4 complex plasma experiment
In the middle of the zoomed in sections we observe two pairs of two nearby
particles each. While both particles of the pair on the right are detected by both
similarity measures correctly, the pair on the left is only detected correctly by the MI.
If we look at the corresponding sections of the similarity measures we can observe
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that for the left pair the response of the CC is a highly bright spot for the left particle
and rather dark for the right one. In the case of the MI we observe two distinct
spots of much more alike brightness. This probably causes the MI to separate the
two particles while the CC only detects the left particle.
Another example for the differences in particle detection of the two similarity measures
is shown in figure 4.4.
Figure 4.4: Position estimation of dust particles in the PK-4 complex plasma experiment
Here we show two particles close to each other in the zoomed in sections. Again
the MI detects two particles where the the CC only detects one particle. Here we
observe the effect for differences in brightness for two nearby particles for the CC
even stronger than in the example before. In the case of the MI, the response to the
two particles is practically of equal brightness.
In summary, in the case of the CC one can observe that if two particles are close
together, one of the spots in the similarity map can be significantly darker which can
cause the maxima detection algorithm to disregard it because it falls beneath the
threshold. In contrast the spots of two close particles in the similarity map calculated
by MI are usually more similar in brightness causing the algorithm to detect both
particles. As we noted in the beginning of this section one can only judge by eye the
correctness of the results. By this results we see strong evidence for the advantage of
the MI over the CC in particle detection in case of dense particle clouds which we
already showed for synthetic data in section 3.4.
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4.2 Velocity estimation of dust particles
To take our investigation of the experimental data one step further we apply our
velocity estimation method to images of the PK-4 experiment where the particles in
the image center are accelerated by a laser along the horizontal axis of the images,
resulting in a velocity gradient along the vertical axis. To estimate the velocities of
the particles in the image we use an isotropic template of standard deviation of 1
pixel from which we build a series of elongated templates with velocities ranging
from 0 to 30 pixels per frame.
To express the estimated velocities in pixels per frame in physical units we use the
inverse of the frame rate of 35Hz, which is the exposure time in this case, and the
resolution of 14, 2µm per pixel of the camera.
1
pixel
frame
=̂0.00049
m
s
(4.1)
In the following figures we give an example the combined estimation of position and
velocity of the particles in a single experimental image estimated by MI in 4.5 and
by CC in 4.6. The particles are accelerated by a laser of approximately 6W .
On the left we plot the original image with the estimated particle position plotted as
coloured dots. The color coding of the dots resembles the velocity of the respective
particle. On the right we plot the estimated velocities against their corresponding
y-axis value.
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Figure 4.5: Laser driven particle flow: original image with estimated particle positions by
MI (color coded according to the estimated velocity) on the top and the y-position of each
particle plotted against its velocity on the bottom
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Figure 4.6: Laser driven particle flow: original image with estimated particle positions by
CC (color coded according to the estimated velocity) on the top and the y-position of each
particle plotted against its velocity on the bottom
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We can observe the impact of the laser on the estimated particle velocities very
clearly. The center of the image, which corresponds approximately to the center of
the laser, shows the highest velocities. With increasing distance from the center of
the laser the velocities decrease accordingly.
4.3 Velocity profile estimation
The velocity profile of a fluid or fluid like system can be used to estimate physical
quantities such as the viscosity of a fluid. We apply our method to estimate the
particle velocities over time in order to calculate the time averaged velocity profile
of the complex plasma. To achieve this, we estimate the velocities over 150 frames,
with a constant laser power of 6W .
One assumption for a meaningful velocity profile is that the system is in a steady
state, and the velocities fluctuate around a constant mean value over time. To check
if the system is in a steady state we calculate the mean velocity in the center of the
image and fit a linear function of the form
f(v) = m× v + c (4.2)
to assure the steady state. The parameter m, the slope, should ideally be zero, if the
system is in a steady state. The offset c represents the constant mean value over
time. Because the first frames we investigate are taken before the laser is turned on,
we disregard the first twenty values for the fitting process. In figure 4.7 we show the
time evolution of the mean velocity of the particles in a box in the image centered
around the laser.
Figure 4.7: Time evolution of the mean velocity in a window centered around the laser
beam for a laser power of 6 W
The fit of the time evolution is nearly constant over time. In the time evolution
of the mean velocity we observe a very strong acceleration of the particles at the
beginning. In just about two to three frames, after the laser was turned on, the
mean velocity has reached a value near the constant mean value of the fit c. The
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slopes of the fits are both in the order of at least 10−3. This justifies the calculation
of a time averaged velocity profile.
In figure 4.8 we show the corresponding velocity profile, calculated in a section of 550
pixels height and 800 pixels width. The section starts at the left edge of the images
and is centered by eye around the center of the accelerated region in the image.
Figure 4.8: Velocity profile for laser driven particle flow in the PK4 experiment accelerated
by a 6 W laser.
We can see that the estimated velocity profiles are fluctuating around a small
value outside the center region. Above about 7.2 mm and below 9.5 mm we observe
an increase in velocity for both similarity measures. After that follows a steep, narrow
increase in the mean velocity with a strong fluctuating region in the middle of the
profile. In general, the velocity estimation according to the CC results in higher
values.
As we do not know the exact position and width of the laser we can only assume
that this strongly fluctuating region corresponds to the width of the laser. If that
is the case we can identify the narrow regions of the velocity profile outside the
fluctuating center as the region where the flow is induced by shear forces. This part
could therefore be used to estimate the viscosity of the system. Evidence for this
assumption gives the previously measured beam profile of the laser which is not
uniform but rather of a spiky nature shown in figure 4.9.
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Figure 4.9: Laser beam profile
Although we do not make any further investigation on the velocity profile we
estimated, we want to give an example where [42] used the time averaged velocity
profile of a laser induced particle flow in a 2D complex plasma to calculate the
viscosity of the system. There they calculated the kinematic viscosity by the shear
stress σ and the shear rate γ˙ of the 2D system.
According to [42] the shear rate can be calculated by the velocity profile of the
complex plasma by
γ˙ =
dvx
dx
(4.3)
where x is the direction perpendicular to the particle flow. The shear stress can be
calculated in polar coordinates for the 2D complex plasma by
σ = −1
2
n2
∫ rmax
0
drr2
dV
dr
∫ 2pi
0
dφ cos(φ) sin(φ)g(r, φ) (4.4)
where n denotes the areal particle number density, V (r) the pair interaction potential
and was approximated by the Yukawa potential and g(r, φ) the two dimensional pair
correlation function.
By further calculating the areal mass density ρ = m · n of the system, where m is
the mass of a single particle, one can calculate the kinematic viscosity ν by
ν =
σ
ργ˙
(4.5)
This is an example where the precise estimation of a velocity profile is crucial for the
calculation of an important physical parameter, the kinematic viscosity.
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4.4 Velocity wave analysis
Finally, we show another application of the velocity estimation method. Besides laser
induced flows with constant laser power we also have experimental data for particle
flow with a modulated laser power of (6± 2) W . The modulation frequencies are
known to be 1, 3 and 10 Hz.
Here we again calculate the time evolution of a section in the middle of the images
as in the previous section. The modulation of the laser intensity ideally creates a
modulation of the particle velocities with the same frequency. If we estimate the
mean velocity over a time, we can estimate this frequency of the velocity modulation.
To achieve this, we calculate the power spectrum of the time evolution of the mean
velocity value, which should have a distinct peak at the modulation frequency of the
laser. To calculate the power spectrum of a discrete signal one has to first calculate
the discrete Fourier transform of the signal, i.e. transform the signal from the time
domain into the frequency domain.
The frequency dependent values Xf of the discrete Fourier transform can be calculated
from the signal values in the time domain xt of length N by following formula
Xf =
N−1∑
t=0
xt exp(−2piitf
N
)
f = 0, ..., N − 1
(4.6)
The power spectrum can then be calculated by squaring the absolute value of every
value of the Fourier transform.
In figures 4.10, 4.11 and 4.13 we show the time evolution of the mean velocity on
the left and its power spectrum on the right. Like in the previous section we also
fitted a linear function to the values starting at the twentieth frame. We afterwards
subtract the fits from the original mean velocity signal to get a detrended signal
from which the Fourier transform is calculated. In the insets in the plots of the time
evolution we show the calculated fitting parameters and in the inset of the power
spectrum the frequency of the maximum value and the frequency step. The width of
the frequency step is solely dependent on the frame rate and the length of the signal
and is independent of the accuracy of the velocity estimation of our method.
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Figure 4.10: Frequency estimation of velocity wave driven by laser of 6± 2W laser with
frequency 1 Hz
left: time evolution of the mean velocity, right: power spectrum of the time evolution of
the mean velocity
For a modulation frequency of one Hz the linear fit is nearly constant over time,
with a slope in the order of at least 10−4. The maximum value of the power spectrum
appears at 0.9846 Hz for both similarity measures.
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Figure 4.11: Frequency estimation of velocity wave driven by laser of 6± 2W laser with
frequency 3 Hz
left: time evolution of the mean velocity, right: power spectrum of the time evolution of
the mean velocity
Like in the case of a modulation frequency of 1 Hz we observe a practically
constant fit of the mean velocity value time evolution. Here the maximum value of
the power spectrum appears at 2.9538 Hz in both cases.
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Figure 4.12: Velocity profile for PK4 data and minimum number of velocity values of 40
Figure 4.13: Frequency estimation of velocity wave driven by laser of 6± 2W laser with
frequency 10 Hz
left: time evolution of the mean velocity, right: power spectrum of the time evolution of
the mean velocity
In the case of the modulation frequency of 10 Hz the slope of the fits m increases
for both cases. Still they are both in the order of 10−3. Here we calculate a maximum
frequency of 9.9554 Hz.
Summarizing for all three modulation frequencies, we showed that the estimated
modulation frequency of the mean particle velocity matches the modulation frequency
of the laser, taking into account the uncertainty of the Fourier transform in frequency
due to the finite signal length.
This results show a very good proof of concept for our velocity estimation method
with real world data.
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Chapter 5
Conclusions
We finally want to summarize the results we presented in this work.
Like [21] have shown, we found that the Pearsons Correlation Coefficient (CC) can be
used to detect particles in the presence of Gaussian white noise and outperforms the
Mutual information for high noise in this regime. However if the situation changes
and one takes into account a signal dependent noise model, which is more suitable
for a lot of imaging situations, we showed that the MI outperforms the CC in this
noise regime by far for low SNR values. We also showed that in dense particle clouds,
i.e. low inter-particle distances, the MI can separate nearby particles to a much
greater extent than the CC. In contrast, in the case of anti-correlated regions, for
example empty regions surrounded by particles, the MI can lead to false detections
as it cannot distinguish between correlation and anti-correlation. But as we pointed
out before, such a situation, including the positioning of four particles, is much more
unlikely than two nearby particles. Therefore we highly suggest the MI for particle
detection in the case of dense particle clouds.
Besides the position estimation we also proposed a new method to estimate the
velocity of a particle out of a single image. We showed that the performance of
the velocity estimation is highly dependent on the imaged size of the particles. For
smaller particles we found that the MI is more accurate than the CC, for both the
estimation of the velocity and for the estimation of the direction of motion. For
increasing particle size the performance of both similarity measures was similar
and decreased for large particles. After that we showed a typical application for
our method where we estimated the velocity profile of a sequence of images of mid
size particles and showed that we can recover the original velocity profile for low
image noise precisely. However, for increasing noise we lost accuracy way faster than
for example in the pure position or velocity estimation. Also we found that the
estimation of the turbulent velocity profile is more complicated than the laminar
velocity profile.
In the fourth section we presented the results of our method for experimental data
coming from the PK-4 microgravity experiment on the International Space Station
(ISS). We found some strong evidence for the superior performance of the MI for dense
particle clouds. Furthermore, we showed the results for estimation of a velocity profile
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of the PK-4 data, which resulted in reasonable results for both similarity measures.
Besides the estimation of the velocity profile of a laser driven flow, we showed that
we can correctly estimate the frequencies of velocity waves in the experimental data
induced by a modulated laser power. This result is a excellent proof of concept for
our velocity estimation method for real world data.
In this thesis we extended the method of particle detection by template matching,
introduced by [21], by a nonlinear similarity measure, the MI, and a new template
design. This new template design enables us to estimate not only the position of a
particle, but also its velocity and direction of motion out of a single image. By this,
we introduced a new method to highly increase the information available in a many
particle system, whose time evolution is recorded by an optical device.
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