Linear regression is one of the most prevalent techniques in data analysis. Given a large collection of samples composed of features x x x and a label y, linear regression is used to find the best prediction of the label as a linear combination of the features. However, it is also common to use linear regression for its explanatory capabilities rather than label prediction. Ordinary Least Squares (OLS) is often used in statistics to establish a correlation between an attribute (e.g. gender) and a label (e.g. income) in the presence of other (potentially correlated) features. OLS uses linear regression in order to estimate the correlation between the label and a feature x j on a given dataset; and then, under the assumption of a certain random generative model for the data, OLS outputs an interval on the reals that is likely to contain the correlation between y and x j in the underlying distribution (a confidence interval ). When this interval does not intersect the origin, we can reject the null hypothesis as it is likely that x j indeed has a non-zero correlation with y.
Introduction
Since the early days of differential privacy, its main goal was to design privacy preserving versions of existing techniques for data analysis. It is therefore no surprise that several of the first differentially private algorithms were machine learning algorithms [BDMN05, KLN + 08] and among them private linear regression [CMS11, KST12, BST14] . After all, linear regression is extremely prevalent in data analysis.
However, there are two drawbacks to the existing techniques. First (and perhaps easier to explain), is that the above-mentioned algorithms are designed for a single linear regression problem: each sample point is composed from (x x x • y) where x x x denotes the problem's features and y denotes the label. Yet in a database D in which each sample has d attributes, we are free to choose any attribute as the label and any subset of the remaining attributes as the problem features. Thus D can allow for exp(d) different linear-regression problems. Naïvely running the above-mentioned algorithms exponentially many times runs into the inevitable problem of privacy-utility tradeoff: the added noise is so big that it obliterates any usefulness in the answer. 1 The second and the more serious drawback of the existing body of work on differentially private linear regression lies in its utility analysis. The utility analysis in these works bounds the expected l 2 -distance between the linear coefficients found by the standard algorithm and the coefficients found by the privacy-preserving version. This is motivated from a machine-learning perspective, since bounds on the difference in the estimators translate to error bounds on prediction (or on the loss function). However, as interesting and (highly) non-trivial as they are, such bounds are of little use in situations where one uses linear regression to establish correlations rather than predict labels.
In the statistics literature, linear regression is a technique used to determine the correlation between a variable and an outcome, especially in the presence of others factors, in the Ordinary Least Squares (OLS) model. 2 Social science has been using OLS for nearly a century, in works that range from determining whether Catholics tend to vote for the Democrats in the 1932 elections [GG35] , to works that quantify the effect of education on income [Car99] , to modern works establishing that Tweeting helps in getting elected for office [DMBR13] . Such works do not aim to use linear regression to predict the label on a new unlabeled batch of samples. Rather they aim to establish the existence of a strong correlation between the label and some feature. Needless to say, in such works, protecting the privacy of the individuals who contributed to the data is an important concern.
In order to determine that a certain variable x j is positively (resp. negatively) correlated with an outcome y, OLS assumes a model where the outcome y is a noisy version of a linear mapping of all variables: y = β β β · x x x + e (with e denoting random Gaussian noise) for some predetermined and unknown β β β. Then, given many samples (x x x i , y i ) OLS establishes two things: (i) when fitting a linear function to best predict y from x x x over the sample (via computingβ β β = i x x x i x x x T i −1 ( i y i x x x i )) the coefficientβ j is positive (resp. negative); and (ii) the confidence in havingβ j not far from the true β j is high. In fact, the crux in OLS is in defining the suitable confidence interval -the interval I centered atβ j where β j is likely to fall. This interval is parameterized by the variance in the data as well as the variance of the noise e. 3 Of particular importance is the notion of rejecting the null-hypothesis, where the interval I does not contain the origin, and so one is able to say with high confidence thatβ j is positive (resp. negative). We refer the reader to Section 3 for more details on OLS.
The goal of this work is to address these two drawbacks. We give an efficient offline differentially private algorithm that releases a perturbed covariance matrix of the data, thus enabling running multiple linear regressions over the same dataset. 4 More importantly, we give the first analysis of a differentially private algorithm that provides confidence in estimating the coefficients of OLS. We emphasize that the novelty of our work does not lie in the differentially-private algorithm itself, which is, as we show next, simple and already known to be differentially private. Instead, the novelty of our work lies in the analysis of the algorithm and in proving that the output of the algorithm is useful for establishing correlations in the data. We believe this algorithm is applicable in practice. Furthermore, we believe that the approach presented in this work can initiate a line of work bridging the gap between differential privacy and techniques in applied statistics.
The Algorithm
Our algorithm (Algorithm 1) is based on the Johnson-Lindenstrauss transform that uses independent Gaussian random matrix. As described, the algorithm takes as input a parameter r (in addition to the other parameters of the problem) that indicates the number of rows in the JL-matrix. Later, we analyze what should one set as the value of r. Theorem 1.1. Algorithm 1 is (ǫ, δ)-differentially private.
Proof. The proof of the theorem is based on the fact the Algorithm 1 is the result of composing the differentially private Propose-Test-Release algorithm [DL09] with analysis of the differentially private Johnson-Lindenstrauss transform in [She15] . The full proof appears in Appendix A.
Our Contribution and Related Work.
We analyze the performance of Algorithm 1 on a matrix A of the form A = [X; y y y], where each coordinate y i is generated according to the homoscedastic model with Gaussian noise, which is a classical model in statistics. We assume the existence of a vector β β β s.t. for every i we have y i = β β β T x x x i +e i and e i is sampled i.i.d from N (0, σ 2 ). This model may seem objectionable, and assumptions like the noise being independent, having 0-mean or sampled from a Gaussian distribution have all been called into question in the past. However, due to the prevalence of this model, we see fit to initiate the line of work on differentially private Least Squares with this basic model.
We study the result of running Algorithm 1 on such data in the two cases: where A wasn't altered by the algorithm and when A was appended by the algorithm. In the former case, Algorithm 1 boils down to projecting the data under a Gaussian Johnson-Lindenstrauss Transform (JLT). Sarlos [Sar06] has already shown that the JLT is useful for linear regression, but, as discussed above, his work bounds the l 2 -norm of the difference between the estimated regression before and after the projection. Following Sarlos' work, other works in statistics have analyzed compressed linear regression [ZLW07, PW14b, PW14a] . However, none of these works give confidence intervals for the projected data, presumably for three reasons. First, these works are motivated by computational speedups, and so they use fast JLT as opposed to our analysis which leverages on the fact that our JL-matrix is composed of i.i.d Gaussians. Secondly, the focus of these works is not on OLS but rather on newer versions of linear regression, such as the Lasso or when β β β lies in some convex set. Lastly, it is evident that the smallest confidence interval is derived from the data itself. Since these works do not consider privacy applications, 5 they assume the analyst has access to the data itself, and so there was no need to give confidence intervals for the projected data. Other works [MM09, Kab14] consider applying JLT-type projections over the columns rather than the rows. Our analysis is therefore the first, to the best of our knowledge, to give confidence bounds on OLS estimations without having access to X itself. We also show that, under certain conditions, the sample complexity for correctly rejecting the null-hypothesis increases from a certain bound N 0 (without privacy) to a bound of N 0 +Õ( We also analyze the case Algorithm 1 does append the data and the JLT is applied to A ′ . In this case, solving the linear regression problem on the projected A ′ approximates the solution for Ridge Regression [Tik63, HK70] . In Ridge Regression we aim to solve min z z z i (y i − z z z T x x x i ) 2 + w 2 z z z 2 , which means we penalize vectors whose l 2 -norm is large. Much work in the past has been devoted to choosing the penalty coefficient (based on the given sample); and we propose a novel and fundamentally different approach to the choice of the penalty term -it should be sufficiently large as to guarantee differential privacy. And though the works of [CMS11, KST12, BST14] have used suitable l 2 -regularization terms to establish privacy, 6 they require the l 2 -regularization as a part of their technique of objective perturbation and apply it to all inputs; whereas we apply regularization only to make sure the given dataset has large singular values. Additional discussion about the similarities and differences between our work and other differentially private ERM works appears after we state our main theorem.
It is not known how to derive confidence bounds and/or reject the null hypothesis under Ridge Regression. Clearly, there are situations where confidence bounds simply cannot be derived. (Consider for example the case where X = 0 n×p and y y y is just i.i.d draws from N (0, σ 2 ), so the data contains no information about β β β.) Therefore, much for the same reason, we are unable to derive confidence intervals under projected Ridge Regression in the general case. Nonetheless, under additional assumptions about the data, we show that solving the linear regression problem on RA ′ does evaluate the sign of the β j correctly, thus correctly determining positive or negative correlations with the label.
Finally, we should mention the many works in differential privacy that approximate a given matrix, mostly for purposes of PCA [BDMN05, HR12, HR13, Har13, DTTZ14] . The work of Dwork et al [DTTZ14] also releases a noisy version of a covariance of a given matrix, using additive noise rather than multiplicative noise. However, their focus is not on linear regression, and empirical work [XKI11] shows such noise may be problematic in case the matrix has small singular values and the output is not a PSD matrix. It is also worth noting works such as [VS09, USF13] that give a differentially private statistical estimators for contingency tables (i.e., run a differentially privacy χ 2 -test) and discuss rejecting hypotheses based on such estimations. Such works, however, do not study the specific distribution of the estimator due to the given algorithm (or they crudely approximate it using a Gaussian).
Organization. After introducing notations and discussing preliminaries in Section 2, we elaborate on the guarantees of OLS in Section 3. We then turn to our analysis, both for the case we run JLT on the data itself, unaltered, in Section 4, and for the case we run the JLT on the appended matrix, in Section 5. Conclusions and future directions are discussed in Section 6.
Notation and Preliminaries
Notation. Throughout this paper, we use lower-case letters to denote scalars (e.g., y i or e i ); bold bold bold characters to denote vectors; and UPPER-case letters to denote matrices. The l-dimensional all zero vector is denoted 0 0 0 l , and the l × m-matrix of all zeros is denoted 0 l×m . We use e e e to denote the specific vector y y y −Xβ β β in our model; and though the reader may find it a bit confusing but hopefully clear from the context -we also use e e e j and e e e k to denote elements of the natural basis (unit length vector in the direction of coordinate j or k). We use ǫ, δ to denote the privacy parameters of Algorithm 1, and use α and ν to denote confidence parameters (referring to events that hold w.p. ≥ 1 − α and 1 − ν resp). We also stick to the notation from Algorithm 1 and use w to denote the positive scalar for which w 2 = 8B 2 ǫ 2r ln(8/δ) + ln(8/δ) throughout this paper.
Linear Algebra and Pseudo-Inverses. Given a matrix M we denote its SVD as M = U SV T with U and V being orthonormal matrices and S being a non-negative diagonal matrix whose entries are the singular values of M . We use σ max (M ) and σ min (M ) to denote the largest and smallest singular value resp. Despite the risk of confusion, we stick to the standard notation of using σ 2 to denote the variance of a Gaussian, and use σ j (M ) to denote the j-th singular value of M . We use M + to denote the Moore-Penrose inverse of M , defined as M + = U S −1 V T where S −1 is a matrix with S −1 j,j = 1/S j,j for any j s.t. S j,j > 0. It is known that when M ∈ R a×b with a ≥ b and b = rank(M ), then M + = (M T M ) −1 M T (and when a = b then M + = M −1 ). In such a case it holds that M + (M + ) T = (M T M ) −1 , and that M + M = I b×b . The matrix P U def = M M + is a projection matrix that fixes any vector u u u ∈ colspan(U ) and nullifies any vector in (colspan(U )) ⊥ . A m × m-matrix M is said to be positive semi-definite (PSD) if x x x T Mx x x ≥ 0 for any x x x ∈ R m , and positive definite if x x x T Mx x x > 0 for any x x x ∈ R m . For two PSD matrices M and N we use the notation M N to denote the fact that x x x T Mx x x ≤ x x x T Nx x x for any x x x. For a given matrix, M denotes the spectral norm (= σ max (M )) and M F denotes the Frobenious norm
The Gaussian distribution. A univariate Gaussian N (µ, σ 2 ) denotes the Gaussian distribution whose mean is µ and variance σ 2 , with PDF(
. Standard concentration bounds on Gaussians give that Pr[x > µ + 2σ ln(1/ν)] < ν for any ν ∈ (0, 1 e ). A multivariate Gaussian N (µ µ µ, Σ) for some positive semi-definite Σ denotes the multivariate Gaussian distribution where the mean of the j-th coordinate is the µ j and the co-variance between coordinates j and k is Σ j,k . The PDF of such Gaussian is defined only on the subspace colspan(Σ), where for every x ∈ colspan(Σ) we have PDF(x x x) = (2π) rank(Σ) ·det(Σ)
is the multiplication of all non-zero singular values of Σ. A matrix Gaussian distribution denoted N (M a×b , U, V ) has mean M , variance U on its rows and variance V on its columns. For full rank U and V it holds that PDF(
In our case, we will only use matrix Gaussian distributions with N (M a×b , I a×a , V ) and so each row in this matrix is an i.
We will repeatedly use the rules regarding linear operations on Gaussians. That in, for any c, it holds that cN (µ, σ 2 ) = N (c · µ, c 2 σ 2 ). For any C it holds that C · N (µ µ µ, Σ) = N (Cµ µ µ, CΣC T ). And for any C is holds that We will also require the following proposition.
Proposition 2.1. Given σ 2 , λ 2 s.t. 1 ≤ σ 2 λ 2 ≤ c 2 for some constant c, let X and Y be two random Gaussians s.t. X ∼ N (0, σ 2 ) and Y ∼ N (0, λ 2 ). It follows that
Proof.
Corollary 2.2. Under the same notation as in Proposition 2.1, for any set S ⊂ R it holds that
Additional Distributions. We denote by Lap(σ) the Laplace distribution whose mean is 0 and variance is 2σ 2 . In addition, since the Gaussian distribution has been so extensively studied, multiple related distributions have been proposed throughout the years. In our work, we will use the χ 2 -distribution and the T -distribution (also referred to as the Student-T -distribution). The χ 2 k -distribution, where k is referred to as the degrees of freedom of the distribution, is the distribution over the l 2 -norm of the sum of k independent normal Gaussians. That is, given X 1 , . . . , X k ∼ N (0, 1) it holds that ζ ζ ζ def = (X 1 , X 2 , . . . , X k ) ∼ N (0 0 0 k , I k×k ), and ζ ζ ζ 2 ∼ χ 2 k . Existing tail bounds on the χ 2 k distribution [LM00] give that
The T k -distribution, where k is referred to as the degrees of freedom of the distribution, denotes the distribution over the reals created by independently sampling Z ∼ N (0, 1) and ζ 2 ∼ χ 2 k , and taking the quantity
2 . It is a known fact that as k increases, T k becomes closer and closer to a normal Gaussian. The T -distribution is often used to determine suitable bounds on the rate of converges, as we illustrate in Section 3. As the T -distribution is heavy-tailed, existing tail bounds on the T -distribution (which are of the form: if
are often cumbersome to work with. Therefore, in many cases in practice, it common to assume ν = Θ(1) (most commonly, ν = 0.05) and use existing tail-bounds on normal Gaussians.
Differential Privacy. In this work, we deal with input of the form of a n × d-matrix with each row bounded by a l 2 -norm of B. Two matrices A and A ′ are called neighbors if they differ on a single row.
Definition 2.3 ([DMNS06]
). An algorithm ALG which maps n × d-matrices into some range R is (ǫ, δ)-differential privacy if for all pairs of neighboring inputs A and A ′ and all subsets S ⊂ R it holds that
When δ = 0 we say the algorithm is ǫ-differentially private.
It was shown in [DMNS06] that if ALG(A)−ALG(A ′ ) 1 ≤ B then adding Laplace noise Lap(1/ǫ) to each coordinate of the output of ALG(A) satisfies ǫ-differential privacy. Another standard result ([DKM + 06]) gives that the composition of the output of a (ǫ 1 , δ 1 )-differentially private algorithm with the output of a (ǫ 2 , δ 2 )-differentially private algorithm results in a (ǫ 1 +ǫ 2 , δ 1 +δ 2 )-differentially private algorithm.
Background: Ordinary Least Squares
For the unfamiliar reader, we give a short description of the model under which OLS operates, as well as the confidence bounds one derives using OLS. This is by no means an exhaustive account of OLS and we refer the interested reader to [Rao73, KNNL05] .
Given n observations {(x x x i , y i )} n i=1 where for all i we have x x x i ∈ R p and y i ∈ R, we assume the existence of a p-dimensional vector β β β ∈ R p s.t. the label y i was derived by y i = β β β T x x x i + e i where e i ∼ N (0, σ 2 ) independently (also known as the homoscedastic Gaussian model). We use the matrix notation where X denotes the (n × p)-matrix whose rows are x x x i , and use y y y, e e e ∈ R n to denote the vectors whose i-th entry is y i and e i resp. To simplify the discussion, we assume X has full rank.
The parameters of the model are therefore β β β and σ 2 , which we set to discover. To that end, we solveβ β β = arg min z z z y y y − Xz z z 2 = (X T X) −1 X T y y y = (X T X) −1 X T (Xβ β β + e e e) = β β β + X + e e e
As e e e ∼ N (0 0 0 n , σ 2 I n×n ), it holds thatβ β β ∼ N (β β β, σ 2 (X T X) −1 ), or alternatively, that for every coordinate j it holds thatβ j = e e e T jβ β β ∼ N (β j , σ 2 (X T X) −1 j,j ). Hence we getβ
∼ N (0, 1). In addition, we denote the vector ζ ζ ζ = y − Xβ β β = (Xβ β β + e e e) − X(β β β + X + e e e) = (I − XX + )e e e
and since XX + is a rank-p (symmetric) projection matrix, we have ζ ζ ζ ∼ N (0, σ 2 (I − XX + )). Therefore, ζ ζ ζ 2 is equivalent to summing the squares of (n − p) i.i.d samples from N (0, σ 2 ). In other words, the quantity ζ ζ ζ 2 /σ 2 is sampled from a χ 2 -distribution with (n−p) degrees of freedom. We sidetrack from the OLS discussion to give the following bounds on the l 2 -distance between β β β andβ β β, as the next claim shows.
Claim 3.1. For any 0 < ν < 1/2, the following holds w.p. ≥ 1 − ν over the randomness of the model (the randomness over e e e) β β β −β β β
Proof. Since e e e ∼ N (0 0 0 n , σ 2 I n×n ) then X + e e e ∼ N (0 0 0 n , σ 2 (X T X) −1 ). Denoting the SVD decomposition (X T X) −1 = V SV T with S denoting the diagonal matrix whose entries are σ −2 max (X), . . . , σ −2 min (X), we have that V T X + e e e ∼ N (0 0 0 n , σ 2 S). And so, each coordinate of V T X + e e e is distributed like an i.i.d Gaussian. So w.p. ≥ 1 − ν/2 non of these Gaussians is a factor of O(σ ln(p/ν)) greater than its standard deviation. And so w.p. ≥ 1 − ν/2 it holds that X + e e e 2 = V T X + e e e 2 ≤ O(
The bound on β β β 2 is an immediate corollary of (3) using the triangle inequality. 7 The bound on ζ ζ ζ 2 follows from tail bounds on the χ 2 n−p distribution, as detailed in Section 2.
Returning to OLS, it is important to note thatβ β β and ζ ζ ζ are independent of one another. (Note, β β β depends solely on X + e e e = (X + X)X + e e e = X + P U e e e, whereas ζ ζ ζ depends on (I − XX + )e e e = P U ⊥e e e.
As e e e is spherically symmetric, the two projections are independent of one another and soβ β β is independent of ζ ζ ζ.) As a result of the above two calculations, we have that the quantity
Observe, though e e e is spherically symmetric, and is likely to be approximately-orthogonal to β β β, this does not necessarily hold for X + e e e which isn't spherically symmetric. Therefore, we result to bounding the l2-norm ofβ β β using the triangle bound.
is distributed like a T -distribution with (n − p) degrees of freedom. Therefore, we can compute an exact probability estimation for this quantity. That is, for any measurable S ⊂ R we have
The importance of the quantity t(β j ) lies in the fact that it can be fully estimated from the observed data X and y (for any value of β j ), which makes it a pivotal quantity. Therefore, given X and y y y, we can use t(β j ) to describe the likelihood of any β j -for any z ∈ R we can now give an estimation of how likely it is to have β j = z (which is PDF T n−p (t(z))). This enables us to give a variety of confidence estimations. For example, we can say which of two hypotheses is more likely and by how much (e.g., we are 5-times more likely that the hypothesis β j = 3 is true than the hypothesis β j = 14 is true); we can compare between two coordinates j and j ′ and report we are more confident that β j > 0 than β j ′ > 0; or even compare among the t-values we get across multiple datasets (such as the datasets we get from subsampling rows from a single dataset).
In particular, we can use t(β j ) to α-reject unlikely values of β j . Given 0 < α < 1, we denote c α as the number for which the interval (−c α , c α ) contains a probability mass of 1 − α from the T n−p -distribution. And so we derive a corresponding confidence interval I α centered atβ j where β j ∈ I α with confidence of level of 1 − α. Using tail bounds on the
we have that the length of the interval is
Furthermore, since it is known that as the number of degrees of freedom of a T -distribution tends to infinity then the T -distribution becomes close to a normal Gaussian, it is common to use the PDF of a normal Gaussian instead. I.e., denote τ α as the number of which
We comment as to the actual meaning of this confidence interval. Our analysis thus far applied w.h.p to a vector y y y derived according to this model. Such X and y y y will result in the quantity tβ j (β j ) being distributed like a T n−p -distribution -where β j is given as the model parameters andβ j is the random variable. We therefore have that guarantee that for X and y y y derived according to this
However, the analysis done over a given dataset X and y y y (once y y y has been drawn) views the quantity tβ j (β j ) withβ j given and β j unknown. Therefore the event E α either holds or does not hold. That is why the alternative term confidence is used, instead of probability. We have a confidence level of 1−α that indeed
n−p , because this event does happen in 1 − α fraction of all datasets generated according to our model.
Rejecting the Null Hypothesis. One important implication of the quantity t(β j ) is that we can refer specifically to the hypothesis that β j = 0, called the null hypothesis. This quantity,
, represents how large isβ j relatively to the empirical estimation of standard deviation σ. Since it is known that as the number of degrees of freedom of a T -distribution tends to infinity then the T -distribution becomes a normal Gaussian, it is common to think of t 0 as a sample from a normal Gaussian N (0, 1). This allows us to associate t 0 with a p-value, estimating the event "β j andβ j have different signs." Formally, we define p 0 =
e −x 2 /2 dx. It is common to reject the null hypothesis when p 0 is sufficiently small (typically, below 0.05). 8 Specifically, given α ∈ (0, 1/2), we say we α-reject the null hypothesis if p 0 < α. Let τ α be the number s.
e −x 2 /2 dx = α. (Standard bounds give that τ α < 2 ln(1/α).) This means we α-reject the null hypothesis if
We can now lower bound the number of i.i.d sample points needed in order to α-reject the null hypothesis. This bound will be our basis for comparison -between standard OLS and the differentially private version. 9
Theorem 3.2. Fix any positive definite matrix Σ ∈ R p×p and any ν ∈ (0, 1 2 ). Fix parameters β β β ∈ R p and σ 2 and a coordinate j s.t. β j = 0. Let X be a matrix whose n rows are i.i.d samples from N (0 0 0, Σ), and y y y be a vector where y i − (Xβ β β) i is sampled i.i.d from N (0, σ 2 ). Fix α ∈ (0, 1). Then w.p. ≥ 1 − ν we have that the confidence interval of confidence level 1 − α is of length O(c α σ 2 /(nσ min (Σ))) provided n ≥ C 1 (p + ln(1/ν)) for some sufficiently large constant C 1 . Furthermore, there exists constants C 1 , C 2 such that w.p. ≥ 1 − ν we α-reject the null hypothesis provided
Here c α denotes the number for which
(If we are content with approximating T n−p with a normal Gaussian than one can set c α ≈ τ α < 2 ln(1/α).)
Proof. The discussion above shows that w.p.
n−p ; and in order to α-reject the null hypothesis we must have |β j | > τ α (X T X) −1 j,j ζ ζ ζ 2 n−p . Therefore, a sufficient condition to α-reject the null-hypothesis is to have n large enough s.t.
n−p . We therefore argue that w.p.≥ 1 − ν this inequality indeed holds. We assume each row of X i.i.d vector x x x i ∼ N (0 0 0 p , Σ), and recall that according to the model ζ ζ ζ 2 ∼ σ 2 χ 2 (n−p). Straightforward concentration bounds on Gaussians and on the χ 2 -distribution give:
Therefore, due to the lower bound n = Ω(p + ln(1/ν)), w.p.≥ 1 − ν we have that none of these events hold. In such a case we have (X T X)
) and ζ ζ ζ = O(σ √ n − p). This implies that the confidence interval of level 1 − α has length of
nσ min (Σ) ; and that in order to α-reject that null-hypothesis it suffices to have |β j | = Ω (c α + τ α ) σ 2 nσ min (Σ) . Plugging in the lower bound on n, we see that this 8 Indeed, it is more accurate to associate with t0 the value ∞ |t 0 | PDFT n−p (x)dx and check that this value is < α. However, as most uses take α to be a constant (often α = 0.05), asymptotically the thereshold we get for rejecting the null hypothesis are the same.
9 This theorem is far from being new (except for maybe focusing on the setting where every row in X is sampled from an i.i.d multivariate Gaussians), it is just stated in a non-standard way, discussing solely the power of the t-test in OLS. Discussions on sample size calculations see [KNNL05, MS06] . inequality holds.
We comment that for sufficiently large constants C 1 , C 2 , it holds that all the constants hidden in the O-and Ω-notations of the proof are close to 1. I.e., they are all within the interval (1 ± η) for some small η > 0.
Ordinary Least Squares over Projected Data
In this section we deal with the output of Algorithm 1 when the given matrix has sufficiently large singular values. That is, we assume the algorithm outputted matrix unaltered and so we work with RA.
To clarify, the setting in which we work with is the following. We denote A = [X; y y y] the columnwise concatenation of the (n × (d − 1))-matrix X with the n-length vector y y y. 10 We assume that the matrix A passes the test of Algorithm 1 because σ min (A) > w and not because the differentially private estimation of σ min (A) introduces too large of a noise. We therefore denote the output RA = [RX; Ry y y] and for simplicity we denote M = RX and p = d − 1. Straightforward argument shows that σ min (X) ≥ σ min (A) ≥ w. We denote the SVD decomposition of X = U ΣV T . So U is an orthonormal basis for the column-span of X and as X is full-rank V is an orthonormal basis for R p . Finally, in our work we examine the linear regression problem derived from the projected data. (More specifically, from
Ry y y.) That is, we denotẽ
Clearly, the estimationsβ β β andσ are based only on the observed output M of the algorithm. We now give our main theorem, for estimating the t-values based onβ β β andσ.
Theorem 4.1. Let X be a n × p matrix, and parameters β β β ∈ R p and σ 2 are such that we generate the vector y y y = Xβ β β + e e e with each coordinate of e e e sampled independently from N (0, σ 2 ). Assume σ min (X) ≥ C · w and that n is sufficiently large s.t. all of the singular values of the matrix [X; y y y] are greater than C · w, and so Algorithm 1 projects the matrix A = [X; y y y] without altering it, and publishes [RX; Ry y y]. Fix ν ∈ (0, 1/2) and r = p + Ω(ln(1/ν)). Fix coordinate j. Then we have that w.p. ≥ 1 − ν deriving β β β andσ 2 as in Equations (4) and (6) the pivot quantitỹ
where we denote a = r−p n−p . The implications of Theorem 4.1 are immediate: all estimations one can do based on the t-values from the true data X, y y y, such as the examples given in Sectin 3, we can now do based ont modulo 10 Clearly, any column of A can serve as the label y y y and any subset of the other columns can serve as the matrix X.
an approximation factor of e r−p n−p . In particular, Theorem 4.1 enables us to deduce a corresponding confidence interval based onβ β β.
Corollary 4.2. Under the same notation and assumptions as in Theorem 4.1, w.p. ≥ 1 − ν we have the following. For any α ∈ (0, 1 2 ), letc α denote the number s.t. the interval (−c α ,c α ) contains 1 − α/e r−p n−p probability mass of the T r−p -distribution. Then
We compare the confidence interval of Corollary 4.2 to the confidence interval of the standard OLS model, whose length is c α ζ ζ ζ √ n−p (X T X) −1 j,j . As R is a JL-matrix, known results regarding the JL transform (see [Sar06] and [She15] ) give that (X T R T RX)
j,j ), and that ζ ζ ζ = Θ( ζ ζ ζ ). We therefore have that
And so the confidence interval of Theorem 4.1 is a factor of Θ(c α cα n r )-larger than the standard OLS confidence interval. (And in fact, the constant hidden behind the Θ-notation is 1 + o(1).) Observe that when α = Θ(1), which is the common case (as typically one sets α = 0.05), the dominating factor is n/r. This bound intuitively makes sense: we have contracted n i.i.d observations from our model to r observations of the model. Therefore, our model is based on confidence intervals derived from T r−p rather than T n−p .
This comparison shows that we'd like to set r as close as possible to n. However, as r gets bigger, we require the matrix A = [X; y y y] to have larger and larger singular values. We discuss the tradeoff of r and n in Section 4.3. Previous to that, we provide the proof of Theorem 4.1 in Section 4.1, and compare our baseline for rejecting the null-hypothesis in Section 4.2.
Comparison with Existing Bounds. Sarlos' work [Sar06] utilizes the fact that when r, the numbers of rows in R, is large enough, then 
ζ ζ ζ . Naïvely bounding |β j −β j | ≤ β β β −β β β and using the confidence interval forβ β β j − β β β j from Section 3 11 gives a confidence interval of level 1 − (α + ν) centered atβ j with length of O
ζ ζ ζ . This implies that our confidence interval has decreased its degrees of freedom from n − p to roughly r/p ln(p), and furthermore, that it no longer depends on (X T X) −1 j,j but rather on 1/σ min (X T X). (In the worst case, we have that (X T X) −1 j,j is proportional to σ min (X T X) −1 , but it is not uncommon to have matrices where the former is much larger than the latter.) As mentioned in the introduction, alternative techniques ([CMS11, BST14, Ull15]) for finding a DP estimator β β β dp of the linear regression give a data-independent 12 bound of β β β dp −β β β =Õ(p/ǫ). Such bounds are harder to compare with the interval length given by Corollary 4.2. Indeed, as we discuss in Section 4.2, enough samples from a multivariate Gaussian whose covariance-matrix is well conditioned give a bound which is well below the worst-upper bound of O(p/ǫ). (Yet, it is possible that these techniques also do much better on such "well-behaved" data.) What the works of Sarlos and alternative works regrading differentially private linear regression do not take into account are questions such as generating a likelihood for β j nor do they discuss rejecting the null hypothesis.
Proof of Theorem
Claim 4.3. In our model, given X and the output M = RX, we have that β β β ∼ N β β β + X + e e e, P U ⊥ e e e 2 (M
Where P U ⊥ denotes the projection operator onto the subspace orthogonal to colspan(X); i.e., P U = XX + and P U ⊥ = (I r×r − XX + ).
Proof. The matrix R is sampled from N (0 r×p , I r×r , I p×p ). Given X and RX = M , we learn the projection of each row in R onto the subspace spanned by the columns of X. That is, denoting u u u T as the i-th row of R and v v v T as the i-th row of M , we have that X T u u u = v v v. Recall, initially u u u ∼ N (0 0 0 n , I n×n ) -a spherically symmetric Gaussian. As a result, we can denote u u u = P U u u u × P U ⊥u u u where the two projections are independent samples from N (0 0 0 n , P U ) and N (0 0 0 n , P U ⊥ ) resp. However, once we know that v v v = X T u u u we have that P U u u u = X(X T X) −1 X T u u u = X(X T X) −1 v v v so we learn P U u u u exactly, whereas we get no information about P U ⊥ so P U ⊥u u u is still sampled from a Gaussian N (0 0 0 n , P U ⊥ ). As we know for each row of R that u u u T P U = v v v T X + , we therefore have that
From here on, we just rely on the existing results about the linearity of Gaussians.
R ∼ N (M X + , I r×r , P U ⊥ ) ⇒ Re e e ∼ N (M X + e e e, P U ⊥ e e e 2 I r×r ) ⇒ M + Re e e ∼ N (X + e e e, P U ⊥ e e e 2 (M T M ) −1 ) soβ β β = β β β+M + Re e e impliesβ β β ∼ N (β β β+X + e e e, P U ⊥ e e e 2 (M T M ) −1 ). And asζ ζ ζ =
Re e e then we haveζ ζ ζ ∼ N (0 0 0 r ,
12 In other words, independent of X, ζ ζ ζ.
Claim 4.3 was based on the assumption that e e e is fixed. However, given X and y y y there are many different ways to assign vectors β β β and e e e s.t. y y y = Xβ β β + e e e. However, the distributions we get in Claim 4.3 are unique. To see that, recall Equations (1) and (2): β β β + X + e e e = X + y y y = β β β and P U ⊥ e e e = P U ⊥ y y y = (I − XX + )y y y = ζ ζ ζ. We therefore haveβ β β ∼ N (β β β, ζ ζ ζ 2 (M T M ) −1 ) and ζ ζ ζ ∼ N (0 0 0 n , ζ ζ ζ 2 r (I − M M + )). We will discuss this further, in Section 5, where we will not be able to better analyze the explicit distributions of our estimators. But in this section, we are able to argue more about the distributions ofβ β β andζ ζ ζ.
So far we have considered the case that e e e is fixed, whereas our goal is to argue about the case where each coordinate of e e e is sampled i.
Proof. Recall,β β β = β β β + M + Re e e = β β β + M + (M X + + RP U ⊥ )e e e = β β β + X + e e e + M + R(P U ⊥e e e). Now, under the assumption e e e ∼ D l we have that β is the sum of two independent Gaussians:
RP U ⊥e e e ∼ N (0 0 0 r , P U ⊥ e e e 2 I r×r ) ⇒ M + Re e e ∼ N (0 0 0 p , P U ⊥ e e e 2 (M
Summing the two independent Gaussians' means and variances gives the distribution ofβ β β. Furthermore, in Claim 4.3 we have already established that for any fixed e e e we haveζ ζ ζ ∼ N 0 0 0 n , P U ⊥ e e e 2 r (I − M M + ) .
Hence, for e e e ∼ D l we still haveζ ζ ζ ∼ N 0 0 0 n ,
(It is easy to verify that the same chain of derivations is applicable when e e e ∼ D l .) Corollary 4.5. Given that e e e ∼ D l we have thatβ j ∼ N (β j , σ 2 (X T X)
j,j ) for any coordinate j, and that ζ ζ ζ 2 ∼ l 2 r · χ 2 r−p .
Proof. The corollary follows immediately from the fact that β j = e e e T jβ β β, and from the definition of the χ 2 -distribution, asζ ζ ζ is a spherically symmetric Gaussian defined on the subspace colspan(M ) ⊥ of dimension r − p.
To continue, we need the following claim.
Claim 4.6. Given X and M = RX, and given that e e e ∼ D l we have thatβ β β andζ ζ ζ are independent.
Proof. Recall,β β β = β β β + X + e e e + M + R(P U ⊥ e e e). And so, given X, M and a specific vector P U ⊥ e e e we have that the distribution ofβ β β depends on (i) the projection of e e e on U = colspan(X) and on (ii) the projection of each row in R ontoŨ = colspan(M ). The distribution ofζ ζ ζ = 1 √ r PŨ ⊥ Re e e = 1 √ r PŨ ⊥ (M X + + RP U ⊥ )e e e = 1 √ r PŨ ⊥ RP U ⊥e e e depends on (i) the projection of e e e onto U ⊥ (which for the time being is fix to some specific vector of length l) and on (ii) the projection of each row in R ontoŨ ⊥ . Since P U e e e is independent from P U ⊥ e e e, and since for any row u u u T of R we have that PŨu u u is independent of PŨ ⊥ u u u, and since e e e and R are chosen independently, we have thatβ β β andζ ζ ζ are independent.
Formally, consider any pair of coordinatesβ j andζ k , and we havẽ Recall, we are given X and M = RX. Therefore, we know P U and PŨ . And so Having established thatβ β β andζ ζ ζ are independent Gaussians and specified their distributions, we continue with the proof of Theorem 4.1. We assume for now that there exists some small a > 0 s.t.
Then, due to Corollary 2.2, denoting the distributions
j,j ), we have that for any S ⊂ R it holds that 13 e −a Prβ
More specifically, denote the functioñ
ξ ξ ξ r r−p l and observe that when we sample ψ, ξ ξ ξ independently s.t. ψ ∼ N (β j , l 2 (M T M ) −1 j,j ) and ξ ξ ξ 2 ∼ l 2 r χ 2 r−p thent(ψ, ξ ξ ξ , β j ) is distributed like a T -distribution with r − p degrees of freedom. And so, for any τ > 0 we have that under such way to sample ψ, ξ ξ ξ we have Pr[t(ψ, ξ ξ ξ , β j )
For any τ ≥ 0 and for any non-negative real value z let S τ z denote the suitable set of values s.t.
We now use Equation (8) (Since
where the equality ( * ) follows from the fact that explicitly we have
j,j , ∞ . Analogously, we can also show that
In other words, we have just shown that for any interval I = (τ, ∞) with τ ≥ 0 we have
We can now repeat the same argument for I = (τ 1 , τ 2 ) with 0 ≤ τ 1 < τ 2 (using an analogous definition of S τ 1 ,τ 2 z ), and again for any I = (τ 1 , τ 2 ) with τ 1 < τ 2 ≤ 0, and deduce that the PDF of the functiont(ψ, ξ ξ ξ , β j ) at x -where we sample ψ ∼ N (β j , l 2 (M T M )
r−p independently -lies in the range e −a PDF T r−p (x), e a PDF T r−p (x/e a ) . And so, using Corollary 4.5 and Claim 4.6, we have that when e e e ∼ D l , the distributions ofβ j and ζ ζ ζ 2 are precisely as stated above, and so we have that the distribution oft(β j ) def =t(β j , ζ ζ ζ , β j ) has a PDF that at the point x is "sandwiched" between e −a PDF T r−p (x) and e a PDF T r−p (x/e a ).
Next, we aim to argue that this characterization of the PDF oft(β j ) still holds when e ∼ N (0 0 0 n , σ 2 I n×n ). It would be convenient to think of e e e as a sample in N (0 0 0 n , σ 2 P U ) × N (0 0 0 n , σ 2 P U ⊥ ). (So while in D l we have P U e e e ∼ N (0 0 0 n , σ 2 P U ) but P U ⊥e e e is fixed, now both P U e e e and P U ⊥ e e e are sampled from spherical Gaussians.) The reason why the above still holds lies in the fact thatt(β j ) does not depend on l.
In more details:
Pr e e e∼N (0 0 0n,
Pr e e e∼N (0 0 0n,σ 2 I n×n ) t (β j ) ∈ I | P U ⊥e e e = v v v PDF P U ⊥ e e e (v v v)dv v v To conclude, we have shown that if Equation (7) holds, then for every interval I ⊂ R we have
So to conclude the proof of Theorem 4.1, we need to show that w.h.p such a as in Equation (7) exists.
Claim 4.7. In the homoscedastic model with Gaussian noise, if both n and r satisfy n, r ≥ p + Ω(log(1/ν)), then we have that
Theorem 4.1 now follows from plugging a = r−p n−p to our above discussion.
Proof of Claim 4.7. The lower bound is immediate from non-negativity of σ 2 and of (X T X) −1 j,j = (X T X) −1/2 e e e j 2 . We therefore prove the upper bound. First, observe that l 2 = P U ⊥ e e e 2 is sampled from σ 2 · χ 2 n−p as U ⊥ is of dimension n − p. Therefore, it holds that w.p. ≥ 1 − ν/2 that
and assuming n > p + 100 ln(2/ν) we therefore have σ 2 ≤ 4 3(n−p) l 2 . Secondly, we argue that when r > p + 300 ln(4/ν) we have that w.p. ≥ 1 − ν/2 it holds that
To see this, first observe that by picking R ∼ N (0 r×n , I r×r , I n×n ) the distribution of the product RX ∼ N (0 r×d , I r×r , X T X) is identical to picking Q ∼ N (0 r×d , I r×r , I d×d ) and taking the product Q(X T X) 1/2 . Therefore, the distribution of (X T R T RX) −1 is identical to (X T X) 1/2 Q T Q(X T X) 1/2 −1 = (X T X) −1/2 (Q T Q) −1 (X T X) −1/2 . Denoting v v v = (X T X) −1/2 e e e j we have v v v 2 = (X T X) −1 j,j . Claim A.1 from [She15] gives that w.p. ≥ 1 − ν/2 we have
which implies the required.
Combining the two inequalities we get:
and as we denote M = RX we are done.
We comment that our analysis implicitly assumes r ≪ n (as we do think of the projection R as dimensionality reduction), and so the ratio r−p n−p is small. However, a similar analysis holds for r which is comparable to n -in which we would argue that
Rejecting the Null Hypothesis
Due to Theorem 4.1, we can now follow the standard technique for α-rejecting the null hypothesis. I.e., we denotet 0 =β 
, C 2 ln(1/ν) , and n ≥ max r, C 3 w 2 min{σ min (Σ), σ 2 } , C 4 (p + ln(1/ν)) wherec α ,τ α denote the numbers s.t. Like before, when α is large enough so that we are content with approximating T r−p -distribution with a normal Gaussian, we havec α ≈ ln(2/α).
Proof. We first need to argue multiple things about n, and use our lower bounds to show that indeed Algorithm 1 does not alter A, and that various quantities are not far from their expected values. Formally, we claim the following.
Proposition 4.9. Under the same lower bounds on n and r as in Theorem 4.8, w.p. 1 − ν we have that Theorem 4.1 holds and also that ζ ζ ζ 2 = Θ( r−p r P U ⊥ e e e 2 ) = Θ(
Proof of Proposition 4.9. First, we need to argue that we have enough samples as to have the gap σ 2 min ([X; y]) − w 2 sufficiently large. Since x x x i ∼ N (0, Σ), and y i = β β β T x x x i + e i with e i ∼ N (0, σ 2 ), we have that the concatenation (x x x i •y i ) is also sampled from a Gaussian. Clearly, E[ Denote λ 2 = σ min (Σ). Then, to argue that σ min (Σ A ) is large we use the lower bound from [MZ95] (Theorem 3.1) to argue that:
Having established a lower bound on σ min (Σ A ), it follows that with n = Ω(p ln(1/ν)) i.i.d draws from
) being large enough, we have that w.p. ≤ ν/4 over the randomness of Algorithm 1 the matrix A does not pass the if-condition and the output of the algorithm is not RA. Conditioned on Algorithm 1 outputting RA, and due to the lower bound r = p + Ω(ln(1/ν)), we have that the result of Theorem 4.1 does not hold w.p. ≤ ν/4. All in all we deduce that w.p. ≥ 1 − 3ν/4 the result of Theorem 4.1 holds. And since we argue Theorem 4.1 holds, then the following two bounds that are used in the proof 14 also hold:
Lastly, in the proof of Theorem 4.1 we argue that for a given P U ⊥e e e the length ζ ζ ζ 2 is distributed like P U ⊥ e e e 2 r χ 2 r−p . Appealing again to the fact that r = p + Ω(ln(1/ν) we have that w.p. ≥ ν/4 it holds that ζ ζ ζ 2 > 2(r − p)
. Plugging in the value of P U ⊥e e e 2 concludes the proof of the proposition.
Based on Proposition 4.9, we now show that we indeed α-rejects the null-hypothesis (as we should). When Theorem 4.1 holds, we α-reject the null-hypothesis iffp 0 < α · e 
j,j ) (due to the lower bound n ≥ r).
Based on the bounds stated above we have that
and that
And so, a sufficient condition for rejecting the null-hypothesis is to have
which, given the lower bound r = p + Ω
indeed holds.
Setting the Value of r, Deriving a Lower Bound on n
Comparing the lower bound on n given by Theorem 4.8 to the bound of Theorem 3.2, we have that like before we require n = Ω(p+ln(1/ν)) in order for various estimations to be close to their expected values. (And so, our discussion below assumes that it is already given that n = Ω(p + ln(1/ν)), for otherwise we can't even give any guarantees for standard OLS, without privacy.) However, the more interesting data-dependent bound of Ω
should now hold for r rather than n. 15 (And, as we must have r−p n−p = O(1), then we also require n to satisfy the same lower bound.) Yet, Theorem 4.8 also introduces an additional dependency between n and r: we require n = Ω(
σ min (Σ) ) (since otherwise we do not have σ min (A) ≫ w and Algorithm 1 might alter A before projecting it) and by definition w 2 is proportional to r ln(1/δ)/ǫ. This is precisely the focus of our discussion in this subsection. We would like to set r's value as high as possible -the larger r is, the more observations we have in RA and the better our confidence bounds, that depend on T r−p , arewhile satisfying n = Ω( √ r/ǫ).
Recall that if each sample point is drawn i. So, Theorem 4.8 gives the lower bound r − p = Ω
and the following lower bounds on n:
which in turn means we should set r to be the smaller of the above two quantities, while also having n − p ≥ Ω LB 3.2 , and n = Ω
with LB 3.2 denoting
.
It is interesting to note that when we know Σ, we also have a bound on B. Recall Σ A , the variance of the Gaussian (x x x • y). Since every sample is an independent draw from N (0 0 0 p+1 , Σ A ) then we have an upper bound of B 2 ≤ log(np)σ max (Σ A ). So our lower bound on n is (using κ(Σ A ) to denote the condition number of Σ A ) given by
Note that if we have no apriori bound on σ min (A), then, much like it is done in Algorithm 1, we can privately estimate λ = σ min (A T A) + Z by adding Laplace noise Z ∼ Lap(4B 2 /ǫ). We now have that w.p.
We then upper bound r using n and λ replacing σ min (Σ A ).
We comment that this result is similar in spirit to other results in differentially private ML-type problems (see [BST14] ). Typically, standard sample complexity bounds in ML state are of the form "the error / loss is ∝ C 1 √ n ; and with differential privacy the error typically increases to
ǫn . This implies that in order to achieve a total loss of ≥ η, without privacy we need to have n ≥ N 0 for N 0 = Ω(1/α 2 ), and with differential privacy we need n = Ω(
Ridge Regression
We now turn to deal with the case that our matrix does not pass the if-condition of Algorithm 1. In this case, the matrix is appended with a d × d-matrix which is wI d×d . Denoting A ′ = A w · I d×d we have that the algorithm's output is RA ′ .
Similarly to before, we are going to denote d = p + 1 and decompose A = [X; y y y] with X ∈ R n×p and y y y ∈ R n , with the standard assumption of y y y = Xβ β β + e e e and e i sampled i.i.d from N (0, σ 2 ). 16 We now need to introduce some additional notation. We denote the appended matrix and vectors X ′ and y y y ′ s.t. A ′ = [X ′ ; y y y ′ ]. Meaning: 
And so we respectively denote R = [R 1 ; R 2 ; R 3 ] with R 1 ∈ R r×n , R 2 ∈ R r×p and R 3 ∈ R r×1 (so R 3 is a vector denoted as a matrix). Hence:
, and Ry y y ′ = RX ′ β β β + Re e e ′ = R 1 y y y + wR 3 = R 1 Xβ β β + R 1 e e e + wR 3
And so, using the output RA ′ of Algorithm 1, we solve the linear regression problem derived from
Ry y y ′ . I.e., we set
Sarlos' results [Sar06] regarding the Johnson Lindenstrauss transform give that, when R has sufficiently many rows, solving the latter optimization problem gives a good approximation for the solution of the optimization problem
The latter problem is known as the Ridge Regression problem. Invented in the 60s [Tik63, HK70] and in used to this day [HKB11] , the Ridge Regression is often motivated from the perspective of penalizing linear vectors whose coefficients are too large. It is also often applied in the case where X doesn't have full rank or is close to not having full-rank. That is because the Ridge Regression is always solvable. One can show that the minimizer β β β R = (X T X + w 2 I p×p ) −1 X T y y y is the unique solution of the Ridge Regression problem and that the RHS is always defined (even when X is singular). The original focus of Ridge Regression is on penalizing β β β R for having large coefficients. Therefore, Ridge Regression actually poses a family of linear regression problems: min z z z y −Xz z z +λ z z z 2 , where one may set λ to be any non-negative scalar. And so, much of the literature on Ridge Regression is devoted to the art of fine-tuning this penalty term -either empirically or based on the λ that yields the best risk: E[β β β R ] − β β β 2 + Var(β β β R ). 17 Here we propose a fundamentally different approach for the choice of the normalization factor -we set it so that solution of the regression problem would satisfy (ǫ, δ)-differential privacy (by projecting the problem onto a lower dimension).
While the solution of the Ridge Regression problem might have smaller risk than the OLS solution, it is not known how to derive confidence bounds and/or reject the null hypothesis under Ridge Regression (except for using X to manipulate β β β R back intoβ β β = (X T X) −1 X T y y y and relying on OLS). In fact, prior to our work there was no need for such analysis! For confidence intervals one could just use the standard OLS, because access to X and y y y was given.
Therefore, much for the same reason, we are unable to derive confidence intervals under projected Ridge Regression. Clearly, there are situations where such confidence bounds simply cannot be derived. (Consider for example the case where X = 0 n×p and y y y is just i.i.d draws from N (0, σ 2 ), so obviously [X; y] gives no information about β β β.) Nonetheless, under additional assumptions about the data, our work can guarantee that sign(β ′ j ) = sign(β j ). Clearly, Sarlos' work [Sar06] gives an upper bound on the distance β β β ′ − β β β R . However, such distance bound doesn't come with the coordinate by coordinate confidence guarantee we would like to have. In fact, it is not even clear from Sarlos' work that E[β β β ′ ] = β β β R (though it is obvious to see that E[(X ′T R T RX ′ )]β β β R = E[(RX ′ ) T Ry y y ′ ]). Here, we show that E[β β β ′ ] =β β β which, more often than not, does not equal β β β R .
Comment about notation. Throughout this section we assume X is of full rank and so (X T X) −1 is well-defined. If X isn't full-rank, then one can simply replace any occurrence of (X T X) −1 with X + (X + ) T . This makes all our formulas well-defined in the general case.
Running OLS on the Projected Data
In this section, we analyze the projected Ridge Regression, under the assumption (for now) that e e e is fixed. That is, for now we assume that the only source of randomness comes from picking the matrix R = [R 1 ; R 2 ; R 3 ]. As before, we analyze the distribution over β β β ′ (see Equation (9)), and the value of the function we optimize at β β β ′ . Denoting M ′ = RX ′ , we can formally express the estimators:
Claim 5.1. Given that y y y = Xβ β β + e e e for a fixed e e e, and given X and M ′ = RX ′ = R 1 X + wR 2 we have that β β β ′ ∼ N β β β + X + e e e, (w 2 ( β β β + X + e e e 2 + 1) + P U ⊥ e e e 2 )(
r (w 2 ( β β β + X + e e e 2 + 1) + P U ⊥ e e e 2 )(
and furthermore, β β β ′ and ζ ζ ζ ′ are independent of one another.
Proof. First, we write β β β ′ and ζ ζ ζ ′ explicitly, based on e e e and projection matrices:
Re e e ′ = 1 √ r P U ′⊥ (R 1 e e e − wR 2 β β β + wR 3 ) with U ′ denoting colspan(M ′ ) and P U ′⊥ denoting the projection onto the subspace U ′⊥ . Again, we break e e e into an orthogonal composition: e e e = P U e e e + P U ⊥ e e e with U = colspan(X) (hence P U = XX + ) and U ⊥ = colspan(X) ⊥ . Therefore,
+ e e e + R 1 P U ⊥e e e + wR 3 ) = M ′+ (R 1 X)(β β β + X + e e e) + M ′+ (R 1 P U ⊥ e e e + wR 3 ) (12)
+ e e e + R 1 P U ⊥e e e − wR 2 β β β + wR 3 )
+ e e e) + R 1 P U ⊥e e e + wR 3 )
where equality ( * ) holds because (
We now aim to describe the distribution of R given that we know X ′ and M ′ = RX ′ . Since
then M ′ is independent of R 3 and independent of R 1 P U ⊥ . Therefore, given X and M ′ the induced distribution over R 3 remains R 3 ∼ N (0 0 0 r , I r×r ), and similarly, given X and M ′ we have R 1 P U ⊥ ∼ N (0 r×n , I r×r , P U ⊥ ) (rows remain independent from one another, and each row is distributed like a spherical Gaussian in colspan(X) ⊥ ). And so, we have that R 1 X = R 1 P U X = M ′ − wR 2 , which in turn implies:
+ e e e, w 2 β β β + X + e e e 2 I r×r ⇒ M ′+ R 1 X(β β β + X + e e e) ∼ N β β β + X + e e e, w 2 β β β + X + e e e 2 (M ′T M )
where u u u denotes a unit-length vector in the direction of β β β + X + e e e. Similar to before we have
Therefore, the distribution of β β β ′ , which is the sum of the 3 independent Gaussians, is as required. Similarly, ζ ζ ζ ′ = 1 √ r P U ′⊥ (R 1 X(β β β + X + e e e) + R 1 P U ⊥ e e e + wR 3 ) is the sum of 3 independent Gaussians, which implies its distribution is
1 r (w 2 ( β β β + X + e e e 2 + 1) + P U ⊥ e e e 2 )P U ′⊥ which is exactly N 0 0 0 r , 1 r (w 2 ( β β β + X + e e e 2 + 1) + P U ⊥ e e e 2 )P U ′⊥ as P U ′⊥ M ′ = 0 r×r . Finally, observe that β β β ′ and ζ ζ ζ ′ are independent as the former depends on the projection of the spherical Gaussian R 1 X(β + X + e e e)+ R 1 P U ⊥ e e e+ wR 3 on U ′ , and the latter depends on the projection of the same multivariate Gaussian on U ′⊥ .
Observe that Claim 5.1 assumes e e e is given. This may seem somewhat strange, since without assuming anything about e e e there can be many combinations of β β β and e e e for which y y y = Xβ β β + e e e. However, we always have that β β β + X + e e e = X + y y y =β β β. Similarly, it is always the case the P U ⊥e e e = (I − XX + )y y y = ζ ζ ζ. (Recall OLS definitions ofβ β β and ζ ζ ζ in Equation (1) and (2).) Therefore, the distribution of β β β ′ and ζ ζ ζ ′ is unique (once y y y is set):
And so for a given dataset [X; y y y] we have that β β β ′ serves as an approximation forβ β β. An immediate corollary of Claim 5.1 is that for any fixed e e e it holds that the quantity t ′ (β j ) =
is distributed like a T r−p -distribution. Therefore, the following theorem therefore follows immediately.
Theorem 5.2. Fix X ∈ R n×p and y y y ∈ R. Defineβ β β = X + y y y and ζ = (I − XX + )y y y. Let RX ′ and Ry y y ′ denote the result of applying Algorithm 1 to the matrix A = [X; y y y] when the algorithm appends the data with a w · I matrix. Fix a coordinate j and any α ∈ (0, 1/2). When computing β β β ′ and ζ ζ ζ ′ as in Equations (10) it and (11), we have that w.p. ≥ 1 − α it holds that
where c ′ α denotes the number such that (−c ′ α , c ′ α ) contains 1 − α mass of the T r−p -distribution.
Note that Theorem 5.2, much like the rest of the discussion in this Section, builds on y y y being fixed, which means β ′ j serves as an approximation forβ j . Yet our goal is to argue about similarity (or proximity) between β ′ j and β j . To that end, we combine the standard OLS confidence intervalwhich says that w.p. ≥ 1 − α over the randomness of picking e e e in the homoscedastic model we have
-with the confidence interval of Theorem 5.2 above, and deduce that
18 And so, in the next section, our goal is to give conditions under which the interval of Equa- is about (w 2 + w 2 β β β 2 + ζ ζ ζ 2 )/r. So, for example, in situations where β β β is very large, this interval isn't likely to inform us as to the sign of β j .)
Motivating Example. A good motivating example for the discussion in the following section is when [X; y y y] is a strict submatrix of the dataset A. That is, our data contains many variables for each entry (i.e., the dimensionality d of each entry is large), yet our regression is made only over a modest subset of variables out of the d. In this case, the least singular value of A might be too small, causing the algorithm to alter A; however, σ min (X T X) could be sufficiently large so that had we run Algorithm 1 only on [X; y y y] we would not alter the input. (Indeed, a differentially private way for finding a subset of the variables that induce a submatrix with high σ min is an interesting open question, partially answered -for a single regression -in the work of Thakurta and Smith [TS13] .) Indeed, the conditions we specify in the following section depend on σ min ( 1 n X T X), which, for a zero-mean data, the minimal variance of the data in any direction. For this motivating example, indeed such variance isn't necessarily small.
Conditions under which sign(β
Looking at the interval specified in Equation (14), we now give an upper bound on the the random quantities in this interval: ζ ζ ζ , ζ ζ ζ ′ , and (M ′T M ′ ) −1 j,j . First, we give bound that are dependent on the randomness in R (i.e., we continue to view e e e as fixed).
Proposition 5.3. For any ν ∈ (0, 1/2), if we have r = p + Ω(ln(1/ν)) then with probability ≥ 1 − ν over the randomness of R we have (r − p)(M ′T M )
).
18 Observe that w.p. ≥ 1 − α over the randomness of e e e we have that |βj −βj | ≤ cα ζ ζ ζ
, and w.p.
≥ 1 − α over the randomness of R we have that |β Proof. The former bound follows from known results on the Johnson-Lindenstrauss transform (as were shown in the proof of Claim 4.7). The latter bound follows from standard concentration bounds of the χ 2 -distribution.
Proof. Based on the above discussion, it is enough to argue that under the conditions of the claim, the constraint of Equation (17) holds. Since we require η 2 2 ≥ r−p n−p then it is evident that ζ ζ ζ 2 n−p ≤ η 2 ζ ζ ζ 2 2(r−p) . So we now show that
2(r−p) under the conditions of the claim, and this will show the required. All that is left is some algebraic manipulations. It suffices to have:
which holds for n 2 ≥ r 3/2 · 64B 2 ln(1/δ) ǫη 2 σ min ( 1 n X T X) −1 , as we assume to hold.
Claim 5.6. Fix ν ∈ (0, , then in the homoscedastic model, with probability ≥ 1 − ν − α we have that sign(β j ) = sign(β ′ j ).
Proof. Based on the above discussion, we aim to show that in the homoscedastic model (where each coordinate e i ∼ N (0, σ 2 ) independently) w.p. ≥ 1 − ν it holds that
w 2 + w 2 β β β 2 + ζ ζ ζ 2 r − p (w 2 I p×p + X T X)
To show this, we invoke Claim 3.1 to argue that w.p. ≥ 1 − ν we have (i) ζ ζ ζ 2 ≤ 2σ 2 (n − p) (since n = p + Ω(ln(1/ν))), and (ii) β β β 2 ≤ 2 β β β 2 (since β β β −β β β 2 ≤ σ 2 X + 2 F ln( Observe, out of the 3 conditions specified in Claim 5.6, condition (i) merely guarantees that the sample is large enough to argue that estimations are close to their expect value; and condition (ii) is there merely to guarantee that β β β ≈ β β β . It is condition (iii) which is non-trivial to hold, especially together with the conditions of Claim 5.5 that pose other constraints in regards to r, n, η and the various other parameters in play. It is interesting to compare the requirements on r to the lower bound we get in Theorem 4.8 -especially the latter bound. The two bounds are strikingly similar, with the exception that here we also require r − p to be greater than
. This is part of the unfortunate effect of altering the matrix A: we cannot give confidence bounds only for the coordinates j for which β 2 j is very small relative to β β β 2 . In summary, we require to have n = p + Ω(ln(1/ν)) and that X contains enough sample points to have β β β comparable to β β β , and then set r and η such that (it is convenient to think of η as a small constant, say, η = 0.1)
• r − p = O(η 2 (n − p)) (which implies r = O(n)) to have that the (1 − α)-confidence interval around β ′ j does not intersect the origin.
Conclusions and Future Directions
In this work, we analyze the result of using the Johnson Lindenstrauss transform for projecting the least squares problem and estimating confidence intervals over the projected data. This work is the first, to the best of our knowledge, to provide an analysis of a differentially private technique for running OLS and its analysis is applicable to many works in quantitative social sciences. Furthermore, our work is the first to approach Ridge Regression from a completely different perspective. We propose that one should set the penalty term in Ridge Regression to a specific value (namely, w 2 ) so that by projecting the problem using the Johnson-Lindenstrauss transform, we still satisfy differential privacy. We believe this work should be applicable in practice and we are curious to see its performance over real datasets. (Initial investigation was done in [She15] , however, the experiments there look at the distance β β β −β β β rather than t-values and p-values.) In particular, we are curious to see whether the conditions posed in Section 5 hold in practice, and if indeed one is able to use the JLT version of Ridge Regression without having β β β ′ far from β β β orβ β β. We are curious also to see if one is able to give a better characterization of the distances between of any pair of the following 4 vectors: β β β (the true coefficients),β β β (the linear regression estimator from the data), β β β R (the Ridge Regression estimator) and β β β ′ (the estimator from the projected Ridge Regression problem). Also, observe that the statistical analysis in our work follows the frequentist approach. However, Ridge Regression is also motivated from a Bayesian perspective (where β β β has a prior of a spherical Gaussian). Deriving a Bayesian analysis of private least squares seems to be both important and challenging. As ever, the question of matching lower bounds is of importance. Does there exist a sample of points from a multivariate Gaussian for which, without privacy we are likely to α-reject the null-hypothesis, but no differentially private algorithm is likely to α-reject the null-hypothesis? Is it the case that the increase in sample complexity of our algorithm is optimal?
We believe there is much more work to be done in order to bridge the gap between TCS' differentially private algorithms and the statistical techniques used in practice in data analysis. In particular, OLS is just the first out of many variants of linear regression applied in data analysis, which should also be made differentially private. Moreover, OLS is only one of many MLE techniques which can be associated with confidence estimations, based on the general recipe of estimating the information matrix of the loss function (the expected Hessian of the loss function, whose computation is often fairly complicated even without privacy). Devising differentially private analogues for computing confidence estimations for other, or even general, MLE estimators, pose a difficult and challenging problem. Lastly, we also believe that other applications of the Johnson-Lindenstrauss transform, previously studied for computational speedups, can and should also be analyzed also for their privacy preserving implications.
To prove (i) we have that for any pair of neighboring matrices A and B that differ only on the i-th row, denoted a a a i and b b b i resp., we have B . Therefore, w.p. 1 − δ/2 it holds that any matrix A that passes the if-test of the algorithm must have σ min (A) 2 > w 2 . Also note that a similar argument shows that for any 0 < β < 1, any matrix A s.t. σ min (A) 2 > w 2 + 4B 2 ln(1/β) ǫ passes the if-condition of the algorithm w.p. 1 − β.
