Abstract. We establish an integral representation for the Riesz transforms naturally associated with classical Jacobi expansions. We prove that the Riesz-Jacobi transforms of odd orders express as principal value integrals against kernels having non-integrable singularities on the diagonal. On the other hand, we show that the Riesz-Jacobi transforms of even orders are not singular operators. In fact they are given as usual integrals against integrable kernels plus or minus, depending on the order, the identity operator. Our analysis indicates that similar results, existing in the literature and corresponding to several other settings related to classical discrete and continuous orthogonal expansions, should be reinvestigated so as to be refined and in some cases also corrected.
Introduction
The classical Riesz transforms in R n , n ≥ 1, are formally given by R j = ∂ j (−∆) −1/2 , j = 1, . . . , n.
These identities have a strict meaning when understood in the sense of the Fourier transform and thus define the Fourier multipliers
It is well known that the R j , j = 1, . . . , n, possess the singular integral representation
P. V.
R n y j − x j |y − x| n+1 f (y) dy in L p (R n ), 1 ≤ p < ∞. The last integral does not make the usual sense for x ∈ supp f , because of the non-integrable kernel singularity along the diagonal. But it exists in the principal value sense thanks to subtle cancellations around y = x. An important special case is n = 1 and the Hilbert transform
Hf (x) = 1 π P. V. 
Note that (1)
Another classical example of a singular integral operator is the conjugate function mapping on the torus,
On the subspace of L 2 (0, 1) of functions having vanishing mean value, this can be written in a compact way as C = d dx (−∆) −1/2 and it is easy to check that identities analogous to (1) hold. Moreover, in L 1 (0, 1) we have the integral representation (cf. [25, Chapter VII]) discrete expansions. Let {φ n } be an orthogonal basis in L 2 ((a, b), dµ), −∞ ≤ a < b ≤ ∞, consisting of eigenfunctions of a 'Laplacian' L. Typically, and thus also here, L is a symmetric and non-negative in L 2 (dµ) second order differential operator. We assume that L can be decomposed as L = δ * δ + c, where c ≥ 0 is a constant, δ is a first order differential operator, and δ * is its formal adjoint in L 2 (dµ). Then δ is a natural derivative associated with L. In these circumstances, the Riesz transform of arbitrary order N ≥ 1 is formally defined as
This identity can be understood strictly in the spectral sense, in some cases after restricting to a suitable subspace of L 2 (dµ). Usually, it is not hard to associate with R N an integral kernel R N (x, y) so that R N f (x) = R N (x, y)f (y) dµ(y), x / ∈ supp f, for suitable f . However, the question of deriving an integral representation valid also on the support of f is a subtle and complicated matter. Indeed, comparing to the classical case, here R N (x, y) is in general a non-convolution kernel expressed only implicitly, often via integrals involving transcendental special functions or oscillating series. Furthermore, typically the 'derivative' δ is not skew-adjoint and does not commute with L, so no direct analogues of (1) can be hoped for. Consequently, higher order Riesz transforms require a distinct analysis. We now give a heuristic description of the approach proposed in this paper. We believe that it is of independent interest since it applies to a quite general situation covering a number of settings where similar questions were investigated earlier, as commented in more detail below. Taking into account the decomposition L = δ * δ + c and the fact that δ * = −δ + R(0), we infer that δ 2k , k ≥ 1, can be written as
where R(m) stands for a generic differential operator of order m. Then, formally,
These counterparts of (1) can easily be given a strict meaning on span{φ n }. Now, since the order of R(2k − 1) is smaller than that of L k , the operator R(2k − 1)L −k is not singular in the sense that it corresponds to an integrable kernel and hence should admit a usual integral representation, and the same for R(2k)L −k−1/2 . Moreover, the main singularity of R 2k+1 is carried by R 1 , so the study of singular integral representation for R N is reduced to the analogous problem for R 1 . In view of the above, we postulate the following representation for sufficiently regular f : R N f (x) = P. V. R N (x, y)f (y) dµ(y), N odd, (2) R N f (x) = (−1) N/2 f (x) + R N (x, y)f (y) dµ(y), N even.
The main objective of this paper is to prove (2) and (3) in the context of classical Jacobi expansions, see Theorems 2.2 and 2.3 in Section 2. It is remarkable that no P. V. is needed to represent the Riesz transforms of even orders. On the other hand, P. V. is absolutely essential in case of odd orders.
We claim that (2) and (3) are true in many other particular contexts, including expansions into Hermite and Laguerre polynomials/functions, and continuous Fourier-Bessel expansions (contexts of modified and non-modified Hankel transforms). Unfortunately, we are not able to prove this claim here, since this would in fact require writing a separate paper(s). Integral representations of Riesz transforms in the just mentioned settings can be found in the literature, though not in an optimal form and not always correct form. To give some concrete examples, let us focus first on the context of Hermite polynomial expansions (in this situation L is the Ornstein-Uhlenbeck operator). In [24] the Riesz operators are represented for all x as R N f (x) = R N (x, y)f (y)dµ(y), N ≥ 1, with no P. V. involved. An improved expression R N f (x) = P. V. R N (x, y)f (y)dµ(y), N ≥ 1, can be found in [8, 19, 20] . But this is still inaccurate, and the same problem recurs in the study of a variant of R N [1] , in a more general Hermite framework [6] , as well as in the setting related to Laguerre polynomial expansions [7] . The correct representation (4) R N f (x) = a N f (x) + P. V. R N (x, y)f (y)dµ(y),
for the Riesz-Hermite transforms appears first in [9] , though with unspecified coefficients a N ; see also [21, Section 6] . In the context of continuous Fourier-Bessel expansions, as well as in the contexts of Hermite and Laguerre function expansions, the representation (4) was established in [2] and [3] , respectively, but with miscalculated coefficients a N . Finally, (4) with explicit and correct a N was derived recently in [4] in the ultraspherical setting. The latter is a special case of the Jacobi framework investigated in this paper. Apparently, the fact that the P. V. is superfluous in case of even orders was overlooked in the literature. Our strategy of proving (2) and (3) in the Jacobi setting is simpler than that elaborated in [2, 3, 4] . Roughly, the main differences are that here we reduce the problem to showing (2) with N = 1 and then we verify the principal value integral representation directly, not via comparing with some other, already known situation. Noteworthy, our methods involve very recent techniques and results obtained in the Jacobi setting, see [10, 13, 14, 15, 16] . On the other hand, they require elaborating some new technical tools that may be useful elsewhere. For instance, in Lemma 3.4 we obtain quite precise estimates of derivatives of the Jacobi-Poisson kernel.
Recently, an alternative notion of higher order Riesz transform R N associated with L was proposed in [18] . In some aspects, R N seems more natural than R N . Accordingly, in this paper we study also R n in the Jacobi setting and establish its singular integral representation, which occurs to be analogous to (2) and (3); see Theorem 2.4. We take this opportunity to show that R N has in general better mapping properties than R N , see Remark 3.8 and Proposition 2.5. The latter is a supplementary significant result of this paper, which reveals a new and interesting phenomenon.
The paper is organized as follows. In Section 2 we introduce the Jacobi setting and state the main results, that is Theorems 2.2, 2.3, 2.4 and Proposition 2.5. Section 3 is devoted to the proofs of Theorems 2.2, 2.3 and 2.4. Some technical results needed in this section are proved in the subsequent Sections 4-6. Appendix contains the proof of Proposition 2.5.
Notation. Throughout the paper we use a standard notation consistent with that used in [14, 16] ; we refer there for any unexplained notation or symbols. In what follows, all the principal value integrals over (0, π) are understood according to the equivalence
When writing estimates, we will frequently use the notation X Y to indicate that X ≤ CY with a positive constant C independent of significant quantities. We shall write X ≃ Y when simultaneously X Y and Y X.
Preliminaries and statement of results
As in [14, 15, 16] , we consider the setting related to expansions into Jacobi trigonometric polynomials. Let α, β > −1. The normalized trigonometric Jacobi polynomials are given by
where c α,β n are normalizing constants, and P α,β n , n ≥ 0, are the classical Jacobi polynomials as defined in Szegő's monograph [23] . The system {P α,β n : n ≥ 0} is an orthonormal basis in L 2 (dµ α,β ), where µ α,β is a measure on the interval (0, π) defined by
It consists of eigenfunctions of the Jacobi differential operator
, where τ α,β = α + β + 1 2 (notice that τ α,β may be negative); more precisely,
We shall denote by the same symbol J α,β the natural self-adjoint extension in L 2 (dµ α,β ) whose spectral resolution is given by the P α,β n , see [14, Section 2] for details. Further, by H α,β t (θ, ϕ) we will denote the integral kernel of the Jacobi-Poisson semigroup {exp(−t(J α,β ) 1/2 )},
The last series can be repeatedly differentiated term by term in t, θ and ϕ, and hence defines a smooth function of (t, θ, ϕ)
There is no satisfactory explicit expression for H α,β t (θ, ϕ). Nonetheless, sharp estimates of this kernel were found recently in [16, Section 6], see also [15, Appendix] .
Note that for the special choice α = β = λ − 1/2 the whole situation becomes the ultraspherical setting with parameter λ investigated in [4] and many other papers.
The Riesz-Jacobi transform R α,β N of order N ≥ 1 is formally defined by (cf. [14, 16] 
Here ∂ is the usual derivative, and its relevance is motivated by the factorization
. It is known that replacing ∂ = δ by δ * in (6) is not appropriate since even for N = 1 this would lead to operators mapping outside L 2 (dµ α,β ); see [14, Remark 2.6] . We now focus on understanding (6) in a strict way. For f ∈ L 2 (dµ α,β ) the negative power of J α,β is naturally given by the L 2 (dµ α,β )-convergent spectral series
provided that τ α,β = 0; otherwise the bottom eigenvalue of J α,β is 0 and (7) does not make sense. For f ∈ span{P α,β n : n ≥ 0} the series terminates and so the sum is in fact finite. In this way (6) defines strictly R : n ≥ 1} of codimension 1, which is dense in {P
To treat uniformly all α, β > −1, it is reasonable to make the convention that, in case 0 ∈ spec J α,β (i.e. τ α,β = 0), before applying J α,β −N/2 in (6) f is projected orthogonally onto {P α,β 0 } ⊥ ; for further reference call this projection Π 0 . With this convention, (6) defines pointwise R α,β N f for f ∈ span{P α,β n : n ≥ 0} and all α, β > −1. Notice that since P α,β 0 is a constant function, actually for all α, β > −1 we have
As was shown in [14, Section 3] , R α,β N extends uniquely from span{P α,β n : n ≥ 0} to a bounded linear operator on L 2 (dµ α,β ) given by
the series being convergent in L 2 (dµ α,β ). Moreover, according to [14, 16] , R α,β N is a Calderón-Zygmund operator in the sense of the space of homogeneous type ((0, π), dµ α,β , | · |). In particular, it extends uniquely from
1 . Here A α,β p stands for the Muckenhoupt class of weights related to our space of homogeneous type (see [14, Section 1] for the definition). From the above cited papers we also know that R α,β N is associated with the kernel
(the integral here converges absolutely when θ = ϕ) in the sense that for, say, f ∈ L ∞ (0, π)
Recall that this kind of association identifies a Calderón-Zygmund operator up to a pointwise multiplication operator. Notice that the integral in (10) diverges for θ ∈ supp f when there is a non-integrable singularity of the kernel R 
Proof. Using the symmetry of J α,β and the Schwarz inequality we can write
The conclusion follows.
Further, for each N ≥ 0 we note the estimate
where c = c(α, β, N ) can be taken as α + β + 2 + 3N . This follows from the bound (see [14, Section 2])
and the differentiation rule
Combining Proposition 2.1 and (11) we see that for f ∈ C ∞ c (0, π) the series defining (J α,β ) −N/2 f in (7) converges pointwise and uniformly in θ ∈ (0, π) (with suitable modification in case τ α,β = 0, according to our convention). Moreover, term by term differentiation shows that ( (8) converges pointwise and uniformly in θ ∈ (0, π), and R α,β N f ∈ C ∞ (0, π). Notice that one can exchange the order of summation and differentiation in (
, where f on the right-hand side must be replaced by Π 0 f in case τ α,β = 0 (one can of course do the replacement also in the opposite case).
In (14) one can write (J α,β ) −N/2 (or (J α,β ) −N/2 Π 0 ) as an integral against the potential kernel (compensated potential kernel). Indeed, let us first assume that τ α,β = 0. With the aid of Proposition 2.1, (12) and Fubini's theorem we see that
The application of Fubini's theorem in the last identity is justified since H α,β t (θ, ϕ) ≥ 0 and
here and elsewhere 1 is the constant function equal to 1 on (0, π). Thus we get
Note that sharp estimates for the potential kernel K To deal with the case τ α,β = 0 we introduce the compensated Jacobi-Poisson kernel
which is essentially given by the series in (5), but with summation starting from n = 1. Observe that when τ α,β = 0 the second term on the right-hand side here is simply a constant equal to 1/µ α,β (0, π). Also, H α,β t (θ, ϕ) has an exponential (and uniform in θ and ϕ) decay in t → ∞, as easily seen by analyzing the corresponding series. Repeating the previous arguments, for all α, β > −1 we get
is the compensated potential kernel.
Our main results are the following (notice that the case τ α,β = 0 is not distinguished in the statements).
Equipped with Theorem 2.2, we establish an analogous representation for the extensions of R
This extends and refines the ultraspherical result [4, Theorem 1.1], where α = β > −1/2 and P. V. is always involved, independently of the order. For the first order ultraspherical Riesz transform the principal value integral representation was obtained earlier in [5, Theorem 2.13] , for polynomial functions and under a restriction on the ultraspherical parameter of type. It is worth mentioning that, in the Jacobi context of this paper and with a restriction on α and β, [11] provides a definition of the conjugate function mapping and its singular integral representation. The latter is in a sense a kind of the first order Riesz-Jacobi transform, but differs from R α,β 1 . Actually, the two operators arise by completely different motivations. The one in [11] goes back to the fundamental work [12] , it is related to the classical Fourier analysis on the torus and refers to connections between Fourier series, analytic functions and harmonic functions. On the other hand, R α,β 1 emerges from the 'spectral' perspective suggested in [22] , which offers a more natural background for defining higher order Riesz transforms.
As explained in [18] , see also [10] , in some aspects there is a more natural than δ N notion of higher order derivative in the Jacobi setting given by interlacing δ and δ * ,
Accordingly, as in [10] we also consider Riesz-Jacobi transforms defined formally by
Similarly as in case of (6) , this can easily be understood strictly on span{P α,β n : n ≥ 0}, with the convention concerning the case τ α,β = 0 in force. Consequently, we are led to operators defined on
The last series indeed converges in L 2 (dµ α,β ), and R 
1 . For these extensions, we prove a representation analogous to that from Theorem 2.3. Denote
(the last integral converges absolutely for θ = ϕ, see e.g. Lemma 3.4 in Section 3).
It is remarkable that R α,β N possesses in general better mapping properties than R α,β N , which apparently has not been noticed earlier. This phenomenon is probably best seen from the L 1 behavior. In the next section we will show that R
On the other hand, in Appendix we prove the following.
In fact, a similar negative result holds also for any R α,β 2k , k ≥ 2, but the proof is much more involved and hence beyond the scope of this paper.
Proofs of the main results
We begin with some preparatory results.
actually, after this replacement the formula is valid for all α, β > −1).
Proof. We focus on the case τ α,β = 0; the opposite one is analogous. Assume that ϕ is fixed and K is a closed interval contained in (0, π) such that ϕ / ∈ K. Using [16, Lemma 3.8] and [16, Corollary 3.5] together with the bound q (θ − ϕ) 2 for q appearing there, see (35) below, we arrive at the estimate
with c = c α,β > 0. This allows us to apply the dominated convergence theorem and the conclusion follows.
Taking j = N ≥ 1 in Lemma 3.1 we see that the order of integration and differentiation in the definition of the Riesz-Jacobi kernel in (9) can be exchanged.
The next lemma can be regarded as an extension of [4, Step 1 on p. 516]. It will be crucial in reducing the proof of Theorem 2.2 to the case N = 1.
where one should replace
N/2 (θ, ϕ) and f on the left-hand side by Π 0 f in case τ α,β = 0 (actually, after this replacement the formula is valid for all α, β > −1).
The proof of Lemma 3.3 will be given in Section 4. The reasoning involves Lemma 3.1, as well as suitable estimates of ∂ j θ H α,β t (θ, ϕ), j ≥ 0. The latter will also be used directly in the proof of Theorem 2.2 and are provided by the next lemma. This result is of independent interest, and its proof is located also in Section 4.
This estimate holds with no restrictions on α, β and
The result below says that Theorem 2.2 holds in the special case when N = 1 and f = 1. Its proof is rather long and technical, hence is postponed to Section 6.
We are now in a position to prove Theorem 2.2.
Proof of Theorem 2.2.
Our reasoning has two steps: (1.) reduction to the case N = 1 and (2.) the proof for N = 1. Let f ∈ C ∞ c (0, π) be fixed. Step 1. For the sake of clarity let us assume that τ α,β = 0; the parallel case τ α,β = 0 is commented at the end of Step 1. Observe that, in view of the explicit formula for J α,β , we have the decompositions
where f m,j and g m,j are some smooth, possibly unbounded, functions of θ ∈ (0, π) (of course, f m,j and g m,j can be determined explicitly, but we shall not need this). Thus, in view of (14), for all θ ∈ (0, π)
where we used the identities
The latter are valid for all θ ∈ (0, π) and can be verified by applying (J α,β ) m under the series defining (J α,β ) −m or (J α,β ) −m−1/2 , respectively, see (7), Proposition 2.1 and (11). Taking into account Lemma 3.3 we infer that the sum over 0 ≤ j < 2m appearing in (21) has a usual integral representation and the corresponding kernel is
Therefore, in view of Corollary 3.2, to finish proving Theorem 2.2 for N even it suffices to check that
this identity can also be seen directly, by differentiating the series in (5) . Thus an application of Lemma 3.1 and then integration by parts give us
here to ensure that Similarly, using again Lemma 3.3 we see that the sum over 0 ≤ j ≤ 2m appearing in (22) has a usual integral representation, the kernel being given by
1/2 (θ, ϕ), θ = ϕ, which can be checked similarly as (26). This, by means of Corollary 3.2, proves the theorem for N odd, assuming that it holds for N = 1.
When τ α,β = 0, one has to replace f by Π 0 f on the right-hand side of (21) and also in the sum over 0 ≤ j ≤ 2m on the right-hand side of (22) . The same modification is needed on both sides of (23) and (24), and
since the last integration by parts in an analogue of (27) with
we conclude the theorem for N even also in case τ α,β = 0. Finally, replacing in (28)
1/2 (θ, ϕ), respectively, makes the reasoning of Step 1 for N odd go through in case τ α,β = 0.
Step 2. Let N = 1 and θ ∈ (0, π) be fixed. Proceeding as in the chain of identities (15), i.e. using Proposition 2.1, (11) and Fubini's theorem, we get
here the case τ α,β = 0 is also included. The above double integral is not absolutely convergent, so one cannot use Fubini's theorem to change the order of integration. However, taking into account (16), for each t > 0, the dominated convergence theorem gives us
This identity combined with (29) leads to
We claim that this double integral is absolutely convergent. Indeed, using Lemma 3.4 and the Mean Value Theorem we get
where the last inequality follows by the change of variable s = |θ − ϕ|t. Hence an application of Fubini's theorem produces
This together with Lemma 3.5 concludes Step 2.
The proof of Theorem 2.2 is finished.
Next, we give the proof of Theorem 2.3. In order to show item (b), we will need the following technical result whose proof is located in Section 5.
Lemma 3.6. Assume that α, β > −1. Let N ≥ 2 be even and let θ ∈ (0, π) be fixed. 
We may assume that f n converges to f also pointwise a.e. Noting that w ∈ A α,β p
, and using Lemma 3.6 (item (i) for 1 < p < ∞, and item (ii) in case p = 1) we see that
This, together with Theorem 2.2 and the boundedness properties of R α,β N , implies the desired conclusion.
Finally, we justify Theorem 2.4. For this purpose, we need the following result which for the restricted range α, β ≥ −1/2 was obtained in [10] . 
Since R . From the present perspective this method seems to be more natural than the one in [10] . Nevertheless, proceeding in the spirit of [10] allows to achieve Proposition 3.7 as well.
Proof of Proposition 3.7. Observe that
α,β and so we have the decompositions
here we used the identities (23) and (24) . The case τ α,β = 0 is even easier and we simply get
is a Calderón-Zygmund operator, hence our task reduces to showing that
are Calderón-Zygmund operators associated with the space ((0, π), dµ α,β , | · |), with the corresponding kernels K α,β j (θ, ϕ) and ∂ θ K α,β j+1/2 (θ, ϕ), respectively. In the first case the conclusion is a consequence of a more general result. Namely, the potential operators J α,β −σ , σ > 0, τ α,β = 0, are special instances of multipliers of Laplace-Stieltjes transform type investigated in [16] , the related measure being dν(t) = In the second case we first observe that the operators in question are bounded on L 2 (dµ α,β ). This can be seen by means of (7), Proposition 2.1, (13) 
This gives, in particular, kernel associations in the Calderón-Zygmund theory sense. It remains to show the standard estimates, i.e. [16, (15) , (19) ] with B = C, for these kernels. This, however, can be done in a straightforward manner by employing the method established in [16] , see the proof of [16, Theorem 4.1] . For reader's convenience we now indicate the main steps.
We split the region of integration in (34) onto (0, 1) and (1, ∞), and treat the resulting parts separately. The latter part can be analyzed by means of [16, Corollary 3.9] . On the other hand, the remaining part can be handled by using [16 
Proofs of Lemmas 3.4 and 3.3
To prove Lemma 3.4 we will need some preparatory results that were obtained in the previous papers [15, 16] . To state them we shall use the same notation as in [16] . For α > −1/2 we denote by dΠ α the probability measure on the interval [−1, 1] given by the density
and in the limit case dΠ −1/2 is the sum of point masses at −1 and 1 divided by 2. Further, let
and put
For further reference, we also introduce the function
which is odd in (−1, 1) and negative for u ∈ (0, 1). Moreover, for each fixed −1
In the sequel we will frequently use, sometimes without mentioning, the following elementary relations, see [14, p. 738 ], 
The next result is a refined specification of [16, Corollary 3.5] . The absence of differentiations with respect to t and ϕ allows for more precise estimates than those established in [16] .
Lemma 4.2. Let j ≥ 1 be fixed. Then the following estimates hold uniformly in t ≤ 1 and θ, ϕ ∈ (0, π).
Proof. The reasoning is almost a repetition of the proof of [16, Corollary 3.5] . The only difference is that one should use an improvement of a special case of [16, (11) ] instead of [16, Lemma 3.3] . For reader's convenience we give some details, however, for any unexplained symbols we refer to [16] .
First, observe that for each j ≥ 1 the quantity ∂ 2 ≃ t, t ≤ 1, we get the required bounds. Hence, in order to finish the proof, it suffices to justify the above mentioned improvement of [16, (11) ] for L = 0. The details are as follows.
We proceed as in the proof of [16, (11) ] and observe that the condition L = 0 forces k 2 = r 2 = k 5 = r 5 = 0 there. This leads to the last estimate in the proof of [16, Lemma 3.3] but with the summation restricted to r 1 + r 3 + r 4 = R, k 1 + k 3 + k 4 = K. These constraints imply 2r 1 + 2r 3 + r 4 ∈ {R, 2R} and 2k 1 + 2k 3 + k 4 ∈ {K, 2K}. Since q is bounded, the conclusion follows.
Proof of Lemma 3.4 . Since the estimate for large t is a special case of [16, Lemma 3.8], we focus on proving the bound for t ≤ 1. The reasoning is based on the technique used in the proofs of [15, Theorem A.1] and [16, Theorem 6.1]. Since the case j = 0 is contained in the latter result, we assume that j ≥ 1. Further, we will show the desired estimate in the most involved case −1 < α, β < −1/2; the proofs of the remaining cases are similar and hence are omitted.
Notice that Lemma 4.2 reduces our task to showing that for K, R = 0, 1 and k, r = 1, 2 we have
Using (37) we obtain that the left-hand side of (38) is comparable with
This leads directly to the desired bound.
Proof of Lemma 3.3.
We consider the case τ α,β = 0, leaving the opposite one to the reader. Proceeding in a similar way as in the chain of identities (15), i.e. using Proposition 2.1, (11) and Fubini's theorem, we get
By Lemma 3.1 it suffices now to check that the order of integration on the right-hand side above can be exchanged. This will follow from Fubini's theorem once we ensure that
Notice that since f ∈ C ∞ c (0, π), dµ α,β (ϕ) is comparable with dϕ on supp f . Taking into account Lemma 3.4 and applying the Fubini-Tonelli theorem we get
Proof of Lemma 3.6
In this section we gather various technical results needed to conclude finally Lemma 3.6. We start with a local refinement of Lemma 4.2 in case when j is odd.
Lemma 5.1. Let m ≥ 1 be fixed. Then the following estimates hold uniformly in t ≤ 1 and θ, ϕ ∈ (0, π).
(i) If α, β ≥ −1/2, then
Proof. Proceeding in a similar way as in the proof of Lemma 4.2 we reduce our task to showing that
uniformly in t ≤ 1, θ, ϕ ∈ (0, π) and u, v ∈ [−1, 1], where λ ∈ R, m ≥ 1, K, R ∈ {0, 1} are fixed. This bound in turn follows by a careful analysis of the proof of [16, (11) ].
Proceeding as in [16] and using in addition the fact that q, ∂ u q, ∂ v q, ∂ u ∂ θ q, ∂ v ∂ θ q are bounded we obtain
where the main summation runs over j i ≥ 0, j 1 + . . . + (2m − 1)j 2m−1 = 2m − 1, k 1 + k 2 ≤ K, r 1 + r 2 ≤ R such that the exponent of |∂ θ q| is non-negative. We distinguish two cases depending on whether this exponent is strictly positive or 0. Case 1: odd i j i ≥ k 2 + r 2 + 1. Using the estimate |∂ θ q| √ q ≤ t 2 + q, see (39) below, and then the bound i j i − 1 2 odd i j i ≤ m − 1/2, cf. [16, (12) ], we infer that 1 (t 2 + q) λ+ i ji+k1+r1 |∂ θ q| odd i ji−k2−r2
Since r 1 + r 2 /2 ≤ R and k 1 + k 2 /2 ≤ K, we get the claimed bound. Case 2:
odd i j i = k 2 + r 2 . Notice that odd i j i is odd and consequently odd i j i = k 2 + r 2 = 1. Clearly, this forces
where the last estimate follows from the inequality i j i ≤ m. The relevant bound again follows.
The proof of Lemma 5.1 is finished.
The following result is a local improvement of [14, Lemma 4.5], which says that
Lemma 5.2. Let K be a fixed compact subset of (0, π). Then
with Q = Q(θ, ϕ, u, v) satisfying |Q| q uniformly in θ, ϕ, u, v as above.
Proof. It can easily be seen that (cf. [14, (22) 
Since (see [14, (22) ])
we arrive at the desired result.
Lemma 5.3. Let ν > −1/2 and γ ∈ R be fixed. Then, uniformly in a > 0 and B ≥ 0,
In the proof of this lemma we will use the following relation, which is an immediate consequence of [13, Lemma 3.2]. Given ξ ∈ R, we have
For further reference we state also the following estimates, which correspond to ξ < −1 above. For a fixed σ > 0 we have 1
Proof of Lemma 5.3 . We may assume that a < B/2, since otherwise a + Bs ≃ a, s ∈ (0, 1], and the conclusion is straightforward. Further, we split the region of integration onto (0, a/B) and (a/B, 1) denoting the corresponding integrals by I 0 and I 1 , respectively. We consider I 0 and I 1 separately. The treatment of I 0 is trivial because a + Bs ≃ a, s ∈ (0, a/B), which forces I 0 ≃ a −γ+ν+1/2 B −ν−1/2 . Since a + Bs ≃ Bs for s ∈ (a/B, 1), an application of (42) with ξ = ν − 1/2 − γ gives
Comparing I 0 with I 1 we get the required relation.
We state an easy consequence of Lemma 5.3, which is a generalization of the case κ = 0 in Lemma 4.1. 
Proof. The case ν = −1/2 is trivial, so we may assume that ν > −1/2. Then
Now the conclusion is a direct consequence of Lemma 5.3 specified to a = A − B.
Lemma 5.5. Let α, β > −1 and ε > 0 be fixed. Assume that ξ, ξ 1 , ξ 2 , κ 1 , κ 2 ≥ 0 are fixed and such that α + ξ 1 + κ 1 , β + ξ 2 + κ 2 ≥ −1/2. Further, let K be a fixed compact subset of (0, π). Then
To show this we need the following elementary estimate. For each ρ > 0 fixed,
Proof of Lemma 5.5 . By the boundedness of q and the finiteness of dΠ ν , ν ≥ −1/2, we obtain
, whereα = α + ξ 1 andβ = β + ξ 2 . Next, we assume thatα +β + ξ + 1/2 > 0 and estimate the second term above. Applying Corollary 5.4 with the parameters ν =α + κ 1 , γ =α +β + ξ + 1/2,
We analyze I 1 and I 2 separately. Another application of Corollary 5.4 taken with ν =β + κ 2 , To see that I 1 is bounded by the right-hand side of (44) we take into account that κ 1 + κ 2 ≥ 0 and make use of (45) with ρ = ε, when ξ = 1/2, and ρ = ξ − 1/2, when ξ > 1/2.
As for I 2 , we write
Since dΠ −1/2 is a simple atomic measure, the estimate related to the second term is straightforward. Using (45) with a certain 0 < ρ <β + κ 2 + 1/2 to the integrand connected with the first term above we see that the desired bound follows from Corollary 5.4 specified to ν =β +κ 2 , γ = ρ, A = 1−sin The next lemma will play a crucial role in the proof of Lemma 3.6. Lemma 5.6. Let α, β > −1, m ≥ 1 and 0 ≤ j < 2m. Assume that K is a fixed compact subset of (0, π). Then
where one should replace K Proof. We consider the case τ α,β = 0, leaving the opposite one to the reader. An application of Lemmas 3.1 and 3.4 yields
Then for j ≤ 2m − 2, with the aid of Lemma 3.4, we obtain
Thus it remains to consider j = 2m − 1. We focus on the case −1 < α, β < −1/2, which is the most involved one (see Lemma 5.1); the remaining cases are similar and hence left to the reader. Using (iv) of Lemma 5.1 and then Lemma 5.3 to the integral against dt with the parameters ν = 2m + 1/2, γ = 2(α + β + 2 + m + W ), a = √ q, B = 1, where W ∈ {K + R, K + R − 1}, we infer that
provided that θ = ϕ. In view of (39) and (45) 
The expression emerging from integration of the first two terms under the last double integral can be suitably bounded by means of Lemma 5.5 specified to ξ 1 = K, κ 1 = (−α − 1/2)(1 − K), ξ 2 = R, κ 2 = (−β − 1/2)(1 − R); and ξ = 0 or ξ = 1, in the first or the second case, respectively. The remaining term can also be treated by Lemma 5.5, this time applied with ξ = ξ 1 = ξ 2 = κ 1 = κ 2 = 0 and α, β replaced by (α + 1)K − (1 − K)/2 and (β + 1)R − (1 − R)/2.
This finishes the proof of Lemma 5.6.
We are now in a position to prove Lemma 3.6.
Proof of Lemma 3.6 . We write N = 2m, m ≥ 1. From the definition of the Muckenhoupt class of A α,β p
and w ∈ L 1 (dµ α,β ) for w ∈ A α,β p , 1 ≤ p < ∞. Therefore it is enough to show that for every fixed θ ∈ (0, π) we have
We assume that τ α,β = 0; the opposite case can be treated in an analogous way. Let θ ∈ (0, π) be fixed. By Corollary 3.2 and the decomposition (20) we get
Thus, in view of (26) and Lemma 5.6, we get the desired conclusion. 
Proof of Lemma 3.5
We start with some preparatory results. To state them, and also for further use, we denote
, θ ∈ (0, π) distance from θ to the boundary of (0, π) .
Further, for θ ∈ (0, π) fixed and ϕ ∈ (θ − d/2, θ + d/2) and u, v ∈ [−1, 1], we introduce the abbreviations
Finally, we will use frequently, sometimes without mentioning, the estimates
Lemma 6.1. Let α, β > −1, γ > 0 and θ ∈ (0, π) be fixed. Then the following estimates hold.
Proof. Item (a) is a straightforward consequence of the Mean Value Theorem and the inequalities
Next we deal with (b). The second relation there is an immediate consequence of (40). To prove the first one we use the sum-to-product trigonometric formulas,
where the last inequality follows from (40). Finally, we justify item (c). Using the triangle inequality, already proved item (a), (43) and the estimates (46), we see that
Now the conclusion follows from just proved item (b).
Corollary 6.2. Let α, β > −1, γ > 0 and θ ∈ (0, π) be fixed. Then
Proof. Applying Lemma 5.2 and then using (46) together with the relation sin θ−ϕ 2 ≃ |θ − ϕ|, we see that the left-hand side in question is bounded by 1] . Then the asserted estimate is a direct consequence of Lemma 6.1 (c) and the bound |θ − ϕ| 2 q. Now we are ready to prove Lemma 3.5.
Proof of Lemma 3.5. Fix θ ∈ (0, π). Using Lemma 3.4 we see that for every ε > 0 we have
Consequently, by Fubini's theorem (see (9) ),
Hence, in view of (30), our task is reduced to showing that we can pass with the limit under the first integral in the right-hand side above. To prove that this is indeed legitimate we will use the dominated convergence theorem. Taking into account the identity
which is a consequence of a simple change of variable, it is sufficient to verify that 
here and later on in Cases 2-4 passing with the differentiation in θ under the double integral is justified by means of the dominated convergence theorem, see the comment in the proof of [16, Corollary 3.5] . Taking into account Corollary 6.2 (with γ = α + β + 3) we see that the integral in (48) is controlled by
By means of Lemma 5.3 (specified to ν = 3/2, γ = 2(α + β + 3), a = √ q and B = 1) and Lemma 5.5 (taken with ξ 1 = ξ 2 = κ 1 = κ 2 = 0, ξ = 1/2, ε = 1/4) we get
This finishes proving (48) for α, β ≥ −1/2. Case 2: −1 < α < −1/2 ≤ β. This time [16, Proposition 2.3 (ii)] leads to
Using the bounds |∂ θ ∂ u q| 1, (39) and the comparability (36), the expression in (48) is controlled by
Observe that
which, with the aid of Corollary 6.2 (taken with α replaced by α + 1/2 and γ = α + β + 4), yields
Therefore it is enough to estimate I 2 + I 3 . Combining Lemma 5.3 (applied to the integrals with respect to t and specified to ν = 3/2, γ = 2(α+β+3), a = √ q, B = 1) with Lemma 5.5 (taken with κ 1 = ξ 2 = κ 2 = 0 and
which gives (48) in case −1 < α < −1/2 ≤ β. Case 3: −1 < β < −1/2 ≤ α. This case is parallel to Case 2, details are left to the reader.
for t > 0 and ϕ ∈ (0, π). Using now the estimates |∂ θ ∂ u q|, |∂ θ ∂ v q|, |∂ u q|, |∂ v q| 1, (39) and (36), we see that the left-hand side of (48) is bounded by
We first deal with I 1 . It is easy to see that
which together with Corollary 6.2 (with α, β replaced by α + 1/2, β + 1/2, respectively, and γ = α + β + 5) leads to
Therefore it suffices to show that I 2 and I 3 are finite.
Applying Lemma 5.3 (choosing ν = 3/2, γ = 2(α + β + 2 + K + R + W ), a = √ q, B = 1, where W ∈ {0, 1}) and then Lemma 5.5 (with
we arrive at the bound
This finishes the reasoning for the case of −1 < α, β < −1/2.
The proof of Lemma 3.5 is completed.
Appendix: proof of Proposition 2.5
To begin with, we reduce the task to proving boundedness properties for simpler operators.
where one should replace f on the right-hand side by Π 0 f when τ α,β = 0. Since (J α,β ) −1 is bounded on L 1 (dµ α,β ), it suffices to consider
with appropriate modification when τ α,β = 0. For symmetry reasons, we have T
, where f (θ) = f (π − θ). Therefore proving Proposition 2.5 reduces to showing the following.
The key tool which allows us to obtain this result is the well-known Schur criterion. 
In the proof of Lemma 7.1 we will need also several technical results, which are gathered below. We begin with the following modification of Lemma 5.5 (corresponding to K = (0, π/4), which is not admitted there). 
Proof. Observe that without any loss of generality we may and do assume that ξ 1 = ξ 2 = 0. Further, since q is bounded and the measures dΠ ν , ν ≥ −1/2, are finite, we have
The required bound for J 1 is straightforward, so let us pass to J 2 . Since the constraint ξ − 1/2 = κ 1 + κ 2 implies ξ ≥ 1/2 and κ 1 + 1/2 = ξ − κ 2 , one can easily check that the conclusion follows (when ξ > 1/2 it is convenient to use (45)). Considering J 3 , in this case ξ > 1/2 and we get
, which leads to the desired estimate. This finishes the analysis related to I 1 .
Finally, we deal with I 2 . The case α + ξ = 0 is straightforward, so from now on we assume that α + ξ = κ 2 > 0. To proceed it is convenient to distinguish two cases. Case 1: α + κ 1 = −1/2. Then in I 2 we have ξ = 1/2 + κ 1 + κ 2 > 1/2 and using (45) with any ρ satisfying 0 < ρ ≤ (2ξ − 1) ∧ (2α + 2ξ) we infer that
Case 2: α + κ 1 > −1/2. Applying (45) with a certain ρ > 0 satisfying ρ < (α + κ 1 + 1/2) ∧ (α + ξ) and then Corollary 5.4 specified to ν = α + κ 1 , γ = ρ, A = 1 − cos
This finishes the proof of Lemma 7.3.
Lemma 7.4. Let ν, λ ∈ R, κ < 1, γ > −1 be fixed and such that ν + λ ≥ 0 and γ + 1 + ν − κ ≥ 0. Then, excluding the case when ν + λ = γ + 1 + ν − κ = 0, we have
Proof. Changing the variable of integration θ = ϕs and keeping in mind that κ < 1 and γ > −1, we get
Clearly, the last expression is bounded uniformly in ϕ ∈ (0, π), in view of the assumptions imposed on the parameters.
The next result will be needed when dealing with the case α ≥ −1/2. 
Then we have
In the proofs of Lemmas 7.5 and 7.1 we will use the fact that for each fixed ν > −1/2 we have
Proof of Lemma 7.5 . In the reasoning below we assume that θ ≤ (π/4) ∧ (2ϕ), if not stated otherwise. Further, we define an auxiliary constant σ = σ(β) which is equal to 0 if β ≥ −1/2 and 1 if −1 < β < −1/2. We deal with items (a) and (b) simultaneously, but we consider the cases of α > −1/2 and α = −1/2 separately. Case 1: α > −1/2. By (36) we obtain
Now applying Lemma 5.3 specified to ν = 5/2, γ = 2(α+β +3+σ), a = √ q, B = 1, and then Corollary 5.4 to the integral against dΠ β+σ (v) with ν = β + σ, γ = α + β + 3/2 + σ, A = 1 − u sin 
To proceed, we split the region of integration in the last integral onto the intervals [−1, 0] and [0, 1], and denote the corresponding expressions by I −1 and I 1 , respectively. In order to finish the proof of Case 1 it suffices to show that
the conclusion for I −1 is trivial. Using (53) and then Corollary 5.4 twice (with ν = α or ν = α + 1 and
2 ) we get the required estimate for I 1 . Case 2: α = −1/2. Computing the integral against dΠ −1/2 (u), applying the triangle inequality and then (43), we see that
show that the operator T ∞ associated with the kernel 
for some c = c α,β > 0. This combined with Lemma 7.2 gives us the desired property for T ∞ . It remains to deal with the operator T 0 associated to the kernel K 0 (θ, ϕ). We will show that T 0 is not bounded from L 1 (dµ α,β ) to L 1 ((0, π/4), dµ α,β ). This will finish the proof. It is convenient to distinguish four cases depending on whether each of the parameters of type α, β is less than −1/2 or not. Case 1: α, β ≥ −1/2. Using (49) and the decomposition (41) we arrive at
with some non-zero constant c = c α,β . We claim that L 2 (θ, ϕ) produces a bounded operator from 
and (53), we see that
note that here β = −1/2 is also included. Now Lemma 7.3 (specified to ξ 1 = κ 1 = κ 2 = ξ = 0, ξ 2 = 1) leads to
This, in view of Lemma 7.2 and Lemma 7.4 (applied with γ = λ = −ν = 2α + 1, κ = 1/2), gives the asserted property for the operator connected with L 2 (θ, ϕ). We now focus on L 1 (θ, ϕ) and show that it produces an unbounded operator from L 1 (dµ α,β ) to L 1 ((0, π/4), dµ α,β ). By combining Lemma 7.5 (a) with Lemma 7.2 we know that , and then to the resulting integral against dΠ α (u) with ν = α, γ = α + 1,
This confirms (56) and finishes the reasoning justifying Lemma 7.1 for α, β ≥ −1/2.
, where L j (θ, ϕ) corresponds to the term with constant C j α,β in (50), j = 1, 2, 3 (observe that C j α,β = 0). We first ensure that L 1 (θ, ϕ) and L 2 (θ, ϕ) are associated with bounded operators from L 1 (dµ α,β ) to L 1 ((0, π/4), dµ α,β ). Using Lemma 7.6 (b) (to L 2 (θ, ϕ) with γ = α + β + 3) and then (54) and (36), we get
Then an application of Lemma 5.3 (specified to ν = 5/2, a = √ q, B = 1 and γ = 2(α + β + 4) or γ = 2(α + β + 3)) and then Lemma 7.3 (choosing ξ 1 = 1, κ 1 = ξ 2 = κ 2 = 0 and ξ = 1/2 or ξ = 0) leads to
where J −1 (θ, ϕ) and J 1 (θ, ϕ) correspond to the integration in v restricted to [−1, 0] and [0, 1], respectively. We will show that the operators associated with J 0 (θ, ϕ) and J −1 (θ, ϕ) are bounded from L 1 (dµ α,β ) to L 1 ((0, π/4), dµ α,β ), whereas the one connected with J 1 (θ, ϕ) is unbounded. By (55) the required property for J −1 (θ, ϕ) is straightforward. Next we focus on J 0 (θ, ϕ). Combining Lemma 7.6 (a) (specified to γ = α + β + 3) with Lemma 5. 1 |θ − ϕ| 2α+2 , θ ∈ (0, π/4), ϕ ∈ (0, π), θ = ϕ. Now the conclusion for J 0 (θ, ϕ) is a direct consequence of Lemma 7.2 and Lemma 7.4 (specified to γ = 2α + 1, λ = 2, ν = 0 and κ = 2α + 2).
Finally, we deal with J 1 (θ, ϕ). Since the integrand in the definition of J 1 (θ, ϕ) is non-negative, in view of Lemma 7.2 it is sufficient to show that ess sup for θ ∈ (0, π/4), ϕ ∈ (0, π), θ = ϕ. This, in view of Lemma 7.2 and Lemma 7.4 (specified to γ = λ = −ν = 2α + 1 and κ = 2β + 2), gives the asserted property for L 2 (θ, ϕ) and L 3 (θ, ϕ).
It remains to investigate L 1 (θ, ϕ) and prove that it defines an unbounded operator from L 1 (dµ α,β ) to This expression splits into two terms according to the main difference in the numerator of the fraction under the double integral. We denote by J −1 (θ, ϕ) and J 1 (θ, ϕ) the first of these terms with the integration in v restricted to [−1, 0] and [0, 1], respectively. Further, let J 2 (θ, ϕ) stand for the second term. We will prove that χ {θ≤2ϕ} (J −1 (θ, ϕ) + J 1 (θ, ϕ)), χ {θ>2ϕ} J −1 (θ, ϕ) and J 2 (θ, ϕ) define bounded operators from L 1 (dµ α,β ) to L 1 ((0, π/4), dµ α,β ), whereas χ {θ>2ϕ} J 1 (θ, ϕ) corresponds to an unbounded operator between those spaces.
Using (b) of Lemma 7.5 and (55), respectively, the asserted property for the first two kernels follows. We now focus on J 2 (θ, ϕ). Splitting the integration in v into intervals [−1, 0], [0, 1], and then using (55) to the first term and the estimates (36), (53) to the second one, we obtain |J 2 (θ, ϕ)| 1 + θ − ϕ (t 2 + q) α+β+4 dΠ α (u) dΠ β+1 (v) dt.
for J −1 (θ, ϕ) is a straightforward consequence of (55). We pass to analyzing J(θ, ϕ). Using sequently Lemma 7.6 (a), (36), Lemma 5.3 (specified to ν = 5/2, γ = 2(α + β + 4), a = √ q, B = 1) and Lemma 7. 
