Abstract-We study an automatic compliance monitoring approach for United States Department of Agriculture (USDA)'s Conservation Reserve Program (CRP). CRP compliance monitoring checks each CRP tract regarding its contract stipulations, and is formulated as an unsupervised classification of Landsat imageries given the CRP reference data. Assuming the majority of a CRP tract is compliant, we want to locate the non-CRP outliers. A one-class support vector machine (OCSVM) is used to separate minor outliers (non-CRP) from the majority (CRP). ν is an important OCSVM parameter that controls the percentage of outliers and is unknown here. Usually, ν estimation may be complicated or computationally expensive. We propose a ν-insensitive approach by incorporating both the OCSVM and twoclass support vector machine (TCSVM) sequentially. Specifically, SVM scores obtained from the OCSVM, which indicate the distance between a data sample and the classification hyperplane in a feature space, is used to select sufficient and reliable training samples for the TCSVM. Simulation results show the effectiveness and robustness of the proposed method.
I. INTRODUCTION

N
ONPARAMETRIC machine learning approaches, such as the support vector machine (SVM), referred to as the two-class SVM (TCSVM) in this paper [1] , [2] , [3] , [4] , have shown superior performance in the classification of remotely sensed data [5] , [6] , [7] , [8] , [9] . SVM searches for a linear separation plane that maximizes the distance between two patterns in a feature space, and a good generalization performance can be obtained via a tradeoff between the training error and the capacity of the machine. In addition, the efficient algorithm implementation makes SVM practical in many applications. Recently, a one-class SVM (OCSVM) algorithm was proposed for outlier or novelty detection [10] , [11] . The OCSVM is an unsupervised approach that separates outliers from the majority. It was shown that the OCSVM can produce comparable or superior classification results over traditional unsupervised classification methods for novelty detection in [11] . There is a parameter ν that usually is unknown and significantly affects the OCSVM results. A heuristic method was suggested in [12] that is effective if the majority and outliers are clearly separable.
In this paper, we will develop a SVM-based method for automatic compliance monitoring of United States Department of Agriculture (USDA)'s Conservation Reserve Program (CRP) based on multispectral Landsat imagery. The CRP is a long-term program that aims to improve soil, water and wildlife resources by encouraging farmers to plant native plant species (mostly grasses) on agricultural land for 10-15 years [13] . In return annual rental payments are made to the farmers by USDA ($1.6 billion in 2002). However, USDA is facing the problem that farmers are not maintaining CRP tracts according to contract stipulations. Current methods for CRP compliance monitoring involve intensive manual inspection of aerial photographs, which is time-consuming and costly. USDA's Common Land Unit (CLU) data used for general compliance issues is generated from aerial photographs, which are updated every 1-2 years and may not be very timely for CRP compliance monitoring on a large scale [14] . In addition, most existing CRP reference data obtained from USDA's Natural Resource Conservation Service (NRCS) are not very accurate or up-to-date for management purposes. There is a need for an automatic compliance monitoring method that can examine CRP tracts on a large scale more efficiently and promptly with minimum human involvement.
In [15] , we have applied both the OCSVM and TCSVM to CRP compliance monitoring that is formulated as an unsupervised classification problem, where more than half of a CRP tract under test is assumed to be compliant, and CRP reference data were used as prior knowledge to locate CRP tracts for testing. The OCSVM is first applied to obtain initial classification results where the majority and outliers can be separated. Then TCSVM training samples are selected with a certain spatial constraint. In the OCSVM, ν is estimated using the method suggested in [12] that estimates optimal ν by computing a distance measure based on many candidate ν values. This may not be efficient when handling large scale remotely sensed data, and it may fail when two clusters are not clearly separable. In this work, we suggest a ν-insensitive 1 approach where a mild deviation from true ν, which is unknown, will not significantly affect the classification performance. ν-insensitivity is achieved by carefully selecting sufficient and reliable TCSVM training samples according to their SVM scores obtained from the OCSVM. Compared with [12] , this method reduces the computational load by avoiding ν estimation, and also improves the classification performance. Similar to [15] , we use CRP reference data to locate CRP tracts and to evaluate the proposed method. By comparing the classification results with the CRP reference data, the compliance issue can be addressed.
II. SUPPORT VECTOR MACHINES (SVM) A. Two-class SVM (TCSVM)
Given training data {(x 1 , y 1 ), · · · , (x l , y N )}, x ∈ R m , y ∈ {1, −1}, the TCSVM learning aims to find a classification hyperplane to maximally separate the two classes [1] , [4] , or mathematically, to maximize the margin magnitude 2 w 2 subject to y i ((x i · w) + b) ≥ 1; i = 1, 2, . . . , N , where w and b are hyperplane parameters defined by (w · x) + b = 0. Slack variables ξ i ≥ 0, i = 1, 2, . . . , N , are used to convert a linearly nonseparable case into a separable one. The hyperplane can be obtained by minimizing:
where C indicates the tradeoff between the complexity of classification hyperplane and the ratio of nonseparable data samples. It can be seen that a small C value leads to a large margin size. The kernel methods are often used to project the original feature space into a higher dimensional feature space, and a linear classification in the high dimensional feature space is equivalent to a nonlinear classification in the original feature space [1] , [4] . One frequently used kernel is the radial basis function (RBF) kernel defined as;
where γ is the kernel width.
B. One-class SVM (OCSVM)
The OCSVM is an extension of the general TCSVM to the unsupervised classification case [10] , [11] . This method seeks an approximation function to categorize the majority of data. Basically, the OCSVM tries to find the region in the feature space where the data reside. Two different OCSVM approaches have been proposed. One is the Support Vector Data Description method that constructs a spherical boundary to contain as much as possible of data in the feature space while minimizes the volume of the sphere [11] . Those lying outside the sphere are classified as outliers. The other is ν-SVM that computes a hyperplane in the feature space to separate a prespecified fraction (1 − ν) of data with the maximum distance to the origin (margin) ρ ||w|| [10] . The parameter ν ∈ (0, 1] is an upper bound on the fraction of margin errors, and a lower bound on the number of support vectors. The classification hyperplane is constructed by solving:
subject to
. . , N , where F indicates the feature space. Both methods are shown to be equivalent when using the RBF kernel in [10] , [11] . It is also shown in [11] that both methods operate comparably in practice and perform best when the RBF kernel is used . A connection between the OCSVM and TCSVM can be described as follows: if the OCSVM has ρ > 0, it is equivalent to a TCSVM with C set a priori to 1/ρ [16] . Since ρ corresponds to the threshold to the origin, a large ρ means a better separation, which implies a smaller C in the TCSVM.
III. ν-INSENSITIVE SVM CLASSIFICATION A. Estimating ν for OCSVM
Given a CRP clip of Landsat imagery, we assume the majority (more than half) is compliant. In the OCSVM, we need to set ν . It is ideal to chose the percentage of non-CRP outliers, which is unknown and assumed to be ≤ 0.5. The method proposed in [12] evaluates different ν values based on given training data, and the value that results in the largest separation distance two classes is selected as the optimal one. The separation distance between two clusters is computed as:
where N + and N − are the sizes of the majority and outlier classes, respectively, and f w (x) = (x · w). It can be seen that D ν provides an average estimation of separability between two classes in the feature space, and optimalν is estimated as:
An accurate estimation ofν requires many tests under different candidate ν values. This is not efficient when we are dealing with very large data sets. In addition, the method suggested in [12] provides accurate estimation only when the majority and outlier are clearly separated in the feature space, which is not always true between CRP and non-CRP regions [17] .
B. Study of the Feature Space
The OCSVM classifies a sample x according to its SVM score defined by s w (x) = f w (x) − ρ. This score shows the distance of x to the constructed hyperplane, and its sign indicates the class label, i.e., majority (+) or outlier (-). A large score magnitude implies that the sample is more likely to be correctly classified. Since ν is the upper bound of the amount of outliers, changing ν actually changes the position and orientation of the classification hyperplane in the feature space. An improper ν would cause some outliers to be misclassified as the majority class, or vice versa. These samples, which are prone to be misclassified, are usually located around the optimal hyperplane associated with the true ν, i.e., ν * . A graphical illustration is shown in Fig. 1 , where stars (outlier) and squares (majority) represent two classes that are linearly nonseparable in a 2-D feature space, and the classification hyperplane changes within region C with respect to different ν values. In region C, the hyperplanes I and III are associated with the smallest and largest possible ν values, e.g, ν min and ν max , respectively, and the hyperplane II is associated with true ν * . The method using equation (4) may not be accurate because there are always some misclassified samples involved in the computation due to the linear non-separability. On the other hand, region A includes outlier samples with large negative SVM scores, and region B contains the majority samples with large positive SVM scores. The samples in regions A and B are more likely to be correctly classified when ν ∈ [ν min , ν max ]. Thus if we use samples in regions A and B as outlier and majority training samples for the TCSVM, the classification results that are insensitive to the variations of ν values could be obtained. 
C. Proposed ν-insensitive Approach
We propose a ν-insensitive method for reliable TCSVM training. Given a test CRP tract X of N samples, we assume that the majority of X is compliant, i.e., ν * < 0.5. After the OCSVM classification, we sort all data samples in the majority and outlier classes according to their SVM score magnitudes, i.e., |s w (x)|, from the largest to the smallest. 
On the one hand, since ν * < 0.5, we might use at least 0.5N samples in X M with the largest positive SVM scores as majority training samples (e.g., region B in Fig. 1) . Conservatively, we choose 0.45N to avoid selecting samples near the hyperplane. On the other hand, the number of outlier training samples (e.g., region A in Fig. 1 ) is set to be (1 − ν)N − . If we choose small ν, small N − results. Then most samples in X O could be true outliers, and we can use most of them for TCSVM training. On the contrary, if we choose large ν, large N − results. X O may mistakenly contain some majority samples, and we use a small portion of samples in X O with the largest negative SVM scores. In practice, X t M and X t O may still have some mis-classified training samples. To further reduce the side-effect of mis-classified data samples, a large margin size is preferred in the TCSVM, which requires small C value in equation (1) . Furthermore, the OCSVM usually suffers from the problem of having many support vectors and bounded support vectors around the hyperplane, the TCSVM could introduce a more natural decision hyperplane with a relaxed placement of less support vectors, leading to the better generalization performance than the OCSVM alone. Here, a synthetic mosaic and its ground data (Fig. 2) are used to examine the proposed method. Specifically, the autoregressive features are extracted from texture pixels within a 7 × 7 window, resulting in a 25-dimension feature space [18] . The OCSVM is first tested with ν ∈ [0.05, 0.5], and the RBF kernel is used with γ 1 = 10 −6 determined via cross validation. The small γ 1 value indicates a large kernel width that is necessary for this majarity/outlier two-class problem [19] . If we define the purity of the training sample as: purity = true majority (or outlier) samples detected majority (or outlier) samples ,
then based on the OCSVM results, the purity of the outlier and majority classes regarding different ν values are shown in Fig. 3 (a) and (b). It is seen that when ν changes from 0.05 to 0.5, the purity of both classes vary considerably. Our previous work in [15] , referred to as Method-I, suggested a simple method to select TCSVM training samples by examining the class homogeneity in a 5×5 window. Although Method-I can improve the purity of training samples, it is too conservative in selecting training samples. The proposed ν-insensitive method, referred to as Method-II, can select sufficient training samples with higher purity, as shown in Fig. 3 (a) and (b) . This leads to ν-insensitive classification results. The highest OCSVM classification accuracy (85.18%) is obtained when ν = 0.25, as shown in Fig. 2 (c) . When testing Method-II, the RBF kernel is also used for the TCSVM with γ 2 = 10
. Even when ν = 0.5, which deviates significantly from true ν * , we still obtain similar accuracy (84.32%) as the OCSVM, which requires many attempts, as shown in Fig. 2 (c) and (d) .
IV. EXPERIMENTS AND DISCUSSIONS
A. Study Area and Experiment Setup
The study area is located in Texas County, Oklahoma, which has the largest CRP enrollments in Oklahoma. A 37-layer database is constructed from bands 2, 3, 4, 5, 7 of Landsat scenes acquired in February and June 2000. This database contains the local mean and variance within a 3 × 3 window in each band. Vegetation indices, including TM4/TM3, TM5/TM2, TM5/TM4 in each season and Normalized Vegetation Difference Index (NDVI), are also used. TM4/TM3 (Ratio vegetation index) and TM5/TM2 are helpful to discriminate different vegetation [20] . TM5/TM4 (Ratio drought index) provides the information of plant water content [21] , which is useful to discriminate irrigated crops from relatively dry CRP grasses. The NDVI was calculated for both seasons and the larger one is chosen as the final value. Each layer is normalized to be zero mean and unit standard deviation. Additionally, a heuristic method is used to select a feature subset based on the CRP reference data [22] . This method measures the contribution of each feature layer by evaluating its effect on the hyperplane. After the feature selection, we remove the band 2 image and TM5/TM2 in February, resulting in 35 layers. A software LIBSVM [23] is used to implement the OCSVM and TCSVM. In the OCSVM, the RBF kernel with γ = 10
is chosen according to cross validation. 10 different ν values are tested, ranging from 0.05 to 0.5 at interval 0.05. In the TCSVM, we select C = 0.5 and a RBF kernel with γ = 0.01.
B. Simulation Results
Simulations are performed on six test CRP tracts. In each CRP tract, we deliberately add some non-CRP regions near the CRP boundaries to test the performance of the proposed methods. Method-I requires ten incremental values of ν, each of which is used to train an OCSVM followed by the TCSVM training. Method-II trains both the OCSVM and TCSVM only once, thereby reducing computation by more than 80%. The classification accuracies with respect to different ν values are shown in Fig. 4 , and the standard deviations (StDev) are computed for each method, as listed in Table I . The performances of both the OCSVM and Method-I vary significantly as ν changes, while Method-II is much less sensitive. We also illustrate the CRP classification results in Fig. 5 , where five rows refer to, respectively, 3-band Landsat images, the CRP reference data , the OCSVM classification results, the results of Method-I whereν is estimated from equation (4), and the results of Method-II where ν = 0.4. Moreover, the percentage of non-CRP areas according to the CRP reference data (P nc ), the percentage of non-CRP areas detected by Method-II (P * nc ), as well as the their differences (P * nc − P nc ) are computed for each CRP tract and listed in Table II . In tracts 1, 2, 3, and 4, P * nc is relatively consistent with or even lower than P nc . Manual inspection further indicates that the CRP areas in tracts 1, 2, 3, 4 have good compliance with respect to the CRP reference data. However, the non-CRP areas in tracts 5 and 6 are found to be significant implying possible compliance issues. As observed from the 3-band Landsat images in Fig. 5 , there exist some active cultivation areas (darker areas) in these tracts, which were previously registered as CRP in the reference data. Therefore tracts 5 and 6 need further inspection. Moreover, there are also some manmade buildings in tracts 1, 3, 4, which can be clearly detected by Method I and Method-II. Nevertheless, used alone, the non-CRP percentage values may not provide sufficient information for compliance monitoring, and additional analysis of the CRP classification maps (the last row of Fig. 5 ) may be necessary. From the last row of Fig. 5 , it is interesting to find that Method-II produces better boundary localization around CRP and non-CRP regions than the OCSVM and Method-I. We also found some limitations of Method-I. The largest D ν value is not necessarily related to the true ν * . This fact indicates that CRP and non-CRP are not clearly separated even in the high dimensional feature space mapped via the RBF kernel. For example, in tract 2, D ν has the largest value whenν = 0.4, while the highest OCSVM classification accuracy is obtained when ν = 0.25, which is close to the true ν * value.
V. CONCLUSIONS AND FUTURE WORK
We have developed a ν-insensitive SVM-based method for CRP compliance monitoring. Both the OCSVM and TCSVM are used together to accomplish unsupervised CRP classification. The proposed method can reduce the side-effect of improper ν values in the OCSVM problem by selecting TCSVM training samples according to their SVM scores. The percentage of non-CRP/outlier areas could indicate whether a given CRP tract is fully compliant, and the classification map can be used to further reveal the detailed information. The proposed method provides a useful guidance for effective and efficient CRP compliance monitoring. One limitation is that we assume the majority of a CRP tract is complaint, which is not necessarily true. Our future research is to study the multiclass implementation of one-class SVM where no assumption is made about the dominant class in each CRP tract.
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