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Abstract
We study a transform, inspired by coherent state transforms, from the Hilbert space
of Clifford algebra valued square integrable functions L2(Rm, dx) ⊗ Cm to a Hilbert
space of solutions of the Weyl equation on Rm+1 = R×Rm, namely to the Hilbert space
ML2(Rm+1, dµ) of Cm-valued monogenic functions on Rm+1 which are L2 with respect
to an appropriate measure dµ. We prove that this transform is a unitary isomorphism
of Hilbert spaces and that it is therefore an analog of the Segal-Bargmann transform
for Clifford analysis. As a corollary we obtain an orthonormal basis of monogenic
functions on Rm+1. We also study the case when Rm is replaced by the m-torus
Tm. Quantum mechanically, this extension establishes the unitary equivalence of the
Schro¨dinger representation on M , for M = Rm and M = Tm, with a representation on
the Hilbert spaceML2(R×M,dµ) of solutions of the Weyl equation on the space-time
R×M .
Keywords: Mathematical physics; Coherent state transforms; Clifford analysis.
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5 Quantum mechanical interpretation 14
1 Introduction
In this work we continue to explore the extensions of coherent state transforms to the context
of Clifford analysis initiated in [KMNQ].
Clifford analysis (see [BDS, DSS]) extends the theory of complex analysis of holomorphic
functions to functions of Clifford algebra variables, obeying generalized Cauchy-Riemann
conditions and called monogenic functions. In the context of the present paper, monogenic
functions correspond to solutions of the Weyl equation in the euclidean space-time R×M ,
for M = Rm or M = Tn. In quantum physics, Clifford algebra or spinor representation
valued functions describe some systems with internal degrees of freedom, such as particles
with spin. Notice that spinor valued solutions of the Dirac equation can be described by
Clifford algebra valued solutions of the same equation, by decomposing the algebra in a sum
of minimal left ideals. (See, for example, Chapter 2 of [DSS].)
On the other hand, the Segal-Bargmann transform [Ba, Se1, Se2], for a particle on Rm,
establishes the unitary equivalence of the Schro¨dinger representation with Hilbert space
L2(Rm, dx), with (Fock space-like) representations with Hilbert spaces, HL2(Cm, dν), of
holomorphic functions on the phase space, R2m ∼= Cm which are L2 with respect to an
appropriate measure dν. In the Schro¨dinger representation, the position operators xˆj , j =
1, . . . , m, act diagonally while the momentum operator pˆj = −i ∂∂xj . In the Segal-Bargmann
representation, on the other hand, it is the operators x̂j + ipj that act on the Hilbert space
HL2(Cm, dν) as multiplication by the holomorphic functions xj+ ipj, j = 1, . . . , m. In [Ha1],
Hall has defined coherent state transforms (CSTs) for compact Lie groups G which are
analogs of the Segal-Bargmann transform.
Let Rm (respectively Cm) be the real (complex) Clifford algebra with m generators, see
section 2.2). In [KMNQ], we presented a generalization of the Segal-Bargmann transform
to a transform taking functions in L2(R, dx) to Hilbert spaces of slice or axial monogenic
Clifford algebra valued functions on Rm+1. The unitarity of these transforms, with respect
to appropriate measures, was established. See also [DG], where a similar transform (for
m = 2) was studied, but with range a Hilbert space of slice monogenic functions on the full
quaternionic algebra R2 = H.
In the present work, we give a different generalization of the Segal-Bargmann transform.
Instead of going from functions on R to functions on Rm+1 ⊂ Rm, as in [KMNQ], this
transform adds a single time variable to functions on Rm and maps to solutions of the Weyl
(or Cauchy-Riemann) equation on Rm+1. Namely, the transforms studied in sections 3 and
4 give a unitary equivalence between Schro¨dinger quantization on L2(M, dx) ⊗ Cm and a
Hilbert space of solutions of the Weyl equation in the euclidean space-time R×M .
2
2 Preliminaries
2.1 Coherent state transforms (CST)
In [Ha1], Hall introduced a class of unitary integral transforms from the Hilbert spaces of
square integrable functions on compact Lie groups G, with respect to the Haar measure, to
spaces of holomorphic functions on the complexification GC, which are L
2 with respect to an
appropriate measure. These are known as coherent state transforms (CSTs) or generalized
Segal–Bargmann transforms. These transforms were extended to Lie groups of compact type,
which include the case of G = Rm considered in the present paper, by Driver in [Dr]. General
Lie groups of compact type are products of compact Lie groups and Rm, see Corollary 2.2
of [Dr].
We will briefly recall now the case G = Rm for which the Hall transform coincides with
the classical Segal–Bargmann transform [Ba, Se1, Se2].
Let ρt(x) denote the fundamental solution of the heat equation.
∂
∂t
ρt =
1
2
∆ ρt,
i.e.
ρt(x) =
1
(2pit)m/2
e−
|x|2
2t ,
where ∆ is the Laplacian for the euclidean metric. The Segal–Bargman or coherent state
transform
U : L2(Rm, dx) −→ H(Cm)
is defined by
U(f)(z) =
∫
Rm
ρt=1(z − x)f(x) dx =
=
1
(2pi)m/2
∫
Rm
e−
|z−x|2
2 f(x) dx . (2.1)
where ρ1 has been analytically continued to C
m. We see that the transform U in (2.1)
factorizes according to the following diagram
H(Cm)
L2(Rm, dx) 

e
∆
2
//
(

U
55
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
A(Rm)
C
OO
(2.2)
where C denotes the analytic continuation from Rm to Cm and e∆2 (f) is the (real analytic)
heat kernel evolution of the function f ∈ L2(Rm, dx) at time t = 1, that is the solution of{
∂
∂t
ht =
1
2
∆ht
h0 = f
, (2.3)
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evaluated at time t = 1,
e
∆
2 (f) = h1.
A(Rm) in (2.2) is the space of (complex valued) real analytic functions on Rm with unique
analytic continuation to entire functions on Cm. Let A˜(Rm) ⊂ A(Rm) denote the image of
L2(Rm, dx) by the operator e
∆
2 . The analytic continuation C on A˜(Rm) can be writen in the
form
C(f)(x, y) = f(x+ iy) = ei
∑m
j=1 yj ∂xj (f(x)) . (2.4)
Then, the Segal–Bargmann theorem reads as follows.
Theorem 2.1 The transform U in the diagram
HL2(Cm, ν dxdy)
L2(Rm, dx)
e
∆
2
//
U
44
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
A˜(Rm)
e
i
∑m
j=1 yj ∂xj
OO
(2.5)
is a unitary isomorphism, where ν(y) = e−|y|
2
.
2.2 Clifford analysis
Let us briefly recall from [BDS, DSS, CSS1, CSS2, CSS3, DS, LMQ, Q1, Q2, Sou], some
definitions and results from Clifford analysis. Let Rm+1 denote the real Clifford algebra with
(m + 1) generators, e˜j , j = 0, . . . , m, identified with the canonical basis of R
m+1 ⊂ Rm+1
and satisfying the relations e˜ie˜j + e˜j e˜i = −2δij . Let Cm+1 = Rm+1 ⊗ C. We have that
Rm+1 = ⊕m+1k=0 Rkm+1, where Rkm+1 denotes the space of k-vectors, defined by R0m+1 = R and
Rkm+1 = spanR{e˜A : A ⊂ {0, . . . , m}, |A| = k}.
Notice also that R1 ∼= C and R2 ∼= H. The inner product in Rm+1 is defined by
(u, v) =
(∑
A
uAe˜A,
∑
B
vB e˜B
)
=
∑
A
uAvA.
The Dirac operator is defined as
D˜ =
m∑
j=0
∂xj e˜j.
Let
ej = −e˜0e˜j , j = 1, . . . , m.
Note that eiej + ejei = −2δij , so that {ej}j=1,...,m is a set of generators for a subalgebra
C
+
m+1 ⊂ Cm+1 with C+m+1 ∼= Cm. We will henceforth consider Cm-valued functions.
One defines the Cauchy-Riemann operator by
D = ∂x0 +D,
where
D =
m∑
j=1
∂xjej.
4
We have that D2 = −∆m and DD = ∆m+1.
Consider the subspace of Rm of 1-vectors
{x =
m∑
j=1
xjej : x = (x1, . . . , xm) ∈ Rm} ∼= Rm,
which we identify with Rm. Note that x2 = −|x|2 = −(x, x).
Recall that a continuously differentiable function f on an open domain O ⊂ Rm+1, with
values on Cm, is called (left) monogenic on O if it satisfies the Weyl, or Cauchy-Riemann,
equation (see, for example, [BDS, DSS, Sou])
Df(x0, x) = (∂x0 +D)f(x0, x) = 0.
For m = 1, monogenic functions on R2 correspond to holomorphic functions of the complex
variable x0 + e1x1.
In order to describe monogenic functions let us, following [LMQ, Q2], introduce the
following projectors
χ±(p) =
1
2
(
1± ip|p|
)
,
satisfying
Q(ip)χ±(p) = χ±(p)Q(ip) = Q(±|p|)χ±(p)
for any polynomial in one variable with complex coefficients,
Q(λ) =
ℓ∑
k=0
ckλ
k.
For any function B, of one real variable, one naturally defines the following Clifford algebra
valued function on Rm,
b(p1, . . . , pm) := B(|p|)χ+(p) +B(−|p|)χ−(p).
By abuse of notation, using the analogy for the case when B is a polynomial, we will still
denote the right-hand side by B(ip). Then, for Bx0(y) = e
−x0y, the Clifford algebra valued
function
e−ixop = Bx0(ip) = bx0(p1, . . . , pm) = e
−x0|p|χ+(p) + e
x0|p|χ−(p), (2.6)
satisfies the equation
∂
∂x0
e−ixop = −ip e−ixop,
which implies that the functions
e(x, p) = ei((x,p)−x0p)
are monogenic in (x0, x) for all p ∈ Rm. In fact, this is the Cauchy-Kowalevski extension
e(x, p) = e−x0D ei(p,x) = ei(p,x) eix0p,
5
which follows straightforwardly from
Dei(p,x) = iei(p,x)p.
These functions play a very important role in the analysis of monogenic functions. We
then obtain the following corollary of [LMQ, Q2]. Let S(Rm) be the space of Schwarz
functions on Rm.
Proposition 2.2 Let bx0 be as in (2.6) and let f ∈ S(Rm)⊗Cm be such that for all x0 ∈ R
bx0 fˆ ∈ S(Rm)⊗ Cm, (2.7)
where fˆ denotes the Fourier transform of f . Then,
F (x0, x) =
1
(2pi)m/2
∫
Rm
ei((p,x)−x0p) f̂(p) dp, (2.8)
defines a monogenic function satisfying the Cauchy problem{
∂F
∂x0
= −DF
F (0, x) = f(x) .
(2.9)
Proof. We have
f(x) =
1
(2pi)m/2
∫
Rm
ei(p,x) f̂(p) dp = F (0, x).
From above, ei((p,x)−x0p) are monogenic functions, for all p ∈ Rm, and under the conditions
of the proposition, we can differentiate under the integral sign in (2.8) so that F is also a
monogenic function.
Following [DS, DSS] (see [DSS], chapter III, Section 2 and Theorem 6 in [Som]), one also
has
Proposition 2.3 Let F be a monogenic function on Rm+1, with F (x0 = 0, x) = f(x). Then,
F (x0, x) =
(
e−x0Df
)
(x0, x) :=
(
∞∑
k=0
(−1)kx
k
0
k!
Dkf
)
(x), (2.10)
where the series converges uniformly on compact subsets.
3 A unitary transform from L2(Rm, dmx) ⊗ Cm to a
Hilbert space of monogenic functions on R× Rm
We can view the CST unitary map U in the diagram (2.5) as a unitarization of the analytic
continuation C from Rm to Cm. Indeed, by precomposing C with the smoothening contracting
map e
∆
2 one obtains a unitary isomorphism from a L2 space on Rm to a space of holomorphic
square integrable functions on Cm, the complexification of Rm.
Aiming at obtaining an analogous unitarization of the Cauchy-Kowalewsky (CK) exten-
sion (2.10), we precompose it with the same smoothening contracting map e
∆
2 or, equiva-
lently, we substitute the vertical arrow in the diagram (2.5) by the CK extension,
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M(Rm+1)
L2(Rm, dx)⊗ Cm  
e
∆
2
//
'

V
44
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
A˜(Rm)⊗ Cm,
e−x0D
OO
(3.1)
where M(Rm+1) denotes the space of Cm-valued monogenic functions on Rm+1. Let ρ1 be
the heat kernel in Rm, as in Section 2.1,
ρ1(x) = (2pi)
−m/2e−
x2
2 = (2pi)−m
∫
Rm
e−
p2
2 ei(p,x)dp. (3.2)
From Proposition 2.2, we then have the Cauchy-Kowalevski extension of ρ1,
e−x0Dρ1(x) = (2pi)
−m
∫
Rm
e−
p2
2 ei(p,x)e−ix0pdp.
Our main result in this Section is then
Theorem 3.1 For ϕ ∈ L2(Rm, dx)⊗ Cm define
V (ϕ)(x0, x) = (2pi)
−m
∫
Rm
(∫
Rm
e−
p2
2 ei(p,x−y)e−ix0pdp
)
ϕ(y)dy, (3.3)
which can be abbreviated by
V (ϕ) = e−x0D ◦ e∆2 ϕ.
Then, in the diagram
ML2(Rm+1, dµ)
L2(Rm, dx)⊗ Cm  
e
∆
2
//
V
44
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
A˜(Rm)⊗ Cm,
e−x0D
OO
(3.4)
the map V : L2(Rm, dx)⊗Cm →ML2(Rm+1, dµ) is a unitary isomorphism of Hilbert spaces,
where ML2(Rm+1, dµ) is the Hilbert space of monogenic functions on Rm+1 which are L2
with respect to the measure
dµ =
1√
pi
e−x
2
0dx0dx,
and where the standard inner product on Cm is considered.
Let us now list some direct consequences of this theorem.
Corollary 3.2 The subspace of monogenic functions which are in L2(Rm+1, dµ) ⊗ Cm,
ML2(Rm+1, dµ), is a closed subspace of L2(Rm+1, dµ)⊗ Cm.
We also obtain a characterization of the range of the heat operator in terms of monogenic
functions, which is analogous to the one given in terms of holomorphic functions by the Segal-
Bargmann theorem (see, for example, [Ha3]).
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Corollary 3.3 A real analytic function F on Rm is of the form
F = e
∆
2 f,
with f ∈ L2(Rm, dx), iff its monogenic extension to Rm+1 exists and is dµ-square-integrable,
e−x0Df ∈ML2(Rm+1, dµ).
Let now {Hk, k ∈ Nm0 } denote the orthogonal basis of L2(Rm, e−x2dx) consisting of Her-
mite polynomials on Rm, with
||Hk||2 = pim/22kk!,
where we use multi-index notation: k ∈ Nm0 ,
Hk(x) := Hk1(x1) · · ·Hkm(xm), (3.5)
2k := 2k1+···+km, k! := k1! · · · km! and xk = xk11 · · ·xkmm .
Defining,
ϕk(x) = Hk(x)e
−x
2
2 , (3.6)
we have that {ϕk, k ∈ Nm0 } is an orthogonal basis for L2(Rm, dx). From the isometricity of
V and Lemma 3.7 below, we also obtain the following
Corollary 3.4 Let
ψk = 2
m/2V (ϕk) = e
−x0D
(
xke−
x2
4
)
, k ∈ Nm0 .
Then, the set
{ψkeA, k ∈ Nm0 , A ⊂ {1, . . . , m}}
is an orthogonal basis for the Hilbert space ML2(Rm+1, dµ), where e∅ = 1.
Remark 3.5 The coherent state transform of Hall is onto HL2(Cm, νdxdy). Let us consider
its inverse
U−1 : HL2(Cm, νdxdy)→ L2(Rm, dx).
By composing this operator with the operator V above we obtain the operator
V ◦ U−1 : HL2(Cm, νdxdy)→ML2(Rm+1, dµ)
which is a unitary isomorphism. ♦
We will prove theorem 3.1 by a sequence of lemmas.
Lemma 3.6 If ϕ ∈ L2(Rm, dx)⊗ Cm then V (ϕ) is a monogenic function on Rm+1.
8
Proof. By Leibniz rule, both
∂
∂x0
V (ϕ), and DV (ϕ)
can be computed by taking the differential operators inside both integral symbols in (3.3),
due to the presence of the gaussian factor in the integrand which ensures the integrability
of all of its derivatives. This then implies that(
∂
∂x0
+D
)
V (ϕ) = 0,
so that V (ϕ) is a monogenic function on Rm+1.
Lemma 3.7 We have
e
∆
2 ϕk = 2
−m/2xke−
x2
4 .
Proof. This follows from the well-known identity
e2xy−y
2
=
∑
l∈Nm0
Hl(x)
yl
l!
, x, y ∈ Rm
and from
〈Hk, Hl〉L2(Rm,e−x2dx) = pim/22kk!δkl.
A simple evaluation of gaussian integrals then gives the result
e
∆
2 ϕk =
∫
Rm
e−
(x−y)2
2 Hk(y)e
− y
2
2 dy = 2−m/2xke−
x2
4 .
Lemma 3.8 Let f =
∑
A fA eA ∈ S(Rm, dx)⊗ Cm, with Fourier transform f̂ . Then,
V (f)(x0, x) =
1
(2pi)m/2
∫
Rm
e−
|p|2
2 ei((p,x)−x0p) f̂(p) dp.
Proof. For f ∈ S(Rm)⊗ Cm, we have
f(x) =
1
(2pi)m/2
∫
Rm
ei(p,x) f̂(p) dp =
1
(2pi)m/2
∫
Rm
ei(p,x)
∑
A
f̂A(p) eA dp .
and the result follows from (2.10),
e
∆
2 ei(x,p) = e−
|p|2
2 ei(x,p),
and the fact that under the conditions of the proposition the heat operator can be taken
inside the integral.
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Remark 3.9 We also note the following useful expression,
V (f)(x0, x) =
1
(2pi)m/2
∫
Rm
e−
|p|2
2 ei(p,x)
(
cosh(x0|p|)− i sinh(x0|p|)
p
|p|
)
f̂(p) dp.
♦
Lemma 3.10 For f, h ∈ S(Rm)⊗ Cm, with f =
∑
A fAeA, h =
∑
A hAeA, we have
〈V (f), V (g)〉L2(Rm+1,dµ)⊗Cm = 〈f, g〉L2(Rm,dx)⊗Cm .
Proof. For any 1–vector p =
∑m
j=1 pjej ∈ R1m one has
(p u, v) = −(u, p v) , ∀u, v ∈ Cm (3.7)
and therefore
(eip u, v) = (u, eip v) , ∀u, v ∈ Cm,
where the hermiticity of the standard inner product in Cm, (·, ·), is used.
Then, for f, h ∈ S(Rm)⊗ Cm, with f =
∑
A fAeA, h =
∑
A hAeA we have, from Lemma
3.8,
〈V (f), V (h)〉L2(Rm+1,dµ)⊗Cm =
=
1√
pi(2pi)m
∫
Rm+1×R2m
ei(p−q,x) e−
|p|2+|q|2
2
(
e−ix0p f̂(p), e−ix0q ĥ(q)
)
e−x
2
0 dx0dxdpdq =
=
1√
pi
∫
R×Rm
e−|p|
2
(
e−ix0p f̂(p), e−ix0p ĥ(p)
)
e−x
2
0 dx0dp =
=
1√
pi
∫
R×Rm
e−|p|
2
(
e−2ix0p f̂(p), ĥ(p)
)
e−x
2
0 dx0dp =
=
1√
pi
∫
R×Rm
e−|p|
2
[
cosh(2x0|p|)
(
f̂(p), ĥ(p)
)
− isinh(2x0|p|)|p|
(
p f̂(p), ĥ(p)
)]
e−x
2
0 dx0dp =
=
1√
pi
∫
R×Rm
e−|p|
2
cosh(2x0|p|)
(
f̂(p), ĥ(p)
)
e−x
2
0 dx0dp =
=
∫
Rm
(
f̂(p), ĥ(p)
)
dp =
= 〈f, h〉L2(Rm,dx)⊗Cm .
Proof. (of Theorem 3.1) From the denseness of S(Rm) in L2(Rm, dx) we conclude from
Lemma 3.10 that V is an isometry onto its image which is, therefore, closed in L2(Rm+1, dµ)⊗
Cm. Moreover, Lemma 3.6 ensures that the image of V contains only functions which
are monogenic on Rm+1. Therefore, V (L2(Rm, dx) ⊗ Cm) is a Hilbert space of monogenic
functions.
To prove that the image of V is all of ML2(Rm+1, dµ), note that the restriction of
f ∈ML2(Rm+1, dµ) to the hyperplane x0 = 0, f0(x) = f(x0 = 0, x), determines f uniquely.
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Since entire monogenic functions have a Taylor series with infinite radius of convergence (see,
for example, [BDS, Som]), it follows that f0 can be expressed uniquely in the form
f0 =
∑
A
∑
k∈Nm0
αk,Ax
ke−
x2
4 eA, αk,A ∈ C.
Now, from Proposition 2.3,
f(x0, x) =
∑
A
∞∑
j=0
(−x0)j
j!
Dj
∑
k∈Nm0
αk,Ax
ke−
x2
4
 eA =∑
A
∞∑
j=0
∑
k∈Nm0
(−x0)j
j!
αk,AD
j
(
xke−
x2
4
)
eA,
since convergent power series can be differentiated term by term. (The Gaussian factor e−
x2
4
could, of course, also be expanded in power series.) This series converges absolutely in all of
Rm+1 so that the two summations can be interchanged giving
f(x0, x) =
∑
A
∑
k∈Nm0
αk,Ae
−x0D
(
xke−
x2
4
)
eA.
From Lemma 3.7, all partial sums∑
A
∑
k∈Nm0 :||k||<N
αk,Ae
−x0D
(
xke−
x2
4
)
eA
are in the image of V which is closed. Moreover, see also Corollary 3.4 above, from Lemma
3.10 and from the orthogonality of the set {ϕkeA, k ∈ Nm0 , A ⊂ {1, . . . , m}} in L2(Rm, dx)⊗
Cm, we obtain that the L
2 condition for f in Rm+1 with respect to the measure dµ is
equivalent to ∑
A
∑
k∈Nm0
αk,AϕkeA ∈ L2(Rm, dx)⊗ Cm.
This completes the proof of Theorem 3.1.
We finish this section with a Proposition on explicit expressions for V (Pke
−x
2
2 ) where Pk
is an homogeneous monogenic polynomial of degree k in Rm.
Proposition 3.11 Let Pk be an homogeneous monogenic polynomial of degree k in R
m.
Then
V
(
Pke
−x
2
2
)
= e−
x2
2
∞∑
n=0
1
n!
[n/2]∑
j=0
(−1)j
2jj!
u(n, j)! x
u(n,j)
0
Hn,m,k(x)Pk(x),
where u(n, j) = (n− 2j) for n even and u(n, j) = (n− 2j − 1) for n odd and the Hn,m,k are
the so-called generalized Hermite polynomials.
Proof. From Chapter III of [DSS], we have
e−x0D
(
Pke
−x
2
2
)
(x0, x) = e
−x
2
2
∞∑
n=0
xn0
n!
Hn,m,k(x)Pk(x).
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Since the operator D commutes with the Laplace operator on Rm, ∆, we have
V = e−x0D ◦ e∆2 = e∆2 ◦ e−x0D.
On the other hand, since monogenic functions are harmonic we have
∆f = −∂
2f
∂x20
,
for f monogenic on Rm+1. Therefore,
V
(
Pke
−x
2
2
)
= e
− 1
2
∂2
∂x20
(
e−
x2
2
∞∑
n=0
xn0
n!
Hn,m,k(x)Pk(x)
)
=
(
e−
x2
2
∞∑
n=0
(
e
− 1
2
∂2
∂x20
xn0
n!
)
Hn,m,k(x)Pk(x)
)
which proves the proposition.
4 A unitary transform from L2(Tm, dmx) ⊗ Cm to a
Hilbert space of monogenic functions on R× Tm
In this section, we generalize the coherent state transform of the last section to a transform
on Cm-valued L
2 functions on the compact Lie group defined by the m-dimensional torus
T
m = Rm/Zm,
where x ∼ x + 2pik, k ∈ Zm, x ∈ Rm. We will still denote by (x1, . . . , xm) the periodic
coordinates on Tm, with xj ∈ [0, 2pi], j = 1, . . . , m. Note that the definitions of the Dirac (D˜),
Cauchy-Riemann (D) and D operators generalize straightforwardly. Likewise, the Cauchy-
Kowaleski extension of section 2.2 is obtained from the same expression. Let ∆ denote the
Laplacian on Tm with respect to an invariant metric and let dx denote the unit volume Haar
measure.
We then define the operator V by the following diagram
M(Tm × R)
L2(Tm, dx)⊗ Cm  
e
∆
2
//
'

V
44
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
A˜(Tm)⊗ Cm,
e−x0D
OO
(4.1)
where A(Tm) denotes the space of real analytic functions on Tm and M(Tm × R) is the
space of Cm-valued monogenic functions on T
m × R.
As in the previous section, we obtain an explicit expression for this operator using the
Fourier, or Peter-Weyl, decomposition for functions in L2(Tm, dx). For k ∈ Zm, define
k =
∑m
j=1 kjej ∈ R1m.
Proposition 4.1 Let f =
∑
A fA eA ∈ L2(Tm, dx)⊗ Cm, with Fourier decomposition
f(x) =
1
(2pi)m/2
∑
k∈Zm
fke
i(k,x) =
1
(2pi)m/2
∑
k∈Zm
ei(k,x)
∑
A
fk,A eA .
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Then,
V (f)(x0, x) =
1
(2pi)m/2
∑
k∈Zm
e−
|k|2
2 ei((k,x)−x0k) fm.
Proof. The proof is analogous to the one of Lemma 3.10.
Remark 4.2 We note the following useful formula,
V (f)(x0, x) =
1
(2pi)m/2
∑
k∈Zm
e−
|k|2
2 ei(k,x)
(
cosh(x0|k|)− i sinh(x0|k|) k|k|
)
fk.
♦
Consider now the measure on Rm × R given by
dµ =
1√
pi
e−x
2
0 dx0dx,
and let ML2(Tm × R, dµ) be the corresponding Hilbert space of L2 monogenic functions.
The analog of Theorem 3.1 is now
Theorem 4.3 The map V in diagram (4.1) is unitary with respect to the measure dµ, i.e.
the map V in the diagram
ML2(Tm × R, dµ)
L2(Tm, dx)⊗ Cm  
e
∆
2
//
V
44
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
A˜(Tm)⊗ Cm
e−x0D
OO
(4.2)
is a unitary isomorphism.
Proof. Then, for f, h ∈ L2(Tm)⊗ Cm, with f =
∑
A fAeA, h =
∑
A hAeA we have
〈V (f), V (h)〉L2(Tm)⊗Cm =
=
1√
pi(2pi)m
∫
Tm×R
∑
k,k′∈Zm
ei(k−k
′,x) e−
|k|2+|k′|2
2
(
e−ix0k fk, e
−ix0k
′
hk′
)
e−x
2
0 dx0dx =
=
1√
pi
∫
R
∑
k∈Zm
e−|k|
2 (
e−ix0k fk, e
−ix0k hk
)
e−x
2
0 dx0 =
=
1√
pi
∫
R
∑
k∈Zm
e−|k|
2 (
e−2ix0k fk, hk
)
e−x
2
0 dx0 =
=
1√
pi
∫
R
∑
k∈Zm
e−|k|
2
[
cosh(2x0|k|) (fk, hk)− isinh(2x0|k|)|k| (k fk, hk)
]
e−x
2
0 dx0 =
=
1√
pi
∫
R
∑
k∈Zm
e−|k|
2
cosh(2x0|k|) (fk, hk) e−x20 dx0 =
=
∑
k∈Zm
(fk, hk) =
= 〈f, h〉L2(Tm,dx)⊗Cm .
The proof of ontoness is analogous to the one in the proof of Theorem 3.1.
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5 Quantum mechanical interpretation
As is well known, the Schro¨dinger representation in quantum mechanics is the one for which
the position operator xˆ acts by multiplication on L2(Rm, dx). The momentum operator is
then given by
pˆj = i
∂
∂xj
, j = 1, . . . , m.
The CST from Section 2.1 intertwines the Schro¨dinger representation with the Segal-
Bargmann representation, on which the operators xˆj + ipˆj acts as the operator of multipli-
cation by the holomorphic function xj + ipj (see Theorem 6.3 of [Ha2]),(
U ◦ (xˆj + ipˆj) ◦ U−1
)
(f)(x, p) = (xj + ipj)f(x, p), j = 1, . . . , m. (5.1)
We will prove now the analogous result for the coherent state transform of section 3.
Theorem 5.1 The unitary map V induces a representation of the observable x+ ip on the
Hilbert space of monogenic functions ML2(Rm+1, dµ) given by(
V ◦ (xˆ+ ipˆ) ◦ V −1) (f) = (e−x0D ◦ x) (f0), (5.2)
where on the right hand side the operator x acts by Clifford multiplication on the left and
f0(x) = f(x0 = 0, x).
Proof. Let h =
∑
A hA eA ∈ S(Rm)⊗ Cm and let f = V (h). Then,
(xˆ+ ipˆ)(h)(x) =
(
1
(2pi)m/2
∫
Rm
(x+ ip) ei(p,x) ĥ(p) dp
)
.
From the above result of Hall (see also [Ha2]),
e
∆
2 ((x+ ip)ei(p,x)) = xe
∆
2 ei(p,x),
from which the result follows from the denseness of S(Rm)⊗ Cm in L2(Rm, dx)⊗ Cm.
Remark 5.2 Notice that the Segal-Bargmann transform can be expressed as, from (2.4),
e
i
∑m
k=1 yk
∂
∂xk ◦ e∆2
while the transform V of Section 3 is given by
e
−
∑m
k=1 x0 ek
∂
∂xk ◦ e∆2 .
We therefore see that V is obtained from the Segal-Bargmann transform by replacing, in the
operator of analytic continuation (2.4), the momentum variables yk by the non-commutative
variables −ix0ek, where x0 is the euclidean time. ♦
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