Scaling functions and orthogonal wavelets are created from the coe cients of a lowpass and highpass lter (in a two-band orthogonal lter bank). For \multi lters" those coe cients are matrices. This gives a new block structure for the lter bank, and leads to multiple scaling functions and wavelets. Geronimo, Hardin, and Massopust constructed two scaling functions that have extra properties not previously achieved. The functions 1 and 2 are symmetric (linear phase) and they have short support (two intervals or less), while their translates form an orthogonal family. For any single function , apart from Haar's piecewise constants, those extra properties are known to be impossible. The novelty is to introduce 2 by 2 matrix coe cients while retaining orthogonality.
Introduction
This note begins with two functions. They were constructed by Geronimo, Hardin, and Massopust and they are not wavelets. They are scaling functions 1 and 2 from which wavelets are created. Our purpose is to carry out that nal step of the construction, and produce wavelets with new properties.
We believe that these properties will be useful in applications. They cannot be achieved by any ordinary wavelet W . Two wavelets are needed, at least. This is the novelty, and the source of new possibilities. A \multi lter" may also be a new idea in lter design, and we start by explaining this connection.
Normally, a lter bank has a single lowpass lter. The incoming signal, a vector x in discrete time, is ltered and downsampled (decimated) by 2. The output is y j = P c k x 2j?k . The other lter will execute parallel steps with coe cients d k . This is the two-band analysis bank. A perfect reconstruction synthesis bank recovers x from the two downsampled outputs.
To reach scaling functions and wavelets, we iterate the lowpass lter. The continuous limit of y j = P c k x 2j?k is the dilation equation for the xed point | the scaling function (t):
(t) = X c k (2t ? k):
Convergence to this limit is encouraged (but not guaranteed) by a zero of the frequency response Thus wavelet theory can be described as the iterated limit of lter bank theory. Now we introduce a \multi lter". It has two or more lowpass lters. The purpose of this multiplicity is to achieve the properties that are described below | linear phase with a short, orthogonal lter bank. To describe the multi lter, the coe cients c k and d k become matrices. In our case they are 2 by 2, so that four signals come out from the analysis bank in Figure 1 . Each has been downsampled only by 2. The extra work is acceptable when the multi lters are short, and the compensation is in the properties of and W . Normally the d's are determined in an automatic way from the c's. The wavelet is constructed by reversing the coe cients c k , shifting by one, and alternating signs: W (t) = P (?1) k c 1?k (2t ? k). This procedure succeeds for scalar coe cients but here it fails. The orthogonality of to W no longer follows from identities like c 0 c 1 ? c 1 c 0 = 0, because the c k are matrices { and they do not commute. A new construction is needed for two wavelets. It remains absolutely true that the invention of 1 and 2 is the essential step | the 's lead to everything. The wavelet coe cients d k follow from linear and quadratic equations, whose solution was rst computed by Mathematica. This note and the forthcoming paper 2] give two approaches to simple explicit formulas for the matrix coe cients that produce the wavelets.
Underlying the whole construction is a paraunitary matrix. This is a matrix polynomial H(z), 4 by 4 in our problem, which is unitary on the circle jzj = 1. The scaling functions come from half of the matrix (containing the c's) and the wavelets come from the other half.
Properties of 1 and 2
We begin with the key properties of the scaling functions in Figure 2 . First of all, there are two functions! By some measure this doubles the work (except these functions have so few coe cients c k ). We believe that the new properties are worth the price. These properties are stated as 1|4 and then proved. 1. Symmetry 1 and 2 are even functions (after a shift of the origin). In the language of lters, they have linear phase. A full chapter of Daubechies 3] is devoted to this left-right symmetry | not achieved by a self-orthogonal wavelet. \It is a property of our visual system that we are more tolerant to symmetric errors than asymmetric ones." 2. Short support i vanishes outside the interval 0; i]. In problems with boundaries this is extremely valuable. A boundary condition f (0) = 0 can be satis ed directly | the coe cient of 2 (t?1) is zero in the approximation to f . With longer support we must modify the functions near boundaries.
For di erential equations, nite elements are a success because they are so local. Splines have longer support. Up to now, wavelets have had the longest support of all (to achieve orthogonality). For periodic equations this presents no problem. But nonperiodic equations, and boundaries between images, are inescapable.
3. Second-order accuracy All wavelets can reproduce constant functions. This rstorder accuracy is not good enough in practice. The step to better approximation requires that we also get linear functions right. In splines and nite elements this comes from the hat function, which has H(1) = 1 and all other H(n) = 0. (It is linear on intervals between integers.) Every function at +b is a combination of translates H(t ?k), so the approximation error starts with the quadratic term and the accuracy is second-order.
The scaling functions have this property because they produce the hat function exactly: 1
This will establish two vanishing moments for the new wavelets. They will be perpendicular 4 to 1 and 2 and H | and therefore to the functions 1 and t.
4. Orthogonality The translates 1 (t ? k) and 2 (t ? k) are all mutually orthogonal.
It is this property which the hat function lacks and the new functions o er. Notice that the product H(t)H(t ? 1) involves ( 1 (t ? 1)) 2 from equation (1). Its integral is not zero and H(t) is not orthogonal to its translates. A direct orthogonalization using Gram-Schmidt, or in frequency usingĤ( ), would destroy the short support of the hat function. By enlarging the space to include 1 as well as H we have a shift-invariant space with a local orthogonal basis.
Recall from Daubechies 3] 
The dilation equation for 2 comes from the second row of P (z Note in passing that Q is related to P by a two-scale similarity transformation. An ordinary change of basis u = M v yields a matrix M ?1 P M that is similar to P . In our case the change from 1 to S divides the rst column of P by (1 + z)= 1. Symmetry Replace t by 2 ? t in (4) and (5). The equations for the new functions S(2 ? t) and 2 (2 ? t) are again (4) and (5). The solutions (known to be unique up to a scalar multiple) must be the same: S(t) = S(2 ? t) and 2 (t) = 2 (2 ? t). This is symmetry around t = 1.
From the de nition of S, it follows that 1 is symmetric around t = 1 2 .
2. Short support The dilation equations (4) and (5) 3. Second-order accuracy The hat function is a sum of three narrower hats:
Add (4) and (5) to nd exactly the same equation for S + 2 . By uniqueness H must be identical with S + 2 , because there is agreement at the point t = 1. We emphasize that the approximation accuracy is decided by these scaling functions | not the wavelets. 1 This polynomial example has no orthogonality! But the cubics still satisfy a dilation equation. Goodman and Lee 7] studied biorthogonal wavelets, which have quite long support | as is usual when the 's are piecewise polynomials. It requires a more fractal construction to achieve self-orthogonality with short support. 
Orthogonality: Scaling Functions
In the time domain a lter is represented by an in nite matrix with constant diagonals (a Toeplitz matrix). A lowpass lter has c k on the kth diagonal. The matrix multiplication is exactly a convolution c x. A regular lowpass lter exactly passes the constant functions, c 1 = 1. Exactness for higher-order polynomials means a atter response at zero frequency, and more accuracy in approximation by V 0 . In the scalar case it also means zeros of the response P (z) at z = e i . We mention that the word \regular" is overworked. (Regularity may mean smoothness of the wavelet or it may mean vanishing moments | the two de nitions are related but quite di erent.) Our forthcoming paper 6] extends the vanishing moment condition to multiwavelets | instead of zeros in P (z) it becomes becomes eigenvalues 1; 1 2 ; : : : of the matrix L in equation (7).
When the outputs are decimated, rows of the convolution matrix are thrown away. For a single lter this downsampling leads to aliasing error | di erent frequencies give the same response. But a bank of lters, each downsampled, can cancel all error and give perfect reconstruction. The convolution matrix | which is now block Toeplitz | can be an orthogonal matrix: inverse = transpose. This is our goal.
The lowpass part L | convolution followed by decimation | will be the top half of a doubly in nite orthogonal matrix: 
Notice the shift by two: half the rows are deleted by downsampling. We do not require all the original rows to be orthogonal; that is too restrictive. There are no interesting FIR allpass lters (= orthogonal Toeplitz band matrices). We need a bank of lters, each downsampled. By adjoining a bandpass matrix B we obtain the allpass block Toeplitz matrix T below. This means in particular that the i (t) are combinations of i (2t?k). That is the dilation equation. It also means that the W i (t) are combinations of i (2t ? k). This is the wavelet equation:
The lter bank with c's and d's has perfect reconstruction. The in nite matrix that contains both lters (with decimation to remove every second row) is to be an orthogonal matrix: 
We know already that LL On the unit circle, where z = 1=z, the polyphase matrix H(z)= p 2 is to be unitary. H(z) is a polynomial in z ?1 , because the underlying FIR lter is causal | T is a block triangular band matrix. The aliasing error, which is unavoidably created by decimation in the rst lter L, is cancelled by the second lter B. Perfect reconstruction will follow from (16) or (17), and the d k yield orthogonal wavelets. It is the z-transform that leads from (16) to (17); but one can verify their equivalence directly.
Notice in passing how the ip construction appears when H is only 2 2. We are given its top half (the scalars c k ) and we need its bottom half: 
