[1] Time-dependent closure of fractures in quartz was measured in situ at 22-530°C temperature and 0.1-150 MPa water pressure. Unlike previous crack healing and rock permeability studies, in this study, fracture aperture is monitored directly and continuously using a windowed pressure vessel, a long-working-distance microscope, and reflectedlight interferometry. Thus the fracture volume and geometry can be measured as a function of time, temperature, and water pressure. Relatively uniform closure occurs rapidly at temperatures and pressures where quartz becomes significantly soluble in water. During closure the aperture is reduced by as much as 80% in a few hours. We infer that this closure results from the dissolution of small particles or asperities that prop the fracture open. The driving force for closure via dissolution of the prop is the sum of three chemical potential terms: (1) the dissolution potential, proportional to the logarithm of the degree of undersaturation of the solution; (2) the coarsening potential, proportional to the radius of curvature of the prop; and (3) the pressure solution potential, proportional to the effective normal stress at the contact between propping particles and the fracture wall. Our observations suggest that closure is controlled by a pressure solution-like process. The aperture of dilatant fractures and microcracks in the Earth that are similar to those in our experiments, such as ones generated from thermal stressing or brittle failure during earthquake rupture and slip, will decrease rapidly with time, especially if the macroscopic stress is nonhydrostatic.
Introduction
[2] If crustal temperature and pressure are high enough that minerals are significantly soluble, and if fluid is available, fault zone physical properties can be substantially altered by solution mass transport processes. Such processes consist of sequential dissolution, transportation, and precipitation of minerals driven by spatial variation in chemical potential. Differences in chemical potential can arise because of gradients in stress (pressure solution), surface curvature (crack healing), or temperature. Significant changes in fault zone permeability and porosity could result from solution mass transfer processes; for example, interseismic fault zone fluid pressure could increase with time through the simultaneous operation of crack healing, which can rapidly reduce the permeability [Brantley et al., 1990] , and pressure solution compaction [Sleep and Blanpied, 1992] . Fault strength may also increase rapidly through an increase in the load-bearing contact area via contact overgrowths [Hickman and Evans, 1992] . However, the rates of these processes in relevant fault zone rocks and minerals are unconstrained. To begin to determine if natural conditions exist where solution mass transport phenomena are relevant to interseismic fault zone properties, we have conducted a quantitative experimental study of these processes in quartz.
[3] In the current study we directly measure the rate of fracture closure, an apparently previously unrecognized example of solution mass transport, at hydrothermal conditions. The temporal evolution of the aperture of dilatant fractures in quartz was measured in situ at 22 -530°C temperature and 0.1-150 MPa water pressure in a windowed pressure vessel. The fractures used in these experiments are not internally supported by pressure in excess of the confining pressure; instead, they are held open by debris between, or asperities on, opposing sides of the fracture. Results show that fracture volume decreases rapidly with time at temperatures >300°C. Using existing models of pressure solution, we develop a model for closure that is consistent with the observations.
Experiments
[4] Samples are fractured prisms of synthetic quartz (Figure 1 ) manufactured from a single quartz crystal synthesized by P. R. Hoffman Inc., Carlisle, Pennsylvania.
Prisms were cut with a wire saw, and prism surfaces were ground successively by hand on a glass plate with 400 grit, 600 grit, 13.5 mm, and 5 mm silica carbide. Fractures within the prism were generated by loading a cylindrical borehole normal to its axis [Martin, 1972] . The borehole was oriented to lie in the plane (10 11), and induced tensile cracks emanating from the borehole were subparallel to (10 11). Boreholes were drilled near one end of the prism and clamped normal to (10 11) at the opposite end during loading so that the fracture intersected the prism end nearest the borehole. The (10 11) faces of the prism were polished to an optical finish with 1 mm cesium oxide prior to fracture generation so that the fracture surface could be viewed through the faces.
[5] Experiments were conducted in deionized water in a passivated Rene 41 pressure vessel that has a sapphire window in the base (Figure 2 ). Samples within the vessel lie on one of the polished faces on top of the window and are illuminated from below by a tunable monochromatic light source that has a wavelength range of 600-360 nm. The vessel contained additional quartz in varying amounts (Table 1 , see also section 4). This additional quartz increases the available surface area for quartz dissolution required to bring the solution to saturation; thus relatively little mass is lost from the sample prisms during the experiments (Table 1 ). In the first set of experiments a fixed amount of extra quartz was added. This quartz was from the same synthetic crystal used to make the sample prisms. A second suite of experiments was conducted using synthetic quartz, as in the first set of experiments, and varying amounts of ultrafine-grained quartz powder with a median grain diameter of 10 mm made from Ottawa sand by the U.S. Silica Company. All samples were monitored from outside the vessel through the window using a long-working-dis- Figure 1 . Sample geometry of a cracked prism of synthetic quartz. Schematic shows the load used to generate the crack.
tance microscope equipped with a digital video camera. The camera was input to a video recorder that recorded the entire experiment. The camera was interfaced with a computer; digital images were periodically captured and used for quantitative determination of aperture and crack tip position using reflected light and interference fringes (see below). Temperature (±0.2°C) within the pressure vessel was measured with a thermocouple inserted through the highpressure port at the top of the vessel to within an inch of the sample. Fluid pressure (±2 bars) was measured with an in-line pressure transducer and a pressure gauge.
[6] For all experiments the final conditions were 530°C temperature and 150 MPa water pressure. The samples were raised to these conditions from 22°C and 0.1 MPa over $2.5 hours. Temperature was raised from 22 to 100, from 100 to 300, and from 300 to 530°C in three increments. Fluid pressure increased via thermal expansion over these increments but was manually reduced to keep pressure below a few tens of megapascals over the first two temperature increases and as necessary to keep pressure from greatly exceeding 100 MPa during the final increment. Pressure was increased to 150 MPa after temperature had stabilized at $530°C. Experiments were quenched from run conditions by reducing the water pressure to atmospheric pressure over a few minutes and then allowing the vented vessel to cool naturally to room temperature.
[7] The following analysis and discussion use a number of symbols to represent the physical properties of the hydrothermal system; these symbols, their definitions, and their dimensions are listed in Table 2 . Light reflected off the top and bottom surfaces of the fracture interferes and produces interference fringes that were used to measure the fracture aperture (Figures 1 and 3) . Half-aperture w associated with an interference minimum of order o is
where l is the wavelength of light and n is the refractive index of the fluid within the fracture [e.g., Rossi, 1965] . A similar equation specifies the aperture for interference maxima. The order number was determined by twice measuring the aperture of the same point on the fracture surface using two adjacent fringes, m and m + 1, yielding m = l 1 /(l 1 À l 2 ) by simultaneous solution of equation (1) [Hickman and Evans, 1987] . The refractive index, required for the solution of equation (1) 
where V m and R m are the molar volume and molar refractivity, respectively, of water [Atkins, 1982] . The temperature and pressure dependence of equation (2) is contained in V m . Throughout we assume that R m and n are frequency-independent (no dispersion), and we determine R m = 3.68 cm 3 /mol from equation (2) using n = 1.333 at room temperature and pressure. The molar volume of water was calculated using the relationship of Fournier and Potter [1982] and the tabulated data of Burnham et al. [1969] . Using equations (1) and (2) and the measured temperature, pressure, and interference patterns, w can be determined as a function of position and time throughout the experiment.
Observations
[8] The initial normalized half aperture as a function of normalized distance from the fracture tip is similar for all fractures used in the study (Figure 4 ). Fracture length varies by a factor of $2, and the measured maximum aperture varies by approximately an order of magnitude in the six fractures shown. The half-aperture distribution as a function of distance from the tip is empirically well described by a hyperbola:
where y = w/w b is the half-aperture w normalized by the half aperture at the borehole w b , x = l/l tb is the distance from the tip l normalized by the tip to borehole length l tb , and a and b are constants. The half-aperture distribution is similar to that predicted by plane strain boundary element linear elastic calculations (see below).
[9] Upon heating and pressurization to run conditions, uniform fracture closure occurs (Figure 5a ). This closure is distinctly a different process than ''crack healing,'' which results from precipitation and infilling of cracks driven by gradients in surface curvature [Brantley et al., 1990] . In our experiments, profiles prior to heating (Dt = 0) and up to $200°C are nearly identical; slight differences may be in part due to measurement error. As the experiment proceeds to temperatures near 300°C and pressures above 100 MPa, the fracture closes rapidly. As the fracture closes, resolution of the near-tip profile is lost for the thinnest fractures ( Figure 5a ). For wider cracks the profile is well resolved and data indicate that the fracture profile remains hyperbolic (Figure 5b ). After the sample has reached the final temperature and pressure conditions the closure stops; profiles at large Dt are indistinguishable from one another. The fracture does remain open with measurable aperture after closure occurs.
[10] Closure in these experiments occurs as the force that holds the fracture open is removed; thus understanding and extrapolating closure data is predicated on knowledge of what holds the fracture open initially. The measured fracture profiles differ significantly from conventional elliptical crack shapes (dotted curve, Figure 4a ), which result from uniform normal stress on the fracture face provided by elevated fluid pressure within the fracture or from static differential stress. To infer the forces that hold open the fractures in this study, plane-strain cracks with geometry similar to the experimental samples were calculated numerically with the linear elastic boundary element implementation of Crouch and Starfield [1990] . The geometry used is a single-ended crack emanating from a cylindrical borehole within a finite sample, propped open by a line load within the fracture on the opposite side of the borehole from the tip (Figure 4b ). In the experiments, analogous propping is liable to be more irregular, resulting from debris generated during fracture or from roughness on the fracture surface. A calculated profile is shown in Figure 4a Beeler and Hickman [1996] . (b) Geometry of boundary element calculation intended to represent the experimental geometry. The boundary conditions are point A, normal displacement specified and zero shear stress; and point B, zero shear and normal displacement. All other points on the surface are shear and normal stressfree. Results of calculation are shown as the dashed curve in Figure 4a . In the calculation the tip to borehole distance is 3.3 mm, the borehole diameter is 1.4 mm, and the borehole to prism end distance is 3.3 mm. The prop is located halfway between the borehole and the prism end at point A.
[11] Recovered samples show features of the partially closed fracture related to propping: regions of asperity contact and visible healed subsidiary microfractures ( Figure  6 ). Closure stops in the experiments at a time when stored elastic stress is effectively zero, yet the aperture is nonzero; therefore permanent inelastic deformation occurs either during the fracture process or during the experiment. A likely cause for this inelastic deformation is subsidiary microcracks, which are seen in the recovered samples ( Figure 6 ). At high temperature, thin microcracks in quartz undergo rapid crack healing [Smith and Evans, 1984; Brantley, 1992] such that the main fracture in our experiments could be held open by healed-in shear offsets on the subsidiary microcracks. The partially closed main fracture is further mechanically sup- 12) shown at eight different times. The time, temperature, and pressure for each profile are shown to the right. Half aperture is normalized for all data using the value of half aperture at the borehole measured at Dt = 0. The lines are least squares fits to the data using equation (3). Fits to data at Dt > 0 have a fixed to the value from the fit Dt = 0. The resolution of the crack profile is lost at long times because of the reduction in the number of interference fringes. (b) Data for a wider crack normalized to emphasize final fracture shape. As shown here (qch 13), the stable profile after 47 hours is approximately hyperbolic. Half aperture for Dt = 47 hours is normalized using the value of half aperture at the borehole at Dt = 47 hours.
ported by regions of contact between opposing sides of the fracture ( Figure 6 ); these can form at the intersection of the subsidiary microcracks and the main fracture if there is sufficient shear offset on the subsidiary fracture.
[12] To insure that the observed time-dependent closure does not result from solid-state creep activated at high temperature, a control experiment was conducted. The sample was raised to 530°C in air and annealed for Figure 6 . (top) Optical photomicrograph of a portion of the recovered fracture surface, looking down on the fracture through the polished (10 1 1) face. Two subsidiary fractures are shown whose intersections with the main fracture are dark linear features (F ). The subsidiary fractures, which intersect the main fracture at a low angle, contain fluid inclusions (I ). The majority of subsidiary fracture surface has healed. The labeled inclusions are large, and many smaller ones are also visible. Also shown are asperity contacts (C ) between the sides of the main fracture. These obliterate the dark trace of the subsidiary fractures and thus occur along the intersection of the subsidiary and main fractures. Shear offsets on the subsidiary fracture provide a raised surface on the main fracture, which makes contact as the fracture closes. Another interesting observation is that large conjoined asperity contacts are seen surrounding the fluid inclusions on the subsidiary fracture; the coalescence of these asperity contacts is a prime contributor to healing these subsidiary fractures. A schematic cross section from a to b that shows the relative positions of contacts, inclusions, and subsidiary fractures is below the photomicrograph. 24 hours. No closure occurred. This result and the variation of fracture volume with the equilibrium concentration of silica in solution during the wet experiments (Figure 7a ) suggest that closure results from dissolution of the prop; rapid closure coincides with rapid changes in silica concentration. Crack volume percent was calculated assuming the fracture profile remains hyperbolic at all times. Data were fit using equation (3) and the fracture volume, which is proportional to fracture cross-sectional area A. A was determined from the integral of equation (3) evaluated from 0 to 1:
Equilibrium concentrations were calculated from the relationship of Fournier and Potter [1982] , using measured values of pressure and temperature, and the tabulated data of Burnham et al. [1969] . However, quantifying the relationship between closure and silica concentration is complicated by nonequilibrium conditions. The actual concentration will lag behind the equilibrium concentration in time as an exponential function whose characteristic time is M/A t k + , where k + is the dissolution rate constant for the reaction (mol/m 2 s), M is the amount of fluid (mol), and A t is the fluid-solid interfacial area [Rimstidt and Barnes, 1980; Dove and Crerar, 1990] . The rate constant for silica dissolution has not been measured experimentally for temperatures greater than 300°C, so we have extrapolated the lower-temperature data. For the temperature and 
Chemical Driving Force for Closure
[13] The net driving force for dissolution of the prop, written in terms of the chemical potential, is
The first term represents the driving force for bringing an undersaturated solution to saturation [e.g., Stumm and Morgan, 1981] , R is the gas constant, T is temperature (K), q is the solubility product, and K is the equilibrium constant. For solutions at low solute concentration, as is probably appropriate for silica in the shallow crust, the ratio q/K is equivalent to the degree of saturation of the solution. The second term, the Gibbs-Thompson equation, represents the additional driving force for dissolution of small particles, sometimes called the coarsing potential (Ostwald ripening [Ostwald, 1895] ), where k 0 is the average curvature of all the solid-liquid surfaces in the system, k c is the mean curvature of the propping particle, G sl is the solid-liquid surface energy, and V m is the molar volume of the solid [e.g., Blakely, 1973] . The third term is the driving force for pressure solution of the prop, where s n c is the effective normal stress at the contact between the prop and the fracture face (i.e., normal stress minus fluid pressure) [Robin, 1978] .
[14] Whether the rate of closure of similar fractures in the Earth's crust resembles that in our experiments depends critically on which of the terms in equation (4) is dominant. If the first term is dominant, then significant fracture closure in the Earth would only be expected in instances where the solution is significantly undersaturated with respect to the propping material, for example, following an earthquake where frictional heating had occurred and the fluid had not yet equilibrated with the surroundings. If the second term is the principal driving force, then significant closure would only be expected in cases where the propping particle was below a critical size; in this case the maximum fracture opening would be small. However, if the driving force is pressure solution via high normal stress at the contact of the prop, then significant time-dependent closure would be expected in any case where s n c > 0. Note that in the Earth, s n c will have contributions from the macroscopic fracture normal stress and from stored elastic energy surrounding the fracture. In our experiments the latter contribution provides a significant stress on the prop even though it is under macroscopically hydrostatic stress.
[15] The expected sizes of the first two terms in equation (4) can be calculated from the fracture dimensions and known constants. For instance, if there is no dissolution of quartz as temperature and pressure are raised to 530°C and 150 MPa, respectively, the term RT ln q/K has the value of 42 kJ/mol. This maximum is an overestimate of the degree of saturation because at temperatures between 200 and 530°C, occasional leaks of hydrothermal fluid occur around the vessel window and these leaks generate silica deposits on the outside of the vessel. Thus we know there is significant silica in solution at temperatures as low as 200°C. However, for the purposes of discussion, 42 kJ/mol is an upper bound. For the second term, assuming a spherical propping particle with radius equal to the maximum half aperture and k 0 = 0 (flat surface), maximum half apertures of order 1.0 -0.1 mm yield a contribution on the order of 20 -300 J/mol, calculated using dry surface energy data from Brace and Walsh [1962] at room temperature. Solid liquid interfacial energy is expected to be smaller and may decrease as a function of temperature [e.g., Hay and Evans, 1988] ; thus this range is an upper bound on the contribution from the second term in equation (4). Therefore Ostwald ripening likely does not play an important role in closure. The expected size of the third term can be deduced from estimated contact stresses from our boundary element elastic calculations. These calculations indicate that contact stresses are on the order of the indentation yield strength of quartz (e.g., $10.0 GPa [Dieterich and Kilgore, 1996 , and references therein]). If we assume stresses of this size, the stress-induced driving force is in the range of $230 kJ/ mol. Thus fracture closure appears to result primarily from pressure solution but with possible secondary contributions from prop dissolution or coarsening. These results indicate that time-dependent closure will occur for all fractures where the prop is soluble, not just those in undersaturated solutions or with small props.
[16] To confirm that stress-induced closure is dominant, we conducted an additional suite of experiments where the first term in equation (4) was systematically varied by adding varying amounts of crushed fine-grained quartz sand (Table 1 ). The fine-grained quartz increases the available surface area for dissolution, and because the dissolution reaction rate is proportional to the amount of available reactive surface area [Rimstidt and Barnes, 1980] , equilibrium is reached more rapidly. Speeding up the reaction rate reduces the size of the first term in equation (4) at all times by making q/K more nearly 1. Available surface area was calculated using the measured mass, the known grain size distribution (particle size analysis provided by U.S. Silica Company, Ottawa, Illinois), an empirical relationship for specific surface area S w = C 1 /r s d (r is density and d is grain diameter), and the data from crushed St. Peter sand of Leamnson et al. [1969] . The constant C 1 is 21.5 for Leamnson et al.'s data.
[17] The additional powdered quartz also somewhat decreases the size of the second term in equation (4) by increasing the mean surface curvature k 0 of the system. Experiments were conducted where the amount of available surface area was increased by factors of approximately 90, 968, and 9502 over the available surface area in the first set of experiments. The mean surface curvatures were consequently increased from near zero (flat surface) to the mean curvature of the quartz powder ($15/mm). This reduction in curvature will reduce the second term in equation (4) by about 10% if the prop radius is 1.0 mm but will not significantly alter the size of the second term in equation (4) if the propping particle radius is as small as 0.1 mm.
[18] A measurable systematic effect of the additional silica is to reduce the amount of sample weight loss during the experiment (Figure 8 ). Within the measurement precision (±0.0004 g), no weight loss occurred in the experiment at the largest available surface area (qch 15, Table 1 ), indicating that the sample was at or near local equilibrium throughout the experiment, i.e., q/K % 1 in equation (4). In this experiment the first term in equation (4) is negligible. Still, fracture closure is observed in this and all other experiments with additional fine-grained quartz (Figure 8) . The data suggest a decrease in the amount of closure as the amount of available surface area is increased, consistent with a reduction in the contribution of the first term in equation (4). However, there is scatter in the data, and the trend may in part indicate sample to sample variability (for example, variability in the crack stiffness). In either case, significant fracture closure occurs even at near-equilibrium conditions, suggesting that at the very least, a large part of the time-dependent closure results from pressure solutionlike removal of the prop.
Rate of Closure
[19] According to our observations, rapid fracture closure can occur if s n c > 0 and solubility is high. Fluid within the fractures will be expelled during closure if the fracture is open to the surroundings; alternatively, if the fracture porosity is isolated, fluid pressure will increase. A number of recent theoretical studies in which earthquake rupture initiates because of compaction-induced pore pressure increase [Sleep and Blanpied, 1994; Lockner and Byerlee, 1995] emphasize the potential importance of coupled changes in pore fluid pressure, pore volume, and fault strength during the earthquake cycle. Because earthquake rupture generates fracture porosity, the rate at which fractures and pore space close following rupture is also a fundamental control on the rate of intrinsic fault strength recovery between earthquakes. Similarly, temporal variation of fault zone permeability, seismic velocities, and other physical properties that depend on fracture volume and geometry are expected. For these reasons we develop some simple, testable rate equations for porosity reduction via fracture closure.
[20] If we assume that transport of silica within solution in the experiments is rapid with respect to the rate of dissolution, the rate of removal of material from the propfracture wall contact is controlled by the dissolution reaction rate
where material m (mol/m 2 ) added to the solution is taken as positive, k + has dimensions mol/m 2 s, C is the concentration of silica (mole fraction, dimensionless) at the contact, and C 0 is the equilibrium concentration of silica in the bulk solution adjacent to the contact [Dove and Crerar, 1990] . Using a spherical prop (see Appendix A) and assuming that the chemical potential is given by the last term in equation (4), we find that the reduction in crack half aperture, the closure L, varies with time as
where r is the initial radius of the prop, w 0 and w are the starting half aperture and half aperture at the prop, respectively, and s is the crack stiffness (N/m). Note that we have assumed that only the prop dissolves; this is an arbitrary assumption to simplify the geometry. In equation (6) the driving force for crack closure is stored elastic energy whose magnitude is related to the elastic crack stiffness s and the fracture at half aperture the prop (r À L).
Assuming constant temperature and a starting value L = 0, the solution to equation (6) is
With equation (7), L increases rapidly at small elapsed time, but rapid closure is predicted to start sooner than observed ( Figure A2 ). Although high stress at the prop for short elapsed time may greatly enhance prop solubility, dissolution rate depends also on the reaction rate constant, which is known to increase rapidly with increasing temperature [Rimstidt and Barnes, 1981] . That k + is not constant in the experiments qualitatively explains the difference between equation (7) and the observations. In the experiments, closure occurs as the pressure and temperature are increasing, so C 0 , k + , and C in equation (5) increase in concert. However, because values of k + and C appropriate for our experiments are not well known, we are not able to solve equation (6) for L accounting for time-dependent changes in concentration and the rate constant.
[21] If the removal of material at the prop is limited by the rate of diffusion, then from Fick's first law,
where m has the same dimensions as in equation (5), D is the diffusion coefficient (m 2 /s), and rm is the chemical potential gradient (J/mol m) [e.g., Hickman and Evans, 1992] . Evaluating equation (8), assuming a spherical prop (see Appendix A) and that the chemical potential is given by the last term in equation (4), leads to the closure rate
Figure 8. Sample weight loss over the duration of the experiment and crack volume remaining at the end of the experiment, as a percent, as a function of estimated quartz surface area for experiments with varying amounts of added fine-grained quartz powder.
(see Appendix A). The solution of equation (9) at constant temperature, assuming that the starting value of L = 0, is
The temporal variation of closure predicted by equation (10) is very similar to that of equation (7), and the predicted rapid closure occurs sooner than observed ( Figure A2 ).
[22] Since temperatures and pressures were increasing during our experiments, we also incorporated the known temperature and pressure dependencies of D and C 0 into equation (8) to see if the resulting solution provides a better fit to the observations. We have solved equation (9) numerically using temperatures and pressures measured during a single experiment, C 0 calculated as a function of T and P from the expression of Fournier and Potter [1982] and the data of Burnham et al. [1969] , and D calculated as a function of T from the Arrhenius equation, D o = exp À Q/RT, where Q = 25 kJ/mol and D o = 9.37 Â 10 À7 m 2 /s (consistent with the value of D from Ildefonse and Gabis [1976] at 550°C). Because s is constant but not well known, we have treated it as a free parameter. This equation fits the data well (Figure 9 ). This simple but quantitative pressure solution model for fracture closure under nonequilibrium conditions is consistent with all aspects of the data.
Discussion
[23] Additional evidence of rapid porosity decrease due to fracture closure is reported by Moore et al. [1994] . In that study, permeability of intact Westerly granite decreases exponentially with time at 300 -500°C. These samples are surface derived, and small shear offsets and props left from differential weathering make fractures difficult to close [Morrow and Lockner, 1994] , similar to the propped fractures in our study. Moore et al.'s study was conducted at constant confining pressure of 150 MPa and pore fluid pressure of 100 MPa; thus the effective stress s e = 50 MPa and s n c > 0. Our interpretation of crack closure is identical to Moore et al.'s: At elevated temperatures the mismatched points of asperity contacts and props become more readily soluble, leading to rapid closure and associated permeability loss over the first 1 -2 days at 300 -500°C [Moore et al., 1994] . This transient regime of porosity and permeability reduction is distinct from long-term changes that are approximately logarithmic in time and are attributed to crack healing [Moore et al., 1994] . In some experiments the permeability reduction resulting from the transient closure regime exceeds the longterm changes over the duration of the experiments (20 -50 days), particularly at lower temperatures.
Implications of Fracture Closure for Interseismic Fault Properties
[24] Qualitative arguments for large and rapid fault strengthening following earthquakes [e.g., Nadeau and Johnson, 1998; Sammis et al., 1999] are based on hydrothermal crack healing experiments conducted on single crystals of quartz [Shelton and Orville, 1980; Smith and Evans, 1984; Brantley et al., 1990; Brantley, 1992] . These experiments, which are carried out under temperature, water pressure, and loading conditions similar to those used in our study, show rapid healing of grain-scale microcracks at temperatures of 400°C and greater. However, fracture apertures during these crack-healing experiments were only indirectly inferred [e.g., Brantley et al., 1990] , while healing rates of intercrystalline and intracrystalline cracks are known to be very strongly dependent on aperture Evans, 1986, 1992] . Although measurements of fracture aperture are critical to extrapolating laboratory crack healing rates to natural fault zones, our results show that fracture closure is likely to occur during the initial stages of these experiments; thus fracture aperture should be measured in situ, after fracture closure has occurred but before healing. An additional consideration in extrapolating laboratory crack-healing data acquired under hydrostatic loading conditions is that naturally produced dilatant cracks may be under significant applied effective normal stress; thus crack healing rates in the Earth may be much faster than observed in experiments if crack closure driven by macroscopic stresses reduces crack aperture prior to or during healing.
[25] Fractures of the type described in this study may be common in seismic crustal faults. Certainly, healed cracks are pervasive in exhumed seismogenic fault zones [Chester et al., 1993; Bruhn et al., 1994] , and many of these healed fractures contain fluid inclusions formed at hydrostatic pore fluid pressure [Parry and Bruhn, 1990] , in other words, at conditions where the macroscopic fracture normal stress s n is likely to exceed P f , requiring s n c > 0. Pervasive closure of such fractures would occur if the stress field during fracture formation is different than the subsequent static stress field. Possible mechanisms active during the seismic cycle that generate fractures of this type include hydrofracture, dynamic stress change, thermal stresses from frictional heating, and high local static differential stress prior to stress drop [e.g., Chester and Chester, 2000] . Observational evidence of rapid fault normal compaction following the Figure 9 . Comparison of fracture closure data to nonequilibrium simulation using the diffusion rate limited model equation (8) and temperature-dependent D and C 0 .
Landers earthquake [Massonnet et al., 1996] and timedependent increases in seismic velocity following Landers [Li et al., 1998a [Li et al., , 1998b are qualitatively consistent with our interpretation of the fracture closure observed in our experiments. Changes in seismic velocity due to fracture closure would be accompanied by large changes in fault zone permeability k due to the strong dependence of permeability on fracture porosity f, e.g., k / f 3 [Walsh and Brace, 1984] . Thus, on the basis of our observations of rapid fracture closure we expect large and rapid changes in postseismic fault zone permeability. Such changes may be responsible for sealing fault zones with respect to the surrounding country rock, allowing elevated fluid pressure to build up in the fault core [Rice, 1992] .
[26] Another reason that fracture porosity, as opposed to pores with more spherical shape, may be of interest in studies of large earthquakes at elevated fluid pressure is the relation between porosity reduction and the fault zone stress. Closure of equidimensional pores requires deformation of the surroundings (for example, via dislocation creep or pressure solution, which are driven by differential stress). Within a fault zone with nonzero strength subjected to increasing differential stress, ductile deformation that closes these pores leads to both shear and normal strains [e.g., Sleep and Blanpied, 1992] . Any shear strain that occurs in this situation is aseismic and relaxes the driving stress, reducing the seismic potential. As a result, model faults whose porosity is dominated by pores rather than fractures deform predominantly by aseismic creep [Sleep and Blanpied, 1992] . In contrast, closure of in-plane or subparallel fractures within a fault zone occurs with little or no aseismic shear strain and can raise fluid pressure at little cost to the driving stress for subsequent seismic failure.
Limitations of the Experimental Observations
[27] While closure is observed for all of the fractures subject to temperatures and pressures above 300°C and 100 MPa, respectively, the quantitative data on the rate of closure is limited. The fractures used had different lengths and starting apertures (Table 1) ; thus the driving stress is different in all cases and the closure rate would not be expected to be reproduced very exactly from experiment to experiment. Furthermore, the temperature and pressure time histories are different from one experiment to the next. Thus, in practice, the data cannot be used to show the degree of reproducibility or to constrain a causal relationship between stored elastic energy and the rate of closure. An additional complication is that the cracks with the smallest starting aperture closed so much that eventually we could no longer resolve a single interference fringe in the field of view during the experiment. For these fractures we have time-dependent closure data taken in situ for only part of the closure process. We had to determine the final aperture from the recovered samples. If, in a subsequent study, a standard temperature and pressure path were used with fractures of standard length, more quantitative closure rate data could be obtained, possibly extending observations to temperatures of 200°C and below.
Conclusions
[28] Rapid fracture closure occurs in quartz single crystals at hydrothermal conditions, providing up to 80% loss of fracture volume. Closure is inferred to result from the dissolution of debris that props the fracture open. The experimental results are consistent with pressure solution dissolution of the prop driven by high stress at the contact between the prop and the fracture face. The driving force for closure in experiments is stored elastic energy in the sample. Fracture closure through solution mass transfer may be an important mechanism for short-term porosity reduction and mechanical strengthening for materials containing fractures where normal stress exceeds pore fluid pressure, such as might be generated during earthquake rupture. The ratecontrolling mechanism of closure is not constrained by the experiments; however, models of reaction and diffusion rate limited closure are consistent with the observations. Rates of fracture closure have not been extrapolated to pressures and temperatures corresponding to earthquake nucleation depths, primarily because of the uncertainties associated with natural fracture volume geometry and stress state. An important consideration in extrapolating the data is that the macroscopic differential stress is expected to be much greater in the Earth, thus increasing the closure rate. Furthermore, unlike the fractures in the current study, the driving stress for fracture closure in natural fault zones will not be significantly reduced during the early stages of closure, allowing this process to proceed toward completion at a greater rate. On the other hand, temperatures may be 200-300°C cooler at earthquake nucleation depths than the maximum temperature in our experiments, reducing the naturally observed closure rate.
If the dissolution rate is considered uniform over the entire contact, then the closure rate is
where L is closure (m). Equation (A4) is the standard form for interface rate limited pressure solution [e.g., Raj, 1982; Raj and Chung, 1981] . The stress at a contact between a propping particle and the fracture wall will decrease with closure as the contact area increases with L (if the prop is not rectangular) and as the stored elastic energy is relaxed.
Ignoring elastic shape change of the particle, for a spherical particle ( Figure A1 ), the average contact normal stress is
where f is the applied normal force (N), s is the crack stiffness (N/m), and r is the radius of the propping particle (m).
[30] In our experiments the pore fluid and the fracture are subject to macroscopic hydrostatic conditions, which means that f = 0 in equation (A5). Using these substitutions and the condition that T is constant with time requires k + and C 0 to be constant. Combining equations (A4) and (A5) yields
whose solution, if the starting value of L = 0, is
The form of equation (A7) is shown in Figure A2 . It is exponential-like but predicts a more rapid closure at small ellapsed times than actually observed ( Figure A2 ). Closure equations (A7) and (A12) close completely at long time, whereas the actual observation is that there is residual crack aperture due to inelastic processes. To Figure A1 . Spherical prop geometry used in the model of fracture closure. Aperture and propping particle size are exaggerated for illustrative purposes. Figure A2 . Nonequilibrium data (qch 12), contrasted with the functional form of fracture closure relationships, equations (A7) and (A12) calculated at equilibrium conditions (constant temperature, pressure, and concentration) using the spherical prop model ( Figure A1 ) and kinetic considerations.
reconcile model equations with the observations, r can be considered to be an effective starting half aperture, different from the actual opening by a constant equal to the residual aperture at very long times.
A2. Diffusion Rate Limited Case
[31] If the removal of material at the prop is rate limited by the rate of diffusion, then from Fick's first law
where m has the same dimensions as in equation (A1), D is the diffusion coefficient (mol/m 2 s), and rm is the chemical potential gradient [e.g., Hickman and Evans, 1992] . Assuming, as was done for the interface limited case, that the chemical potential is given by the last term in equation (4), then an approximate expression for this gradient is given by dividing this term by a characteristic diffusion distance L,
If the rate of removal is uniform over the entire contact, then the fracture closure rate is
which is the standard form for the diffusion rate limited pressure solution [Rutter, 1976] . For the geometry of Figure 
The solution of equation (A11) if the starting value of L = 0 at constant T, D, and C 0 is
which is shown in Figure A2 . The form is nearly exponential in time but more rapid than actually observed. The form is quite similar to that of the interface rate limited case in equation (A7).
