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Computationally Efficient MR-FDPF and
MR-FDTLM Methods for Multifrequency
Simulations
Dmitry Umansky, Jean-Marie Gorce, Meiling Luo, Guillaume de la Roche, and Guillaume Villemaud
Abstract—We propose a modification of the multi-resolution
frequency domain ParFlow (MR-FDPF) method that allows
simulating radio propagation channels in a frequency range. The
performance of the proposed MR-FDPF implementation has been
analyzed based on different realistic propagation scenarios.
We also analyze the possibility of applying the multi-resolution
frequency domain approach to the well-known transmission-line
matrix method. The proposed multi-resolution frequency domain
transmission-line matrix method provides a computationally
efficient way of modeling radio wave propagation in three-
dimensional space at multiple frequencies.
Index Terms—ParFlow, TLM, wave propagation, indoor ra-
dio propagation, channel simulation, multiresolution, frequency
domain, OFDM.
I. INTRODUCTION
THE new generation of wireless communication systems,such as the IEEE 802.16 WiMAX and the 3GPP Long-
Term Evolution (LTE), has recently reached the stage of actual
deployment. Broadband wireless access (BWA) technologies
constitute an indispensable part of these systems. The orthog-
onal frequency division multiplexing (OFDM) [1] is one of
the key BWA techniques implemented in modern high data
rate wireless communication systems.
Evaluation and optimization of OFDM systems performance
calls for reliable models that adequately describe radio propa-
gation channels over the whole system frequency bandwidth.
The deterministic channel models based on the numerical
simulation of Maxwell’s equations [2], as well as the models
based on the ray-optical methods [3], are known for their
relatively high accuracy [4]. One of the main drawbacks
of these modeling approaches is the large computational
load. During the last decade, a great deal of research has
been focused on finding an optimal trade-off between the
computational complexity and the achievable accuracy of the
deterministic channel modeling approaches. In [5], the multi-
resolution frequency domain ParFlow (MR-FDPF) method
has been proposed. The method has proved to be efficient
for modeling indoor and indoor-like environments. However,
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similar to the majority of the frequency domain methods [6]–
[8], the MR-FDPF algorithm has to be repeated for every
frequency in the range of interest. Consequently, the com-
putational load associated with the method quickly becomes
excessively large as the number of frequencies increases. This
is particularly the case for OFDM wireless communication
systems, where data are transmitted in parallel over several
sub-carriers. For example, LTE systems can operate with the
bandwidths ranging from 1.4 MHz and up to 20 MHz with
15 kHz subcarrier spacing [4].
The aim of this paper is twofold. Firstly, we develop a
modification of the MR-FDPF method that allows compu-
tationally efficient simulations of the electromagnetic wave
propagation in a range of frequencies. Then, utilizing the
inherent similarities between the ParFlow method [9] and the
well-known transmission line matrix (TLM) method [10], we
show that the multi-resolution frequency domain (MR-FD)
approach can be applied to the TLM method in order to effi-
ciently model propagation media in a frequency range. In this
regard, we can refer to the work presented in [11], where the
authors proposed the transient frequency domain transmission-
line matrix (TFDTLM) approach to model propagation media
in a frequency range by running only one simulation. The
TFDTLM achieves the computational savings by employing
digital filters to model the electromagnetic wave propagation
in the frequency dispersive media.
The rest of the paper is organized as follows. Section II,
gives a general overview of the MR-FDPF method. In Sec-
tion III, we describe the proposed modification of the MR-
FDPF method for channel modeling in OFDM systems. The
MR-FDTLM method is described in Section IV. The results
of the performance analysis for the proposed implementation
of the MR-FDPF method are presented in Section V. The
concluding remarks are given in Section VI.
II. MR-FDPF METHOD
In this section, a general overview of the MR-FDPF method
is provided in order to facilitate the presentation of the material
in Section III. For additional details, an interested reader is
addressed to [5], [12], [13].
A. ParFlow Formulation
The ParFlow (or, more exactly, the time domain ParFlow)
method is based on the cellular automata formalism [9],
[14]–[16]. In this method, the scalar electric field strength is
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Fig. 1. Incident and reflected flows.
obtained by summing the fictitious flows traveling along a
regular grid of connection lines and experiencing scattering at
the nodes of the grid (see Fig. 1).
At every node r of the grid, the discrete time evolution of
the flows is described by the local scattering equation
−→
F (r, t) = W(r)
←−
F (r, t−△t) +−→S (r, t) (1)
where the incident (inward) flows vector
←−
F (r, t), the reflected
(outward) flows vector
−→
F (r, t), and the source flows vector−→
S (r, t) are defined, respectively, as follows
←−








f N (r, t)f̆0(r, t)
]T
−→








f N (r, t)f̆0(r, t)
]T
−→
S (r, t) = [−→s E(r, t)−→s W (r, t)−→s S(r, t)−→s N (r, t) 0]T . (2)
The operator {·}T signifies matrix transposition. The inner
flow f̆0(r, t) in (2) models dielectric media with the relative
permittivities εr 6= 1. The reflected flows at the grid node
r correspond to the incident flows at its immediate neighbor
nodes, that is
←−
f d(r +△r, t) =
−→
f d(r, t−△t), d ∈ E,W,S,N (3)
where △r is the spatial grid step, which is assumed to be the




2△t, △r ≪ λ (4)
where c0 denotes the speed of an electromagnetic wave in a
propagation medium and λ is the smallest wavelength in the
spectrum of the source signal.




1 αr 1 1 1
αr 1 1 1 1
1 1 1 αr 1
1 1 αr 1 1




where αr = 1 − 2n2r; βr = 2n2r − 4. The parameters nr
and Yr = 4n
2
r − 4 denote the refraction index and the
local admittance, respectively. In order to satisfy the boundary
conditions, the scattering matrix W(r) must be modified as
described, e.g., in [9].













B. Multi-Resolution Frequency Domain (MR-FD) Approach
Taking the Fourier transform of both sides of the local
scattering equation (1) leads to
−→
F (r, ν) = W(r)e−j2πν△t
←−
F (r, ν) +
−→
S (r, ν) (7)
where ν denotes the frequency.
By aggregating the incident flow vectors
←−
F (r, ν) for all
nodes into a single incident flow vector
←−
F (ν) and similarly
gathering the reflected flow vectors
−→
F (r, ν) and the source
flow vectors
−→
S (r, ν) into the global flow vectors
−→
F (ν) and−→
S (ν), respectively, we come to the global scattering equation
−→





where W is the global scattering matrix obtained by properly
combining the local scattering matrices W(r) defined in (5).
Taking into account the relationship between the incident
and the reflected flows of the adjacent nodes expressed by










where the matrix W̃ signifies a permutated global scattering
matrix W.







where I denotes the identity matrix.
The multi-resolution approach [5] provides a computation-
ally efficient way of solving the equation (9). The approach
is based on combining all the grid nodes into a single large
head node that encompasses the considered propagation envi-
ronment. After imposing prespecified boundary conditions, the
head node is decomposed back into the original grid nodes.
The process of applying the multi-resolution approach is
divided into three steps: preprocessing step, upward step, and
downward step. Further details related to the implementation
of the MR-FD approach can be found in [5], [12]. Here, it
is sufficient to mention that the highest computational load
is associated with the preprocessing step. For a propagation
environment of dimensions M ×M nodes the computational
loads for the preprocessing step, the upward step, and the
downward step are estimated as [12]:
• preprocessing step: O{52 ·M3};
• upward step2: O{3 ·M2};
• downward step: O{10 · log2(M) ·M2}.
III. OPTIMIZATION OF MR-FDPF METHOD FOR
MULTIFREQUENCY SIMULATIONS





F (ν)) of the global
scattering equation (9) only at one frequency ν. That means
that the MR-FDPF method has to be applied repeatedly at




2The computational cost is given per signal source.
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every frequency point in the range of interest B, e.g., for
every sub-channel carrier frequency in OFDM communication
systems.
In this section, a computationally efficient implementation
of the MR-FDPF method is presented. The proposed imple-
mentation allows for a significant reduction in the compu-
tational load as compared to a straightforward repetition of
the MR-FDPF method at multiple frequencies at the cost
of acceptable degradation of the accuracy in predicting the
electromagnetic wave propagation.
Without any loss of generality, we consider that only one







S 6= 0), for all ν ∈ B.








where W̃(ν0) = W̃e
−j2πν0△t. Similar expression for the
frequency ν0 +△ν reads as
−→





Note that W̃(ν0 +△ν) = e−j2π△ν△tW̃(ν0). Equation (12)
can be rewritten as
−→
F (ν0 +△ν) =(
I− W̃(ν0) + W̃(ν0)− e−j2π△ν△tW̃(ν0)
)−1−→
S (13)
After inserting (11) into (13) we obtain
−→









where the matrix W̃△ν = (e
−j2π△ν△t − 1)W̃(ν0).
Using the Neumann series expansion (see, e.g., [17]) we
can write
−→










where it is implied that A0 = I for any square matrix A.






























It is worth noticing that (18) (as well as (17)) is similar to
(11). The only difference is that the source vector
−→
S in (11)
is substituted by the vector W̃△ν
−→
F
(n)(△ν) in (18). Thus, the





An important question is the convergence speed of the
approximation (16). A sufficient condition for the convergence
Fig. 2. The upper bound on the approximation order N in (16), plotted as
a function of the environment size M .
of the Neumann series is that the spectral radius of the matrix(
I− W̃(ν0)
)−1
(e−j2π△ν△t − 1)W̃(ν0) is less than 1 [17].
Based on the fact that in practice, the eigenvalues of the
scattering matrix W̃(ν) must be real and smaller than 1, it can
be induced that the smaller the spectral radius of the matrix
W̃(ν) (or, in different words, the larger the attenuation due
to the propagation environment), the faster is the convergence
of the approximation (16).
The advantage of using the approximation (16) lies in the
fact that the scattering matrix W̃(ν) is calculated only for
the frequency ν0. That means that the preprocessing step (see
[5], [12]), which is the most computationally expensive one,
is conducted only once. On the downside, however, equation




1, 2, . . ., each node is a signal source. Thus, the computational




becomes O{log2(M)M2} (up to a constant scaling factor). Of
course, the additional computational loads associated with the
upward step and the downward step are linearly proportional
to the number of terms N in the approximation (16). In this
connection, the number of terms N is limited by the inequality





where Cp(M) represents the computational complexity of the
preprocessing step and Cud(M) is the cumulative cost of the
upward step and the downward step. The operator ⌊x⌋ denotes
the largest integer less than or equal to x.
The graph in Fig. 2 illustrates the upper bound Nmax defined
in (19). The curve in the figure is plotted based on the com-
putational costs for the preprocessing step, the upward step,
and the downward step provided in Subsection II-B. It follows
from the graph that for propagation environments of size
M ≥ 2000 nodes, the computational cost of the preprocessing
step is dominating, hence we can expect computational savings
from using the approximate solution (16). Note, however, that
the results in Fig. 2 can be considered only as rough estimates
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of the upper bound Nmax. (Observe the big O notation in the
evaluations of the computational costs of the preprocessing,
upward, and downward steps.)
In Section V, we assess the performance of the proposed
implementation of the MR-FDPF method in terms of com-
putational load and accuracy based on the simulation results
obtained for two propagation scenarios. But before that, in
Section IV, we consider application of the MR-FD approach
to the well-known TLM method.
IV. MR-FD APPROACH FOR TLM METHOD
Perhaps the most attractive feature of the ParFlow approach
is that the local scattering matrices W(r) defined in (1) are
completely determined by the parameters of corresponding
propagation media and are independent of the simulation time
step and the spatial mesh size. Unfortunately, the ParFlow ap-
proach cannot be readily extended to simulate electromagnetic
wave propagation in 3D space.
On the other hand, similar to the ParFlow formulation,
the representation of a propagation medium by means of
the scattering matrix defined for each node of the mesh can
be found in the TLM method (see, e.g., [10]). In contrast
to the ParFlow approach, the 3D TLM method is readily
available. Thus, it is of interest to investigate if the MR-FD
method implementation presented in the previous section can
be applied to the TLM method, particularly in 3D space.
A. TLM Method Formulation
In the TLM method, the wave propagation environment is
modeled as an aggregation of transmission lines interconnected
at nodes. In 3D space (the most general case), considered be-
low, the nodes are constructed by interconnecting 12 transmis-
sion lines and up to 6 stubs [18]. The stubs are introduced into
the nodes to allow modeling of inhomogeneous propagation
media on a graded mesh. In the following, we consider the
nodes constructed only by interconnecting the transmission
lines, which are called symmetrical supper-condensed nodes
(SSCNs) [18]. Our choice of the SSCN is mainly dictated by
the absence of stubs, which means that the size of the local
scattering matrix is 12×12, while the stub-loaded symmetrical
condensed nodes (SCNs) generate local scattering matrices of
dimensions up to3 18× 18 (15× 15 for hybrid SCNs) [18]. A
detailed description of the TLM method and the SSCNs can
be found in [2], [18]–[21] and the multiple references therein.
In the TLM method, the incident and reflected voltage
pulses travel along the transmission lines, which are character-
ized by the line impedances Z and conductivities Y . Similar
to the ParFlow formulation (see Section II), at every node r,
the local scattering equation is defined as (cf. (1))
−→
V(r, t) = U(r)
←−







S (r, t), of dimen-
sions 12× 1, denote, respectively, the incident, reflected, and
3As there are no connections between the stubs of neighboring nodes, the
signals related to the stubs can be treated similar to the inner flows in (2).
That means that in the MR-FDTLM method the size of the local scattering
matrices for all types of SCNs can be reduced to 12 × 12 at no additional
computational cost (for details, see [5]).
excitation voltage pulses. The matrix U(r) is the SSCN local
scattering matrix of dimensions 12× 12 (see [18]).
Due to the fact that the line impedance experiences a
discontinuity at the interfaces between two nodes belonging to
two different media, the partial reflections from the junction
have to be taken into account while calculating the results of
the scattering at the nodes [18].
B. Application of MR-FD Approach to TLM Method (MR-
FDTLM)
It appears that the only impediment that prevents a direct
application of the MR-FD approach to the TLM method is the
reflections/transmissions occurring at the interfaces between
different node regions, i.e., at the boundaries between different
propagation media. As it is shown below, this impediment can
be removed.
For this purpose, it is more convenient to represent the
scattering equation (20) in the state-space form
x(r, t+△t) = R(r)x(r, t) +U(r)←−V(r, t)
−→
V(r, t) = T(r)x(r, t) +
−→







S (r, t) and the scattering
matrix U(r) have been defined above (see (20)). The vector
x(r, t) in (21) represents the state variables. The matrices R(r)
and T(r) are diagonal.




Zj(r +△r) + Zi(r)
(22)
where Zj(r + △r) and Zi(r), i, j = 1 . . . 12, are the
impedances of the transmission lines connecting the neighbor
nodes4 located at r and r+△r. Note that when both nodes at
r and r+△r belong to the same medium, the corresponding
diagonal elements of the matrices R(r) and R(r+△r) equal
zero. Thus, if the node at r is surrounded by the nodes of the
same medium, the reflection matrix R(r) is zero.




Zj(r +△r) + Zi(r)
. (23)
When both nodes positioned at r and r +△r belong to the
same medium, the corresponding diagonal elements of the
matrices T(r) and T(r +△r) are 1. Thus, the transmission
matrix T(r) becomes the identity matrix I, when the node at
r is surrounded by the nodes of the same medium.
By taking the Fourier transform of (21) and after straight-
















S (r, ν) (24)
4For a uniformly spaced grid, which is assumed here, the spatial grid step
△r is the same along all the coordinate axes, i.e., △x = △y = △z = △r
(see also Section II).
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which is analogous to the frequency domain ParFlow formu-
lation in (7).



















where the matrix Σ(ν) is the global scattering matrix obtained
by combining the local scattering matrices Σ(r, ν).
Note that as the equation (25) is per se the Fourier transform
of (20), the stability and the dispersion characteristics of the
MR-FDTLM method remain the same as compared to the
similar characteristics of the underlying TLM method.
C. Computational Complexity of MR-FDTLM Method
As it has been pointed out above, the MR-FD approach
(see Section II) provides a computationally efficient way of






In order to assess the computational complexity of the MR-
FDTLM method, we presume that it is mainly determined by
the computational cost of the matrix manipulations carried out
in the course of a recursive composition of scattering blocks
(see [5]). For completeness of the presentation, the compo-
sition of two scattering blocks is described in the Appendix.
The described procedure is a slightly modified version of the
algorithm considered in [22]. To simplify the assessment of
the computational complexity of the MR-FDTLM method,
we assume that the propagation environment is a cube of
dimensions M ×M ×M SSCN nodes, where M = 2L.
In agreement with the notation used in Section II (see also
[12]), the matrix manipulations in (43) can be identified as
the preprocessing step, while (44) and (41) correspond to the
upward step and the downward step, respectively. The total
computational costs of the preprocessing step, upward step,
and downward step are estimated as
• preprocessing step: O{41472 ·M6};
• upward step: O{2304 ·M4};
• downward step: O{4608 ·M4}.
Observe that the computational load for the preprocessing
step dominates those associated with the upward step and the
downward step in the whole range of possible values of M .
Thus, similar to the approach presented in Section III for the
MR-FDPF method, it is desirable to reduce the number of
performed preprocessing steps in order to lower the compu-
tational complexity of the MR-FDTLM method employed for
simulations at multiple frequencies.
D. MR-FDTLM Method for Multifrequency Simulations
Clearly, the form of the the global scattering equation (25)
for the MR-FDTLM method is similar to the equation (9)
given in Section III for MR-FDPF method. Note, however,
that in contrast to the matrix W̃(ν0 +△ν) in (12), the global
scattering matrix Σ(ν+△ν), in general, cannot be written as
e−j2π△ν△tΣ(ν0) (see expression (24)). Thus, the procedure
described in Section III has to be modified in order to be
applicable to the MR-FDTLM method.
Let us again consider the local scattering matrix Σ(r, ν) in
(24). Suppose that the matrix Σ(r, ν0) corresponding to the
frequency ν0 ∈ B is known for each node. Then, assuming
that △ν is sufficiently small, we can use a first-order Taylor
expansion to approximate the matrix Σ(r, ν) at the frequency





|ν=ν0△ν = Σ(r, ν0) +Σ△ν(r). (26)

















We can now reformulate the global scattering equation (25)
as follows
−→





V(ν +△ν) +−→S (ν +△ν) (29)






S 6= 0, for all ν ∈ B, and
taking into account the relationship between the incident and
reflected voltage pulses of the adjacent nodes, which is similar












where Σ̃(ν0) and Σ̃△ν are the permutated matrices Σ(ν0) and



















is the exact solution of the global scattering equation (30) at
the frequency ν0.



















(1)(△ν) +−→V(2)(△ν) + . . . (34)
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Fig. 3. The upper bound on the approximation order N in (34), plotted as





















The same line of reasoning regarding the convergence speed
as in Section III can now be applied to the approximation (34).
Evidently, the goal to reduce the computational complexity
of the MR-FDTLM method in multifrequency simulations is
achieved when the number of terms in the approximation
(34) does not exceed the bound Nmax previously defined in
(19). The parameter Nmax as a function of the size M of a
propagation environment is illustrated by the graph in Fig. 3.
Although indirectly, relatively large values of Nmax
(Nmax > 10
2 for M ≥ 15 ) in Fig. 3 point to a consid-
erable potential of the method implementation proposed in
this subsection in cutting down the computational load of the
MR-FDTLM in multifrequency simulations. Again, we have to
remark that the graph in Fig. 3 represents only rough estimates
of the upper bound Nmax.
V. EXPERIMENTAL RESULTS
In this section, we present the results of applying the
proposed implementation of the MR-FDPF approach to pre-
dicting radio coverage in two realistic propagation scenarios.
Unfortunately, we are not able to provide any experimental
results for the MR-FDTLM method described in Section IV
as, presently, no TLM based prediction tool is at our disposal.
A. Propagation Scenarios
The first propagation scenario is inside the CITI building,
INSA university campus in Lyon. The building dimensions are
approximately 40 × 60 m. The electric field strength Ψ(r, ν)
inside the CITI building and its immediate surroundings has
been computed with a spatial resolution of 2 cm. In Fig. 4,
the power P (r, ν) of the electric field predicted by the MR-
FDPF method at the frequency ν = 2.345 GHz is depicted.
Fig. 4. CITI. The electric field power P (r, ν) predicted at the frequency
ν = 2.345 GHz.
The position of the omnidirectional transmitting antenna is
indicated in Fig. 4.
The second propagation scenario is an indoor office en-
vironment in Stanford University. The dimensions of the
environment are approximately 16×34 m. The power P (r, ν)
of the electric field predicted by the MR-FDPF method at the
frequency ν = 2.345 GHz is shown in Fig. 5. The position of
the transmitter equipped with omnidirectional antenna is also
depicted in Fig. 5. The electric field strength Ψ(r, ν) has been
calculated with the 2 cm spatial resolution.
In the following analysis, the locations r where the predicted
power P (r, ν) of the electric field is below −100 dBm (black
areas in Figs. 4 and 5) are not taken into account, i.e., the
dynamic range is limited to approximately 100 dB.
B. Convergence of the approximation
In this subsection, we verify the convergence of the approx-
imation (16) as the number of terms N increases.
Figs. 6 and 7 show the mean absolute power approxima-
tion errors |P̂ (r, ν)[dBm] − P (r, ν)|[dBm] obtained for the
two considered propagation environments, respectively. Here,
P̂ (r, ν) denotes the electric field power predicted with the
MR-FDPF method optimized for multifrequency simulations,
as described in Section III, and P (r, ν) is the electric field
power predicted with the traditional implementation of the
MR-FDPF method, i.e., the implementation where the prepro-
cessing step takes place at every frequency ν. As expected,
a larger deviation △ν from the central frequency ν0 causes
the absolute approximation error to expand. Also, as the
number of terms N in (16) increases, the average absolute
approximation error decreases, or, alternatively, we observe
expansion of the frequency band, in which the error is bounded
by a predefined level, e.g., 1 dB. Somewhat unexpectedly,
the mean absolute power approximation errors tend to be
symmetrical with respect to (w.r.t.) the central frequency
ν0 for both propagation scenarios. However, it appears that
this tendency is a result of averaging as it does not apply
to every location r (see Figs. 8 and 9 below).
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Fig. 5. Stanford. The electric field power P (r, ν) predicted at the frequency
ν = 2.345 GHz.
Fig. 6. CITI. Average absolute power approximation error (ν0 = 2.35 GHz).
Let us now turn to the computational efficiency of the
proposed implementation of the MR-FDPF method.
C. Computational Load
The performance of the MR-FDPF implementation opti-
mized for multifrequency simulations is measured against the
performance of the traditional implementation of the method.
Fig. 7. Stanford. Average absolute power approximation error (ν0 =
2.35 GHz).
We compare the time it takes to run the proposed and
the traditional implementations on the same computer. The
computer is a server running under a 64-bit Linux-type oper-
ating system. The maximum amount of RAM reserved for the
application is 12 GB. It should be mentioned that the main
body of the code has been written in Java. However, general
linear matrix operations, e.g., matrix multiplication, have been
implemented in C. The code has been designed as a single
thread application.
The experimental results pertaining to the two propagation
scenarios are shown in Tables I and II, respectively. The per-
formance of the traditional implementation of the MR-FDPF
method has been taken as a reference, which corresponds to
100 %. It follows from Tables I and II that the approximation
(16) with only one term (N = 1) provides roughly 60 % and
50 % reduction in the running time of the MR-FDPF method
for the CITI environment and the Stanford environment,
respectively. When N = 2, the proposed implementation of
the MR-FDPF method requires around 30 % less time for
the CITI environment and around 20 % less time for the
Stanford environment. Further increase of the number of terms
in the approximation (16) is not practical for the considered
propagation scenarios as the time needed to run the new
implementation of the MR-FDPF method exceeds the running
time required by the traditional implementation of the method.
TABLE I
CITI. AVERAGE RELATIVE RUNNING TIME.
N = 1 N = 2 N = 3
Computational time, (%) 43 70 103
TABLE II
STANFORD. AVERAGE RELATIVE RUNNING TIME.
N = 1 N = 2 N = 3
Computational time, (%) 51 82 109
It is also of interest to compare the experimental results
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in Tables I and II with the upper bounds Nmax predicted
in Section III for propagation environments of similar sizes.
According to Fig. 2, Nmax = 11 for the CITI propagation
environment (M = 2483) and Nmax = 6 for the Stanford
propagation environment (M = 1323), which substantially
disagree (see Section III) with the values observed in practice.
Worthy of note is that the values of Nmax plotted in Fig. 2 do
not reflect the overhead time consumed on shuffling the data
between the different memory cashes. The amount of memory
required for keeping the intermediate results is roughly dou-
bled for the the proposed implementation of the MR-FDPF
method as compared to the traditional implementation. Con-
sequently, increased attention should be paid to the program
code optimization in order to reduce the potential overhead.
D. Frequency Domain Characteristics
The 1-dB error relative bandwidths (%B) for the consid-
ered propagation environments are collected in Tables III
and IV, respectively. The data are obtained based on the
graphs in Figs. 6 and 7 presented above.
TABLE III
CITI. 1-DB ERROR RELATIVE BANDWIDTH.
N = 1 N = 2
Relative bandwidth, (%) 0.1 0.25
TABLE IV
STANFORD. 1-DB ERROR RELATIVE BANDWIDTH.
N = 1 N = 2
Relative bandwidth, (%) 0.2 0.3
In Figs. 8 and 9, we show two arbitrary chosen examples of
the channel transfer functions corresponding to the considered
propagation environments. The lines marked “MR-FDPF” in
the figures correspond to the traditional implementation of
the MR-FDPF method, while the lines “MR-FDPF MF” are
related to the proposed implementation of the MR-FDPF
method optimized for multifrequency simulations. The results
presented in Figs. 8 and 9 are in agreement with Figs. 6 and
7, i.e., the discrepancy between the channel transfer functions
corresponding to the new and the traditional implementations
of the MR-FDPF method decreases as the number of terms
N in the approximation (16) increases. It can be seen from
Figs. 8 and 9 that the frequency response approximation
errors (as well as the power approximation errors) are not
symmetrical w.r.t. the central frequency ν0. Also note the
approximation error can be of both positive and negative
signs.
In order to get an overview of the performance of the pro-
posed MR-FDPF method implementation over the frequency
range at multiple locations, it is desirable to describe the
predicted channel transfer functions by a single parameter.
The two possible candidates for this role are the coherence
bandwidth and the delay spread, which are widely used
in practice to characterize frequency-selective channels. The
coherence bandwidth would be particularly suitable for the
Fig. 8. CITI. The frequency response of the channel between the transmitter
and the point with the coordinates 32.1 m and 21.54 m along the vertical
and horizontal axes, respectively (see Fig. 4).
Fig. 9. Stanford. The frequency response of the channel between the
transmitter and the point with the coordinates 11.1 m and 18.54 m along
the vertical and horizontal axes, respectively (see Fig. 5).
OFDM systems see, e.g., [4]. However, as the frequency
range is limited to 10 MHz in our examples, it is rather
difficult to select a single correlation threshold for all locations.
Therefore, the delay spread defined, e.g., in [4], is appear to
be the most appropriate. The description of the relationship
between the delay spread and the coherence bandwidth can
be found in [4], [23].
The delay spreads Sτ (r) and Ŝτ (r) have been estimated
based on the electric field strength predicted at the frequencies
ν = 2.345, 2.346. . . . , 2.355 GHz with the traditional MR-
FDPF implementation and the implementation optimized for
multifrequency simulations, respectively. In order to improve
the estimates, the calculated power delay profiles (PDPs)
have been averaged over 7 × 7 point regions centered at
the selected positions. The delay spread relative absolute
errors for the considered propagation scenarios, defined as
DRAFT: IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION 9
Fig. 10. CITI. The delay spread relative absolute error |(Sτ (r) −
Ŝτ (r))/Sτ (r)| (N = 2). The delay spreads have not been evaluated at the
black coloured points.
|(Sτ (r) − Ŝτ (r))/Sτ (r)|, are demonstrated in Fig. 10 and
Fig. 11, respectively. The curves in Fig. 8 correspond to the
location where the relative delay spread error is below 0.06,
while at the location corresponding to Fig. 9 the relative error
is equal to 0.1. It should be mentioned that the delay spread
relative absolute errors larger than 10 % might not be
acceptable for detailed analysis of system performance.
Note the tendency in Figs. 10 and 11 that the relative delay
spread error is larger at the points located further away from
the transmitters. In the following subsection, we present more
details related to the spatial distribution of the approximation
errors.
E. Spatial Distribution of Absolute Approximation Errors
Figs. 12 and 13 demonstrates the spatial distribution of
the absolute power approximation errors for the considered
propagation scenarios at the frequency ν = 2.345 GHz
provided by the N = 2 term approximations.
It can be seen from Figs. 12 and 13 that there exists a cor-
relation between the predicted power P (r, ν) and the absolute
approximation error. Indeed, the smaller the power P (r, ν),
the larger is the absolute approximation error |P̂ (r, ν)[dBm]−
P (r, ν)[dBm]|. This observation is supported by the bivariate
histograms in Figs. 14 and 15, which illustrate the distributions
of the observation points w.r.t. the predicted power P (r, ν) and
the absolute power approximation error.
An interesting implication of the noted correlation between
the absolute approximation error and the predicted power is a
possibility of choosing the number of terms in (16) dependent
on the local predicted power, e.g., the number of terms N is
larger for the regions located further away from a transmitter.
This way the absolute approximation error can be lowered
without significant increase in the computational complexity
of the method.
VI. CONCLUSION
The computational complexity of the traditional MR-
FDPF method is dominated by the preprocessing step
Fig. 11. Stanford. The delay spread relative absolute error |(Sτ (r) −
Ŝτ (r))/Sτ (r)| (N = 2). The delay spreads have not been evaluated at the
black coloured points.
Fig. 12. CITI. The spatial distribution of the absolute power approximation
error |P̂ (r, ν)[dBm] − P (r, ν)[dBm]| at ν = 2.345 GHz and N = 2
(ν0 = 2.35 GHz). The absolute power approximation error has not been
evaluated at the block colored points.
especially for large indoor and outdoor propagation envi-
ronments. In this paper, a new implementation of the MR-
FDPF method optimized for multifrequency simulations
has been proposed. The new implementation reduces
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Fig. 13. Stanford. The spatial distribution of the absolute power approxima-
tion error |P̂ (r, ν)[dBm]− P (r, ν)[dBm]| at ν = 2.347 GHz and N = 2
(ν0 = 2.35 GHz). The absolute power approximation error has not been
evaluated at the block colored points.
Fig. 14. CITI. The distribution of the observation points w.r.t. the predicted
power and the absolute power approximation error (ν = 2.347 GHz, N = 2,
ν0 = 2.35 GHz).
the computational cost of the radio coverage prediction
at multiple frequencies by conducting the preprocessing
step only for one frequency. A linear reduction in the
computational cost (considered as a function of the size
Fig. 15. Stanford. The distribution of the observation points w.r.t. the
predicted power and the absolute power approximation error (ν = 2.347 GHz,
N = 2, ν0 = 2.35 GHz).
of an abstract square propagation environment) has been
anticipated.
In addition to that, we have demonstrated that the MR-
FD approach can be applied to the well-known TLM
method. Theoretical analysis of the proposed MR-FDTLM
method optimized for multifrequency simulation predicts
a quadratic reduction in the computational load when
applied to model a 3D (cubical) propagation environment.
Unfortunately, the reduction in the computational com-
plexity is achieved at the expanse of degradation in the
accuracy of the radio coverage prediction. In general, the
accuracy of the prediction or, alternatively, the frequency
bandwidth, in which a specified accuracy is sustained, is
dependent on the modeled propagation environment.
The experimental results provided in the paper include
two examples of employing the proposed implementation
of the MR-FDPF method for predicting the radio coverage
in a range of frequencies. For both considered indoor
propagation environments, an approximately 50 % reduc-
tion in the computational cost has been achieved by using
one-term approximation (N = 1) in (16). The resulting
approximation can be characterized by the 1-dB error
relative bandwidth, which is equal to 0.1 % (0.2 %) for the
first (second) considered propagation environment. Also,
the new implementation of the MR-FDPF method exhibits
5 dB (3 dB) absolute power error at the edges of the
%B = 0.4 % (10 MHz/2.35 GHz) relative error bandwidth.
The two-terms (N = 2) approximation (16) reduces the
computational load by 20 % (30 %), while the average
1-dB error relative bandwidth becomes 0.25 % (0.3 %)
and the absolute power error of 4 dB (2 dB) occurs at
the boarders of the %B = 0.4 % relative bandwidth. The
computational complexity of the proposed and the tradi-
tional implementations of the MR-FDPF method become
equal when N = 3, which is sufficiently lower than the
theoretically predicted value N = 11 (N = 6). Partly, this
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inconsistency can be explained by the roughness of the
method used for assessing the computational complexity as
well as by the lack of optimization of the actual software
MR-FDPF method realization.
It has been noticed that the prediction accuracy de-
grades as the distance from the transmitter increases.
This observation opens additional possibilities to improve
the accuracy of the radio coverage prediction without
significant increase in the computational complexity of the
proposed MR-FDPF and MR-FDTLM methods.
APPENDIX
Similar to the scattering equation (24), which describes the
relationship between the incident and reflected voltages for a
single SSCN node, we can write the scattering equation for







where the excitation signals aggregated in the vector
−→
S A
correspond to all sources located inside the block A. Although
omitted for simplifying the notation in (37), the dependence
on the frequency ν and the location r is understood.
Suppose the block A and the block B are connected by
k lines. Then, the scattering equations (37) can be written
(perhaps, after a matrix/vector permutation) for the blocks A


















































































































The scattering equation for the combined block AB can
























} NA − k
} NB − k
(42)
where
ΣAB11 = ΣA11 +ΣA12 (I−ΣB22ΣA22)
−1
ΣB22ΣA21
ΣAB12 = ΣA12 (I−ΣB22ΣA22)
−1
ΣB21
ΣAB21 = ΣB12 (I−ΣA22ΣB22)
−1
ΣA21
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