Lyons, Pemantle and Peres asked whether the asymptotic lower speed in an in nite tree is bounded by the asymptotic speed in the regular tree with the same average number of branches. In the more general setting of random walks on graphs, we establish a bound on the expected value of the exit time from a vertex set in terms of the size and distance from the origin of its boundary, and prove this conjecture. We give sharp bounds for limiting speed (or, when applicable, sub-linear rate of escape) in terms of growth properties of the graph. For trees, we get a bound for the speed in terms of the Hausdor dimension of the harmonic measure on the boundary. As a consequence, two conjectures of Lyons, Pemantle and Peres are resolved, and a new bound is given for the dimension of the harmonic measure de ned by the biased random walk on a Galton-Watson tree.
Introduction
Once the transience of a random walk on a graph is determined, it is natural to ask questions about its rate of escape from the starting point. This paper studies how linear rate of escape (speed) is related to the structure of the graph.
Let G = (V; E; w) be a countable, connected, undirected graph with a positive edge weight function w : E ! R. Heuristically, w(e) is the multiplicity of the edge e in G. The random walk on the weighted graph G starts at a distinguished vertex (o, the root), and at each step moves to one of the neighbors of its current position with odds given by the edge weights.
The size of graphs with exponential growth can be measured in many ways. A simple measure of growth is the lower growth, gr(G), given by the lim inf of the nth root of the total weight of edges at distance n from a xed vertex, which we will call the root, o. The same quantity can be expressed using the following size measure for edge sets. For an edge or vertex, let j j denote its graph distance from o. For a subset of edges K, we can de ne a size measure which exponentially punishes edges that are far from the root: kKk = c ?1 X K w(e) ?jej ; (1.1) where the normalizing constant c equals the total weight on edges adjacent to o. Let Lyons and Peres (1999) .
The speed of a random walk fX k g on a graph is given by the process fjX k j=kg, where j j denotes graph distance from the root, which is also the starting point of the walk. The lower speed S of the random walk can be de ned as the lim inf of the speed process; when this a.s: coincides with the lim sup, we say that asymptotic speed exists. Our main result is the following. Theorem 1.1 S (eb ? 1)=(eb + 1) _ 0 a.s.
Variants of this theorem have been conjectured by Benjamini and Peres (see in Peres 1997) and Lyons, Pemantle and Peres (1997) . Speci cally, our results solve two of the questions raised in Lyons, Pemantle and Peres (1997) .
An elementary argument using the strong law of large numbers shows that equality holds for regular trees. The intuitive meaning of this bound is that among graphs with the same essential branching number, none admits a simple random walk that is with positive probability faster than the one on the regular tree.
As a byproduct of our results, we get an upper bound for the lim inf sub-linear rate of escape for graphs of sub-exponential growth; the following statement is a simple corollary of a more comprehensive result. The proof of these results rely on some nitistic lemmas about the lifetime of the random walk killed when it exits a vertex set W. Random walks on nite graphs are used in the theory of randomized algorithms, where the lifetime of a walk (or running time of an algorithm) is of natural interest (see Sinclair and Jerrum 1989) . In Sections 2 and 4 we prove bounds on the lifetime and exit speed in terms of the size of @W and dist(o; @W); the following theorem contains a summary of some of these results. Theorem 1.3 For > 0 > 1 there exist N, p > 0 so that the following holds. Let be the lifetime of the random walk on a locally nite weighted graph G started at a vertex o and killed when it exits a set W with n := dist(o; @W) N. Suppose that < 1 a.s.
-If k@Wk 1=n 1 0 , then E =n > ( ), and P( =n > ( )) > p.
-If k@Wk 0 1, then P( =jX j > ( )) > p.
In Proposition 2.1 gives a bound on the expected lifetime; the proof uses a deterministic ow construction on the graph which records the \expected path" of the random walk. It turns out that the expected lifetime does not always re ect the typical behavior of the lifetime of the walk. To go from expected value results to positive probability ones, we will need some known tools such as the second moment method and Doob transforms, which are introduced in Section 3. As a high expected lifetime might come from atypical parts of the graph, we need to use an argument which, roughly, keeps track of which parts of the graph are visited. This gives the positive probability lifetime bounds of Proposition 4.1; nally, conditioning on the distance of the exit point from the root, we gain a positive probability bound on the exit speed (Lemma 4.2).
As expected, these bounds are nearly sharp for balls about o in regular trees. We thus get an answer to a question of Benjamini and Peres, who asked which, among all trees with k`vertices at level`, minimizes the expected hitting time of level`. Lee (1994) considered a special case of this problem for random walks on spherically symmetric trees, and found that the answer is close to the regular tree, di erent only because of a slight asymmetry introduced by starting and stopping the walk. Our results for nite graphs show that, even in the more general setting, the regular tree is not far from optimal.
Previously, Peres gave a rough upper bound for the lower speed in trees in terms of the branching number, using a percolation argument (see H aggstr om 1997, Peres 1997). It follows from this bound that positive lower speed implies positive branching number. Takacs (1997 Takacs ( , 1998 , and Takacs and Takacs (1998) calculated the asymptotic speed for special classes of trees, using walk-invariant measures on tree-space. Lyons, Pemantle, and Peres (1995) computed the speed explicitly for the simple random walk on Galton-Watson family trees. For biased random walks on Galton-Watson trees, a tree-space and random walk average version of the analogue of Theorem 1.1 was proved by Chen (1997) .
For a tree T, one can de ne the distance for two rays (in nite self-avoiding paths starting at the root) with n common edges as e ?n . Under this distance, the set of rays, @T, is a compact metric space with Hausdor dimension log br. Consider the -biased random walk on T. This moves to a neighbor of its current position with odds for the parent and one for each child. If this walk is transient, then erasing cycles from its path gives us a random ray; the corresponding probability measure on @T is called harmonic measure. This was believed to be false for general trees (Lyons, Pemantle, Peres, 1997) ; the same paper, as well as Benjamini and Peres (1992) , show through several counterexamples that many other properties, although intuitive, do not hold for general trees. The inequality (1.2) can also be thought of as a lower bound for the dimension of the harmonic measure. From this perspective, our result is related to, albeit not a proof of, a conjecture of Lyons, Pemantle and Peres (1997) that the dimension of the harmonic measure on the family tree of a Galton-Watson branching process is a.s: greater than the dimension of the corresponding measure for greedier random walk that moves to a uniformly chosen random o spring of its current position; in short, the greedy walker sees less of the tree. Such implications of our results to Galton-Watson trees are discussed in Section 7.
2 A bound on the expected lifetime This section gives a bound on the expected lifetime of a random walk killed when it exits a set W in terms of the size and distance from o of its boundary @W. The walk on G killed when it exits W is de ned as the usual random walk on the weighted graph up to time + 1, where the lifetime is de ned as the last time before the rst exit from W. After time + 1, the walk is unde ned. Proof. Without loss of generality we may identify all vertices of G outside W as a single vertex , and may assume that G and W are connected.
The di culty in studying the relation between dist(o; @W), k@Wk 1 , and E comes from the fact that the latter quantity is a complicated function of the weights on the graph. To avoid this problem, a deterministic ow will be introduced, which allows for a relatively simple expression of all quantities we want to compare.
Let E = f(u; v) : fu; vg 2 E(G)g be the set of directed edges of G. The random walk on G de nes an E -valued process fY k g = f(X k ; X k+1 )g. The random edge function The main idea is to study the deterministic ow f(e) := EF(e); which helps relate E to k@Wk 1 . Indeed, it is clear that P e f(e) = E( + 1). Expressing k@Wk 1 is slightly more di cult; towards this end, pick an orientation e ! for each edge e 2 E, and consider the owf on this set of directed edges:f(e ! ) = f(e ! ) ? f(e ). Then, re-direct the edges so thatf is a nonnegative function. Denote the set of these directed edges by E ! , and the set of their reversal by E . For a directed or undirected edge e we will use the notation e ! , e for the corresponding edge in E ! , E respectively. By the connection between electrical networks and random walks,f can be though of as the current ow on the edges of G when voltage and 0 is attached to o and , respectively. Here must be equal to the e ective resistance between o and so that the strength of the ow indeed equals 1.
It is possible to decompose the current ow as a sum of constant ows along paths from o to such that for all e
Heref ' is a positive ow on E ! with source o and sink . It is supported on the path '. Denote its strength by s ' . We can now decompose the ow f as well. For ' 2 , de ne
f(e);
and then for all edges e 2 E for whichf(e ! ) 6 = 0 we have P '2 f ' (e) = f(e). Let ' denote the path ' truncated after its rst n := dist(o; @W) edges. The following inequalities, to be proved later, give the relatively simple connection between E , k@Wk 1 and the ow f and its decomposition: E P f ' (e ! ) P f ' (e ) ! n; (2.5) where the sums on the right range over ' 2 and edges e 2 ' . Also,
The above two inequalities reduce our problem to an inequality about numbers. For simple reference, the result we need is stated it in the language of ows, but ows are not used in its proof.
Lemma 2.2 Let be a countable collection of \paths" each containing n \edges", and let s be a positive function on which sums to 1. For each ' Proof of (2.5). It follows from the de nitions that
The constant 1 appears because summing over the truncated ows means leaving out the sum of the values of the ow on @W, which equals 1. Since the total strength of the current ows is 1, and each ' is of length n: X '2 ;e2'
The claim (2.5) follows from this and (2.8).
Proof of (2.6). Let ' 2 , and let ' i , ' ! i , ' i denote the ith edge in the path undirected, directed forward (in the path or, equivalently, in E ! ), or directed backward, respectively. Letd enote the number of edges (the length) of the path ', and let w(E o ) denote the total weight on edges adjacent to o. Then '`is in @W, and we can write (2.9) since the product telescopes. Let p((u; v)) denote the transition kernel of the walk, and recall the notation g v for the expected number of hits to a vertex v up to time . Then by the de nition of p, (2.9) equals p('
For the rst equality, note that f((u; v)) = p((u; v))g u for all (u; v) 2 E , and the second one is just a rearrangement. Since f(e ! )=f(e ) = f ' (e ! )=f ' (e ), we can replace the former by the latter in the last formula. It follows that Q`( ')?1 i=1 f ' (' ! i )=f ' (' i ) is constant over paths ' with the same nal edge, and so for e 2 @W:
Note that each factor in the product is greater than 1. Leaving out all but the rst n factors and summing over e 2 @W yields (2.6).
Proof of Lemma 2.2.
The inequality (2.7) can be reduced to two simple cases.
The parallel inequality. Suppose that n = 1. Set a ' := f ' (' 1 ) and A := P a ' ! n :
The inequality uses that the function x 7 ! log s+x x is convex. Equality holds i f(e ! )=f(e ) is constant over the edges.
By the series inequality the left-hand side of (2.7) is at least
where the sums on the right-hand side range over ' 2 and edges e 2 '. The rst inequality follows from the convexity of x 7 ! x n , the second, from the parallel inequality.
3 Tools for probability bounds
The tools introduced in this section will be useful in converting the expected value bounds of the previous section to positive probability ones. The second statement follows from substituting this into (1.1) as a normalizing constant.
Probability bounds for lifetime and speed
We now have all the ingredients to prove a positive probability bound on the lifetime of a walk killed when it exits a set. For the second claim, pick 000 < 00 in ( 0 ; ), and let N be large so that 4 0N < 000N . For large N, (4.18 ) and Proposition 2.1 then allow us to set t = ( 00 )dist(o; @W) and, for a small enough p, (4.16) follows from (4.19) .
If the edges in @W have about equal distance from the root, then the above result gives a reasonable bound on the exit speed. If this is not the case, we need to condition on where the walk exits from W, as in the proof of the following proposition. The -eld generated by X 1 ; X 2 ; : : :; X k increases to one containing the event on the left. Thus the probability above converges to the indicator of this event by L evy's 0-1 law. Therefore lim supk=jX k j ( ) a.s:, and since > eb is arbitrary, the theorem follows.
The following proposition bounds sub-linear lim inf rate of escape of the random walks in graphs of sub-exponential growth. A more concrete bound is given in Theorem 1.2. The inequality (6.27) can be strict. Consider an in nite ternary tree, with binary trees of depth h(jvj) attached to each vertex for some rapidly growing function h. Consider the vertex sets W i whose boundary of all the leaves of the binary trees starting at level n 1 ; n 2 ; : : : for some in nite sequence. For any > 2, we can nd a sequence n 1 ; n 2 ; : : : so that the corresponding set has arbitrarily small boundary size k@Wk . Hence such a tree has 3 = dim > eb(T ) = 2.
The harmonic measure ignores detours of the walk|the essential branching number takes them into account.
The -biased random walk in a tree moves to a random one of the neighbors of its current position, with odds for the parent and 1 for each child. We then have the following corollary to Theorem 1.1. Proof. The -biased random walk on T has the same law as the one in the weighted tree T 0 that has the same graph structure as T, but with edge weights w(e) = ?jej . Denote the harmonic measure by , and let > ?1 . Denote dim , dim 0 Hausdor dimension with respect to the distance (6.26) in T and T 0 , respectively. Then from the de nitions we get dim 0 = log ?1 + dim , and that d( ) = dim e = ln dim . Combining these with (6.27), we get eb(T 0 ) e d( ) = . The result now follows from Theorem 1.1 applied to T 0 .
Remark. Lyons, Pemantle and Peres (1997) show that, for transient biased walks, e d( ) , so we can remove the \_0" from the statement of Corollary 6.1.
Galton-Watson trees
Let T be the family tree of a Galton-Watson branching process with o spring distribution Z, and suppose that Z 1, that is, each parent has at least one child, and that Z is non-constant.
Consider a transient -biased random walk on T. It is known that the asymptotic speed s exists and is constant a.s. Let dim@T denote the Hausdor dimension of the boundary. Hawkes (1981) and Lyons (1990) showed that dim@T = log EZ a.s. The dimension d( ) of the harmonic measure is also known to be constant for each a.s. Transience implies log dim@T (Lyons, 1990 The dimension of the harmonic measure d( ) gauges the size of the subtree of T the random walk can potentially explore. Heuristically, as increases, the random walk tends to backtrack more, and thus explores more of the tree, so one expects that d( ) is an increasing function of . Counterexamples to this heuristic are given for general deterministic trees and for family trees of multi-type branching processes in Lyons, Pemantle, Peres (1997). However, for simple Galton-Watson trees it is still unknown whether d( ) is monotone. In the case = 0 the walk always moves away from the root; the resulting harmonic measure is called \visibility measure". To summarize what is known about the dimension d( ), note the following consequence of Jensen's inequality:
? log E(Z ?1 ) log E( (Z) ?1 ) Elog Z log EZ: (7. 28) The rst and second expressions are the lower bounds for d( ) for general and = 1. The third is the exact value of d(0), the last is the dimension of the boundary. Our corollary is not su cient to establish monotonicity properties; however, it provides the rst known lower bound for d( ) (apart from d( ) log , see the remark to Corollary 6.1).
