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Abstract— Accurate and robust global localization is essential
to robotics applications. We propose a novel global localization
method that employs the map traversability as a hidden
observation. The resulting map-corrected odometry localization
is able to provide an accurate belief tensor of the robot state.
Our method can be used for blind robots in dark or highly
reflective areas. In contrast to odometry drift in long-term, our
method using only odometry and the map converges in long-
term. Our method can also be integrated with other sensors
to boost the localization performance. The algorithm does not
have any initial state assumption and tracks all possible robot
states at all times. Therefore, our method is global and is robust
in the event of ambiguous observations. We parallel each step
of our algorithm such that it can be performed in real-time
(up to ∼ 300 Hz) using GPU. We validate our algorithm in
different publicly available floor-plans and show that it is able
to converge to the ground truth fast while being robust to
ambiguities.
I. INTRODUCTION
Accurate and robust self-localization is one of the fun-
damental tasks for indoor robots. If a robot is provided
with a false location, it can be catastrophic to other core
functionalities such as planning and navigation. Most lo-
calization methods integrate odometry information generated
by differential wheels or inertial measurement unit (IMU).
The advantage of odometry is the local consistency. The
trajectory is guaranteed to be smooth, since it is built
by accumulating odometry data over time. However, the
trajectory will drift due to error accumulation. To improve
the localization accuracy, prior works generalize and fuse
other sensors which have descriptive observations. The ob-
servations from different sensors such as visual features [2]–
[5], 2D/3D point clouds [6][7] from cameras, and LIDAR
sensors are combined with odometry information to correct
the drift and provide efficient localization and tracking [8]–
[14]. However, such vision-based auxiliary features are not
always available. For example, visual features fail in dark
environments and LIDAR features fail in heavily reflective
environments.
In this paper, we revisit the fundamental question: if only
the odometry data and the environment map is provided, can
the robot still be able to localize itself? In another words,
we study whether a blind robot can localize itself fast and
robustly. It is observed that the trajectory integrated from the
odometry may penetrate through walls and obstacles (shown
*This work was supported by NVIDIA
1Cheng Peng and 1David Weikersdorfer are with ISAAC SDK team,
NVIDIA Corperation, Santa Clara, CA 95051
2Cheng Peng is with the Department of Computer Science,
University of Minnesota, Twin Cities, Minneapolis, MN, 55455
peng0175@umn.edu
(a) Odometry + Map
(b) Odometry + Map + Sample Updates
(c) Samples from Belief Map
Fig. 1: The changes of the belief map through time (from left
to right). Yellow arrows point to the ground truth in blue. (a)
The belief map using only odometry with map-correction. (b)
The belief map with LIDAR sample updates which converges
faster than the previous version. (c) The robot state samples
using the Floyd Steinberg method [1].
in Fig 4) due to noise and drift, which is physically impos-
sible. Our key conjecture is that the map can be exploited as
an additional sensor, and the odometry propagation should
be corrected by the traversability of the map. As a proof
of concept, we focus on indoor robot localization with only
odometry and a map as inputs. We further illustrate that, even
though originated from the scenarios where other sensors are
unavailable, our method can be fused with those sources if
available to boost the performance.
We propose a method to incrementally merge odometry
data with the guidance from the map. Our method generates
a global state belief tensor in real-time that not only in-
corporates multiple location and orientation hypotheses but
also tolerates the motion uncertainty from the odometry data.
The belief tensor is a dense representation such that all
possible robot states can be estimated in real-time, which has
never been fully explored before. Comparing to the sampling
methods [14]–[16] that are semi-global without guarantees,
our dense belief tensor guarantees that the correct robot state
is always updated and is within high probability region.
While other auxiliary sensors such as camera or LIDAR
could be misleading due to similar appearance, our belief
map is able to maintain multiple hypotheses of the possible
robot state to prevent a catastrophic localization error. Using
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such robust and global location prior, we can also efficiently
recover from localization failure.
Our core contributions and novelties are the follow-
ings. Firstly, we propose a complete formulation of the
map-corrected odometry update using recursive Bayesian
method [17] that provides robust guarantees, which other
methods can not offer. Secondly, we parallel each step of
our algorithm such that it can be performed in real-time
(up to ∼ 300Hz). Lastly, we construct our algorithm such
that the belief tensor can be fused with other sensor (with
constraint in Eq 10) updates using efficient sampling method
to improve the localization accuracy. We test our algorithm
extensively in several indoor environments. We also show
that even in the existence of topological ambiguities, our
algorithm is still able to converge to the exact location by
paying a short traveling cost.
II. RELATED WORK
A. Bayesian filtering approach
One of the fundamental methods to localize robot positions
is the Bayesian filter method [8], [9], [14], [18]. One of
the approaches is the Extended Kalman Filter (EKF) [19],
[20], which assumes the observation and motion models
of the robots are Gaussian distributions. They have proven
to be very efficient to track the locations and merge the
interactions with landmarks. However, it is unable to track
multiple hypotheses for non-Gaussian posterior distribution.
It normally arises when the robot is lost or ambiguous
observations are made.
Another approach [14] attempts to solve the arbitrary state
representation using Monte Carlo sampling. The posterior
state distribution is represented as a sum of discrete samples.
It is also known as the particle filter [21]. Comparing
to the EKF method, each particle is a robot state with
weight associated with the corresponding probability density.
Instead of the analytical results obtained from EKF, particle
filer focuses on numerical integration. It allows for simple
implementation without any linearity or Gaussian models.
Despite the advantages, efficient and representative sampling
of the posterior distribution is not guaranteed [22]. Sampling
bias will be introduced when target and proposal distributions
are largely different, which is known as the particle depletion
problem [15], [23]. It is due to the underlining Markov
model properties [18] where the wrong location can be
identified as a sink and thus the system is unable to recover
from such localization failure. There are some works [17],
[18], [24] that propose to resample the entire state space
when localization failure occurs so that the particles can
re-center themselves at the correct location. However, the
resampling process does not necessarily guarantee a state
close to the ground truth and have to rely on localization
failure detection methods [25], [26], which is not trivial
itself. On the contrary, our method tracks all possible states
at all time and guarantees that the correct trajectory always
survives even in the event of localization failure.
Another disadvantage is that the particles are distinct
and they can be re-sampled extensively with similar score,
Fig. 2: Illustration of the belief tensor where each channel
represents different robot orientation.
which wastes computational power. It is because their states
cannot be merged and have to be represented discretely. In
comparison, our idea is similar to an old work from Burgard
et. al [27] and [17] called histogram filter, which has the
advantages that all states can be discretely represented as
grids in the map. The state probabilities can flow through
the grids, which eliminates the necessity to sample and re-
sample.
B. Map integration
Other works [16], [28]–[30] explore the idea of using map
as additional constraints to robot motion. They are particle
filter based method. A particle is considered valid only if the
corresponding trajectory does not intersect the obstacle map.
But their methods does not provide a complete formulation
to integrate with map nor any guarantees to the localization
capabilities.
Using map information for localization has another set of
approaches call map matching [31]–[34]. Romero et. al [31]
proposed a novel method that integrates the map information.
The observation is that odometry is relatively accurate in
short terms and the corresponding trajectory segment is
unique in certain region of the map such as turning points.
By identifying those unqiue regions through short trajectory
segments, localization accuracy can be improved. In contrast,
our proposed algorithm can utilize the occupancy map to
correct the odometry drift at any location, which provides a
much stronger prior to localization. Since we only constraint
the state to be within the traversable regions, the information
from certain unique turning regions can be integrated as well
as general places such as straight hallways.
Instead of representing the world as occupancy grids,
another method [35] uses topological road maps to provide
guidance to odometry for highway localization. Using the
angular relationships between roads, the vehicle is able to
successfully locate itself after a few unique turns. This
work targets outdoor localization. However, highway road
structure is very unique since the vehicle must follow the
road and cannot diverge to any open space. Comparing to
indoor localization, if only odometry is available, large open
space will be a tremendous challenge.
III. METHOD OVERVIEW
In our method, the state uncertainty distribution is updated
with an occupancy map M, where a pixel region m is
characterized as free P (mfree ∈M) = 0 or occupied space
P (mocc ∈ M) = 1. The state of the robot at time t is
xt ∈ SE(2) that contains both position and orientation. Each
pixel will represent a state of the robot and we assume an
uniform distribution for each state xˆt within a predefined
pixel region q.
P (xq,t) = |q|−1
∫
q
P (xˆt)dxˆt (1)
where |q| is the area of the region q. The odometry motion
update at time t is defined as ut such that the transitional
probability from state xt−1 to xt is given as P (xt|ut, xt−1).
A observation from an auxiliary sensor is defined as zt and
the probability of the observation is P (zt|xq,t).
A. Belief Tensor
Since the state of the robot is initially unknown. Therefore,
we assume all free space in the map are possible robot
locations and construct a dense belief tensor Bt : W×H×Θ
at time t where W × H is the width and height of the
occupancy map and Θ is the orientation as shown in Fig 2. A
location [i, j, k] in the belief tensor represents a robot state
xt = {iδW , jδH , kδΘ + θt} where δW , δH , and δΘ is the
resolution of B and k starts from zero. θt is the current
rotational angle with respect to the initial state. The internal
orientation is then updated with θt = θt−1+w given a motion
update ut = {u, v, w}.
1) Motion update: We update each channel of the tensor
independently with the movement ut = {u, v, w}. For
a channel k, the corresponding motion is defined as the
following.
ut,k = Rxt [u, v]
T (2)
where Rxt is the rotation matrix from the orientation in xt.
Therefore, in the first channel, the motion update is just
ut,0 = [u, v] since Rx0 is identity.
The specific motion update for each channel can be done
using an affine transformation with matrix.[
1 0 ut,k
0 1 vt,k
]
The resulting belief tensor is
B′t = AF(Bt−1, ut) (3)
where AF(·) is the affine transformation function.
2) Motion uncertainty: For a discrete region q, the prob-
ability that the robot state is at location q is given as
P (xq,t|u1:t) =
∑
i∈M
P (xq,t|ut, xi,t−1)P (xi,t−1) (4)
where u1:t is all the observations from time 1 to t.
Using Equation 4, we can update the probability of each
state in the tensor by aggregating the surrounding values.
Assuming our motion uncertainty is a Gaussian distribution
with covariance matrix defined as Σt ∈ R3×3, the Gaussian
kernel is the expressed as
G(xt,Σt) = exp(−1
2
(xt − xt)TΣ−1t (xt − xt)) (5)
where the covariance matrix is constructed as
Σt = Rz(xt)
T diag(σx, σy, σθ)Rz(xt) (6)
where Rz(xt) ∈ R3×3 is the rotation along the z axis with
the angle from state xt and diag(·) is the diagonal matrix of
a vector.
We can generalize the operation as
B′′t,k = G(B′t, k) (7)
where the function G(·) is the 3D convolution function.
Since the orientation in xt for each channel of the tensor
is dependent on k, it is then an input to the function G(·).
As shown in Fig 2, each channel is a belief map repre-
senting the state probability with different orientation.
3) Map sensor update: Each time after applying the
affine transformation and motion blur, the final ”observation”
update of odometry-only belief tensor is multiplied with the
map probability M. Since P (mocc ∈ M) = 0 for obstacles
and P (mfree ∈ M) = 1 for free space, the probability in
obstacle locations will be reset to zeros. The initial state
assumption and the trajectory that leads to the obstacles is
then an invalid assumption.
We show the detailed algorithm in the pseudo-code below,
where  is pairwise multiplication and G(B0, k)−1 is the
pixel-wise inverse.
Algorithm 1 Belief tensor update
Require: B0
1: if |ut,k| >= 1 then
2: for k = 0 to |Θ| do
3: B′t,k = AF(Bt−1,k, ut,k)
4: B′t,k = M  B′t,k
5: B′′t,k = G(B′t, k)
6: B′′t,k = M  B′′t,k
7: Bt,k = B′′t,k  G(B0, k)−1
8: end for
9: end if
The sensor update needs to be done not only after the
entire process at line 6 but also in between motion update
and uncertainty update at line 4. It is to avoid the convolution
process to extract nearby state that should be zero if just
moved from the free space into the occupied regions.
When the robot travels near a wall, the boundary state
probability will decrease much faster comparing to traveling
in open space. It is because the state probability are not
corrected by the wall but simply removed instead. It is
equivalent to the robot moving along side a cliff instead of
a wall, which it may fall into. Therefore, we add line 7 to
normalize the convoluted belief map by the sum of kernel
activation as follows.
Bt,k = B′′t,k  G(B0, k)−1 (8)
Since B0 is a binary tensor with ones in free space, the values
from G(B0, k) is just the kernel activation sum for each pixel.
Fig. 3: The ground truth location is supported (brighter) by
sample updates while the false location diminish (dimmer)
with updates.
The belief tensor can be converted into a belief map of
the environment by taking the maximum value across the
channels for each state. The estimates of the robot state is
then the maximum probability location in the belief map.
B. Observation update
With the belief tensor of the robot state, it is also possible
to update the tensor with observations from other sensors
such as LIDAR or camera. However, it is expensive to
compare measurements at all locations to update the tensor
values. Therefore, we sample a subset of possible states and
update the corresponding belief value as follows.
P (xq,t|u1:t, zt) = ηP (zt|xq,t)P (xq,t|u1:t) (9)
where η is the normalization factor such that∑
q P (xq,t|u1:t, zt) = 1. Using our previously estimated
belief map, we can efficiently select a subset of samples
that is representative of the belief map distribution.
1) Floyd Steinberg Dithering: To find a subset of samples
that follow the probabilistic distribution of the belief map,
we borrow the idea from a image dithering technique call
Floyd Steinberg Dithering [1]. It is initially introduced as a
dithering method to sub-sample the image, which is efficient
and simple to implement. Instead of updating all possible
locations in the belief tensor, a subset of points are selected
to be updated. As shown in Fig 1(c) and Fig 3, we extract
samples from the belief map update the belief tensor using
Eq 9.
2) Integration with other sensors: Since the belief tensor
is created with only odometry and an occupancy map, with
the additional sampling methods, we can integrate observa-
tion update with arbitrary sensors such as LIDAR or camera.
To ensure the localization robustness, the sensor observation
model has to satisfy the following equation.
P (zt|x∗t ) ≥ P (zt|xt) (10)
where x∗t is the ground truth location and xt 6= x∗t is any
other location at time t. It is important to note that symmetry
and lack of features have been significant challenges to
location detection [2], [3], [6], [7]. However, our method
relaxes the constraint such that the posterior of the ground
truth location P (x∗t |u1:t, zt) does not disappear in the event
of confused observations. It means that as long as the
observation from other similar looking location is not better
than that of the correct location, the accuracy is guaranteed.
(a) (b)
Fig. 4: Comparisons among ground truth trajectory to our
method with and without sample updates. The odometry will
drift over time but odometry + map will stay within the
vicinity of the ground truth location. With LIDAR sample
updates, the final trajectory overlaps with the ground truth.
Fig. 5: The long-term localization error comparison. The
position error converges after 230 seconds for our method
w/o sample updates and 55 seconds for our method w/
sample updates.
IV. EXPERIMENTS
To evaluate our localization method, we conduct experi-
ments in different environments from a public data set [36].
The algorithm is written in c++ and runs on an Ubuntu
system with i7 Intel core and a Titan V graphic card. The
simulation environment is from ISAAC SDK [37] which
provides realistic LIDAR sensor measurements for any given
floor plans. We compare our algorithms with a particle filter
method [15] that starts at the highest P (z0|x0) for all xo ∈
M. A total of 75 particles are used to track the local state
from the estimated initial location. In this section, we show
the robustness of our algorithm, by real experiments, in terms
of (1) fast and guaranteed convergence at the location where
prior methods have ambiguities, (2) accuracy and stability in
long time localization task, and (3) the capability to be fused
with other sensors for performance improvement.
The particle filter runs at ∼ 20 ms and our method runs at
∼ 3.2 ms on average without sample updates. With sample
min error (m) median error (m) max error (m) wrongly localized (> 1m) Dimension (pixel = 0.1m)
ACES3 Austin 15.3 44.1 132.0 8.5% 586× 556
Belgioioso Castle 9.9 32.6 105.3 1.2% 993× 206
MIT CSAIL 9.4 27.9 63.4 1.0% 482× 668
Intel Research Lab 18.4 93.7 362.5 0.2% 579× 581
Seattle, UW 4.9 30.8 79.2 0.7% 908× 229
TABLE I: Localization convergences for different maps.
0 to 1 mins 1 to 5 mins 5 to 30 mins
XY error(m) θ error(deg) XY error(m) θ error(deg) XY error(m) θ error(deg)
ACES3 Austin
particle filter 0.054 0.757 0.050 0.566 0.062 0.677
ours w/o samples 15.339 1.471 0.613 1.407 0.603 1.449
ours w/ samples 4.913 0.367 0.117 0.204 0.106 0.209
Belgioioso Castle
particle filter 0.038 1.102 0.039 0.431 0.034 0.358
ours w/o samples 11.068 1.355 14.713 1.385 0.496 1.422
ours w/ samples 1.808 0.648 0.101 0.239 0.129 0.204
CSAIL MIT
particle filter 0.038 1.102 0.039 0.431 0.034 0.358
ours w/o samples 20.121 1.183 4.997 1.644 0.415 1.466
ours w/ samples 1.099 1.152 0.200 0.265 0.129 0.252
Intel Research Lab
particle filter 0.087 0.552 0.070 0.662 0.072 0.623
ours w/o samples 10.928 1.462 0.996 1.419 0.965 1.408
ours w samples 5.325 0.723 0.066 0.243 0.065 0.208
Seattle, UW
particle filter 0.059 1.033 0.062 0.591 0.065 0.514
ours w/o samples 24.356 1.581 4.657 1.454 0.751 1.345
ours w/ samples 0.548 0.295 0.103 0.205 0.104 0.206
TABLE II: Mean long term localization error of each map within different time intervals.
updates from LIDAR sensor, the average run-time is ∼ 31.2
ms. Our method achieves real-time performance using a
belief tensor of size 500× 500× 128 (depends on the actual
map size), with pixel resolution of 0.1 meters and angular
resolution of 2.81◦ respectively.
A. Information from the map sensor
To demonstrate the information collected from the ”map
sensor”, we show the qualitative results in Fig 4. The initial
estimates are discarded, since the robot needs to move around
(100 meters) to localize itself. As is shown in Fig 4, The
odometry trajectory drifts from ground truth trajectory. The
trajectory from the map-corrected odometry shows no large
divergences and stays in the vicinity of the ground truth
trajectory, though not quite accurate. It is expected since any
precise location information is not given. After fusing with
LIDAR observation, the final trajectory overlays with the
ground truth trajectory. Fig 5 shows the quantitative results
where the odometry + map trajectory stays within around 1
meter accuracy to the ground truth after converging.
B. Localization robustness
Previous methods do not track dense robot states at all
times due to computational limitations. They assume that
the initial location is known or is at the region with the
highest sensor response, and start tracking following only
local information. Since there is only one ground truth, a
tracking method that assumes locally distributed noise is
used. However, such mechanism may fail in the existence
of observation ambiguity due to topology symmetry. Fig 3
shows the example of narrow corridors where localization
methods based on LIDAR observation encounter confusion.
To characterize the localization difficulty in different maps,
we evaluate the localization error of LIDAR observations
at each possible robot location. More specifically, for each
location p = [x, y] with observation z, we estimate the
location pˆ = [xˆ, yˆ] that best matches z. In perfect setting,
p = pˆ, but it is not always true in the existence of noise.
The localization error is then defined as ep = ||p − pˆ||2 for
each location p. Therefore, the localization difficulty of a
map can be estimated as
DM =
∑
p∈M I(ep > C)∑
p∈M p
(11)
where I(·) is the indicator function that outputs 1 if ep > C,
C = 1 meter, and
∑
p∈M p is the number of free space in
map M.
The wrongly localized column in Table I shows different
maps’ difficulty level. Maps with higher difficulty are the
ones with similar hallways where the LIDAR measurements
cannot be distinguished. In the map ACES3 Austin, 8.5%
wrongly localized regions correspond to more than 28, 000
locations at which the map is ambiguous. Even in the map
with the lowest difficulty (Seattle, UW), more than 1400
locations can be wrongly localized with at least 1 meter error.
We show that our method is robust to those ambiguous
regions and is able to accurately localize the robot by moving
less than 50 meters. The robot starts at 500 arbitrary locations
including 250 wrongly localized regions for each map. Since
the initial location is unknown, the robot need to travel
for a certain distance until localized. The robot’s travel
policy is random walk with no external guidance. Once the
localization error is less than 10 cm for more than 1 mins,
the robot is considered localized. The distribution of the
Fig. 6: Both (a) and (b) have more than one high probability
regions. As more unique structures are observed in (b), the
incorrect locations disappear faster than those in (a).
Fig. 7: While multiple hypotheses survives in (a) initially, the
unique motion pin points region that surrounds the ground
truth. (b) converges much faster than that in (a) because of
the additional observations from LIDAR measurements.
convergence distance is shown in Table I. There are a few
cases where the convergence distances are large (> 200m).
They result from the exploration trajectory overlapping itself
due to random motion. For example, in the Intel research map
shown in Fig 4, the structure tolerates circular robot motion
without being able to pin point the exact location.
When ambiguous observations are encountered, our
method determine the exact location by moving a short
distance that aggregates the unique observations along the
trajectory. The belief tensor will always maintain a high
probability at the true location as shown in Fig 7. Even
though there may exist other incorrect locations, they will not
survive for long. Fig 3 and Fig 6 show the cases where there
are multiple high probability estimation of the robot location.
However, as additional observations and the traversability
constraints are imposed, only the true location survives.
When auxiliary sensors are used, we can guarantee that the
algorithm will not lose track of the ground truth location as
long as the constraint from Eq 10 is satisfied. The capability
to differentiate using a sequence of observations is thus an
inherent property of our tracking method.
Fig. 8: While (a) only have one high probability region,
(b) has multiple due to similar LIDAR observations in the
hallway. Despite the confusion from LIDAR, as the robot
travels to a unique location, the region converges again to
the ground truth.
C. Long term localization accuracy
We run our algorithms for 30 mins to test the long term
localization error in all maps. Table II shows the accuracy
comparison with traditional particle filter. It is shown that
our method achieves superior performance on orientation
accuracy with competitive performance on location accuracy
after initial stage of information integration. After 5 mins, our
methods without samples can also provide good localization
up to 1 meter accuracy. Fig 5 shows one instance for the
long term error comparison.
V. CONCLUSION
In conclusion, we propose a method to use occupancy map
as an additional sensor such that a blind robot with only
odometry is able to localize itself in real-time. We also adapt
our algorithm to other auxiliary sensors (such as LIDAR)
efficiently. The resulting algorithm is able to provide a robust
belief tensor of the robot state with accurate localization.
Since our method constantly tracks dense robot states, it is
robust and can recover from localization failure in the event
of ambiguous observations. We validate our algorithm in
publicly available floor plans which contains difficult scenar-
ios such as symmetric structures. The experiments show that
our method can successfully localize the robot despite the
ambiguities. We can also achieve real-time performance (up
to ∼ 300Hz for odometry + map and ∼ 30Hz with LIDAR
samples). The convergence distance histogram can be heavily
tailed. Therefore, we plan to explore active localization so
that the distance traveled until convergence is minimized.
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