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Investigation of strongly interacting, nonlinear quantum field theories (QFT-s) remains one of
the outstanding challenges of modern physics. Here, we describe analog quantum simulators for
nonlinear QFT-s using mesoscopic superconducting circuit lattices. Using the Josephson effect
as the source of nonlinear interaction, we investigate generalizations of the quantum sine-Gordon
model. In particular, we consider a two-field generalization, the double sine-Gordon model. In
contrast to the sine-Gordon model, this model can be purely quantum integrable, when it does not
admit a semi-classical description - a property that is generic to many multi-field QFT-s. The
primary goal of this work is to investigate different thermodynamic properties of the double sine-
Gordon model and propose experiments that can capture its subtle quantum integrability. First, we
analytically compute the mass-spectrum and the ground state energy in the presence of an external
‘magnetic’ field using Bethe ansatz and conformal perturbation theory. Second, we calculate the
thermodynamic Bethe ansatz equations for the model and analyze its finite temperature properties.
Third, we propose experiments to verify the theoretical predictions.
I. INTRODUCTION
The longstanding goal of quantum field theory (QFT)
is to predict the masses of the excitations and their scat-
tering cross-sections in terms of the parameters of the
theory and to characterize the different phases and the
phase-transition points. While remarkable progress has
been achieved in analyzing strongly coupled QFT-s using
numerical or effective field theory methods, many quan-
tities of interest remain elusive, either due to the com-
putational limitations or due to the lack of an effective
field theory. Quantum simulation, both analog and digi-
tal, takes a different approach to solving these aforemen-
tioned problems, where one quantum system is tailored
to simulate another in a controlled manner1–9.
Here, we describe analog quantum simulators for some
QFT-s with superconducting quantum electronic circuit
(QEC) lattices10,11. Specifically, we are interested in ob-
taining bosonic QFT-s directly, and not as consequences
of mathematical manipulations (bosonization) of an un-
derlying fermionic or spin system12–17. Even in 1 + 1
space-time dimensions, this is crucial to distill the true
behavior of a bosonic system from a bosonized fermionic
system18,19, despite the well-known fermion-boson corre-
spondences20,21. Of course, this distinction is even more
important in higher dimensions.
Attempts in this direction have been considered pre-
viously in the well-established Bose-Hubbard model
paradigm22,23. Another scheme is to use the Josephson
effect to give rise naturally to the cosine potential24 of
the sine-Gordon (SG) model (see more below). Our con-
struction generalizes the latter strategy. The role of the
bosonic field at a point in space-time is played by the
time-integral of the voltage at that point25 (so the under-
lying degrees of freedom of the QEC lattices are faithful
directly to the bosonic description). The building blocks
of the QEC lattices are superconducting self and mutual
inductances, capacitances and Josephson junctions. The
current-voltage constitutive relations of these elements,
together with Kirchhoff’s laws for the circuits, give rise
to the nonlinear field equations of the QFT-s.
The playground for bosonic nonlinear QFT-s is wide,
even in 1 + 1 dimensions, and includes typically cousins
of the SG theory involving multiple component fields,
together with some cosine interaction. The case of two
bosons already escapes our complete understanding. In
contrast with the SG case, the physics of the various
“double sine-Gordon models” (see definitions below) can-
not always be inferred from some classical limit. For in-
stance, fixed points are known to exist, which are truly
quantum in nature and do not admit a semi-classical
description26. In fact, one of the simplest new aspects to
formulate and study in multi-component bosonic theories
is integrability. Integrability leads to a factorized multi-
particle scattering matrix27,28. This, in turn, allows ana-
lytic computation of thermodynamic and transport prop-
erties of these QFT-s29,30. The ability to do such compu-
tations is crucial to understand non-perturbative aspects
of strongly interacting systems - for instance, charge frac-
tionalization31–33 and its effect on full-counting statis-
tics34, both topics of high current interest.
It is well known that the bulk and boundary SG models
are classically integrable35,36. This was largely used his-
torically to establish their quantum integrablity as well
28,37,38. While the naive intuition that quantum fluctu-
ations might well destroy classical integrability - as is
known to be the case, for instance, for many sigma mod-
els39- is usually correct, it is now understood that the
SG model remains integrable in the quantum regime due
to the existence of subtle quantum group symmetries40.
The presence of these symmetries in 1 + 1 dimensions re-
lies heavily on the existence of conformally invariant UV
fixed points, of which integrable QFTs can be considered
as deformations41–45.
The simplest generalization of the SG model in this
regard is probably the double sine-Gordon (dSG) model,
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2whose euclidean action is
SdSG =
∫
d2x
1
2
∑
i=1,2
(∂µφi)
2 +
2M0
pi
∏
i=1,2
cos(αiφi), (1)
where φ1, φ2 are two bosonic fields, M0 the interaction
strength and α1, α2 the coupling constants. This model
and its close cousins involving a boundary interaction ap-
pear in a variety of guises in condensed matter physics
- for instance, in transport experiments involving one-
dimensional particles with charge and spin, or in quan-
tum Brownian motion on two dimensional lattices46. Un-
fortunately, little remains known about the possibility to
solve the dSG model exactly, and to infer from such a
solution properties of physical interest. This is because,
remarkably, as soon as more than one bosonic degree of
freedom is involved, quantum and classical integrability
often part ways. In fact, it is known that the dSG model
is classically integrable only for α1 = α2, when it reduces
to two decoupled SG models47. However, the same fluc-
tuations that can destroy classical integrability in some
cases can also give rise to quantum integrability. Purely
quantum integrable manifolds, if they exist, should thus
arise for values of the coupling constants that cannot ap-
proach the origin in the (α1, α2) plane. The dSG model
is probably only quantum integrable on several (α1, α2)
manifolds15,18,48–51. While some doubts remain on the
exact nature of this statement, it is strongly believed in
the community that the manifold: α21+α
2
2 = 4pi/~ indeed
is quantum integrable (in the following we will set ~ = 1).
This is, of course, a remarkable statement: we are facing
a situation where a classical soliton wave-packet, which
solves the classical field equations, gets scrambled, but
its quantized counterpart, when the couplings reach some
magical values, propagates undistorted and scatters only
with phase-shifts! One of our goals is to propose a set-
up where such behavior - which, we believe, is the norm
rather than the exception in many multi-field theories -
might be observed experimentally.
It is important to stress that the calculations presented
in this paper are done exactly for the model in Eq. (1).
It should be contrasted with those done by extrapolating
the results of the more general Fateev model48, of which
the dSG is a special case. However, the Fateev model
involves, on top of the two (compact) bosonic fields φi,
an extra non-compact bosonic field. The presence of this
other field makes many calculations of the Fateev model
- in particular, the thermodynamic Bethe ansatz (TBA)
- considerably easier. It is expected that the final results
can then be continued to the limit where this extra boson
decouples, but this assumption is dangerous in view of
the singularity of this limit.
II. THE DOUBLE SINE-GORDON MODEL AT
ZERO TEMPERATURE
The solitons of the quantum dSG model cannot be ap-
proached with semiclassical methods, and are not fully
understood. It is known that they are topological ex-
citations of the fields ϕ1, ϕ2, where ϕ1,2 = (α1φ1 ±
α2φ2)/2
√
pi. They carry a pair of quantum numbers cor-
responding to the fields φ1, φ2, just as an electron carries
electric charge and spin quantum numbers. These soli-
tons scatter with a factorized scattering matrix. More
remarkably, because of the underlying (pair of) quan-
tum group symmetries49, the two quantum numbers of
each soliton scatter independently of each other. The
factorized scattering matrix is expected to be given by48
S = Sp1 ⊗ Sp2 , where Spi , i = 1, 2 is the SG scatter-
ing matrix. The corresponding SG couplings βi-s are re-
lated to pi-s by β
2
i /8pi = pi/(pi + 1), i = 1, 2
28,45, where
p1,2 = α
2
1,2/2pi
48.
The masses of the physical excitations in terms of
the parameters of the action, together with a verifica-
tion of the scattering matrix, are obtained by calculat-
ing the ground state energy in the presence of ‘mag-
netic fields’ h1,2 coupling to the conserved charges Q1,2 =∫
dx∂xϕ1,2/
√
pi. Consider the limit h1,2  M0 and tune
h2 such that 〈Q2〉 = 0. Standard Bethe ansatz calcu-
lations using Wiener-Hopf technique48,52 show that, on
the integrable manifold, the ground state energy gets a
logarithmic correction in h1 (to be contrasted with the
purely polynomial corrections of the Fateev model48), in
addition to its usual quadratic dependence:
E(h1) = −h
2
1p1(2− p1)
2pi
+
m2s
2pi
sin2
(pip1
2
)
lnh1. (2)
Here ms is the mass of the ϕ1 soliton
53. It is obtained in
terms of the action parameters using conformal perturba-
tion theory (CPT)54. We find that ms = M0/ sin(pip1/2),
which matches the result of Ref. 48. The calculation is
is described in detail in Appendix A.
III. THE DOUBLE SINE-GORDON MODEL AT
NONZERO TEMPERATURE
The thermodynamics of QFT-s in an infinite volume
can be inferred from its scattering matrix55 using the
TBA technique29. Using the factorized scattering ma-
trix given above, we now compute the free energy of the
dSG model at a finite temperature 1/R. The TBA given
below is essential to correctly predict the dSG free en-
ergy and cannot be directly inferred from the TBA of
the Fateev model (the free energy extrapolated from the
Fateev model will appear to be infinite). Without loss
of generality, we choose p1 < 1, i.e., the first SG sec-
tor to be attractive, and p2 > 1, i.e., the second, re-
pulsive. In addition to the solitons, the spectrum of the
theory also includes n < 1/p1 particles which are neu-
tral with respect to first quantum number, but still carry
the second quantum number. They are the bound states
of the fundamental ‘double’ solitons and correspond to
the ordinary breather poles of the attractive SG scatter-
ing amplitude of the first sector28. The TBA analysis
is, in general, highly non-trivial, the scattering in each
3FIG. 1. TBA diagram for the dSG model. The solid circles de-
note the physical massive particles: soliton (s), antisoliton(a)
and breathers (bj , j = 1, . . . , n). The empty circles denote
pseudoparticles (j = 1, . . . , n + 2) needed to diagonalize the
dSG scattering matrix. The pseudoparticle 1 has a cross on it,
which indicates that this particle has a mass term in its TBA
equation. The connectivity of the diagram encodes which par-
ticles show up in the TBA equation of a given particle. The
arrows on the links encode the sign of the term on the right
hand side (RHS) of the TBA equation. For instance, for a
link connecting particles p, q, if there is an arrow incident on
q and none on p, then the RHS of the TBA equation for p has
a minus sign in front of the term involving q, while the term
on the RHS for q involving p has a plus sign.
sector being non-diagonal. We consider the simpler case
p1 = 1/(n + 1) when the first sector scattering is diago-
nal. The diagonalization problem of the second sector is
done by the Takahashi-Suzuki classification of the solu-
tion of the Bethe equations56–58 and the algebraic Bethe
ansatz59,60. The detailed derivation of the TBA equa-
tions is given in Appendix B. The resulting TBA equa-
tions have an universal form for all n:
γ(θ) = ϕˆn ? Lbn , γ = s, a,
bn(θ) = ϕˆn ? (Ls + La + Lbn−1),
bj (θ) = ϕˆn ? (Lbj+1 + Lbj−1), j = n− 1, . . . , 3,
b2(θ) = ϕˆn ? (Lb3 + Lb1 − L1),
b1(θ) = ϕˆn ? (Lb2 − L2),
1(θ) = −mb1R cosh θ + ϕˆn ? (Lb2 − L2),
2(θ) = −ϕˆn ? (Lb1 − L1 + L3),
j(θ) = −ϕˆn ? (Lj+1 + Lj−1), j = n− 1, . . . , 3,
n(θ) = −ϕˆn ? (Ln−1 + Ln+1 + Ln+2),
k(θ) = −ϕˆn ? Ln, k = n+ 1, n+ 2. (3)
The TBA kernel is ϕˆn(θ) = (n+ 1)/ cosh[(n+ 1)θ], while
L(θ) = ln[1 + e(θ)] and L(θ) = ln[1 + e−(θ)]. Finally,
mb1 = 2ms sinpip1/2 is the mass of the first breather
28
and a ? b =
∫
a(θ − θ′)b(θ′)dθ′/2pi. The TBA diagram is
given in Fig. 3.
We check our TBA equations by analytic computation
of the central charge in the conformal (UV) limit. This
yields the expected result of cUV = 2 for the two bosonic
fields (see Appendix B for details of the computation).
Next, we compute the free energy of the system upon de-
viation from the conformal limit. This is given in terms
of the effective central charge, ceff = −6R2f/pi, where f
is the free energy per unit length. On the integrable man-
ifold, the perturbation has dimension (α21+α
2
2)/(4pi) = 1.
This leads to logarithmic corrections to ceff
61,62 upon de-
FIG. 2. (a) - (d): Essential primitives of QEC lattices [(a)
an inductance, L, (b) a capacitance, C, (c) a mutual induc-
tance, M , and (d) a Josephson junction (junction energy EJ
and junction capacitance CJ)]. The magnetic fluxes going
through the inductance (L), the mutual inductance (M) and
the Josephson junction are denoted by φ, φ1, φ2 and φ respec-
tively. The charges on the capacitor plates of the capacitances
C and CJ are denoted by Q. (e) One unit cell of the QEC for
the dSG model. The top and bottom horizontal lines denote
the electrical ground. The Josephson junctions (junction en-
ergy EJ,0 and junction capacitance C0) on the vertical links
give rise to the nonlinear interaction. The Josephson junc-
tions (junction energy EJ and junction capacitance CJ) give
rise to a large impedance of the array, without any nonlinear
effects. Finally, the mutual inductanceM and the capacitance
C provide the necessary inductive and capacitive coupling be-
tween the upper and lower parts of the array. The bosonic
fields, ϕ1, ϕ2, are the node-fluxes at the points indicated.
viations from the conformal limit, in addition to the poly-
nomial corrections in powers of (msR)
254. We calculate
these corrections by numerically solving the TBA equa-
tions. The logarithmic correction for the different values
of n is then verified using CPT. We find the logarithmic
correction to ceff to be
(∆ceff)log =
6(msR)
2
pi2
sin2
[ pi
2(n+ 1)
]
ln(msR). (4)
More details on the TBA and the explicit forms of the dif-
ferent polynomial corrections to ceff for n = 2, 3 are given
in Appendix B. Note that this logarithmic correction is
very similar to those obtained for the sine-Gordon model
for suitably chosen coupling constants 61,62 and should
be contrasted with a very different type of logarithmic
correction that arises in the Fateev or sinh-Gordon mod-
els48,63.
IV. THE DOUBLE SINE-GORDON MODEL
WITH QUANTUM CIRCUITS
The predictions for the various thermodynamic quan-
tities computed above can, in principle, be measured in
an experimental setup. In particular, experiments should
be able to capture the subtle quantum vs classical inte-
grability of the dSG model. To that end, we provide a
QEC for the dSG model. In terms of the rotated fields
4ϕ1,2, the dSG action can be viewed as two SG actions
coupled by B
∫
d2x∂µϕ1∂µϕ2, where B = pi/α
2
1 − pi/α22.
Recall that in QEC-s, the bosonic field is time-integral
of the voltage at a point. Thus, the first coupling term,
∂tϕ1∂tϕ2, is a voltage-voltage coupling, realized in QEC-
s with a capacitance (C). The second coupling term,
∂xϕ1∂xϕ2, is a current-current coupling, realized by a
mutual inductance (M). All that is left is to realize two
separate identical SG models. The QEC-s for the two
SG models are two one-dimensional arrays [see panel
(e) of Fig. 2] with Josephson junctions on horizon-
tal links (junction energy EJ and junction capacitance
CJ) together with Josephson junctions on vertical links
(junction energy EJ,0 and junction capacitance C0). We
work in the regime when EJ  ECJ and EC0  ECJ ,
where ECJ = (2e)
2/2CJ and EC0 = (2e)
2/2C0. The
array impedance is Z = RQ
√
2EC0/EJ/2pi
64–67, where
RQ(' 6.5 kΩ) is the resistance quantum (in units of
Cooper pairs). Only the kinetic inductance of the Joseph-
son junctions on the horizontal links are used to increase
the impedance of the array, with the phase-slip ampli-
tudes are exponentially small ∼ e−
√
EJ/ECJ 68. The Lut-
tinger parameter is K = 2Z/RQ. Capacitively and in-
ductively coupling these two SG models results in the
QEC for the dSG model. Choosing M = C, the cor-
respondences between the circuit components and the
dSG action are: α21 = piK/2, α
2
2 = pi/(2/K + 4piC) and
M0 = piEJ,0. A more detailed analysis of the circuit is
given in Appendix C.
Next, we describe various experimental measurements
of the dSG model possible in a QEC setup. Estima-
tion of α1, α2 can be done by biasing with two current
sources (the ‘magnetic fields’ h1, h2 considered earlier)
and measuring the transmission of an input field through
the dSG lattice. This provides an estimate of the average
current, 〈∂xϕ1,2〉, flowing through the horizontal links in
the circuit. Comparison to CPT calculations, which give
〈∂xϕ1,2〉 = [(α1 ± α2)h1 + (α1 ∓ α2)h2]/4pi3/2 to leading
order, yields estimates of α1, α2. Classical integrability
can be captured by scattering measurements of a clas-
sical sine-Gordon soliton wavepacket36 for the either ϕ1
or ϕ2 propagating through the array. Due to the pres-
ence of the mutual inductance and capacitance coupling
to the upper and lower part of the array (Fig. 2), the
wavepacket will distort. However, on the quantum in-
tegrable manifold, a quantum soliton would propagate
undistorted. A signature of the factorized scattering of
the quantum soliton, can be obtained by measuring the
specific heat69, which is predicted from the free energy
computed above (recall that quantum integrability and
the factorized scattering of the quantum solitons is cen-
tral to the entire TBA computation). This measurement
also provides the mass of the quantum soliton. More de-
tails on the specific heat measurement proposal is given
in Appendix C. Additional transport signatures of quan-
tum integrability can be obtained from the boundary
dSG model, which is realized by terminating the lattice
shown in panel (e) of Fig. 2 with two impurity junctions,
one each for the upper and lower parts of the array. The
quantum transport properties can be calculated along the
lines of Refs. 15 and 49 starting with our TBA. However,
inclusion of the boundary in the TBA involves additional
technical complications. We intend to report on this in
a future publication.
V. SUMMARY
To summarize, we have provided analytical predic-
tions of the thermodynamic properties of the dSG model
and a QEC for simulating it. Faithful analog simula-
tion of QFT-s using QEC-s open new possibilities in in-
vestigation of their non-perturbative properties. Radio-
frequency measurements possible with QEC-s allow a
more detailed verification of the QFT-s’ properties. At
the same time, QEC simulation of integrable QFT-s may
be viewed as a method to benchmark these analog sim-
ulators by comparing experiments to analytical theoret-
ical predictions. This leads to a systematic investigation
of more general QFT-s, by systematically including per-
turbations which break integrability. Using the robust
controllability and customizability of QEC-s, this can be
achieved as described below. A massless free-boson QFT
can be included by taking the SG circuit after remov-
ing the Josephson junctions on the vertical links [upper
or lower half of panel (e) of Fig. 2]. A massive free-
boson QFT is obtained from the latter by adding linear
inductances to the ground at each vertical link. Inter-
actions can be realized by either inductive coupling or
capacitive coupling or through Josephson junctions. For
instance, interacting QFT-s may be obtained by specific
arrangements of Josephson junctions in tailored geome-
tries70–72. Fermionic modes may potentially also be in-
cluded using the topological Josephson effect73. Finally,
the QEC-s proposed in this work can be generalized to
simulate higher dimensional QFT-s (integrable and non-
integrable)74.
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Appendix A: The double sine-Gordon model at zero
temperature
In this section we consider the dSG model in the pres-
ence of external magnetic fields hi-s, which couple to the
5conserved charges Qi-s of the solitons. First, we calcu-
late the ground state energy in the limit hi → ∞ and
then consider deviations from this limit using CPT. Sub-
sequently, the results are compared with Bethe ansatz
calculations. The charges, Qi-s, of the solitons are given
by
Qi =
∫ ∞
−∞
dx
1√
pi
∂1ϕi, i = 1, 2, (A1)
where ϕ1,2 = (α1φ1 ± α2φ2)/2
√
pi. The coupling to the
magnetic field is given by the following action
Smag = − h1√
pi
∫
d2x∂1ϕ1 − h2√
pi
∫
d2x∂1ϕ2. (A2)
In limit h1/M0, h2/M0 → ∞, the interaction term Sint
can be neglected. The ground state energy can be com-
puted by completing squares in a Gaussian integral and
is given by
E = − (h
2
1 + h
2
2)A− 2h1h2B
2pi(A2 −B2) . (A3)
The equilibrium values of the charges Q1,2 = ∂E/∂h1,2
are given by
Q1 =
h1A− h2B
pi(A2 −B2) , Q2 =
h2A− h1B
pi(A2 −B2) . (A4)
We will be considering the situation when the fields h1, h2
are so chosen that Q2 = 0 which implies, from the above
equation, h2 = Bh1/A. Then, the charge Q1 is given by
Q1 =
h1
piA
=
h1α
2
1α
2
2
pi2(α21 + α
2
2)
(A5)
and the ground state energy is
Ec = − h
2
1α
2
1α
2
2
2pi2(α21 + α
2
2)
. (A6)
Next, we look at finite h1/M0, h2/M0 and consider fluc-
tuations of the fields ϕ1,2 around their asymptotic values
given by Eq. [A4]. This is where our results differ from
those obtained in Ref. 48. As will be shown below, the
corrections to the limit h1/M0, h2/M0 →∞ occur at the
second order and lead to logarithmic corrections, while
the same for the Fateev model occur at fourth order and
give rise to polynomial corrections. We define
ϕi(x) =
√
piQix1 + ϕ˜i(x), i = 1, 2, (A7)
where 〈ϕ˜i〉 = 0. The original fields φ1,2 can be written
has
φ1,2 =
pi
α1
(Q1 ±Q2)x1 + φ˜1,2, (A8)
where we have defined ˜φ1,2 =
√
pi(ϕ˜1±ϕ˜2)/α1. Rewriting
the action in terms of φ˜1,2 and considering the case when
Q2 = 0, we have S0 + Smag = S˜0 + LREc, where
S˜0 = 1
2
∫
d2x
{
(∂µφ˜1)
2 + (∂µφ˜2)
2
}
,
Ec = − h
2
1α
2
1α
2
2
2pi2(α21 + α
2
2)
. (A9)
Here, L is the spatial extent of the 1D system and R is the
inverse temperature. In the following, we will keep the
fluctuating fields φ˜1,2 and evaluate the corrections due to
the interaction term Sint perturbatively. We consider the
case when Q2 = 0. The interaction term can be written
as
Sint = 2M0
pi
∫
d2x cos(piQ1x1+α1φ˜1) cos(piQ1x1+α2φ˜2).
This leads to
lnZ = −EcLR+ lnZ0 + 1
2
〈S2int〉0 (A10)
where we have used the fact that 〈Sint〉0 = 0, Z0 =∫ Dφˆ1Dφˆ2exp(−Sˆ0) and the averages 〈 〉0 are with re-
spect to Z0. In order to calculate the correction term,
we need the following formula for averages of the vertex
operators75
〈eiαφ(x1) . . . eiαφ(xn)e−iαφ(y1) . . . e−iαφ(yn)〉0 =
∏n
i>j(|xi − xj ||y1 − yj |)
α2
2pi∏n
i,j=1 |xi − yj |
α2
2pi
, (A11)
where the average is taken with respect to the free-field
action. Performing the integral, on the integrable mani-
fold: α21 + α
2
2 = 4pi, we get
〈S2int〉0 =
M20
2pi
LR
{
− 2γE − 2 ln(2pi|Q1|) + 2 ln
( R
2a
)}
,
where γE is the Euler constant and a is a lattice cut-
off. Using this result, the specific ground state energy,
up to second order in M0, is given by
E = − 1
L
∂ lnZ
∂R
= Ec + M
2
0
2pi
ln(2pi|Q1|) + E0, (A12)
6where
E0 = − 1
L
∂ lnZ0
∂R
+
M20
2pi
{
γE + 1 + ln(R/2a)
}
(A13)
Next, we calculate the ground state energy using Bethe
ansatz. Consider the case when the fields are chosen so
that Q2 = 0. Due to the presence of the magnetic field,
the solitons of the ϕ1 fields acquire an additional energy
−h1Q1 and as long as h1 is larger than the mass of the
ϕ1 solitons, these solitons fill up all possible states within
a ‘Fermi interval’ −B < θ < B, where θ is the rapidity
parameter and B is the ‘Fermi wavevector’. The specific
ground state energy is then given by59,76,77
Ec = −ms
2pi
∫ B
−B
dθ cosh(θ)(θ), (A14)
where ms is the mass of the ϕ1 soliton and the quasipar-
ticle energies (θ) satisfy∫ B
−B
dθK˜c(θ − θ′)(θ′) = h1 −ms cosh(θ), (A15)
with the boundary condition (±B) = 0. Here,
K˜c(θ) = δ(θ)− 1
2pi
d
dθ
[δp1(θ) + δp2(θ)], (A16)
where δpi-s are soliton-soliton scattering phase-shifts (for
instance, see Ref. 48 for explicit forms). The Fourier
transform of K˜c is given by
Kc(ω) =
sinh[piω(p1 + p2)/2]
2 sinh(piωp1/2) sinh(piωp2/2)
tanh
(piω
2
)
.
(A17)
The leading order energy contribution in the limit of
h1/M0, h2/M0 → ∞ can be obtained by the standard
manipulations48,52 and the result is identical to that of
the Fateev model. This leads to
Ec = h
2
1
2piKc(0)
= − h
2
1p1p2
pi(p1 + p2)
. (A18)
Comparing Eqs. [A6, A18], we get
pi =
α2i
2pi
, i = 1, 2. (A19)
In terms of pi-s, the integration manifold is then given
by p1 + p2 = 2. Next, we consider deviations from the
h1/M0, h2/M0 → ∞ limit. This is done by a Wiener-
Hopf calculation. Since we are interested in the dSG
model on the integration manifold, we set p2 = 2− p1 at
the outset. Then, the scattering kernel reduces to
Kc(ω) =
sinh(piω)
2 sinh(piωp12 ) sinh(piω − piωp12 )
tanh
(piω
2
)
.
(A20)
The kernel factorizes asKc(ω) = 1/N(ω)N(−ω)48, where
N(ω) =
√
4pi
p1(2− p1)
p(iω)p( iω2 )e
iωΛ
p( iωp12 )p(iω − iωp12 )p( 12 + iω2 )
,
where
Λ = − ln 2 + 2− p1
2
ln(2− p1) + p1
2
ln p1. (A21)
Then, the Bethe ansatz integral equation is reduced to
the following linear integral equation for the v(ω), given
by
v(k) = − ih1N(0)
k
+
imse
B
2
N(−i)
k − i
+
∫
C+
dω
2pii
e2iωB
w + k
α(ω)v(ω), (A22)
where ms is the mass of physical excitations of solitons
of ϕ1, α(ω) = N(ω)/N(−ω) and
ih1N(0) = − imse
B
2
N(−i)
+
∫
C+
dω
2pii
e2iωBα(ω)v(ω). (A23)
Here, C+ includes all the poles on the positive imaginary
axis, but not the one at ω = −k. Then, the ground state
energy is given by
E(h1)− E(0) = −h
2
1N(0)
2
2pi
−h1N(0)
pi
∫
C′+
dω
2pii
e2iωB
ω − i α(ω)v(ω),
where C ′+ is the contour that includes the poles included
by C+ plus the one at ω = i. Our goal is to calculate
this ground state energy, which gets contribution from
the poles of α(ω), v(ω) and ω = i. We include these
contributions iteratively. Keeping to the lowest order
contribution, we evaluate the contribution due to the pole
at ω = ω1 = i. This leads to
E(h1)− E(0) = −h
2
1N(0)
2
2pi
+
h21N(0)
2
pi
∫
C′+
dω
2pii
e2iωB
ω(ω − i)3 α˜(ω),
where α˜(ω) = (ω − i)α(ω). Application of the residue
theorem leads to
E(h1)− E(0) = −h
2
1N(0)
2
2pi
−h
2
1N(0)
2
2pi
m2s sin
2(pip1/2)
2h21(2− p1)p1
{
− 1
+2γE + ln 4 +
4
p1 − 2 − 2 ln
h1(2− p1)p1
ms
+pi cot
pip1
2
+ 2 ln sin
pip1
2
+2ψ
(p1
2
− 1
)}
, (A24)
where ψ is the digamma function and N(0) =√
(2− p1)p1 Then, the ground state energy is given by
7E(h1)− E(0) = −h
2
1p1(2− p1)
2pi
− m
2
s sin
2(pip1/2)
4pi
{
− 1 + 2γE + ln 4 + 4
p1 − 2 − 2 ln
h1(2− p1)p1
ms
+pi cot
pip1
2
+ 2 ln sin
pip1
2
+ 2ψ
(p1
2
− 1
)}
. (A25)
The contributions to the ground state energy can be iden-
tified as follows. The first term on the right hand side
is Ec, the leading order contribution to the ground state
energy when h1/M0, h2/M0 → ∞. In the second term,
the h1-independent term can be identified as the ground
state energy E(0), while the logarithmic term dependent
on h1 is the perturbative correction as we move away
from the infinitely large magnetic fields limit. Thus, we
get
E(h1) = Ec + δE , (A26)
where
δE = m
2
s
2pi
sin2(pip1/2) lnh1 (A27)
and the ground state energy in the absence of magnetic
field as
E(0) = m
2
s sin
2(pip1/2)
4pi
{
− 1 + 2γE + ln 4 + 4
p1 − 2
−2 ln (2− p1)p1
ms
+ pi cot
pip1
2
+2 ln sin
pip1
2
+ 2ψ
(p1
2
− 1
)}
(A28)
Furthermore, comparing the coefficient of lnh1 term in
Eqs. (A12, A27) leads to an exact expression connect-
ing the interaction parameter M0 of the action with the
masses of the ϕ1 solitons:
M0 = ms sin
pip1
2
. (A29)
Here, we have used the definition of Q1 in Eq. [A5] and
the relation Eq. [A19]. We note that the masses of the
ϕ2 solitons are the same as that of the ϕ1 solitons on the
integrability manifold.
Appendix B: The double sine-Gordon model at
nonzero-temperature
In this section, we analyze the dSG model at finite
temperature. The solitons of this model scatter in a fac-
torized manner. In particular, the scattering of the two
quantum numbers of each soliton also occurs indepen-
dent of each other: S = Sp1 ⊗ Sp2 , where on the in-
tegrable manifold p1 + p2 = 2. This relation between
p1, p2 forces one of the amplitude to be in the attrac-
tive regime and the other to be in the repulsive regime.
This is precisely why the analysis is different from the
Fateev model, for which the TBA analysis was done only
for the case p1, p2 ≥ 148. Without loss of generality, we
choose p1 < 1, i.e. attractive, and p2 > 1 repulsive.
In addition to the solitons, the spectrum of the theory
also includes n < 1/p1 particles which are neutral with
respect to first quantum number, but still carry the sec-
ond quantum number. They are the bound states of the
fundamental ‘double’ solitons and correspond to the ordi-
nary breather poles of the attractive sine-Gordon ampli-
tude of the first sector. The masses of these breathers are
given by the standard formula mi = 2ms sin[pii/2(n+1)],
where i = 1, . . . , n28. The TBA analysis of this problem
is in general highly non-trivial, being each scattering sec-
tor source of non diagonally. We will restrict therefore
ourselves to the simpler case p1 = 1/(n + 1) for which
the sector one scattering is diagonal. Our TBA analysis
will therefore consists in the diagonalization problem of
the second sector only, which can be done by means of
the Takahashi-Suzuki classification of the solution of the
Bethe equations56–58.
The periodicity condition for the wave function of this
given number of solitons, antisolitons and breathers on a
circle of length L becomes the following set of equations:
∏
δ=s,a
∏
kδ
Sp1pδ (θ − θkδ)
∏
i=1,...,n
∏
kbi
Sp1pbi(θ − θkbi )λp2p (θ) = e−impL sinh θ, p = s, a,∏
δ=s,a
∏
kδ
Sp1biδ(θ − θkδ)
∏
j=1,...,n
∏
kbj
Sp1bibj (θ − θkbj )λ
p2
bi
(θ) = e−imbiL sinh θ, (B1)
where i = 1, . . . , n. In this equation, θ is the rapid-
ity of the particle going around the circle, θks , θka , θkbi
are the rapidities of the incoming soliton, antisoliton and
the breathers respectively. The scattering coefficients for
the sine-Gordon model, Sp1 -s, are well-known28, while
λp2 is the contribution of the second phase-shift due to
the scattering of the second quantum number. This con-
tribution is computed by diagonalization of the transfer
8matrix of a second sector soliton going around the world
repulsively interacting with solitons and antisolitons with
amplitudes Sp2 . The diagonalization procedure for repul-
sive sine-Gordon produces in the thermodynamic limit
equations for the densities of states in terms of massless
pseudoparticles and a physical particle carrying the mass
of the soliton. When ‘gluing’ this result with the above
equations, the only care will be needed in the identifica-
tion of the role of the massive physical particles. This is
done using the algebraic Bethe ansatz technique57,59,60.
The calculation is nontrivial. First, we do it for n = 2
and then generalize the results so obtained. The detailed
derivation for n = 2 is given at the end of the manuscript
(Appendix D) and here, we present directly the final re-
sults:
p(θ) = ϕˆn ? Lbn , p = s, a,
bn(θ) = ϕˆn ? (Ls + La + Lbn−1),
bj (θ) = ϕˆn ? (Lbj+1 + Lbj−1), j = n− 1, . . . , 3,
b2(θ) = ϕˆn ? (Lb3 + Lb1 − L1),
b1(θ) = ϕˆn ? (Lb2 − L2),
1(θ) = −mb1R cosh θ + ϕˆn ? (Lb2 − L2),
2(θ) = −ϕˆn ? (Lb1 − L1 + L3),
j(θ) = −ϕˆn ? (Lj+1 + Lj−1), j = n− 1, . . . , 3,
n(θ) = −ϕˆn ? (Ln−1 + Ln+1 + Ln+2),
k(θ) = −ϕˆn ? Ln, k = n+ 1, n+ 2. (B2)
In the above equation, the TBA kernel is given by
ϕˆn(θ) = (n+ 1)/ cosh[(n+ 1)θ], L(θ) = ln[1 + e(θ)], and
L(θ) = ln[1 + e−(θ)]. Finally, we use the following con-
vention for the convolution: a ? b =
∫
dθ′
2pi a(θ − θ′)b(θ′).
The pictorial representation for the TBA equations is
given Fig. 3. The solid circles denote the physical mas-
sive particles, while the empty ones denote the pseu-
doparticles. The cross on the empty circle encodes which
of the pseudoparticles has a massive term in its TBA
equation. The connectivity of the diagram encodes the
structure of the TBA equations. Finally, the arrows de-
note, for the TBA equation for a given particle, the sign
of the contribution of the different particles. Note the
somewhat special structure of the TBA equations. In
contrast to the usual structure of the TBA equations, in
Eq. [B2], only one pseudoparticle (1) has a (negative!)
mass term, while the physical massive particles do not.
This is because the equations are written in terms of both
the functions L-s and L-s, which allows us to write the
TBA equations concisely in terms of a single universal
kernel ϕˆn. When written only in terms of the L-s, the
TBA equations are in the ‘standard form’ and do have
the expected structure.
Note the difference of the TBA equations from those
obtained for the Fateev model. The latter model involves
in addition to the two bosonic fields considered in this
work, a noncompact bosonic field ϕ with coupling β. The
TBA for the Fateev model has been done in the regime
FIG. 3. TBA diagram for the dSG model. The solid circles de-
note the physical massive particles: soliton (s), antisoliton(a)
and breathers (bj , j = 1, . . . , n). The empty circles denote
pseudoparticles (j = 1, . . . , n + 2) needed to diagonalize the
dSG scattering matrix. The pseudoparticle 1 has a cross on
it, which indicates that this particle has a mass term in its
TBA equation. As usual, the connectivity of the diagram en-
codes which particles show up in the TBA equation of a given
particle. The arrows on the links encode the sign of the term
on the right hand side of the TBA equation. For instance, for
a link connecting particles p, q, if there is an arrow incident
on q and none on p, then the right hand side of the TBA
equation for p has a minus sign, while the same for q has a
plus sign.
when both the couplings α1, α2 are larger than
√
2pi. In
this regime, both the sine-Gordon models are in the re-
pulsive regime (without any breathers in either sector)
and the resultant TBA is obtained by ‘gluing’ two sine-
Gordon TBA diagrams in the repulsive regime. In con-
trast, in the dSG model, the pure quantum integrable
manifold corresponds to α21 + α
2
2 = 4pi, with α1 6= α2.
Thus, the breathers in one of the sectors have to be taken
into account to correctly obtain the thermodynamics of
the dSG model. This difference is visible by taking the
nave limit of β = 0 in Eq. 33 of Ref. 48, which gives
divergent results for the ground state energy.
To check the TBA equations, we first compute the cen-
tral charge in the UV limit. The central charge is given
by
cUV =
6
pi2
∫
dθ cosh θ
[
Ls(θ) + La(θ) +
n∑
j=1
mbi
ms
Lbi(θ)
]
(B3)
For TBA equations with off-diagonal scattering, the cen-
tral charge can be computed in the usual manner using
the solutions of the energies s, a, bi , i-s in the UV
(T → ∞) and IR (T → 0) limits61,78. The resultant
expression for the central charge can be written as
cUV =
6
pi2
{
2Ldlog
( xs
1 + xs
)
+
n∑
j=2
[
Ldlog
( xj
1 + xj
)
+ Ldlog
( xbj
1 + xbj
)]
9+2Ldlog
( xn+1
1 + xn+1
)
+ Ldlog
( xb1
1 + xb1
)
+ Ldlog
( 1
1 + x1
)
−
n∑
j=2
Ldlog
( yj
1 + yj
)
− Ldlog
( 1
1 + y1
)
− 2Ldlog
( yn+1
1 + yn+1
)}
, (B4)
where Ldlog is the Rogers dilogarithm function and we
have used s = a, n+1 = n+2. Furthermore, xp = e
−p ,
p = s, a, bi, i, i = 1, . . . , n in the UV limits, while the
yp = e
−p in the IR limit. Note that in the IR limit, the
energies of the massive physical particles diverge and so,
they do not contribute to the expression of the central
charge61. The solutions of the TBA equations in the UV
limit are given by
xn+1 =
1
xs
= n, x1 = xb1 = 1,
xj =
1
xbj
= j2 − 1, j = 2, . . . , n, (B5)
while for the IR limit, the non-zero y-s are given by
yn+1 = n− 1
2
, y1 = 3,
yj =
(
j − 1
2
)2
− 1, j = 2, . . . , n. (B6)
Plugging these solutions in Eq. [B4] and using some re-
markable dilogarithm identities79, we arrive the desired
result of
cUV = 2. (B7)
Next, we compute the effective central charge as we move
away from the UV limit. The perturbation Sint has di-
mension (α21 + α
2
2)/(4pi). Thus, on the integrable man-
ifold, the perturbation has dimension 1. This leads to
logarithmic corrections to the central charge61,62 as one
moves away from the UV limit, in addition to the poly-
nomial corrections in powers of (msR)
254. We compute
these corrections by solving the TBA equations numeri-
cally and doing a numerical fit of the resulting expression
for the central charge. The coefficient of the logarithmic
correction for the different cases is then verified using
CPT. These calculations are described below for n = 2
and n = 3.
Consider the case n = 2, i.e., p1 = 1/3, p2 = 5/3. The
first sector spectrum consists of soliton s, antisoliton a
and two breathers b1 and b2 whose masses are mb1 = ms
and mb2 =
√
3ms. For the numerical solutions of the
TBA equations, it is convenient to use the equations in
the standard form, given by
p(θ) = mpR cosh θ + φˆ1 ? (Ls + La + Lb1 − L1) + φˆ3 ? Lb2 , p = s, a,
b2(θ) = mb2R cosh θ + φˆ3 ? (Ls + La + Lb1 − L1) + 2φˆ1 ? Lb2
b1(θ) = mb1R cosh θ + φˆ1 ? (Ls + La + Lb1 − L1) + φˆ3 ? Lb2 − φˆ2 ? L2,
1(θ) = φˆ1 ? (Ls + La + Lb1 − L1) + φˆ3 ? Lb2 − φˆ2 ? L2,
2(θ) = −φˆ2 ? (Lb1 − L1 + L2 + L3),
k(θ) = −φˆ2 ? L2, k = 3, 4, (B8)
where the kernels are given by
φˆ1(θ) =
3
2 cosh(3θ/2)
, φˆ2(θ) =
3
cosh(3θ)
,
φˆ3(θ) = 3
√
2
cosh(3θ/2)
cosh(3θ)
. (B9)
We solve Eq. [B8] numerically and plug it in Eq. [B3]
to obtain the effective central charge ceff . The result is
shown in Fig. 4. The first six correction terms capturing
the deviation from the UV limit is obtained by fitting the
numerical data to the following expression:
ceff = c0 + a
(2)
log
(msR)
2
(2pi)2
ln(msR)
+
5∑
j=1
a
(2)
j (msR)
2j , (B10)
where the superscript 2 denotes the value of n. This leads
to
c0 = 2, a
(2)
log = 6, a
(2)
1 = −0.39283, a(2)2 = 0.01051,
a
(2)
3 = −0.01554, a(2)4 = 0.25742, a(2)5 = −1.54212.
Identical calculations can be done for n = 3. We only
provide the final fit to the effective central charge:
c0 = 2, a
(3)
log = 3.5149, a
(3)
1 = −0.29775, a(3)2 = 0.00739,
a
(3)
3 = −0.00818, a(3)4 = 0.1851, a(3)5 = −1.2709.
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FIG. 4. Effective central charge for n = 2. The solid blue
line is obtained by solving the TBA equations given by Eq.
[B8]. The black dots are obtained by performing a fit to Eq.
[B10].
The coefficient of the logarithmic term in the effective
central charge calculation can be checked analytically us-
ing CPT. Taking Eq. [A12] for h1 = 0 and using Eq.
[A29], we arrive at the expression for the free energy:
f = − 1
LR
lnZ = −piceff
6R2
= − 1
LR
lnZ0 − m
2
s
pi
sin2
pi
2(n+ 1)
ln
( R
2a
)
. (B11)
Thus, we arrive at an analytical expression for
the logarithmic correction in ceff , proportional to
(msR)
2
(2pi)2 ln(msR), denoted by alog:
alog = 24 sin
2 pi
2(n+ 1)
. (B12)
For n = 2 and n = 3, this coefficient is given by 6 and
3.5147, which are in good agreement with what was ob-
tained by numerically solving the TBA equations (Eqs.
[B11, B11]). We have checked our results for n = 4 and
n = 5 as well.
Appendix C: The double sine-Gordon model with
quantum circuits
In this section of the appendix, we present some addi-
tional details on the realization of the dSG with quantum
electronic circuits. As mentioned in the main text, the
dSG model can be viewed as two sine-Gordon (SG) mod-
els coupled by a mutual inductance and a capacitance.
Below, we sketch how the different terms of the circuit
contribute to the different terms of the action presented
in Eq. (1) of the main text.
Consider the circuit in Fig. 5 (a). Define the node-flux
at a point in space-time (x, t) as φ(x, t)25, which plays
FIG. 5. Unit cells for a free-boson quantum field theory
[panel (a)], the quantum sine-Gordon model [panel (b)] and
the double sine-Gordon model [panel (c)].
the role of the bosonic field. As shown in Refs. 67, 80–
82, a 1D array built out of this unit cell, in the con-
tinuum limit, provides a circuit realization of a 1D Lut-
tinger liquid. The action of the latter is given by SLL =
1
2piK
∫
d2x(∂µφ)
2, where we have rescaled the space and
time axis to set the plasmon velocity to be unity. It is es-
sential that EJ , EC0  ECJ so that the phase-slip rates
are exponentially suppressed. This ensures that despite
the presence of the nonlinear Josephson element on the
horizontal links, the resultant action is Gaussian. Addi-
tion of a Josephson junction on vertical links, adds the
Josephson cosine-potential to the action, leading to the
sine-Gordon action, where SSG = SLL − EJ0
∫
d2x cosφ,
where EJ0 is the strength of the Josephson nonlinear-
ity. It is this nonlinearity that gives rise to the cosine
nonlinearity of the SG action. In the quantum field the-
ory notation, the SG coupling constant β is given by
β =
√
4piK. The free-fermion point of the SG model cor-
responds to β =
√
4pi, while β ≤ (≥)√4pi corresponds to
the attractive (repulsive) regime of the model.
From the above circuits, it is straightforward to infer
the circuit realizing the dSG action, presented in Fig. 5
(c). Consider the upper and lower halves of the array,
without the mutual inductance M and the capacitance
C, which couples the two halves. From the above expla-
nation, it is clear that each of the two halves of the array
realize the SG actions, given by SSG,i, i = 1, 2:
SSG,i = 1
2piK
∫
d2x(∂µϕi)
2
−EJ0
∫
d2x cosϕi, i = 1, 2. (C1)
Now, consider the mutual inductance M and the capac-
itance C. The first leads to a term in the action
SM = −M
∫
d2x∂xϕ1∂xϕ2, (C2)
while the second leads to
SC = C
2
∫
d2x(∂tϕ1 − ∂tϕ2)2. (C3)
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The last two equations follow directly from the current-
voltage constitutive relations of the circuit elements un-
der consideration. The total action of the dSG circuit is
given by SSG,1 +SSG,2 +SM +SC . From this action, sim-
ple algebraic manipulations give rise to the dSG action
in terms of the fields ϕ1,2, given by
SdSG = A
2
∫
d2x[(∂µϕ1)
2 + (∂µϕ2)
2] +B
∫
d2x∂µϕ1∂µϕ2
−M0
pi
∫
d2x{cos(2√piϕ1) + cos(2
√
piϕ2)}, (C4)
where A = pi(1/α21 + 1/α
2
2) and B = pi(1/α
2
1 − 1/α22). In
terms of the circuit components,
α21 =
Kpi
2
, α22 =
pi
2/K + 4piC
, (C5)
which are the expressions provided in the main text of
the article.
In the above derivation of the dSG action from the
circuit, we have implicitly assumed that the unit cell is
repeated an infinite number of times with periodic/open
boundary conditions. However, real experiments are
done with finite number of such unit cells. There are two
main difficulties in realizing arrays very large number of
junctions. First, in the derivation of the dSG action, we
have neglected the phase-slips in the Josephson junctions
in the horizontal links. However, for a large enough num-
ber of unit cells, this rate is no longer negligible. A crude
estimate for the maximum number of unit cells is pro-
vided by the inverse of the phase-slip rate and is given by
e
√
EJ/ECJ 64,67. The same problem also provides a limi-
tations on the frequencies over width the phase-slip rates
can be safely neglected and is given by u
√
CJ/C0/a0,
where a0 is the lattice spacing and u = a0
√
2EC0EJ , the
plasmon velocity67. Second, the superinductance of the
Josephson junction on the horizontal links should not be
shunted by the capacitance to ground. This is ensured
by choosing N < CJ/C0
64. Despite these difficulties, ar-
rays with up to O(105) Josephson junctions have been
reliably built and experimentally analyzed83 and we are
optimistic that our analytical predictions can be experi-
mentally verified.
Next, we comment on some of the possible measure-
ments in the circuit. Estimation of α1, α2 can be done
by biasing with two current sources (the ‘magnetic fields’
h1, h2 considered earlier) and measuring the transmis-
sion of an input field through the dSG lattice. This
provides an estimate of the average current, 〈∂xϕ1,2〉,
flowing through the horizontal links in the circuit. A
different approach will be to locally probe the dSG cir-
cuit by coupling resonators to a unit cell and measuring
current/voltage correlations. While transport properties
can be measured in the ways mentioned above, the spe-
cific heat can be measured using AC calorimetry84. The
latter method involves inducing temperature oscillations
on the array patterned on a membrane. The amplitude of
the oscillations, together with the applied amplitude and
frequency of the applied AC power provides the specific
heat84,85. A detailed theoretical analysis for the specific
heat measurements for the sine-Gordon model has been
made in Refs. 69 and 86.
We note that opening the circuit to drive and dis-
sipation leads to an interesting and physically relevant
problem of dissipative quantum field theories, a largely
open field. The calculations made for the sine-Gordon
model87,88 indicate a finite width for the sine-Gordon
minima which presumably leads to a finite width for the
different particles in the spectrum. We speculate that a
similar phenomenon may occur in the dSG model. How-
ever, a full quantum analysis is still an open problem
even for the sine-Gordon model and we hope to return
to this problem in the future.
Appendix D: Derivation of the TBA equations for
n = 2
Consider again the case n = 2, i.e., p1 = 1/3, p2 = 5/3.
The first sector spectrum consists of soliton s, antisoliton
a and two breathers b1 and b2 whose masses aremb1 = ms
and mb2 =
√
3ms. We refer to the two sine-Gordon sec-
tors as T1, T2 which correspond to the couplings α1, α2.
The periodicity condition for the wave function of a given
number of solitons, antisolitons and breathers on a circle
of length L becomes the following set of equations
∏
ks
Sp1ss (θ − θks)
∏
ka
Sp1sa(θ − θka)
∏
kb1
Sp1sb1(θ − θkb1 )
∏
kb2
Sp1sb2(θ − θkb2 )λp2s (θ|{θks}, {θka}, {θkb1 }, {θkb2 }) = e−imsL sinh θ∏
ks
Sp1b1s(θ − θks)
∏
ka
Sp1b1a(θ − θka)
∏
kb1
Sp1b1b1(θ − θkb1 )
∏
kb2
Sp1b1b2(θ − θkb2 )λ
p2
b1
(θ|{θks}, {θka}, {θkb1 }, {θkb2 }) = e−im1L sinh θ∏
ks
Sp1b2s(θ − θks)
∏
ka
Sp1b2a(θ − θka)
∏
kb1
Sp1b2b1(θ − θkb1 )
∏
kb2
Sp1b2b2(θ − θkb2 )λ
p2
b2
(θ|{θks}, {θka}, {θkb1 }, {θkb2 }) = e−im2L sinh θ
(D1)
where θ is the rapidity of the particle going around the world, θks,a,b1,b2 the rapidities of the external “incoming”
12
solitons, antisolitons and breathers and in which λp2i rep-
resents the contribution to the phase shift of the scatter-
ing of the second quantum number. We compute these
contributions by the diagonalizing the transfer matrix of
a T2-soliton going around the world repulsively interact-
ing with solitons and antisolitons with amplitudes Sp2SG.
The diagonalization procedure for repulsive sine-Gordon
produces in the thermodynamic limit equations for the
densities of states in terms of massless pseudoparticles
and a physical particle carrying the mass of the soliton.
When “gluing” this result with the equations (D1) the
only care will be needed in the identification of the role
of the massive physical particles. Through the algebraic
Bethe ansatz technique57,61, the eigenvalues of the repul-
sive sine-Gordon transfer matrix are
λp2(θ, {θi}, {yr}) =
∏
i
Sp2ss (θ − θi)
∏
r
sinh 1p2 (ipi − yr − θ)
sinh 1p2 (yr − θ)
. (D2)
The rapidities yr label the Bethe eigenvectors of the
transfer matrix and have to satisfy the Bethe equation
∏
i
sinh 1p2 (ipi − yr − θ)
sinh 1p2 (yr − θ)
= −
∏
r′
sinh 1p2 (yr − yr′ − ipi)
sinh 1p2 (yr − yr′ + ipi)
.(D3)
The presence of the external particles does not invali-
date the string classification56,58 of the rapidities yr in the
thermodynamic limit. This classification applies actually
to the case p2 > 2. It is easy to convince yourself that the
classification of the yr’s of equation (D3) is equivalent to
the classification of the y′r = (1 − p2)yr of an equation
like (D3) but with p′2 = (1 − 1/p2)−1. For the general
case p2 = 2− 1/(n+ 1) we have the following pattern of
n+ 2 strings y(j)
y
(j)
k = <y(j) −
ipi
2
n
n+ 1
(2j − 1− 2k)− ipi
2
p2
1− vj
2
, k = 1, 2, . . . Nj , j = 1, . . . , n+ 2 . (D4)
The lengths Nj and the parities vj of the string y
(j) are
N1 = 1 ; Nj = 2j − 3 , j = 2, 3, . . . , n+ 1 ;Nn+2 = 2
v1 = 1 ; vj = (−1)j−1 , j = 2, 3, . . . , n+ 1 ;vn+2 = 1 . (D5)
Since there cannot exist different strings with the same
length and parity it is useful to denote the strings with
Nv. The center of a string, i.e. its real part, plays the
role in the thermodynamical analysis of the rapidity of
a massless pseudoparticle Nv to which we can associate
a density PNv of states containing it and a density of
occupied states P+Nv . As usual the Yang-Yang relations
between the densities is obtained by plugging the classifi-
cation (D4) in the Bethe equation (D3) and by taking the
imaginary part of the logarithmic derivative with respect
to the external rapidity. The result for the pseudoparti-
cles is
Pi(y) = (−1)vi
φˆi0 ? P+0 +∑
j
φˆij ? P
+
j
 (D6)
where
φˆij(y) = −id/dy log

Ni∏
ki=1
Nj∏
kj=1
sinh 1p2 [y − ipi2 nn+1 (Ni −Nj − 2ki + 2kj)− ipi2 p2
1−vivj
2 − ipi]
sinh 1p2 [y − ipi2 nn+1 (Ni −Nj − 2ki + 2kj) ipi2 p2 −
1−vivj
2 + ipi]

= (−1)vivj 2
p2
Ni∑
ki=1
Nj∑
kj=1
sin pip2 [
n
n+1 (Ni −Nj − 2ki + 2kj) + 2]
cosh 2yp2 − (−1)vivj cos pip2 [ nn+1 (Ni −Nj − 2ki + 2kj) + 2]
, (D7)
φˆi0(y) = −id/dy log
{
Ni∏
ki=1
− sinh 1p2 [y − ipi2 nn+1 (Ni + 2− 2ki)− ipi2 p2 1−vi2 ]
sinh 1p2 [y − ipi2 nn+1 (Ni + 2− 2ki) ipi2 p2 − 1−vi2 − ipi]
}
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= (−1)vi 2
p2
Ni∑
ki=1
sin pip2 [
n
n+1 (Ni + 2− 2ki)]
cosh 2yp2 − (−1)vi cos pip2 [ nn+1 (Ni + 2− 2ki)]
(D8)
are the kernels of the particle i with the physical particle
denoted with 0 and with the other pseudoparticles j. The
convolution normalization is a ? b =
∫
dθ′
2pi a(θ − θ′)b(θ′).
For sine-Gordon the method would go on with the equa-
tion for the density of the physical particle state, obtain-
able from the periodicity equation. But in the case we are
examining now the role of the physical particle is played
by the T1 soliton, antisoliton and breathers. Therefore
in our case we have to modify the equation (D6) to the
equation
Pi(y) = (−1)vi
φi0 ? (P+s + P+a ) +∑
j
φˆibj ? P
+
bj
+
∑
j
φˆij ? P
+
j
 (D9)
where the breather kernels are
φˆibj (θ) = φˆi0
(
θ +
ipi
2
n− j + 1
n+ 1
)
+ φˆi0
(
θ − ipi
2
n− j + 1
n+ 1
)
. (D10)
The equations for the densities of the physical particles
states can be obtained by taking the logarithmic deriva-
tive of equations (D1) with the explicit formulas for the
eigenvalues (D2) and (D4). The result is
Ps(θ) =
msL
2pi
cosh θ + φˆss ? (P
+
s + P
+
a ) +
∑
j
φˆsbj ? P
+
bj
+
∑
j
φˆsj ? P
+
j
Pbi(θ) =
miL
2pi
cosh θ + φˆbis ? (P
+
s + P
+
a ) +
∑
j
φˆbibj ? P
+
bj
+
∑
j
φˆbij ? P
+
j . (D11)
The new kernels are
φˆss(θ) = −i d
dθ
logSp1ss (θ) + φ00(θ)
φˆsbj (θ) = −i
d
dθ
logSp1sbj (θ) +
[
φ00
(
θ +
ipi
2
n− j + 1
n+ 1
)
+ φˆ00
(
θ − ipi
2
n− j + 1
n+ 1
)]
φˆsi(θ) = φˆi0(θ)
φˆbis(θ) = φˆsbi(θ)
φˆbibj (θ) = −i
d
dθ
logSp1bibj (θ) +
[
φˆ00
(
θ +
ipi
2
2n− i− j + 2
n+ 1
)
+ φˆ00
(
θ +
ipi
2
i− j
n+ 1
)
+φˆ00
(
θ − ipi
2
i− j
n+ 1
)
+ φˆ00
(
θ − ipi
2
2n− i− j + 2
n+ 1
)]
φˆbij(θ) = φˆjbi(θ) (D12)
where we denote with
φˆ00(θ) = −i d
dθ
logSp2ss (θ)
=
∫
dkeikθ
sinh(p2 − 1)pik2
2 sinh p2
pik
2 cosh
pik
2
(D13)
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the soliton-soliton kernel of the pure p2-sineGordon TBA.
In order to be concrete, let’s come back to the specific
example p1 = 1/3 and p2 = 5/3. The equations for
the density can be written in Fourier space with φˆ(θ) =∫
dkeikθφ˜(k) and assume the form
FT
[
Ps − msL
2pi
cosh θ
]
= −2c1/6s1/3
s5/6
(P˜+s + P˜
+
a )−
s1/2
s5/6
P˜+b1 −
4c21/6s1/3
s5/6
P˜+b2
+
s1/2
s5/6
P˜+1 −
s1/3
s5/6
P˜+1− +
s1/6
s5/6
P˜+2 −
s1/6
s5/6
P˜+3
FT
[
Pb1 −
mb1L
2pi
cosh θ
]
= −s1/2
s5/6
(P˜+s + P˜
+
a )−
s1/6
s5/6
P˜+b1 −
2c1/6s1/2
s5/6
P˜+b2
+
s1/6
s5/6
P˜+1 −
s2/3
s5/6
P˜+1− +
2c1/3s1/6
s5/6
P˜+2 −
2c1/3s1/6
s5/6
P˜+3
FT
[
Pb2 −
mb2L
2pi
cosh θ
]
= −
4c21/6s1/3
s5/6
(P˜+s + P˜
+
a )−
2c1/6s1/2
s5/6
P˜+b1 +
c1/6(s1/6 + s1/3 − 3s5/6)
c1/2s5/6
P˜+b2
+
2c1/6s1/2
s5/6
P˜+1 −
2c1/6s1/3
s5/6
P˜+1− +
s1/3
s5/6
P˜+2 −
s1/3
s5/6
P˜+3
P˜1 =
s1/2
s5/6
(P˜+s + P˜
+
a ) +
s1/6
s5/6
P˜+b1 +
2c1/6s1/2
s5/6
P˜+b2
−s1/6
s5/6
P˜+1 +
s2/3
s5/6
P˜+1− −
2c1/3s1/6
s5/6
P˜+2 +
2c1/3s1/6
s5/6
P˜+3
P˜1− =
s1/3
s5/6
(P˜+s + P˜
+
a ) +
2c1/3s1/6
s5/6
P˜+b1 +
2c1/6s1/3
s5/6
P˜+b2
−s2/3
s5/6
P˜+1 +
s1/6
s5/6
P˜+1− +
2c1/2s1/6
s5/6
P˜+2 −
2c1/2s1/6
s5/6
P˜+3
P˜2 =
s1/6
s5/6
(P˜+s + P˜
+
a ) +
2c1/3s1/6
s5/6
P˜+b1 +
s1/3
s5/6
P˜+b2
−2c1/3s1/6
s5/6
P˜+1 −
2c1/2s1/6
s5/6
P˜+1− +
c1/2s1/6
c1/6s5/6
P˜+2 −
c1/2s1/6
c1/6s5/6
P˜+3
P˜3 = P˜2 (D14)
where sm = sinhmpik and cm = coshmpik and the positive parity of the strings 1+, 2+ and 3+ is understood in the
notation. Furthermore we never write the corresponding equation for the antisoliton density being trivially Ps = Pa.
Simple manipulations with trigonometric identities re- sults into a drastic simplification of the system
FT
[
Ps − msL
2pi
cosh θ
]
= − 1
2c1/3
(P˜+s + P˜
+
a )−
1
2c1/3
+ P˜+b1 −
c1/6
c1/3
+ P˜+b2 −
1
2c1/3
+ P˜−1
FT
[
Pb2 −
mb2L
2pi
cosh θ
]
= −c1/6
c1/3
(P˜+s + P˜
+
a )−
c1/6
c1/3
+ P˜+b1 −
1
c1/3
+ P˜+b2 −
c1/6
c1/3
+ P˜−1
FT
[
Pb1 −
mb1L
2pi
cosh θ
]
= − 1
2c1/3
(P˜+s + P˜
+
a )−
1
2c1/3
+ P˜+b1 −
c1/6
c1/3
+ P˜+b2 −
1
2c1/3
+ P˜−1
P˜1 =
1
2c1/3
(P˜+s + P˜
+
a ) +
1
2c1/3
+ P˜+b1 +
c1/6
c1/3
+ P˜+b2 +
1
2c1/3
+ P˜−1 −
1
2c1/6
+ P˜−1−
P˜1− =
1
2c1/6
[
P˜+b1 + P˜
−
1 + P˜
+
2 + P˜
+
3
]
P˜2 =
1
2c1/6
P˜−1−
15
P˜3 = P˜2 . (D15)
The hole densities P−i are defined as P
−
i = Pi − P+i .
We now have all the ingredients to make a thermody-
namical analysis. The internal energy is
U =
∫
dθ{ms cosh θ[P+s (θ) + P+a (θ)]
+mb1 cosh θP
+
b1
(θ) +mb2 cosh θP
+
b2
(θ)} (D16)
and the entropy, in the Stirling approximation,
S =
∫
dθ
∑
i
(Pi logPi + P
+
i logP
+
i + P
−
i logP
−
i ) .
(D17)
Next, we minimizing the free energy F = U − TS (here
T is the temperature) with respect to the densities given
by
ρ+i = {P+s , P+a , P+bi , P+2 , P+3 , P−1 , P−1−}. (D18)
Taking into account the constraints of Eq. (D15), we end
up to the following TBA system for the pseudoenergies
i(θ) defined as ρ
+
i /Pi = e
−i/(1 + e−i)
s(θ) = msR cosh θ + φˆ1 ? [Ls + La + Lb1 − L1] + φˆ3 ? Lb2
b2(θ) = mb2R cosh θ + φˆ3 ? [Ls + La + Lb1 − L1] + 2φˆ1 ? Lb2
b1(θ) = mb1R cosh θ + φˆ1 ? [Ls + La + Lb1 − L1] + φˆ3 ? Lb2 − φ2 ? L1−
1(θ) = φˆ1 ? [Ls + La + Lb1 − L1] + φˆ3 ? Lb2 − φˆ2 ? L1−
1−(θ) = −φˆ2 ? [Lb1 − L1 + L2 + L3]
2(θ) = −φˆ2 ? L1−
3(θ) = −φˆ2 ? L1− , (D19)
where R is the inverse temperature. Here we have intro-
duced the notation Li(θ) = log(1 + e
−i) and the new
kernels φ˜1(k) = 1/2 cosh
pik
3 , φ˜2(k) = 1/2 cosh
pik
6 and
φ˜3(k) = cosh
pik
6 / cosh
pik
3 .
A further trivial analytic and algebraic manipulation
gives the final form for the -system
s(θ) = ϕˆ2 ? Lb2
b2(θ) = ϕˆ2 ? [Ls + La + Lb1 − L1]
b1(θ) = ϕˆ2 ? [Lb2 − L2]
1(θ) = −mb1R cosh θ + ϕˆ2 ?
[Lb2 − L1−]
1−(θ) = −ϕˆ2 ? [Lb1 − L1 + L2 + L3]
2(θ) = −ϕˆ2 ? L1−
3(θ) = −ϕˆ2 ? L1− . (D20)
The functions Li are the positive part of i, i.e. Li =
log(1 + ei). The universal kernel is ϕ˜2(k) = 1/2 cosh
pik
6 .
The above procedure can be generalized to other integer
values of n, leading to the equations presented in Eq.
(B2).
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