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Abstract 
Object detection in natural scene and image is playing an important role in computer vision. The traditional object 
detection method is more about local feature extraction and supervised learning. Using this method, the detection rate 
of the image with complex scenes is low. But the reality scene is complex and the real-time detection system need to 
handle a large number of images. In order to remedy the deficiency of the traditional test methods in the object 
detection, we propose a new approach which uses patches of object and its relative position with the object’s center 
as the feature and a new improved gentleBoost classifier, which enables it to work with better detection result. In this 
method, we use the linear regression stump as the weak classifier in learning algorithm, weights to the prediction 
model from the positive and negative classification, but not to weight it only from the positive aspect. At the same 
time, we compare our proposed algorithm with the detection method proposed by Andreas et al. in Ref 9] and also 
compares results with different number of weak learners. Experimental results show that our algorithm is simple to 
implement and the positive detection rate is high. 
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1. Introduction  
A long-standing goal of machine vision has been to build a system that is able to recognize many 
different kinds of objects in cluttered scenes. Systems can learn based on given piles of images containing 
objects of certain categories, and piles of counterexamples, not containing these objects. It is a 
challenging task owing to their variable appearance and the occlusion in natural scene. The first need is a 
robust feature set that allows the object shape to be discriminated cleanly, even in cluttered backgrounds 
under difficult illumination. The most common approach is to slide a window across the image, and to 
classify each such window as containing the target or background. This approach has been successfully 
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used to detect objects such as faces [1, 2] and pedestrians [3, 4]. Another popular approach is to extract 
local interest points from the image, and then to classify each of the regions around these points [5]. 
The key insights of previous work, therefore, appear to be that using different features described 
various object information of an image, respectively. This method is to construct classifier in a large 
number of training samples using machine learning, then to find the same pattern of object density. 
However, it is not efficient to object detection. Because the surrounding environment is complexity, and 
there are many noises to effect the image and lead to poor quality, low resolution, and occluded in the 
object. These cases made the object detection and recognition is very difficult. Meanwhile, a weakness 
shared by all of the above approaches is that they can fail when local image information is insufficient, 
such as the target is very small or highly occluded.  
Due to the disadvantages of previous work, we propose a new method on object detection in natural 
scenes. The main contribution of this paper is twofold: First, we show a new feature extraction method 
that the patch and it’s position provides excellent performance relative to other existing feature sets. 
Second, we explore an addition of gentleBoost classifier to improve the accuracy in object detection. We 
believe that our algorithm is better than other recent methods on object detection in complexity natural 
scene. Fig. 1 illustrates typical examples and related each object to the labeled examples in images. 
Figure.1 Illustration of object detection 
This paper is organized as follow. We briefly discuss previous work on object detection in section 1, 
give a diagram of object detection model in section 2, describe our proposed algorithm in section 3 and 
give the evaluation of our  experiment in section 4. The main conclusions are summarized in section 5. 
2.OBJECT detection model 
In this paper, we give a new proposed method in object detection in natural scenes. This method use 
patches of object in detection and use improved gentleBoost algorithm as classifier to train the detector.  
Fig. 2 is the diagram of object detection model in our method. It composed of object learning phase 
and object detection phase. In learning phase, we select some images including a certain of object 
randomly, extract the features of this object and use improved gentleBoost algorithm to train the detector. 
In detection phase, we use trained detector to detect a new input test image and output the detection result. 
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Figure.2 Diagram of object detection model  
3.Proposed algorithm 
The standard approach to object detection is to classify each image patch as foreground (containing 
the object) or background. There are two main steps to be made: what kind feature to extract from an 
image, and what kind of classifier to apply to this feature vector. Our proposed algorithm uses object 
patch and its relative position with the object’s center as the feature and use improved gentleBoost 
algorithm train the classifier which is used to classify the object. This algorithm is described in the 
following section.  
3.1.Image preprocessing and feature extraction 
A challenge task in computer vision is to detect common object in natural and complicated images. 
The precondition of this task is has large numbers of challengeable image datasets. In these images, the 
objects must be labeled, these annotations must provide the class information of objects in image, and the 
location, shape, posture of these objects, and so on. This database can be used to train and test in learning 
and detection. 
In this paper, we use examples in LabelMe database (opened by MIT) – an online database of images 
annotation. We select 776 images from LabelMe database, 200 for training and the rest for testing [6]. 
First of all, we convolve each image with a bank of filters. After filtering the images, we then extract 
the patches randomly from the training images to create the dictionary of feature. The patch size is from 9 
to 25 pixels which separated from 2 pixels variable. The size and location of these patches is chosen 
randomly, but is constrained to lie inside the annotated bounding box. We record the location from which 
the patch was extracted by creating a spatial mask centered on the object, and placing a blurred delta 
function at the relative offset of the patch. We repeated this process for multiple filters (number is 4) and 
patches, creating a large dictionary of features. Thus the i’th  dictionary entry consists of a filter fi, a patch 
Pi, and a Gaussian mask gi. We can create a feature vector for every pixel in the image as follows: 
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hi ( I, x, y )=[(I*fi)  Pi ]*gi                                         (1) 
Where * represent convolution,  represents normalized cross-correlation and hi is the i’th component of 
the feature vector at pixel (x, y). The intuition behind this is as follows: the normalized cross-correlation 
detects places where patch 3i occurs, and these “vote” for the center of the object using the Ji masks. Note 
that the positive images used to create the dictionary of features are not used for anything else. The patch 
extraction of object and dictionary of filtered patches created from the target object is illustrated in Fig. 3.
Figure.3    The dictionary of filtered patches created from the target obect 
3.2.Improved Gentleboost classifier 
Popular classifier for object detection includes SVM, neural network, naïve Bayes classifiers, 
Boosting classifier, etc. We use gentleBoost classifier, since it has been shown to work well for object 
detection [7]. It is the iterative combination of classifiers to build a strong classifier, which easy to 
implement, fast to train and to apply. And it performs feature selection, thus resulting in a fairly small and 
interpretable classifier. 
 The output of the boosted classifier is a score bi for each patch, that approximates bi Ĭ log P(Ci =
1|Ii)/P(Ci = 0|Ii), where Ii are the features extracted from image patch Ii, and Ci is the label (foreground 
VS background) of patch i. In order to combine different information sources, we need to convert the 
output of the discriminative classifier into a probability. A standard way to do this is by taking a sigmoid 
transform: si = ³(wT [1 bi]) = ³(w1 + w2bi), where the weights w are fit by maximum likelihood on the 
validation set, so that si Ĭ P(Ci = 1|Ii). This gives us a per-patch probability; we will denote this vector of 
local scores computed from image I as L = L (I). Finally we convert this into a probability distribution 
over possible object locations by normalizing: P(X = i|L) = si /N( N=1/ sj), so that P(X = i|L) = 1. The 
gentleBoost classifier is illustrated in Fig. 4. 
(a) Patches and center of the target object  
(b)The dictionary of filtered patches 
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The complexity of the feature vector can be controlled more easily by using boosting techniques over 
weak classifiers based on single features (e. g., linear regression stumps) similar in [8]. In this case, the 
number of features used is bounded by the number  of iterations in the boosting process. However, since 
boosting tends to overfit in some conditions of small datasets, there is a bit of a dilemma here. So, we 
proposed a new improved gentleBoost algorithm would avoid this case. This new algorithm is an addition 
on gentleBoost: (1) we add corrupted copies of our training dataset to the original one and the algorithm 
will not be easy to overfit, (2)we weights to the prediction model from the positive and negative 
classification, but not to weight it only from the positive aspect.  
The step of our improved gentleBoost algorithm is specified in Table. 1. At each boosting round, a 
regression function is fitted (by weighted least-squared error) to each feature in the training set. We use 
linear regression for our experiments, fitting parameters a, b and th so that our regression functions are of 
the form f(x) =(a+b)(x> th )+b(x<th). The regression function with the least weighted squared error is 
added to the total classifier H (x) and its associated feature ( k min ) is used for feature knockout.  
Figure.4 The illustration of gentleBoost classifier 
TABLE I. OUR  IMPROVED GENTLEBOOST ALGORITHM
Input: (xi, yi), …, (xm, ym) where xLę5QyLę< 
2XWSXW&RPSRVLWHVWURQJHUFODVVLILHU+[
1. Initialize weights w=1, not w=1/m, which make computation simple 
2. For iteration number t=1, 2, 3,…, T;
 (a) For each feature k, fit a regression function ft
(k) (x)=(a+b)[xkıth]+b[[xkth] by 
weighted least squares on yi to xi with weights wi=1, i=1…m+t-1;a,b is the 
weighingt of positive and negative recognition
   (b) Let kmin be the index of the feature with the minimal associated weighted least 
square error; 
 (c) For each iteration, select ft to minimize the error of Taylor value; update the 
classifier H(x)=H(x)+ft
(kmin);
   (d) Create a new example xm+t: select two random indices, xa=xm+t; xb= xm+t
(kmin);
         ya=ym+t;
 (e) Select new example weight wm+t to that of its source, update the weights and 
normalization. 
3. Output the final stronger classifier H(x).
4.Experiments 
 In order to validate our method, we evaluate our algorithm on the subset of the MIT LabelMe 
dataset of objects and scenes, which contains about 2000 images of indoor and outdoor scenes, in which 
about 30 different kinds of objects have been manually annotated. The dataset is dynamic, free to use, and 
open to public contribution.  
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We take “car detection”(side view) as a test case in the LabelMe dataset, because it has enough 
training data. The result is about 200 train car images(12h200) and test images size are about 256×256 
pixels in size. A good example of car datasets is shown in Fig. 5. 
Our experiments are carried out as follows: We compute a bank of features for each labeled image, 
and then sample the resulting filter at various locations: once near the center of the object (to generate a 
positive training example), and at about 20 random locations outside the object’s bounding box (to 
generate negative training examples). We repeat this for each training image. These feature vectors and 
labels are then passed to the classifier. We perform several rounds of boosting (this number was chosen 
by monitoring performance on the validation set) to train each classifier (using about 200 images). Once 
the classifier is trained, we can apply it to a novel image, and find the location of the strongest response. 
From experimental results shown in Fig.6, We can see the input image labeled with ground truth and 
detector output. It indicates that  our detector on the car (side view) in various scenes is accurate. This 
shows that our proposed algorithm provides a high quality baseline and gives essentially perfect results on 
the MIT car test set. 
    
Figure.5 Examples of  the car dataset in LabelMe dataset 
We use the evaluation criterion is precision-recall curve (RPC) rather than the more common ROC 
metric, since the latter is designed for binary classification tasks, not detection tasks. Precision can be 
seen as a measure of exactness or fidelity, whereas recall is a measure of completeness. Our algorithm 
performance figures quoted in Fig. 7 shows precision-recall curve on three different numbers of weak 
learners. The red line shows the number of  weak learners is 8. The green line shows the number is 30 and 
the third blue line shows the number is 120. It is shown that the detection result of larger weak learner 
outperforms the smaller one.
On the other way, we summarize performance of comparable result of our proposed algorithm and 
another method proposed by Andreas et al. in [9] on the same object detection dataset. Fig. 8 illustrates 
the result of this experiment As it can be observed in precision-recall curve, the green line shows the 
detection of our algorithm and the red line shows the result of another method. It is clear that the object 
detection performance of our algorithm is superior to this earlier method. 
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Figure.6 Illustration of input image and detector output 
Figure.7 Precision-Recall curve on our algorithm in defferent number of weak learners 
Figure.8 Comparable result of our algorithm and other method in Ref. [9] 
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5.Conclusion 
In this paper, we have presented a new object detection algorithm. Through experimental results, it 
proved that proposed method for object detection is efficient and accuracy, robust feature encoding for 
object detection and good  performance of classifier for generic object classes detection. 
Much still needs to be done to further improve this work. We expect that classification accuracy 
would increase further if we were able to add part-based detector for handling partial occlusions; multiple 
scale detector based on improved gentleBoost to learn and real-time detection. 
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