In this paper,we deeply research Lagrange interpolation of n-variables and give an application of Cayley-Bacharach theorem for it. We pose the concept of sufficient intersection about s(1 ≤ s ≤ n) algebraic hypersurfaces in n-dimensional complex Euclidean space and discuss the Lagrange interpolation along the algebraic manifold of sufficient intersection. By means of some theorems ( such as Bezout theorem, Macaulay theorem and so on ) we prove the dimension for the polynomial space P (n) m along the algebraic manifold S = s(f 1 , · · · , f s )(where f 1 (X) = 0, · · · , f s (X) = 0 denote s algebraic hypersurfaces ) of sufficient intersection and give a convenient expression for dimension calculation by using the backward difference operator. According to Mysovskikh theorem, we give a proof of the existence and a characterizing condition of properly posed set of nodes of arbitrary degree for interpolation along an algebraic manifold of sufficient intersection. Further we point out that for s algebraic hypersurfaces f 1 (X) = 0, · · · , f s (X) = 0 of sufficient intersection, the set of polynomials f 1 , · · · , f s must constitute the H-base of ideal I s =< f 1 , · · · , f s >. As a main result of this paper, we deduce a general method of constructing properly posed set of nodes for Lagrange interpolation along an algebraic manifold, namely the superposition interpolation process. At the end of the paper, we use the extended Cayley-Bacharach theorem to resolve some problems of Lagrange interpolation along the 0-dimensional and 1-dimensional algebraic manifold. Just the application of Cayley-Bacharach theorem constitutes the start point of constructing properly posed set of nodes along the high dimensional algebraic manifold by using the superposition interpolation process.
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Introduction
Multivariate Lagrange interpolation is an important problem of computational mathematics and approximation theory. The research of the theory and method of multivariate interpolation is developing rapidly in the past few decades to solve some practical problems such as the calculation of multivariate function, the design of surface, the construction of finite element scheme, and so on. In the research of multivariate Lagrange interpolation, the well-posedness problem is the first problem. Thus there are two ways for the research of multivariate Lagrange interpolation: one way is to construct the properly posed set of nodes (or PPSN, for short)for a given space of interpolating polynomials ( see [1] ∼ [8] ). The other way is to find out the proper space of interpolating polynomials for a given set of interpolation nodes, specially to determine the interpolation space of minimal degree ( see [9] ∼ [11] ). The former is the main research aspect of this paper.
Interpolation is to solve the problem of constructing a function p belonging to a finite dimensional linear space to interpolate a given set of data. Interpolation by univariate polynomial is a very classical topic. However, interpolation by multivariate polynomials is much more intricate and is an active area of research currently .
The thought of superposition interpolation can be ascended to the univariate Newton divided difference interpolation. To the bivariate case, in 1948, Radon [12] gave the Straight Line-Superposition Process for constructing the PPSN for bivariate polynomial space. Then Liang [5] deduced the Superposition Interpolation Process for constructing the PPSN for R 2 ( including Conic-Superposition Process ) in 1965. In 1977, Chung and Yao [1] founded the well-posedness of interpolation with the natural lattice in R n . It is in 1981 that I.P.Mysovskikh [2] constructed Hyperplane-Superposition Process for constructing the PPSN for n-variate polynomial space. M. Gasca [9] constructed the schemes of superposition interpolation for bivariate Lagrange and Hermite interpolation. In 1991, L.Bos [13] put forward the superposition scheme of constructing the PPSN for n-dimensional space C n by using the PPSN along (n − 1)-dimensional algebraic hypersurface. In 1998, Liang and lü [14] gave the method of constructing the PPSN along a plane algebraic curve of arbitrary degree by using the intersection of a straight line and the algebraic curve . About in 2001, Liang and lü [6] put forward the Hyperplane-Superposition Process for constructing the PPSN for Lagrange interpolation along the algebraic manifold in C n . Carnicer and Gasca [8] also studied the problems of bivariate Lagrange interpolation on conics and cubics in 2002. In 2003, Bojanov and Xu discussed polynomial interpolation of two variables based on points that are located on multiple circles in [7] . Liang [20] deduced the Algebraic Curve-Superposition Process for constructing the PPSN for interpolation along the plane algebraic curve in R 2 in 2004. Next year, Liang researched the polynomial interpolation problems along the algebraic surface and along the space algebraic curve in R 3 and gave Space Algebraic Curve-Superposition Process for constructing the PPSN along the algebraic surface in R 3 .
By generalizing the above results, we extend the superposition interpolation process to the n-dimensional space C n and give some practical conclusions by using the extended Cayley-Bacharach theorem in this paper. Particularly, we deduce a recursive method of constructing the PPSN for Lagrange interpolation along the algebraic manifold of arbitrary dimension in C n ( including C n ).
The content of this paper is following: The upper bound of dimension for polynomial space along an algebraic manifold of sufficient intersection is proved in §2 and then we give an convenient dimension expression by using the backward difference operator. The existence of the PPSN of arbitrary degree for Lagrange interpolation along the algebraic manifold of sufficient intersection and the dimension of interpolation space are discussed in §3, in this section we also deduce a general method of constructing the PPSN for Lagrange interpolation along an algebraic manifold, namely the superposition interpolation process. Then in §4 we give the characterizing conditions of the PPSN for Lagrange interpolation and the relations between it and H-base. In §5, we use the extended Cayley-Bacharach theorem to resolve some problems of Lagrange interpolation along the 0-dimensional and 1-dimensional algebraic manifold and find out some practical results. We give some examples about the applications of the superposition interpolation process and Cayley-Bacharach theorem in §6.
In this paper, we discuss the problem of Lagrange interpolation in complex space C n . P (n) m denotes the complex space of all n-variate polynomials of total degree ≤ m, i.e. P (n)
where |α| = α 1 + · · · + α n , α 1 , · · · , α n denotes nonnegative integer.
Let m be an arbitrary integer, n be a nonnegative integer, and
In this paper e In practical problems, the Lagrange interpolation along an algebraic hypersurface or an algebraic manifold be often considered. So only to discuss the interpolation in C n is not enough. Here is the definition of the algebraic hypersurface and the algebraic manifold. Because a general algebraic manifold is more complicated, we only discuss the case of sufficient intersection in this paper.
respectively, in C n such that these n algebraic hypersurfaces meet exactly at k 1 · · · k n mutually distinct finite points in C n .
The following extended Bezout Theorem will be used: It is easy to prove the following proposition by using Bezout theorem: 
Proposition 2.2 [15] If the rank of a homogeneous ideal
where
For all the n-variate monomials of degree ≤ m, we permute them according to the certain order of total degree ( by ascending power order ) as ϕ t (X), t = 1, 2, · · · , e We get the following theorem about the upper bound of dimension for the polynomial space P (n) m along the algebraic manifold of sufficient intersection.
Theorem 2.3 Let s algebraic hypersurfaces without multiple factors ( or AHWMF and AHWMFs for plural form, for short )
, such that f (X) can be represented as follows:
where a
And the upper bound of dimension for
Proof of Theorem 2.3:
m , we have the following expression:
where g (i) (X) is a homogeneous polynomial of degree i, it is the linear combination of monomials of degree i of f (X),
According to Lemma 2.1, for given s ( 1 ≤ s ≤ n ), any homogeneous polynomial of degree m can be presented as the linear combination of the unselected monomials of degree m and the elementary items of degree m. According to Theorem 2.2, the number of elements in T ′ m (s) is h m (s). We can express g (m) (X) as follows:
where the second term denotes the linear combination of the elementary items of degree m and degc
Because g j (X) is the highest degree polynomial of f j (X), then
where f .2 ), and substituting the expression of g (m) (X) into ( 2.1 ), we get:
wheref denotes a remainder term of a polynomial of degree ≤ m − 1. By this way we reduce f (X) to a sum of a polynomial of degree m and a polynomial of degree m − 1. Do the same way tof (X) as it to f (X) by replacing m by m − 1. We keep doing it and stop until the degree of remainder term is less than L s . At this time all the monomials of degree less than L s are the unselected monomials and the number of
Then we get an expression of f (X):
where deg c So the upper bound of dimension for the polynomial space P
Hence, we have the following conclusion: The upper bound of dimension for a polynomial space P
Thus we finish the proof of Theorem 2.3. We summarize some relations appeared in the above proof as follows:
To give an exact expression of the dimension for P (n) m along an algebraic manifold of sufficient intersection, we need the following M ysovskikh Theorem:
Then there exist a set of n-variate monomials of degree m:
such that the V andermonde matrix:
is nonsingular.
We introduce the following backward difference operator and some notations for convenience: 
Then we have the following relations by calculation:
Proposition 2.3 By calculation, we have:
And the upper bound of dimension for P (n) m along an algebraic manifold equals to e (n)
3. The superposition interpolation, the existence of the PPSN for Lagrange interpolation and the dimension for the interpolation space P (n) m along the algebraic manifold
of complex numbers, we are to seek a polynomial f (X) ∈ P (n) m satisfying:
We call the set
of nodes a PPSN for Lagrange interpolation of degree m along the algebraic manifold S = s(f 1 , · · · , f s ) and write it as A ∈ I 
of complex numbers there always exists a solution for the equation system ( 3.1 ).
We can construct a PPSN for the n-dimensional space P (n) m by using the PPSN along the (n − 1)-dimensional hypersurface ( see [6] ).
The following theorem is the superposition interpolation process to construct the PPSN for Lagrange interpolation along an algebraic manifold: . Suppose the surface f s (X) = 0 does not contain any point in
must be a PPSN of degree m for Lagrange interpolation along the algebraic manifold S n−s+1 .
Proof of Theorem 3.1:
The number of points in E
which is exactly equal to the number of points contained in a PPSN of degree m along the algebraic manifold S n−s+1 = s(f 1 , · · · , f s−1 ) and write the e (n)
We will prove the theorem according to Definition 3.1. For any given set of complex
, we will seek a polynomial f (X) ∈ P (n) m satisfying:
m , where g m (X) denotes the interpolation polynomial of degree m along the algebraic manifold S n−s and α(X) ∈ P (n) m−ks . We can get g m (X) and α(X) such that f (X) satisfies the interpolation condition ( 3.2 ).
Because
is a PPSN of degree m for Lagrange interpolation along the algebraic manifold S n−s , and
, then:
Due to Definition 3.1, we can get
is a PPSN of degree m − k s for Lagrange interpolation along the algebraic manifold S n−s+1 , then:
is known by above process, so we get α(X) ∈ P (n) m−ks . And then, we get f (X) ∈ P (n) m satisfying the interpolation condition ( 3.2 ). So
is a PPSN of degree m along the algebraic manifold S n−s+1 by Definition 3.1.
Thus we complete the proof of Theorem 3.1.
Next we give a series of proofs of the existence of a PPSN of arbitrary degree for Lagrange interpolation along an algebraic manifold of sufficient intersection.
First we prove the existence of the PPSN of arbitrary degree for Lagrange interpolation along the 0-dimensional algebraic manifold S 0 = s(f 1 , · · · , f n ).
(2) There must exist a PPSN of degree m for Lagrange interpolation along the algebraic manifold S 0 = s(f 1 , · · · , f n ) contained in the set of these N points
when m < M n .
Proof of Theorem 3.2:
h j (n), we will seek a polynomial f (X) ∈ P (n) m satisfying: 
m . According to Theorem 2.4, there must exist a sequence of nonsingular nested submatrixs
m (k 1 , · · · , k n ) columns of the matrix ( 2.6 ). In this submatrix sequence, the latter is the submatrix of the former. The set of e . The following relation is obvious:
denotes the PPSN for interpolation of degree i along the algebraic manifold S 0 .
Synthesizing the above results (1) and (2) we have that there exists a PPSN of arbitrary degree along the 0-dimensional algebraic manifold S 0 = s(f 1 , · · · , f n ) and the number of points contained in it is
Thus we complete the proof of Theorem 3.2. Further we prove the existence of the PPSN of arbitrary degree for interpolation along the 1-dimensional algebraic manifold S 1 = s(f 1 , · · · , f n−1 ).
. Then there must exist a PPSN of arbitrary degree for Lagrange interpolation along this algebraic manifold and the number of points contained in it is
m j=0 h j (n − 1)= e (n) m (k 1 , · · · , k n−1 ). Especially m j=0 h j (n − 1) = 1 2 k 1 · · · k n−1 (2m + n + 1 − k 1 − · · · − k n−1 ) when m ≥ M n−1 .
Proof of Theorem 3.3:
Due to Definition 2.1, we know there must exist an AHWMF f n (X) = 0 of degree k n which meets f 1 (X) = 0, · · · , f n−1 (X) = 0 at N = k 1 · · · k n distinct points and write the set of nodes as A. From Theorem 3.2, we know there exists a PPSN of arbitrary degree for interpolation along the 0-dimensional algebraic manifold S 0 = s(f 1 , · · · , f n ). Choose a PPSN of degree k n along S 0 and write it as E
. Due to Theorem 3.2 and Proposition 2.3, we know the number of it is ν = kn j=0 h j (n) = e (n)
Choose arbitrarily a point x (0) in S 1 = s(f 1 , · · · , f n−1 ) but not contained in f n (X) = 0.
( For example, we can choose x (0) as a solution of the equation set f 1 (X) = 0, f 2 (X) = 0 · · · , f n−1 (X) = 0, f n (X) + ǫ = 0, where ǫ denotes a small positive real number. ) Then it is obvious that the point x (0) is a PPSN of degree 0 for interpolation along S 1 . From Theorem 3.1, we see
is a PPSN of degree k n for interpolation along S 1 and write it as E (kn)
Because we can get e (n)
According to (2.5),f i (X) can be represented as follows:
Combining (3.5) with (3.6), we can see the matrix
is nonsingular, where the j-th column of the matrix is (
kn−1 (k 1 , · · · , k n−1 ) columns of the above matrix and the set of nodes corresponding to the submatrix constitutes a PPSN for interpolation of degree k n − 1 along the algebraic manifold S 1 . By this way we can prove the existence of the PPSN of degree k n −2, · · · , 1 for interpolation along S 1 . We can construct the PPSN of degree k n + 1, k n + 2, · · · along S 1 by using the superposition interpolation process in Theorem 3.1 and based on the existence of the PPSN of degree k n , k n−1 , · · · , 1 along S 1 .
Thus we complete the proof of Theorem 3.3. Generally, by the same method, we get the following theorem: Combining Theorem 3.4 with Theorem 2.3, we also get the following dimension theorem: ··· ,fs) )(where1 ≤ s ≤ n) for polynomial space P (n) m along the algebraic manifold S n−s = s(f 1 , · · · , f s ) is expressed as follows:
Thus, summarizing Theorem 3.1-3.5, we extend the superposition interpolation process to the algebraic manifold of sufficient intersection and deduce a recursive method of constructing the PPSN of arbitrary degree for Lagrange interpolation along the algebraic manifold of sufficient intersection in C n .
The property of the PPSN for Lagrange interpolation along algebraic manifold and H-base
is a set of e (n) 
there always exists the following decomposition:
Proof of the Theorem 4.1
We will use the mathematical induction to prove the theorem.
(1) The result is obvious from [6] when s = 1.
(2) Suppose the result is true when s = j − 1. We will prove it being true when s = j.
be distinct points on manifold S n−j = s(f 1 , · · · , f j ). We choose a PPSN of degree m−k j along S n−j+1 = s(f 1 , · · · , f j−1 ) which is beyond the hypersurface f j (X) = 0 and write it as
m (S n−j+1 ) as follows: From Definition 3.1 and 2.4 we know the number of points in E
which is exactly equal to the number of the points contained in a PPSN of degree m along S n−j+1 = s(f 1 , · · · , f j−1 ).
Suppose polynomial g(X) ∈ P (n) m satisfies zero-interpolation condition:
Then from the hypothetical condition of the theorem we have:
For
, because Q (i) is not contained in f j (X) = 0, we get:
, it is obvious that α j (Q (i) ) = 0. From the founding of necessity for the conclusion of inductive assumption for the case of j −1, we have the following decomposition of α j (X):
So from the inductive assumption for the case of j − 1, we get E
m (S n−j+1 ). Thus due to Definition 3.1, we get: for an arbitrary set of complex numbers
, there always exists a polynomial f (X) ∈ P (n) m satisfying:
In particular, the following is true to the subset
m (S n−j ). The sufficiency holds. 
), then to the set of complex numbers
, there always exists a polynomial α j (X) ∈ P (n) m−k j satisfying:
and α j (X) ≡ 0 when m < k j . Constructing a polynomial q(X) ∈ P (n) m as follows:
It is obvious that q(
) from the conclusion of inductive assumption for the case of j − 1, we know this q(X) should have the following decomposition:
This shows the validity of the case s = j.
Synthesizing the above proofs of (1) and (2) we know the conclusion is true to all s(2 ≤ s ≤ n).
Thus we complete the proof of Theorem 4.1.
Next we give the relations between the algebraic hypersurfaces of sufficient intersection and the H-base of ideal.
Definition 4.1 [17] We call a set of polynomials
where the expression in (4.6) is also called the H-expansion of p about G.
Then the set of polynomials {f 1 , · · · , f s } must be a H-base of ideal
Proof of Theorem 4.2:
We will prove the theorem by using the inductive approach based on the Definition of H-base and Theorem 4.1.
(1) When s = n. At this time the n AHWMFs f 1 (X) = 0, · · · , f n (X) = 0 of degree k 1 , · · · , k n , respectively, in C n meet exactly at N = k 1 · · · k n distinct points. From Theorem 4.1, we know that to any polynomial f (X) ∈ I n of degree m, there must exist
(2) When s = n − 1. At this time the n−1 AHWMFs f 1 (X) = 0, · · · , f n−1 (X) = 0 of degree k 1 , · · · , k n−1 , respectively, in C n just sufficiently intersect at the algebraic manifold S 1 = s(f 1 , · · · , f n−1 ). From the definition of sufficient intersection, we know that there must exist an AH-WMF f n (X) = 0 of degree k n which meet f 1 (X) = 0, · · · , f n−1 (X) = 0 exactly at N = k 1 · · · k n distinct points and write the set of points as A= {Q (i) } N i=1 . Because I n−1 =< f 1 , · · · , f n−1 > ⊂ I n =< f 1 , · · · , f n >, then for any given polynomial f (X) ∈ I n−1 ⊂ I n of degree m must have the expression as (4.7) and degα i (X)f i (X) ≤ m, i = 1, · · · , n.
Choose a PPSN E
m−kn and Theorem 4.1 we know α n (X) should have the following decomposition:
(3)Using the same approach as (1) and (2) we can prove the case of s = n − i, i = 2, · · · , n − 1 and we omit them here.
Synthesizing the above results of (1), (2) and (3) we complete the proof of the Theorem 4.2.
5. The application of the extended Cayley-Bacharach theorem in C n to Lagrange interpolation
In this paper, we will use the extended Cayley-Bacharach theorem in C n to acquire some useful results. The Cayley-Bacharach theorem is following:
Theorem 5.1 [18] Let m, n and r be nonnegative integer, 3 ≤ r ≤ min{m, n} + 2. Suppose the algebraic curve p(x 1 , x 2 ) = 0 of degree m and the algebraic curve q(x 1 , x 2 ) = 0 of degree n meet exactly at mn mutually distinct points and write the set of points as A. If a polynomial f (x 1 , x 2 ) ∈ P The following is an extended Cayley-Bacharach theorem in C n ( see [19] ).
Theorem 5.2 Let k 1 , · · · , k n be natural numbers and n AHWMFs f 1 (X) = 0, · · · , f n (X) = 0 of degree k 1 , · · · , k n , respectively, in C n meet exactly at N = k 1 · · · k n distinct points and write the set of points as A= {Q (i) 
The following theorem is the extended case of Theorem 5.2.
respectively, in C n meet exactly at N = k 1 · · · k n distinct points and write the set of points as A= {Q (i) 
By using the extended Cayley-Bacharach theorems for Lagrange interpolation along the 0-dimensional and 1-dimensional algebraic manifolds, we get the following results:
Then the remained points in B =A\ A must be a PPSN for Lagrange interpolation of degree m along the 0-dimensional algebraic manifold S 0 = s(f 1 , · · · , f n ). 
points and write the set of points as A= {Q
From the above theorems, we deduce the following corollary which is convenient to use:
Corollary 5.1 Let k 1 , · · · , k n be natural numbers, m be an integer number which satisfying m < 0. Suppose n AHWMFs f 1 (X) = 0, · · · , f n (X) = 0 of degree k 1 , · · · , k n , respectively, in C n meet exactly at N = k 1 · · · k n distinct points and write the set of points as A= {Q (i) 
Some examples
In this section, we give some examples of the applications of the superposition interpolation process.
Example 1 Suppose p(X) = 0 is a straight line in a give plane C 2 . Choose arbitrarily a point Q (0) in p(X) = 0, it is obvious Q (0) is a PPSN of degree 0 along p(X) = 0. Suppose a straight line q 1 (X) = 0 meets p(X) = 0 exactly at a point Q (1) such that Q (0) = Q (1) , then from Corollary 5.1 we know {Q (0) } ∪ {Q (1) } ∈ I (2) 1 (p). By the same way, we can draw another straight line q 2 (X) = 0 meets p(X) = 0 exactly at a point Q (2) such that Q (2) = Q (0) and Q (2) = Q (1) , from Corollary 5.1 we know {Q (0) , Q (1) } ∪ {Q (2) } ∈ I (2) 2 (p), · · · . Keeping doing this way, we can get: the m + 1 mutually distinct points in the straight line p(X) = 0 must be a PPSN of degree m along p(X) = 0 and write it as {Q (0) , Q (1) , · · · , Q (m) } ∈ I (2) m (p)( Example 1 (a)). Further, using the superposition interpolation process ( Theorem 3.1 ) to this kind of PPSN along the above straight line, we can construct a series of PPSN for P (2) m in C 2 , it is the Straight Line-Superposition Process given by Radon ( Example 1 (b) , see [12] ).
Example 2 Suppose p(X) = 0 is a conic in a given plane C 2 . Choose arbitrarily a point Q (0) in p(X) = 0, it is obvious Q (0) is a PPSN of degree 0 along p(X) = 0. Suppose a straight line q 1 (X) = 0 meets p(X) = 0 exactly at two points Q (1) , Q (2) such that Q (1) = Q (0) , Q (2) = Q (0) , then from Corollary 5.1 we know {Q (0) } ∪ {Q (1) , Q (2) } ∈ I (2) 1 (p). By the same way, we can draw another straight line q 2 (X) = 0 meets p(X) = 0 exactly at two points Q (3) , Q (4) such that Q (3) , Q (4) are distinct from the points {Q (0) , Q (1) , Q (2) }, from Corollary 5.1 we know {Q (0) , Q (1) , Q (2) } ∪ {Q (3) , Q (4) } ∈ I (2) 2 (p), · · · . Keeping doing this way, we can get: the 2m + 1 mutually distinct points in the conic p(X) = 0 must be a PPSN of degree m along p(X) = 0 and write it as {Q (0) , Q (1) , · · · , Q (2m) } ∈ I (2) m (p) ( Example 2 (a)). Further, using the superposition interpolation process( Theorem 3.1 ) to this kind of PPSN along the above conic, we can construct a series of PPSN for P (2) m in C 2 , it is the ConicSuperposition Process in [5] . See Example 2 (b), here {1, 2, · · · , 6} is a PPSN of degree 2 for P (2) 2 , {1, 2, · · · , 15} is a PPSN of degree 4 for P 
2 (C 1 ). Then choose arbitrarily a point 9 on the plane h 1234 such that the point 9 is beyond the curve C 1 . From Theorem 3.1, we know {1 ′ , 2, · · · , 8, 9} ∈ I
2 (p). Suppose the point 10 is any point in the space C 3 beyond the plane p(X) = 0. Due to Theorem 3.1( or Proposition 3.1 ) we know the set of points {1 ′ , 2, · · · , 9, 10} must be a PPSN of degree 2 for P
2 .
Example 3 shows that by using the superposition interpolation process, we can construct a PPSN for the algebraic surface from a series of PPSN along the algebraic curve, further we can construct a PPSN for the space C n . Dimension increase is the substance of the superposition interpolation process. Similarly, the schemes for Lagrange interpolation such as given in [1] , [2] , [5] , [6] , [12] - [14] , [20] and so on can be deduced by the general superposition interpolation process put forward in this paper. At the same time, it can be predicted that many new interpolation scheme in high dimensional space can also be deduced by the general superposition interpolation process.
