Abstract. We propose a method for solving a model of age-dependent population di usion with random dispersal. This method, unlike previous methods, allows for variable time steps and independent age and time discretizations. We use a moving age discretization that transforms the problem to a system of parabolic equations. The system is then solved by backward di erences in time and a Galerkin approximation in space; the equations that need to be solved at each step treat each age group separately. A priori L 2 error estimates are obtained by an energy analysis. These estimates are superconvergent in the age variable. We present a postprocessing technique which capitalizes on the superconvergence.
1. Introduction. In this paper, we consider a numerical method for solving an age-dependent population model with spatial di usion. Skellam 28] considered the e ects of di usion on populations in his classic work of 1951. Sharpe and Lotka in 1911 and McKendrick in 1926 considered population models with linear age structure 32]. More recently, Gurtin and MacCamy 10] considered models with nonlinear age structure. Rotenberg 27] and Gurtin 9] posed models dependent on both age and space. Gurtin and MacCamy 11] di erentiated between two kinds of di usion in these models: di usion due to random dispersal, and di usion towards an area of less crowding. Existence and uniqueness results can be found for various forms of these models in Busenberg and Iannelli 2], di Blasio 4] , di Blasio and Lamberti 5], Langlais 17] , and MacCamy 21] . Further analysis has been done by several authors 12, 15, 18, 22] .
There has been much investigation into numerical methods for solving models with just age structure 1, 3, 7, 16, 20, 24, 30] . For models with both age and space structure, Milner developed a method for populations that di use to avoid crowding 23]. Kim 13] , Kim and Park 14] , and Lopez and Trigiante 19] developed methods for random dispersal. All these methods involve uniform time and age discretizations, with the age step chosen to equal the time step.
In this paper, we use a moving age discretization that allows for a method with nonuniform age and time discretizations. The age step need not equal the time step. Instead, the positions of the age nodes are adjusted by the time step. The method posed preserves the important fact that age and time advance together. An advantage of having variable time steps is the ability to adaptively choose the time steps to assure robustness and e ciency. Advantages of independent age and time discretizations are fewer computations and less memory use when the dependence on age is weak relative to the dependence on time. The age and time discretizations discussed are not entirely independent; each new cohort comes into existence at the beginning of a time step.
The population is approximated by piecewise constant functions in age, which are generally only rst-order correct. However, the computed solution is shown to be a second-order correct approximation of the average value on each subinterval. We present a postprocessing technique that utilizes this superconvergence property to obtain second-order correct continuous piecewise linear approximations in age. Age and space structured models are applicable to problems in ecology, epidemiology, population genetics, and cell growth. The motivation for this work was the Esipov Shapiro model of Proteus mirabilis swarm colony development 6, 26] . In this model, there are two stages of bacteria. The motile stage is described by an agedependent nonlinear di usion equation, which is coupled to an ODE at each point in space which describes the non-motile stage. The creation of motile bacteria is governed by these ODE's. In this problem, there are very rapid changes in space requiring very small time steps, although the age dependence is smooth. While the Esipov Shapiro model is more complicated than the model we consider, it seems likely that the age and time discretization presented in this paper could be applied to the numerical solution of that model.
The organization of this paper is as follows. In Section 2, we present the continuous model and our assumptions on that model. In Section 3, we present a model that is continuous in space and time and discrete in age. In Section 4, we present a fully discrete method for approximating solutions to the continuous model. In Section 5, we provide a priori error bounds for the approximate solution that are superconvergent in the age variable. In Section 6, we present and analyze a postprocessing technique to capitalize on the superconvergence. In Section 7, we bound the error that results from truncating the in nite age domain to a nite domain. In Section 8, we discuss the relationship between the methods posed in this paper and nite di erence methods.
2. The Continuous Model. We consider the age-dependent population model with nonlinear di usion, @ t u + @ a u = r k(x; p)ru ? (x; a; p)u; x 2 ; a 0; t 0: u(x; a; t) da; x 2 ; t 0:
We have a birth condition u(x; 0; t) = B(x; u(x; ; t)); x 2 ; t 0; (2.3) that is dependent on the entire population distribution. We have a Neumann boundary condition, with denoting the outward normal to @ , k(x; p)ru = 0; x 2 @ ; a 0; t 0; (2.4) that represents an isolated habitat. The initial condition is u(x; a; 0) = u 0 (x; a); x 2 ; a 0: (2.5) Langlais 17] proved the existence of unique non-negative solutions for the case when k, , and are independent of x. A corresponding treatment for the system (2.1) (2.5) is beyond the scope of this paper; we will concentrate on the numerical aspects of the problem. Thus, we assume existence and uniqueness of smooth, nonnegative solutions.
We make several assumptions:
Condition 2.1. There exists constants C 0 and C 1 such that for (x; p) 2 R, k satis es 0 < C 0 k(x; p) C 1 and satis es 0 < C 0 (x; a; p) C 1 for all a. If we make a transformation to a moving reference frame in age, w(x; c; t) = u(x; c + t; t), then the resulting system is @ t w = r k(x; p)rw ? (x; c + t; p)w; x 2 ; c ?t; t 0; (2.6) w(x; ?t; t) = B(x; w(x; ; t)); x 2 ; t 0; w(x; c; 0) = u 0 (x; c); x 2 ; c ?t: (2.10) 3. The Age-Discrete Model. We discretize age for all time by using an in nite mesh, c ?1 < < c ?1 < c 0 < c 1 < c 1 :
Each age interval c i ; c i+1 ), ?1 < i < 1, can be thought of as de ning a cohort. The in nite mesh is a useful analytic tool, the actual c i 's may be determined adaptively as the calculation progresses. We denote the partition determined by the set of points fc i g by . If c i+1 > ?t, we de ne the active cohort to be C i (t) = max(c i ; ?t); c i+1 ), with length c i (t). We denote by A( ; t) the space of functions which are constant over each C i ; extended to be zero for c < ?t. We let W i denote the age-discrete approximation to w on C i and W(x; t) denote the corresponding function in A( ; t).
As we will see in Section 7, lim a!1 u = 0, so in practice we need only consider W i for c i+1 in the interval ?t; a max ? t], for a suitably large choice of a max . We de ne the age-averaging operator, A : L 1 loc ! A, by setting its value on C i to
for every i such that c i+1 > ?t. To motivate the choices in the de nition of the age-discrete model, we apply the age-averaging operator to Equation (2.6). We note that if ?t 2 C i (t),
For the death term, we have
Thus A i ( )A i (w) is a 2nd-order correct approximation of A i ( w), if and w are smooth. We will obtain a 2nd-order correct model in age by using a parabolic equation for the population density of each cohort, @ t W i (x; t) = r k(x; P)rW i (x; t) ? i (x; t; P)W i (x; t) + B i (x; t; W); We take W i = 0 for c i+1 < ?t. The term A i (W i )= c i in B i (x; t; W) accounts for the conservation of population as the length of the active birth interval increases. Notice that if we temporarily neglect the k and terms, then
The age-discrete total population density, P, is obtained by integrating W in the age variable. The equations are coupled only through B and P. B j i (') = 0, otherwise. By laggingP and b at each time step, the discrete equations are coupled to each other only by values which are known before the step is taken. Thus, for each i, we need only solve an independent linear system. 5 . Error Analysis. The analysis follows that of Wheeler 33] for parabolic equations. For discrete time and age, the value of '( ; t j ) will be denoted by ' j , and the average value of ' on C i at time t j will be denoted by ' j i . It is convenient to use H ?1 ( ) as the dual to H 1 ( ). Let A lack of a subscript indicates = L 2 ( ).
We show that the approximate solutionW is close to a function X, which is the elliptic projection in space and the L 2 -projection in age of the true solution w. Remark. By this result, the approximation is superconvergent in age. Although a piecewise constant approximation is normally only rst-order correct, we have # and $ of second-order in age.
Proof. Applying the age-averaging operator, A, to Equation (2.6) gives Recall that b(j) denotes the index of the birth interval at time t j . We make the appropriate bounds, for each i, of the left hand side of (5.5), of I 9 , and of I 10 . We then sum over i to get 1 2 t j ? j j j# j j j j 2 ? j j j# j?1 j j j 2 Before we can use the above evolution inequality to get bounds on the error, we need corresponding relationships for the total population density. We integrate equation (2.6) This has a form similar to (5.3). We handle the non-birth terms as before. For the birth terms, we directly apply Condition 2. where
We make the estimates (see Appendix A), kp j ? p j?1 k 2 t j k@ t pk 2 L 2 (Q j ) ; j j jw j ? w j?1 j j j 2 t j j j j@ t wj j j Then, adding 5.6 and 5.9 and assuming t j is su ciently small, we apply a discrete Gronwall's inequality (see Appendix B) to get the stated result. 7. Truncating the Age Domain. In order to approximate solutions to (2.1) (2.5) in practice, we need to truncate the age domain to a nite domain, 0; a max ]. We can bound the error that results from such a truncation because of the exponential decay of the solution as a tends towards in nity. At any point in time, we can consider the population density for any particular age group, u, to be the solution to a linear problem with continuous time-dependent coe cients. We look along the age-time characteristics, da=dt = 1, so that a = t + for some constant . We then have @ t u(x; t) = r k(x; t)ru(x; t) ? (x; t)u(x; t); We thus require the integral of with respect to a to increase at least linearly.
The error bound on a > a max is given by the exponential decay. For the region 0; a max ], we use an energy analysis to bound the error caused by truncating the age domain. We use tildes to denote solutions and coe cients of the age-truncated problem on 0; a max ]. De ne u = u ?ũ. Then, along characteristics, @ t k u k 2 = (k ?k)ru; r u + (( ?~ )u; u ) ? k r u ; r u + (~ u ; u ) : Let p = p ?p. Then bounds similar to those in Section 5 give
We rede ne j j j j j j so that the integration over a only goes from 0 to a max . Integrating For the error in the total population density, we similarly get 1 2 @ t k p k 2 C 8 k p k 2 + K 2 j j j u j j j 2 ; (7.2) where
2 + C 1 : Let C (t) be the maximum of the relevant coe cients at a time t. Then, adding equations (7.1) and (7.2), we get @ t ? j j j u j j j 2 + k p k 2 Kku(x; a max ; t)k 2 + C (t) ? j j j u j j j 2 + k p k 2 :
We assume a max >ã max , from Condition 2.4, so that u(x; a max ; 0) = 0 . Applying a Gronwall's inequality 8], we get the following result: 8. Relationship to Finite Di erence Methods. In one or two space dimensions, the simplest space time discretization of Equation (3.1) would be a backward Euler method in time and nite di erences in space; in two-space we use a regular rectangular mesh. In the context of the methods posed in this paper, this spatial discretization corresponds to the use of continuous piecewise linear nite elements with mass lumping as the quadrature rule. In two dimensions, we use a regular rectangular mesh where each rectangle is subdivided into two triangles. In this context, the mass lumping replaces the integral over a triangle by the product of the area and the average of the integrand at the vertices. By using this discretization of Equation (3.1), and a postprocessing technique, we get convergence that is rst-order correct in time, and second-order correct in age and space. By using mass lumping as the quadrature rule, we guarantee non-negativity of the computed solution 31]. where we used the fact that, for s 2 0; Multiply by C m to get the stated result.
