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Abstract
The first order form of a Maxwell theory and U(1) gauge theory in which a gauge invariant mass
term appears is analyzed using the Dirac procedure. The form of the gauge transformation which
leaves the action invariant is derived from the constraints present. A non-Abelian generalization is
similarly analyzed. This first order three dimensional massive gauge theory is rewritten in terms
of two interacting vector fields. The constraint structure when using light-cone coordinates is
considered. The relationship between first and second order forms of the two-dimensional Einstein-
Hilbert action is explored where a Lagrange multiplier is used to ensure their equivalence.
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I. INTRODUCTION
In gauge theories, superfluous degrees of freedom are retained in the action to ensure
that invariances present in the theory are manifest. Both the Yang-Mills (YM) and
Einstein-Hilbert (EH) gauge actions can be written in both first and second order forms.
Most calculations have been performed using the second order form. This form has the
advantage of employing fewer fields than the first order formalism. However, in the first
order formalism, the vertices are considerably simpler than in the second order formalism.
For YM theory, this means that the complicated three-point and four-point vertices for the
vector field are replaced by a relatively simple vertex involving two vector fields and one
field strength [26]. In the case of the EH action, a complicated non-polynomial iteration for
the fluctuations about a background metric is replaced by a simple cubic coupling which is
free of derivatives [27]. The details of the computation of radiative effects in these gauge
theories is thus considerably simplified when one uses the first order formalism.
One should, however, examine if the first and second order forms of a gauge theory are
equivalent, both at the classical level and after quantization. Simply showing that these two
forms have equivalent equations of motion may not be adequate to establish their complete
equivalence. The path integral technique of quantization of gauge theories with a quadratic
gauge fixing term in the action (introduced by Feynman [28], deWitt [29], Mandelstam
[30] and Faddeev and Popov [31]) or with non-quadratic gauge fixing [32, 33] clearly works
for YM gauge theories and is equivalent to the path integral quantized Yang-Mills theory
obtained [34] from the canonically quantized theory resulting from the Dirac constraint
formalism [1]. However, this is contingent upon having that part of the measure in the
path integral coming from ∆ = det1/2 {θa, θb} not contributing to Green’s functions [35,
36]. (Here θa is the set of second class constraints in the model.) Such a contribution
appears when one encounters massive vector theories [35] or YM theories quantized on
the light cone [37-40]. However, this factor of ∆ in these cases is innocuous. However the
structure of the second class constraints in the first order EH action [18] leads to non-trivial
factors of ∆. Non-trivial factors of ∆ also occur in a non-Abelian gauge theory involving an
anti-symmetric tensor field possessing a pseudoscalar mass [51]. This may result in there
being difficulties in establishing equivalence between the quantized form of the first and
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second order forms of the EH action when using the path integral.
There have been attempts to treat in a general way the canonical structure of first order
actions [41]. However, in the general actions considered in this reference, the possibility of
tertiary (third generation) constraints arising has not been considered, either when these
new constraints are first or second class. Hence this general analysis is deficient and needs
to be extended if it is to be applied to the first-order EH action.
Attempts to treat gauge theories by using primary (first generation) constraints to
eliminate superfluous degrees of freedom [17, 25, 42] do not distinguish between first and
second class constraints nor can they be used to find constraints beyond the first generation,
and hence this approach cannot be used in conjunction with either the approaches of refs.
[4, 5] to derive the invariances in the action present due to the occurrence of primary
constraints. In two dimensions the first and second order forms of the EH action are no
longer equivalent [14, 15]. Indeed, it has been shown in refs. [6-9] that the first order EH
action in two dimensions possesses a novel gauge invariance that is distinct from the usual
diffeomorphism invariance, but follows from the first class constraints in the theory. It is not
clear how one could discern this new gauge invariance if the procedure of refs. [17, 25, 42]
were followed in analyzing this theory. Having a knowledge of this invariance is important
if one is to quantize the first-order EH action in two dimensions [43]. (Quantization of the
second order EH in two dimensions is non-trivial and interesting, even though the action is
a total derivative [44, 45].)
All of these considerations show that it is important to examine the canonical structure
of the first order form of a theory in order to determine if it is equivalent (both before and
after quantization) to its second order form. Ultimately, we hope to address the relationship
between the first and second order form of the EH action. (Even establishing equivalence
just between the classical equations of motion arising from the first and second order form
of the EH action is non trivial; it is often ascribed to Palatini [2], though it is in fact due
to Einstein [3].)
The canonical structure of the two dimensional first order EH action has already been
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considered as has been noted above [6-9] with several unanticipated features occuring. The
first order EH in dimensions greater than two is even more involved [18]; its quantization
will be complicated by it having a canonical structure which involves tertiary constraints
and a non-trivial determinant ∆ arising from the second class constraints present and so it
is not clear if the Faddeev-Popov procedure followed for first class constraints in ref. [46,
47] can be applied when quantizing the first order form of the action.
In the literature there exists some confusion about the first and second order forms of
an action. For example in ref. [10] the view is expressed that the first and second order
forms of an action are different as they have distinct gauge invariances while in ref. [11]
it is pointed out that this need not be so as, if one uses Lagrange multipliers appropri-
ately, one can always ensure that the first and second order forms of an action are equivalent.
We see that considering the canonical structure of first order theories that are not as com-
plicated as general relativity is appropriate. Maxwell electrodynamics provides the simplest
example of how the canonical formalism can be used to establish the equivalence between
the first and second order form of a gauge theory. The canonical analysis of the second order
form of Maxwell theory appears in ref. [23]. In 2 + 1 dimensions, the Maxwell Lagrangian
can be supplemented by a Chern-Simons (CS) term which results in the vector field acquir-
ing a mass [12]. A canonical analysis of the Abelian and non-Abelian second order form of
this massive gauge field using both normal and light-cone coordinates appears in ref. [13].
In this paper, canonical analysis of the first order form of these models is given and use the
first class constraints that arise is used to derive the generator of the gauge transformation
that leaves the action invariant. A canonical analysis using light-cone coordinates is also
presented. We begin by considering the first order forms of these actions.
The standard Maxwell action for a U(1) gauge field Aµ in three dimensions is
Sm =
−1
4
∫
d3x (∂µAν − ∂νAµ) (∂µAν − ∂νAµ) (1)
can be supplemented in three dimensions with a topological Chern-Simons action
Scs = −m
2
∫
d3xǫµνλ (∂µAν − ∂νAµ)Aλ , (2)
so as to provide a mass to the field Aµ [12]. Both the actions Sm and Scs are invariant under
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a U(1) gauge transformation
δAµ = ∂µζ. (3)
The action Sm by itself can be written in first order form (i.e., the resultant equations of
motion are at most first order)
S(1)m =
∫
d3x
[
1
4
FµνF
µν − 1
2
F µν (∂µAν − ∂νAµ)
]
; (4)
here Fµν and Aλ are independent fields [50, 26]. When the equation of motion for Fµν is
used to eliminate Fµν from eq. (4), one recovers Sm in eq. (1).
The first order form of Sm + Scs is somewhat more involved [10],
S =
∫
d3x
[
1
4
W µνWµν − 1
2
W µν (∂µAν − ∂νAµ)
−m
2
ǫµνλWµνAλ +
m2
2
AµAµ
]
. (5)
Eq. (5) can be found from eqs. (1) and (2) by eliminating F µν from
∫
d3x
[
−1
4
FµνF
µν − m
2
ǫµνλFµνAλ +
1
2
W µν (Fµν − (∂µAν − ∂νAµ))
]
using its equation of motion provided diag gµν = (+,−,−) and ǫ012 = ǫ012 = 1. The
equations of motion for Wµν and Aµ are
W µν = ∂µAν − ∂νAµ +mǫµνλAλ (6)
and
∂µW
µν =
m
2
ǫαβνWαβ +m
2Aν . (7)
Substitution ofW µν from eq. (6) into eq. (5) recovers Sm+Scs. It is apparent that the action
of eq. (5) is invariant under the gauge transformation of eq. (3) provided we also transform
W µν
δW µν = mǫµνα∂αζ. (8)
Using eq. (7) to eliminate Aν from eq. (5) results in
S =
∫
d3x
−1
2m2
(
∂αW
αµ∂βWβµ +mǫαβγW
µγ∂µW
αβ
)
,
which is an alternate second order way of re-expressing Scs+Sm. Further discussion of how
to rewrite the action for Abelian gauge fields when topological actions also occur appear in
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refs. [19,20]. An action for the Chern-Simons model when accompanied by a Stueckelberg
mass term is in ref. [21].
We now will demonstrate how the Dirac analysis of constrained systems [1] can be used to
analyze actions which are first order in derivatives by applying this procedure to the actions
of eqs. (4) and (5). It is of particular interest to show how this approach can be used to
derive the gauge invariances of eqs. (3) and (8). It is also possible to generate a non-Abelian
version of eqs. (5 - 8) which we provide in section 5. The canonical structure of these models
when expressed in light-cone coordinates is examined in section 6.
II. MAXWELL ELECTRODYNAMICS
The action of eq. (4) in four dimensional space (with signature (+ + + −)) can be written
as
S(1)m =
∫
d4x
[
1
2
(
~B2 − ~E2
)
+ ~E ·
(
~˙A+∇A
)
− ~B · ∇ × ~A
]
(9)
where
Bi =
1
2
ǫijkF jk, Ei = F i0, A = A0. (10)
The momenta conjugate to ~B, ~E, ~A and A give rise to ten primary constraints [9]
~ΠB = 0, ~ΠE = 0, ~π = ~E, π = 0, (11− 14)
with eqs. (12, 13) immediately been seen to be a pair of second class constraints. Which
class the constraints of eqs. (11, 14) belong to can only be decided upon after the secondary
constraints have been determined.
The canonical Hamiltonian associated with eq. (9) is
Hc =
∫ [
1
2
(
~E2 − ~B2
)
− ~E · ∇A+ ~B · ∇ × ~A
]
d4x. (15)
This is supplemented with Lagrange multiplier fields that ensure that the constraints are
satisfied to yield the total Hamiltonian
HT =
∫ [
Hc + ~ΛB · ~ΠB + ~ΛE · ~ΠE + ~λ ·
(
~π − ~E
)
+ λπ
]
d4x. (16)
The Lagrangian equations of motion are equivalent to the Hamiltonian equations of motion
in which the total Hamiltonian has been used [22].
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For consistency, the constraints must be time independent and so must have a vanishing
Poisson bracket (PB) with HT . We hence find that [9]
{
~ΠB, HT
}
= ~B −∇× ~A, (17)
{
~ΠE , HT
}
= −~E +∇A+ ~λ, (18)
{
~π − ~E,HT
}
= −∇× ~B − ~ΛE , (19)
{π,HT} = −∇ · ~E (20)
must vanish.
By eq. (17), we see that there is now an additional secondary constraint ~B−∇× ~A = 0;
it is immediately apparent that now both this constraint and that of eq. (11) are second
class. Furthermore, from eq. (20) we see that the longitudinal component of ~E must vanish;
keeping mind eq. (12) this is seen to be a second class constraint. This and eq. (13) result
in ∇ · ~π = 0 being a secondary, first class constraint.
The time derivatives of ~B −∇× ~A and ∇ · ~E lead to
{
~B −∇× ~A,HT
}
= ~ΛB −∇× ~λ (21)
and {
∇ · ~E,HT
}
= ∇ · ~ΛE . (22)
We now see that the time derivative of the secondary constraints fix the Lagrange multipliers
~λ (from eq. (18)), the transverse part of ~ΛE (from eq. (19)), ~ΛB (from eq. (21)) and the
longitudinal part of ~ΛE (from eq. (22)). The only undetermined Lagrange multiplier is λ and
the only first class constraints are the primary constraint π = 0 and the secondary constraint
∇·~π = 0. As expected [1], the number of arbitrary functions is one (the Lagrange multiplier
λ); this equals the number of primary first class constraints (π = 0) and the number of gauge
parameters (ζ in eq. (3)). We also note that we have twelve second class constraints and
two first class constraints, which when combined with two gauge conditions, gives sixteen
constraints in total. There are twenty degrees of freedom (Fµν , Aλ and their conjugate
momenta) initially, and hence the number of physical degrees of freedom is 20− 16 = 4 (the
two transverse polarizations and their conjugage momenta).
When eliminating the second class constraints (~ΠB = ~ΠE = ~π − ~E = ~B − ∇ × ~A = 0)
through the introduction of Dirac Brackets [1], which replace the Poisson Brackets, one finds
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that the Dirac Brackets are identical to the Poisson Brackets except that now
{Bi (~x, t) , Ej (~y, t)}∗ = ǫipj∂xp δ (~x− ~y) . (23)
This Dirac Bracket is identical to what would be obtained if the Dirac constraint procedure
were applied to the second order Maxwell action of eq. [1] and the Coulomb gauge condition
∇ · ~A = 0 were employed in conjunction with the Gauss law constraint, which is first class
[23]. The Dirac Bracket of eq. (23) has, in contrast, been derived by elimination of the second
class constraints arising from the first order Maxwell action of eq. [4] without imposing any
gauge condition. The form of HT is, upon elimination of the second class constraints
HT =
1
2
(
~π2 + (∇× ~A)2
)
+ A∇ · ~π + λπ. (24)
The field A becomes a Lagrange multiplier field. Eq. (24) gives the same expression for
HT that one obtains if the second order form for Sm in eq. (1) is treated using the Dirac
procedure [1].
An approach to determine the gauge transformation that leaves the action invariant is in
ref. [4] while an approach based on the equations of motion is in ref. [5]. In both cases we
find that the gauge generator is
G(ζ, ζ˙) = −
∫
d3x
(
ζ∇ · ~π + ζ˙π
)
, (25)
so that
δA = {A,G}∗ = −ζ˙ (26)
and
δ ~A =
{
~A,G
}∗
= ∇ζ, (27)
while
δ ~E =
{
~E,G
}∗
= 0 = δ ~B. (28)
Together then, δAµ = ∂µζ and δFµν = 0, as one would expect from inspection of S
(1)
m in
eq. (4).
We now apply the Dirac formalism to the more interesting (and complicated) case of the
action S of eq. (5).
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III. TOPOLOGICALLY MASSIVE ELECTRODYNAMICS
The action of eq. (5) can be written as
S =
∫
d3x
[
1
2
(
W 2 − ~W 2
)
+
m2
2
(
A2 − ~A2
)
−
(
W∇× ~A+ ~W · ~˙A+ ~W · ∇A
)
−m
(
~W × ~A+WA
)]
(29)
if the metric is diagonal (+ + −), ǫ012 = 1, A = A0, W = 12ǫijW ij , W i = W 0i and
~U × ~V = ǫijU iV j . The momenta associated with A, ~A, W and ~W are now given by the
primary constraints
π = 0, ~π + ~W = 0, Π = 0, ~Π = 0, (30− 33)
respectively. The constraints of eqs. (31, 33) are second class; if DBs are used it is possible
to immediately replace ~W by −~π in the canonical Hamiltonian and we obtain
Hc =
1
2
(
~π2 −W 2)+ m2
2
(
~A2 − A2
)
+W∇× ~A + A∇ · ~π +m
(
AW + ~π × ~A
)
. (34)
Consistency means that Π˙ = {Π, Hc} should weakly vanish; with Hc given by eq. (34)
then
{Π, Hc} = W −∇× ~A−mA = 0 (35)
is a secondary constraint. Similarly, as π˙ = 0, we obtain another secondary constraint,
{π,Hc} = m2A−∇ · ~π −mW = 0. (36)
Eqs. (30, 32, 35, 36) together form four constraints. However, the PBs of these four
constraints form a matrix with rank two; consequently appropriate linear combinations of
these four constraints can be chosen so that two are first class and two are second class. A
suitable pair of first class constraints are
γ1 = π +mΠ, γ2 = m∇× ~A+∇ · ~π (37, 38)
and of second class constraints are (provided m 6= 0)
χ1 = Π, χ2 = ∇× ~A+mA−W. (39, 40)
Using eq. (40) to eliminate W in eq. (34) leads to
Hc =
1
2
[
~π2 +
(
∇× ~A
)2
+m2 ~A2
]
+ A
(
m∇× ~A+∇ · ~π
)
+m~π × ~A. (41)
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It is now evident that
{γ1, Hc} = −γ2, {γ2, Hc} = 0, {γ1, γ2} = 0. (42− 44)
With the first class constraints of eqs. (37, 38) satisfying the commutation relations of eqs.
(42-44), the methods of refs. [5, 6] lead to the gauge generator
G =
∫
d2x
[
−ζ˙π + ζ(m∇× ~A+∇ · ~π)
]
, (45)
so that
δA = {A,G} = −ζ˙ (46)
and
δ ~A =
{
~A,G
}
= ∇ζ, (47)
as well as
δπi = mǫij∂jζ. (48)
Eqs. (31) and (40) can now be used to show that
δW = −mζ˙, (49)
δWi = −mǫij∂jζ. (50)
Together, from eqs. (46, 47, 49, 50) we recover the gauge transformations of eqs. (3, 8).
IV. NON-ABELIAN MODEL
The canonical structure of the first order form of the Maxwell and Maxwell plus Chern-
Simons actions have been analyzed in some detail above. In fact, a first order form of
the non-Abelian extension of these models can also be considered. A canonical analysis of
the second order form of these topologically massive gauge theories is carried out in ref.
[13] using normal and light-cone coordinates. Here we present a canonical analysis of the
first order form without imposition of any particular coordinate system. We start with the
Lagrangian [12]
L = −1
4
(
∂µA
a
v − ∂vAaµ + fabcAbµAcν
) (
∂µAav − ∂vAaµ + fabcAbµAcv)
10
−mǫµvλ
(
∂µA
a
vA
a
λ +
1
3
fabcAaµA
b
vA
c
λ
)
(51)
which is invariant under the transformation
δAaµ = ∂µθ
a + fabcAbµθ
c ≡ Dabµ θb. (52)
The canonical structure of this action was considered in ref. [13].
The Lagrangian of eq. (51) can be derived from
L = −1
4
F aµvF
aµv − m
2
ǫµvλ
(
F aµvA
a
λ −
1
3
fabcAaµA
b
vA
c
λ
)
+
1
2
W aµv
[
F aµv −
(
∂µA
a
v − ∂vAaµ + fabcAbµAcv
)]
. (53)
Upon making use of the equation of motion for the Lagrange multiplier field W aµv, the
field strength F aµv undergoes the transformation
δF aµv = f
abcF bµvθ
c, (54)
when Aaµ transforms according to eq. (52). The equation of motion for F
a
µv however shows
that
F aµv = W
a
µv −mǫµvλAaλ, (55)
which can be used to eliminate F aµv in eq. (53), yielding
L =
1
4
W aµvW
aµv − 1
2
W aµv
(
∂µA
a
v − ∂vAaµ + fabcAbµAcv
)
+
m2
2
AaµA
aµ − m
2
ǫµvλ
(
W aµvA
a
λ −
1
3
fabcAaµA
b
vA
c
λ
)
(56)
Furthermore, together, eqs. (52, 54, 55) show that the transformation of W aµv takes the form
δW aµv = mǫµvλ∂
λθa + fabcW bµvθ
c. (57)
This transformation when combined with eq. (52) leaves eq. (56) invariant. Eq. (56) is a
non-Abelian modification of eq. (5) and can also be analyzed using Dirac’s procedure.
As with the Abelian model in the preceding section, we define
Aa = Aa0 , W a =
1
2
ǫijW
a
ij , W
ai = W a0i ,
so that
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L = − ~W a · ~˙A
a
+
1
2
(W aW a − ~W a · ~W a) + m
2
2
(AaAa − ~Aa · ~Aa)
+Aa(∇ · ~W a + fabc ~Ab · ~W c)−W a(∇× ~Aa + 1
2
fabc ~Ab × ~Ac)
−m(W aAa + ~W a × ~Aa) + m
2
Aafabc ~Ab × ~Ac. (58)
The momenta conjugate to Aa, Aai ,W
a and W ai result in the constraint equations
πa = 0, ~πa + ~W a = 0, Πa = 0, ~Πa = 0, (59− 62)
much like eqs. (30-33). Eqs. (60, 61) are second class constraints and can be used to replace
~W a by −~πa. Eqs. (59, 62) are primary constraints which imply the secondary constraints
−m2Aa + (∇ · ~πa + fabc ~Ab · ~πc) +mW a − m
2
fabc ~Ab × ~Ac = 0 (63)
and
−W a + (∇× ~Aa + 1
2
fabc ~Ab × ~Ac) +mAa = 0 (64)
respectively. Of the four constraints of eqs. (59, 62, 63, 64), two linear combinations can be
taken to be first class
γ1 = π
a +mΠa, γ2 = ∇ · ~πa + fabc ~Ab · ~πc +m∇× ~Aa (65, 66)
and two to be second class
χ1 = Π
a, χ2 = −W a + (∇× ~Aa + 1
2
fabc ~Ab × ~Ac) +mAa. (67, 68)
with no further constraints being required. Eqs. (65-68) are generalizations of eqs. (37-40).
The first class constraints can now be used to generate the transformation of eqs. (52, 57).
It is of interest to define
Xaµ =
1
2
(
Aaµ −
1
2m
ǫµλσW
aλσ
)
, (69a)
Y aµ =
1
2
(
Aaµ +
1
2m
ǫµλσW
aλσ
)
, (69b)
so that the Lagrangian of eq. (56) can be rewritten as
L = −mǫµνλ
(
Xaµ∂νX
a
λ +
1
3
fabcXaµX
b
νX
c
λ
)
− 2m2Y aµ Y aµ
12
+mǫµνλ
[
Y aµ ∂νY
a
λ + f
abc
(
Y aµ Y
b
νX
c
λ +
2
3
Y aµ Y
b
ν Y
c
λ
)]
. (70)
The terms in eq. (70) that depend solely on Xaµ are pure Chern-Simons. From eqs. (52,
57, 69), eq. (70) is invariant under the transformations
δXaµ = ∂µθ
a + fabcXbµθ
c, (71a)
δY aµ = f
abcY bµθ
c. (71b)
V. CANONICAL ANALYSIS USING LIGHT-CONE COORDINATES
Light-cone coordinates were originally introduced by Dirac [48] and have been used in a
variety of circumstances [37-40, 50]. The coordinates in an N -dimensional space are taken
to be
x± =
(x0 ± xN−1)√
2
, xi = (x1, x2, . . . , xN−2); (72a, b)
so that if Aµν and Bµν are antisymmetric and N = 3
a · b = a+b−+a−b+−aibi, AµνBµν = −2A+−B+−−2A+iB−i−2A−iB+i+AijBij , (73a, b)
ǫµνλA
µBνCλ = A1(B+C− −B−C+) + (cyc. perm.) . (73c)
Since ∂2 = ∂+∂− − ∂i∂i, any canonical analysis using x+ as the “time” variable will lead to
having a first-order action (ie., one that is first order in ∂+).
For example, the Lagrangian of eq. (1) when using light-cone coordinates becomes
L = 1
2
f+−f+− + f+if−i − 1
4
f ijf ij (74)
where fµν = ∂µAν − ∂νAµ. The canonical momenta conjugate to A+, A− and Ai are
π+ = 0 , π− = f
+− , πi = f
−i. (75a, b, c)
Eq. (75c) is a primary second class constraint while the Hamiltonian
H = π+∂+A+ + π−∂+A− + πi∂+Ai −L (76)
=
1
2
π2− +
1
4
f ijf ij − A+(∂−π− + ∂iπi)
13
and the constraint of eq. (75a) leads to the secondary constraint
(∂−π− + ∂
iπi) = 0. (77)
Both eqs.(75a) and (77) are first class constraints; there are no tertiary constraints. With
2N variables in phase space, N − 2 second class constraints, two first class constraints
and two associated gauge conditions (eg. A+ = A− = 0 or A+ = ∂iAi = 0) there are
2N − (N − 2)− 2 − 2 = N − 2 degrees of freedom. Using x0 as the time variable leads to
2(N − 2) degrees of freedom as there are no second class constraints in this case.
If we consider the Lagrangian in eq. (4) then this becomes using light-cone coodinates
L = −1
2
F+−F+− − F+iF−i + 1
4
F ijF ij (78)
+F+−f+− + F+if−i + F−if+i − 1
2
F ijf ij.
There are now the primary second class constraints
Π+− = 0 = Π−i = π− − F+− = πi − F−i = Πij , (79a− e)
the secondary second class constraints
F−i − f−i = 0, (80)
the primary first class constraints
π+ = 0 = Π+i (81a, b)
and the secondary first class constraint
∂−π− + ∂
iπi = 0. (82)
Here Π+−, Π+i Π−i are the momenta conjugate to F
+−, F+i and F−i. There are N(N+1)
2
fields in the initial Lagrangian (Fµν and Aµ); once all of the constraints are taken into
account there are (N −2) independent fields in phase space as before. In the gauge in which
A+ = 0 (paired with the consraint of eq. (81a)) the Hamiltonian reduces to
H = 1
2
(
− 1
∂−
∂iπi
)2
+
1
4
f ijf ij (83)
with the Dirac Brackets
{
Ai(x), Aj(y)
}∗
=
1
2∂−
δ(x− y)δij , (84a)
14
{
Ai(x), πj(y)
}∗
=
1
2
δ(x− y)δij. (84b)
If in conjunction with the constraint of eq. (82) we choose the gauge condition ∂iAi = 0,
then δij in eq. (84) gets replaced by δ
i
j − ∂i∂j/∂2, which in three dimensions equals zero.
We now examine the action of eq. (56) in light-cone coordinates. The Lagrangian now
becomes
L = −1
2
W a+−W a+− −W a+1W a−1 +m (W a1−Aa+ +W a+1Aa− +W a−+Aa1)
+m2
(
Aa+Aa− − 1
2
Aa1Aa1
)
+
(
W a+−fa+− +W a+1fa−1 +W a−1fa+1
)
+mǫabc(Aa1Ab+Ac−) (85)
where faµν ≡ ∂µAaν − ∂νAaµ + ǫabcAbµAcν .
With this Lagrangian, the primary second class constraints are
Πa+− = Π
a
−1 = π
a
1 −W a−1 = πa− −W a+− = 0 (86a− d)
where Πaµν is the momentum conjugate to W
aµν and πaµ is the momentum conjugate to A
aµ.
The primary first class constraints are
πa+ = Π
a
+1 = 0. (87a, b)
The Hamiltonian thus can be written as
H = 1
2
(πa−)
2 +W a+1
(
πa1 −mAa− − fa−1
)
+mπa−A
a1 +
1
2
m2(Aa1)2
+Aa+
[−(D1π1)a − (D−π−)a +mπa1 −m2Aa− −mǫabcAb−Ac1] (Dabµ ≡ ∂µδab + ǫapbAρµ) ,
(88)
and so we find the secondary constraints
πa1 −mAa− − fa−1 = 0 , (89a)
(D1π1)
a + (D−π−)
a −m (πa1 −mAa− − ǫabcAb−Ac1) = 0. (89b)
These constraints are second and first class respectively. The constraint of eq. (89b), upon
using eq. (89a), becomes
(D1π1)
a + (D−π−)
a +m
(
∂1Aa− − ∂−Aa1) = 0. (90)
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The use of a second class constraint in this way must be accompanied by replacement of
Poisson Brackets by Dirac Brackets [1]. One peculiarity of this system is that there are
naively five second class constraints; one normally anticipates an even number of second
class constraints. (Only one dynamical degree of freedom is physical.) Having an odd
number of constraints is not a problem though as the Poisson Bracket of the constraints of
eq. (89a) {
πa1(x)−mAa−(x)− fa−1(x), πb1(y)−mAb−(y)− f b−1(y)
}
= −2Dab−x δ(x− y) (91)
is non-local. The Dirac Brackets which differ from Poisson Brackets following from eq. (91)
are {
Aa1(x), πb1(y)
}∗
=
1
2
δabδ(x− y) , (92a)
{
Aa1(x), Ab1(y)
}∗
=
−1
2Dab−x
δ(x− y) , (92b)
{
Aa1(x), πb−
}∗
=
−1
2Dac−x
(
mδcb −Dcb1x
)
δ(x− y) , (92c)
{
πa1(x), π
b
1(y)
}∗
=
1
2
Dab−x δ(x− y) , (92d)
{
πa1(x), π
b
−(y)
}∗
=
1
2
(
mδab −Dab1x
)
δ(x− y) , (92e)
{
πa−(x), π
b
−(y)
}∗
= −
[
(m+D1x)
(
1
2D−x
)
(m−D1x)
]ab
δ(x− y). (92f)
If we accompany the primary first class constraint of eq. (87a) with the gauge condition
Aa+ = 0, then by use of the second class constraints, the Hamiltonian of eq. (88) reduces
to the simple form
H = 1
2
(
πa− +mA
a1
)2
, (93)
with none of the Dirac Brackets of eq. (92) being affected. Neither eqs. (92) nor (93)
are changed if we adopt the gauge condition W a+1 = 0 in conjunction with the first class
constraint of eq. (87b).
It is now possible to adopt the gauge condition
πa− = 0 (94)
in conjunction with the constraint of eq. (90) provided m 6= 0. This reduces the Hamiltonian
of eq. (93) to the simple form
H = 1
2
m2(Aa1)2. (94)
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The appropriate Dirac Bracket serves to eliminate the constraints θa of eqs. (89a, 90, 94).
This involves inverting the matrix ∆ab ≡ {θa, θb} which is given by
∆ab =


−2Dab− ǫabc (πc1 − f c−1 −mAc−) Dab1 −mδab
ǫabc (πc1 − f c−1 −mAc−) ǫabc [(D−π−)c + (D1π1)c ǫabcπc1 −mδab∂1
+m(∂−Ac1 − ∂1Ac−)] Dab1 +mδab
Dab1 +mδab ǫabcπc− −mδab∂1 0


. (95)
Since once the Dirac Brackets are used in place of Poisson Brackets, the constraints θa can
simply be set equal to zero, it is sufficient to use the inverse of
∆
(0)
ab =


−2Dab− 0 Dab1 −mδab
0 0 −mδab∂1
Dab1 +mfab −mδab∂1 0


(96)
when defining the Dirac Bracket. Since
∆
(0)−1
ab =


−1
2D−
−1
2m
1
D−
(D1 −m) 1
∂1
0
−1
2m
1
∂1
(D1 +m) 1
D−
−1
2m2
1
∂1
(D1 +m) 1
D−
(D1 −m) 1
∂1
−1
m∂1
0 −1
m∂1
0


ab
(97)
the Dirac Bracket
{M,N}∗ = {M,N} − {M, θa}∆(0)−1ab {θb, N} (98)
for the single dynamical degree of freedom Aa1 in phase space reduces to
{
Aa1(x1, x−, t+), Ab1(y1, y−, t+)
}∗
=
−1
2
[
1
D−
+
1
m
D1
1
∂1
(D1 +m)
1
D−
+
1
m
1
D−
(D1 −m) 1
∂1
D1 (99)
+
1
m2
D1
1
∂1
(D1 +m)
1
D−
(D1 −m) 1
∂1
]ab
δ(x1 − y1)δ(x− − y−).
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The field Aa− occuring explicitly in eq. (99) is dependent on Aa1 once the constraints θa are
applied; from eqs. (89a, 90, 94) we find that
Aa− =
(
1
D1(D1 −m) +m∂1
)ab (
(D1 +m)∂−A1
)b
. (100)
We thus see that although the Hamiltonian of eq. (94) is exceedingly simple, the dynamics
is complicated by the Dirac Bracket of eqs. (99, 100).
VI. FIRST AND SECOND ORDER FORMS OF THE EINSTEIN-HILBERT AC-
TION
The d-dimensional Einstein-Hilbert action is
Sd =
∫
ddx
√−g gµν (Γλµν,λ − Γλλµ,ν + ΓλλσΓσµν − ΓλσµΓσλν) . (101)
As in refs. [2,3], we assume that Γλµν = Γ
λ
νµ; that there is no torsion in the theory [24].
(Torsion does arise in supergravity theories because of the coupling to spinor fields.) The
affine connection Γλµν can either be taken to be an independent field when d > 2 or be
identified with the Christoffel symbol
Γλµν =


λ
µν

 =
1
2
gλρ (gµρ,ν + gνρ,µ − gµν,ρ) (102)
as the equation of motion for Γλµν has a solution given by eq. (102) [2, 3].
If d = 2, then the equation of motion for Γλµν following from eq. (101) does not have a
unique solution; in this case [14, 15]
Γλµν =


λ
µν

+
(
δλµKν + δ
λ
νKµ − gµνKλ
)
(103)
where Kλ is an arbitrary vector. If eq. (103) is used to eliminate Γλµν in eq. (101), all
dependence on Kλ cancels. Consequently, in dimensions d > 2, the first and second order
forms of the EH action are equivalent while if d = 2 the two forms are non-equivalent.
In order to remove this apparent inequivalence between the first and second order forms
of S2, one could enforce eq. (102) by supplementing S2 with
Sw =
∫
d2xW µνλ

Γλµν −


λ
µν



 (104)
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whereW µνλ is a Lagrange multiplier field. This ensures that Γ
λ
µν =


λ
µν

 even when d = 2.
It would be of interest to determine the gauge symmetries associated with the action of eqs.
(101) and (104) that are implied by the first class constraints that arise.
If we define alternate variables to replace gµν and Γ
λ
µν ,
hµν =
√−g gµν , Gλµν = Γλµν −
1
2
(
δλµΓ
σ
νσ + δ
λ
νΓ
σ
µσ
)
, (105a, b)
then eq. (101) becomes
Sd =
∫
ddxhµν
(
Gλµν,λ +
1
d− 1G
λ
λµG
σ
σν −GλσµGσλν
)
. (106)
The equation of motion for Gλµν that follows from eq. (106) has the solution when d > 2
Gλµν =
1
2
hλρ (hµρ,ν + hνρ,µ − hµν,ρ)− hλρhµν∂ρ ln
[
(−h) 12(d−2)
]
(107)
where h = det hµν . If d = 2, then the equation of motion for Gλµν that follows from eq. (106)
is consistent only if h,λ = 0. This is not unexpected, as eq. (105a) shows that
h = −(−g)−1+d/2 (108)
which is constant when d = 2. Furthermore, when d = 2 and h,λ = 0, the equation of motion
for Gλµν that follows from eq. (77) has the unambiguous solution
Gλµν =
1
2
hλρ (hµρ,ν + hνρ,µ − hµν,ρ) + hµνXλ (109)
where Xλ is undefined; it is the analogue of Kλ occurring in eq. (103). If eq. (109) is used to
eliminate Gλµν in eq. (77), the X
λ becomes a Lagrange multiplier that ensures that h,λ = 0
when d = 2.
If d = 2, the canonical structure of eq. (106) leads to a gauge transformation that is
distinct from diffeomorphism invariance [6-9],
δhµν = (ǫµρhνσ + ǫνρhµσ)wρσ , δG
λ
µν = ǫ
λρwµν,ρ + ǫ
ρσ
(
Gλµρwµσ +G
λ
νρwµσ
)
. (110)
VII. DISCUSSION
In this paper, we have presented a detailed analysis of the canonical structure of the first
order form of the Maxwell, Maxwell-Chern-Simons and Yang-Mills-Chern-Simons actions.
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We have also introduced a first order non-Abelian version of this model. However, more
importantly, the procedure outlined serves as a model for how to perform a fully consistent
canonical analysis of the EH action in General Relativity when it is expressed in first order
form. In refs. [6, 7, 8, 9], the Lagrangian
√−ggµνRµν(Γ), in so-called Palatini form, in two
dimensions is analyzed using the Dirac constraint formalism employed above. Here we have
noted several aspects of the relationship between the first and second order form of the EH
action for d = 2.
As has been noted in refs. [8, 9], the usual Arnowitt-Deser-Misner approach [16] to the
canonical structure of the EH action involves elimination at the outset of canonical variables
through use of all equations of motion that are independent of time derivatives, irrespective
of whether these equations correspond to first or second class constraints. (This is most
explicitly seen in the presentation of the first order EH action appearing in ref. [17].) We
have circumvented this shortcoming in the analysis of ref. [16] through a careful application
of the Dirac constraint formalism (in which first class constraints are not used to eliminate
dynamical degrees of freedom) to the first order EH action in dimensions higher than two
[18]. The elimination of fields through use of equations of motion which are independent
of time derivatives was proposed in ref. [17, 25, 42]. This approach is deficient because if
these equations of motion correspond to first class constraints, then as can be seen from our
discussions above one loses a generator of gauge ransformations [4,5]. Indeed, with the first
order EH action in d > 2 dimensions this is particularly serious as then there would be no
tertiary constraints, while tertiary constraints are necessary contributions to the generator
of gauge transformations in order to have second derivatives of the gauge functions appear in
the gauge transformation of the affine connection [18]. The possibility of tertiary constraints
are also ignored in the general discussion of first order models in ref. [41]. The techniques
used in the constraint analysis of the EH action in ref. [18] are identical to those illustrated
in our discussion of Maxwell, Chern-Simons and Yang-Mills, Chern-Simons theory, although
the technical difficulties are much more formidable.
It would be interesting to apply the Dirac constraint analysis to the first order form of
the EH action when using light-cone coordinates. The second order form of the EH action
in light-cone coordinates has been examined in ref. [49].
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