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SPACETIMES COVERINGS AND C-BOUNDARY
LUIS ALBERTO AKE´ AND JO´NATAN HERRERA
Abstract. We consider the relation between the c-completion of a Lorentz manifold V and its quotient
M = V/G, where G is an isometry group acting freely and properly discontinuously. First, we consider
the future causal completion case, characterizing virtually when such a quotient is well behaved with the
future chronological topology and improving the existing results on the literature. Secondly, we show
that under some general assumptions, there exists an homeomorphism and chronological isomorphism
between both, the c-completion of M and some adequate quotient of the c-completion of V defined by
G. Our results are optimal, as we show in several examples. Finally, we give a practical application
by considering isometric actions over Robertson-Walker spacetimes, including in particular the Anti-de
Sitter model.
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1. Introduction
The AdS/CFT correspondence, also known as Maldacena’s duality, states the duality between grav-
itational theories, as string or M-theory, on a bulk space (usually a product of the Anti-de Sitter
spacetime with spheres or other compact sets) and conformal field theories defined on the boundary of
the bulk space which behaves as an hologram of inferior dimension (see [24]). As it is apparent, the
conjecture relies strongly in the notion of boundary of Lorentz manifolds. However, the problem to at-
tach a natural boundary for any Lorentz manifold encoding relevant information on it, as its conformal
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structure and related elements (event horizons, singularities, etc.) has been a long standing issue along
the last four decades.
Among the several constructions proposed (see [8, 14, 30] for nice reviews on the classical elements
and [19, 23] for updated progress), two approaches have had a specially important role in general
relativity, the conformal and the causal boundaries.
The conformal boundary is the most applied one in mathematical relativity and several notions, as
asymptotic flatness or tools as Penrose–Carter diagrams rely on it. Even in the original approach of the
AdS/CFT correspondence, it is the conformal boundary the chosen as the holographic one. In fact, the
Anti-de Sitter spacetime can be conformally embedded in the Lorentz-Minkowski model, obtaining a
simple (and non-compact) conformal boundary. However, it has important limitations as it is an ad hoc
construction: no general formalism determines when the boundary of a reasonably general spacetime
is definable, intrinsic, unique and contain useful information of the spacetime (see [6] and [19, Section
4] for studies regarding the uniqueness of the conformal boundary). In fact, as it was putted forward
by Bernstein, Maldacena and Nastase [4]), there seems to be problems when the conformal boundary
is considered on plane waves. Indeed, Marolf and Ross [25] realized that the conformal boundary is
not available for non-conformally flat plane waves. So, they proposed a redefinition of the c-boundary
applicable to such waves [26] which was refined and systematically studied by Flores and Sanchez in
[18].
This motivated a reconsideration of such constructions by substituting the conformal boundary by
the causal one, which is intrinsic, conformally invariant and it can be computed systematically, as it
was carried out in [19]. It is worth emphasizing that both the conformal and causal boundaries are
shown to coincide in most relevant classes (so, previous results based on the conformal case are not
required to be re-obtained for the causal one).
Returning to the problem of AdS/CFT correspondence, it is our aim to present the causal boundary
of different classes of Lorentz manifolds, allowing the study of such a correspondence with different
bulk spaces. In this sense let M be, for instance, a Lorentz manifold with constant negative curvature,
and so, a spacetime that can be locally modelled by the Anti-de Sitter spacetime. Recalling that
the universal covering ˜AdS is maximal, simply-connected and with constant negative curvature, it is
expectable that M can be described as a quotient space of ˜AdS by an appropriate group of isometries
(in fact, for certain spacetime topologies, the existence of such an appropriate group was proven by
Mess [27]). This is the particular case of the BTZ blackholes, the (2 + 1)-model of spacetime first
introduced by Ban˜ados, Teitelboim and Zanelli [2]; and the Hawking-Page reference space [15], whose
representations as a quotient of the Anti-de Sitter model are well known [3, 34, 35].
Due the fact that the causal boundary is well known for ˜AdS (see [1, Section 4.1]), the following
question, particularly natural from the mathematical viewpoint, arises: given two (general) Lorentz
manifolds M and V where M is constructed as the quotient of V by some group of isometries, what
is the relation between the causal boundaries and completions of M and V? An adequate answer
for this question will give us tools to easily compute the causal completion of M once we known the
corresponding on V. For instance, such a result will be applicable to models like the BTZ blackholes or
the Hawking-Page reference model, besides other models constructed in a similar way (as the case of
Cosmic Strings, see [10]). It will also give us relevant information of the c-completion on V whenever
the c-completion in M is known.
The first studies in this direction are due to Harris [13]. In his work, he studied how isometrical actions
affect the causal structures of the spacetimes, with special attention to the future causal boundary and
related concepts (as strong causality). Concretely, he considers a projection pi : V → M given by a
discrete subgroup G of isometries acting freely and properly discontinuously in V, i.e., where M = V/G
and the elements on M represents G-orbits in V. In this settings, Harris characterizes the strong
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causality and global hyperbolicity of M in terms of the global causal structure of V. Moreover, and
under the assumption of M being distinguishing (which implies, in particular, that V also is), he
presents necessary conditions in order to ensure when the associated quotient Vˆ/Gˆ is homeomorphic
to Mˆ.
Our aim in this work is to extend the results obtained by Harris for the future causal completion to
the c-completion. However, several problems have to be addressed first. On the one hand, the main
result in [13] imposes that both, the causal boundary of M and V have only spacelike future boundaries.
This condition, even if reasonable (specially recalling the final example of his paper), is too strong for
the c-completion context, where particularly timelike boudary points are specially relevant. On the
other hand, and in spite with the partial case, the c-completion requires the study of the so-called
S-relation between future and past sets, as well as some “compatibility” between the topology of the
future and past completions.
The contents of the paper are organized as follow. In Section 2 we will give the preliminaries that
we are going to need along the rest of the paper. Most of them are well known (for instance, the
construction of the c-completion was developed in [19]), but we have also introduced concepts (as first
order UTS, Definition 2.1) and results (Lemmas 2.2 and 2.4; and some of the assertions in Theorem
2.7) that, as far as we know, are new.
Section 3 is devoted to the study of the future (and, by analogy, past) causal boundary. Here, at
the point set level, we will recall the bijection ˆ defined by Harris between Vˆ/Gˆ (two points in Vˆ are
related if they project onto the same point in Mˆ) and Mˆ. Then, we will perform a detailed comparison
between the topologies in both spaces (the first one with the induced quotient topology). The results
of this section are summarized as follow:
Theorem 1.1. Let pi : V → M be an spacetime covering projection (see Section 2.3) and denote by
pi the extension to future c-completions (9). Let Vˆ/Gˆ be the quotient space defined by the following
relation: two points P, P ′ ∈ Vˆ are ∼
Gˆ
-related if they project onto the same point in Mˆ. Then, we obtain
the following commutative diagram:
Vˆ
Vˆ/Gˆ Mˆ
ıˆ
ˆ
pi
where ıˆ is the natural quotient projection. From construction, the map ˆ is bijective. At the topological
level,
(i) The map ˆ is open.
(ii) If M does not admit sequences with future divergent lifts (Definition 3.6), the map pi (and so,
ˆ) is continuous. The converse also follows if we have that LˆM is of first order UTS (Definition
2.1).
In particular, if M has only spatial future boundary points, ˆ is an homeomorphism between Mˆ and
Vˆ/Gˆ. The same result follows if G is finite and Vˆ is Hausdorff.
As we can see on previous (ii), we have obtained almost a characterization of the continuity of ˆ,
up to the first order UTS property. In fact, such a result generalizes [13, Theorem 3.4], as the last
assertion of Theorem 1.1 shows.
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Section 4 is focused on the study of the (total) c-completion at all possible levels, namely, at the
point set, at the chronological and at the topological level. In Section 4.1 are given simple and general
sufficient conditions to ensure the definition of the map  between a reasonable quotient of V by G (see
Definition 4.4) and M. Then, it is shown in Section 4.2 that previous map is well behaved respect
the chronological relation, whenever an appropriate chronological relation is defined on the quotient
space V/G. Then, in Sections 4.3 and 4.4, it is studied the conditions to ensure that the map  is
both, continuous and open resp. Now the latter becomes subtler and a simple condition (to be finitely
chronological) is introduced. This property also simplify the conditions to ensure the well posedness
and continuity of .
Concretely, the results of such a section are summarized in the following:
Theorem 1.2. Let pi : V → M be a spacetime covering projection and consider pi the extension map
to the corresponding c-completions as defined on Definition 4.4. Then:
(PS1) The projection is well defined and surjective if M does not admit sequences with (future or past)
divergent lifts and any (P, F) ∈ M with P 6= ∅ 6= F admits a lift on V. In particular, the latter
condition holds if (V,G) is finitely chronological (Definition 4.12).
(PS2) If, in addition, the projection pi is tame (recall Definition 3.2), pi just reads as
pi((P, F)) = (pi(P), pi(F))
(PS3) The projection pi is well defined if (V,G) is finitely chronological and V is Hausdorff.
Moreover, when the map pi is well defined and surjective, it defines the following relation between points
in V: two points are ∼G-related if they projects onto the same point in M. Then, denoting by V/G the
quotient space, we obtain the following commutative diagram:
V
V/G M
ı

pi
where ı is the natural projection to the quotient and  is the induced bijection.
At the chronological level, and once an appropriate chronological relation is defined on V/G (see
Section 4.2), it follows that
(CH) the map  is a chronological isomorphism.
Finally, at the topological level,  satisfies the following properties:
(TP1) The map  is continuous if one of the following hypotheses hold:
(i) pi satisfies that pi(P, ∅) = (P, ∅) and pi(∅, F) = (∅, F) (this follows if, for instance, pi is a
tame projection); and M has no sequence with (future or past) divergence lifts
(ii) pi(P, ∅) = (P, ∅), pi(∅, F) = (∅, F) and M has no lightlike boundary points1.
(TP2) If (V,G) is finite chronological, the map  is open.
In particular, pi is well defined, surjective and induces an homeomorphism and chronological isomor-
phism between V/G and M if it is satisfied one of the following assertions:
1Here, we say that the boundary has no lightlike boundary points if given a point (P, ∅) ∈ V (resp. (∅, F) ∈ V) there is
no indecomposable past set P ′ (future set F ′) such that P ⊂ P ′ (F ⊂ F ′).
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(a) pi is tame, (V,G) is finite chronological and M admits no sequence with (future or past) divergent
lifts.
(b) (V,G) is finitely chronological, V is Hausdorff and M has no lightlike boundary points.
(c) (V,G) is finitely chronological, V is Hausdorff, it has no lightlike boundary points and the G-
orbits for both Vˆ and Vˇ are closed.
In Section 5 we include several technical examples showing the optimality of our results, that is,
we show that if we remove any of the three sufficient conditions (tameness, no existence of sequences
with divergent lifts or finite chronology), the results are, in general, false. Finally in Section 6, and
as a physically relevant application of our result, we use the developed theory to compute the causal
boundary of quotients of Robertson Walker spacetimes, including quotients of the AdS Spacetime.
2. Preliminaries
2.1. Sequential topologies and limit operators. Along this section we will include all the basic
facts about sequential topologies and limit operators that we will require for the rest of the paper.
Most of the results are known (see [22, 23]), but we present the concept of first order UTS along some
associated results that, as far as we known, are new.
Let X be an arbitrary space with a limit operator L defined on it, that is, an operator L : S(X)→ P(X),
where S(X) is the space of sequences in X and P(X) is the space of parts of X. We will always assume
that the limit operator is coherent, i.e., that L(σ) ⊂ L(κ) where κ, σ ∈ S(X) and κ is a subsequence of
σ (this will be denoted by κ ⊂ σ).
Any coherent limit operator defines naturally a sequential topology τL on X on the following way:
a set C is closed for τL if and only if L(σ) ⊂ C for all sequence σ ⊂ C. Reciprocally, any sequential
topology τ has associated a limit operator Lτ (its usual convergence) such that τ = ττL (see [23,
Proposition 2.6]).
In general, the limit operator L does not determine the complete set of convergence points of a
sequence σ with the topology τL. In fact, the only implication which is always true is that:
p ∈ L(σ) =⇒ σ converges to p with the topology τL. (1)
When the other implication is satisfied for all sequences, we will say that the limit operator is of first
order. In general, there are not many results determining when a limit operator is of first order. In
fact, in practical cases, the proof is done case by case, taking special care of “problematic” sequences.
However, if we relax slightly the first order condition on L, we can obtain simply-to-check conditions
which will be enough for our purposes. In this sense, let us introduce some definitions.
Definition 2.1. Let X be a space and L a limit operator defined on X. Let us denote by τL the
associated sequential topology and let σ ⊂ X be a sequence. We will say that L is of first order for σ if
p ∈ L(σ) ⇐⇒ σ converges to p with the topology τL.
Additionally, we will say that L is of first order up to a subsequence for σ (or first order UTS for short),
if σ has a subsequence κ ⊂ σ such that κ is of first order for L. Finally, we will say that L is of first
order UTS if it is of first order UTS for all sequence σ ⊂ X.
The following result give us a sufficient condition to ensure when a limit operator is of first order for
a given sequence.
Lemma 2.2. Let σ be a sequence on X such that, for all κ ⊂ σ, L(κ) = L(σ). Assume additionally
that L(σ) only contains a finite number of elements. Then, cl(σ) = σ ∪ L(σ), where cl(σ) denotes the
topological closure of σ. In particular, L is of first order for σ.
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Proof. The proof is quite straightforward and we include it here for the sake of completeness. Observe
that the set C = σ∪L(σ) ⊂ cl(σ) from (1), so the first assertion follows if we prove that C is closed. For
this, let κ ⊂ C and let us prove that L(κ) ⊂ C. Recall that, due the finite number of elements in L(σ),
we have have two possibilities (up to a subsequence) for κ ⊂ C: Or the sequence κ is a subsequence of
σ, and so, L(κ) = L(σ) ⊂ C; or κ is constantly an element p ∈ C, and so, L(κ) = {p}n ⊂ C. In both
cases, L(κ) ⊂ C and hence C is closed.
For the last assertion, that is, the first order character of L on σ, let us assume that σ→ p. Again,
we distinguish two cases:
• We can exclude a finite number of elements in σ such that the refined sequence σ ′ does not
contain p. As we are removing only a finite number of elements, L(σ ′) = L(σ) and it follows
from the first assertion that cl(σ ′) = σ ′ ∪L(σ ′). As σ ′ → p, we have that p ∈ σ ′ ∪L(σ ′). From
construction σ ′ does not contain p, so p ∈ L(σ ′) = L(σ).
• Otherwise, we can construct a subsequence κ of σ with κ = {p}n. In particular, p ∈ L({p}n) =
L(κ) = L(σ) (recall that the last equality follows by hypothesis).
In conclusion, p ∈ L(σ) and L is of first order for σ. 
Previous result give us a relatively simple way to determine when L is of first order for a given
sequence σ and it is usually enough in particular cases. However, we can go a step further on the
search of a easily verifiable condition. For this, let us note that most of the results we will present
on this paper require, not a complete control of the convergence of sequences, but the existence for
any sequence of a subsequence sufficiently well behaved. This is make apparent in the following result
which ensure continuity of a map between sequential spaces:
Proposition 2.3. Let f : (M,L)→ (N, L ′) be a map between sequential spaces (M,L) and (N, L ′). The
map f is continuous if for any sequence {pn}n ⊂M and p ∈ L({pn}n) there exists a subsequence {pnk}k
such that f(p) ∈ L ′({f(pnk)}k).
Proof. Let C be a closed set in (N, L ′), and let us show that f−1(C) is closed on (M,L). Assume by
contradiction that f−1(C) is not closed and so, from definition, that there exists a sequence σ ⊂ f−1(C)
and a point p ∈ M with p ∈ L(σ) \ f−1(C). From hypothesis, there exists a subsequence κ ⊂ σ such
that f(p) ∈ L ′(f(κ)). But f(κ) ⊂ C, which is closed for the topology τL ′ . Therefore f(p) ∈ C, and so,
p ∈ f−1(C), a contradiction. 
This is one of the reasons why the condition of L being of first order UTS is specially interesting
for us. Moreover, as we can see on the following result, it is possible to obtain the following sufficient
conditions for the first order UTS, which is particularly simple to verify in practical cases:
Lemma 2.4. Let X be any space with a limit operator L defined on it. Assume that there exists
0 6 K < ∞ such that #L(σ) 6 K for all sequence σ ⊂ X, where #L(σ) denotes the cardinality of the
set L(σ). Then, L is of first order UTS.
Proof. The proof is quite straightforward from the hypothesis and the fact that L(σ) ⊂ L(κ) for all
κ ⊂ σ. In fact, observe that for any sequence σ one of the following possibilities appear:
• Or for all subsequence κ ⊂ σ, L(κ) = L(σ).
• Or there exists κ ⊂ σ with L(σ) ( L(κ). In particular, #L(κ) > #L(σ) + 1.
On the first case, the sequence σ is of first order according to Lemma 2.2 and we are done. On the
second case, we repeat the same argument with κ on the role of σ. Due to the fact that #L(σ) 6 K for
any sequence σ, previous process should end on a finite number of steps with a subsequence κ˜ on the
first case, and the result follows. 
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Finally, let us review how sequential topologies behaves under a quotient. As it was proved on [22,
Remark 5.12], given a sequential space (X, L) and an equivalence relation ∼ defined on it, the quotient
topological space X/ ∼ (with the induced topology) is again a sequential space. In fact, it is possible
to give explicitly a limit operator LQ whose associated topology coincides with the quotient topology
in X/ ∼ in the following way:
[x] ∈ LQ({[xn]}n) ⇐⇒ ∃ x ′ ∈ i−1([x]), x ′n ∈ i−1([xn]) ∀n ∈ N : x ′ ∈ L({x ′n}n). (2)
where i : X→ X/ ∼ is the natural quotient projection and [x], [xn] ∈ X/ ∼.
2.2. C-boundary construction. The causal completion was firstly introduced by Geroch, Kron-
heimer and Penrose in their seminal work [9]. The main idea for such a construction is to attach for
any future-past inextensible timelike curve an ideal point characterized by the past-future of the curve.
The original construction presents several problems mainly related with the topology considered. How-
ever, the notion of causal boundary and completion have been widely developed [5, 11, 12, 29, 31, 32]
(see also the reviews in [8, 30]), reaching a definition for the causal completion (named c-completion)
fully satisfactory on [19].
Let us review some classical concepts of causal theory, referring the reader to [33] for further details
and classical notation. Let (V, g) be a connected, time-oriented Lorentz manifold. Denote by  the
chronological relation (resp. 6 the causal relation), that is, p  q (p 6 q) iff there exists a future-
directed timelike (causal) curve from p to q. In what follows, the spacetime V will be considered
strongly causal, and so, the intersections between the chronological future and past of points generate
the topology in V. In particular, strong causality ensures also that V is distinguishing, hence two
different points p, q ∈ V have different future I+(p) 6= I+(q) and past I−(p) 6= I−(q).
A non-empty subset P ⊂ V is called a past set if it coincides with its past, i.e., P = I−(P) := {p ∈
V : p  q for some q ∈ P}. Let S ⊂ V and define the common past of S as ↓ S := I−({p ∈ V : p 
q ∀q ∈ S}). Observe that, from definition, the past and common past sets are open. A past set
that cannot be written as the union of two proper past sets is called indecomposable past set, IP for
short. An indecomposable past set P belongs to one of the following two categories: P can be expressed
as the past of a point of the spacetime, i.e., P = I−(p) for some p ∈ V, and so, P is called proper
indecomposable past set, PIP; or P = I−({xn}n) for some inextendible future-directed chronological
sequence {xn}n
2, and then P is called terminal indecomposable past set, TIP. The dual notions of future
set, common future, IF, PIF and TIF, are defined just by interchanging the roles of past and future in
previous definitions.
The future causal completion is defined as the set of all indecomposable past sets IPs. As the
manifold V is distinguishing, the original manifold points p ∈ V are naturally identified with their past
p ≡ I−(p), and so, V is identified with the set of PIPs. Therefore, the future causal boundary ∂ˆV is
defined as the set of all TIPs in V, obtaining the following identifications:
V ≡ PIPs, ∂ˆV ≡ TIPs, Vˆ ≡ IPs.
The future causal completion will be endowed with the future chronological topology τˆchr, a sequential
topology defined by the following limit operator: for σ = {Pn}n ⊂ Vˆ,
P ∈ Lˆchr({Pn}n) ⇐⇒ P ⊂ LI({Pn}n) and it is maximal in LS({Pn}n). (3)
2Here, by a future-directed chronological sequence {xn}n we mean that xn  xn+1 for all n, see [16] for this approach
of the causal boundary.
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Here. LS and LI denotes superior and inferior limits for sets; and maximal means that no other P ′ ∈ Vˆ
(resp. F ′ ∈ Vˇ) satisfies the stated property and includes strictly P.
An analogous definition follows for the past causal completion by interchanging the roles of future
and past sets. Hence,
V ≡ PIFs, ∂ˇV ≡ TIFs, Vˇ ≡ IFs,
and Vˇ is endowed with the past chronological topology τˇchr defined by a limit operator Lˇchr.
For the (total) c-boundary, we need to recall that some IPs and IFs represent naturally the same
point of the completion. This is quite evident for PIPs and PIFs, where future and past sets can be
identified if they are future and past of the same point respectively. However, previous identification
is insufficient, as other indecomposable sets have to be identified. For this, let us define the so-called
S-relation (introduced on [31]). Denote by Vˆ∅ = Vˆ ∪ {∅} and by Vˇ∅ = Vˇ ∪ {∅}. The S-relation ∼S is
defined in Vˆ∅ × Vˇ∅ as follows. A pair (P, F) ∈ Vˆ × Vˇ is S-related if
P ∼S F⇐⇒
{
P is included and is a maximal IP into ↓ F
F is included and is a maximal IF into ↑ P. (4)
As proved by Szabados [31], the past and future of a point p ∈ V are S-related, I−(p) ∼S I+(p),
and these are the unique S-relations (according to our definition (4)) involving proper indecomposable
sets. We also define that P ∼S ∅ (resp. ∅ ∼S F) if P (resp. F) is a non-empty, necessarily terminal
indecomposable past (resp. future) set that is not S-related by (4) to any other indecomposable set
(note that ∅ is never S-related to itself).
Now, we can introduce the notion of c-completion. At the point set level, and following the idea of
Marolf and Ross [26], the c-completion is formed by S-related pairs of indecomposable sets
V := {(P, F) ∈ Vˆ∅ × Vˇ∅ : P ∼S F}. (5)
Every point p ∈ V of the manifold is naturally identified with its corresponding pair (I−(p), I+(p)),
so V can be (and will be) considered a subset of V. The c-boundary is then defined as ∂V = V\V.
The chronological relation on V is also extended to the c-completion in the following way (by abuse
of notation, we denote the chronological relation on V with the same symbol): given two points
(P, F), (P ′, F ′) ∈ V
(P, F) (P ′, F ′) ⇐⇒ F ∩ P ′ 6= ∅. (6)
Finally, V is endowed with the chronological topology τchr, a sequential topology associated to the
following limit operator (known as the chronological limit): for a sequence σ = {(Pn, Fn)}n ⊂ V, define
Lchr(σ) :=
{
(P, F) ∈ V : P ∈ Lˆchr({Pn}n) if P 6= ∅
F ∈ Lˇchr({Fn}n) if F 6= ∅
}
. (7)
It is important to recall, as it will be used later, that due the definition of the S-relation between
terminal sets, the definition of the chronological limit is simplified when both terminal sets on the limit
are non empty (see [19, Lemma 3.15]). Concretely, if P 6= ∅ 6= F:
(P, F) ∈ Lchr({(Pn, Fn)}n) ⇐⇒ P ⊂ LI({Pn}n) and F ⊂ LI({Fn}n) (8)
The following result will summarize the main properties of the c-completion endowed with the chrono-
logical relation and topology (see [19, Theorem 3.27] and its proof).
SPACETIMES COVERINGS AND C-BOUNDARY 9
Theorem 2.5. Let (V, g) be a strongly causal Lorentzian manifold and V its causal completion endowed
with the chronological structure induced by (6) and the topology induced from the chronological limit
(7). Then:
(i) The inclusion V ↪→ V is continuous. Moreover, the restriction of the chronological limit on V
is a first order limit operator.
(ii) Let {xn}n ⊂ V a future (resp. past) chronological sequence . Then,
Lchr({xn}n) = {(P, F) ∈ V : P = I−({xn}n) (resp. F = I+({xn}n))}
(iii) The c-completion is complete: For any past terminal set P (resp. future terminal set F) there
exists F (resp. P) such that (P, F) ∈ V. In particular, any inextensible timelike curve γ on V
(resp. any inextensible chronological sequence {xn}n on V) has an endpoint in V.
(iv) The sets I±((P, F)) are open for all (P, F) ∈ V.
(v) V is a T1 topological space.
2.3. Spacetime covering projections: The causal ladder and main properties. Let us consider
that we have an action on V given by a group G of isometric maps3.
G× V → V
(g, p) → gp.
We will always assume that the action preserve time-orientation, and acts freely and properly dis-
continuously, where the latter means: (a) for each p ∈ V, there exists a neighborhood U such that
gU ∩U = ∅ for all g ∈ G \ {e} and; (b) for p1, p2 ∈ V there are neighbourhoods U1 and U2 such that
gU1 ∩U2 = ∅ for all g ∈ G.
Previous conditions over the action let us ensure that the quotient spaceM = V/G is also a Lorentzian
manifold with the induced metric (which will be denoted by an abuse of notation as g). The canonical
projection to the quotient space, denoted by pi : V →M, will be called a spacetime covering projection.
The following result let us understand clearly the relation between the chronological relation on M and
V (the same result follows for causal relations, see [13, Proposition 1.1]).
Proposition 2.6. Let us consider pi : V →M a spacetime covering projection. Then:
• If p, q ∈ V satisfy that p q, then pi(p) pi(q).
• If x, y ∈M satisfy that x y, then for any p, q ∈ V with pi(p) = x and pi(q) = y, there exists
an element g ∈ G such that p gq.
As it is clear, previous result is key to understanding the relation between the causal structures of
both, V and M. From a global viewpoint, it is possible to characterize all the stages of the well known
causal ladder on M (see [28]) in terms of the global causal structure of V. We will summarize in the
following result some of such characterizations, which proofs can be found on [13, Propositions 1.2, 1.3
and 1.4].
Theorem 2.7. Let pi : V →M be a spacetime covering projection with group G. Then:
(CL1) M is non-totally vicious if, and only if, there exists p, q ∈ V with pi(p) = pi(q) and p 6 q.
(CL2) M is chronological if, and only if, for all p, q ∈ V with pi(p) = pi(q), p 6 q.
(CL3) M is causal if, and only if, for all p, q ∈ V with pi(p) = pi(q), p 6 q.
3The results of this paper can be obtained considering a group G of conformal maps, but we will consider isometric
actions for simplicity.
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(CL4) M is strongly causal if, and only if, for all p ∈ V there is a fundamental neighbourhood system
{Un} for p such that for each n, no causal curve can have one endpoint in Un and another
endpoint in a component U ′n of pi−1(pi(Un)) unless U ′n = Un and the curve remains wholly
within Un.
(CL5) M is globally hyperbolic if, and only if,
(CL5-1) V is globally hyperbolic,
(CL5-2) every point p ∈ V has a fundamental neighbourhood system as in (CL4) and
(CL5-3) for any p ∈ V, for all p q, J+(p) ∩ pi−1(pi(q)) is finite.
Let us remark that in all previous cases, a global causal condition on M (i.e., the assumption of a
stage in the causal ladder) implies a stronger global condition on V. However at this point, it is not
clear for us at what extent the same property follows for the rest of the causal ladder (particularly with
causally continuous and causally simple), being necessary a detailed study on such cases. However,
that study is out the scope of this paper.
3. Partial Boundaries under the action of the Group
In this section, we will study the behaviour of the future causal completion under the action of
an isometry group G, being the past case completely analogous. Let us begin with a point in the
future completion of V, that is, an indecomposable set P = I−({pn}n), where {pn}n is a future-
directed chronological sequence. As the group G acts by isometries in V, the sequence {xn}n with
pi(pn) = xn is also future-directed and chronological (Prop. 2.6), hence, it defines the indecomposable
set P = I−({xn}n) in M. Therefore, the projection pi extends naturally to the corresponding partial
completions on the following way:
pi : Vˆ → Mˆ
P = I−({pn}n) → P = I−({xn}n). (9)
We will say that an indecomposable set P ∈ Vˆ is a lift of P if pi(P) = P.
Previous map is always surjective, as any future-directed chronological sequence {xn}n in M can be
lifted to a future-directed chronological sequence {pn}n in V (by Prop. 2.6). However, the map is not
injective in general, as previous lift is not unique. For instance, if {pn}n is a lift of {xn}n, {gpn}n is also
a lift of the same sequence. Even more, the pre-image of a terminal set P can be easily characterized.
Let us denote by P = I−({pn}n), where {pn}n denotes one fixed lift of {xn}n. It follows that
pi−1(P) = ∪g∈GgP,
i.e., the pre-image of P is the union of what we are going to call the G-orbit of P in Vˆ, which is the set
{gP}g∈G. The left inclusion is straightforward, as pi(gP) = P for all g ∈ G. For the right one, take a
point x ∈ P and let p ∈ V be a point such that pi(p) = x. As x ∈ P, there exists n big enough such
that x xn. Hence, Prop. 2.6 ensures that p ∈ gpn ⊂ gP.
Convention 3.1. From this point, there are some useful conventions that we will use along the paper.
For instance, the points on M will be denoted by x, y, z, while the points on V will be denoted by
p, q, r. Moreover, unless stated otherwise, we will always assume that pi(p) = x, pi(q) = y and pi(r) = z.
For any chronological sequence {xn}n in M (resp., an indecomposable set P), we will consider a fixed
lift on V denoted by {pn}n (resp. P). As an abuse of notation, we will use the same symbol I
± for
future/past of sets when there is no confusion if we are in M or V.
Finally, and in order to compute both, partial and c-boundary, we will assume from this point that
M is strongly causal and so that V satisfies the condition described on Theorem 2.7 (CL4).
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The projection pi let us define an equivalence relation on Vˆ: two indecomposable sets P1, P2 ∈ Vˆ are
Gˆ-related, P1 ∼Gˆ P2, if and only if both terminal sets projects onto the same P ∈ Mˆ, i.e., pi(P1) = pi(P2).
Of course, previous relation lead us to a bijection between the quotient space Vˆ/Gˆ(≡ Vˆ/ ∼
Gˆ
) and Mˆ.
However, the following two observations are in order: On the one hand, one could expect naively that
for any two terminal sets with P1 ∼Gˆ P2, there exists g ∈ G such that P1 = gP2. This is not true
in general, as it can be observed on Example 5.4. In fact, such a property motivates the following
definition.
Definition 3.2. We will say that a spacetime covering projection pi : V → M is future tame if given
two terminal sets P1, P2 with P1 ∼Gˆ P2 there exists g ∈ G such that P1 = gP2.
On the other hand, the induced map is not well behaved at the topological level. In fact, Harris
shows in the last example of [13] that pi is not, in general, continuous (see also Example 5.1 for details).
The rest of this section is devoted to make a deep comparison between the topologies of Mˆ and Vˆ/Gˆ,
where the latter has the induced quotient topology. Let us first fix some notation. As we have mention
on Section 2.2, Mˆ and Vˆ will be endowed with the future chronological topology, which is defined by a
limit operator (3). In order to differentiate both limits, we will denote by LˆM the future chronological
limit on Mˆ and, accordingly, LˆV the limit on Vˆ. The quotient topology on Vˆ/Gˆ is also a sequential
topology (see Section 2.1) and it is defined from a limit operator (2) which will be denoted here by Lˆ
Gˆ
.
Finally, recall that the map pi induces a bijective map ˆ between Vˆ/Gˆ and Mˆ which makes the following
diagram commutative:
Vˆ
Vˆ/Gˆ Mˆ
ıˆ
ˆ
pi
where ıˆ : Vˆ → Vˆ/Gˆ is the usual projection.
Previous ˆ map is always open. In order to prove this, we require the following technical lemma.
Lemma 3.3. Consider a sequence σ = {Pn}n ⊂ Mˆ and a point P ∈ Mˆ such that P ⊂ LI({Pn}n). For
P a fixed lift of P, there exist lifts Pn of Pn such that P ⊂ LI({Pn}n).
Proof. Let us begin by taking {Pn}n some fixed lifts of {Pn}n. Denote also by {pn}n and {xn}n future
chronological chains defining P and P resp. and satisfying that pi(pn) = xn (as stated in Convention
3.1). As P ∈ LI({Pn}n), for any element xn there existsmn ∈ N (that we can consider strictly increasing
on n) such that, for all m > mn, xn ∈ Pm. In particular, and due to Prop. 2.6, we can ensure the
existence of g ∈ G in such a way that pn ∈ gPm. Then, for m > mn, let us denote by G(n,m) ⊂ G
the non-empty subset defined in the following way:
G(n,m) := {g ∈ G : pn ∈ gPm} (10)
Let us make a straightforward (but necessary) observation about previous sets. As pn  pn+1, for
m > mn+1(> mn + 1),
G(n+ 1,m) ⊂ G(n,m). (11)
Now, for each mn 6 m < mn+1, let us consider a group element gm ∈ G(n,m) and consider the
sequence {gm Pm}m (for m < m1, just consider gm = e, the identity). Now, let us show that previous
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sequence is the desired, that is, P ⊂ LI({gm Pm}m). In fact, for any n ∈ N, consider m > mn and
denote by k ∈ N ∪ {0} the natural ensuring that mn+k+1 > m > mn+k. Then, from the choice of
{gm}m and (11), we have that:
gm ∈ G(n+ k,m) ⊂ G(n+ k− 1,m) ⊂ · · · ⊂ G(n,m).
In conclusion, from (10) we deduce that pn ∈ gm Pm for all m > mn, and the result follows. 
Proposition 3.4. Let pi : V →M be a spacetime covering projection and pi : Vˆ → Mˆ the extended map
on the corresponding partial completions. The induced map ˆ : Vˆ/Gˆ→ Mˆ is open.
Proof. Let us prove that the map ˆ−1 is continuous by using Prop. 2.3. For this, consider a sequence
σ = {Pn}n ⊂ Mˆ and a point P ∈ LˆM(σ), and let us show that ˆ−1(P) ∈ LˆGˆ(ˆ−1(κ)) for some subsequence
κ ⊂ σ. Recall that, from the definitions of Lˆ
Gˆ
and ˆ−1, this is the same that show the existence of lifts
Pn and P of Pn and P resp. such that P ∈ LˆV({Pnk}k) for some subsequence {Pnk}k ⊂ {Pn}n.
First observe that, by using previous lemma, we can find lifts Pn and P of Pn and P resp. such that
P ⊂ LI({Pn}n). If P is maximal in LS({Pn}n), then we have that P ∈ LˆV({Pn}n), and we are done.
Otherwise, take P ′ a maximal set in LS({Pn}n) containing P. By definition of the superior limit, we
can consider a subsequence {Pnk}k in such a way that P
′ is both, contained in LI({Pnk}k) and maximal
in LS({Pnk}k), i.e., P
′ ∈ LˆV({Pnk}k). Now observe that the sets P ′ = pi(P ′) and Pnk = pi(Pnk) satisfy
the following chain (pi preserves contentions)
P ⊂ P ′ ⊂ LI({Pnk}k).
But as P ∈ LˆM({Pnk}k), it follows that P = P ′ (recall the maximal character on (3)) and so that P ′ is
also a lift of P.
In both cases, and up to a subsequence, we show the existence of lifts {Pn}n and P with P ∈
LˆV({Pn}n), and then the continuity of ˆ
−1 follows from Prop. 2.3.

Remark 3.5. Previous proof shows in particular that for all P ∈ LˆM({Pn}n), there exist lifts P and
Pn of P and Pn resp. with P ∈ LˆV({Pnk}k) for some subsequence {Pnk}k of {Pn}n.
As we have already pointed out, the map ˆ is not continuous in general. If we look into the details
of Example 5.1, we see that the non-continuity is related with the following situation: There exists
a (non-necessarily chronological) sequence {Pn}n ⊂ Mˆ admitting two different lifts such that (i) both
lifted sequences are convergent and (ii) the projection of one limit point contains strictly the other. As
we will see, such a situation represent, essentially, the only cases where continuity of pi can fail, so it is
convenient to give a proper name for it:
Definition 3.6. Let pi : V → M a spacetime covering projection and Vˆ, Mˆ the corresponding future
causal completions of V and M. We will say that a sequence σ = {Pn}n ⊂ Mˆ has future divergent lifts
if there exist two lifts {Pn}n, {P ′n}n ⊂ Vˆ of σ and two points P, P ′ ∈ Vˆ such that:
(i) P ∈ LˆV({Pn}n) and P ′ ∈ LˆV({P ′n}n).
(ii) pi(P) ( pi(P ′).
If there exists no such a sequence on Mˆ, we will just say that M does not admit future sequences
with divergent lifts.
As a side remark, observe that the concept of divergent lifts is quite related with the topological
structure of the G-orbits in Vˆ. In fact, we can prove the following result:
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Proposition 3.7. If the future G-orbits of Vˆ are closed, then M does not admit constant sequences
with divergent lifts. The converse is also true if we assume additionally that pi is future tame.
Proof. For the first assertion let P ∈ Mˆ and P ∈ Vˆ with pi(P) = P. Observe that, if we have a sequence
{gn}n ⊂ G and P ′ such that P ′ ∈ LˆV({gn P}n), the closedness of the G-orbit ensures that P ′ = g0 P for
some g0 ∈ G. Therefore, {P} admits no divergent lifts as condition (ii) in Def. 3.6 cannot be fullfilled.
For the second assertion, assume that M admits no constant sequence with divergent lifts and that pi
is future tame; and let us prove that the G-orbits in Vˆ are closed. Let P, P, P ′ and {gn}n as in previous
implication. As M admits no constant sequence with divergent lifts, then necessarily it follows that
pi(P ′) = P. Moreover, as pi is future tame, then there exists g0 ∈ G such that P ′ = g0 P, and so, P ′
belongs to the G-orbit {gP}g∈G and the G-orbit is closed.

The optimality of previous result follows from Example 5.4 where it is shown a case where M admits
no constant sequence with divergent lifts but the G-orbits are not closed.
Our main result concerning the continuity of the partial completions is the following:
Proposition 3.8. Let {Pn}n be a sequence whose projection {Pn}n does not admit divergent lifts. Then,
P ∈ LˆV({Pn}n)⇒ P ∈ LˆM({Pn}n).
In particular, if M does not admit sequences with future divergent lifts, the map pi is continuous. If,
additionally, the future chronological limit LˆM on M is of first order UTS, then the continuity of pi
ensures the non-existence of sequences with divergent lifts.
Proof. Let σ = {Pn}n be a sequence as in the first statement of the proposition, and consider P ∈ LˆV(σ).
By recalling that pi preserves contentions, we deduce that P ⊂ LI({Pn}n). If P is maximal among the
IPs in LS({Pn}n), then P ∈ LˆM({Pn}n) and we are done.
So, let us assume by contradiction that P is not maximal on the LS({Pn}n). Consider P
′ a maximal set
on LS({Pn}n) containing strictly P. From the definition of the superior limit, and up to a subsequence,
we can assume that P ′ ⊂ LI({Pn}n), and so, that P ′ ∈ LˆM({Pn}n). Now, recalling Remark 3.5, we
ensure that Pn and P
′ admit lifts P ′n and P ′ such that P ′ ∈ LˆV({P ′nk}k). Summarizing, the sequence
{Pnk}k admits two lifts {Pnk}k and {P
′
nk}k converging to P and P
′ resp., where P = pi(P) ( pi(P ′) = P ′.
That is to say, {Pnk}k admits future divergent lifts, a contradiction. In conclusion, P ∈ LˆM({Pn}n).
Moreover, if M does not admit sequences with divergent lifts, pi is continuous (recall Prop. 2.3).
For the final assertion, assume that LˆM is of first order UTS and that there exists a sequence
σ = {Pn}n ⊂ M with divergent lifts. Let {Pn}n, {P ′n}n be two sequences in Vˆ and P, P ′ two terminal
sets as in Def. 3.6. Assume by contradiction that pi is continuous. In particular, we have that {Pn}n
(the projection by pi of both sequences {Pn}n and {P ′n}n) converges to P and P ′. As LˆM is of first order
UTS, we can assume that (up to a subsequence) {Pn}n is of first order, and so, that P, P
′ ∈ LˆM({Pn})n.
But this is a contradiction with the definition of LˆM (3) (concretely the maximal character of the limit
points) and the fact that P ( P ′ (Def. 3.6 (ii)). Therefore, the map pi cannot be continuous. 
There are several ways to prove the non-existence of sequences with divergent lifts. For instance, we
can impose conditions on the causality of the boundary (re-obtaining [13, Theorem 3.4])
Corollary 3.9. If M has only spatial future boundary points, then pi is continuous, and so, ˆ is an
homeomorphism between Mˆ and Vˆ/Gˆ.
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Proof. Assume by contradiction that pi is not continuous and so, from previous result, that there exists
a sequence σ ∈ Mˆ admitting divergent lifts. Let σ, σ ′ be two sequences in Vˆ and P, P ′ be two points
in Vˆ as in Def. 3.6. As Mˆ only contains spatial future boundary points, no IP can contain a TIP.
Hence, from (ii) in Def. 3.6, we deduce that P = I−(x) for some x ∈M, and then, P = I−(p) for some
point p ∈ V. As pi : V →M is continuous and the future chronological topology preserves the manifold
topology (which follows from Thm. 2.5, (i)), we have that P ∈ LˆM({Pn}n). Finally from (i) and (ii) in
Def. 3.6 we have that P ( P ′ ∈ LI({Pn}n), in contradiction with the maximality on (3). 
Another possibility is to impose conditions over the topology of the future causal completion. In this
case, we have also need to impose the finiteness of the group action G:
Corollary 3.10. Consider pi : V →M a spacetime covering with associated group G. Assume that G
is finite and that Vˆ is Hausdorff. Then, pi is continuous, and so, ˆ is an homeomorphism.
Proof. As we will see in the forthcoming sections, if G is finite then pi is future tame (see Lemma 4.16).
Hence, let us consider two sequences {Pn}n, {P ′n}n ⊂ Vˆ and two points P, P ′ ∈ Vˆ with P ∈ LˆV({Pn}n)
and P ′ ∈ LˆV({P ′n}n) and such that pi(Pn) = pi(P ′n). Our aim is to prove that pi(P) = pi(P ′) as then
no sequence with divergent lifts can exists.
Recalling the tameness of pi, there exists a sequence {gn}n ⊂ G such that P ′n = gn Pn. Due the
assumption that G is finite, we can assume (up to a subsequence) that gn ≡ g0 for all n and some
constant g0 ∈ G. Therefore, P ∈ LˆV({Pn}n) and P ′ ∈ LˆV({g0 Pn}n). From the first inclusion and the
fact that G acts by isometries, we deduce that g0 P also belong to LˆV({g0 Pn}n) and recalling that Vˆ
is Hausdorff (and so, for any sequence σ, LˆV(σ) can contain at most one element, recall (1)), it follows
that g0 P = P ′ , as desired. 
3.1. Proof of Theorem 1.1. Assertion (i) follows from Prop. 3.4, while (ii) from Prop. 3.8. The last
assertion is proved on Corollaries 3.9 and 3.10.
4. The C-completion under the action of the Group
Once we have determined the requirements to ensure the well behaviour of the partial boundaries,
we are in conditions to study the (total) c-completion. As a first step, we will deal with the projection
and lift of points of the corresponding c-completions, in order to define an extension pi : V →M. Later,
we will study the properties of such a map at both, the chronological and the topological level.
4.1. Point set level. Let us begin by considering P ∈ Vˆ and F ∈ Vˇ two non empty terminal sets which
are S-related; and let us denote by {pn}n and {qn}n the corresponding (future and past resp.) chrono-
logical sequences defining them. From the definition of the S-relation and the chronological limits, it
follows that P ∈ LˆV({I−(qn)}n) (see Thm 2.5 (ii)). If the past chronological sequence {yn}n (projection
of {qn}n) does not admit future divergent lifts, then Prop. 3.8 ensures that P ∈ LˆM({I−(yn)}n). Then,
taking into account that {yn}n determines F, we obtain that P ⊂↓ F and it is maximal inside such
a subset (see (3)). Analogously, assuming that the future chronological chain {xn}n does not admit
sequences with past divergent lifts, we can prove that F ⊂↑ P and it is maximal, so we have that:
Proposition 4.1. Let pi : V → M be a spacetime covering projection. Assume that M does not
admit past chronological sequences with future divergent lifts nor future chronological sequences with
past divergent lifts. If (P, F) ∈ V with P 6= ∅ 6= F, then (P, F) ∈M, where P = pi(P) and F = pi(F).
At the point set level, previous proposition is the only case where points are well projected in general.
In fact, Example 5.2 and 5.3 show cases of points in V with no natural projection in M. Moreover, these
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examples also show that the lifts of points from M are not, in general, well behaved either. Concretely,
as we can see in Example 5.3, the point (P2, ∅) has no natural lift in V. The only possible candidate is
the point (P2, F), but we are including causal information due to F and different problems, even at the
topological level, appear.
However, if we characterize the conditions under which the lift of points (P, F) ∈ M with both
components non empty is well defined, then we will be in conditions to define the projection between
V and M.
Proposition 4.2. Consider a point (P, F) ∈M with P 6= ∅ 6= F. The point (P, F) has a lift in V, i.e., a
pair (P, F) ∈ V with P = pi(P) and F = pi(F) if and only if there exist lifts P ′ and F ′ of P and F resp.
such that P ′ ⊂↓ F ′ and F ′ ⊂↑ P ′.
Proof. The right implication is trivial, so we only need to focus on the left one, that is, consider a point
(P, F) ∈M and suppose that there exist lifts P ′ and F ′ such that P ′ ⊂↓ F ′ and F ′ ⊂↑ P ′ . We can ensure
then the existence of an IP P with P ′ ⊂ P and maximal among the indecomposable sets contained in
↓ F ′ . Recalling that the projection is well behaved with contentions, we deduce that P ⊂ pi(P) ⊂↓ F.
However P ∼S F, so the maximality on (4) implies that P = pi(P).
Reasoning in the same way, we can prove that there exists F with pi(F) = F and being a maximal IP
contained in ↑ P. In conclusion, P ∼S F and the pair (P, F) belongs to V. Moreover, from construction
pi(P) = P and pi(F) = F, as desired. 
Remark 4.3. Recall that previous proof does not imply that the initial P ′ and F ′ are S-related, but
that there exist others indecomposable sets S-related P and F such that: (a) P ′ ⊂ P, F ′ ⊂ F and (b)
pi(P) = pi(P ′) and pi(F) = pi(F ′).
Now, we are in conditions to extend the projection to the c-completions. However, the definition
of the projection is more technical than the partial cases. In fact, we have to begin by defining some
identifications on V a priori, and a completely explicit definition for the projection will not be provided
on the general case. When we suppose additionally that the projection is tame4 (Def. 3.2), all previous
technicalities disappear, being able to follow an analogous procedure to the definition of pi and pi.
Let us start by defining an equivalence relation on V. Such a relation ∼G is defined as the smallest
equivalence relation satisfying that (P, ∅) ∼G (P ′ , F ′) (resp. (∅, F) ∼G (P ′ , F ′)) if pi(P) = pi(P ′) (resp.
pi(F) = pi(F ′)). Denote by V/G the associated quotient space and ı : V → V/G the natural projection
to the quotient space. We will endow V/G with the quotient topology. Then,
Definition 4.4. Consider pi : V →M be a spacetime covering projection. Take (P, F) ∈ V and define
pi(P, F) :=

(pi(P ′), pi(F ′)) if there exists (P ′ , F ′) ∈ V with
P ′ 6= ∅ 6= F ′ and (P, F) ∼G (P ′ , F ′).
(pi(P), pi(F)) Otherwise
(12)
where we are defining pi(∅) = ∅ and pi(∅) = ∅.
This definition means that, among the elements of an equivalence class of V/G, we will prioritize the
projection of elements with both components non empty. It is straightforward that, with this definition,
(P, F) ∼G (P ′ , F ′) ⇐⇒ pi((P, F)) = pi((P ′ , F ′))
4As a general convention, when there is no mention to the future nor past of the definition, it will mean that we are
considering both concepts at the same time.
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which is coherent with the procedure on the case of partial boundaries.
Observe that, defined on that way, pi is not well defined in general, as it is not necessarily true that
pi(P) ∼S pi(F) (see Example 5.3). However, we can overcome this problem under the assumptions of
Propositions 4.1 and 4.2.
Proposition 4.5. If we assume that the points (P, F) ∈ M with P 6= ∅ 6= F has lifts in V (see Prop.
4.2) and that M does not admit sequences with (future or past) divergent lifts, then the projection pi is
well defined and surjective.
Proof. Let us begin by showing that pi is well defined. Take (P, F) ∈ V an arbitrary point and let us
consider pi((P, F)). If we are in the first case of (12), then
pi((P, F)) = (pi(P ′), pi(F ′))
for some P ′ 6= ∅ 6= F ′ . Prop. 4.1 ensures that (pi(P ′), pi(F ′)) ∈M and the projection is well defined.
Now, let us assume that we are on the second case of (12), and then, that no point (P ′ , F ′) with both
components non empty can be ∼G related with (P, F). In particular, one of the components of the point
should be empty, say F = ∅ (the other case is analogous). In this case, pi(P, ∅) = (P, ∅), and so, we have
to prove that P ∼S ∅. Otherwise, from the completeness of the c-completion (recall Thm. 2.5 (iii)), the
terminal set P should be S-related with a terminal set F 6= ∅, determining the point (P, F) ∈M. From
Prop. 4.2, there are non empty lifts P ′ and F ′ of P and F such that (P ′ , F ′) ∈ V. However, we have that
pi(P) = pi(P ′), and so, that (P, ∅) ∼G (P ′ , F ′), a contradiction. In conclusion, P ∼S ∅ and the projection
is also well defined in this case.
For the surjectivity, consider (P, F) ∈M. If (P, F) has both components non empty, then by hypothesis
admits a lift on V which projects on it. Otherwise, assume that F = ∅ (the other case is analogous)
and take P any lift of P. From completeness of the c-completion, there exists F such that (P, F) ∈ V.
Moreover F has to be empty as, otherwise, recalling that pi is well defined, P ∼S pi(F) (which is not
possible as P ∼S ∅). Hence, any point (P, F) ∈ V with pi(P) = P has F = ∅ and, from the definition of
pi, we deduce that pi((P, ∅)) = (P, ∅), as desired.

If we assume that pi is tame, the definition of pi is simplified significantly due to the following result:
Lemma 4.6. Assume that the projection pi : V → M is tame. If (P,∅) ∼G (P ′ , F ′), then F ′ = ∅ (and
analogously for the case (∅, F)).
Proof. The result is straightforward, once we recall that in tame projections, if pi(P) = pi(P ′), then there
exists g ∈ G such that P ′ = gP. Therefore, if F ′ 6= ∅ and P ′ ∼S F ′ , it follows that P = g−1 P ′ ∼S g−1 F ′ ,
in contradiction with P ∼S ∅. 
Therefore, on the case of tame projection, the definition of pi becomes
pi((P, F)) = (pi(P), pi(F)) (13)
In any case, considering pi tame or not, when the map pi is well defined and surjective, we can proceed
in complete analogy with the partial cases and obtain the following diagram:
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V
V/G M
ı

pi
where two points in V are G-related if they project by pi into the same point of M.
4.2. At the chronological level. Let us now study how is the behaviour of  regarding the causal
structure. As a first step, we need to define first a chronological relation on V/G. For this, we will follow
an approach inspired from [22, Section 6.2], where two equivalence classes ı((P, F)), ı((P ′ , F ′)) ∈ V/G
are chronologically related, ı((P, F))  ı((P ′ , F ′)) if there exist (P0, F0) ∈ ı((P, F)) and (P ′0, F ′0) ∈
ı((P ′ , F ′)) with (P0, F0) (P ′0, F ′0) in V.
In general, and under the hypothesis that pi is well defined and surjective, we can obtain that both
spaces inherits the same causal structure.
Proposition 4.7. Let pi : V → M a spacetime covering projection and assume that pi is well defined
and surjective. Denote by  the corresponding map between V/G and M. Then, the bijection  is a
chronological isomorphism, that is,
(P, F) (P ′, F ′) ⇐⇒ −1((P, F)) −1((P ′, F ′))
Proof. Let us start by fixing some notation. Consider (P, F), (P ′, F ′) ∈M and denote by (P, F), (P ′ , F ′) ∈
V two corresponding lifts. It follows that −1((P, F)) = ı((P, F)) and −1((P ′, F ′)) = ı((P ′ , F ′)).
Assume that ı((P, F))  ı((P ′ , F ′)) and, without loss of generality, that (P, F)  (P ′ , F ′). Then,
F ∩ P ′ 6= ∅ and from the first bullet point of Prop. 2.6, that F∩ P ′ 6= ∅. Therefore, (P, F) (P ′, F ′) and
the left implication follows.
For the other implication, assume that (P, F)  (P ′, F ′), i.e., F ∩ P ′ 6= ∅ and let x ∈ F ∩ P ′. As
x ∈ F and pi(F) = F, Prop. 2.6 ensures that there exists a point p ∈ V with pi(p) = x such that p ∈ F.
Reasoning in the same way but fixing this lifted p ∈ V of x, we can show that there exists g ∈ G such
that p ∈ gP ′ (recall that pi(P ′) = P ′). In conclusion, p ∈ F ∩ gP ′ and so (P, F) (gP ′ , g F ′). Hence,
ı((P, F)) ı((P ′ , F ′))(= ı((gP ′ , g F ′))) and the right implication follows. 
4.3. At the topological level. Finally, in this section we will compare the topological structures
of both, V/G and M. Let us start by fixing some notation. M and V will be endowed with the
corresponding chronological topology, while V/G will be with the induced quotient topology from V. In
concordance with Section 3, we will denote by LM the chronological limit onM, by LV the chronological
limit on V and by LG the quotient limit operator on V/G induced from LV (recall equation (2)).
In spite of the partial cases where the openness of the map ˆ is always ensured, in general the map
 is neither continuous nor open. In fact, the following result summarize the only cases where  is well
behaved in general respect the limit operator.
Proposition 4.8. Let pi : V → M be a spacetime covering and assume that pi is well defined and
surjective. Then
(a) If (P, F) ∈ LV(σ) for some sequence σ ⊂ V with P 6= ∅ 6= F, then (P, F) ∈ LM(σ), where
(P, F) = pi((P, F)) and σ = pi(σ).
(b) If (P, ∅) ∈ LM(σ) (analogously for (∅, F) ∈ LM(σ)) for some sequence σ ⊂M, then there exist a
subsequence κ ⊂ σ and lifts (P, ∅) and κ of (P, ∅) and κ respectively such that (P, ∅) ∈ LV(κ).
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Proof. Assertion (b) is a direct consequence of (7), Rem. 3.5 and the fact that any lift (P, F) ∈
pi−1((P, ∅)) has F = ∅, so let us focus on assertion (a). For this, recall that from the definition of
the chronological limit, P ⊂ LI({Pn}n) and F ⊂ LI({Fn}n). As the projection is well behaved with
contentions, we have that P ⊂ LI({Pn}n) and F ⊂ LI({Fn}n), which is enough to ensure that (P, F) ∈
LM({(Pn, Fn)}n) (recall (8)).

The other cases (that is, when (P, F) has one empty component or when P 6= ∅ 6= F) are false in general,
as it is proved by Examples 5.1 and 5.5. On the first one there exists a sequence {qn}n ⊂ V converging
to a point of the form (P, ∅), while its projection converges to a point (P ′, ∅) with pi(P) = P ( P ′. On
the second example, the sequence {xn}n converges to (P, F) in M, however {xn}n has no convergent lift
on the corresponding V.
The first case is directly related with the non continuity of ˆ. In fact, we can easily prove that:
Proposition 4.9. Let pi : V →M a spacetime covering with pi well defined and surjective. If pi(P, ∅) =
(P, ∅), pi(∅, F) = (∅, F) and M has no sequence with divergent lifts, the map pi (and so, ) is continuous.
Proof. For the continuity of  is enough to show that, given a point (P, F) ∈ V and a sequence
{(Pn, Fn)}n ⊂ V with (P, F) ∈ LV({(Pn, Fn)}n), then (P, F) ∈ LM({(Pn, Fn)}n), where (P, F) = pi(P, F)
and (Pn, Fn) = pi(Pn, Fn). If P 6= ∅ 6= F, the result follows from Prop. 4.8 (a). If F = ∅ (the other case
is analogous) we have that P ∈ LˆV({Pn}n) and so, from Prop. 3.8, that P ∈ LˆM({Pn}n). Finally, from
hypothesis, pi(P, ∅) = (P, ∅) ∈M, so (P, ∅) ∈ LM({(Pn, Fn)}n). 
Remark 4.10. It is important to note that both pi(P, ∅) = (P, ∅) and pi(∅, F) = (∅, F) follow when pi is
(future and past) tame, as it was proved by Lemma 4.6 and (12).
Let us give a closer look to the previous proof. Observe that the non existence of divergent lifts is
used precisely when we deal with limit points of the form (P, ∅) or (∅, F). Therefore, and recalling that
the existence of divergent lifts can occur only when a limit terminal set is contained in other (bigger)
terminal set (see Def. 3.6), we deduce that the continuity of ˆ and ˇ is not necessary when the boundary
on M is formed only by timelike and spatial points (see also Corollary 3.9). Hence,
Corollary 4.11. Let pi : V → M be a projection satisfying: (i) pi is well defined and surjective, (ii)
pi(P, ∅) = (P, ∅) and pi(∅, F) = (∅, F); and (iii) M has no lightlike boundary points. Then, the map  is
continuous.
As we have mention at the beginning of the section, and in spite of the continuity, the openness of
the partial maps ˆ and ˇ is not enough to ensure the openness of , as we can see on Example 5.5. This
means that an additional condition has to be imposed to obtain such an openness. In this sense, we
will consider the condition of finite chronology whose properties will be studied in the following section.
4.4. Group actions with the finite chronology property. First of all, let us introduce the defini-
tion of finite chronology.
Definition 4.12. Let V be a spacetime and G a group of isometries. We will say that the pair (V,G)
is finitely chronological if given two points p, q ∈ V with p  q, there exist only a finite number of
elements g ∈ G such that p gq.
The finite chronology property will be enough to ensure the openness of  and it will also simplify
the conditions to ensure when the map pi is well defined and surjective. However, such a condition will
not be enough to prove the continuity of ˆ or ˇ, as it is showed by Example 5.3. Let us begin with a
crucial lemma:
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Lemma 4.13. Assume that (V,G) is finitely chronological and consider a point p ∈ V, a past-directed
(resp. future-directed) chronological chain {pn}n ⊂ V and a sequence {gn}n ⊂ G. If for all n ∈ N,
p  gn pn (resp. gn pn  p), then there exists n0 ∈ N and a finite family {h1, . . . , hr} ⊂ G such
that for n > n0, gn = hi for some i = 1, . . . , r. In fact, n0 can be taken in such a way that
{h1, . . . , hr} ⊂ G(p, {pn}n) (resp. {h1, . . . , hr} ⊂ G({pn}n, p), where
G(p, {pn}n) := {g ∈ G : p gpn for all n}
(G({pn}n, p) := {g ∈ G : gpn  p for all n})
is a non empty finite set.
Proof. The proof follows essentially by recalling that, for a fixed k0 ∈ N and n > k0,
p gn pn  gn pk0 . (14)
In particular, as there exist a finite number of elements g ∈ G such that p gpk0 , gn should belong
to a finite family of elements in G for n big enough. Moreover, we can take {h1 . . . , hr} ⊂ G such that,
for all hi, there exists a subsequence {gnik
}k with gnik
= hi. In particular, there exists n0 such that for
each n > n0 there exists i(≡ i(n)) with gn = hi.
For the second assertion, recall that the set G(p, {pn}n) is finite by the finitely chronological property.
Moreover for each previous hi, we know from (14) that p hi pn for all n. Therefore, {h1, . . . , hr} ⊂
G(p, {pn}n) as desired. 
If we consider two points p, p ′ ∈ V with p  p ′, then it follows that G(p ′, {pn}n) ⊆ G(p, {pn}n).
This relation allow us to prove that the lifts of terminal sets are well behaved, at least when (V,G) is
finitely chronological, with respect the future and common pasts. Concretely,
Lemma 4.14. Consider P ⊂↓ F and take P, F the corresponding lifts. If (V,G) is finitely chronological
then the set G(P, F) defined by
G(P, F) = {g ∈ G : P ⊂↓ g F} (15)
is non empty and finite.
Proof. As a first step, we are going to characterize the set G(P, F) in terms of the sequences defining
P and F. In this sense, let {xn}n and {yn}n be chronological sequences defining P and F resp., and
{pn}n, {qn}n the corresponding chronological lifts defining P and F. Observe that the following chain
of equivalences follow
g ∈ G(P, F) ⇐⇒ P ⊂↓ g F
⇐⇒ pn ∈ g F for all n ∈ N
⇐⇒ pn  gqm for all n,m ∈ N
⇐⇒ g ∈ G(pn, {qm}m) for all n ∈ N
In particular,
G(P, F) = ∩n∈NG(pn, {qm}m). (16)
As a second step, recall that from hypothesis P ⊂↓ F, and so, xn  ym for all n,m ∈ N. Hence,
Prop. 2.6 ensures that there exists a sequence {gm}m ⊂ G such that pn  gm qm and so, from Lemma
4.13, G(pn, {qm}n) is non empty and finite for all n.
Then, G(P, F) is the intersection of a numerable family of non empty and finite sets ordered by
G(pn+1, {qm}m) ⊂ G(pn, {qm}m). Therefore, it is a non empty and finite set. 
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In particular, and as a consequence of previous Lemma and Props. 4.2 and 4.5, we have that:
Corollary 4.15. Let pi : V →M be a spacetime covering with (V,G) finitely chronological and assume
that M does not admit sequences with (future or past) divergent lifts. Then, the map pi : V →M is well
defined and surjective.
At this point a natural question arise at the point set level: is there any relation between pi−1((P, F))
and the set G(P, F). Intuitively, one can expect that for a fixed lift P, the set G(P, F) determines all the
pairs of the form (P, g F) ∈ V with projection (P, F). However, as we recall in Rem. 4.3, it is not clear
that, in general, all the lifts preserving the relation with the common future (or past) are S-related.
Again, the finite chronology condition will be enough for this, as we will see on Lemma 4.18. In order
to prove such a lemma, we need first the following technical result:
Lemma 4.16. Let P, P ′ ∈ Vˆ (resp. F, F ′ ∈ Vˇ) be two points of the future (past) causal completion
projecting to the same set P ∈ Mˆ (F ∈ Mˇ). Suppose one of the following situations:
(H1) (V,G) is finitely chronological and there exists p ∈ V such that P, P ′ ⊂ I−(p) (F, F ′ ⊂ I+(p)).
(H2) G is finite.
Then there exists h ′ such that P = h ′ P ′ (F = h ′ F ′). In particular, it follows that if G is finite, the
projection pi is future (past) tame.
Proof. Let {pn}n, {p
′
n}n be future chronological chains defining P and P
′ resp. As both sets project
onto the same P, it follows that the projection of such sequences {xn}n, {x
′
n}n generate P. In particular,
for each n there exists m(n) big enough such that xn  x ′m(n). We will consider {m(n)}n a strictly
increasing sequence, so {x ′m(n)}n is a subsequence of {x
′
n}n and generates the same P (and, accordingly,
{p ′m(n)}n generates P
′). From Prop. 2.6 it follows that there exists a sequence {gn}n ⊂ G such that
gn pn  p ′m(n) for all n.
Now observe that, in either situation (H1) nor (H2), and up to a subsequence, {gn}n can be con-
sidered a constant sequence (say gn = h ∈ G for all n). In the case that G is finite the argument is
straightforward. In the other case, recall that from (H1) we have that gn pn  p ′m(n)  p, and so
the assertion follows from Lemma 4.13. Therefore, hpn  p ′m(n) for all n, and hence, hP ⊂ P ′ . By
interchanging the roles of P and P ′ we find another h ′ such that h ′ P ′ ⊂ P.
Now, we can join both contentions together in the following way
gP ⊂ h ′ P ′ ⊂ P (17)
for g = h ′h; and then construct the chain:
P ⊃ gP ⊃ (g)2 P ⊃ · · · ⊃ (g)n P ⊃ . . .
where (g)i denotes the iteration of the action by g i-times. Now observe that under the hypothesis
of the lemma, there exists i0 such that (g)
i0 = e. This assertion is again straightforward under the
assumption of G finite, so let us focus on the hypothesis (H1). If by contradiction (g)i 6= (g)j for all
i 6= j, and recalling that P ⊂ I−(p), we deduce that (g)i P ⊂ I−(p) for all i. which contradicts that
(V,G) is finitely chronological (the point p will be chronologically related with (g)i q for any q ∈ P
and i ∈ N).
Summarizing we deduce that gP = P and from (17) we obtain that P = h ′ P ′ , as desired. 
Remark 4.17. Observe that we have also proved in previous lemma that if gP ⊂ P for some g and,
or G is finite, or (V,G) is finitely chronological and there exists p ∈ V with P ⊂ I−(p), then gP = P
(an analogous result for past sets follows).
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Lemma 4.18. Assume that (V,G) is finitely chronological. If P and F are terminal sets with pi(P) =
P ∼S F = pi(F), then P ∼S g F for all g ∈ G(P, F).
Proof. Assume without loss of generality that e ∈ G(P, F), and so, that F ⊂↑ P. By contradiction, let
us assume that P is not S-related with F. Recalling Rem. 4.3, we ensure the existence of a terminal set
F ′ with F ( F ′ ⊂↑ P and satisfying that pi(F) = pi(F ′). As (V,G) is finite chronological and there exists
p ∈ V such that F ′ , F ⊂ I+(p) (take any p ∈ P), Lemma 4.16 ensures that there exist h ∈ G such that
F ′ = hF. But then, recalling Rem 4.17, we arrive to a contradiction with F ( F ′ = hF. 
With all previous machinery set, we are now in conditions to prove the openness of  under the
assumption of finite chronology:
Proposition 4.19. Let pi : V → M be spacetime covering projection with (V,G) finitely chronological
and assume that pi is well defined and surjective. Then, the map pi induces an open map  from V/G
to M.
Proof. Let {(Pn, Fn)}n ⊂M be a sequence and (P, F) ∈M a point such that (P, F) ∈ LM({(Pn, Fn)}n).
Our aim is to show that, up to a subsequence, (Pn, Fn) and (P, F) admit lifts (P ′n, F ′n) and (P ′ , F ′) with
(P ′ , F ′) ∈ LV({(P ′n, F ′n)}n), and hence, that −1((P, F)) ∈ LG({−1(Pn, Fn)}n) (recall (2)). Observe that
the case where F or P is empty follows from Prop. 4.8 (b), so we only need to focus on the case where
both sets are non empty.
Assume that P 6= ∅ 6= F and let P, F, Pn, Fn be some fixed lifts of P, F, Pn, Fn respectively. Consider
{xn}n and {yn}n chronological sequences defining P and F and, as usual, denote by {pn}n and {qn}n the
corresponding lifts defining P and F. Let us denote by {m(n)}n a sequence in N withm(n+1) > m(n)+1
and satisfying that xn ⊂ Pm(n) and yn ∈ Fm(n). Now, as xn ∈ Pm(n), Prop. 2.6 ensures that
pn ∈ gn Pm(n) for some gn ∈ G. From Lemma 4.14, we know that the set G(gn Pm(n), Fm(n)) is non
empty and, from Lemma 4.18, that for any g ′n ∈ G(gn Pm(n), Fm(n)), gn Pm(n) ∼S g ′n Fm(n). Finally,
again from Prop. 2.6 and yn ∈ Fm(n), there exists hn ∈ G such that hn qn ∈ g ′n Fm(n).
Now, let us observe that from gn Pm(n) ⊂↓ g ′n Fm(n), it follows that pn  hn qn. In particular, we
have the chain
p1  pn  hnqn
and then, from Lemma 4.13, we can ensure that, up to a subsequence, {hn}n is constant, say hn = h ∈ G
for all n. In particular, for any i and all n > i, it follows that
pi  pn  hqn.
In particular, P ⊂↓ hF and so h ∈ G(P, F). Hence, Lemma 4.18 ensures that both sets P and hF
are S-related.
Summarizing:
• The pairs (P, h F) and (gn Pm(n), g ′n Fm(n)) belongs to V.
• P ⊂ LI({gnPm(n)}n) and hF ⊂ LI({g ′n Fm(n)}n), thus
(P, h F) ∈ LV({(gnPm(n), g ′nFm(n))}n).
In conclusion, and always up to a subsequence, if (P, F) ∈ LM({(Pn, Fn)}n) we can always obtain
appropriate lifts (P ′ , F ′) and {(P ′n, F ′n)}n such that (P ′ , F ′) ∈ LV({(P ′n, F ′n)}n). The result follows
then as a consequence of Prop. 2.3 applied to −1.

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As a final remark of this section, we will show how finite chronology let us simplify some of our
previous hypothesis for the well definition and continuity of . In fact, the condition of M having no
sequence with divergent lifts (which is almost equivalent to the continuity of pi and pi, recall Prop. 3.8)
imposed in Prop. 4.5 can be substituted by a topological requirement on V:
Corollary 4.20. Assume that (V,G) is finitely chronological and that V is Hausdorff. Then, pi is well
defined and surjective.
Proof. We only need to show, according to Prop. 4.1, that any past-directed chronological chain on
M has no future divergent lifts (the other case will be completely analogous). Let {yn}n be a past-
directed chronological chain and consider {qn}n a past chronological sequence in V with pi(qn) = yn.
Suppose that there exist {hn}n, {gn}n ⊂ G and P, P ′ ∈ Vˆ such that P ∈ LˆV({I−(hn qn)}n) and P ′ ∈
LˆV({I
−(gn qn)}n).
Take p ∈ P. From P ∈ LˆV({I−(hn qn)}n) we have that p  hn qn for n big enough. As (V,G) is
finitely chronological, Lemma 4.13 ensures that, up to a subsequence, hn = h0 for some fixed h0 ∈ G.
Reasoning in the same way with P ′ and {gn}n, we can ensure that gn = g0 for some fixed g0 ∈ G.
Hence, we have that P ∈ LˆV({I−(h0 qn)}n) and P ′ ∈ LˆV({I−(g0 qn)}n). From the first inclusion, we
deduce that (g0h
−1
0 )P ∈ LˆV({I−(g0 qn)}n) and recalling both, the second inclusion and the hypothesis
that V is Hausdorff, we ensure that (g0h
−1
0 )P = P
′ (and so both sets project into the same set in Mˆ).
In conclusion, the sequence {yn}n cannot admit future divergent lifts. 
At the topological level, we also have to impose some conditions on M, obtaining:
Corollary 4.21. Assume that (V,G) is finitely chronological, V it is Hausdorff and M has no lightlike
points. Then, V/G ≡M, i.e., both V/G and M are homeomorphic and chronologically isomorphic.
Proof. From Cor. 4.20 follows that pi is well defined and surjective. Then, Prop. 4.7 and 4.19 ensure
both, that  is a chronological isomorphism and an open map.
Hence, it only rest to show that  is continuous. But this follows from Cor. 4.11, recalling that
Lemma 4.18 ensures that pi(P, ∅) = (P, ∅) and pi(∅, F) = (∅, F). 
Ideally, one would like to impose conditions only on V in order to ensure that V/G and M have
the same structures. For example, and in the spirit of Cor. 4.21, we would like to impose on V the
non-existence of lightlike boundary points to obtain the non-existence of lightlike boundary points on
M, and therefore the continuity of . However, the lack of lightlike points in V is not enough to ensure
the same property on M (see Example 5.6). Nevertheless the situation is very controlled and it is
related again with the existence of very particular divergent lifts. In fact, we can prove that (compare
with Prop. 3.7):
Lemma 4.22. Let pi : V →M be a spacetime projection. Assume that pi is well-defined and it satisfies
that pi(P, ∅) = (P, ∅) and pi(∅, F) = (∅, F). If V has no lightlike points and the G-orbits for both Vˆ and Vˇ
are closed (with the corresponding topologies), then M has no lightlike points.
Proof. Assume by contradiction that M has lightlike points, that is, that there exists (P, ∅) ∈ M
and P ′ ∈ Mˆ such that P ( P ′ (the case with past sets will be analogous). Let {xn}n and {x ′n}n be
chronological chains generating P and P ′ resp. and consider P, P ′ , {pn}n and {p ′n}n the corresponding
lifts on Vˆ. From hypothesis, it follows that (P, ∅) ∈ V.
As P ⊂ P ′ we deduce that for all n xn  x ′n ′ for n ′ big enough, so Prop. 2.6 ensures that there
exists gn such that pn  gn p ′n ∈ gn P ′ . It follows then that P ⊂ LI({gn P ′}n). Moreover, it also
SPACETIMES COVERINGS AND C-BOUNDARY 23
follows that P¯ ∈ LˆV({gn P¯ ′}n) as, otherwise, there exists P¯ ′′ such that P¯ ( P¯ ′′ and this is not possible
as V has no lightlike points.
Finally, and from the hypothesis that the G-orbits are closed on Vˆ with the future chronological
topology, it follows that P¯ ∈ {gP ′}g∈G, i.e., there exists g0 ∈ G such that P¯ = g0 P¯ ′. In conclusion,
and taking projections, we obtain that P = P ′, a contradiction. 
As a consequence of both, Cor. 4.21 and Lemma 4.22, we obtain the following result:
Corollary 4.23. Assume that (V,G) is finitely chronological, V satisfies that it is Hausdorff, has no
lightlike points and the G-orbits in both, Vˆ and Vˇ are closed. Then, V/G ≡M, i.e., both V/G and M
are homeomorphic and chronologically isomorphic.
4.5. Proof of Theorem 1.2. At the point set level, the first assertion on (PS1) is proved on Prop.
4.5 and the second one follows from Lemma 4.14. (PS2) is a consequence of Lemma 4.6 and (PS3) is
proved in Cor. 4.20.
At the chronological level, assertion (CH) is proved on Prop. 4.7.
At the topological level, (TP1) (i) is proved in Prop. 4.9 (see also Rem. 4.10), (TP1) (ii) is Cor.
4.11 and (TP2) follows from Prop. 4.19.
For the last paragraph, (a) follows from (PS1), (CH) and (TP1), while for (b) we have to consider
(PS3) and Cor. 4.21 instead of (PS1) and (TP1). The last assertion (c), is proved in Cor. 4.23.
5. On the optimality of the results: Some examples
Along this section, we will include some examples showing that our main results are optimal. It is
worth pointing out that in all the examples #LM(σ) will be bounded, and so, according to Lemma 2.4,
that LM will be of first order UTS. This is specially relevant recalling Prop. 3.8, as it means that in
all our examples the non existence of divergent lifts characterize the continuity of pi and pi.
Let us start with the example due to Harris where ˆ is not continuous. Here, we will include only
the main properties of his example, referring the reader to [13] for details.
Example 5.1. The aim of this first example is twofold: On the one hand, we will present the main
properties about the universal cover of a spacetime M where we have removed a numerable family of
compact segments. This behaviour will be used constantly on the forthcoming examples. On the other
hand, it is a first example showing that pi (and so, ˆ) could be non-continuous in general.
Let us consider an spacetime M as in the Figure 1, and let V denote its universal cover. As it is
described in the last example of [13], V contains a numerable family of copies of M, that we will denote
by {n} ×M with n ∈ Z, glued coherently along the segments Hn. For a given element x ∈ M, let us
denote by p its lift in V living in the fibre {0}×M. We will also denote by n ·p the lift of x in the fibre
{n}×M (i.e., p ≡ 0 · p).
In order to understand how the fibres are glued along Hn, let us show how the lifts of curves behave.
Consider γ a curve on M as it is showed in Fig. 1 (A), which is a timelike curve joining two points x
and y. Let p and q be the corresponding lifts in the fibre {0}×M and consider γ a lift of γ on V with
start point m · p. The fibres are glued in such a way that, as γ intersects the segment Hn, the lifted
curve γ moves from the fibre {m}×M to {m+ n}×M, being (m+ n) · q its final point.
Once we have pointed out this behaviour, let us observe the particularities of the example regarding
the continuity of pi. Let us observe now Fig. 1 (B), where we have two TIPs P ( P ′ defined by the
sequences {xn}n and {yn}n (P is filled in dark grey, while P
′ has a lighter grey). It is not difficult to
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1 2 n n+ 1
S1
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x2
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xn+1
y1
y2
yn
yn+1
(A) (B)
Sn
Figure 1. The space M is constructed in the following way: Consider in L2 two
timelike curves σ− and σ+ approaching two parallel lightlike lines, as we can see in (A).
M is obtained by removing from L2 the segments Sn obtained by joining vertically the
points σ−(n) and σ+(n). The universal cover V of M contains then a numerable family
of copies of M glued along the segments Hi coherently (see details on Example 5.1 and
[13]).
observe, due to the behaviour described before, that m ·pn 6 m ·qn for any m ∈ N. In fact, it follows
that
m · pn  (m+ n) · qn for all n ∈ N
as we can consider curve on M joining xn with yn and intersecting Hn. From this, we can prove that:
(a) the sequence σ = {I−(qn)}n has P ′ (the lift of P ′ on the fibre {0}×M) on its limit, (b) the sequence
{I−(n ·qn)}n has P on its limit (the inclusion on the inferior limit is straightforward, while the proof of
the maximal character is detailed in [13]) and (c) pi(P) = P ( P ′ = pi(P ′). In conclusion, and recalling
Prop. 3.8, pi is not continuous.
Example 5.2. Let us show now the optimality of Prop. 4.5 by showing that, even when the maps pi
and pi are continuous, it could happen that a point (P, ∅) ∈ V (resp. (∅, F)) is not well projected (recall
Prop. 4.1). For this, in this example we will show a point (P, F) ∈M with no natural lift on V.
Let us consider M a spacetime as described in Figure 2 and V its universal cover. As it is pointed
out in [19, Figure 11], both sets P ∼S F are S-related. Now, let us fix P and F lifts of the corresponding
terminal sets on {0}×M ⊂ V as we have done on Example 5.1; and denote by {pn}n ⊂ {0}×M a future
chronological sequence which is lift of the sequence {xn}n showed in Fig. 2. Recall that the lifts on V
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P
F
xn
Sn
M
Figure 2. M is constructed by removing from L2 the black square and the vertical
segments Sn. As it was pointed out in [19, Figure 11], the terminal sets P and F are
S-related, and so, they form a pair (P, F) ∈M. However, if P is a lift of P to the universal
cover V, it follows that ↑ P = ∅.
of timelike curves of M moving between Sn and Sn+1 behave essentially as described in Example 5.1.
Hence, it follows that
∩n∈NI+(pn) = ∅.
Therefore, the set ↑ P is empty and P ∼S ∅.
However, it is not difficult to see that both pi and pi are continuous. Recall that the non-continuity
of such maps can only follow by the existence of a sequence {yn}n ⊂M admitting divergent lifts.
The only case we have to be concerned is when {yn}n converges on R2, or to the point (0, 1) or
to (0, 0) (in the other cases, the convergence is essentially the usual one in R2). Assume for instance
that the sequence {yn}n converges to the point (0, 1) (the other case is completely analogous). It is
straightforward to check that any convergent lift with the past chronological topology of {yn}n in V
are, up to a subsequence, of the form {m ·qn}n, with m ∈ Z constant and qn ∈ {0}×M ⊂ V a fixed lift
of {yn}n. In particular, their limits are of the form m · F. This is due the fact that the IFs involved will
not have points between the segments Sn, and so, we do not have to move between different fibres of V.
Therefore, any convergent lift of {yn}n with the past topology converges to a terminal set on pi
−1(F),
and so, {yn}n does not have past divergent lifts (condition (ii) in Definition 3.6 cannot be fulfilled).
For the future topology however the situation is a little more technical, as the involved IPs contain
these points between segments Sn. With some effort, it can be proved that if LI({I
−(gn qn)}n) 6= ∅ for
some {gn}n ⊂ Z, then LI({I−(gn qn)}n) = mP for some m ∈ Z. In particular, any convergent lift with
the future topology of {yn}n will converge to some TIP on pi
−1(P), and so, reasoning as in previous
case, {yn}n does not admits future divergent lifts.
26 L. AKE´ AND J. HERRERA
pn
1pn
P1
P2
1P1
P1
P2
xn
r10
r20
(0,0)
(1,1)
Figure 3. The space V (on the left) is L2 with two families of lines {r1n}n and {r2n}n
removed, where r1n = {(1/3+ n, y) : y > 1/3+ n} and r2n = {(2/3+ n, y) : y 6 2/3+ n}.
The action of an element g of the group Z is just a translation of g-times the vector
(1, 1). The quotient space M = V/Z (on the right) is the space (0, 1)×R with the points
(0, y) and (1, y+ 1) identified.
In conclusion, M does not admit (future or past) divergent lifts, and so, both pi and pi are continuous.
Example 5.3. The optimality of several previous results is stressed here. For instance, it shows that
the non-continuity of pi can be obtained by considering a sequence {gn}n of elements of the group
constant. It also shows that if a past chronological sequence has future divergent lifts, then the thesis
of Prop. 4.1 can fail. Finally, it shows that the finitely chronology property is not enough to ensure
the continuity of the partial maps pi and pi, being necessary to include them additionally.
Let us consider an space V ⊂ R2 as showed in Figure 3. On such a space, consider G ≡ Z an isometry
group given by the following action:
Z× V → V
(g, p) → g · p := p+ g(1, 1).
The quotient M = V/Z can be seen as a cylinder with some cuts on it (see Figure 3 (B)). Let us
summarize the properties of the spacetime covering projection pi : V → M. On the one hand, and
observing Figure 3 (B), it follows easily that M contains the pairs (P1, F) and (P2, ∅). Indeed, both
sets P1, P2 are contained in ↓ F, but thanks to the identification of both lateral sides, it follows that
P2 ⊂ P1, so only P1 is maximal on the common past of F. However, on V we have both pairs (P1, F)
and (P2, F), so the thesis on Prop. 4.1 is false on this case.
On the other hand, we can see that the past chronological sequence {xn}n depicted on Figure 3 (B)
has future divergent lifts. In fact, consider the sequences {pn}n and {1 pn}n in Figure 3 (A), which are
both lifts of {xn}n. The first sequence converges with the future topology to P2, while the second one
converges to 1 P1 . Moreover, it follows (as we have reasoned before) that pi(P2) ( pi(P1). Therefore,
the sequences {pn}n, {1 pn}n and the points P1, P2 ∈ Mˆ fulfil the conditions on Definition 3.6 and {xn}n
admits future divergent lifts. In particular, we deduce that pi is not continuous.
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Figure 4. The space M (on the right) is L2 with the line r = {(x, 0) : x > 0} and the
sequence of points {(0,− 1n)}n removed, while V is the universal cover of M. On the first
one, associated to the point (0, 0) we have the point (P, F) ∈ ∂M. However, the set P
lifts to a fixed fibre {0}×M ⊂ V as two different terminal past sets P and P ′ , creating
two different points (P ′ , F), (P, ∅) ∈ ∂V. In particular, it follows that the sequence {yn}n
depicted on the right is not convergent, while its lifts {qn}n converges to (P, ∅).
Finally, it is quite straightforward to see that (V,G) is finitely chronological. Observe that, if p q
in V, it could exists (at most) one element in g ∈ Z such that p gq (specifically, g = ±1).
Example 5.4. The aim of this example is threefold. On the one hand, it will give an example of
a non tame spacetime covering projection. On the other, it will show that even when M does not
admit constant sequences with future divergent lifts, the G-orbits can be non closed. Finally, it will
also show that the proof of Prop. 4.9 is optimal with respect to the condition on the projection. In
fact, we will show the existence of a sequence {qn}n ⊂ V and a TIP P ∈ Vˆ with P ∼S ∅ and such that
P ∈ LˆV({I−(qn)}n), P ∈ LˆM({I−(yn)}n) but P ∼S F with F 6= ∅.
Let us consider the Lorentz manifold
M = L2 \
(
{[0,∞)× 0} ∪ ∪n{(0,− 1
n
)}
)
(see Figure 4), and take V its universal cover. The behaviour of the lifts of curves in M to V behaves
essentially in the same manner described in Example 5.1, that is, it contains a numerable family of
copies of M (which will be denoted again by {n}×M) glued together accordingly; and whenever a curve
γ ⊂M pass between two holes of M, the initial point and the endpoint of the lifted curve γ live in two
different fibres of such a numerable family.
It follows that the point (0, 0) ∈ R2 has associated in M a singular point (P, F) ∈M. However, the
lift of the terminal set P in a concrete fibre, say {0}×M, determines two different terminal sets P, P ′ .
The reason is simple, any timelike curve joining a point of the sequence {xi}i with {x
′
i}i should pass
between two holes of M, and so, its lift moves along different fibres. Moreover, from construction, we
have that for each pi there exists gi ensuring that pi ∈ gi P ′ . However, the sequence {gi}i cannot be
28 L. AKE´ AND J. HERRERA
P
F
xn
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M
Figure 5. Let M be L2 with the segments Sn removed. On this example, the sets
P and F are S-related and the sequence {xn}n has (P, F) on its limit. However, for n
big enough, the curves from xn to points in F should pass between Sn and Sn+1. In
particular, if {pn}n ⊂ {0}×M is a lift of {xn}n, g F 6⊂ LI({I+(pn)}n) for any g ∈ G.
considered constant (not even up to a subsequence), so there is no g ∈ G such that P ⊂ gP ′ and the
projection cannot be tame. Moreover, it follows from the construction that P ⊂ LI({gn P ′}n) and it is
maximal on the superior limit, i.e., P ∈ LˆV({gn P ′}n). Therefore, the G-orbit {gP ′}g∈G is not closed
as P is an element not belonging to the G-orbit of P ′ but which is in its closure.
Let us now show the existence of a sequence {qn}n as described in the first paragraph of the example.
Consider a sequence {yn}n as in Figure 4 and {qn}n its lift in the fibre {0}×M ⊂ V. As we can see in
the figure, P ∈ LˆM({I−(yn)}n) and P ∈ LˆV({I−(qn)}n). Moreover, as we have mention before, P ∼S F
with F 6= ∅. So, it only rest to show that P ∼S ∅. But this follows from the fact that ↑ P = ∅ (recall
that whenever a timelike curve moves through the space between two holes, it pass to another fibre in
V). Summarizing, we have shown in particular that the map pi is not continuous. The sequence {qn}n
converges to the point (P, ∅) ∈ V, while its projection {yn}n does not converge to (P, F) ∈M (note that
LI({I+(yn)}n) = ∅).
Example 5.5. This simple example will stress that the openness of ˆ and ˇ is not enough to ensure the
openness of , even when pi is well defined and both ˆ and ˇ are continuous.
Let us consider M an spacetime as in Fig. 5 and V the universal cover of M. On M, both sets P
and F are S-related and the sequence {xn}n converges to the point (P, F). On V, and thanks that we
can take curves joining points from P to F without moving between any Sn and Sn+1, we can obtain
lifts P and F with P ∼S F (we can assume that both sets live in the fibre {0}×M).
However, no lift of the sequence {xn}n converges to (P, F). In fact, let us take {pn}n a fixed lift of
{xn}n contained in {0} ×M. It is not difficult to observe that this lift is the only one satisfying that
P ∈ LˆV({I−(pn)}n). Even so, it is not true that F ∈ LˇV({I+(pn)}n), as any timelike curve joining a
point xn with F should pass through two lines Sn, hence its lift moves between two different fibres.
Therefore, the sequence {xn}n has no natural convergent lift and the map  is not open.
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(0,0)
(1,1)
Sn
(2,1)
(2,−1)(0,−1)
∂M
Figure 6. Let M be an open set of L2 with the segments Sn removed as in the left.
Even if the segments are spacelike, the terminal set P ′0 (the past of the boundary point
(1, 1)) contains P0 (the past of (0, 0)).
The c-boundary of M is represented on the right of the figure. Observe that, in the
c-boundary, each segment Sn is represented by a thin ellipse. This is due the fact that
any non-extremal point of the segment is reachable by a future and past inextensible
timelike curve, but the corresponding terminal sets are not S-related. So, such points
are represented in the c-boundary as two points of the form (P, ∅) and (∅, F). Only on the
extremal points the corresponding TIP and TIF are S-related, and so, they determine
only one point in the c-boundary.
Finally, let us observe that ˆ and ˇ is continuous. This follows by reasoning as in Example 5.2,
recalling that the only cases where the continuity could fail is considering sequences {yn}n converging
to (0, 0).
Example 5.6. Finally, we will make a small variation of Example 5.1 in order to show that, even when
V has no lightlike points, M could have them. Let
M =
(
{(x, y) ∈ R2 : 0 < x < 1,−1 6 y 6 x} ∪ ([1, 2]× [−1, 1])) \ ∪nSn
be a manifold as in Figure 6 endowed with the induced Minkowski metric, where each Sn is a spacelike
segments obtained from a small variation of the lightlike segment joining (1/n, 1/n) and (1, 1 − 2/n).
Due the fact that (1/n, 1/n) (1, 1− 2/(n+ 1)), such a variation can be taken in such a way that the
past of the upper-right extreme of Sn+1 contains the down-left extreme of Sn. Let V be the universal
cover of M.
The c-boundary (and so, the c-completion) of M is represented on the right of Figure 6 and it
is formed almost entirely by spacelike and timelike points. However, the points (0, 0) and (1, 1) are
represented on the boundary by pairs of the form (P0, ∅) and (P ′0, ∅) with P0 ⊂ P ′05, henceM has lightlike
5Observe that (1/n,−1/n) (1, 1−2/(n+1)), so it is possible to obtain timelike curves passing between Sn and Sn+1.
30 L. AKE´ AND J. HERRERA
boundary points. Topologically the c-completion M is Hausdorff, as it has the induced topology from
R2.
Now, if we look into the lifts of boundary points from M to V, we observe that timelike and spacelike
points are lifted to timelike and spacelike points respectively. However, there exist no lifts (P, ∅) and
(P ′ , ∅) of (P, ∅) and (P ′, ∅) resp. such that P ⊂ P ′ , as any timelike curve moving from a point close to
(1, 1) to a point close to (0, 0) should move between two segments Sm and Sm+1, and so, it will move
between different fibres of V (recall again the behaviour of the universal covering described on Example
5.1). Therefore, V will have no lightlike points. Finally, and due the fact that the topology around a
point of V coincides again with the induced topology from R2, we have that V is also Hausdorff.
6. A physical application: Quotients on Robertson-Walker Spacetimes
As a final section of this paper, we will show how our results are applicable to concrete and physically
relevant models of spacetimes. Our main aim will be to apply Corollaries 4.21 and 4.23 where, in
addition to the finite chronology, we need to impose on V Hausdorffness and the non existence of
lightlike points on M (recall also Lemma 4.22).
We will focus on the case of Robertson Walker models, even if our results are extensible to other
more general ones (see Rem 6.4). The c-completion of such a models is well known [1, Section 4.2],
but we include here the details for completeness. Observe that we are not going to follow the original
approach proposed in [1], but the approach introduced in [22, Section 3].
Let (Σ, gΣ) be a Riemannian manifold. Denote by t : R × Σ → R and piΣ : R × Σ → Σ the
corresponding projections; and consider a smooth positive function α : R → (0,∞). A Robertson
Walker model with base Σ and warping function α is given then by the pair (V, g), where
V = R× Σ, and g = −dt2 + (α ◦ t)pi∗Σ(gΣ). (18)
For simplicity, α ◦ t will be denoted just by α(t) and, whenever there is no confusion, we will omit the
pullback pi∗Σ. The chronological relation on these models is characterized as (see [22, Prop. 3.1]):
(t0, x0) (t1, x1) ⇐⇒ d(x0, x1) <
∫t1
t0
1√
α(s)
ds
where d denotes the distance on Σ defined by gΣ. Thanks to previous characterization, it follows that
any future terminal set P is determined by the so-called Busemann functions. Such functions are defined
in the following way: given a curve c : [a,Ω)→ Σ satisfying that gΣ(c˙, c˙) < 1, we define the associated
Busemann function as:
bc(·) = lim
t→Ω
∫t
0
1√
α(s)
ds− d(·, c(t))
Then, for any indecomposable past set P, it follows that P = P(bc) for some curve c with gΣ(c˙, c˙) < 1,
where
P(bc) = {(t, x) ∈ V : t < bc(x)}
(see [22, Equation (3.3)]). If we have either Ω < ∞; or Ω = ∞ and ∫∞0 1√α(s)ds < ∞; it follows
that c(t) → x∗ ∈ ΣC, where ΣC denotes the Cauchy completion associated to (Σ, gΣ). Moreover,
bc(·) = d(Ω,x∗)(·) :=
∫Ω
0
1√
α(s)
ds − d(·, x∗) (see [22, Equations (3.7) and (3.8)]. In this way, and
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under the assumption of previous integral condition, we have that the future causal completion has the
following point set structure:
Vˆ ≡ ΣC × {R ∪ {∞}}
The study is completely analogous for the past orientation, where if we assume the integral condition∫0
−∞ 1√α(s)ds <∞, the past causal completion is identified with:
Vˇ ≡ ΣC × {R ∪ {−∞}}.
Finally, for the (total) c-completion, we only need to observe that past and future indecomposable
past sets are S-related if they are associated to the same pair (Ω, x∗) ∈ R × ΣC (see [22, Equation
(3.14)] and the paragraph above). In conclusion, the following result follows:
Proposition 6.1. Let (V, g) be a Robertson Walker model as in (18), and assume the following integral
conditions ∫∞
0
1√
α(s)
ds <∞, ∫0
−∞
1√
α(s)
ds <∞. (19)
Then, the c-completion, as point set, becomes
V ≡ ΣC × {{−∞} ∪ R ∪ {∞}}.
Chronologically, the c-boundary has two copies, one for the future and one for the past, of the Cauchy
completion ΣC formed by spacelike points; and timelike lines over each point of the Cauchy boundary
of Σ. Topologically, and assuming that ΣC is locally compact, the chronological topology on V coincides
with the product topology in ΣC × {{−∞} ∪ R ∪ {∞}}
Proof. The pointset and causal structure can be deduced from previous comments (see also [1, Theorem
4.2]). For the topological structure, we only need to recall [21, Proposition 5.24] is also applicable to
this approach and, moreover, it is also true when Ω =∞ if the integral condition holds. 
Therefore, when the integral conditions are satisfied and the associated Cauchy completion ΣC is
locally compact, V satisfies both, it is Hausdorff and has no lightlike points. Therefore, and as a
consequence of Cor. 4.23:
Theorem 6.2. Let (V, g) be a Robertson Walker model as in (18) and assume both, the integral con-
ditions in (19) and that ΣC is locally compact. Then, if pi : V →M is a spacetime covering projection
with associated group G, (V,G) is finitely chronological and the G-orbits are closed for both Vˆ and Vˇ,
then V/G and M are both, chronologically isomorphic and homeomorphic.
Obviously, our results are applicable in other Robertson Walker models without the integral condi-
tions (19). For instance, the Anti-de Sitter model also satisfy both, it is Hausdorff and has no lightlike
points (see [1, Section 4.1]). Moreover, the only pairs in V with an empty component are of the form
(V, ∅) and (∅, V) (corresponding to i+ and i−, so, it follows readily that M has no lightlike points.
Hence:
Theorem 6.3. Let (V, g) be the Anti-de Sitter model, that is, V = R× (0,∞)× S2 and
g = −cosh2(r)dt2 + dr2 + sinh2(r)(dθ2 + sin2θdφ2).
Assume that we have a spacetime covering projection pi : V → M with associated group G in such a
way that (V,G) is finitely chronological. Then, V/G ≡M.
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Previous result can be used, for instance, to calculate the c-completion of the BTZ blackhole models
[2] and the Hawking-Page reference model [15], which are obtained as suitable quotients of the 3-
dimensional Anti-de Sitter model [3, 34, 35].
Remark 6.4. We would like to note finally that Theorem 6.2 is generalizable to other, more general,
models of spacetimes. For instance, a similar result follows for Lorentz manifolds (R× Σ, g) with
g = −dt2 +
√
α ◦ t pi∗Σ(ω)⊗ dt+
√
α ◦ t dt⊗ pi∗Σ(ω) + (α ◦ t)pi∗Σ(gΣ) (20)
where ω is a one-form of Σ. Observe that such metrics are generalizations of Robetson-Walker models
to the Standard Stationary settings. In fact, the theory developed in [21] for the Stationary case is
enough to study their c-completion (see [22, Section 3]).
The c-completion of the Standard Stationary case presents remarkable differences with respect to
the Static one, mainly because its causality is no longer determined by a (regular) distance but by a
(non-symmetric) generalized distance. That lack of symmetry is reflected on different structures for
the future and past c-completions. For instance, future and past completions depends on different
Cauchy completions (named by forward and backward Cauchy completions and denoted by Σ±C resp.,
see [21, Section 6]). However, an under some mild hypotheses (the local compactness of Σ±C and the
well behaviour of the extended distance to such spaces, see [21, Theorem 1.2]), it follows analogous
versions of Prop. 6.1 and Theorem 6.2 for the model (20).
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