We characterize the complexity of some natural and important problems in linear algebra.
In particular, we identify natural complexity classes for which the problems of (a) we contrast the complexity of these problems with the complexity of determining if a system of linear equations has an integer solution.
Introduction
The motivation for this work comes from two quite different sources. The first and most obvious source is the desire to understand the complexity of problems in linear algebra; our results succeed in meeting this goal. The other, less obvious, source is the desire to understand the power of threshold circuits and enumeration problems. Although our results do not actually help much in this regard, this motivation is responsible for some of the notation used later, and thus we start by explaining this side of things.
Permission to make digitel/hard copies of all or part of this material for personal or classroom use is granted without fe provided that the copies a,renot made or distributed for profit or commercial advantage, the copyright notice, the title of the publication and its date appear, and notice ia given that copyright is by permission of the ACM, Inc. To COPYotherwise, to republish, to poet on servers or to mietribute to lists, requires specific permission andlor fee. A number of authors have studied the class C= P = {A I~f G GapP, such that z c A~f(z) = O}. Note that C= P can also be characterized in terms of "exact counting"; a language A is in C= P iff there is an NP machine M and a poly-time-computable g such that, for all x, z c A iff the number of accepting computations of M on input x is exactly g(z). Since PP is contained in C= Pc=p, it follows that a third characterization of CH can be given in terms of C= P.
Logspace Counting Classes
There is no a priori reason to expect that logspace analogs of the classes PP, #P, GapP, and C= P should be interesting, and in fact, with the exception of PL, the related logspace classes remained uninvestigated until fairly recently, when independent discoveries by Vinay, Toda, and We show that testing feasibility of a system of linear equations is complete for this hierarchy. Another complete problem for this class is computing the rank of a matrix (or even determining the low order bit of the rank). In contrast, verifying that a matrix has a particular rank is complete for a level of the Boolean hierarchy over C= L. This is the first time that the complexity of these wellstudied problems in linear algebra has been so precisely characterized.
It should be noticed that there are several other classes C for which it has been shown that NCl (C) is equal to Lc. In particular, there is a superficial resemblance between our result showing NCl (C= L) = LC=L, and the result of [Og95] that NC1 (C= P) is equal to Lc=p. Also, Gottlob [G096] has recently studied the question of which classes C satisfy ACO(C) = Lc. (Our results imply that C= L has this propert y.) However the techniques of [Og95, G096] do not carry over to complexity classes with small space bounds such as C= L, and thus our proofs are correspondingly more complex.
Complexity of Problems in Linear Algebra
We will focus mainly on the following problems concerning integer matrices: verifying that the rank of a matrix is T, computing the rank of a matrix, and determining if a system of linear equations is feasible.
Ver.RANh'= {(A, r) I A g Zmxn, r E N,rank(A) = r}. Proofi It follows easily from Proposition 2.1 that these problems are in C= L A COC= L. Thus it suffices to show completeness.
To do this, it will be useful to have the following lemma, which is perhaps interesting in its own right. of A" is equal to the determinant of K, since we have added exactly one new s-t path on each side of K to obtain A-'. Thus if M has full rank, so does h"'. However if M has determinant zero, so does K', but if we delete the edge leaving vertex d then we obtain a matrix with nonzero determinant (since we've removed one of the s-t paths in H but not in G). Note that this implies that h" must have had rank only one less than full, since changing one bit chan6es only one of the columns of K'. That completes the proof of the lemma. CI It will be useful later on to observe that the following fact holds. 
Proofi
This can easily be expressed w the intersection of sets checking (1) rank(A) = r, and (2) rank(B) = r. Note that C= L A COC= L is easily seen to be closed under intersection. u
Feasible Systems of Linear Equations
In this section we introduce one of the complete languages for L(C= L), and give some preliminary reductions. The proof of completeness is in the next section. The linear equations specifying y are logspacecomputable from A and b, as desired. u The above shows how to "negate" a system of linear equations.
We remark that other logical operations can in some sense be performed on systems of linear equations. For example, suppose that we are given two systems, Az = b and Cy = d, and we wish to make a system that is feasible iff both original systems are feasible (i.e., we wish to compute the logical AND of the two systems).
The system (:0(0=(0 is exactly what we want. To construct the logical OR of two systems, we note that an OR gate can be built out of three negation gates and an AND gate. It is useful to carry this observation a little further, for which we need the following: Definition 3 A logspace dtt reduction from A to B is a function f, computable in logspace, such that for all r, f(z) produces a list of strings (yI, Y2, . . . , y,), with the property that z E A iff at least one of the y; is in B ("dtt" stands jot-"disjunctive twth Proofi First we reduce FSLE to Odd. RANK. As noted above, the system Az = b is feasible iff A and (Ah) have the same rank. In addition, if Ax = b is infeasible, then the rank of (Ah) is exactly one more than the rank of A. Therefore, Az = b is feasible iff the rank of is even. Thus, FSLE is reducible to Odd. RANK (and this problem, in turn, is trivially reducible to Comp.RANK). Now we reduce
Comp.RANK to FSLE. Let M be an m x n matrix.
Consider the following set of systems of linear equations:
for O~i < n let A' denote the first a'columns of M, and let b* denote column i + 1 of M. Then rank(M) is exactly the number of infeasible systems among the systems A'z = b'. Since counting can be done in NCl, by Lemma 2.6 any bit (or negation of a bit) of rank(M) can be expressed as the feasibility of a logspace-computable system of linear equations, as desired. with a collection of 2n subspaces U, s V, for each literal z c {zl, -ml,..., z~, YZn} (each subspace is represented by a possibly redundant generating set). The language accepted by the span program is the set of n-bit strings for which b lies in the span of the union of the U., for those true literals z. The complexity of the span program is the sum of the dimensions of the U, for all z.
For a language A, it is clear that if the n-bit strings of A are accepted by a logspace computable span program over the rationals, then A is logspace reducible to FSLE. We shall see that the converse is true as well.
In what follows, we will continue to use z, to denote the bits of a binary string (which may or may not be in some language A). We will use VI, . . . , yt to denote the variables in a system MY = b obtained from x such that z c A iff My = b is feasible (So the matrix J4 is a function of the z,). To begin with, let A be a language in C= L. Then A is Iogspace many-one reducible to the set of singular matrices over the rationals.
In fact, the reduction for #L (cf.
[To91]) has the property that strings xl X2 . . . z~of length n are transformed into a matrix whose entries are all linear functions of the z~: indeed, only literals and constants in {O, 1 } occur.
By examining the constructions used in the proof of Lemma 2.8, we conclude:
Then A is logspace many-one reducible to FSLE, and this reduction has the following form: strings XIXZ . . . xõ f length n are reduced to a system My = b, where the vector b is constant (i. e., depends only on n) and the matrix entries are linear functions of the x: ruith"logspace uniform
coeficierats. O
To arrive at a span program for A, we need to pursue this a little further.
A span program is essentially a system My = b where b is a constant and each column of M depends only on a single variable zi. The space Uzt is spanned by the columns which depend on z~, evaluated at z~= 1, while U.=i is spanned by these same columns evaluated at z; = O. We wish to obtain such a system by modifying the system My = b from the above Lemma.
Our construction will increase the number of rows and columns polynomially: if M is an m x 1 matrix. then we will obtain a matrix M' with nl columns and m + (n -1)1 rows. For simplicity we begin with the 1 = 1 case of the construction, so assume M is a single column. We can easily represent M as a sum M = VI + w + . . . + v., such that each v; depends only on~i. Then My = b is feasible iff b is a linear combination of the vi with all coefficients equal. So we are trying to solve the following system: yl=yz=. ..=yn.
This amounts to adding n -1 variables and n -1 constraints to the original system. This generalizes to the 1 > 1 case quite naturally:
each column of M is replaced by n columns, each variable in y is replaced by n variables, which are constrained to be equal by appending n -1 rows to the matrix. We have shown: 
Proofi
The forward inclusion is obvious since Lc= L is easily contained in the C= L hierarchy, and since every ACO reduction is an N C1 reduction. Let B be logspace-uniform NC1 reducible to a language A c COC = L. Let N be a nondeterministic Turing machine witnessing that A is in COC=L. By Lemma 3.1, we may assume that N has a one-way input tape.
Let {C. }n>l be a logspace-uniform NC1-circuit family that reduces~to A. For simplicity, let n be fixed and let z c Z" be a string whose membership in B we are testing. Without loss of generality, we may assume that constants O and 1 are given as input bits in addition to the actual input string x.
By definition of NCl (C= L), the product of the degrees of the nodes on any root-leaf path of Cn is bounded by a polynomial in n (i.e., the sum of the logs of the degrees is O(log n). Therefore, (by duplicating polynomially many gates) we may assume that C'* is a tree. For simplicity, we may assume that each gate of C~is an oracle gate. These assumptions do not affect logspace uniformity. Now for each oracle gate g in Cn, we assign weight R(g) of 2m, where m is the number of oracle gates in C. between g and the root (the output Beigel [Be95] , who also shows that NC1(PP) = AC"(PP).)
