We show that the conventional CUSUM test for structural change can be applied to cointegrating regression residuals leading to a consistent residual-based test for the null hypothesis of cointegration. The proposed tests are semiparametric and utilize fully modiÿed residuals to correct for endogeneity and serial correlation and to scale out nuisance parameters. The limit distribution of the test is derived under both the null and the alternative hypothesis. The tests are easy to use and are found to perform quite well in a Monte Carlo experiment.
Introduction
In the last ten years, a substantial body of econometric theory has developed for testing the presence of cointegration in time series models (see Phillips, 1991a; Stock and Watson, 1988; Phillips and Ouliaris, 1990; Hansen, 1992a; Johansen, 1991 Johansen, , 1995 Park et al., 1988, among others) . In their original study, Engle and Granger (1987) suggest testing cointegration by examining whether or not the residuals from the cointegrating regression contain a unit root, and Phillips and Ouliaris (1990) study the asymptotic properties of these so-called residual-based tests. Stock and Watson (1988) propose the 'common trends' approach based on the fact that a vector time series cointegrated with order r can be written as the sum of n − r common trends and an I (0) component. Using the reduced rank regression technique, Johansen (1991 Johansen ( , 1995 studied likelihood inference based on a Gaussian error correction model and showed that the asymptotic distribution of the likelihood ratio tests for cointegration is determined by a generalized eigenvalue problem and has the form of a multivariate unit root distribution. More recently, Phillips (1996) has proposed treating cointegrating rank as a matter of order selection and gives methods for the joint determination of cointegrating rank and lag order selection in vector autoregressions that have been shown to be consistent in Chao and Phillips (1999) .
Among these various tests for cointegration, the residual-based procedure has been one of the more frequently used approaches in empirical research. The residual-based procedure was analyzed and critical values were reported by Phillips and Ouliaris (1990) and later by MacKinnon (1991) . These tests take the residuals calculated from the cointegrating regression (conventionally, a simple OLS regression among the levels of economic time series) and apply unit root tests to the residuals. If there is no cointegration among the individual time series, the residual process should contain a unit root. Otherwise, if there is cointegration, the residuals will be stationary. Thus, unit root tests can be applied to the residual process and the null hypothesis that there is a unit root in the residual process corresponds to the null hypothesis of no cointegration in the vector time series. These procedures are used in the same way as unit root tests, but the data are the residuals from the cointegrating regression, and the alternative hypothesis of cointegration is now the main hypothesis of interest.
Being unit root tests, these procedures are designed to test the null hypothesis of no cointegration. Since cointegration is the primary interest, it is natural to consider residual-based procedures that seek to test a null hypothesis of cointegration. Shin (1994) used a component representation of the time series and proposed a residual-based test for the null hypothesis of cointegration based on the KPSS (Kwiatkowski et al., 1992) test for stationarity. Related, but less popular, methods have been considered by Park (1990) , and , among others.
As this paper shows, the null hypothesis of cointegration can be tested by directly looking at the uctuation in the residual process of a cointegrating regression. In particular, we show that the conventional CUSUM (or MOSUM) test for structural stability can also be applied to the residuals in a cointegrating regression and provide another way of testing the null hypothesis of cointegration. The CUSUM test was introduced by Brown et al. (1975) for the study of structural change and the original test statistic was constructed based on cumulated sums of recursive residuals. Ploberger and Kramer (1992) extended the CUSUM test to OLS residuals. Nowadays, these tests are widely used in econometrics and statistics, and have become especially popular because they draw attention to structural change and breakpoints in the data. This paper follows up previous work on CUSUM tests and considers its extension to the residuals in cointegrating regressions. To obtain a valid cointegrating CUSUM test, we modify OLS regression by means of semiparametric corrections for serial correlation and endogeneity and construct fully modiÿed (Phillips and Hansen, 1990 ) residuals so that the limit process of the corresponding partial sums can be expressed as a variance parameter multiplied by a functional of Brownian motion that is free of nuisance parameters. Under the null hypothesis of cointegration, uctuations in the residual process u t are simply "equilibrium errors" and thus the cumulated sums of the cointegrating residuals are of order n 1=2 : If the residuals display too much uctuation, we should reject the null hypothesis of cointegration.
Closely related work to the work of the present paper is Hao and Inder (1996) 1 who considered testing structural change in cointegrated regressions (i.e., ÿ = constant in regression (4) in Section 2) based on the CUSUM statistic. While these authors focus on the constancy of the regression parameter ÿ; we consider a residual-based test for the null hypothesis of cointegration against the alternative of no cointegration. The two models have the same behavior under the null hypotheses but are di erent under the alternatives. Readers are referred to Hao and Inder (1996) or an earlier version of the current paper (Xiao and Phillips, 1998) for a detailed asymptotic analysis on the null model.
The paper is organized as follows. Section 2 develops the fully modiÿed CUSUM test for cointegration. Consistency is studied in Section 3. Section 4 reports ÿnite sample size and power based on a Monte Carlo experiment and Section 5 concludes. Proofs are given in the appendix.
In matters of notation, we use "⇒" to signify weak convergence of the associated probability measures, [nr] to signify the integer part of nr; := to signify deÿnitional equality, and I (k) to denote integration of order k. Continuous stochastic processes such as the Brownian motion B(r) on [0; 1] are usually written simply as B and integrals are understood to be taken over the interval [0; 1], unless otherwise speciÿed.
A CUSUM test for the null of cointegration
Consider an m-vector time series {z t } generated by
where d t is the deterministic trend component with unknown coe cient matrix and z 
where the initial observation of z s t is taken to be z s 0 = 0; and the process { t } is strictly stationary and ergodic with zero mean, ÿnite variance, and spectral density matrix f ( ). For convenience in deriving asymptotic theory, we assume that the random sequence { t } follows a general linear process (Phillips and Solo, 1992) whose coefÿcients satisfy the summability conditions given in the following assumption.
Assumption L (Linear process). t = C(L) t ; where t is a white noise process with zero mean and variance matrix ¿ 0; and
This assumption ensures that the partial sum process constructed from t satisÿes a multivariate invariance principle: n
−1=2
[nr]
t=1 t ⇒ B z (r); 0 6 r 6 1; where B z (r) is a Brownian motion with long-run variance = C(1) C (1) Engle and Granger (1987) . If the process u t satisÿes Assumption L, then a functional limit theorem holds for the partial sums constructed from u t ; viz. n
[nr] t=1 u t ⇒ B u (r) = BM (! 2 u ); 0 6 r 6 1; where ! 2 u = 2 f uu (0) is the long-run variance of the process u t .
As discussed in Phillips (1986) and Phillips and Ouliaris (1990) , the hypothesis of interest can be formulated in terms of the variance parameters. Notice that
is singular, and y s t and x s t are cointegrated (Phillips, 1986) . Thus, in terms of the conditional variance parameter ! y: x , the null hypothesis of cointegration corresponds to H 0 : ! y: x = 0; and the alternative hypothesis of no cointegration is H 1 : ! y: x ¿ 0: Tests based on this formulation in terms of the variance parameter were originally developed in Phillips and Ouliaris (1988) and involve a null in which the parameter ! y: x is on the boundary. Their approach uses principal components and leads to a conÿdence limit rather than a formal statistical test of the null. For that reason, residual-based cointegration tests (where H 1 is the null) are considered to be more practical.
Combining models (1) and (3), we have the following representation The residual-based test (Engle and Granger, 1987; Phillips and Ouliaris, 1990; Hansen 1992a ) considers a null hypothesis of no cointegration and applies scalar unit root tests to the residuals of the cointegrating regression (4):
In this paper, we propose testing the null hypothesis of cointegration (H 0 ) directly by looking at the uctuation in the residual processû t : The intuition of the suggested tests is as follows. If a long term equilibrium relationship exists between y t and x t ; i.e., y t and x t are cointegrated, then the residual process in the cointegrating regression (5) should be stable and uctuations inû t re ect only equilibrium errors. Otherwise, the uctuations inû t can be expected to be of a larger order of magnitude. Thus, the null hypothesis of cointegration should be rejected whenever there is excessive uctuation in the residuals of (5).
To measure the uctuation in the residual process, we consider the following cumulated sum statistic (also see Remarks 1 and 2 below for related discussion) max k=1;:::; n
We assume that there is a standardizing matrix
For the case of a linear trend,
Under Assumption L and the null of cointegration, the least squares estimator of the cointegrating vector ÿ;ÿ, is n-consistent and the asymptotic properties ofÿ are well known (Park and Phillips 1988; Phillips and Hansen 1990) . Indeed,
where xu = ∞ t=0 E( 2t u 0 ) is a one-sided long-run covariance and
As a result, the partial sum of the residualsû t satisÿes the following invariance principle
where f(r; B u ; B x ; ux ) is a function of B u (r); B x (r); and ux : However, under the alternative hypothesis of no cointegration (H 1 ), the residual process of regression (5) is nonstationary and the cumulated sum process constructed from u t has a larger order of magnitude. It is easy to verify that in this case [nr] t=1û t = O p (n 3=2 ): As a result, the statistic (6) diverges at rate n under H 1 :
A valid test statistic should have a limit distribution that is free of nuisance parameters under the null hypothesis. Notice that the limiting processes B x (r) and B u (r) in (8) will be correlated Brownian motions whenever contemporaneous correlation between 2t and u t exists. Despite super-consistency,ÿ is second-order biased and the miscentering e ect in the limit distribution (7) is re ected in xu . As a result, the statistic (6) cannot be used directly for testing cointegration.
To eliminate the nuisance parameters from the limiting null distribution, we construct fully modiÿed (FM) residuals. Fully modiÿed least squares regression was originally proposed by Phillips and Hansen (1990) and further studied in Phillips (1995) with the intent of providing a regression based procedure for the optimal estimation of cointegrating regressions. To construct fully modiÿed residuals, we consider the following kernel estimates of ! 2 u ; xu ; xx ; xx = ∞ t=0 E( 2t 20 ), and xu = ∞ t=−∞ E( 2t u 0 ) (see, e.g., Phillips, 1995) :
where k(·) is the lag window deÿned on [−1; 1] with k(0) = 1, and M is the bandwidth parameter satisfying the property that M → ∞ and M=n → 0 as the sample size n → ∞: In later analysis, for notational convenience, we will also use the spectral window corresponding to k(·); viz.,
The quantities C uu (h); C xu (h), and C xx (h) are sample covariances deÿned by
x t x t+h , where signiÿes summation over 1 6 t; t + h 6 n. Thus, C xx (h) = n −1 n−h t=1
x t x t+h for h ¿ 0. Under the null hypothesis of cointegration,! 2 u ;ˆ xu ;ˆ xx ;ˆ xu ; andˆ xx are consistent estimates of ! 2 u ; xu ; xx ; xu , and xx : Following Phillips and Hansen (1990) and Phillips (1995) , we deÿne
The fully modiÿed estimator of is then deÿned by the following formula:
and has an asymptotically mixed normal distribution. The fully modiÿed residual process can be constructed based on y + t andˆ + :
where
; W 2 (r) ); W 1 (r) and W 2 (r) are 1 and p-dimensional standard Brownian motions that are independent of each other. 
xxˆ xu is a consistent nonparametric estimator of ! 2 u: x ; we obtain the following CUSUM test that is asymptotically free of nuisance parameters and can be used in testing the null hypothesis of cointegration:
We summarize the asymptotic distribution of CS n in Theorem 1.
Theorem 1. Under the null hypothesis of cointegration; if u t satisÿes Assumption L; then; as n → ∞;
Just like the limit distribution of the residual-based test for the null of no cointegration, the limiting variate (10) is dependent on the limiting function of the deterministic trend, as well as the known dimensional constant p. For the case with no trend, critical values have been computed based on a direct simulation with a sample size of n = 2000 and 20,000 replications. These critical values are reported in Table 1 . For cases where d t equals a constant and a linear trend, tables of critical values can be found in Hao and Inder (1996) and an early version of the current paper.
Remark 1. In principle, any other uctuation test statistics can be applied in the same way. Generally speaking, if we consider a continuous functional h(·) that measures the uctuation in the residual process and denote Y n (r) = 1=! u: x √ n|
[nr] t=1û + t |; h(Y n (r)) may be used as a test statistic (Xiao, 2001) . For example, the MOSUM test with cointegrating regression residuals can be constructed as follows 
where 0 ¡ h ¡ 1 is a bandwidth parameter for the moving window, indicating the proportion ofû + t used to construct the moving sum. Di ering from the CUSUM test, where more and more residual terms enter the cumulated sum, each moving sum ( (Xiao, 2001 ).
Test consistency
This section considers the asymptotic behavior of the cointegrating CUSUM test under the alternative hypothesis of no cointegration. It is important that a statistical test be able to fully discriminate between the null and the alternative in large samples. This is a nontrivial matter for the proposed test because both the numerator and the denominator of the test statistic diverge under the alternative.
Under the alternative hypothesis, there is no cointegration between y t and x t and (4) is commonly regarded as a spurious regression, whose asymptotic behavior was studied by Phillips (1986) . As a result, the partial sum ofû + t has a di erent order of magnitude. In particular, it can be shown that max k=1; :::; n (1= √ n)| k t=1û + t | diverges as n → ∞. However, notice that under H 1 , the nonparametric kernel estimators! 2 u ;ˆ xu ; andˆ xu ; which are constructed from the residuals of (5), diverge as well. In order to prove consistency, we need to show that the denominator diverges at a slower rate.
Under H 1 and Assumption L, the least squares estimator of ÿ has a nondegenerate limiting distribution as n → ∞; viz. 
Q(s):= Q(r):
The nonparametric kernel estimates play an important role in the proposed procedure and a ect the order of magnitude of the test statistic. The following Lemma, which is based on Phillips (1991b), gives some useful limit results for the nonparametric estimates under the alternative hypothesis. Lemma 1. Under H 1 and Assumption L; as n → ∞; M → ∞; and M=n → 0;
where * = xz Á; * = xz Á; Á = (1;
k(x) dx is the spectral window evaluated at 0; and
Using the result of Lemma 1, we obtain the following theorem on the consistency of the test CS n .
Theorem 2. Under H 1 and Assumption L; as n → ∞; Pr[CS
From Theorem 2, it is apparent that the behavior of CS n under the alternative hypothesis is similar to that of the KPSS (Kwiatkowski et al., 1992) test in that the divergence rate of CS n under H 1 is dependent on the bandwidth expansion rate.
Remark 3. If we compare the proposed test with a CUSUM test for a structural break (say, Hao and Inder (1996) , Ploberger and Kramer (1992) ), the statistical properties of the residual process u t in these models do not change between the null and the alternative hypothesis, and thus the order of magnitude of the scalar (the variance estimator! u: x ) also does not change under the alternative hypothesis. However, in the present paper, the behavior of u t changes fundamentally between the null and the alternative, and both the cumulated sum (in the numerator) and the variance estimator (in the denominator) diverge under the alternative hypothesis, complicating the consistency issue.
Remark 4. In stationary time series regression (i.e., with I(0) regressors, see Ploberger and Kramer, 1992) , the limiting distribution of the CUSUM statistic is asymptotically invariant to the limit behavior of the regressors (only the constant term plays a role in the limit). However, in the cointegrating CUSUM test (9), because of the larger signal contained in the nonstationary regressors, the regressors do in uence the limiting distribution, and critical values of the test are dependent on the dimension of x t , reproducing the well known phenomenon that arises in conventional residual-based tests (Phillips and Ouliaris, 1990 ).
Remark 5. The nonparametric variance estimates that are used in the fully modiÿed regression entail a choice of bandwidth M . Just like other statistical procedures that use nonparametric estimators, the ÿnite sample performance of the proposed test depends on the choice of bandwidth. The empirical size and power of the test can vary considerably with bandwidth selection although, as long as the bandwidth M satisÿes a certain expansion rate, the semiparametric tests are asymptotically equivalent.
In the literature of covariance (or, more generally, spectral density) estimation, several automatic bandwidth methods have been developed by Sheather (1986) , Robinson (1991) , and Andrews (1991) among others. Since the focus of those papers was density estimation itself, not hypothesis tests that may rely on such estimators, the criterion functions are di erent and it can be anticipated that optimal bandwidth choices will change with the criterion functions, depending on the focus of interest in the study. More importantly, traditional bandwidth selection methods in spectral density estimation were derived for stationary time series with weak dependence. However, the stationarity properties of the time series in the current paper change between H 0 and H 1 . Thus, taking into account the trade-o between correct size and reasonable power, the optimal bandwidth choices obtained in past studies may not be appropriate in our test. Indeed, if we use the traditional data dependent bandwidth choices in cointegration tests, the sampling performance of the tests may be good under the null hypothesis, but will be poor under the alternative. For example, Andrews (1991) studied bandwidth selection in nonparametric variance estimation based on minimizing the mean squared error of the kernel variance estimator and found that the optimal bandwidth is given by a rule of the form c(f; k)n 1=3 for the Bartlett estimator, where c(f; k) is a function of the unknown spectral density. A data dependent bandwidth choice can then be proposed by estimating c(f; k) using a plug-in method. If we use this estimator in the cointegration tests, the order of magnitude of [ c(f; k) may change between H 0 and H 1 . Actually, [ c(f; k) may diverge under the alternative, reducing the power of the test.
Finite sample performance
A Monte Carlo experiment was conducted to examine the ÿnite sample performance of the CUSUM test for cointegration. From the construction of the test, it is apparent that its ÿnite sample performance depends on the sample size n and the bandwidth parameter M used to calculate the long-run variance and covariance parameters: Thus, special attention is paid here to the e ects of the bandwidth and sample size on the performance of these tests.
The data were generated from the following bivariate regression model
where u t = u t−1 + t and x t = v t ; t= 1; : : : ; n:
The random vector ( t ; v t ) is independently distributed as bivariate normal N (0; ); and
The initial values are all set to be zero. We examined the test without trend (i.e., d t = 0) and the linear trend case (i.e., d t = (1; t) ). Thus, the corresponding 5% level critical values are 1.842 (no trend case) and 0.834 (linear trend case), respectively. In this model, the AR coe cient is a convenient nuisance parameter to investigate. For | | ¡ 1; y t and x t are cointegrated, and when = 1; there is no cointegration and regression (12) is a spurious regression. As approaches unity, there is more and more persistence in the residual process. In consequence, it is anticipated that the empirical rejection rate of these tests will increase as increases, and the test will overreject the null hypothesis of cointegration for large ; depending on how close is to unity. A wide range of values has been considered in the simulation, including = 0; 0:2; 0:4; 0:6; 0:8; 0:9; 0:95. We are especially interested in the case where is close to unity. In this case, the system is nearly cointegrated and overrejection will happen more frequently. For this reason, three values ( = 0:8; 0:9; 0:95) that are close to unity are studied. These values are also commonly used in the Monte Carlo study for unit root tests.
Notice that the bandwidth parameter M corresponds to the number of lags used to calculate the long-run variance parameters: Intuitively, for ¿ 0; the larger the value; the longer the lags we should need. Thus, for small ; we expect that a small bandwidth value should provide reasonably good ÿnite sample performance. As increases, we need a larger M to estimate the long-run variance parameters. This intuition is conÿrmed in the simulation results. In the experiment, we have also examined the performance of the test for di erent choices of the correlation coe cient . Since the results are qualitatively similar, we report the results for the case where = 0:7. The experiment considered the following sample sizes: n = 100; 200; 300; 500: These sample sizes were chosen because they represent the most relevant range of sample sizes in empirical work. All experiments use 5000 replications. For the kernel function, the Bartlett window is used, following Kwiatkowski et al. (1992) , so that nonnegativity of the variance estimator is guaranteed.
Since the bandwidth is an important parameter in the construction of the test statistic, we examined the test based on quite a few di erent choices of bandwidth:
], M 7 = Andrews (1991) AR(1) plug-in estimator. The ÿrst two bandwidth values are ÿxed and relatively small. Thus, only when is close to zero will the test using these bandwidth choices have reasonably good performance. The other ÿve bandwidth choices are all increasing with the sample size. M 3 is of order n 1=4 and has been used in Schwert (1989), Kwiatkowski et al. (1992) , and other simulations. In the spectral density estimation of stationary time series, the optimal bandwidth is O(n 1=3 ) for the Bartlett kernel. For this reason, we considered several bandwidth choices that are of order n 1=3 . In particular, M 4, M 5; and M 6 are all of order n 1=3 but have di erent ÿxed scalars.
is the data dependent bandwidth using the AR(1) plug-in. Table 2 Empirical size, n = 100
No Table 3 Empirical size, n = 200
No trend case We examined the size and power of the residual-based procedures. In particular, Table 2 reports the empirical size of tests corresponding to di erent serial correlation ( ) and bandwidth (M ) choices at the 5% level and for the sample size n = 100: Tables 3-5 report the empirical size for cases of n = 200; 300; and 500. When the value of is taken to be unity, the rejection rates provide the empirical power of the residual-based Table 4 Empirical size, n = 300 Table 5 Empirical size, n = 500
No trend case test and these are reported in Table 6 for di erent choices of the bandwidth parameter. Both the case without a trend and the linear trend case are reported. In particular, the top panels in these tables reports the results with no trend and the bottom panels gives results with a linear trend. Table 6 Empirical power From Tables 2-5, we can see that the tests have reasonable size if the bandwidth is appropriately chosen. The poor cases are those with large and small M; and those with a small sample and large M . For cases with large (¿ 0:6), the problem of overrejection is severe when M = 1 or 3 because, according to the asymptotic theory, the validity of the tests requires M to increase with n in this case. Size distortion is especially large when = 0:9; or 0:95 because in these cases the residuals are nearly integrated. A very large bandwidth is needed to reduce the size distortion for cases with large . We also see that as the sample size increases, for large enough bandwidth choices, the size property is reasonably good, corroborating the asymptotic theory. Table 6 reports simulation results on the power of these tests. Again, the e ects of the bandwidth and the sample size on the power of the tests are considered. The tests have good power in many cases (except for those with small samples and large bandwidths, and those using M 7). As anticipated from test consistency, for each bandwidth choice, the power increases as n increases. It is also apparent from Table 6 that for each sample size, the power decreases as the bandwidth parameter increases. According to the asymptotic analysis, the distribution of the tests under the alternative hypothesis depends on n=M; with large M (given n) generally reducing power.
A ÿnal word on the test using bandwidth M 7: In this case, the test has good size property but almost no power. Notice that, corresponding to the AR(1) plug-in method, M 7 = 1:1447(ˆ n) 1=3 whereˆ = 4ˆ 2 =(1 −ˆ 2 ) 2 andˆ is the AR(1) coe cient estimator. Under the alternative hypothesis,ˆ actually diverges to ∞: In fact, M 7 is of order n under the alternative. As a result, the test is no longer consistent and has no asymptotic power against H 1 .
Conclusion
This paper shows how the CUSUM test for structural change can be applied to cointegrating regression residuals. In particular, residual-based tests for the null hypothesis of cointegration can be constructed by looking at uctuations in the residuals from the cointegrating regression. Asymptotic distributions of these tests were derived under both the null hypothesis and the alternative of no cointegration. The limit distributions are nonstandard and are functions of several Brownian motions, but depend only on the dimension of the system and on the form of any deterministic detrending. The new tests are shown to be consistent and their asymptotic behavior under the alternative is similar to that of the KPSS tests in the sense that their divergence rate depends on the bandwidth parameter. These tests complement conventional residual-based procedures and are a companion to the work of Hao and Inder (1996) on the use of CUSUM tests for structural breaks in cointegrating regression.
Following similar arguments as in Phillips (1991b) The result of Theorem 2 then follows immediately.
