Desarrollo de plano de gestión para una red MPLS by García Duarte, Gabriel J.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
PROYECTO FINAL DE CARRERA 
 
 
 
 
 
 
 
 
 
 
TÍTULO: DESARROLLO DE PLANO DE GESTIÓN PARA UNA RED MPLS 
 
AUTOR: Gabriel J. García Duarte 
 
DIRECTOR: Sebastià Sallent Ribes 
 
FECHA: 5 de septiembre de 2005 
 
ii  Desarrollo de plano de gestión para una red MPLS 
 
Título: Desarrollo de plano de gestión para una red MPLS 
 
Autor: Gabriel J. García Duarte 
 
Director: Sebastià Sallent Ribes 
 
Fecha: 5 de septiembre de 2005 
 
 
 
 
Resumen 
 
Para la mejora de la gestión de la calidad de servicio (QoS) de una red MPLS, 
se diseñó una herramienta dividida en capas para el plano de gestión, que 
aportase una estabilidad mayor ante los eventos que pudieran alterar la 
comunicación dentro de esta red. Localizando este proyecto como parte de 
uno más complejo para el desarrollo de esta red, el ámbito de este trabajo 
muestra el diseño realizado para el denominado NEM (Network Element 
Management). 
 
Este nuevo elemento aporta a la red de gestión un interfaz de trabajo 
independiente del dispositivo de enrutamiento a configurar y monitorizar, 
permitiendo la introducción de diferentes equipos con diferentes métodos de 
acceso a la red de gestión propuesta. 
 
Además, se exige que el NEM trabaje a modo de servidor para las peticiones 
de trabajo sobre los dispositivos de encaminamiento asignados, convirtiendo al  
NEM en una unidad remota mediante Web services. 
 
Con estos requerimientos, se llevó a cabo el diseño de una aplicación NEM 
para routers Cisco® con una estructura interna modular, dividida en procesos, 
y con unas interfaces de comunicación disponibles para el desarrollo de  
NEMs para distintos routers (Linux, Juniper®, etc.). 
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Overview 
 
In order to improve the management of the QoS of a MPLS network, it  was 
designed a software tool to manage divided in levels applied in the 
management plane of the network. This one will be able to contribute to do a 
major stability before the events that could modify the communication inside 
this net. Locating the project as part of a more complex one for the 
development of this net, the area of this work shows the design realized for the 
NEM (Network Element Monitor). 
 
This new element contributes to the net in managing an interface in its 
independent work from the device of routing to configure and monitoring, 
allowing the introduction of different equipments with different methods of 
access to the net of proposed management. 
 
Besides it, it will be necessary that the NEM will work like server for the 
requests of work on the devices of routing assigned, turning the NEM into a 
remote unit by means of web services. 
 
With these requirements, The design of an application NEM for routers Cisco 
was done, with an internal modular structure divided in processes, and with 
some available interfaces of communication for NEMs’ development for 
different routers (Linux, Juniper®, etc). 
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INTRODUCCIÓN 
 
El presente documento da a conocer el trabajo realizado para la 
implementación de una parte, de una estructura de gestión de red MPLS. El 
desarrollo de lo que se denomina NEM (Network Element Management) lleva 
consigo un ejercicio de integración de tecnologías cuanto menos apasionante. 
 
En el capítulo 1, Objetivos del proyecto, se propone un análisis de la situación 
actual con respecto a las redes de gestión, haciendo hincapié en las 
características de la monitorización para la calidad de servicio. Finalmente se 
propone unos objetivos a cumplir con el proyecto general para innovar en 
materia de gestión de redes con QoS, siendo el objetivo concreto de este 
proyecto, una parte del general. 
 
En el capítulo 2, Arquitectura MPLS-TE, se repasan una serie de conceptos de 
calidad de servicio, redes MPLS y las técnicas de Traffic Engineering. Con esta 
evaluación de la tecnología dispondremos de una visión general del ámbito 
donde se elabora el proyecto. 
 
En el capítulo 3, Redes de Gestión, se hace un análisis general sobre la 
clasificación de las redes de gestión, y se explica con algo de detalle algunas 
características básicas del protocolo SNMP para la gestión de redes TCP/IP. 
 
En el capítulo 4, Escalabilidad en la gestión, se analizan las tres propuestas de 
software para aportar escalabilidad a la red de gestión. Se analiza el lenguaje 
de programación Java junto con el metalenguaje XML y la arquitectura de Web 
services SOAP. 
 
En el capítulo 5, Arquitectura de gestión de QoS en red MPLS-TE, se analiza el 
proyecto general donde se ubica este proyecto. Una red de gestión fuera de 
banda para la monitorización de la QoS en una red MPLS con capacidad de 
Traffic Engineering, y la configuración de parámetros asociados. 
 
En el capítulo 6, Diseño del NEM, se repasan los puntos que han dado pie al 
diseño de este elemento de la red de gestión. Observando los requerimientos s 
que marca la capa donde se sitúa, dentro de la red de gestión, se procede a 
analizar las diferentes partes que lo componen. 
 
En el capítulo 7, Conclusiones, se exponen las observaciones y pensamientos 
derivados de la puesta en marcha de este proyecto. La combinación de las 
conclusiones resultantes del trabajo para la elaboración del NEM, junto con los 
desafíos que todavía quedan pendientes, proponen una línea de trabajo futura 
más que prometedora para la innovación en la gestión de red. 
 
En el anexo I, Entorno de programación, se explica qué herramientas de 
desarrollo se han utilizado, aclarando las APIs y librerías manejadas para mejor 
conocimiento del lector de las peculiaridades del proceso de desarrollo. 
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En el anexo II, Interfaz NMS-NEM en XML, se muestra el contenido del archivo 
schema XSD donde se establecen las bases de la interfaz de comunicación 
entre la NMS y el NEM. 
 
En el anexo III, Propuesta de Test-Bed time, se hace un adelanto de las 
posibles pruebas a realizar sobre el NEM para estudiar su eficiencia. Una vez 
implementado, se tendrá que observar la respuesta temporal de cada parte del 
NEM según la carga a la que se vea sometido, así como la carga que supone 
para la máquina que acoge al servidor de NEMs en función del número de 
estos y de la carga de cada uno de ellos. 
 
En el anexo IV, Diagramas de clases, se aportan los contenidos de las clases 
más importantes en formato UML, con el propósito de servir de aclaración al 
lector del contenido de estas clases. 
 
En el anexo V, Diagramas de secuencia, se aportan diferentes diagramas 
secuenciales que permitirán entender mejor cómo se suceden la ejecución de 
procesos en el NEM. 
 
En el anexo VI, Casos de uso del proyecto global, se muestran ejemplos de 
casos de uso del intercambio de mensajes entre las diferentes capas de la 
herramienta de gestión. 
 
Observando los diferentes capítulos, es evidente que el ejercicio de integración 
de tecnologías es el principal esfuerzo de este proyecto. Siendo así, a pesar 
del repaso de tecnologías que se realiza en los primeros capítulos, se hace 
necesario tener unos conocimientos mínimos de las siguientes materias para 
entender mejor cada parte del proyecto: conceptos básicos de redes IP y MPLS 
(arquitectura y etiquetado), QoS en redes IP y formas de tratamiento del tráfico 
en colas,  protocolo SNMP: estructura de mensajes y naturaleza del protocolo, 
lenguajes de programación de alto nivel, orientado a objetos y lenguajes de 
etiquetas entre otros. 
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CAPÍTULO 1. OBJETIVOS DEL PROYECTO 
 
1.1. Antecedentes 
 
La gestión de equipos de redes en los últimos años se está sustentando en una 
serie de herramientas que combinan un análisis proactivo de la situación de 
cada equipo así como una presentación de resultados reactiva ante sucesos 
que afecten al tráfico de esta red, siendo la base fundamental de la mayor parte 
de estas aplicaciones el protocolo SNMP. 
 
La monitorización del comportamiento de los elementos de red1, mediante traps 
y peticiones SNM, da la oportunidad a ingenieros y operadores a conocer la 
evolución de los equipos dentro de una red y su impacto sobre ésta. Además, 
mediante la fijación de márgenes y umbrales de medida, se puede determinar 
lo que se entenderá por alarma, debiendo intervenir los técnicos responsables 
del mantenimiento de la red para proceder a su recuperación. 
 
Este modus operandi, nos ha aportado, hasta el momento, una eficaz manera 
de gestionar redes corporativas con un resultado de éxito adecuado. Sin 
embargo, hay que atender a los cambios sucedidos en las redes de la nueva 
década, así como a los servicios que están soportando puesto que, en su 
mayoría, comienzan a exigirle a la red que los soporta una cierta QoS. Así, 
mientras que el modelo anterior de gestión de red, permite hasta cierto punto, 
un control de reestablecimiento de conectividad para situaciones de alarma 
(dando al usuario la oportunidad de no percibir el problema de conectividad), en 
los modelos de redes actuales, la situación se vuelve más delicada. Frente a 
las comunicaciones de datos como base de las redes del pasado, se 
implementan hoy redes para dar soporte a multitud de tráfico (multimedia, 
datos, etc.). En concreto, la tecnología MPLS propone un avance cualitativo 
para el aprovechamiento de las redes IP y otras redes anulando el procesado 
de la cabecera IP.  
 
Con esta nueva tecnología, las redes de comunicaciones de datos se están 
convirtiendo en la base de una sociedad que se caracteriza ya por los servicios 
de valor añadido adquiridos. Siendo así, resulta entonces difícil de asimilar que, 
mientras los sistemas de gestión de redes tradicionales permiten la reconexión 
de comunicaciones en caso de caída de la misma, en una red MPLS, la pérdida 
de conectividad en un instante dado puede llevar a la finalización de todas las 
transacciones que soporta en función de su QoS. 
 
 
 
 
                                            
1 En la mayoría de los casos, los dispositivos de red serán routers. 
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1.2. Objetivos 
 
A partir de la problemática expuesta, se propone un proyecto que plantea una 
solución para paliar los efectos de los eventos que, de forma puntual o 
permanente, alteran a las comunicaciones críticas, permitiendo su 
reestablecimiento en el menor tiempo posible. 
 
El problema no resulta simple puesto que, a diferencia de las comunicaciones 
de datos tradicionales, las comunicaciones con dependencia de QoS tienen un 
punto crítico en la variable temporal (tanto en el tiempo de llegada como en el 
jitter). Esto, junto con el hecho de que estas comunicaciones suelen requerir un 
importante ancho de banda, produce un efecto sobre éstas que es fácilmente 
detectable por los usuarios, ya que pueden ver estos servicios interrumpidos de 
forma brusca, llegando a quedar in operativos durante un tiempo. 
 
Con todo esto, el proyecto completo establece una estructura de gestión de 
tres capas que permita el mantenimiento de las comunicaciones en una red 
MPLS. Con esta red, se pretende conseguir un reestablecimiento de las 
transmisiones de datos que se vean afectadas por una anomalía en un tramo o 
en un equipo de enrutamiento evitando que las consecuencias del corte sean 
percibidas por los usuarios finales. Dentro de este ambicioso proyecto, se vio 
necesario definir varios elementos: la interfaz de usuario, necesaria para poder 
controlar la gestión por parte de los técnicos, la NMS (Network Management 
System), responsable de recoger toda la información necesaria de los equipos 
y de iniciar las comunicaciones con ellos en caso necesario, el CAC(Call 
Admisión Control), algoritmo responsable de la toma de decisiones para la 
reconfiguración automática, y los NEM (Network Element Management), 
aplicación dedicada a la adaptación de las comunicaciones de los diferentes 
equipos involucrados para la red de gestión. Este último punto, resuelve la 
comunicación directa con los equipos independientemente de las exactitudes 
propias de cada fabricante para trabajar con los mismos.  
 
Es el desarrollo del NEM para routers Cisco el objetivo de este proyecto. 
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CAPÍTULO 2. ARQUITECTURA MPLS-TE 
 
2.1. Calidad de Servicio en redes IP 
 
Se entiende por calidad de servicio (QoS) de la red la garantía que esta 
proporciona a una transmisión de datos, la cual requiere unos niveles mínimos 
de ancho de banda y una respuesta temporal acotada para resultar 
satisfactoria. 
 
 
2.1.1. Parámetros 
 
2.1.1.1. Ancho de banda 
 
Es la media del número de bits por segundo que pueden ser transmitidos 
correctamente a través de la red. El caudal de medida suele encontrarse desde 
Kbps ó Mbps hasta Gbps2. 
 
 
2.1.1.2. Retardo punto a punto 
 
 Es el tiempo medio acumulado durante el trayecto de un paquete para 
atravesar la red de un punto a otro. Para medir con exactitud el retardo, se 
deben tener en cuenta los puntos donde éste se produce: 
 
• Retardo de propagación.  Es el retardo que se obtiene del tiempo que 
tarda la luz en recorrer la fibra óptica por la que se transmite. El retardo 
medio suele ser del orden de 5m/s por cada 10.000Km aunque puede 
variar en función de los eventos que se sucedan sobre el medio de 
transmisión. 
 
• Retardo de conmutación. Se produce por el tiempo consumido en el 
procesado realizado para cambiar el enlace por el que un paquete ha 
entrado al router. 
  
• Retardo de clasificación (scheduling). El retardo de scheduling o 
queueing se debe a la acción de clasificar el tráfico en las diferentes 
colas de los equipos de red. Desde el momento en el que un paquete 
llega a una cola, se decide cual es su clase correspondiente, se añade a 
esa cola y luego, se vuelve a transmitir a la salida de la cola se sucede 
un retardo en la transmisión. Según el tipo de algoritmo utilizado para la 
clasificación del tráfico este tiempo pude sufrir variaciones. 
                                            
2 Si bien la notación correcta tendría el formato Kib/s, Mib/s, Gib/s, el uso de la métrica 
expuesta en el documento es la más utilizada en el ámbito del networking. 
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• Retardo de serialización. El retardo de serialización aparece cuando un 
paquete es adaptado a un medio por el cual se va a transmitir. La 
velocidad de ese mismo medio y el tamaño del paquete son 
determinantes para este retardo. 
 
2.1.1.3. Jitter 
 
Variación del retardo punto a punto de los paquetes causada por la 
clasificación y los retardos de acceso en el nodo fuente, y por el retardo de los 
nodos de tránsito y el buffer del nodo de recepción. Las variaciones que 
suceden durante estos procesos, por no tener comportamientos fijos, son los 
causantes de la aparición del jitter. 
 
Para muchas aplicaciones multimedia el jitter puede tener un efecto más 
dañino que un alto retardo de transmisión. 
  
 
2.1.1.4. Pérdida de paquetes 
 
La pérdida de paquetes es medida como un porcentaje de los paquetes 
transmitidos. Son los paquetes que siendo enviados nunca llegan a su destino. 
 
Los motivos que provocan una pérdida de paquetes son múltiples siendo la 
congestión el primer causante de ello. Concretamente, el límite de capacidad 
de los buffers de los dispositivos de red es el punto donde se registra el 
problema. A esto se añade, la retransmisión realizada por las aplicaciones 
cuando detectan que los paquetes no llegan. 
 
Una alternativa para evitar esta pérdida de paquetes es disponer de una 
velocidad de salida de datos mayor que la de entrada. Esta opción es en la 
mayoría de los casos inviable por el coste que supone. Siendo así, las medidas 
a tomar son más propias de la naturaleza de las comunicaciones, proponiendo 
utilizar UDP en vez de TCP, o incluso observando que algunas aplicaciones 
son tolerantes con un cierto porcentaje de pérdida de paquetes.3 
 
 
2.1.2. Modelo de QoS IntServ 
 
El modelo de servicios diferenciados o IntServ[1] (INTegrated SERVices) 
realiza una reserva previa de recursos antes de establecer la comunicación. El 
protocolo que lleva a cabo la reserva de recursos y la señalización de 
establecimiento de rutas es el RSVP[2] 
  
Para el modelo IntServ existen tres tipos de calidad de servicio: 
                                            
3 Ejemplo de estas aplicaciones son las fuentes de streamming audio y video. 
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• Garantizado. Con ancho de banda reservado, retardo acotado y sin 
pérdida de datos.  
• Carga controlada. Condiciones de transmisión mínimas similares a 
best-effort con poca carga de red. 
• Best-effort. Similar a las condiciones de acceso a Internet actuales 
con variación de respuesta en función de la carga de la red.  
 
 
2.1.3. Modelo de QoS DiffServ 
 
2.1.3.1. DiffServ como solución sencilla 
 
El modelo de servicios diferenciados o DiffServ[3] (DIFFerentiated SERVices) 
es propuesto por la IETF para habilitar una cierta clasificación del tráfico IP en 
un número limitado de clases de servicio. Si bien los DiffServ no establecen 
una ruta extremo a extremo para conocer el estado de la red. Con todos los 
dispositivos de red con clases de servicio configuradas se llega a obtener un 
resultado preferente para tráfico prioritario con respecto a los demás cuando la 
red está congestionada. 
 
Los servicios diferenciados son propuestos para resolver problemas que 
aparecen en los servicios integrados y en RSVP, siendo el modelo DiffServ 
más escalable, flexible y sencillo. 
 
El modelo DiffServ propone la división del tráfico en función de su prioridad, 
resolviendo el problema de la señalización marcando el mismo paquete en los 
campos de su cabecera. 
 
De hecho, tan solo se definen los valores del campo DS de la cabecera IP y los 
PHBs (Per Hop Behaviour). Es el proveedor el responsable del tratamiento del 
tráfico y de los servicios que desea implementar.  
 
 
2.1.3.2. Edge y Core routers 
 
Hay una diferenciación entre edge router (router frontera) y core router (router 
de backbone). El edge router es el dispositivo de red que da entrada y salida al 
tráfico del dominio de DiffServ mientras que el core router es aquel que se 
encuentra dentro de este dominio.  
 
El nodo de entrada es el que condiciona el tráfico realizando las funciones de:  
 
• Marcado de paquetes modificando el campo DS. 
• Suavizado del tráfico mediante el almacenamiento de los picos del 
mismo para reenviarlos con una tasa de transmisión más estable. 
• Descarte de paquetes cuando sea necesario. 
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Estas medidas tienen como objetivo cumplir un SLA (Server Level Agreements) 
que previamente se ha definido. 
 
El descarte de paquetes más usual se sucede en los nodos interiores. Una 
combinación de la política de descartes con la marca de los paquetes 
determina la probabilidad de que exista un descarte. 
 
 
2.1.3.3. El campo DiffServ (DS) 
 
El código de DiffServ (DSCP) tiene 7 bits, lo que le permite disponer de 64 
clases de servicio, reemplazando el campo obsoleto de TOS de la cabecera IP.  
 
 
 
 
Fig. 2.1 Differentiated Services Code Point [4] 
 
 
2.1.3.4. Per Hop Behaviour 
 
El PHB es una descripción de las clases de servicios asociados a la 
codificación de DiffServ. Sobre esta descripción aparecen diferentes 
aplicaciones de políticas de clases para la transmisión de paquetes. 
 
Conforme con la descripción PHB se proponen algunas clases de servicios 
propios de DiffServ:  
 
• BE (Best Effort). Servicio sin requerimientos de ningún SLA. 
• EF (Expedited Forwarding). Esta clase de servicio acoge al tráfico con 
mayor prioridad. La información de gestión y las transmisiones de 
voz/video se suelen clasificar como EF.  
• AFxy (Assured Forwarding). Dentro de este grupo se acogen varios tipos 
de tráfico. Su clasificación depende de los requerimientos de los SLA a 
los que estén ligados.  
 
 
 
 
 
 
 
DSCP 
Clase de 
Servicio 
Campo DS 
 
Octeto TOS en IPv4 
Octeto de Clase de Servicio en IPv6 
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Tabla 2.1 Relación entre PHB y clasificación en DSCP 
 
PHB DSCP (binario) DSCP 
BE 0 0 
AF11 1010 10 
AF12 1100 12 
AF13 1110 14 
AF21 10010 18 
AF22 10100 20 
AF23 10110 22 
AF31 11010 26 
AF32 11100 28 
AF33 11110 30 
AF41 100010 34 
EF 101110 46 
 
 
2.1.4. Técnicas de adaptación de flujo 
 
Para la implementación de QoS en una red de datos, se debe llevar a cabo una 
clasificación del tráfico y en función de esta clasificación asignarlos a las colas 
con un algoritmo adecuado. 
 
 
2.1.4.1. Clasificación 
 
Esta acción se lleva a cabo en la frontera de la red (egde routers). Se realiza 
para establecer el criterio que luego será revisado con el objetivo de hacer 
cumplir las normas necesarias que garanticen la transmisión de las clases de 
servicio. La clasificación de los paquetes permite asignarlos a las colas 
correspondientes en cada salto. 
 
Para realizar una clasificación coherente, ésta se realiza conforme a unas 
normas. Estas normas pueden ser el resultado de la revisión del valor de DSCP 
o de la IP de fuente y/o destino (o incluso una combinación de ambos criterios).  
 
 
2.1.4.2. Acondicionamiento del Tráfico 
 
Para el acondicionamiento del tráfico, existen una serie de términos que se 
manejarán en el proceso. Estos son la medida de las propiedades del flujo de 
paquetes, las marcas sobre los paquetes(sobre el campo DS), el suavizado de 
tráfico y el descarte del exceso de tráfico.  
 
Hay varios sistemas de políticas de control y suavizado de tráfico, pero todas 
ellas hacen uso de los conceptos del Token Bucket[5], algoritmo que permite 
clasificar el tráfico entrante en función de los siguientes parámetros:  
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• CIR (Committed Information Rate). Determina la longitud media (en bps) 
en tiempo del flujo de datos. 
• CBS (Common Burst Size). Tamaño de la ráfaga de tráfico máxima 
acordada.  
• PIR (Peak Information Rate). Tamaño del pico de tráfico.  
• EBS (Excess Burst Size). Tamaño de la ráfaga máxima no acordada. 
 
Para la implementación de estos acondicionadores, existen modelos de token 
bucket distintos, como por ejemplo trTCM (Two Rate Three Color Marker)[6], o 
srTCM (Single Rate Three Color Marker)[7]. 
 
 
2.1.5. Scheduling 
 
Una cola es un buffer de paquetes. Cada router puede tener varias colas para 
diferentes interfaces. El algoritmo de clasificación o scheduling lleva a cabo la 
tarea de asignar los paquetes a las colas que les corresponden cumpliendo 
unas reglas de orden de los mismos.  
 
Hay cuatro puntos a tener en cuenta en esta acción: 
  
• Añadir el paquete a la cola correcta. 
• Descartar paquetes cuando la cola está llena. 
• Eliminar un paquete cuando lo requiera el scheduling. 
• Monitorizar el estado de la las colas para tomar medidas proactivas en 
orden de evitar un problema de congestión.  
 
Algunas de los algoritmos de clasificación disponibles son: 
 
FIFO (First In First Out). Es una sencilla política que estable un orden de salida 
relacionado directamente con el orden de entrada a la cola. El primer paquete 
en entrar es el primero en salir. 
  
Priorización de colas. Los paquetes son dispuestos en diferentes colas en 
función de su prioridad. Mientras hay paquetes en la cola de alta prioridad no 
se envían los paquetes de las demás colas.  
 
RR (Round Robin) Escanea de forma aleatoria las diferentes colas, enviando el 
paquete de la cola si encuentra transmisiones pendientes sin importar 
prioridades. Existe una variación de este esquema mediante la aplicación de 
prioridades a modo de probabilidad.  
 
WFQ (Weighted Fair Queuing). A cada cola se le asigna un “peso”. Durante un 
espacio de tiempo (time quantum) se envía el tráfico pendiente en una cola en 
función del peso que le es asignado. Esto permite el envío de un mayor número 
de paquetes con alta prioridad sin dejar en el olvido a los paquetes con menos 
prioridad. La variable identificativa del modelo, además de los pesos es el time 
quantum, el cual depende de varios parámetros para ser calculado. 
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LLQ (Low Latency Queuing). Este algoritmo aporta prioridad para aquellos 
paquetes que son clasificados como sensibles al retardo frente a los demás 
paquetes a transmitir.  
 
Las políticas de descarte determinan cuando un paquete se debe desechar. 
Estas medidas son necesarias para implementar cualquier esquema de 
clasificación. De hecho, no es estrictamente necesario esperar a que se llene 
una cola para proceder a descartar un paquete. Una política adecuada puede 
proceder a tomar estas medidas antes de que aparezca el problema en el 
buffer de la cola. 
 
RED y WRED son dos ejemplos de políticas de descarte: 
 
RED (Random Early Detection). Esta política establece, a partir de un valor 
específico de capacidad, una probabilidad de descarte linealmente creciente en 
función de la ocupación de la cola. Llegado a un umbral de ocupación (que no 
tiene que ser necesariamente el total de capacidad de la cola) se procede a 
descartar el paquete.  
 
WRED (Weighted Random Early Detection). La política WRED es la misma  
RED con la diferencia de que utiliza diferentes probabilidades de descarte y 
valores umbrales en función de la clase de tráfico.  
 
 
2.2. Principios de MPLS: etiquetado sobre IP 
 
2.1.6. Características de MPLS 
 
MPLS (Multiprotocol Label Switching) es una especificación de la IETF que 
apunta a corregir los problemas asociados al enrutamiento de tráfico en el nivel 
de red4. Ante la necesidad de consultar la dirección IP de la cabecera en cada 
salto, MPLS plantea un etiquetado de los paquetes para proceder a un 
switching de los mismos en cada salto. Esto es una solución versátil que 
permite aportar velocidad, escalabilidad y mayor control sobre la QoS.  
 
Las características de MPLS son: 
 
• Especifica mecanismos para trabajar sobre flujos de tráfico. 
• Es independiente de las capas de la OSI de enlace y de red. 
• Proporciona una relación entre las direcciones IP y etiquetas para 
adoptar un modo de trabajo sobre flujos de tráfico por conmutación. 
• Los protocolos de señalización utilizados son conocidos: OSPF[8] y 
RSVP. 
                                            
4 Según la pila de protocolos de la OSI. En la pila de protoclos TCP/IP la capa equivalente es la 
IP. 
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• Está diseñado para trabajar con protocolos de distinta naturaleza como 
frame relay o ATM. 
 
En MPLS, la transmisión de datos se lleva a cabo en los LSPs (label-switched 
paths). Un LSP no es más que una secuencia de etiquetas que recorren la red 
MPLS a través de sus nodos. Los LSPs se pueden establecer por previa 
solicitud para transmitir datos (control-driven) o por la aparición de datos a 
transmitir (data-driven).  
 
Las etiquetas son distribuidas usando el protocolo LDP (Label Distribution 
Protocol) y se superponen sobre la cabecera IP del paquete a transmitir para 
identificar el camino que éste debe seguir a través de la red MPLS. Así, se 
obtiene una alta velocidad de conmutación, porque las etiquetas son añadidas 
en el principio del paquete o celda, con una longitud fija y pueden ser 
procesadas por el hardware para conmutar entre dos enlaces con velocidad. 
  
Las tres acciones básicas para trabajar con las etiquetas son: 
 
• Push. El edge router inserta las etiquetas en los paquetes. 
• Pop. El edge router extrae las etiquetas de los paquetes. 
• Swap. El core router intercambia las diferentes etiquetas para conmutar 
los paquetes en los diferentes enlaces.  
 
La etiqueta se compone de los siguientes campos: 
 
• Label: identificador de etiqueta 
• Exp: reservado inicialmente para uso experimental. Identifica la calidad 
de servicio requerida por el paquete.  
• S: bandera que indica si existe apilamiento de etiquetas. 
• TTL: Time To Tive. 
 
 
 
 
 
Fig. 2.2 Estructura de la etiqueta MPLS 
 
 
2.1.6.1. LSR y LER 
 
Los dispositivos que intervienen en al arquitectura MPLS son el LER (Label 
Edge Router) y el LSR (Label Switching Routers). 
 
Label  S TTL EXP 
20 bits 3 bits 1 bit 8 bits 
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El LSR es un router de alta velocidad que se sitúa en el interior de la red MPLS 
y participa de la construcción de los LSPs haciendo uso del apropiado 
protocolo de señalización y conmutando el tráfico que fluye a través de los 
túneles LSP establecidos. 
  
El LER es un router que opera en la línea de acceso de la red MPLS, 
procesando el tráfico que entra y sale de la misma. El LER es el dispositivo que 
comienza la construcción de los LSPs y el que procede a dar paso al tráfico 
para que éste llegue su punto de destino. Es por esto último que el LER juega 
un papel fundamental en el establecimiento y retirada de las etiquetas. 
 
En un dispositivo MPLS los planos de control y tráfico están separados. Para la 
comunicación de la información de control se hace uso de protocolos IGP 
(como OSPF) y BGP. Hay que matizar que, aunque los routers MPLS 
fundamentan su operación en la conmutación de etiquetas, igualmente pueden 
enrutar tráfico IP. 
 
 
2.1.6.2. FEC 
 
El FEC (Forward Equivalence Class) es la representación de un grupo de 
paquetes que comparten los mismos requerimientos para ser transportados. 
Todos los paquetes de este grupo reciben el mismo trato para llegar a sus 
destinos. La asignación de este grupo se realiza solo una vez, al entrar en la 
red. Los FECs pueden estar basados en los requerimientos de servicios o en 
un prefijo de una dirección IP. Cada LSR construye una tabla donde especifica 
cómo será enviado un paquete. Esta tabla, la LIB (Label Information Base) es 
el resultado de la relación entre los FECs y las etiquetas. 
 
 
2.1.7. Particularidades de MPLS 
 
El modo de funcionamiento de una red MPLS se compone de: 
 
• Creación de etiquetas y distribución de las mismas.  
• Creación de la LIB en cada router.  
• Creación del LSP. 
• Etiquetado del paquete y envío el mismo. 
 
14  Desarrollo de plano de gestión para una red MPLS 
 
 
Fig. 2.3 Ejemplo de operación de una red MPLS 
 
 
2.1.7.1. Relación de etiquetas con FEC 
 
Las etiquetas toman relación con los FEC en función de muchas variables. El 
criterio a seguir para ello puede ser por:  
 
• Destino de routing unicast 
• Traffic engineering  
• Multicast  
• VPN (Virtual Private Network)  
• QoS 
 
 
2.1.7.2. Establecimiento de LSP 
 
Existen dos métodos para el establecimiento de los LSPs: 
  
Salto a salto: cada LSR selecciona el próximo salto según el FEC disponible. El 
método es similar a la forma de enrutamiento de las redes IP.  
 
Ruta explícita: a partir del primer LSR de salto se construye una lista de saltos 
específica (aunque esta no sea la más óptima). A lo largo del túnel los recursos 
procurarán estar disponibles para cumplir con la QoS. 
 
El LSP es unidireccional. Para el establecimiento del camino de vuelta (si lo 
debe haber) seguirá un proceso independiente.  
 
 
2.3. Traffic Engineering[9] 
 
Con MPLS, las características aplicadas de traffic engineering están integradas 
en la capa de red, lo que permite optimizar el enrutamiento del tráfico IP.  
 
Las capacidades de MPLS Traffic Engineering son: 
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Realiza un uso más eficaz de los protocolos IGPs utilizados.  
 
Determina las rutas para los flujos de tráfico basándose en los recursos que 
requiere el flujo de datos y la disponibilidad de los mismos en la red.  
 
Utiliza el constraint-based routing, técnica mediante la cual combina la 
búsqueda del camino con los recursos suficientes junto con el camino más 
corto. Los requerimientos de calidad de MPLS-TE a su vez son más completos 
que los proporcionados por otros protocolos al incluir prioridades entre LSPs. 
 
MPLS-TE establece y mantiene automáticamente los LSPs a través del 
backbone de la red usando RSVP.  
 
Sobre el backbone de una red MPLS se observan los efectos del traffic 
ingenieering al formarse una malla de túneles desde cualquier punto de entrada 
a cualquier punto de salida. Los módulos MPLS-TE para calcular túneles y 
señalización buscan el mejor camino para el LSP dentro del dinámico 
comportamiento de la red.  
 
Una de las aportaciones más importantes de MPLS-TE es el Fast ReRoute o 
FRR. Su aplicación permite mitigar las caídas de enlaces reestableciendo las 
comunicaciones a gran velocidad (a modo de como lo haría la tecnología SDH).  
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CAPÍTULO 3. REDES DE GESTIÓN 
 
3.1. Propósito de una red de gestión 
 
Las redes de gestión tienen por misión el mantenimiento y control de las redes 
telemáticas con aplicaciones distribuidas que, debido a su extensión y 
complejidad, reportan una probabilidad considerable de tener problemas de 
prestaciones para sus usuarios. Dicha gestión se lleva a cabo mediante 
herramientas automatizadas que dibujan un mapa del estado de la red a cada 
momento. Sin embargo, las características de cada red, siempre complejas, 
obligan a las redes de gestión añadir un coste añadido adicional en su diseño 
para ser capaces de adaptarse a todas aquellas alarmas que, en función de la 
utilidad de dicha red, sean necesarias para detectar y para conocer 
exactamente si hay un error a evaluar.  
 
 
3.2. TMN[10] 
 
La ITU-T hace una propuesta de gestión de red que es lo más parecido a un 
completo sistema de seguimiento de la integridad de la red. Con una fuerte 
influencia de las recomendaciones de la OSI, busca tener controlados una serie 
de puntos que le permiten tener un control total sobre su configuración y sobre 
los eventos que la afectan. Estos puntos son: 
 
Gestión de fallos: diferenciando bien una incidencia producida por un error 
puntual o por un fallo venido por algún comportamiento anormal de la red. En la 
medida en que el sistema de gestión está más automatizado es deseable que 
éste sea capaz no solo de detectar las alarmas ocasionadas por estos sucesos, 
sino además, ser capaz de recuperar la red cuando los protocolos de 
comunicación tradicionales no pueden hacerlo. 
 
Gestión de contabilidad: seguimiento del uso de la red por parte de usuarios, 
aplicaciones, ancho de banda consumido, etc. 
 
Gestión de acceso y configuración: el acceso y configuración de los equipos es 
deseable que se lleve a cabo de forma centralizada. 
 
Gestión de prestaciones: monitorización de la actividad de la red, en 
combinación con el control de ajustes necesarios para mejorar los servicios que 
sobre esta actividad se encuentran funcionando. 
 
Gestión de seguridad: control y distribución de claves de acceso a los equipos 
de enrutamiento y computadoras de gestión de red, etc.  
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3.3. El modelo SNMP 
 
SNMP[11] es un conjunto de especificaciones de comunicación de red muy 
simple que cubre los mínimos necesarios de gestión de red TCP/IP exigiendo 
muy poco esfuerzo a la red sobre la que SNMP está implementada. La 
estructura consiste en:  
 
• Estructura e identificación de la información de gestión para redes 
basadas en TCP/IP, que describe cómo se definen los objetos 
gestionados contenidos en la MIB[12]. 
• Protocolo de Gestión de Redes Simples[13], que define el protocolo 
usado para gestionar estos objetos. 
 
Con el deseo de facilitar una futura transición a protocolos de gestión de redes 
basados en OSI, se procedió a la definición en el lenguaje ASN.1 y de un MIB. 
 
 
3.3.1. Arquitectura propuesta 
 
La arquitectura de gestión que se propone es un sencillo sistema formado por 
agentes SNMP. Estos intercambian mensajes para llevar a cabo las tareas de 
gestión. Uno es el agente que gestiona el equipo o la red y el otro agente es el 
que responde a las peticiones del gestor. El agente SNMP puede formar parte 
de una comunidad de gestión numerosa.  
 
El agente de gestión también puede responder a las peticiones de otros 
agentes configurando así una red más compleja de gestión. 
 
 
3.3.2. Representación de la información de gestión 
 
La información de gestión se representa según el lenguaje ASN.1[14]. SNMP 
utiliza un subconjunto bien definido de dicho lenguaje, incluyendo uno más 
complejo para la descripción de objetos gestionados y para describir las 
unidades de datos de protocolo (PDU) utilizadas para gestionar esos objetos.  
 
Puesto que los recursos de la red están representados por objetos (OID), 
queda el ordenamiento de estos como en una base de datos. A esta BBDD de 
los OIDs se la denomina MIB (Management Information Base). La organización 
de los elementos en la MIB responde a una numeración en árbol que permite 
que cada identificador sea único. Son entonces estos objetos, almacenados en 
el agente en forma de diferentes MIBs, a los que accede la estación de gestión 
para monitorizar el comportamiento del equipo. Incluso puede llegar a 
configurar algunos aspectos del equipo a través de estos OIDs.  
 
Existen una serie de MIBs estándar para la gestión de elementos básicos de la 
red pero también, debido al gran número de variables de interés y a la gran 
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cantidad de dispositivos, no son menos importantes las MIBs privadas que se 
han añadido al árbol organizativo. 
 
 
3.3.3. Operaciones soportadas por la información de gestión 
 
El SNMP modela las funciones del agente de gestión como lecturas (get) o 
escrituras (set) de variables. Esto contribuye de forma positiva en dos formas:  
 
• Limita el número esencial de funciones de gestión realizadas por el 
agente de gestión a dos.  
• Evita introducir el soporte de comandos de gestión imperativos en la 
definición del protocolo.  
 
La estrategia se fundamenta en que la monitorización del estado de la red se 
puede basar a cualquier nivel de detalle en el sondeo (poll) de la información 
apropiada en la parte de los centros de monitorización. Un número limitado de 
mensajes no solicitados (traps) guían el objetivo y la secuencia del sondeo. 
 
 
3.3.4. Forma y significado de los intercambios 
 
La comunicación de la información entre entidades de gestión se realiza en el 
SNMP por medio del intercambio de mensajes de protocolo. El intercambio de 
mensajes SNMP sólo requiere un servicio de datagramas poco fiable, y todo 
mensaje se representa por un único datagrama de transporte. 
 
Las entidades de protocolo se comunican entre sí mediante mensajes, cada 
uno formado únicamente por un datagrama UDP. Cada mensaje está formado 
por un identificador de versión, un nombre de comunidad SNMP y una PDU  
 
Todas las implementaciones del SNMP soportan 5 tipos de PDU:  
 
• GetRequest  
• GetNextRequest  
• GetResponse  
• SetRequest  
• Trap 
 
 
3.3.4.1. GetRequest-PDU y GetNextRequest-PDU 
 
Son PDU's que solicitan a la entidad destino los valores de ciertas variables. En 
el caso de GetRequest estas variables son las que se encuentran en la lista 
VarBindList; en el de GetNextRequest son aquellas cuyos nombres son 
sucesores lexicográficos de los nombres de las variables de la lista. Como se 
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puede observar, GetNextRequest es útil para confeccionar tablas de 
información sobre un MIB. Son generadas por una entidad de protocolo sólo 
cuando lo requiere su entidad de aplicación SNMP. Estas PDUs siempre 
esperan como respuesta una GetResponse. 
 
 
3.3.4.2. SetRequest 
 
Ordena a la entidad destino poner a cada objeto reflejado en la lista VarBindList 
el valor que tiene asignado en dicha lista. Es idéntica a GetRequest, salvo por 
el identificador de PDU. Es generada por una entidad de protocolo sólo cuando 
lo requiere su entidad de aplicación SNMP. Espera siempre como respuesta 
una GetResponse. 
 
 
3.3.4.3. GetResponse 
 
Es una PDU generada por la entidad de protocolo sólo como respuesta a 
GetRequest, GetNextRequest o SetRequest. Contiene o bien la información 
requerida por la entidad destino o bien una indicación de error. Cuando una 
entidad de protocolo recibe una GetRequest  una SetRequest o una 
GetNextRequest responde con los valores correspondientes a los exigidos 
según el tipo de PDU recibida. 
 
 
3.3.4.4. Trap 
 
Es una PDU que indica una excepción o evento. Es generada por una entidad 
de protocolo sólo habiendo sido configurado previamente por una entidad de 
aplicación SNMP. Cuando una entidad de protocolo recibe un Trap, presenta 
sus contenidos a su entidad de aplicación SNMP. 
 
 
3.3.5. SNMPv2 y SNMPv3 
 
SNMPv2 adopta mejoras en la eficacia y la compatibilidad. Para ello, se 
procede a expandir las descripciones en ASN.1 admitidas para SNMP por lo 
que aparecen nuevos tipos de datos y nuevas operaciones. Se añaden además 
dos PDUs nuevas: GetBulkRequest, que permite obtener una gran cantidad de 
datos de una sola petición e InformRequest, PDU para enviar entre gestores. 
 
SNMPv3 es la mejora aportada para suplir los graves problemas de seguridad 
que no solucionan ninguna de las versiones anteriores. Estas nuevas 
capacidades permiten protegerse contra las amenazas de modificación de la 
información, enmascaramiento, modificación del flujo de mensajes y revelación 
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de contenidos. Sin embargo, quedó pendiente una solución estándar para la 
defensa contra la denegación de servicio o el análisis de tráfico. 
 
 
3.4. La realidad: el modelo mixto 
 
La evolución de las redes no fue previsto de la misma forma en las 
herramientas de gestión, al menos de forma unísona. Mientras los órganos de 
normalización procedían a diseñar complejos y completos sistemas de gestión 
de red, el modelo de gestión SNMP para redes TCP/IP ganaba adeptos entre 
fabricantes y usuarios por su sencillez. Finalmente, en una evolución natural de 
las necesidades, ambos caminos se han encontrado, observando en las redes 
de gestión actuales una organización por capas parecida a la de una red TMN 
pero haciendo un uso imprescindible del protocolo SNMP (adaptando la 
estructura de la red de gestión a las necesidades de los agentes). 
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CAPÍTULO 4. ESCALABILIDAD EN LA GESTIÓN 
 
4.1. Java 
 
4.1.1. Java: multiplataforma e interpretado 
 
El lenguaje de programación Java surgió originalmente para trabajar sobre 
pequeños dispositivos eléctricos de diversa naturaleza. Pretendía resolver un 
problema de dependencia del dispositivo por parte del código (generalmente en 
C y C++). Esta singular característica, coincidió con el avance de Internet. 
Curiosamente, uno de los problemas de la interconexión de redes y equipos 
finales propone un reto de compatibilidad a todos los niveles. Para las 
máquinas finales, la dependencia del sistema operativo era un impedimento de 
peso para compartir aplicaciones.  
 
Fueron estas circunstancias las que permitieron que, Java, mostrase sus 
virtudes como lenguaje multiplataforma, pudiendo resolver estos problemas. 
Con una máquina virtual Java instalada en el sistema operativo, se puede 
ejecutar el mismo programa en cualquier computadora. Siendo así, Java ha 
recorrido rápidamente  un camino que lo ha convertido en un lenguaje de 
programación de alto nivel para aplicaciones en red. 
 
Una característica fundamental de Java es que es un lenguaje de 
programación interpretado. Pensado para equipos donde la velocidad de 
ejecución no era tan relevante Java plantea una serie de deficiencias en la 
velocidad de la ejecución de su código. Sin embargo, poco a poco, aplicaciones 
con necesidades de tiempo más críticas también están empezando a utilizar 
Java para implementar código. Su ventaja de lenguaje multiplataforma es una 
oportunidad que tiene utilidad en gran cantidad de aplicaciones. Este desarrollo 
de aplicaciones basadas en Java ha dado oportunidad para que hayan 
aparecido más herramientas  y utilidades para Java para la programación en 
red, siendo el caso particular de las aplicaciones de Internet las más 
beneficiadas. 
 
 
4.1.2. Características de programación para la red 
 
Con todo, para la programación de aplicaciones con Java, debemos prestar 
especial atención a una serie de puntos, los cuales, para las características de 
herramientas de red pueden ser relevantes en su rendimiento. 
 
Gestión y control de diferentes threads. Para llevar a cabo varias tareas de 
forma simultánea y acceder a multitud de recursos se hace uso con frecuencia 
de la implementación de threads. Esto puede plantear problemas de acceso a 
diferentes recursos e incluso matar a un proceso en una espera interminable 
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por uno de ellos. Vigilar la gestión de prioridades y la política de acceso a los 
recursos de la aplicación será un ejercicio de programación constante. 
 
Sincronización de accesos. Efecto del punto anterior, el acceso a los recursos 
de forma simultánea puede ocasionar inestabilidades o inexactitudes al obtener 
datos (o recibirlos). Por esto, se deberá buscar los puntos de acceso y 
manipulación de los recursos y variables compartidas para su sincronización. 
Esto permitirá evitar extraños comportamientos de la aplicación cuando se 
acceda a estas variables. 
 
Carga dinámica de objetos. La integración de diferentes tecnologías implica 
una mayor probabilidad de actualización en alguna parte de una herramienta 
de red. La opción de cargar clases o incluso métodos de forma dinámica puede 
ser una solución para mantener un código estructurado. La carga dinámica 
implica, eso sí, una mayor carga computacional (mayor ocupación de la CPU y 
tiempo de ejecución). 
 
Utilización de patrones de programación. La experiencia en la programación 
con Java permite hacer uso de unas buenas prácticas para la innovación. Los 
patrones de diseño son una prueba de ello. Con ellos, podremos construir un 
código extenso con menos carga de programación. Ejemplos de estos patrones 
son la factory, el singleton o el observer/observable.[15].  
 
4.1.3. Integración de aplicaciones 
 
Java es un lenguaje de programación sencillo que ha reducido la complejidad 
de la que padece C++, sin embargo, sigue manteniendo las ventajas de un 
lenguaje de programación orientado a objetos, siendo flexible para su 
integración con gran cantidad de tecnologías.  
 
Su facilidad de uso se muestra en la sencillez de la herencia que propone y la 
imposibilidad de utilizar punteros entre otras características. Además, para la 
programación en red, dispone de APIs de diferente naturaleza, que le aportan 
mayores posibilidades para desarrollar aplicaciones de distintas. 
 
Así, para la programación de herramientas de gestión, en la última versión de 
Java[16] encontramos una gran cantidad de opciones para la programación de 
aplicaciones[17], ya sea en las posibilidades del propio lenguaje aportadas por 
sus principales impulsores o en las APIs proporcionadas por organismos 
independientes, como APIs añadidas (SNMP de westhawk[18]). Incluso, el 
desarrollo de nuevas tecnologías, parte de la utilización de Java para llegar a 
otras metas, proporcionando una integración de las mismas para la obtención 
de aplicaciones complejas. Desde la aparición de herramientas web (servidor 
de aplicaciones (Apache[19]) a la explotación de entornos de desarrollo como 
JBuilder[20] o Eclipse[21]. 
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4.2. XML 
 
XML[22] (eXtensible Markup Language) no es más que un conjunto de reglas 
para definir etiquetas semánticas que nos organizan un documento en 
diferentes partes. XML es un metalenguaje que define la sintaxis utilizada para 
definir otros lenguajes de etiquetas estructurados. 
 
XML es una arquitectura más abierta y extensible. Los identificadores pueden 
crearse de manera simple y ser adaptados en el acto por medio de un validador 
de documentos (parser). Con ello, proporciona mayor consistencia, 
homogeneidad y amplitud de los identificadores descriptivos de documentos, lo 
que permite que se pueda utilizar para el intercambio de documentos entre las 
aplicaciones tanto en una aplicación como en una red. Esto nos lleva a poder 
utilizar archivos XML con datos compuestos para múltiples aplicaciones, desde 
páginas web hasta bases de datos. 
 
Un archivo XML puede construirse de forma correcta gramaticalmente (estar 
bien formado) pero no tiene porqué estar validado. Esto significa que al menos, 
el archivo dispone de las etiquetas conforme la norma lo requiere pero si, este 
archivo debe ser utilizado por alguna aplicación en concreto que disponga de 
un orden y variables requeridas, será necesario validar este archivo con esas 
normas. Las posibles marcas que pueden aparecer en un documento XML y 
los atributos que estas pueden tener se definen entonces en un fichero tipo 
DTD (Document Type Definition). Una aplicación especificará en un DTD la 
norma que debe cumplir un XML para que le sea válido. 
 
Otra forma de dar formato a documentos XML es mediante un archivo 
XSD[23]. Es una alternativa para las DTDs. Utilizan la sintaxis propia de XML 
por lo que es más fácil de aprender y se procesa igual que un XML. Una página 
de estilo XSD permite modificar un documento XML, produciendo otro validable 
por un DTD o sencillamente para una aplicación. 
 
Para la transformación o validación de un archivo XML, se puede hacer uso de 
los validadores o parsers existentes. Estos se pueden clasificar en dos: los 
parsers de bajo nivel y los parsers de alto nivel. 
 
Un parser de bajo nivel es aquel que trabaja directamente sobre las etiquetas 
del documento para recoger y/o analizar la información que se encuentra en 
ellas. Debido a que trabaja sobre el XML o XSD directamente, la libertad de 
manejo es muy amplia. Además, su utilización es válida para gran cantidad de 
aplicaciones donde se requieran validaciones diversas. Podemos encontrar dos 
parsers de bajo nivel: SAX[24] y DOM [25](Document Object Model). 
 
SAX analiza el documento evento a evento, de forma lineal sobre el texto 
mientras que DOM construye un árbol jerárquico con la información del 
documento a parsear. Esto hace que el primero sea más rápido que el segundo 
(aunque no permita luego manipular información una vez ésta haya sido 
procesada). 
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Los parsers de alto nivel hacen uso de los de bajo nivel para obtener una 
adaptación de la información contenida en un XSD para una BBDD o un 
lenguaje de programación. De hecho, existen varios parsers de alto nivel 
preparados para trabajar en Java. Encontramos Xerces [26] y Castor[27]. Este 
último se desarrolló inicialmente para BBDD siendo también bastante útil para 
la transformación de XSD en objetos Java. 
 
 
4.2.1. Web Services 
 
Se entiende por Web services como una colección de protocolos y estándares 
que sirve para intercambiar datos entre aplicaciones. Distintas aplicaciones de 
software desarrolladas en lenguajes de programación diferentes y ejecutadas 
sobre cualquier plataforma pueden utilizar los servicios Web para intercambiar 
datos en redes de ordenadores como Internet. La interoperabilidad se consigue 
mediante la adopción de estándares abiertos. Así pues, XML es el formato 
estándar para los datos que se intercambian. SOAP[28] es uno de los 
protocolos que se puede utilizar para establecer este intercambio. Además, los 
datos XML también pueden enviarse de una aplicación a otra mediante 
protocolos como HTTP, FTP, o SMTP. 
 
La implementación de servicios web proporciona varias ventajas puesto que 
portan interoperabilidad entre aplicaciones de software independientemente de 
sus propiedades o de las plataformas sobre las que se instalen, Añadiendo 
que, los servicios Web fomentan los estándares y protocolos basados en texto, 
lo cual hace que sea más fácil acceder a su contenido y entender su 
funcionamiento. 
 
Finalmente, al apoyarse en HTTP, los servicios Web pueden evitar lso 
inconvenientes de los sistemas de seguridad como los firewall sin necesidad de 
cambiar las reglas de filtrado. 
 
 
4.3. SOAP 
 
Para la implementación de un servicio web se tiene que tener en cuenta 
algunas consideraciones. Puesto que es una pila de aplicaciones, se tiene que 
elegir qué tecnología de las disponibles se va a usar. La implementación de 
SOAP se suele realizar mediante un servidor web junto con un servidor de 
aplicaciones. Siendo la comunicación del tipo cliente-servidor, se tiene que 
añadir el servidor de SOAP. Un ejemplo de la arquitectura completa es la 
propuesta de Apache:  
 
• Servidor web: Apache 
• Servidor de aplicaciones: Jakarta Tomcat 
• Aplicación Soap (servidor): Axis 
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Así, el cliente SOAP será un sencillo navegador web que realizará las 
peticiones mediante HTTP y el servidor procesará dichas peticiones. La 
comunicación quedará establecida durante el proceso de petición y respuesta. 
 
Un mensaje SOAP es un mensaje de texto con la gramática XML. Se compone 
de tres partes: el envoltorio (envelope), la cabecera (header) y el cuerpo del 
mensaje (body). En el envelope el mensaje SOAP se indica el estándar SOAP 
que lo identifica como mensaje de este tipo, mientras que el header añade 
información relevante del mensaje como su identificación (la cual es única) o la 
dirección URI del destinatario y del origen. El header también puede aportar 
datos referentes al tipo de contenido que se encuentra en el body. En el body 
se encuentra el mensaje que realmente se necesita (el requerimiento del web 
service invocado. La recuperación de este contenido por parte del cliente 
implica el fin de la comunicación con SOAP. 
 
Obviamente para que la comunicación se pueda realizar el cliente debe 
conocer la forma de estructurar su petición hacia el servidor SOAP. Para ello 
existe un estándar de definición de mensajes, WSDL[29], el cual no es más 
que un archivo descriptivo de la sintaxis necesaria para realizar la petición. 
 
Combinado pues, una arquitectura SOAP con un cuerpo del mensaje en texto 
XML se puede conseguir una arquitectura de comunicación que permita 
atravesar Internet con mayor comodidad. 
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CAPÍTULO 5. ARQUITECTURA DE GESTIÓN DE QoS EN UNA  
RED  MPLS-TE 
 
5.1. Objetivos funcionales 
 
El objetivo del proyecto es crear una red con calidad de servicio punto a punto 
para los servicios que lo requieran, mediante la provisión de una herramienta 
de gestión que realice las operaciones de forma automática. 
 
Para llegar a ello se propone la programación de una aplicación para la gestión 
de la QoS de una red MPLS. Esta herramienta de red, posteriormente, será 
testeada y probada evaluando efectos de su actividad sobre la red MPLS. 
 
 
5.1.1. Gestión de configuración 
 
Se llevará a cabo la recolección y escritura de los valores adecuados desde la 
NMS al NEM (y viceversa). Mientras el GUI aportará una visión global del 
sistema, permitiendo la visibilidad de las características de cada dispositivo si 
fuera necesario. 
 
 
5.1.2. Gestión de fallos 
 
El NEM recogerá las alarmas previamente configuradas para la calidad de 
servicio así como el estado del interfaz. Estos datos pasarán a la NMS que 
tomará las medidas adecuadas, consultando al CAC, para reestablecer el LSP 
sin que otros LSPs se vean afectados. Toda esta operación estará visible 
durante su realización en el GUI. 
 
 
5.1.3. Gestión de prestaciones 
 
Bajo petición del operador a través de la GUI, la NMS podrá programar  sobre 
los NEMs la monitorización de ciertas variables que den una descripción 
concisa de las características de la QoS en los routers en un instante dado. 
 
 
5.1.4. Gestión de seguridad 
 
Desde la GUI se podrá proceder a gestionar los usuarios y contraseñas de los 
routers así como de los diferentes equipos que intervienen en la red de gestión. 
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5.2. Arquitectura 
 
La arquitectura propuesta se compone de tres capas de gestión por encima de 
la capa de equipos. La capa de NEMs acoge a los elementos que están 
designados a gestionar de forma individual cada router. Estos NEMs no son 
conscientes de la existencia de la red. Tan solo están diseñados para 
configurar un equipo y para recibir los traps de éste. Los NEMs pueden ser 
agrupados en una misma máquina, donde compartirán el recolector de traps y 
el server socket para comunicarse con la NMS. 
 
Situándose sobre la capa de NEMs, se encuentra la capa de gestión de red 
donde la NMS centra la actividad. Esta capa acoge el dispositivo responsable 
de centralizar las decisiones de la red de gestión ante cada evento. Mención 
especial dentro de la NMS tiene el CAC, conjunto de algoritmos encargados de 
calcular rutas que cumplan las características de QoS de cada LSP 
modificando si es necesario los ya establecidos. 
 
Finalmente, tenemos en el nivel superior la GUI, interfaz gráfica de uso de 
operadores e ingenieros mediante la cual se tiene conocimiento del estado de 
la topología así como de las decisiones automáticas calculadas por la NMS y el 
CAC ante las circunstancias que afecten a la QoS de cada túnel. 
 
 
 
 
Fig. 6.1 Distribución por capas de la herramienta de gestión de QoS 
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5.2.1. GUI (Graphical User Interface) 
 
Esta interfaz es la utilizada por el operador de red para hacer uso de las 
herramientas de gestión de todo el sistema. La GUI debe mostrar una 
representación gráfica de la topología de la red así como de la relación entre 
los elementos de red, los NEM y la NMS. 
 
En caso de alarma, esta se verá reflejada en la GUI mediante información 
gráfica, añadiendo la información sobre las acciones llevadas a cabo para 
responder a la incidencia. 
 
La GUI permitirá la opción de llevar a cabo la monitorización de la QoS de la 
red mediante una opción expresa de monitorización, representando los valores 
mediante gráficas. 
 
Como opción a añadir, se podrá gestionar el acceso a los equipos mediante 
contraseñas y perfiles de usuario. 
 
 
5.2.2. NMS (Network Management System) 
 
La NMS es la capa de gestión responsable de la toma de decisiones del 
sistema. Sus funciones son: 
 
• Recoger los datos de los diferentes NEMs, construyendo una 
representación lógica de cada uno.  
• Mantener una imagen lo más actualizada posible del estado de la red, 
tanto de cada uno de sus enlaces así como de los dispositivos que la 
forman. 
• Tomar las decisiones adecuadas para, en caso de necesitar un nuevo 
LSP, este se construya con la QoS necesaria garantizada. 
  
Para llevar a cabo su función la NMS establece dos interfaces de 
comunicación, una con la GUI y otra con los NEMs. Bajo la observación de la 
GUI la NMS recoge la información necesaria de los NEMs, tras lo cual, llevará 
cabo las consultas al CAC (Call Admission Control) para conocer los 
parámetros adecuados que se necesiten para construir un LSP. 
 
El CAC es el algoritmo responsable de dar una QoS adecuada a un nuevo LSP 
sin influir en los LSP ya existentes. 
 
En caso de haber algún requerimiento de observación de prestaciones o de 
configuración de variables de seguridad, la NMS se lo reportará a los NEMs 
mediante las instrucciones adecuadas para que estos lo lleven a cabo. 
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5.2.3. NEM (Network Element Monitor) 
 
Los NEMs de la red de gestión componen la capa más próxima a los 
dispositivos de red. Es por ello que se puede entender su función de gestionar 
los dispositivos directamente. 
 
Cada NEM está asignado a un router o elemento de red para la gestión de sus 
interfaces, y conocimiento de sus túneles y QoS de sus comunicaciones. Estos 
NEMs tienen la función de estandarizar las comunicaciones de gestión entre 
los routers y la misma red de gestión. Siendo así, cada NEM tiene adaptada 
sus interfaces en ambos sentidos, para que independientemente del router 
escogido éste pueda interactuar con la red de gestión de manera normalizada. 
 
En su función de configuración de equipos, es el NEM quien sustituye 
físicamente a las sesiones de terminal o telnet con operador. Mediante unos 
comandos estándar, el NEM es capaz de configurar los equipos para que 
funcionen de forma autónoma para la comunicación MPLS. 
 
El NEM es la unidad responsable de tratar las alarmas y traps del equipo, 
siendo en este caso, por motivos asociados a las características del protocolo 
SNMP, un proceso común para aquellos NEMs que comparten máquina de 
ejecución, el responsable de recoger todos los traps y después, asignarlos a 
los procesos de cada NEM según el equipo origen de la alarma. De ser una 
alarma asociada a un evento de relevancia para la gestión, se enviará un 
mensaje adecuado  a la NMS, indicando el tipo de alarma producida y el equipo 
origen de la misma. 
 
Las peticiones de seguimiento de prestaciones las llevará a cabo el NEM sobre 
el router asociado a él mediante peticiones SNMP durante un tiempo 
determinado. Este seguimiento de prestaciones pretende descubrir la realidad 
de las características QoS de las interfaces del router en un instante dado. 
 
El NEM se hace cargo de los requerimientos de seguridad accediendo al router 
mediante contraseñas y utilizando las comunidades correspondientes SNMP 
para la realización de consultas y recuperación de traps.  
 
 
5.2.4. Devices (router Cisco, Linux) 
 
La capa física de la red se encuentra representada por los equipos que la 
conforman. La red de gestión será una red fuera de banda por lo que las 
incidencias propias de la red de tránsito no deberían afectar a la red de gestión. 
 
Para la realización de la red MPLS, obviamente, es necesario la utilización de 
routers MPLS con utilización de DiffServ. Para ello, se escogieron equipos 
Cisco compatibles que además dispusieran de las IOS adecuadas para las 
configuraciones necesarias en la red. Los routers también deberán disponer de 
los correspondientes agentes SNMP con las necesarias MIBs que permitan las 
consultas MPLS, QoS e información de enrutamiento para el descubrimiento de 
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las rutas LSP. Mención especial tiene la necesidad de conocer mediante esta 
vía la creación, modificación y eliminación de túneles LSP en los routers LER y 
los parámetros de QoS como políticas, suavizado, medida, encolamiento y 
clasificación del tráfico. 
 
Los routers serán configurados mediante sesiones telnet con la sucesiva 
ejecución de un script de comandos adecuados para la manipulación de LSPs. 
 
 
5.3. Tecnologías utilizadas 
 
El desarrollo de las tres capas de la herramienta se está llevando a cabo con el 
lenguaje de programación Java (haciendo uso de JBuilder y de Eclipse). Se 
escogió el lenguaje de programación Java 5.0 porque este permite, gracias a 
su naturaleza interpretada, la ejecución de las aplicaciones en los sistemas 
operativos Windows XP y GNU/Linux, habiendo instalado previamente una 
máquina virtual Java. 
 
Se hace uso de la tecnología Web services para la comunicación entre la GUI y 
la NMS y entre la NMS y los NEMs. Esto permite una integración mayor de los 
elementos de red de gestión en la red que la entidad pueda tener ya 
implementada. Los beneficios de las características escalables Web services 
nos permiten situar los elementos red fuera de banda interconectando dichos 
elementos a través de Internet. 
 
Para la definición de las interfaces se utilizan archivos XML(.xsd). En estos 
archivos se definen las instrucciones que van a utilizar GUI-NMS y NMS-NEM. 
Estos archivos serán utilizados por un parser de alto nivel, Castor[, con el cual 
se obtendrán los objetos Java a utilizar en la aplicación (esta operación tan solo 
se realizará cuando se actualice el archivo .xsd aportado por el gestor de red). 
Mediante la definición de estas interfaces, queda bien claro qué es lo que cada 
aplicación podrá utilizar como variables y qué debe devolver. 
 
La configuración de los equipos se lleva a cabo mediante sesiones telnet, las 
cuales nos permiten utilizar los comandos CLI de los router escogidos para el 
escenario (Cisco o Linux). A su vez, las comprobaciones de las configuraciones 
y los traps, hacen uso del protocolo de gestión SNMP.  
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Fig. 6.2 Diagrama de interconexión entre la red de gestión de QoS y la red de tráfico MPL 
32  Desarrollo de plano de gestión para una red MPLS 
CAPÍTULO 6. DISEÑO DE NEM 
 
6.1. Requerimientos 
 
6.1.1. Configuración previa del router 
 
Para el correcto funcionamiento de la red de gestión de QoS, es necesario que 
los equipos a gestionar dispongan de una configuración previa para el correcto 
acceso a los mismos. Se necesita pues lo siguiente: 
 
• Interfaces del router listas para dar conectividad. 
• Interfaz loopback para el funcionamiento MPLS. 
• Comunidad de solo lectura SNMP correctamente configurada. 
• Protocolo de enrutamiento activado y trabajando. 
• Protocolo SNMP activado. 
• Routers preparados con la configuración MPLS mínima. 
• RSVP preconfigurado para usar entre el 80-90% del ancho de banda de 
cada enlace.  
 
 
6.1.2. Gestión de la configuración 
 
Las funciones de configuración requeridas se llevan a cabo mediante 
comandos de protocolo CLI (a través de una sesión de Telnet) y 
comprobaciones SNMP (para aquellos comandos cuyos resultados están 
disponibles en las MIBs del fabricante). Estas funciones son: 
 
Crear, modificar y borrar LSPs desde la dirección IP de origen a la dirección IP 
de destino con el ancho de banda requerido y con conocimiento del estado del 
mismo. Esta operación se lleva a cabo sobre el LER solamente. 
 
Funciones de configuración de QoS sobre los LSPs: 
 
• Clasificación de tráfico en los LER y en los LSR 
• Mapeo de tráfico basado en DSCP en los LER de entrada y en MPLS 
EXP bits en los LSR. y gestión del mismo en las diferentes colas del 
sistema  
• WRED integrado con CB-LLQpara llevar a cabo clasificación de tráfico 
mediante Diff-Serv AF y EF (una cola de prioridad y cuatro colas 
CBWFQ con tres prioridades de descarte de paquetes en cada cola.  
• Traffic Shapping por clase de servicio sobre los LER de salida de tráfico. 
• Garantía del ancho de banda asignado a cada clase y establecimiento 
del tamaño de las colas para fijar un jitter y un delay para cada clase. 
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6.1.3. Gestión de alarmas 
 
El agente SNMP del dispositivo enviará eventualmente traps a su NEM 
correspondiente. Estas alarmas deben de ser notificadas por el NEM a la NMS. 
Las alarmas que aportan los routers serán las relacionadas con:  
 
• Detección de estabilidad de la red. Durante el tiempo de convergencia 
de la red la herramienta de gestión no debería realizar ninguna tarea 
sobre los equipos.  
• Conocimiento de los cambios de estado de los LSPs. 
• Notificación de eventos de las funciones de QoS (exceso de tráfico 
sobre umbral WRED, etc.). 
 
 
6.1.4. Gestión de prestaciones 
 
La monitorización de la red para garantizar los requerimientos de QoS bajo 
demanda de la NMS debe prestar especial atención a las características de la 
QoS en cada una de las partes de la red y al retraso acumulado del enlace. 
 
Funciones QoS a observar: 
 
• Tráfico conforme y excedente instantáneo y estadístico para cada clase 
de LSP e interfaz del LER de entrada. 
• Número de paquetes con retraso en colas de salida. 
• Flujo de salida por clase de servicio y/o LSP. 
• Propagación procesado y retardo de colas por LSP y/o por clase de 
servicio en un LSP en un dispositivo concreto. 
 
Además, se debe calcular los retardos acumulados en una comunicación punto 
a punto (suma de los retardos de propagación, procesado y de colas en el 
trayecto). 
 
 
6.1.5. Gestión de seguridad 
 
En la primera versión del NEM se ha preparado una sencilla implementación en 
cuestiones de seguridad (por atender primero a las críticas exigencias de 
eficiencia en tiempo para la ejecución de las instrucciones). Dichos 
requerimientos de seguridad se muestran en la utilización de contraseñas de 
acceso restringidas para la configuración de los routers, tanto para su acceso 
como para el uso de su modo privilegiado. Además, se hace uso exclusivo del 
grupo de usuarios de solo lectura en el protocolo SNMP. 
 
En cualquier caso, siendo estos unos requerimientos mínimos de seguridad, 
tras la puesta en marcha del conjunto de toda la herramienta de gestión, se 
mantiene la propuesta de implementar mejoras en seguridad (observando en 
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todo momento las repercusiones de estas medidas sobre la eficiencia en 
tiempo de la ejecución de comandos por parte del NEM). 
 
 
6.2. Modelo de comunicación normalizado 
 
6.2.1. Adaptación a Java y Web Services 
 
Uno de los requisitos de diseño del NEM fue la escalabilidad del producto 
resultante. Esto es, que el código fuera ejecutable en el mayor número de 
sistemas operativos posible sin ser modificado (independiente del lenguaje de 
programación) y que la comunicación con otras unidades de red fuera los más 
estándar posible, haciendo uso de Web services.  
 
Para cumplir con los requisitos solicitados, se escogió el lenguaje de 
programación Java. Además, para la implementación de Web services, se 
adoptó la opción de SOAP por ser una de las más extendidas. Sin embargo, 
debido por un lado, a las características de los mensajes entre el NEM y la 
NMS, por ser esta en gran parte dependiente su flujo del número de traps que 
se pudieran enviar en sentido ascendente, y por otro lado, a la carga 
computacional añadida que supone la composición de largas cabeceras sobre 
la información de un simple pero crítico trap, se decidió no implementar toda la 
arquitectura SOAP. De hecho, se abandonó la idea de instalar el servidor web 
Apache y el servidor SOAP AXIS por las restricciones en respuesta de tiempo 
que suponía el tener la conexión dedicada a la espera de respuestas. 
 
En nuestro caso, era necesario que el socket de comunicación entre la NMS y 
el NEM pudiese tratar diferentes mensajes de forma alternada. La solución 
implementada fue la construcción estática de las cabeceras SOAP exigidas 
para la comunicación con la NMS, haciendo uso de un constructor de 
identificadores de mensaje común. Para comprobar la integridad del contenido 
SOAP y por extensión, del XML que se encuentra en el body, hemos hecho uso 
de un parser XML de bajo nivel, SAX versión 2. 
 
El mensaje completo se compondría pues de un contenido XML que será 
parseado para procesarlo mediante CASTOR, una vez se haya obtenido del 
cuerpo del mensaje SOAP donde se encuentra. Este mensaje SOAP, se 
encontrará a su vez contenido en el cuerpo de un mensaje HTTP tipo POST. 
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Fig. 7.1 Estructura del encabezado de petición/respuesta HTTP. 
 
 
Siendo un mensaje HTTP el portador del contenido con los comandos, se ha 
definido el puerto 8080 del NEM pomo server socket para la comunicación con 
la NMS. De tal forma que este server socket abrirá un socket por cada NEM 
que se añada a la máquina donde se encuentra la aplicación, debiéndose 
encontrar este socket permanentemente abierto. 
 
 
 
 
 
Fig. 7.2 Diagrama de encapsulado completo de los mensajes NMS-NEM 
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6.2.2. Interfaz con la NMS 
 
La comunicación con la NMS se establece mediante comandos en formato 
XML, que a su vez, están encapsulados con SOAP. Para indicar con exactitud 
las instrucciones de comunicación entre los NEMs y la NMS se definió 
mediante un archivo .xsd los comandos que servirán de comunicación entre 
estas entidades, especificando en cada uno de ellos el tipo y las variables 
necesarias para llevar a cabo la orden solicitada por la NMS sobre el router. 
 
El archivo que define los comandos en XML es utilizado mediante el parser 
XML de alto nivel Castor, para obtener las clases equivalentes en Java que 
serán utilizadas en el código fuente del NEM. Esta operación solo se debe 
llevar a cabo cuando se modifica este archivo (lo cual no debe ser habitual). 
Una vez realizada esta operación, las clases de las que se instanciarán los 
objetos durante la ejecución ya estarán disponibles para la programación.  
 
Los mensajes reconocidos por el NEM se agrupan por su funcionalidad 
(definida por los mensajes entre la GUI y la NMS): 
 
 
6.2.2.1. Nuevo NEM 
 
La NMS envía este mensaje para crear un NEM asignado a un router. En este 
mensaje va toda la información necesaria para la gestión. La ejecución de este 
mensaje implica la creación del NEM y la asignación del socket al NEM. El 
NEM responde con la información de las interfaces del router (tipo, dirección IP 
asignada y estado). El identificador de mensajes será el mismo en ambos. 
 
 
6.2.2.2. Mensajes que intervienen: 
 
• AddNEM  
• ProvideRouterData 
 
 
6.2.2.3. Configuración inicial 
 
Se procede a realizar una configuración inicial en el router a través del NEM. 
Para ello se introducen los class map y policy map para cada interfaz. 
Parámetros como el ancho de banda, el tamaño de la cola,  RED y shaping se 
hacen necesarios en este paso. 
 
Los mensajes que intervienen son: 
 
• Initial Class 
• Initial Policy 
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6.2.2.4. Creación de LSP 
 
Se crea un LSP en el ingress LER inicialmente deshabilitado. Este busca la 
ruta disponible y sus características para informar a la NMS. Tras una serie de 
cálculos en esta última se procede a la configuración de filtros y policies  para 
la habilitación final del LSP. 
 
Los mensajes que intervienen son: 
 
• LSPRoute 
• ProvideRoute 
• Squatter deletion 
• Filter deletion 
• Policy modification 
• Filter creation 
• LSPPolicy 
• LSPChangeStatus 
 
 
6.2.2.5. Modificación de LSP 
 
Este procedimiento de mensajes va orientado a reflejar alguna modificación 
requerida por la NMS (tras ser requerida a su vez por la GUI). 
 
Los posibles mensajes que intervienen son: 
 
• Squatter deletion 
• Filter deletion 
• LSPModification 
• Policy Modification:   
• Filter Modification: 
• Policy Modification: 
 
 
6.2.2.6. Borrado de LSP 
 
Procedimiento mediante el cual se borra un LSP. 
 
Los mensajes que asociados son: 
 
• LSP Deletion 
• Filter Deletion 
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6.2.2.7. Enrutamiento de LSP 
 
Se requiere una nueva ruta para el LSP por parte de las capas superiores de la 
herramienta de gestión. Los mensajes asociados difieren en función si la ruta 
es explícita (es decir, indicada por la NMS) o es obtenida por el router. 
 
Para el enrutamiento explícito los mensajes son: 
 
• LSPRoute 
• LSPPolicy 
• LSPChangeStatus 
 
Si la obtención de la ruta es dinámica entonces los mensajes son 
: 
• LSPRoute 
• ProvideRoute 
• Squatter deletion 
• Filter deletion 
• Policy modification 
• LSPChangeStatus 
 
 
6.2.2.8. Recolección de estadísticas 
 
Este proceso tiene como objetivo la monitorización de algún parámetro 
concreto por parte de la NMS. Esta monitorización tendrá una duración limitada 
indicada por la NMS. 
 
Los mensajes propuestos son: 
 
• Monitoring (start-stop) 
• ProvideStatistics 
 
 
6.2.2.9. Aviso de alarmas 
 
En caso de suceder algún evento que afecte a los parámetros de QoS 
monitorizados, el NEM enviará un mensaje a la NMS para que se adapte la red 
a la nueva situación 
. 
El mensaje implementado es: 
 
• TrapNotification 
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De requerir modificaciones en las configuraciones del router también podrán 
sucederse los siguientes mensajes: 
 
• ProvideRoute 
• Squatter deletion 
• Filter deletion 
• Policy modification 
 
 
6.2.3. Interfaz con los routers 
 
Para la comunicación con los routers se han escogido dos protocolos de 
comunicación: SNMP, para la consulta de datos necesarios para la gestión y 
para la obtención de alarmas ante incidencias, y CLI, protocolo de 
configuración particular de cada fabricante (y muchas veces de cada router) 
para la realización de cambios en las configuraciones de los equipos. 
 
La programación llevada a cabo se basó en la evolución del código de la API 
SNMP de westhawk para la realización de las peticiones get y getnext. El 
principio utilizado para la comunicación SNMP en Java con equipos de red 
puesto en práctica con este NEM, es útil tanto para routers Cisco así como 
Juniper o incluso los basados en Linux. Esto contribuye a la reutilización del 
código para la implementación de NEMs diferentes a éste. 
 
 
6.3. Estructuración de los procesos 
 
6.3.1. Comunicación NMS-NEM 
 
La comunicación entre estas entidades se lleva a cabo mediante mensajes 
SOAP encapsulados en mensajes HTTP tipo POST. El puerto utilizado por el 
servidor de NEMs será el 8080. En este puerto, un server socket estará activo 
para asignar los sockets a nuevos procesos. Cada socket estará asignado a un 
NEM de forma permanente. 
 
El estado inicial del servidor será estar escuchando por el puerto 8080, 
después de haber cargado los properties del archivo XML correspondiente, y 
haber creado el trapHandler, proceso responsable de la captura de traps por el 
puerto 162, el ErrorDB, proceso encargado de guardar en archivo las 
retransmisiones fallidas hacia la NMS y el vector de identificadores de NEM. 
 
El proceso habitual será: 
 
1. Llegada al server socket de nueva petición (mensaje addNEM).  
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2. Instancia de HandlerListen y del HandlerResponse e inicio del proceso 
de creación de NEM. Estos objetos son los que gestionan la 
comunicación con la NMS a través del socket asignado a este NEM. 
 
3. Revisión del encapsulamiento: HTTP, SOAP y body SOAP y envío de 
HTTP OK o HTTP ERROR. 
 
4. Se aplica el parser mediante las clases obtenidas durante la aplicación 
del Castor sobre el archivo .xsd. Del tipo de objeto que se obtiene: 
 
5. Si es addNEM: 
 
Comprobar su acción y si es new, certificar que no exista ya. De no 
existir, se instancian las colas y los procesos necesarios, las primeras 
mediante un objeto de gestión de colas y los segundos mediante una 
factory. Esta factory nos permite independizar el tipo de NEM para el 
aprovechamiento del módulo de comunicaciones. Además, se añadirá el 
identificador del NEM al vector de NEMs del servidor. 
 
6. Si es otro objeto distinto: 
 
Revisar el tipo de mensaje y asignar el objeto resultante, en función de 
cual sea, a la cola del proceso que corresponda. 
 
 
6.3.2. Comunicación NEM-Router 
 
Para la comunicación hacia el router se ha hecho uso de una jerarquía de 
clases. Se ha utilizado el código aportado para la comunicación con switches 
Cisco a bajo nivel para adaptarlo a nuestras necesidades. Así, se ha diseñado 
una comunicación por capas donde las dos más próximas al router son 
comunes: la interfaz de transporte (con las clases de TCPtransport y 
UDPtransport) y la interfaz de protocolo (con las clases CLIProtocol y 
SNMPProtocol). A pesar de esta normalización,  se ha procedido a una mayor 
especialización en las clases superiores a medida que estas se acercan a los 
procesos principales. Así, debido a que, por un lado, a pesar de la 
normalización que supone el hacer uso de SNMP, las consultas para este 
protocolo son en cierto modo dependientes de las MIBs que soportan los 
equipos. Por otro lado, el protocolo CLI es fuertemente dependiente del 
fabricante (aunque no difieren demasiado) por lo que se planteó el diseño de 
clases distintas en función del tipo de NEM que se quiera obtener. 
 
Es por esto que, a diferencia del caso de la comunicación NMS-NEM, donde se 
ha buscado que el código para la comunicación sea prácticamente el mismo 
para cualquier tipo de NEM (gracias al uso del patrón factory) para la 
comunicación con el router las clases requieren de una revisión un poco más 
exhaustiva en función del NEM. 
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Para resolver la escucha de traps por el puerto 161 del servidor, se implementó 
el trapHandler, el cual es instanciado cuando se inicia el servidor. El 
trapHandler no podrá ser instanciado más de una vez por responder al patrón 
de diseño singleton. Cuando se crea un nuevo NEM, se añade a petición de 
cada CiscoAlarm, las direcciones IP de los routers que debe escuchar. De 
recibir un trap destinado a un NEM registrado, pone el objeto que se obtiene 
del trap sin decodificar (mediante la API de westhawk) en la cola del 
CiscoAlarm. 
 
 
6.3.3. Procesos de trabajo: Config, Performance, Alarm 
 
Se ha especializado la tarea del NEM para la gestión del router de tal modo 
que se ha especificado la creación de tres procesos distintos para cada una de 
las funciones: configuración (CiscoConfig), prestaciones (CiscoPerformance) y 
alarmas (CiscoAlarm). 
 
 
6.3.3.1. Aspectos comunes 
 
Los tres procesos son resultado de la aplicación de una factory que, en función 
del tipo de NEM (variable que aporta el mensaje addNEM) llama al constructor 
de uno de los procesos definidos para estas funciones. Esto permite no solo la 
diferenciación entre fabricantes de equipos, si no también entre diferentes 
modelos e incluso sistemas operativos (ej. IOS de Cisco).  
 
Cuando son instanciados, estos procesos obtienen una cola para la recepción 
de objetos a tratar, y otra cola para introducir objetos ya elaborados (que 
recogerá el handlerResponse para enviarlos a la NMS, una vez parsee el 
objeto para obtener el comando en XML, y luego encapsularlo en SOAP y 
HTTP). Será pues mediante un modelo de comunicación por colas la única 
forma de comunicarse con los procesos principales 
. 
Para procesar los mensajes, los procesos harán uso de la interfaz de 
comunicación con el router y de las clases implementadas para ello. Es por 
esto que, para aspectos comunes, se diseño antes una superclase, 
NEMProcess, la cual dispone de los elementos básicos para comunicarse con 
las interfaces CLI y SNMP implementadas para el router. 
 
 
6.3.3.2. CiscoConfig 
 
La primera tarea de este thread es consultar al router mediante SNMPRouter 
los datos principales de las interfaces que tiene detectadas. Una vez hecho 
esto, comienza una revisión periódica de la cola que tiene asignada, con el 
objetivo de encontrar objetos para configurar el router. Cuando encuentra un 
objeto, obtiene el tipo del mismo de forma dinámica y lo compara con aquellos 
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tipos que este proceso puede tratar. En función del tipo de objeto observado, 
procede a ejecutar la función correspondiente. CiscoConfig reconoce los 
siguientes comandos: 
 
• InitialClass 
• InitialPolicy 
• LSPRoute 
• PolicyModification 
• Filter 
• LSPPolicy 
• LSPStatusChange 
• LSPModification 
• LSPDeletion  
 
Para todos ellos tiene un método privado que lleva a cabo las instrucciones 
correspondientes a cada comando. En general, se cumple la siguiente 
secuencia: 
 
1. Configuración exigida por el comando mediante una instancia a 
CLIRouter (interfaz que permite el uso de la clase CLICisco). Es este 
objeto, el que llevará a cabo la escritura de la línea de comandos 
mediante el protocolo CLI. Para establecer la comunicación con este 
protocolo, se debe establecer una sesión telnet contra el router. De esta 
sesión, el NEM obtiene respuestas que parseará según sea 
conveniente, ya sea para confirmar que se está escribiendo sobre el 
router sin encontrar errores de operación, o para recuperar algún tipo de 
dato (ej. show mpls traffic-eng topology path <LSPname>). 
 
2. Comprobación de los cambios realizados sobre el running configuration 
del router mediante protocolo SNMP (siempre que sea posible). 
 
3. Si se confirman los cambios mediante el paso 2, se procede a grabarlos 
en la start-up configuration del router. Si no, se instancia un objeto Error, 
indicando el tipo de mensaje que no se ha podido ejecutar, y se deja en 
la deque de envíos del handlerResponse. 
 
 
6.3.3.3. CiscoPerformance 
 
Este proceso es utilizado para la monitorización de variables que le resultan de 
interés a las capas superiores de gestión. Para ello, busca de forma periódica 
un objeto en su cola para procesarlo. Cuando encuentra un mensaje tipo 
Monitoring (start), comienza a monitorizar lo indicado en el cuerpo del mensaje 
(LSP, interface, queue). En este momento, este proceso comienza a enviar 
peticiones SNMP de forma periódica para obtener los datos requeridos. Dichos 
datos, son encapsulados en un objeto ProvideStatistics y enviados a la NMS, 
previo depósito del objeto en la deque del handlerResponse.  La monitorización 
termina cuando la NMS envía un mensaje Monitoring (stop). 
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6.3.3.4. CiscoAlarm 
 
Este proceso consulta de forma periódica su cola de mensajes. A diferencia de 
los otros dos procesos, CiscoAlarm no espera sus objetos de las capas 
superiores si no al contrario, los recibe del trapHandler, el cual deja los objetos 
capturados de los traps sin decodificar (es decir, tal cual los recoge del trap 
recibido). Estos objetos, para trabajar con ellos, se necesita de la API SNMP de 
westhawk. De aquí el CiscoAlarm recoge el tipo de trap y lo compara con 
aquellos que tiene reconocidos como relevantes para avisar a la NMS. Si es 
así, instancia un objeto TrapNotification e introduce en sus variables los valores 
que indiquen lo más detallado posible el tipo de trap y la información asociada. 
 
Otra diferencia relevante de este proceso con respecto a los otros dos, es que 
se consideran sus objetos de mayor prioridad, lo cual hace que cuando recoge 
un trap que desea enviar, el objeto TrapNotification es puesto en la cabecera 
de la deque del handlerResponse (mientras que los otros dos procesos ponen 
sus objetos en la cola del deque). 
 
 
6.3.4. Control de errores y sincronización de mensajes 
 
Se ha considerado el diseño de un sistema de control de errores y de 
sincronización de identificadores de mensaje para controlar anomalías: 
 
• Recepción de mensaje mal compuesto: se revisa la cabecera HTTP, 
SOAP y body Soap. Si se encuentran errores se envía un mensaje 
HTTP error. 
• Recepción de mensaje repetido: si se recibe un mensaje con el mismo 
identificador de mensaje se ignora. 
• Falta de confirmación de mensaje enviado mediante HTTP OK. Si no se 
recibe esta confirmación desde la NMS tras enviar el HandlerResponse 
un mensaje, se procede a reenviar el mensaje hasta un máximo de tres 
veces, tras lo cual el mensaje es guardado en archivo. 
• Error de ejecución de comando. Si por algún motivo una instrucción 
llegada de la NMS no es posible ejecutarla (ej. no se consigue acceder 
al router en ese instante) se instancia un mensaje tipo Error indicando en 
su contenido el tipo de mensaje erróneo. El identificador de Error será el 
mismo que el del mensaje que no se ha podido llevar a cabo. 
 
Para controlar estas circunstancias se ha implementado una clase de control 
de mensajes, IDMessageMgm, la cual contiene dos vectores: uno para los 
mensajes entrantes y otro para los mensajes salientes. 
  
El vector de mensajes entrantes es para tener identificados estos mensajes y 
así evitar que se dupliquen las instrucciones. Además, se llama también al 
acceso a este vector para conocer el identificador de aquellos mensajes que 
requieren respuesta. 
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El vector de mensajes salientes guarda la totalidad del mensaje a enviar para 
servir de buffer si es necesario el reenvío de algún mensaje. En caso de recibir 
confirmación mediante un HTTP OK desde la NMS se procede a borrar el 
mensaje enviado de este vector. Si, por el contrario el vector registra que se ha 
enviado ya tres veces un mensaje, se da por fallida esa comunicación y se 
guarda el mensaje en un archivo borrándolo de este vector. 
 
 
 
 
Fig. 7.1 Pila de comunicaciones del NEM 
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Para sincronizar la operación del objeto IDMessageMgm con los demás 
procesos se han considerado dos cuestiones: por un lado, se ha definido los 
métodos de manipulación de vectores (no el acceso de los vectores) como 
synchronized. Además, se instancia un objeto java.util.Timer, que, a su vez, 
controla otros dos objetos responsables de la revisión cada cierto tiempo, del 
borrado de los mensajes acumulados por mucho tiempo en el vector de 
entrada, y de los mensajes pendientes de confirmar en el vector de salida. 
 
 
6.4. Particularidades NEM Cisco 
 
6.4.1. Dependencias de modelos e IOS y MIBs del router 
 
Debido a la gran variedad de dispositivos de Cisco® que existe en el mercado, 
y a la constante actualización de sus sistemas operativos (llamados IOS), hay 
diferentes formas de expresión en la sintaxis de algunos comandos de su 
protocolo CLI. De hecho, se ha considerado establecer una lista de 
modelo+IOS que sean compatibles con las clases CLICisco. En estos 
momentos, el desarrollo del NEM se ha probado con los siguientes modelos: 
 
• Cisco router 2821 + IOS v. 12.3(8r)T7 
• Cisco router 3745 + IOS v. 12.3(6r) 
 
Además, también se ha revisado qué MIBs soportan estas IOS de Cisco. En 
nuestro caso, cobran especial importancia tres MIBs, las cuales son todas 
soportadas por estos equipos: 
 
 
6.4.1.1. RFC1213 
 
Esta MIB es estándar y ofrece información relacionada con las interfaces del 
router y las direcciones IP de los mismos. Se utiliza para monitorizar el estado 
de cada una de las interfaces del router e informar a la NMS de las 
características básicas de las mismas (incluida la dirección IP asignada). 
 
El OID del conjunto de la MIB es: 1.3.1.1.2.1 
(iso.org.dod.internet.mgmt.mib-2.) 
 
 
6.4.1.2. CISCO-CLASS-BASED-QOS-MIB 
 
Esta MIB es propietaria de CISCO y es utilizada para monitorizar todos los 
aspectos relacionados con la calidad de servicio en un router. Dependiente de 
la RFC1213, monitoriza los aspectos más detalladamente de las interfaces, 
como son las colas y su capacidad y las políticas aplicadas. Variables a 
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observar en esta MIB son: service policy, interface policy, policy map, class 
map, queueing, RED status). 
 
El OID que nos interesa será: 1.3.6.1.4.1.9.9.166. 
(iso.org.dod.internet.private.enterprises.cisco.ciscoMgmt.ciscoCBQosMIB ) 
 
6.4.1.3. MPLS-TE-MIB[30] 
 
Esta MIB es un draft de la IETF. Da apoyo para la configuración de 
señalización de túneles punto a punto. Nos aporta infamación de los túneles 
LSP configurados como si fueran una interfaz. La MIB aporta información de: 
 
• Tabla de túneles (mplsTunnelTable) para establecer túneles MPLS. 
• Tabla de recursos (mplsTunnelResourceTable) para establecer los 
recursos de túnel. 
• Tablas de saltos, (mplsTunnelHopTable, mplsTunnelARHopTable, y 
mplsTunnelCHopTable). 
• Tabla de prestaciones del túnel (mplsTunnelPerfTable). 
  
El OID que nos interesa será: 1.3.6.1.3.95. 
(iso.org.dod.internet.private.experimental.mplsTeMIB) 
 
 
6.4.1.4. MPLS-LSR-MIB [31] 
 
Esta MIB es un draft de la IETF. Con ella, se obtiene información las 
características de las conexiones MPLS del router que cumple la función de 
LSR en la red MPLS. Las tablas que contiene son: 
 
• Tabla de interfaces MPLS (mplsInterfaceTable).  
• Tablas de configuración de LSP en los LSR (mplsInSegmentTable y      
mplsOutSegmentTable). 
• Tabla de conexión cross-connect (mplsXCTable), utilizada para asociar 
las conexiones entrantes con las salientes. 
• Tabla de pila de etiquetas (mplsLabelStackTable), para la especificación 
de las operaciones de asignación de la pila de etiquetas del router. 
• Tablas de prestaciones para LSP entrantes (mplsInSegmentPerfTable), 
y la de LSP salientes (mplsOutSegmentPerfTable); la tabla de medida 
de prestaciones por interfaces para variables mpls 
(mplsInterfacePerfTable).  
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6.4.2. Diferencias con otros NEMs 
 
6.4.2.1. Adaptaciones para routers de gamas similares a CISCO 
 
Debido a la progresiva adaptación de facto que están haciendo algunos 
fabricantes para aproximar sus protocolos de configuración de equipos al CLI 
de Cisco, no se ve mayor problema para adaptar otro router de cualquier 
fabricante con capacidad MPLS-TE para añadir un NEM. Tan solo sería 
necesario considerar las modificaciones para adaptar las clases CLICisco y 
SNMPCisco como si de un modelo Cisco se tratase. 
 
 
6.4.2.2. Adaptaciones para routers basados en Linux 
 
Los routers basados en el sistema operativo GNU/Linux requieren un poco más 
de especialización. Debido a las características y limitaciones de la aplicación 
de enrutamiento Quaga[REF], las modificaciones en las clases serán mayores. 
De hecho, se tendrá que modificar las clase principal config para invocar los 
métodos diferentes implementados para la clase CLILinux puesto que, para 
realizar ciertos tipos de operaciones, se deben hacer conexiones con diferentes 
puertos de la máquina donde se encuentra el router. 
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CAPÍTULO 7. CONCLUSIONES 
 
Las soluciones de las redes de gestión evolucionan con las tecnologías de red. 
Con el tiempo, el perfeccionamiento de la gestión sobre la conectividad de las 
redes ha llevado a una oferta de una gran cantidad de herramientas de gestión 
desde aquellas tan simples como un analizador de red, hasta un navegador de 
MIBs, o incluso una plataforma de gestión a todos los niveles (por ejemplo HP 
Openview). Sin embargo, la llegada con fuerza de la puesta en práctica de las 
aplicaciones con requerimientos de QoS pone de manifiesto las dificultades o, 
más bien retos, a la que la industria del networking se enfrenta. Y es que el 
control de la calidad de servicio, sobre todo en redes de área metropolitana o 
amplia, es arduo difícil. Si bien las incidencias aisladas pueden ser 
recuperables para la conectividad o incluso, para una sesión de transmisión de 
datos, un corte aunque fuera aislado, en un enlace donde intervienen 
comunicaciones multimedia con requerimientos de QoS sería fatal para las 
mismas. Es por esto que el diseño de una red de gestión para la calidad de 
servicio fuera de banda supone una aportación innovadora.  
 
La incorporación de esta red de gestión supondrá un mayor control de las 
comunicaciones con requerimientos de tiempos ajustados. La respuesta 
automática a los cortes y problemas en la red permitirá responder con mayor 
velocidad a las incidencias, reduciendo los efectos negativos que pudieran 
tener sobre las comunicaciones afectadas. Además, estando pensada como 
una red de gestión dedicada solo a la monitorización de la QoS, se reduce la 
complejidad de la gestión final para el operador/técnico responsable de estar 
observando el comportamiento de la herramienta gráfica. 
 
En el punto en el que este proyecto se incorpora al plan de desarrollo de la red, 
las aportaciones superan los propósitos de este mismo proyecto. El desarrollo 
de una entidad lógica que “traduzca” las peticiones de otra máquina para 
comunicarse con un router (en este caso Cisco) supone una propuesta 
tecnológica cuya utilidad está más allá de esta aplicación. De hecho, la 
normalización de los procesos de comunicación, originalmente pensado para 
permitir un core del NEM escalable (que permitiese la incorporación de código 
para trabajar con diferentes routers), hace que estos módulos sean utilizables 
para más aplicaciones donde aparezcan por un lado aplicaciones sobre web 
services, y por otro lado equipos de red de funciones dispares. Si a esto se 
añade el desarrollo llevado a cabo en java, el NEM, para propuestas ya sea 
similares para este proyecto, así como para otros de diferente entorno, supone 
una aplicación multiproceso altamente escalable. 
 
Así pues, para estudiar, diseñar y programar el NEM, se ha tenido que prestar 
mayor atención a lo que supone un auténtico ejercicio de integración de 
tecnologías de red, con un resultado más que satisfactorio, dando una 
característica de escalabilidad fuera de lo común. 
 
Sin embargo, la amplitud en la que se encuentra la propuesta, deja abierta una 
serie de puertas para completar su desarrollo y mejorar el rendimiento de las 
aplicaciones. Por un lado, está todavía en el plan de trabajo, determinar las 
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repercusiones en la respuesta en el tiempo de la ejecución de la aplicación, 
para el comportamiento de la red. Es esencial calcular qué efectos se observan 
de la incorporación de los NEMs tanto en el comportamiento de enrutamiento y 
etiquetado del tráfico de usuario así como en la misma red de gestión.  
 
En el primer caso, viendo que es una red fuera de banda, no será el tráfico de 
gestión si no el trabajo sobre los routers lo que podría influir en el 
comportamiento de estos a la hora de trabajar con el tráfico. Es precisamente 
esta evaluación uno de los motivos que justifican este proyecto. 
 
Por otro lado, el estudio de la evolución en velocidad de la red de gestión no es 
el fin sino el verdadero problema a paliar. La decisión de utilizar una plataforma 
basada en Java para aportar escalabilidad, ya es recorrer un camino totalmente 
opuesto a intereses de velocidad. Siendo así, el utilizar técnicas de 
programación para la optimización y ordenamiento del código y la incorporación 
de web services como plataforma de intercambio de mensajes, hacen de la 
tarea de control de respuesta en tiempo una quimera. Aún así, observando que 
los propósitos de cumplir con los requerimientos para el fast reroute son 
todavía inalcanzables para el propósito de esta gestión a nivel 3 de red, se 
puede empezar a valorar como positiva la respuesta del sistema a las alarmas 
que puedan surgir. 
 
Desde un punto de vista más amplio, la consideración de tener una red de 
gestión exclusiva para la QoS hace imprescindible una red de gestión 
complementaria para los asuntos de conectividad más cotidianos. Esto que 
puede parecer una limitación no lo es tanto si se tiene en cuenta que las 
plataformas de gestión de red son de uso habitual tanto en operadoras de 
telecomunicaciones como en empresas de gestión de red, por lo que ya se 
encuentran integradas en las redes de hoy. Aun así, es coherente plantear la 
incorporación de esta red y de sus herramientas en un propósito de diseño de 
una red de gestión más completa (o la integración de esta red o parte de ella 
en una plataforma de gestión ya existente). 
 
Con todo, la posibilidad de aportar mayores funcionalidades al NEM sigue 
siendo una opción más que factible. La división modular de su estructura, la 
comunicación en ambos sentidos conseguida, y el propósito de ser una 
aplicación para la integración de routers de diferentes fabricantes, hace posible 
que el NEM pueda ser utilizado como una herramienta más compleja para el 
trabajo sobre QoS o, incluso para otras tareas de red ajenas a este objetivo. 
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ANEXO I. ENTORNO DE PROGRAMACIÓN 
 
Para la programación del NEM se ha configurado un entorno de desarrollo 
adecuado basado en Java: 
Sistema operativo:  
• GNU/Linux, distribución Fedora Core 3 y Fedora Core 4 
 
Lenguaje de programación:  
• Java 2 Standard Edition v 5.0: j2se_1.5.0   
HTTP://java.sun.com/j2se/1.5.0/download.jsp 
Entorno de programación:  
• Eclipse versión 3.1 
HTTP://www.eclipse.org 
Plug-ins añadidos al Eclipse: 
• XMLBuddy v. 2.0.22, Bocaloco Software LLC. Añade un entorno de 
trabajo para los archivos XML más adecuado a la naturaleza de 
etiquetas de este lenguaje. 
HTTP://xmlbuddy.com/ 
• Castor Plug-in for Eclipse, Peter Nehre. Lleva a cabo tareas de 
validación sobre XML con Castor de forma rápida y ágil. 
http://www.eclipse-plugins.info/eclipse/plugin_details.jsp?id=391 
• Fat Jar Plug-in v. 0.0.18 Ferenc Hechler. Sencilla ayuda para construir 
rápidamente un archivo .jar sin complicaciones. 
http://www.eclipse-plugins.info/eclipse/plugin_details.jsp?id=767. 
Extensiones necesarias para la implementación del código. 
• API de Java para SNMP de westhawk  uk.com.westhawk.snmp.*  
HTTP://snmp.westhawk.co.uk 
 
Librerías 
• castor-0.9.6.jar HTTP://www.castor.org. 
• concurrent.jar 
http://gee.cs.oswego.edu/dl/classes/EDU/oswego/cs/dl/util/concurrent/intro.html 
• xml-apis.jar HTTP://xml.apache.org/xerces2-j/download.cgi 
• xercesImpl.jar HTTP://xml.apache.org/xerces2-j/download.cgi 
• commons-logging.jar HTTP://jakarta.apache.org/commons/logging/ 
• jsr166x.jar HTTP://gee.cs.oswego.edu/dl/concurrency-interest/ 
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ANEXO II. INTERFAZ NMS-NEM EN XML 
 
<?xml version=”1.0” encoding=”utf-8” ?> 
<xs:schema targetNamespace=”HTTP://NEM/EnigmaApplication” elementFormDefault=”qualified”  
xmlns:en=”HTTP://NEM/EnigmaApplication” 
xmlns:xs=”HTTP://www.w3.org/2001/XMLSchema”> 
<!-- Interface between NMS and NEM --> 
<!-- Comments: Default Element occurrence is 1 --> 
<!-- *********** Common elements in messages *********** --> 
<!-- RouteMap --> 
<xs:element name=”RouteMap”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”Name” type=”xs:string” /> 
<xs:element name=”Sequence” type=”xs:int” /> 
<xs:element name=”Action” type=”xs:string” /> 
<xs:element name=”ACLName” type=”xs:string” /> 
<xs:element name=”LSPName” type=”xs:string” /> 
<xs:element name=”InterfaceName” type=”xs:string” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- Police --> 
<xs:element name=”Police” > 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”Action” type=”xs:string” /> 
<xs:element name=”ACLName” type=”xs:string” /> 
<xs:element name=”AverageRate” type=”xs:int” /> 
<xs:element name=”BurstNormal” type=”xs:int” /> 
<xs:element name=”BurstMax” type=”xs:int” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- Route --> 
<xs:element name=”Route”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”isExplicit” type=”xs:boolean” /> 
<xs:element name=”Node” type=”xs:string” minOccurs=”0” maxOccurs=”unbounded” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- RED --> 
<xs:element name=”RED” > 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”minThr” type=”xs:int” /> 
<xs:element name=”maxThr” type=”xs:int” /> 
<xs:element name=”prob” type=”xs:int” /> 
<xs:element name=”precedence” type=”xs:int” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- Shaping --> 
<xs:element name=”Shaping” > 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”isAverage” type=”xs:boolean” /> 
<xs:element name=”CIR” type=”xs:int” /> 
<xs:element name=”Be” type=”xs:int” minOccurs=”0” /> 
<xs:element name=”Bc” type=”xs:int” minOccurs=”0” /> 
<xs:element name=”QueueLimit” type=”xs:int” /> 
</xs:sequence> 
</xs:complexType> 
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</xs:element> 
<!-- PolicyCoS --> 
<xs:element name=”PolicyCoS” > 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”ClassName” type=”xs:string” /> 
<xs:element name=”Action” type=”xs:string” /> 
<xs:element name=”BW” type=”xs:int” /> 
<xs:element name=”IsPercent” type=”xs:boolean” /> 
<xs:element name=”IsPriority” type=”xs:boolean” /> 
<xs:element name=”QueueSize” type=”xs:int” /> 
<xs:element ref=”RED” minOccurs=”0” /> 
<xs:element ref=”Shaping” minOccurs=”0” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- Policy --> 
<xs:element name=”Policy”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”Name” type=”xs:string” /> 
<xs:element name=”InterfaceName” type=”xs:string” /> 
<xs:element ref=”PolicyCoS” maxOccurs=”unbounded” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- ACL --> 
<xs:element name=”ACL”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”ACLName” type=”xs:string” /> 
<xs:element name=”Action” type=”xs:string” /> 
<xs:element name=”IPPrecedence” type=”xs:int” minOccurs=”0” /> 
<xs:element name=”Source” type=”xs:string” minOccurs=”0”  /> 
<xs:element name=”SourceMask” type=”xs:string” minOccurs=”0” /> 
<xs:element name=”Destination” type=”xs:string” minOccurs=”0”  /> 
<xs:element name=”DestinationMask” type=”xs:string” minOccurs=”0”  /> 
<xs:element name=”AverageRate” type=”xs:int” minOccurs=”0”  /> 
<xs:element name=”BurstNormal” type=”xs:int” minOccurs=”0”  /> 
<xs:element name=”BurstMax” type=”xs:int” minOccurs=”0”  /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- LSPTrafficRate --> 
<xs:element name=”LSPTrafficRate”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”Action” type=”xs:string” /> 
<xs:element name=”Id” type=”xs:int” /> 
<xs:element name=”LSPName” type=”xs:string” /> 
<xs:element name=”ClassName” type=”xs:string” minOccurs=”0”  /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- InterfaceTrafficRate --> 
<xs:element name=”InterfaceTrafficRate”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”Action” type=”xs:string” /> 
<xs:element name=”Id” type=”xs:int” /> 
<xs:element name=”NEMIdentifier” type=”xs:string” /> 
<xs:element name=”InterfaceName” type=”xs:string” /> 
<xs:element name=”ClassName” type=”xs:string” minOccurs=”0”  /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- QueueSize --> 
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<xs:element name=”QueueSize”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”Action” type=”xs:string” /> 
<xs:element name=”Id” type=”xs:int” /> 
<xs:element name=”InterfaceName” type=”xs:string” /> 
<xs:element name=”ClassName” type=”xs:string” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- *********** Messages *********** --> 
<!-- AddNEM --> 
<xs:element name=”AddNEM”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”NEMIdentifier” type=”xs:int” /> 
<xs:element name=”Action” type=”xs:string” /> 
<xs:element name=”RouterIPAddress” type=”xs:string” /> 
<xs:element name=”isLER” type=”xs:boolean” /> 
<xs:element name=”RouterType” type=”xs:string” /> 
<xs:element name=”AccessPass” type=”xs:string” /> 
<xs:element name=”EnablePass” type=”xs:string” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- ProvideRouterData --> 
<xs:element name=”ProvideRouterData”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”RouterInterface” maxOccurs=”unbounded”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”IPAddress” type=”xs:string” /> 
<xs:element name=”NetMask” type=”xs:string” /> 
<xs:element name=”BW” type=”xs:int” /> 
<xs:element name=”Name” type=”xs:string” /> 
<xs:element name=”State” type=”xs:Boolean” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- InitialClass --> 
<xs:element name=”InitialClass”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”InitialCoS” maxOccurs=”unbounded”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”ClassName” type=”xs:string” /> 
<xs:element name=”IPPrecedence” type=”xs:string” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- InitialPolicy --> 
<xs:element name=”InitialPolicy”> 
<xs:complexType> 
<xs:sequence> 
<xs:element ref=”Policy” maxOccurs=”unbounded” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- Error --> 
56  Desarrollo de plano de gestión para una red MPLS 
<xs:element name=”Error”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”Request” type=”xs:string” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- LSPRoute --> 
<xs:element name=”LSPRoute”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”LSPName” type=”xs:string” /> 
<xs:element name=”isExistingLSP” type=”xs:boolean” /> 
<xs:element name=”DestinationAddress” type=”xs:string” /> 
<xs:element name=”BW” type=”xs:int” /> 
<xs:element name=”Affinity” type=”xs:string” minOccurs=”0” maxOccurs=”1” /> 
<xs:element name=”HoldPriority” type=”xs:int” minOccurs=”0”  /> 
<xs:element name=”SetupPriority” type=”xs:int” minOccurs=”0”  /> 
<xs:element ref=”Route” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- ProvideRoute --> 
<xs:element name=”ProvideRoute”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”LSPName” type=”xs:string” /> 
<xs:element name=”DestinationAddress” type=”xs:string” /> 
<xs:element name=”OriginAddress” type=”xs:string” /> 
<xs:element name=”isSuccessful” type=”xs:boolean” /> 
<xs:element name=”Node” type=”xs:string” minOccurs=”0” maxOccurs=”unbounded”/> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- PolicyModification --> 
<xs:element name=”PolicyModification”> 
<xs:complexType> 
<xs:sequence> 
<xs:element ref=”Policy” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- Filter --> 
<xs:element name=”Filter”> 
<xs:complexType> 
<xs:sequence> 
<xs:element ref=”ACL” minOccurs=”0” maxOccurs=”unbounded” /> 
<xs:element ref=”RouteMap” minOccurs=”0” maxOccurs=”unbounded” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- LSPPolice --> 
<xs:element name=”LSPPolice”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”LSPName” type=”xs:string” /> 
<xs:element ref=”Police” maxOccurs=”unbounded” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- LSPStatusChange --> 
<xs:element name=”LSPStatusChange”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”LSPName” type=”xs:string” /> 
<xs:element name=”Action” type=”xs:string” /> 
</xs:sequence> 
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</xs:complexType> 
</xs:element> 
<!-- LSPModification --> 
<xs:element name=”LSPModification”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”LSPName” type=”xs:string” /> 
<xs:element name=”BW” type=”xs:int” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- LSPDeletion --> 
<xs:element name=”LSPDeletion”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”LSPName” type=”xs:string” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- Monitoring --> 
<xs:element name=”Monitoring”> 
<xs:complexType> 
<xs:sequence> 
<xs:element ref=”LSPTrafficRate” minOccurs=”0” maxOccurs=”unbounded” /> 
<xs:element ref=”InterfaceTrafficRate” minOccurs=”0” maxOccurs=”unbounded” /> 
<xs:element ref=”QueueSize” minOccurs=”0” maxOccurs=”unbounded” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- ProvideStatistics --> 
<xs:element name=”ProvideStatistics”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”Id” type=”xs:int” /> 
<xs:element name=”Value” type=”xs:int” minOccurs=”0” maxOccurs=”unbounded” /> 
<xs:element name=”Time” type=”xs:long” minOccurs=”0” maxOccurs=”unbounded” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
<!-- TrapNotification --> 
<xs:element name=”TrapNotification”> 
<xs:complexType> 
<xs:sequence> 
<xs:element name=”Type” type=”xs:string” /> 
<xs:element name=”IPAddress” type=”xs:string” minOccurs=”0”/> 
<xs:element name=”LSPName” type=”xs:string” minOccurs=”0” /> 
<xs:element name=”ClassName” type=”xs:string” minOccurs=”0” /> 
<xs:element name=”Time” type=”xs:long” minOccurs=”0” /> 
</xs:sequence> 
</xs:complexType> 
</xs:element> 
</xs:schema> 
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ANEXO III. PROPUESTA DE TEST-BED TIME 
 
El objetivo de las pruebas estará orientado al análisis de dos elementos: 
 
• El servidor de NEMs. 
 
o Ocupación de la CPU 
o Utilización de la memoria 
o Utilización de las interfaces de red 
o Número máximo de NEMs que soporta 
o Tiempo de respuesta media de los NEMs en la ejecución de las 
instrucciones. 
o Tiempo de respuesta media de los procesos de los NEMs durante 
el transcurso de la ejecución de las instrucciones. 
 
• El efecto sobre la red 
 
o Efectos sobre el funcionamiento del router 
o Capacidad de carga de la red de gestión ante diferentes 
escenarios de tráfico (sin carga, carga ligera, carga pesada). 
o Respuesta de tiempo ante la aparición de eventos (traps). 
 
Para analizar con más exactitud el NEM, primero, tomaremos como referencia 
la realización de los comandos básicos sobre un solo NEM, registrando su 
respuesta en el espacio temporal. Teniendo esta medida procederemos a 
añadir más NEMs en la máquina, realizando diferentes pruebas de carga para 
cada número diferente de NEMS. 
 
Los escenarios de carga se definirán mediante una NMS simulada que llevará 
a cabo diferentes tareas en función de la carga que deseamos provocar.  
 
Se propone también hacer uso de herramientas de carga de Web services para 
probar la respuesta del servidor ante una carga de peticiones alta (aunque 
debido a la naturaleza funcional del NEM no es previsible un escenario con el 
número de peticiones que pudiera tener un servidor de páginas Web). 
 
Finalmente, los resultados serán registrados en tablas para proceder a su 
comparación y evaluación. 
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ANEXO IV. DIAGRAMAS DE CLASES 
 
 
 
 
Fig. A-IV.1 package Transport 
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Fig. A-IV.2 package protocol 
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Fig. A-IV.3 Clases HandlerListen y HandlerResponse 
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Fig. A-IV.4 Clases CiscoConfig, CiscoAlarm y TrapHandler 
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ANEXO V. DIAGRAMAS DE SECUENCIA 
 
 
Fig. A-V.1 Inicio de las comunicaciones 
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  Fig. A-V.2 Secuencia inicial de instrucción AddNEM 
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Fig. A-V.3 Secuencia de actividad tras la recepción de mensaje general 
66  Desarrollo de plano de gestión para una red MPLS 
ANEXO VI. CASOS DE USO DEL PROYECTO GLOBAL 
 
 
 
GUI NMS
2: AddNEM
4: AddNEM
NEM
3: Store
information
temporarily
5: Create Configuration,
Performance and Alarm
process and their Queues.
7: ProvideRouter Data:
interfaces, bandwidth
8: Store information In DB9: Provide Router data:
interfaces, bandwidth
200 ok
200 ok
200 ok
200 ok
1: Operator wants
manage a new Router
6: Collects interface
information from router
10: Show router information
 
 
Fig. A-VI.1 AddNEM 
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6: Initial Policies
8: Initial Policies
7: Store information In DB
9: Configure policy map
2: Initial Class
4: Initial Class
3: Store information In DB
5: Configure class map
10: Initial RouteMap
11: Store information In DB
NMS NEMGUI
200 ok
200 ok
200 ok
200 ok
200 ok
1: Initial configuration
of new Router
 
 
Fig. A-VI.2 Initial Configuration 
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CAC
Algorithm
2: LSPCreation
4: LSPRoute towards LER
3: Store information
5: Create LSP  in
disabled status in
Router
6: Obtain Route from
routing Protocol7: ProvideRoute from LER
8: VerifiyRoute for LSP and
its opposite
9: Check if route fulfils QoS
parameters and necessary
parameters to modify to
achieve it.
10: Update information: link
bandwidth reserved by class,
list squatter LSPs,...
11: RouteValidity and Delete
Squatter order if necessary
16: Filter Creation towards
LER
17: Create ACLs and route
map in Router
18: LSPPolice towards LER
14: Policy Modification
towards LER and LSRs
15: Modify policy map with
new queue size /service
bandwidth
19: Create rate-limit in
Router
20: LSPChangeStatus to
Enable  towards LER
21: Enable LSP in router
22: LSP Creation Complete
13opt: Filter Deletion
toward LER
 13.b opt: Delete ACLs and
route map in Router
 12.b opt: Delete
Squatter LSP in
Router
12opt: Squatter Deletion
towards LER
NMS NEMGUI
1: Operatior introduces a
new LSP
200 ok
200 ok
200 ok
200 ok
200 ok
200 ok
200 ok
200 ok
200 ok
200 ok  
 
Fig. A-VI Create LSPRoute 
