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ABSTRACT 
This paper gives new bounds for the relationship between the diagonal elements 
of a square matrix and the corresponding diagonal elements of the matrix inverse, as 
well as bounds for the eigenvalues of the matrix. The results given here generalize 
those of Ostrowski and Ky Fan, and have their origin in engineering application. 
1. INTRODUCTION 
Consider an-n X n non-singular complex matrix 2 = (Q). Let the inverse 
of 2 be Z - ’ = Z = (&). The purpose of this paper is to give some bounds for 
Jz,, - ?i’], where 1< k < n, as well as for inclusion discs for the eigenvalues 
of Z. Our main result on bounds for ]zkk - &i ’ 1 contains Ostrowski’s theorem 
on such bounds as a special case [l]. Similarly, our results on circular discs 
containing the eigenvalues of Z not only generalize those of Gershgorin [2, 
Vol. l] and Kotelyanski [2, Vol. 21, but also tie up with the very elegant 
theorem of Ky Fan [3]. When the matrix Z is reducible, it turns out that the 
bounds given here are sharper than either Ostrowski’s or, in the case of 
eigenvalue inclusion discs, Gershgorin’s. Such bounds as given here have 
applications outside mathematics and have ingeniously been employed by 
Rosenbrock [4] in the computer aided design of multivariable control sys- 
tems. In fact, it was engineering applications that motivated the results of 
this paper. 
In what follows, A and B will represent n X n matrices over the real or 
complex field. A real n X n matrix C = (ckl) will be called an M-matrix 
(semi-M-matrix) if the off diagonal elements c,, for k # I are non-positive and 
the principal minors are positive (non-negative). Also, a real n X n matrix 
C = ( ckl) will be called a Minkowski matrix if the off diagonal elements are 
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non-positive, the diagonal elements are non-negative, and 
c,& + 2 ckl > 0 for l<k<n. 
14 
=l 
Note that a Minkowski matrix is already a semi-M-matrix. Recall that a real 
n x n matrix c= (ckr) with non-positive off diagonal elements c, < 0 for 
k#Z=l2 3 ,..*, n is an M-matrix if and only if the leading principal minors are 
all positive. A 
Ptak [5]. 
2. BOUNDS 
thorough treatment of such matrices is-&en by Fielder and 
FOR THE INVERSE OF A MATRIX 
We may assume without loss of generality that the matrix 2 is irreduc- 
ible. Recall that an n X n matrix Z is said to be irreducible if it neither has 
the form 
z 
Z= 
11 Zl‘z 
[ 1 0 z22 (1) 
with square submatrices Z,,, Z,,, nor can be brought to that form by a 
permutation of the rows and the same permutation of the columns. The 
following is the main result of this paper. 
THEOREM 1. Let Z be an nX n complex matrix. Let B be an nXn 
non-negative matrix satisfying 
bkli < bkl far k#1=1,2 ,..., n. 
Assume that A is a non-negative diagonal matrix A= diug(a,,az 
satisfying 
lZa\>a,> b,>o for 16k<n. 
lf C= A- B is a semi-M-matrix, then 
I&k-?.&‘\ < ak fm l<k<n. 
(2) 
4 
(3) 
(4 
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Proof. Fix an index k = n, say. Without loss of generality we may put 
k = n, since any diagonal elements z,, of Z and c, of C can be brought to the 
n-n position by a suitable permutation of the rows and columns of Z and 
rows and columns of C. 
Now partition Z and C in the following way: 
z= &I z2 
[ 1 Zl %Il 
and 
C= co c2 
[ 1 Cl %I ’ 
(5) 
where Z, and C, are the (n - 1) X (n - 1) leading principal submatrices of Z 
and C, respectively, and C,, C,, Z,, and Z, are all (n - 1)-vectors. From the 
determinantal identity for partitioned matrices given in [2, Vol. 1, p. 461, we 
obtain, if det (Y # 0, that 
det 
[ 1 a f =deta.(6-yoP1p). Y 
Applying Eq. (7) to (5) and (6) gives 
det Z = det Z,. (q, - Z,‘Z, ‘Z,) (3) 
and 
det C = det C,. ( c,, - CTC& ‘Cs ), (9) 
where (e)’ stands for the transpose of (-). Equation (3), together with an 
important theorem due to Ostrowski [6], ensures that 
detZ,#O PO) 
and that 
]detZ]>detC>O. (11) 
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IdetZi( > detq >O, (12) 
where 5 and Cj are the j X i leading principal submatrices in 2 and C, 
respectively, for 1 < j < n - 1. It follows from the inequality (12) that 
ldetZ,I >detC,>O. (13) 
Hence, from Eqs. (8) and (9), we obtain 
-g$=(znn-z:z,‘z,) 
0 
and 
gg =(cn”-c:c&). 
0 
But from Cramer’s rule, 
.._I detZ 
G, =- det Z, * 
05) 
(16) 
Substitution of Eq. (16) into (14) gives 
&I= (xnn - z:zo-lz,), 
or equivalently, 
Iznfl-z;lI=Iz,Tz,‘zzl. 
(17) 
(18) 
Now if we can show that 
I Zl’z, ‘Zzl < c,, (where c,,” = a,,), 
then we are done. But the inequalities (11) and (12) guarantee that 
09) 
detC ,. 
detC,’ * (20) 
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It therefore follows from Eq. (15) and the inequality (20) that 
287 
det C 
- = c,, - cl’co- ‘c, > 0, det C, 
Hence 
C “n = a, > c&- ‘cz > 0, 
(21) 
(224 
or equivalently, 
c$& cl a,. 
Combining the inequalities (2), (3), and (12) immediately gives 
(22l-4 
Then by Eq. (18) and the inequalities (22b) and (23), we obtain the required 
result that 
That Ostrowski’s bounds are a special case of Theorem 1 is given by the 
following corohry. The result wiU be stated for row dominance only, the 
case of column dominance being evidently equivalent. 
COROLLARY 1 (Ostrowski, 1952 [l]). Let an n X n cumpkx matrix Z be 
row diagonally dminunt. That is to say, 
for l<k<n. (25) 
Then 
where 
4= i: Id for 1 <k< n. 
l#k 
=l 
(26) 
(27) 
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Proof. Put 
lzkIl= bkl for k#Z=l2 9 ,...,11., (28) 
and put 
Now put 
A = diag( a,, us,. . . , un). (39) 
Clearly A - B is now a Minkowski matrix with zero row sums. That is to 
say, ak > 0, bkl < 0, and 
n 
Uk+ 2 bkl=o for l< k< n. (31) 
l#k 
=l 
But by the results of [I, Eq. (31) is a necessary and sufficient condition for 
A-B to be a singular semi;M-matrix. By Gershgorin’s theorem, 2 is non- 
singular, and hence Z -r = Z exists. 
By the diagonal dominance condition, 
kkkl > ak (where a, = d, ) for 1 <k< n. (32) 
Thus all the conditions of Theorem 1 are satisfied, and hence 
Actually the strong inequalities in (3) and (25) can be replaced by weak 
inequalities for all but one index, since 2 is assumed irreducible. The 
non-singularity of Z then follows from a result due to Taussky [8]. However 
this weakening is only useful when we are interested in finding a particular 
bound. It is also worth pointing out that the recent bounds discovered by 
Cook [9] are also a special case of Theorem 1, as has been indicated in [lo]. 
3. BOUNDS FOR THE EIGENVALUES OF 2 
The following result due to Ky Fan [3] is the key to our eigenvalue 
inclusion disc theorem. 
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LEMMA 1 (Ky Fan, 1958). Let B be an n X n non-negative irreducible 
matrix satisfying be=0 fbr l<k<n, and b,>O fw k#l=l,2,...,n. Let 
A=diag(a,,a,,..., a,,) have n positive numbers 071 the diagonal. If, fzw every 
complex matrix Z satisfying I%, I= b, for k # 1, every eigenvalue of Z lies in 
the union of the circukw discs 
k-zkkl <ak for 1 <k< n, (34 
then there exist n positive numbers p,, p,, . . , , p,, such that 
Based on Fan’s elegant result, we can now state the eigenvalue inclusion 
theorem in the terminology of semi-M-matrices. 
THEOREM 2. Let B=(bkl) b e an n X n non-negative irreducible matrix 
with &=O for l<k<n. Let A=diag(a,,a,,...,a,,) be a diagonal matrix 
with ak ‘z 0 fm 1 < k < n. Then the matrix A-B is a semi-M-matrix if and 
only if, for every complex matrix Z= (xw) satisfying lzwl = b, for k#l= 
1,2*** n, every eigenvalue of Z is contained in the union of the discs 
b-zkkl ( akp for l<k<n. (36) 
Proof. Necessity: Assume that the eigenvalues of Z are contained in the 
union of the discs 
Iz-z,&l< ak for l<k<n. (37) 
Then by Lemma 1, there exist n positive numbers p,,p,, . . . ,p,, such that 
ak > ; l;k bklPl 
=l 
for l<k<n. (38) 
By the results of [5], the inequality (38) is necessary and sufficient for A-B to 
be a semi-M-matrix. 
To show sufficiency, choose any n positive numbers p,, p,, . . . , p,,. Write 
P=aag(p,,p2* - - p,). (39) 
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Now carry out the transformation 
Z-+P - ‘ZP. (40) 
Recall that the spectrum of Z is invariant under the transformation (40). 
Therefore by Gershgorin’s theorem, every eigenvalue of Z is contained in the 
union of the discs 
lz-zkkl < ai for l< k< n, (41) 
where 
ai=L 5 bupl>O. 
pk Z#k 
=l 
(42) 
Write 
A’=diag(a;,ab***aA). 
Clearly, A’-B is a Minkowski matrix with zero row sums. This implies, from 
the results of [I, that A’-B is a singular semi-M-matrix. Furthermore, for any 
A > A’ (i.e., ak > ai for 1 < k f n), it is evident that A-B is ahso a semi-&& 
matrix. Another appeal to Gershgorin then completes the proof. n 
The author expresses gratitude to Dr. M. Araki of the Department of 
Electronics, Kyoto University, Kyoto, Japan fw invaluable guidance during 
the course of the work reported here; and also to Professor Ky Fan fix many 
useful suggestions fw improvement of the original version. 
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