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Abstract
Let T be a locally compact Hausdorff space and let G denote a ﬁnite-dimensional subspace of the space
C0(T ) of those real-valued continuous functions on T which vanish at inﬁnity, and let the space be equipped
with the uniform norm. Li [Continuous Selections for Metric Projections and Interpolating Subspaces, vol.
1, Approximation and Optimization, Verlag Peter Lang, Frankfurt, 1991] characterized those G with the
property that there exists a continuous selection for the set valued metric projection PG : C0(T ) → P(G)
ofC0(T ) ontoG. Usingwork of Fischer [Continuous selections for semi-inﬁnite optimisation, in: Parametric
Optimisation andRelatedTopics,Akademic-Verlag, Berlin, 1987, pp. 95–112] an alternative characterization
is obtained.A direct proof that the two characterizing conditions are equivalent provides an alternative proof,
shorter than Li’s, of Li’s characterization.
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1. Introduction
Let T be a locally compact Hausdorff space and letC0(T ) be the space of those real continuous
functions on T which vanish at inﬁnity, equipped with the uniform norm.
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Then G will denote a ﬁnite-dimensional linear subspace of C0(T ) and PG : C0(T ) → P(G)
the metric projection of C0(T ) onto G, that is
PG(f ) = {g ∈ G : ‖f − g‖ = d(f,G)}
for f ∈ C0(T ), where d(f,G) = inf{‖f − g‖ : g ∈ G}.
For each f ∈ C0(T ) the set PG(f ) is a non-empty compact convex subset of G.
A function s : C0(T ) → G is a selection for the set valued mapping PG : C0(T ) → P(G)
if s(f ) ∈ PG(f ) for all f ∈ C0(T ). There is now an extensive literature concerned with the
existence of continuous selections for metric projections in this and more general contexts. The
reader is referred to two survey articles by Deutsch [5,6], to the papers [10,13,4,1] and to the
references in them.
This paper is concerned with the characterization of those ﬁnite-dimensional subspaces G of
C0(T ) which have the property that there exists a continuous selection for the metric projection
PG. A characterization has been given by Li.
Theorem 1.1 (Li [10]). There exists a continuous selection for PG if and only if the space G is
regularly weakly interpolating.
Li’s deﬁnition of regularly weakly interpolating is given in Section 4.4. His proof of the theorem
is long and involved and occupies most of the ﬁrst 80 pages of his monograph [10].
Earlier G. Nürnberger and M. Sommer, separately or together, in a series of papers, had inves-
tigated continuous selections for metric projections PG when G is a ﬁnite-dimensional subspace
of the space C([a, b]) of real continuous functions on a closed interval [a, b]. A characterization
of those G for which there does exist a continuous selection for PG was presented by Sommer in
[13]; the characterization is tied to the real interval.
Crucial to Li’s characterization is his identiﬁcation of the regularly weakly interpolating con-
dition. His proof of Theorem 1.1 is broadly similar to the proof in the case T = [a, b] in that it
identiﬁes a particular selection and proves that it is continuous. Li’s proof begins with a lengthy
investigation of the consequences of the regularly weakly interpolating condition. The latter part
of Li’s monograph is concerned with the reconciliation of the regularly weakly interpolating
condition with the conditions obtained by Nürnberger and Sommer for the case T = [a, b].
In this paper an alternative characterization is given.
Theorem 1.2. There exists a continuous selection for PG if and only if the space G does not
satisfy the disjoint leaves condition.
The proof of this theorem, given in Sections 2 and 3, is relatively short. The disjoint leaves
condition is obtained from thework of Fischer [8]. Fischer treats an optimization problemofwhich
the approximation problem is a special case. Section 2 of this paper is a self-contained account
of those ideas and results of Fischer which we require, presented in the context, generality and
notation of this paper. Here a brief outline of the development is given. First a standard deﬁnition
is recalled.
Deﬁnition. If f ∈ C0(T ) and ∅ = H ⊆ PG(f ) then, for  = 1 and  = −1,
crit(f,H) = {t ∈ T : (f − g)(t) = ‖f − g‖ for all g ∈ H }.
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If f /∈ G then the two critical sets crit1(f,H) and crit−1(f,H) are disjoint, compact and not
both empty.
Let H be a face (convex extremal subset) of PG(f ). Fischer deﬁnes, for  = 1,−1, a set
A(f,H) ⊆ (R(H − H))∗ \ {0}. It is determined by the restriction of H to any neighbourhood
of the critical set crit(f,H). An exposed face H ′ of H will be called an immediate successor of
H , and we write H 	 H ′, if it is of the form
H ′ = f,(H) = {h ∈ H : (h − h0) = sup (H − h0)},
which is independent of the choice of h0 ∈ H , for some  ∈ A1(f,H) ∪ A−1(f,H). For each
f ∈ C0(T ) the family of all sequences of faces of PG(f ) which are of the form
PG(f ) = H0 	 H1 	 · · · 	 Hk (1.1)
forms a directed tree in which, if k > 0, sequence (1.1) is a successor of the sequence H0 	
H1 	 · · · 	 Hk−1. A maximal sequence of form (1.1) is a leaf of the tree. If the sequence is
maximal then the language will be abused and it will be said that Hk is a leaf for (f, PG(f )).
Now a subset of PG(f ), denoted here by P FG(f ), is deﬁned to be the intersection of all the leaves
for (f, PG(f ). Thus P FG is a submapping of PG (empty values are not excluded). The properties
of these objects are quite easily established; the magic lies in the deﬁnitions. In this paper two
of Fischer’s theorems are required. The ﬁrst is that P FG(f ) = ∅ if and only if no two leaves for
(f, PG(f )) are disjoint (Theorem 2.4). The second (Theorem 2.5) is that if P FG(f ) = ∅ for all
f ∈ C0(T ) then the set valued mapping P FG : C0(T ) → P(G) is lower semi-continuous and so,
by Michael’s Selection Theorem [12], there exists a continuous selection for P FG which is also
a continuous selection for PG. Thus the condition that for each f ∈ C0(T ) no two leaves for
(f, PG(f )) are disjoint is a sufﬁcient condition for the existence of a continuous selection for PG.
Fischer proves that the condition is also necessary, a fact which also follows from the arguments
of this paper.
If A is a subset of a topological space then the interior of A will be denoted intA.
If H is a leaf for (f, PG(f )) and
C = crit(f,H) for  = 1,−1
then the pair (C1, C−1) has the property that if g ∈ G and C ⊆ int{t : g(t)0} for  = 1,−1
then C1 ∪ C−1 ⊆ int g−1(0) (Lemma 3.1). Any disjoint pair (C1, C−1) of compact subsets of T ,
not both empty, which has this property will be said to satisfy the leaf condition.
If H is a convex subset of a ﬁnite-dimensional real linear space then relintH will denote the
interior of H relative to the afﬁne hull of H .
Suppose that H1 and H2 are disjoint leaves for (f, PG(f )). Then f /∈ G. Let
C, = crit(f,H) for  = 1,−1 and  = 1, 2.
Let g ∈ relintH for  = 1, 2 and let g = g1 − g2. Then the two pairs (C1,1, C1,−1) and
(C2,1, C2,−1) both satisfy the leaf condition. Theorem 3.2 states that the two pairs and the function
g ∈ G \ {0} satisfy three conditions: (DLC)(1) (the leaf conditions) and (DLC)(2) and (DLC)(3)
which are properties of g which follow straightforwardly from the deﬁnitions. The spaceG is said
to satisfy the disjoint leaves condition (DLC) if there exist pairs (C1,1, C1,−1) and (C2,1, C2,−1)
and a function g ∈ G \ {0} which satisfy these three conditions. This is the condition of Theorem
1.2. The proof that ifG satisﬁes the disjoint leaves condition then there does not exist a continuous
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selection for PG is a reﬁnement of Li’s proof in [10] that ifG is not regularly weakly interpolating
then there is no continuous selection for PG.
The situation now is that there are two conditions—(RWI) and (not DLC)—each of which
characterizes those G for which PG has a continuous selection. Sections 4 and 5 present a direct
proof, not involving the metric projection, of the equivalence of the two conditions.
Theorem 1.3. A spaceG is not regularly weakly interpolating if and only if it satisﬁes the disjoint
leaves condition.
Theorems 1.2 and 1.3 together provide an alternative proof of Li’s characterization, Theorem
1.1.
Let e : T → G∗ be the mapping deﬁned by
e(t)(g) = g(t) for all g ∈ G and each t ∈ T .
Then e : T → G∗ is continuous, sp e(T ) = G∗, where spA denotes the linear span of A, and
G = { ◦ e :  ∈ G∗∗}.
Section 4 translates the disjoint leaves and regularly weakly interpolating conditions into dual
conditions, expressed in terms of e : T → G∗. An outline is given in Section 4.1. The negation of
the regularly weakly interpolating condition is translated in terms of e : T → G∗ in Section 4.4.
If G is not regularly weakly interpolating then it is straightforward to show that G satisﬁes the
disjoint leaves condition (Proposition 4.5). The converse is proved in Section 5 working entirely
in the context of e : T → G∗. Section 5.1 gives an outline of the proof and its main ideas and
these are given ﬂesh in Sections 5.2 and 5.3. Sections 4.1 and 5.1 can be read independently of
the other subsections of Sections 4 and 5.
2. Thomas Fischer’s magic
First the important notion of critical set is recalled. If f ∈ C0(T ) and g ∈ PG(f ) then, for
 = 1 and  = −1 (henceforth this phrase will often be omitted),
crit(f, {g}) = {t ∈ T : f (t) − g(t) = ‖f − g‖}.
If f ∈ C0(T ) and ∅ = H ⊆ PG(f ) then
crit(f,H) =
⋂
g∈H crit(f, {g}).
If f /∈ G then crit(f,H) is compact. Write
crit(f,H) = crit1(f,H) ∪ crit−1(f,H).
If g ∈ PG(f ) then crit(f, {g}) is non-empty for each f ∈ C0(T ).
If H is convex and g ∈ relintH then
crit(f, {g}) = crit(f,H)
so that crit(f,H) = ∅. It is easily shown that the restrictions to crit(f,H) of all functions in H
coincide.
The critical sets crit(f,H) play a fundamental role in the development.
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The rest of this section is an account of the ideas and results of Fischer [8]. It differs from
that in [8] in that Fischer’s notation and terminology has been modiﬁed, it is restricted to the
approximation problem whereas Fischer considers a more general optimization problem, and
it considers locally compact spaces T whereas Fischer’s development is, formally, restricted to
compact T . In the interests of accessibility, and the readability of this paper as a whole, proofs—
essentially Fischer’s, translated but with some reorganization—are included. Fischer’s results,
some results of Li [9] and the relations between them were considered in [2].
Central to Fischer’s work is the sequence of deﬁnitions which now follows.
Let f ∈ C0(T ) and let H be either PG(f ) or a non-empty face, that is an extremal convex
subset, necessarily closed, of PG(f ). Then R(H − H) is a linear subspace of G. Deﬁne
FH : T → (R(H − H))∗
by
FH (t)(h) = h(t), for t ∈ T and h ∈ R(H − H).
If t ∈ crit(f,H) then FH (t) = 0. Thus FH (t) is the restriction, to the subspace R(H −H) of G,
of evaluation at t .
Now deﬁne
A(f,H) = ∩{(R+FH (V ))− : V ⊆ T , crit(f,H) ⊆ int V } \ {0}.
Here and elsewhere the superscript ‘−’ denotes the closure of a set. The set A(f,H) is a closed
subset of (R(H − H))∗ \ {0}. Let A(f,H) = A1(f,H) ∪ A−1(f,H).
The set A(f,H) is a reservoir of information concerning the behaviour of the functions of H
in neighbourhoods of the critical set crit(f,H).
The following proposition provides a working deﬁnition of the functionals of A(f,H). The
proof of the proposition is straightforward.
Proposition 2.1. If  ∈ (R(H − H))∗ \ {0} then  ∈ A(f,H) if and only if there exist a net
((t, ) :  ∈ ) in (T \ crit(f,H)) × R+ and a point t ∈ crit(f,H) such that
 = lim

FH (t), t = lim

t.
If A(f,H) = ∅ and  ∈ A(f,H) choose any h0 ∈ H and let
f,(H) = {h ∈ H : (h − h0) = sup (H − h0)}.
Then f,(H) is a non-empty proper exposed face of H ; it is independent of the choice of h0.
If H ′ = f,(H) for some  ∈ A(f,H) we will say that H ′ is an immediate successor of H
and will write H ′ ≺ H . Deﬁne H ′ to be a successor of H if H ′ = Hk ≺ Hk−1 ≺ · · · ≺ H0 = H
for some H1, . . . , Hk−1. Let H∗(f,H) be the set of ﬁnite sequences H = H0 	 H1 	 · · · 	 Hk .
Then H∗(f,H) is a directed tree with root H .
If (H0, H1, . . . , Hk) ∈ H∗(f,H) then
dimH = dimH0 > dimH1 > · · · > dimHk0
and so k dim H dim G. Therefore every sequence inH∗(f,H) can be extended to amaximal
sequence, a leaf of the treeH∗(f,H). Clearly, a sequence (H0, H1, . . . , Hk) ∈ H∗(f ) is maximal
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if and only if A(f,Hk) = ∅. In this case it will be said, abusing the language, that Hk is a leaf
for (f,H). Fischer deﬁnes, but in our notation,
P F(f,H) = ∩{H ′ : H ′ is a leaf for (f,H)};
thus P F(f,H) is either H or the intersection of all successors of H . Further, we write
P FG(f ) = P F(f, PG(f ).
It is appropriate to refer to the set valuedmappingP FG : C0(T ) → P(G) as theFischer submapping
of PG, and if P FG(f ) is non-empty to refer to it as a Fischer face of PG(f ). If f ∈ C0(T ) and
h ∈ PG(f ) then there exists a sequence
PG(f ) = H0 	 H1 	 · · · 	 Hr = H
which is maximal subject to the condition that h ∈ H . Then h ∈ H but h does not belong to any
successor of H . The next lemma concerns this situation when P F(f,H) = ∅.
Lemma 2.2. Let f ∈ C0(T ) and let H be PG(H) or a face of PG(H). If h ∈ H but h is not in
any successor of H and k ∈ P F(f,H) then, for  = 1 and  = −1,
crit(f,H) ⊆ int{t : (k(t) − h(t))0}. (2.1)
Proof. Suppose, on the contrary, that  ∈ {1,−1} is such that (2.1) is false. Let W be the directed
family of neighbourhoods of crit(f,H). Then for each W ∈ W there exists a tW ∈ W such that
(k(tW )−h(tW )) < 0. So W > 0 can be chosen such that ‖WF(tW )‖ = 1. Then some subnet
of the net (WF(tW ) : W ∈ W) in (R(H − H))∗ \ {0} is, by Proposition 2.1, convergent to
some  ∈ A(f,H) and (k − h)0. But
k ∈ ,f (H) = {h′ ∈ H : (h′ − h0) = sup (H − h0)}
(where h0 is any element of H ) and so h also is in ,f (H) which is a successor of H , which is
a contradiction. 
The next lemma gives an important property of leaves; the main element of the lemma is a
consequence of Lemma 2.2.
Lemma 2.3. If f ∈ C0(T ) and H is either PG(f ) or a face of PG(f ) then the following
statements are equivalent.
(1) P F(f,H) = H .
(2) A(f,H) = ∅.
(3) There exists a neighbourhood W of crit(f,H) such that H |W is a single function.
Proof. Asuccessor ofH is a proper face ofH and so the equivalence of (1) and (2) is immediate. It
follows from the deﬁnition ofA(f,H) that (3) implies (2). It remains to prove that (1) implies (3).
Suppose that (1) is satisﬁed. If h′, h′′ ∈ H then, by Lemma 2.2 applied to (k, h) = (h′, h′′)
and to (k, h) = (h′′, h′), h′ and h′′ coincide on a neighbourhood of crit(f,H). The convex set H
is ﬁnite-dimensional and so (3) follows. 
The two theorems which follow are crucial.
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Theorem 2.4. If f ∈ C0(T ), H is PG(F) or a non-empty face of PG(F), K is a leaf for (f,H)
and K ′ is a successor of H then either K ∩ K ′ = ∅ or K ⊆ K ′.
Consequently, either all faces ofPG(f )which are leaves for (f, PG(f )) coincide andP FG(f ) =∅ or there exist leaves H and H ′ for (f, PG(f )) which are disjoint.
Proof. Suppose that K ∩K ′ = ∅. Now H = K0 	 K1 	 · · · 	 Kr = K ′ for some K1, . . . , Kr .
Then K has the properties
(i) K|W is a single function for some neighbourhood W of crit(f,K) (by Lemma 2.3),
(ii) ∅ = K ∩ K ′ ⊆ K ∩ Kk for each k = 0, 1, . . . r , and, for k = 0,
(iii) K ⊆ Kk .
Suppose that 0k < r , that (iii) is satisﬁed and that Kk+1 = f,(Kk) where  ∈ A(f,Kk).
By (iii), crit(f,Kk) ⊆ crit(f,K). Let ((t, ) :  ∈ ) be a net satisfying the conclusion of
Proposition 2.1, applied to . Then (t) is eventually in W and so, by (i), |R(K−K) = 0. By (ii),
K∩Kk+1 = ∅ so there exists h ∈ K which is inKk+1 = {h ∈ Kk : (h−h0) = sup (Kk−h0)},
where h0 is any element of Kk . It follows that K ⊆ Kk+1.
It now follows that K ⊆ Kr = K ′. The theorem is proved. 
Theorem 2.5. IfP FG(f ) = ∅ for all f ∈ C0(T ) then the submappingP FG : C0(T ) → P(G) ofPG
is lower semi-continuous, and so, by Michael’s Selection Theorem [12], there exists a continuous
selection for P FG.
The proof of this theorem requires a further lemma.
Lemma 2.6. Suppose that f ∈ C0(T ), that P FG(f ) = ∅ and that h ∈ PG(f ). Let H , either
PG(f ) or a successor of PG(f ), be such that h ∈ H but h is not in any successor of H and let
k ∈ P FG(f ). If h0 ∈ relintH and ‖k − h0‖ is small then, for  = 1 and  = −1,
crit(f, {h0}) ⊆ int{t : (h0(t) − h(t))0}. (2.2)
Proof. If h0 ∈ relintH then crit(f, {h0}) = crit(f,H). If H = P FG(f ) then (2.2) holds for
any h0 ∈ relintH by Lemma 2.3.
Suppose, then, that H = P FG, so that, by Lemma 2.3, A(f,H) = ∅. Then
A1 = { ∈ A(f,H) : ‖‖ = 1}
is a non-empty compact subset of (R(H − H))∗. As h ∈ H belongs to no successor of H and
k ∈ P F(f,H) ⊆⋂∈A1 f,(H) then, for each  ∈ A1, (k−h) > 0.Thus inf∈A1 (k−h) > 0.
If h0 ∈ H and ‖h0 − k‖ is small then also (h0 − h) > 0 for each  ∈ A1. If (2.2) were false
then, as in the proof of Lemma 2.2, there would exist a  ∈ A1 such that (h0 − h)0, which
would be a contradiction. The lemma is proved. 
Proof of Theorem 2.5. Suppose on the contrary that P FG is not lower semi-continuous at some
f ∈ C0(T ). Then f /∈ G and there exists a sequence (fn)n1 in C0(T ) and k ∈ P FG(f ) such that
(i) f = lim fn,
(ii)  = inf d(k, P FG(fn)) > 0.
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Choose hn ∈ P FG(fn) for each n = 1, 2, . . . . It may be supposed, selecting subsequences if
necessary, that (hn)n1 is convergent to some h, which, by the upper semi-continuity of PG, is
in PG(f ). Now by Lemma 2.6 there exists h0 ∈ PG(f ) such that ‖k − h0‖ < 12 and, for  = 1
and  = −1,
crit(f, {h0}) ⊆ int{t : (h0(t) − h(t))0}. (2.3)
Let U1 and U−1 be disjoint open sets such that, for  = 1 and  = −1,
crit(f, {h0}) ⊆ U ⊆ int{t : (h0(t) − h(t))0}. (2.4)
Let U = U1 ∪ U−1.
Let h′n = h0 + hn − h for n = 1, 2, . . . . Then h0 = lim h′n. A contradiction to (ii) will be
obtained by showing that h′n ∈ P FG(fn) for all sufﬁciently large n.
It must ﬁrst be shown that h′n ∈ PG(fn). If  ∈ {1,−1} and t /∈ U then t /∈ crit(f, {h0}) and
so (f (t) − h0(t)) < d(f,G). Let  = d(f,G) − supt /∈U (f (t) − h0(t)). Then  > 0. Let
 = min{1, −1}. Henceforth we consider n ∈ N such that ‖f − fn‖ < 3 and ‖h − hn‖ < 3 .
If  ∈ {1,−1} and t /∈ U then
(fn(t) − h′n(t)) = (f (t) − h0(t)) + (fn(t) − f (t)) − (hn(t) − h(t))
 d(f,G) −  + ‖fn − f ‖ + ‖hn − h‖
 d(fn,G) −  + 2‖fn − f ‖ + ‖hn − h‖
< d(fn,G). (2.5)
Consequently,
|fn(t) − h′n(t)| < d(fn,G) for all t /∈ U1 ∪ U−1.
If  ∈ {1,−1} and t ∈ U then t /∈ U− and, by (2.5) and (2.4),
−d(f,G) < (fn(t) − h′n(t))
= (fn(t) − hn(t)) − (h0(t) − h(t))
 (fn(t) − hn(t))
 d(fn,G),
so that
|fn(t) − h′n(t)|d(fn,G).
It now follows that ‖fn − h′n‖d(fn,G), so that h′n ∈ PG(fn), and that
crit(fn, {h′n}) ⊆ U.
Now suppose that
PG(fn) = H0 	 · · · 	 Hr = P FG(fn).
Thus h′n ∈ H0. Suppose that j ∈ {1, . . . , r}, that h′n ∈ Hj−1 and that Hj = fn,(Hj−1) where
 ∈ A(fn,Hj−1). Then
crit(fn,Hj−1) ⊆ crit(fn, {h′n}) ⊆ U.
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If t ∈ U then, by (2.4),
(hn(t) − h′n(t)) = (h(t) − h0(t))0.
It follows that (hn − h′n)0. However, hn ∈ P FG(fn) ⊆ Hj and so h′n ∈ Hj . This proves that
h′n ∈ Hr = P FG(fn) and the proof of the theorem is complete. 
The preceding two theorems have the following corollary.
Corollary 2.7. IfG has the property that there is no continuous selection for PG then there exists
an f ∈ C0(T ) and leaves H1 and H2 for (f, PG(f )) such that H1 ∩ H2 = ∅.
Fischer proves more, he proves that the three conditions:
(F) P FG(f ) = ∅ for all f ∈ C0(T ),
(CS) PG admits a continuous selection, and
(2-lsc) PG is 2-lower semi-continuous,
are equivalent. For the notion of 2-lower semi-continuity see the paragraph preceding Theorem
3.4 and the proof of that theorem. The next section exhibits a condition on G, not involving
the metric projection or the space C0(T ), which is equivalent to these three, and so provides a
characterization of those G whose metric projections admit continuous selections.
3. The disjoint leaves condition
The ﬁrst lemma of this section is an addition to Lemma 2.3.
If f is a function on T and A ⊆ T it will be convenient to use the notation
‖f ‖A = ‖f |A‖ = sup
t∈A
|f (t)|.
Lemma 3.1. Suppose that f ∈ C0(T ) and that H is a leaf for (f, PG(f )). If g ∈ G and
crit(f,H) ⊆ int{t : g(t)0} for  = 1 and  = −1 (3.1)
then crit(f,H) ⊆ int g−1(0).
Proof. Suppose that g ∈ G and that (3.1) holds. Suppose that PG(f ) = H0 	 H1 	 · · · 	
Hk = H . Now crit(f,H0) ⊆ crit(f,H1) ⊆ · · · ⊆ crit(f,Hk) for  = 1 and  = −1. Choose
h ∈ relintH . Then crit(f, {h}) = crit(f,H) ⊇ crit(f,Hj ) for j = 0, . . . k.
For  = 1 and  = −1, let
V = int{t : (f (t) − h(t)) > 12d(f,G) and g(t)0}.
So, by (3.1),
V ⊇ crit(f,H) ⊇ crit(f,Hj ) (3.2)
for each j = 0, . . . , k.
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Choose  > 0 such that ‖g‖‖f − h‖ − ‖f − h‖T \V1∪V−1 . Then, by (3.2) and the choice
of ,
‖f − (h + g)‖ = max{‖f − (h + g)‖V1∪V−1 , ‖f − (h + g)‖T \V1∪V−1}‖f − h‖.
Thus (h + g) ∈ PG(f ) = H0.
If h + g ∈ Hj (so that g ∈ R(Hj − Hj)) and  ∈ A(f,Hj ) where j ∈ {0, . . . k − 1} then
crit(f,Hj ) ⊆ int{t : g(t)0} and, by Propositions 2.1 and (3.1), (g)0 so that, for h0 ∈ Hj ,
(h + g − h0)(h − h0).
Therefore h + g ∈ f,(Hj ). It follows that h + g ∈ H , and, by (3) of Lemma 2.3, that
crit(f,H) ⊆ int g−1(0). 
Deﬁnition. A pair (C1, C−1) of subsets of T will be said to satisfy the leaf condition if C1, C−1
are disjoint compact subsets of T , with a non-empty union, such that if g ∈ G and
C ⊆ int{t : g(t)0} for  = 1 and  = −1 (3.3)
then C1 ∪ C−1 ⊆ int g−1(0).
The reader should note that in the next theorem and elsewhere ‘g’, without a further burdensome
subscript, denotes a particular function in G.
Theorem 3.2. Let G be a ﬁnite-dimensional subspace of C0(T ). Suppose that f ∈ C0(T ) and
thatH1 andH2 are disjoint leaves for (f, PG(f )). If gj ∈ relintHj , for j = 1 and 2, g = g1 −g2
and C, = crit(f,H) for  = 1 and 2, and  = 1 and −1, then the pairs (C1,1, C1,−1) and
(C2,1, C2,−1), together with the function g, satisfy the following conditions.
(DLC)(1) The pairs (C1,1, C1,−1) and (C2,1, C2,−1) satisfy the leaf condition.
(DLC)(2) ⋃=1,−1 C1, ∩ C2, ⊆ int g−1(0).
(DLC)(3) (a)⋃=1,−1 C1, ∩ C2, ⊆ g−1(0),
(b) For  = 1 and  = −1,
g(t) < 0 for t ∈ C1, \ C2,,
g(t) > 0 for t ∈ C2, \ C1,,
(c) For  = 1 and  = −1, if t ∈ C1,− ∩ C2, then g(t) = ‖g‖.
Deﬁnition. If subsets C, of T and function g ∈ G satisfy the three conditions of the theorem it
will be said that they satisfy the disjoint leaves conditions (DLC)(1), (2) and (3). If such subsets
and function exist then G will be said to satisfy the disjoint leaves condition (DLC).
Li’s own deﬁnition [10] of regularly weakly interpolating (RWI) spaces G is given in Section
4. By a simple negation and transformation of his deﬁnition one obtains the following proposition
which identiﬁes the formal relationship of the (RWI) and (DLC) conditions.
Proposition 3.3. A spaceG is not regularly weakly interpolating if and only if there exist subsets
C, of T and function g ∈ G which satisfy the disjoint leaves conditions together with the further
conditions that the setsC, are ﬁnite and that (C1,1, C1,−1) = (C2,1, C2,−1). (Note that the latter
condition renders (b) and (c) of (DLC)(3) vacuous.) Thus
G is not (RWI) ⇒ G satisﬁes (DLC).
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Proof of Theorem 3.2. By Lemma 3.1 and the deﬁnition of the leaf condition, condition (DLC)
(1) is satisﬁed. Condition (DLC) (3) will be established next.
Note ﬁrst that
C, = crit(f,H) = crit(f, {g}).
It now follows from the equation
(f − 12 (g1 + g2))(t) = 12(f − g1)(t) + 12(f − g2)(t)
that crit(f, { 12 (g1 + g2)}) = C1, ∩ C2, so that
⋃
=1,−1 C1, ∩ C2, = ∅ (which is also a
consequence of (DLC)(2)).
If t ∈ C2, then
d(f,G)(f − g1)(t) = (f − g2)(t) − g(t)
and so g(t)0. In the same way, if t ∈ C1, then g(t)0. This proves (DLC)(3)(a), and also
(b) but with weak inequalities in place of strict ones. If g(t) = 0 then t ∈ C1, if and only if
t ∈ C2,, from which (b) now follows.
Now consider (c). Note that ‖g‖ = ‖(f − g2) − (f − g1)‖2d(f,G). If  = 1 or  = −1
and t ∈ C2, ∩ C1,− then
g(t) = (f − g2)(t) + (−)(f − g1)(t) = 2d(f,G)
so that ‖g‖ = 2d(f,G) and g(t) = ‖g‖.
It remains to show that (DLC)(2) is satisﬁed. The leaf H2 is the last member of some sequence
PG(f ) = K0 	 K1 	 · · · 	 Kk = H2,
and there is a last member H = Kr of the sequence such that H ⊇ H1. By Theorem 2.4,
Kr+1 ∩ H1 = ∅. Then g ∈ H − H .
NowKr+1 = f,(H) for some  ∈ A(f,H) and, by Proposition 2.1 there exist an  ∈ {1,−1},
a net ((t, ) :  ∈ ) in (T \ crit(f,H)) × R+, and t ∈ crit(f,H) such that
 = lim

FH (t), t = lim

t.
Now g2 ∈ H2 ⊆ f,(H) so, for any h0 ∈ H ,
(g2 − h0) = sup (H − h0).
But g2 +g = g1 ∈ f,(H) so that (g2 +g−h0) < (g2 −h0) and (g) < 0. Consequently the
net (g(t) :  ∈ ) is eventually negative. It follows, by (DLC)(3)(a) and (b), that t ∈ (T \C2,)−.
Now
t ∈ crit(f,H) ⊆ crit(f,H1) ∩ crit(f,H2) = C1, ∩ C2,.
So t ∈ C1, ∩ bdyC2, ⊆ C1, ∩ C2,. The proof is complete. 
The notion of k-lower semi-continuity of set valued mappings between topological spaces,
where k2 is an integer, was introduced by Deutsch and Kenderov [7]. The weakest of these
conditions, 2-lower semi-continuity, is discussed in [4], where it is the weakest of all those
conditions, necessary for the existence of a continuous selection, which are discussed. The proof
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of the next theorem will state and use a condition [4, Theorem 4.2] (in which h is a misprint for d,
the minimum distance between the two sets) which characterizes those PG which are not 2-lower
semi-continuous.
Theorem 3.4. If G satisﬁes the disjoint leaves condition then PG is not 2-lower semicontinuous.
Proof. Let (C1,1, C1,−1) and (C2,1, C2,−1) be pairs of subsets of T and g a function in G which
satisfy the disjoint leaves conditions. We may also suppose that ‖g‖ = 2.
Let B ′(0, 1) and S(0, 1) denote the closed unit ball, and the unit sphere, of centre 0, in C0(T ).
Functions f1 and f2 = f1 + g and sequences (f1,k), (f2,k), all in S(0, 1), and  > 0 will be
constructed and deﬁned, with the properties
(1) f = limk→∞ f,k for  = 1 and 2,
(2) f,k ∈ B ′(0, 1) ∩ (f,k + G) ⊆ S(0, 1) for  = 1 and 2, and
(3) d(B ′(0, 1) ∩ (f1,k + G),B ′(0, 1) ∩ (f2,l + G)) for all sufﬁciently large k and l.
The existence of such elements is, by [4, Theorem 4.2], equivalent to the condition that PG is
not 2-lower semi-continuous.
It follows from (2) and (3) that
d(PG+f1,k (0), PG+f2,k (0))
for all sufﬁciently large k and l. Now, for each h ∈ C0(T ), PG+h(0) = (h ± 12g) − PG(h ± 12g)
and it follows that
d
(
PG
(
f1,k + 12g
)
, PG
(
f2,k − 12g
))
 
2
for all sufﬁciently large k and l. Thus no selection for PG is continuous at f = 12 (f1 + f2) =
lim f1,k + 12g = lim f2,k − 12g, nor at any point of (Rf + G) \ {0}).
The ﬁrst step in the proof is the speciﬁcation of  > 0. For  = 1 and 2 let
L = {h ∈ G : C,1 ∪ C,−1 ⊆ int h−1(0)}
so that L is a subspace of G. If L = {0} let W = T . If L = {0} let h1, . . . , hk be a basis of L
and letW =⋂ki=1 int h−1i (0). Then, in both cases,W is an open set containingC,1∪C,−1 with
the property that if h ∈ G and C,1 ∪ C,−1 ⊆ int h−1(0) then W ⊆ h−1(0). Let W = W1 ∩ W2
and  = 12‖g|W‖, which, by (DLC)(2), is positive.
The second step is to deﬁne f1 ∈ C0(T ). By the condition ‖g‖ = 2,
max{−1,−1 − g} min{1, 1 − g}
and, by (DLC)(3)(c), there is equality at each
t ∈
⋃
=1,−1 C1,− ∩ C2, = (C1,1 ∪ C2,1) ∩ (C1,−1 ∪ C2,−1).
It follows, by an application of the Tietze extension theorem that there exists f1 ∈ C0(T ) such
that
f1(t) =
{
min{1, 1 − g(t)} for t ∈ C1,1 ∪ C2,1,
max{−1,−1 − g(t)} for t ∈ C1,−1 ∪ C2,−1
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and
max{−1,−1 − g}f1 min{1, 1 − g}.
Deﬁne f2 = f1 + g. Then, by (DLC)(3)(a) and (b), f(t) =  for t ∈ C,, for  ∈ {1,−1} and
 ∈ {1, 2}.
By (DLC)(2),⋃=1,−1 C1, ∩ C2, = ∅ and so the line segment 〈f1, f2〉, which is of length
2, lies in the unit sphere S(0, 1).
The next step is to construct sequences (f1,k) and (f2,k) of perturbations of f1 and f2. For each
 = 1 or 2,  = 1 or − 1 and k = 1, 2, . . . , let
V,,k =
{
t : f(t)1 − 12k
}
, V ′,,k =
{
t : f(t) > 1 − 1
k
}
,
and let ,k : T → [0, 1] be a function in C0(T ) such that
,k(t) =
{
1 for t ∈⋃=1,−1 V,,k,
0 for t /∈⋃=1,−1 V ′,,k.
Deﬁne
f,k = (1 − ,k)f + ,k sgn f.
Then f,k ∈ C0(T ), ‖f,k‖ = 1 and ‖f − f,k‖ 1k ; in particular condition (1) is satisﬁed.
It must now be shown that conditions (2) and (3) are satisﬁed. If h ∈ G and ‖f,k + h‖1
then h(t)0 whenever f,k(t) =  and  ∈ {1,−1}. Thus h(t)0 for all t ∈ V,,k , which
is a neighbourhood of f−1 () ⊇ C,. It now follows from the leaf condition (DLC)(1) that
W ⊆ W ⊆ h−1(0). So
1‖f,k + h‖‖(f,k + h)|W‖ = ‖f,k|W‖ = 1.
It follows that (2) is satisﬁed.
If h1, h2 ∈ G and
(f1,k + h1) ∈ B ′(0, 1) ∩ (f1,k + G), (f2,l + h2) ∈ B ′(0, 1) ∩ (f2,l + G),
then by the preceding paragraph,
‖(f1,k + h1) − (f2,l + h2)‖  ‖((f1,k + h1) − (f2,l + h2))|W‖
= ‖(f1,k − f2,l)|W‖
 ‖(f1 − f2)|W‖ −
(
1
k
+ 1
l
)
= ‖g|W‖ −
(
1
k
+ 1
l
)
which is greater than  for all sufﬁciently large k and l. Thus condition (3) is satisﬁed and the
proof of the theorem is complete. 
The preceding results now yield the following summary theorem which contains the charac-
terization Theorem 1.2.
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Theorem 3.5. If G is a ﬁnite-dimensional subspace of C0(T ) then the following conditions are
equivalent.
(CS) There exists a continuous selection for the metric projection
PG : C0(T ) → P(G).
(2-lsc) The metric projection PG : C0(T ) → P(G) is 2-lower semi-continuous.
(not DLC) The space G does not satisfy the disjoint leaves condition.
(F) P FG(f ) = ∅ for all f ∈ C0(T ).
Proof. The implication (CS) ⇒ (2-lcs) is trivial. The implications
(2-lcs) ⇒ (not DLC) ⇒ (F) ⇒ (CS)
are given, in turn, by Theorems 3.4, 3.2 together with Theorem 2.4, and 2.5. 
4. The dual conditions
4.1. Introduction and outline
Let T be a topological space and G a ﬁnite-dimensional linear space of continuous real valued
functions on T . Let dimG = n. The dual space of G is denoted G∗ and jG : G → G∗∗ is the
canonical isomorphism; we also write jGg = gˆ. Deﬁne
e : T → G∗ (4.1)
by e(t)(g) = g(t) for all g ∈ G and each t ∈ T . Thus e(t) is the linear functional on G which
is the restriction to G of evaluation at t . Finite-dimensional real linear spaces will be equipped
with their natural norm topologies so that the mapping (4.1) is continuous. It is easily seen that
sp e(T ) = G∗.
The spaceG can be recaptured from themapping.More generally, if e′ : T → F is a continuous
mapping into a ﬁnite-dimensional real linear space F , and F = sp e′(T ) thenG = {f ∗ ◦e′ : f ∗ ∈
F ∗} is a space of continuous real valued functions on T and there is an isomorphism 	 : G∗ → F
such that e′ = 	e. If T is a locally compact Hausdorff space then G ⊆ C0(T ) if and only if
0 = limt→∞ e(t).
The correspondence between G ⊆ C0(T ) and e : T → G∗ means that there is also a corre-
spondence between properties of the space G and properties of the mapping e : T → G∗. For
the rest of this paper we work in the context of the mapping e : T → G∗. In Section 4.3 the leaf
condition and the disjoint leaves conditions (DLC)(1), (2) and (3) and, in Section 4.4, the negation
(nRWI) of the regularly weakly interpolating condition are translated in terms of the mapping
e : T → G∗.
The proof that the conditions (DLC) and (nRWI) are equivalent is an involved one. Thus
Sections 4.1 and 5.1 provide an outline of the proof. They can be read independently of Sections
4.2–4.4 and 5.2–5.5 in which the details of the proofs are presented.
The translation from G to e : T → G∗ arose naturally from the author’s efforts to understand
Li’s work in [10] and to ﬁnd an alternative approach to the investigation of the ‘local’ behaviour
of G in ‘small’ neighbourhoods of subsets of T . It allows some of Li’s theorems and proofs
to be simpliﬁed and made more transparent. It also leads to a more geometrical and functional
analytic treatment which has been for the author the key to the discovery of the direct proof of the
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equivalence of (DLC) and (nRWI). Calculations in terms of the mapping e : T → G∗ are also
central to further work, to appear in [3], concerning those G for which the metric projection PG
is lower semi-continuous.
The translation from G to e : T → G∗ involves a number of associated objects which will now
be deﬁned.
The functions Ee and Eue : Consider a continuous mapping e : T → F of T into a real linear
space F of ﬁnite dimension n, such that sp e(T ) = F . For A ⊆ T write
E(A) = Ee(A) = sp e(A)
and
Eu(A) = Eue (A) = ∩{Ee(U) : A ⊆ intU, U ⊆ T }.
The subscript ‘e’ will be omitted until, in Section 5, it is necessary to avoid ambiguity.
By the ﬁnite dimensionality of F , if U is a neighbourhood of A and dimE(U) is minimal then
E(U) = Eu(A).
Notation: It is convenient to use the notation
(V1, V−1) 	 (A1, A−1)
to mean thatA1 ∩A−1 = V1 ∩V−1 = ∅, V1 ⊇ A1, V−1 ⊇ A−1 . Our concern will be with ‘small’
neighbourhoods of sets and
(V1, V−1) ◦	e (A1, A−1)
will mean that (V1, V−1) 	 (A1, A−1), A1 ⊆ int V1, A−1 ⊆ int V−1 and E(V1 ∪ V−1) =
Eu(A1 ∪ A−1). The subscript ‘e’ will be omitted unless it is necessary to avoid ambiguity.
The functionK: If (V1, V−1) is a disjoint pair of subsets ofT , not both empty, deﬁneK(V1, V−1)
to be the set of points of the form∑
=1,−1
∑
t∈A
(t)e(t),
where A1, A−1 are ﬁnite sets, (A1, A−1) ≺ (V1, V−1), (t) > 0 for all t ∈ A1 ∪ A−1 and
E(A1 ∪ A−1) = E(V1 ∪ V−1). Deﬁne K(∅,∅) = {0} (cf sp(∅) = {0}); consideration of this
exceptional possibility will sometimes be left to the reader.
Properties of K will be stated here as a portmanteau theorem. Proofs will be given in
Section 4.2.
Theorem 4.1. (K1) (Monotonicity). If (A1, A−1) is a disjoint pair of compact subsets of T and
VA is the downward directed family of 
 = (V1, V−1) ◦	 (A1, A−1) then K is monotonic on VA.
(K2) Suppose that (A1, A−1) is a disjoint pair of compact subsets of T , not both empty, such
that
⋃
=1,−1 e(A) lies in an open half-space 	−1((0,∞)) of F . If (V1, V−1) 	 (A1, A−1)
and V ⊆ e−1(	−1((0,∞)), for  = 1 and −1, then K(V1, V−1) ⊆ 	−1((0,∞)).
(K3) K(V1, V−1) = K(V1, V−1) for each  > 0.
(K4) K(V1, V−1) + K(V1, V−1) = K(V1, V−1).
(K5) (Convexity) K(V1, V−1) is convex.
(K6) K(V1, V−1) is a relatively open subset of E(V1, V−1).
(K7) K(V1, V−1)− is the closed convex cone (not excluding the possibility E(V1 ∪ V−1))
generated by
⋃
=1,−1 e(V).
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(K8)(Additivity) Suppose that (V1, V−1) is a disjoint pair of subsets of T and thatV = V 1 ∪V 2
for  = 1 and −1. Then
K(V1, V−1) = K(V 11 , V 1−1) + K(V 21 , V 2−1). (4.2)
The translation of the leaf condition can now be stated. Let T again be a locally compact
Hausdorff space, let G be a subspace of C0(T ) of ﬁnite dimension n and let e : T → F , where
F = G∗, be the mapping (4.1).
Theorem 4.2. Let (C1, C−1) be a disjoint pair of compact subsets of T . Then (C1, C−1) satisﬁes
the leaf condition for G if and only if
(LC∗) 0 ∈ K(V1, V−1) whenever (V1, V−1) ◦	 (C1, C−1).
It is now straightforward to translate the disjoint leaves conditions (DLC)(1), (2) and (3) of
Theorem 3.2 in terms of e : T → G∗.
Theorem 4.3. Pairs (C1,1, C1,−1) and (C2,1, C2,−1), each of disjoint compact subsets of T , not
both empty, for which we write B = C1, ∩ C2, for  = 1 and  = −1, and g ∈ G, for which
we write gˆ =  ∈ F ∗, satisfy the disjoint leaves conditions (DLC)(1), (2) and (3) for G if and
only if the following conditions are satisﬁed:
(DLC∗)(1) Each of the pairs (C1,1, C1,−1) and (C2,1, C2,−1) satisﬁes the leaf condition (LC∗),
(DLC∗)(2) Eu(B1 ∪ B−1) ⊆ −1(0),
(DLC∗)(3) (a) E(B1 ∪ B−1) ⊆ −1(0),
(b) ⋃=1,−1 e(C, \ B) ⊆ −1((−1)(0,∞)), for  = 1, 2.
(c) For  = 1 and  = −1,
e(C1,− ∩ C2,) ⊆ −1(‖‖)
where ‖‖ = sup{|(e(t))| : t ∈ T }.
Proof. The equivalence of each of the starred conditions (DLC∗), other than (DLC∗)(2), and the
corresponding condition of Theorem 3.2 is immediate. Condition (DLC)(2) is equivalent to
if V is a neighbourhood of B1 ∪ B−1 then V ⊆ g−1(0),
and so to
if V is a neighbourhood of B1 ∪ B−1 then E(V ) ⊆ gˆ−1(0),
and this condition is equivalent to (DLC∗)(2).
It may be noted here that the condition (DLC∗)(3)(c) plays no further role in the discussion.
Wu Li’s deﬁnition of a regularly weakly interpolating space is given in Section 4.4. The trans-
lation of its negation in terms of e : T → G∗ is straightforward. 
Theorem 4.4. If G is a ﬁnite-dimensional subspace of C0(T ) then G is not regularly weakly
interpolating (nRWI) if and only if there exists a disjoint pair (A1, A−1) of ﬁnite subsets of T
such that
(nRWI∗)(1) (A1, A−1) satisﬁes the leaf condition, and
(nRWI∗)(2) Eu(A1 ∪ A−1) = E(A1 ∪ A−1).
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The simple part of the proof of the equivalence of (DLC) and (nRWI) follows directly from the
two theorems and is stated as a proposition.
Proposition 4.5. If G is not regularly weakly interpolating then G satisﬁes the disjoint leaves
condition.
Proof. If (A1, A−1) satisﬁes the conditions (nRWI∗)(1) and (2) then for some g ∈ G the func-
tional gˆ ∈ G∗∗ is zero on E(A1 ∪ A−1) but not on Eu(A1 ∪ A−1), so that the pairs
(C1,1, C1,−1) = (C2,1, C2,−1) = (A1, A−1)
and g ∈ G satisfy the conditions (DLC∗)(1), (2) and (3), the conditions (DLC∗)(3)(b) and (c)
being vacuous. 
Note that the statement of Theorem 4.3 involves pairs (C1,1, C1,−1) and (C2,1, C2,−1) of com-
pact subsets of T while the statement of Theorem 4.4 involves a pair (A1, A−1) of ﬁnite subsets
of T . Theorem 4.10 is a technical result which enables one to pass from pairs of compact sets
to pairs of ﬁnite sets. It has the consequence that if in the statements of Theorems 4.3 and 4.4
‘compact’ and ‘ﬁnite’ are interchanged then the resulting statements are also true.
Section 4 concludes with a further technical result, Theorem 4.12, which includes the statement
(equivalent to a result of Li [10]) that if T ′ ⊆ T and e′ = e|T ′ : T ′ → F does not satisfy the
regularly weakly interpolating condition then neither does e : T → F . The theorem provides the
ﬁnal step in the proof that (DLC) implies (nRWI).
4.2. The properties of K
This section gives the proof of Theorem 4.1.
It is convenient to use the following auxiliary notation. If (A1, A−1) is a disjoint pair of ﬁnite
subsets of T let K◦(A1, A−1) be the set of points of the form
∑
=1,−1
∑
t∈A (t)e(t), where
(t) > 0 for all t ∈ A1 ∪ A−1. Note that⋃=1,−1 e(A) ⊆ K◦(A1, A−1)−.
If (V1, V−1) is a disjoint pair of subsets of T , not both empty, then K(V1, V−1) is the set
∪{K◦(A1, A−1) : (A1, A−1) ≺ (V1, V−1), E(A1 ∪ A−1) = E(V1 ∪ V−1)}.
Note that
⋃
=1,−1 e(V) ⊆ K(V1, V−1)−.
(K1) Let (A1, A−1) be a disjoint pair of compact subsets of T , not both empty. If (V ′1, V ′−1) ≺
(V1, V−1) are members of
VA = {(V1, V−1) : (V1, V−1) ◦	 (A1, A−1)}
then E(V1 ∪V−1) = E(V ′1 ∪V ′−1) = Eu(A1 ∪A−1) and so K(V ′1, V ′−1) ⊆ K(V1, V−1). Thus K
is monotonic on VA.
(K2) and (K3) follow directly from the deﬁnition of K .
(K4) and (K5) The property (K4) follows from the inclusions
K(V1, V−1)⊆ 12K(V1, V−1) + 12K(V1, V−1) = K(V1, V−1)+K(V1, V−1)⊆K(V1, V−1).
Property (K5) follows from (K3) and (K4).
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(K6) If
	 =
∑
=1,−1
∑
t∈A
(t)e(t) ∈ K(V1, V−1),
let A be a subset of A1 ∪ A−1 such that e(A) is a basis of E(V1 ∪ V−1). Then, for  > 0,
B() = { = ∑a∈A (a)e(a) : |(a)| < } is a neighbourhood of 0 in E(V1 ∪ V−1), and
	 + B() ⊆ K(V1, V−1) if  = min{(t) : t ∈ A1 ∪ A−1}. This proves (K6).
(K7) follows from (K3), (K5) and the deﬁnition of K .
(K8) A monotonicity property of K◦ is required for the proof.
Lemma 4.6. If (A1, A−1) ≺ (A′1, A′−1) ≺ (V1, V−1), the sets A′1 and A′−1 are ﬁnite and
E(A1 ∪ A−1) = E(V1, V−1) then K◦(A1, A−1) ⊆ K◦(A′1, A′−1).
Proof. Let A′ \ A = B, and let  =
∑
=1,−1
∑
t∈B e(t). If 	 ∈ K◦(A1, A−1), which
is open in E(V1 ∪ V−1), then, for small  > 0, the point 	 −  ∈ K◦(A1, A−1) so that
	 ∈  + K◦(A1, A−1) ⊆ K◦(A′1, A′−1). The lemma is proved. 
Suppose now that (V1, V−1) is a disjoint pair of subsets of T and that V = V 1 ∪V 2 for  = 1
and −1. If any of the three pairs involved is (∅,∅) then Eq. (4.2) holds. Suppose now that none
of the pairs is (∅,∅). Note that
E(V1 ∪ V−1) = E(V 11 ∪ V 1−1) + E(V 21 ∪ V 2−1).
It follows now from the deﬁnition of K that the set on the right of (4.2) is contained in that on the
left.
Consider 	 ∈ K(V1, V−1). Then there exist ﬁnite A ⊆ V, for  = 1 and  = −1, such that
E(A1 ∪ A−1) = E(V1 ∪ V−1) and 	 ∈ K◦(A1 ∪ A−1). By Lemma 4.6 the sets A1 and A−1 can
be replaced by larger ﬁnite sets so that, for  = 1 and 2,⋃=1,−1 A ∩ V  = ∅ and
E
(⋃
=1,−1 A ∩ V


)
= E(V 1 ∪ V −1) for  = 1, 2.
It now follows that
	 ∈ K◦(A1 ∩ V 11 , A−1 ∩ V 1−1) + K◦(A1 ∩ V 21 , A−1 ∩ V 2−1)
⊆ K(V 11 , V 1−1) + K(V 21 , V 2−1),
and the proof is complete. The proof of Theorem 4.1 is also complete.
4.3. The disjoint leaves condition
Now again let T be a locally compact Hausdorff space, let G be a subspace of C0(T ) of ﬁnite
dimension n and let e : T → F , where F = G∗, be the mapping (4.1).
In this section Theorem 4.2 is proved. It is also proved (Theorem 4.10 and Corollary 4.11)
that if there exist pairs of compact sets which satisfy the disjoint leaves condition then there exist
subpairs of ﬁnite sets which do so also.
In order to transform the leaf condition in terms of the sets K(V1, V−1) the following lemmas
are needed.
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Lemma 4.7. If X is a ﬁnite-dimensional real linear space, dimX = n, and V ⊆ X then 0 ∈
int coV if and only if there exist k ∈ N, v1, . . . , vk ∈ V , and positive 1, . . . , k such that
1 + · · · + k = 1, X = sp {v1, . . . , vk} and 0 =∑kj=1 kvk .
Proof. ⇐ Suppose that the second condition is satisﬁed but that 0 /∈ int coV . Then there exists
	 ∈ X∗ \ {0} such that	(v)0 for all v ∈ V . Consequently, in the equation 0 =∑kj=1 k	(vk),
all the terms on the right are non-negative, and so all are zero. Thus {v1, . . . , vk} ⊆ 	−1(0) and
sp{v1, . . . , vk} = X, which is a contradiction.
⇒ Suppose that 0 ∈ int coV . Then there exists a simplex 〈y1, . . . , yn+1〉 in coV with 0 in its
interior. Then sp{y1, . . . , yn+1} = X and 0 = ∑n+1j=1 j yj for some positive 1, . . . , n+1. The
second condition of the lemma now follows. 
Lemma 4.8. Let (V1, V−1) be a disjoint pair of subsets of T , not both empty. The following
conditions are equivalent.
(i) 0 ∈ intE(V1∪V−1) co(
⋃
=1,−1 e(V)).
(ii) 0 ∈ K(V1, V−1).
(iii) K(V1, V−1) = E(V1 ∪ V−1).
Proof. That the second and third statements are equivalent is straightforward. The equivalence
of the ﬁrst and second follows directly from the previous lemma. 
Proof of Theorem 4.2. It is easily veriﬁed that relation (3.3) is satisﬁed if and only if there exists
(V1, V−1) ◦	 (C1, C−1) such that
co
⎛
⎝ ∑
=1,−1
e(V)
⎞
⎠ ⊆ gˆ−1([0,∞)).
It is also easily shown thatC1∪C−1 ⊆ int g−1(0) if and only if the restriction of gˆ toEu(C1∪C−1)
is zero.
Now, suppose that (V1, V−1) ◦	 (C1, C−1). Then co(⋃=1,−1 e(V)) ⊆ Eu(C1 ∪C−1), and
G∗∗|Eu(C1∪C−1) = (Eu(C1 ∪ C−1))∗. It follows that (C1, C−1) satisﬁes the leaf condition if and
only if the conditions that (V1, V−1) ◦	 (C1, C−1), 	 ∈ (Eu(C1 ∪ C−1))∗ and
co
⎛
⎝ ∑
=1,−1
e(V)) ⊆ 	−1([0,∞)
⎞
⎠
imply that 	 = 0. This is so if and only if, for each (V1, V−1) ◦	 (C1, C−1),
0 ∈ intEu(C1∪C−1) co
⎛
⎝ ∑
=1,−1
e(V)
⎞
⎠ .
The assertion of the theorem now follows from Lemma 4.8. 
The ﬁnal theorem of this subsection shows that if (C1, C−1) satisﬁes the leaf condition (LC∗)
then there exists a pair of ﬁnite sets (B1, B−1) ≺ (C1, C−1) which satisﬁes the leaf condition.
It follows from the theorem that if G satisﬁes the disjoint leaves condition then there exist pairs
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(C1,1, C1,−1) and (C2,1, C2,−1) of ﬁnite sets, together with a  ∈ F = G∗, which satisfy the
conditions (DLC∗)(1),(2) and (3). For the proof of the theorem we need a lemma which is similar
to the Caratheodory Theorem of convexity theory.
Lemma 4.9. LetA be a ﬁnite subset of a ﬁnite-dimensional real linear spaceX such that spA =
X. If (a) > 0 for each a ∈ A and x =∑a∈A (a)a then there exists A′ ⊆ A and (a) > 0 for
each a ∈ A′ such that spA′ = X, cardA′2 dimX and x =∑a∈A′ (a)a.
Proof. Suppose that dimX = n and the points ofA are a1, . . . , an+m, where sp{a1, . . . , an} = X
and mn + 1. Then an+1, . . . , an+m are linearly dependent and there is a relation which can be
put in the form
∑
i∈I
iai =
∑
i∈J
iai ,
where I ∩ J = ∅, I ∪ J ⊆ {n + 1, . . . , n + m}, the left hand sum is non-empty and i > 0 for
all i ∈ I ∪ J . Then, for any ,
x =
∑
a∈A
(a)a − 
∑
i∈I
iai + 
∑
i∈J
iai . (4.3)
If  > 0 is small then the coefﬁcient in (4.3) of each a ∈ A is positive. The maximum  of
all those for which all coefﬁcients are non-negative makes at least one of the coefﬁcients of ai ,
i ∈ I , zero. Thus A can be replaced by a smaller set which contains the basis a1, . . . , an of X. If
A′ is a smallest subset of A with the required properties then cardA′2n. 
Theorem 4.10. Suppose that (C1, C−1) is a pair of disjoint compact subsets of T which satisﬁes
the leaf condition. Then there exists a pair of ﬁnite sets (1,−1) ≺ (C1, C−1) such that
Eu(1 ∪ −1) = Eu(C1 ∪ C−1)
and (′1,′−1) satisﬁes the leaf condition whenever ′1 and ′−1 are compact sets and
(1,−1) ≺ (′1,′−1) ≺ (C1, C−1). (4.4)
Proof. LetV be the directed family of pairs (V1, V−1) ◦	 (C1, C−1). For each 
 = (V1, V−1) ∈ V
choose ﬁnite subsetsA(
)1 ofV1 andA
(
)
−1 ofV−1, and positive coefﬁcients (
)(t) for t ∈ A(
)1 ∪A(
)−1
such that
E(A
(
)
1 ∪ A(
)−1) = Eu(C1 ∪ C−1)
and ∑
=1,−1
∑
t∈A(
)
(
)(t)(e(t)) = 0. (4.5)
By Lemma 4.9, the choice of the elements can be modiﬁed, if necessary, so that card A(
)1 ∪
A
(
)
−12 dimEu(C1 ∪ C−1). It now follows that there is a coﬁnal subnet ((A(
)1 , A(
)−1) : 
 ∈ V ′)
of the net ((A(
)1 , A
(
)
−1) : 
 ∈ V) such that cardA(
)1 ∪ A(
)−1 is a constant, m say, for 
 ∈ V ′. Write
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A
(
)
1 ∪ A(
)−1 = {t (
)1 , . . . , t (
)m } for 
 ∈ V ′. The net ((t(
)1 , . . . , t (
)m ) : 
 ∈ V ′) in T m has a cluster
point (t1, . . . , tm) ∈ (C1 ∪ C−1)m. Deﬁne  = {t1, . . . , tm} ∩ C for  = 1,−1.
Now suppose that the pair (′1,′−1), of compact sets, satisfy (4.4). Let (U1, U−1) ◦ 	
(′1,′−1). Then there is a 
 ∈ V ′ such that A(
) ⊆ U for  = 1,−1. Then
Eu(′1 ∪ ′−1) = E(U1 ∪ U−1) ⊇ E(A(
)1 ∪ A(
)−1) = Eu(C1 ∪ C−1) ⊇ Eu(′1 ∪ ′−1)
so that
E(A
(
)
1 ∪ A(
)−1) = Eu(′1 ∪ ′−1) = Eu(C1 ∪ C−1)
and (4.5) is satisﬁed. This shows that (′1,′−1) satisﬁes the leaf condition. The case (′1,′−1) =
(1,−1) yields the equation
Eu(1 ∪ −1) = Eu(C1 ∪ C−1). 
Corollary 4.11. If G satisﬁes the disjoint leaves condition then there exist pairs (C1,1, C1,−1)
and (C2,1, C2,−1) of ﬁnite sets, together with a  ∈ F = G∗, which satisfy the conditions
(DLC∗)(1),(2) and (3).
The proof is straightforward.
4.4. The regularly weakly interpolating condition
Here is Li’s deﬁnition; almost but not quite a quotation:
A ﬁnite-dimensional subspaceG ofC0(T ) is called a regularly weakly interpolating space if
for anyA = {ti}r1 ⊆ T with the property that if V is a neighbourhood ofA then h|A = 0 and
h|V = 0 for some h ∈ G, and any {i}r1 ⊆ {1,−1}, there exists g ∈ G and neighbourhoods
Vi of ti , for 1 ir , such that
ig(t)0 for t ∈ Vi and 1 ir
and
A ⊆ int g−1(0).
The restrictions that T be locally compact and that G ⊆ C0(T ) are not necessary either to the
deﬁnition or tomuchofLi’s investigation of the consequences of the regularlyweakly interpolating
(RWI) condition.
The ﬁnite setA = {t1, . . . , tr} and the signs 1, . . . , r correspond to the disjoint pair (A1, A−1)
of ﬁnite sets deﬁned by A = {ti : i = } for  = 1 and  = −1. So the deﬁnition can be
formulated in the following way:
G is regularly weakly interpolating if and only if for each pair (A1, A−1) of disjoint ﬁnite
subsets of T , with the property that if V is a neighbourhood of A1 ∪A−1 then g|A = 0 and
g|V = 0 for some g ∈ G, there exists g ∈ G such that
A ⊆ int{t : g(t)0}, for  = 1,−1,
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and
A1 ∪ A−1 ⊆ int g−1(0).
The negation of this form of the deﬁnition yields Theorem 4.4. It follows from the reformulated
deﬁnition that G is not regularly weakly interpolating if and only if there exists a disjoint pair
(A1, A−1) of ﬁnite subsets of T such that for each neighbourhood V of A = A1 ∪A−1 there is a
g ∈ G with g|A = 0 and g|V = 0 and (A1, A−1) satisﬁes the leaf condition.
Now g|A = 0 and g|V = 0 if and only if gˆ ∈ E(A)⊥ and gˆ /∈ E(V )⊥. If V ⊇ A then there
exists such a gˆ ∈ G∗∗ if and only if E(V ) = E(A), and this is so for every neighbourhood V of
A if and only if Eu(A) = E(A). The proof is complete.
The ﬁnal theorem of this section is essentially equivalent to [10, Theorem 3.3] and the proof
originates in Li’s proof.
Theorem 4.12. Suppose that T ′ ⊆ T and that e′ = e|T ′ : T ′ → F does not satisfy the regularly
weakly interpolating condition. If (A1, A−1) is a disjoint pair of ﬁnite subsets of T ′ which satisﬁes
the conditions (nRWI∗)(1) and (2) for e′ : T ′ → F then there exists a ﬁnite disjoint pair
(A′1, A′−1) 	 (A1, A−1) which satisﬁes the conditions (nRWI∗)(1) and (2) for e : T → F , and
e : T → F does not satisfy the regularly weakly interpolating condition.
Proof. The hypothesis on (A1, A−1) means that
E((V1 ∪ V−1) ∩ T ′) = E(A1 ∪ A−1) and 0 ∈ K(V1 ∩ T ′, V−1 ∩ T ′)
whenever (V1, V−1) ◦	e (A1, A−1) and E((V1 ∪ V−1) ∩ T ′) is minimal.
Choose (V 01 , V 0−1) ◦ 	 (A1, A−1) such that E(V 01 ∪ V 0−1), E((V 01 ∪ V 0−1) ∩ T ′) and
E((V 01 ∪ V 0−1) \ T ′) are all minimal. Choose a ﬁnite set Y ⊆ (V 01 ∪ V 0−1) \ T ′ such that
E(V 01 ∪ V 0−1) = E((V 01 ∪ V 0−1) ∩ T ′)E(Y ). (4.6)
Let V be the downward directed family of pairs 
 = (V1, V−1) such that
(V 01 , V
0−1) 	 (V1, V−1) ◦	 (A1, A−1).
For 
 = (V1, V−1) ∈ V choose a point z(
) ∈ K(V1 \ T ′, V−1 \ T ′). Now
K(V1 \ T ′, V−1 \ T ′) ⊆ E(V1 ∪ V−1) = E((V1 ∪ V−1) ∩ T ′)E(Y ), (4.7)
so that there exist x(
) ∈ E((V1 ∪ V−1) ∩ T ′) and y(
) ∈ E(Y ) such that
0 = z(
) + x(
) + y(
). (4.8)
There exist disjoint subsets Y1(
) and Y−1(
) of Y such that
y(
) ∈ K◦(Y1(
), Y−1(
)).
The set Y is ﬁnite so there is a coﬁnal subfamily V ′ of V such that (Y1(
), Y−1(
)) has a constant
value (Y1, Y−1) on V ′. Now for each 
 ∈ V choose 
′ ∈ V ′ such that 
′ ≺ 
 and replace the choice
z(
) by z(
′). Thus y(
) ∈ K◦(Y1, Y−1) for all 
 ∈ V .
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The set K(V1 ∩ T ′, V−1 ∩ T ′) is a relatively open subset of E((V1 ∪ V−1) ∩ T ′) and 0 ∈
K(V1 ∩ T ′, V−1 ∩ T ′) so, for small  > 0, hence for  = 1, x(
) ∈ K(V1 ∩ T ′, V−1 ∩ T ′).
It follows, by Theorem 4.1(K8), that
0 = z(
) + x(
) + y(
)
∈ K(V1 \ T ′, V−1 \ T ′) + K(V1 ∩ T ′, V−1 ∩ T ′) + K◦(Y1, Y−1)
=K(V1, V−1) + K◦(Y1, Y−1).
If (U1, U−1) is a pair such that
(V 01 , V
0−1) 	 (U1, U−1) ◦	 (Y1, Y−1)
then
(V 01 , V
0−1) 	 (V1 ∪ U1, V−1 ∪ U−1) ◦	 (A1 ∪ Y1, A−1 ∪ Y−1)
and
E(V1 ∪ V−1) ⊆ E
(⋃
=1,−1 V ∪ U
)
⊆ E(V 01 ∪ V 0−1) = E(V1 ∪ V−1)
so that
0 ∈ K(V1, V−1) + K◦(Y1, Y−1) ⊆ K(V1 ∪ U1, V−1 ∪ U−1).
This proves that the pair (A1 ∪ Y1, A−1 ∪ Y−1) in T satisﬁes the leaf condition.
Finally,
E
(⋃
=1,−1 A ∪ Y
)
= E(A1 ∪ A−1)E(Y1 ∪ Y−1)
= E((V 01 ∪ V 0−1) ∩ T ′)E(Y )
= E(V 01 ∪ V 0−1)
= Eu
(⋃
=1,−1 A ∪ Y
)
,
so that the pair (A′1, A′−1) = (A1 ∪ Y1, A−1 ∪ Y−1) satisﬁes the conditions (nRWI∗)(1) and (2)
for e : T → F . 
5. (DLC∗) implies (nRWI∗)
This sectionwill be divided into three. Section 5.1 is an introduction and outline of the proof that
if e : T → G∗ satisﬁes the disjoint leaves condition then it is not regularly weakly interpolating.
The details of the proof are presented in two parts. Section 5.2 is concerned with the geometrical
consequences of the assumptions which are detailed in Section 5.1 and in Section 5.3 a dimension
reducing argument leads to the identiﬁcation of a pair (A1, A−1)which satisﬁes the two conditions
(nRWI∗)(1) and (2).
5.1. Introduction and outline
In the proofs of this Section 5.1 no role is played by the local compactness of T , by the vanishing
at inﬁnity of the functions of G or by the fact that E(T ) = G∗. The condition (DLC∗)(3)(c) also
does not enter into the argument.
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Theorem 1.3 will follow from Proposition 4.5 and the implication (DLC∗) ⇒ (nRWI∗) which,
by Corollary 4.11, is a consequence of the following theorem.
Theorem 5.1. Let T be a Hausdorff topological space,F a ﬁnite-dimensional real normed linear
space and e : T → F a continuous mapping. If
(A1) there exist pairs (C1,1, C1,−1) and (C2,1, C2,−1) of ﬁnite subsets of T , each pair being
disjoint, and  ∈ F ∗ such that the conditions (DLC∗)(1), (2), (3)(a) and (3)(b) for e : T → F are
satisﬁed,
then there exists a ﬁnite pair (A1, A−1) which satisﬁes the conditions (nRWI∗)(1) and (2) of
Theorem 4.4 for e : T → F .
The proof starts now. Suppose that (C1,1, C1,−1), (C2,1, C2,−1) and  ∈ F ∗ satisfy the assump-
tions of Theorem 5.1. Recall that
(B1, B−1) = (C1,1 ∩ C2,1, C1,−1 ∩ C2,−1).
General assumption: If, for either  = 1 or  = 2, there is some pair (A1, A−1) ≺ (C,1, C,−1)
which satisﬁes conditions (nRWI∗)(1) and (2) then there is nothing to prove—so we may make
the general assumption that there is no such pair. The assumption will be particularized in the
course of the proof.
By conditions (DLC∗)(2) and (3)(a) the pair (B1, B−1) does satisfy condition (nRWI∗)(2) and
so, in this case, the general assumption reduces to the assumption that (B1, B−1) does not satisfy
the leaf condition which, by Theorem 4.2, is equivalent to
(A2) There exists (V1, V−1) ◦	 (B1, B−1) such that 0 /∈ K(V1, V−1).
If (V1, V−1) ◦	 (B1, B−1) then, by Theorem 4.1(K6), K(V1, V−1) is a relatively open subset
of the space Eu(B1 ∪ B−1) which will be denoted F0.
The consequences of (A2) for the geometry of the situation are investigated.
Let VB be the downward directed family of 
 = (V1, V−1) such that (V1, V−1) ◦	 (B1, B−1)
and 0 /∈ K(V1, V−1). If 
 = (V1, V−1) ∈ VB and (V1, V−1) 	 (V ′1, V ′−1) ◦	 (B1, B−1) then, by
the monotonicity of K , (V ′1, V ′−1) ∈ VB .
It will be shown that there exist 
˜ ∈ VB and a non-trivial pair (B01 , B0−1) ≺ (B1, B−1) such that
the subspace
L = E(B01 ∪ B0−1) (5.1)
is a ‘spine’ of the convex set K(V 01 , V
0−1) whenever 
˜ 	 (V 01 , V 0−1) ◦ 	 (B01 , B0−1), that is
L ⊆ K(V 01 , V 0−1)− and
K(V 01 , V
0−1) + L = K(V 01 , V 0−1) (5.2)
(Lemmas 5.4 and 5.5). Thenceforth the pair (B01 , B0−1) plays a pivotal role in the proof.
Deﬁnition. For  = 1 and 2 and  = 1 and −1 let
B1 =B \ B0 , (5.3)
D, =C, \ B0 = B1 ∪ (C, \ B). (5.4)
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The sets B and C, are now expressed as disjoint sums
B =B0 ∪ B1 ,
C, =B0 ∪ D,.
Suppose that (V 01 , V 0−1) ◦	 (B01 , B0−1) and (U,1, U,−1) ◦	 (D,1,D,−1) for  = 1 and 2.
Then
(V 01 ∪ U,1, V 0−1 ∪ U,−1) ◦	 (C,1, C,−1).
Now by (A1), that is the leaf condition for (C,1, C,−1), and the additive property (K8) of K
(Theorem 4.1)
0 ∈ K(V 01 ∪ U,1, V 0−1 ∪ U,−1) = K(V 01 , V 0−1) + K(U,1, U,−1)
which is equivalent to
(−K(V 01 , V 0−1)) ∩ K(U,1, U,−1) = ∅. (5.5)
The geometrical disposition of the sets
⋃
 e(C,) for  = 1 or 2, which is described by
(DLC∗)(2) and (3), ensures that there exist (U˜,1, U˜,−1) ◦	 (D,1,D,−1), for  = 1 and 2, such
that (Lemma 5.7(iii))
⋂
=1,2 (−K(V
0
1 , V
0−1)) ∩ (K(U˜,1, U˜,−1) + L) = ∅ (5.6)
whenever (V 01 , V
0−1) ◦	 (B01 , B0−1).
These considerations also show that (B01 , B0−1) satisﬁes condition (nRWI∗)(2) (Lemma 5.7(ii)).
So the general assumption reduces in the case of the pair (B01 , B0−1) to
(A3) There exists (V 01 , V 0−1) ◦	 (B01 , B0−1) such that 0 /∈ K(V 01 , V 0−1).
By the general assumption neither of the pairs (C1,1, C1,−1) and (C1,1, C1,−1) satisfy the
conditions (nRWI∗)(1) and (2). However they do satisfy the leaf condition (nRWI∗)(1), so in
these cases the assumption reduces to
(A4) E(C,1 ∪ C,−1) = Eu(C,1 ∪ C,−1) for  = 1 and 2.
(A4) completes the list of assumptions on which the proof of Theorem 5.1 depends.
A choice of neighbourhoods: Henceforth the neighbourhoods of subsets of C,1 ∪ C,−1 that
we consider can be restricted to be ‘small’; we deﬁne a restriction here.
The pair 
˜ = (V˜1, V˜−1) ◦	 (B1, B−1) has been chosen so that the conditions of Lemma 5.4
are satisﬁed.
By (A3) and the fact that T is Hausdorff (V˜ 01 , V˜ 0−1) can be chosen so that (V˜1, V˜−1) 	
(V˜ 01 , V˜
0−1) ◦	 (B01 , B0−1),
0 /∈ K(V˜ 01 , V˜ 0−1), (5.7)
and
⋃
=1,2 (D,1 ∪ D,−1) ∩ (V˜ 01 , V˜ 0−1)− = ∅.
Choose, for  = 1 and 2, (U˜,1, U˜,−1) ◦	 (D,1,D,−1) so that condition (5.6) is satisﬁed and
(U˜,1 ∪ U˜,−1) ∩ (V˜ 01 , V˜ 0−1) = ∅.
Once Lemma 5.2 is proved only the ﬁrst of the two pairs (C1,1, C1,−1) and (C2,1, C2,−1) will
play an active role in the argument. For each t ∈ D1,1 ∪D1,−1 choose a neighbourhood N(t) of t ,
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disjoint from V˜ 01 ∪ V˜ 0−1, so that N(t) ◦	 {t}, and such that the family (N(t) : t ∈ D1,1 ∪D1,−1)
is pairwise disjoint. If  ⊆ D1,1 ∪ D1,−1 let N() = ∪{N(t) : t ∈ }.
Deﬁnition. Now, for  = 1 and  = 2, let
X = (−K(V˜ 01 , V˜ 0−1)) ∩ K(U˜,1, U˜,−1), (5.8)
Y =X + L = (−K(V˜ 01 , V˜ 0−1)) ∩ (K(U˜,1, U˜,−1) + L), (5.9)
the latter equality by (5.2).
The properties of the sets X1 and X2 which are required are provided by the lemma and
proposition whose statements follow.
Lemma 5.2. X−1 ∩ X2 ⊆ Y−1 ∩ Y2 = ∅.
Proposition 5.3. If
(V˜ 01 , V˜
0−1) 	 (V 01 , V 0−1) ◦	 (B01 , B0−1),
(U˜1,1, U˜1,−1) 	 (U1, U−1) ◦	 (D1,1,D1,−1)
then K(V 01 , V 0−1) is a relatively open subset of Eu(B01 ∪ B0−1) and
∅ = (−K(V 01 , V 0−1) ∩ K(U1, U−1) ⊆ X1, (5.10)
∅ = (−K(V 01 , V 0−1)) ∩ X2. (5.11)
Proof of Proposition 5.3. The proposition follows from (5.5), (5.6) and the fact that K is mono-
tonic on each of the two families of pairs which are involved.
Now, by the assumptions, of the two pairs (C1,1, C1,−1) and (B01 , B0−1), the ﬁrst satisﬁes
(nRWI∗)(1) but not (nRWI∗)(2), and the second (nRWI∗)(2) but not (nRWI∗)(1). In the second
part of the proof it will be shown that there exist T ′′ ⊆ T , and a pair (A1, A−1) in T ′′ such that
(C1,1, C1,−1) 	 (A1, A−1) 	 (B01 , B0−1) and (A1, A−1) satisﬁes conditions (nRWI∗)(1) and (2)
for e′′ = e|T ′′ : T ′′ → F . It will then follow, by Theorem 4.12, that there exists (A′1, A′−1) 	
(A1, A−1) such that (A′1, A′−1) satisﬁes (nRWI∗)(1) and (2) for e : T → F .
We consider pairs (T ′, (1,−1)) which have the following properties.
() T ′ ⊆ T , (1,−1) ≺ (D1,1,D1,−1),
() T ′ ⊇ 1 ∪ −1 ∪ V˜ 01 ∪ V˜ 0−1
() For each 
 = (V 01 , V 0−1) such that
(V˜ 01 , V˜
0−1) 	 (V 01 , V 0−1) ◦	 (B01 , B0−1),
and each  = (U1, U−1) such that
(N(1) ∩ T ′, N(−1) ∩ T ′) 	 (U1, U−1) ◦	e′ (1,−1),
where e′ = e|T ′ : T ′ → F , it follows that
(−K(V 01 , V 0−1) ∩ Ke′(U1, U−1) = ∅.
() Ee′(1 ∪ −1) + L = Eue′(1 ∪ −1) + L ⊇ Eue′(B01 ∪ B0−1).
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If T ′ = T and (1,−1) = (D1,1,D1,−1) then, by (5.10) and Proposition 5.8, conditions
()–() are satisﬁed. We now choose (T ′, (1,−1)) satisfying the conditions and such that
dim(Ee′(1 ∪ −1) + L) is minimal.
The ﬁnal step in the proof is a dimension reducing argument which leads to the identiﬁcation
of (T ′′, (′1,′−1)) such that (′1,′−1) ≺ (1,−1), conditions (), () and () are satisﬁed, but
dim(Ee′|T ′′(′1 ∪ ′−1) + L) < dim(Ee′|T ′(1 ∪ −1) + L).
Thus (T ′′, (′1,′−1)) cannot satisfy (). It follows from this that the pair (A1, A−1) = (′1 ∪
B01 ,
′−1∪B0−1) satisﬁes conditions (nRWI∗) for e′′ = e′|T ′′ : T ′′ → F . Theorem 5.1 then follows
by Theorem 4.12. 
The crux of the argument, in the special case that L = {0}, is the fact that if
z ∈ (−K(V 01 , V 0−1)) ∩ K(U1, U−1) ⊆ X−1 ,
and
z =
∑
=1,−1
∑
t∈A′
′(t)e′(t),
where A′ is a ﬁnite subset of U, the coefﬁcients ′(t) are positive for all t ∈ A′1 ∪ A′−1 and
z′ ∈ (−K(V 01 , V 0−1)) ∩ X2
then, in the circumstances which prevail, there exists z′′ in the line segment 〈z, z′〉 such that
z′′ =
∑
=1,−1
∑
t∈A
(t)e′(t),
where A ⊆ A′ and dimE(A1 ∪ A−1) < dimE(A′1 ∪ A′−1).
5.2. The geometrical analysis
We return to condition (A2) and the directed set VB . Recall that F0 = Eu(B1 ∪ B−1). For

 = (V1, V−1) ∈ VB let
(
) = { ∈ F ∗0 : K(V1, V−1) ⊆ −1((0,∞))}.
Since 0 /∈ K(V1, V−1) the set(
)∪{0} is the non-trivial convex cone inF ∗0 of support functionals
at 0 to the convex set K(V1, V−1).
Lemma 5.4. There exist 
˜ = (V˜1, V˜−1) ∈ VB and 0 ∈ F ∗ such that
(i) 0|F0 ∈ relint(
˜),
(ii) If 
 = (V1, V−1) ∈ VB and 
 ≺ 
˜ then K(V1, V−1) ⊆ −10 ((0,∞)) and⋃
=1,−1 e(B) ⊆ K(V1, V−1)
− ⊆ −10 ([0,∞)). (5.12)
Proof. If 
′ ≺ 
 then(
) ⊆ (
′). It follows that dim(
) is, as a function on the directed set
VB , eventually constant. Let
L1(
) = ∩{−1(0) :  ∈ (
)},
56 A.L. Brown / Journal of Approximation Theory 141 (2006) 29–62
so L1(
) is a linear subspace of F0. If 
′ ≺ 
 then L1(
′) ⊆ L1(
), so dimL1(
) is eventually
minimal and L1(
) is eventually constant; let L1 be the eventual value. Choose 
˜ ∈ VB so that
dim(
˜) is maximal and L1(
˜) = L1. Choose 0 ∈ relint(
˜). If 
 ∈ VB and 
 ≺ 
˜ then
0 ∈ relint(
˜) ⊆ relint(
).
We can now regard the functional 0 as being extended to F . The statements of the lemma
follow. 
Deﬁnition. For  = 1 and −1 let
B0 = B ∩ e−1(−10 (0)) (5.13)
Now B1 and D, are deﬁned by (5.3) and (5.4) and L by (5.1).
Also⋃
=1,−1 e(B
1
) ⊆ −10 ((0,∞)). (5.14)
The next lemma shows that the subspace L1 of F is a ‘spine’ of the convex sets K(V1, V−1)
and the subspace L is a spine of the sets K(V 01 , V 0−1).
Lemma 5.5. If 
 = (V1, V−1) ∈ VB and 
 ≺ 
˜ then
L ⊆ L1 = −10 (0) ∩ K(V1, V−1)−. (5.15)
and, consequently,
K(V1, V−1) + L1 = K(V1, V−1). (5.16)
If 
˜ 	 (V 01 , V 0−1) ◦	 (B01 , B0−1) then L ⊆ K(V 01 , V 0−1)−
and
K(V 01 , V
0−1) + L = K(V 01 , V 0−1). (5.17)
Proof. Suppose that  ∈ (
) \ {0}. Now 0 ∈ relint(
) so that 0 = (1 − ) + ′ for
some ′ ∈ (
) and  ∈ (0, 1). If x ∈ −10 (0) ∩ K(V1, V−1)− then
0 = 0(x) = (1 − )(x) + ′(x)(1 − )(x)0
so that (x) = 0. Thus −10 (0) ∩ K(V1, V−1)− ⊆ L1.
Suppose that x ∈ L1 \ K(V1, V−1)− and let B be a convex open neighbourhood in F0 of x
which is disjoint from K(V1, V−1)−. Then (0,∞)B and K(V1, V−1)− are disjoint convex sets in
F0, of which the ﬁrst is open and the second closed. So there exists  ∈ F ∗0 such that (x) < 0
and (K(V1, V−1)−) ⊆ [0,∞). Thus  ∈ (
) and x /∈ −1(0) which contradicts the fact that
x ∈ L1. This proves that L1 ⊆ K(V1, V−1)−, and so the equation of (5.15) is proved.
However, K(V1, V−1)− ⊇⋃=1,−1 e(B) so that
L1 ⊇ −10 (0) ∩
⋃
=1,−1 e(B) =
⋃
=1,−1 e(B
0
)
and L1 ⊇ L.
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Now suppose that x ∈ K(V1, V−1) and that l ∈ L1. Let W be a neighbourhood of 0 in F0 such
that x − W ⊆ K(V1, V−1). Then, by (5.15), there exists w ∈ W such that l + w ∈ K(V1, V−1).
Then x + l = (x − w) + (l + w) ∈ K(V1, V−1) + K(V1, V−1) = K(V1, V−1). Relation (5.16)
follows.
The set
⋃
=1,−1 e(B1) is a ﬁnite subset of
−1
0 ((0,∞)). Therefore there exists (V 11 , V 1−1) ◦	
(B11 , B
1−1) such that 
˜ 	 (V 11 , V 1−1), the set
⋃
=1,−1 e(V 1 ) is bounded and the inﬁmum of
0(
⋃
=1,−1 e(V 1 )) is positive. So there exists C > 0 such that C0(z)‖z‖ for all z ∈
K(V 11 , V
1−1). Let V = V 0 ∪ V 1 for  = 1 and −1.
Now suppose that, contrary to the ﬁnal statement of the lemma, l ∈ L \K(V 01 , V 0−1)−. Choose
z0 ∈ K(V 01 , V 0−1) and z1 ∈ K(V 11 , V 1−1). Then by Theorem 4.1(K8) z0 + z1 ∈ K(V1, V−1) and
by (5.15) and (5.16) so also is z0 + z1 + l for every  > 0. Now, by Theorem 4.1(K8) again,
there exist z′0 and z′1, depending upon , such that
z0 + z1 + l = z′0 + z′1.
Then
C0(z0 + z1) = C0(z′0) + C0(z′1)C0(z′1)
 ‖z′1‖ = ‖z0 + z1 + l − z′0‖‖l − z′0‖ − ‖z0 + z1‖
 d(l,K(V 01 , V 0−1)) − ‖z0 + z1‖.
Thus
C0(z0 + z1)d(l,K(V 01 , V 0−1)) − ‖z0 + z1‖
for every  > 0 which is a contradiction. The proof that L ⊆ K(V 01 , V 0−1))− is now complete.
The proof of (5.17) is now the same as the proof of (5.16). 
Proposition 5.6. For  = 1 or 2, if (−1) > 0 is small and 	 =  + 0 then there exists
(U,1, U,−1) ◦	 (D,1,D,−1) such that
K(U,1, U,−1) ⊆ 	−1 ((−1)(0,∞)). (5.18)
Proof. If z ∈ B1 then by (DLC∗)(3)(a) and (5.14)
(−1)	(e(z)) = (−1)0(e(z)) > 0.
If z ∈ C, \ B then
(−1)	(e(z)) = (−1)((e(z)) + 0(e(z)) > 0
by (DLC∗)(3)(b) if  is small. Thus by the ﬁniteness of C, \ B and (5.4), if  is small then
⋃
=1,−1 e(D,) ⊆ 	
−1
 ((−1)(0,∞)).
The conclusion of the proposition now follows from the deﬁnition of K . 
The statements of the next lemma include the relations (5.5) and (5.6) of Section 5.1.
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Lemma 5.7. (i) If (U,1, U,−1) ◦	 (D,1,D,−1) for  = 1 and 2, and (V 01 , V 0−1) ◦	 (B01 , B0−1)
then
(−K(V 01 , V 0−1)) ∩ K(U,1, U,−1) = ∅. (5.19)
(ii) Eu(B01 ∪ B0−1) = L = E(B01 ∪ B0−1) and B01 ∪ B0−1 = ∅.
(iii) For  = 1 and 2 there exist (U˜,1, U˜,−1) ◦	e (D,1,D,−1) such that, whenever 
˜ 	
(V 01 , V
0−1) ◦	 (B01 , B0−1),⋂
=1,2 (−K(V
0
1 , V
0−1)) ∩ (K(U˜,1, U˜,−1) + L) = ∅. (5.20)
Proof. Relation (5.19) was proved as (5.5) in Section 5.1.
If Eu(B01 ∪B0−1) = L and (5.18) is satisﬁed then K(V 01 , V 0−1) ⊆ L ⊆ 	−1 (0) so that (5.19) is
false. This proves (ii).
Suppose that (U,1, U,−1) ◦	 (D,1,D,−1) and 	, for  = 1 and 2, are such that (5.18) is
satisﬁed. NowL ⊆ 	−1 (0) and so the left hand side of (5.18) can be replaced byK(U,1, U,−1)+
L. Thus⋂
=1,2 (K(U,1, U,−1) + L) ⊆
⋂
=1,2 	
−1
 ((−1)(0,∞)) ⊆ −10 ((0,∞)); (5.21)
the ﬁnal inclusion because, if z is a point of the middle term then
0 < (	2 − 	1)(z) = (2 − 1)0(z) and 2 − 1 > 0
so that 0(z) > 0. Now, by (5.12), if (V 01 , V 0−1) ≺ 
˜ then
K(V 01 , V
0−1) ⊆ K(V1, V−1)− ⊆ −10 ([0,∞)), (5.22)
and (5.20) follows from (5.21) and (5.22). The proof is complete. 
At this point the following consequence of assumption (A4) is needed.
Proposition 5.8.
E(D,1 ∪ D,−1) + L = Eu(D,1 ∪ D,−1) + L ⊇ Eu(B01 ∪ B0−1).
Proof. By (5.1) and (A4),
E(D,1 ∪ D,−1) + L=E(D,1 ∪ D,−1) + E(B01 ∪ B0−1)
=E
(⋃
=1,−1 (D,∪B
0
)
)
=E(C,1∪C,−1)=Eu(C,1∪C,−1)
=Eu(D,1 ∪ D,−1) + Eu(B01 ∪ B0−1) ⊇ Eu(B01 ∪ B0−1),
and the proposition is proved. 
Proof of Lemma 5.2. Recall that X and Y have been deﬁned by (5.8) and (5.9). The set
K(V˜ 01 , V˜
0−1) is a relatively open subset ofEu(B01∪B0−1).The setK(U˜,1, U˜,−1) is a relatively open
subset ofEu(D,1∪D,−1) and soK(U˜,1, U˜,−1)+L is relatively open inEu(D,1∪D,−1)+L.
It follows, by Proposition 5.8, that Y is relatively open inEu(B01 ∪B0−1). Thus, by Lemma 5.7(iii),
Y1 and Y2 are separated sets in Eu(B01 ∪ B0−1) and X−1 ∩ X2 ⊆ Y−1 ∩ Y2 = ∅.
The ﬁrst part of the proof of Theorem 5.1 is complete.
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5.3. The second part of the proof
Now consider (T ′, (1,−1)) satisfying conditions ()–() of Section 5.1 and such that
dim(Ee′(1 ∪ −1) + L) is minimal.
Let VB0 be the downward directed set of 
 = (V 01 , V 0−1) such that
(V˜ 01 , V˜
0−1) 	 (V 01 , V 0−1) ◦	e (B01 , B0−1).
Note that if (V˜ 01 , V˜
0−1) 	 (V 01 , V 0−1) then (V 01 , V 0−1) ◦	e′ (B01 , B0−1) if and only if (V 01 , V 0−1) ◦	e
(B01 , B
0−1). Let V be the downward directed set of all  = (U1, U−1) such that
(N(1) ∩ T ′, N(−1) ∩ T ′) 	 (U1, U−1) ◦	e′ (1,−1). Let  = VB0 × V be directed
by
(
′, ′) ≺ (
, ) if and only if 
′ ≺ 
 and ′ ≺ .
Suppose  = (
, ) ∈ . Choose, by (),
z() ∈ (−K(V 01 , V 0−1)) ∩ Ke′(U1, U−1),
and ﬁnite sets A′() ⊆ U such that
z() =
∑
=1,−1
∑
t∈A′()
′(t)e
′(t)
for some coefﬁcients ′(t) positive for all t ∈ A′1() ∪ A′−1(), and
Ee′(A
′
1() ∪ A′−1()) = Ee′(U1 ∪ U−1) = Eue′(1 ∪ −1).
By (5.11) it is possible to choose
z′() ∈ (−K(V 01 , V 0−1)) ∩ X2.
Let F1 = Eue′(1 ∪−1)+L. Let C() be the closed convex cone in Ee′(U1 ∪U−1) generated
by
⋃
=1,−1 e′(A′()) and consider C()+L which is a closed cone in F1. The relative interior,
relint C(), of C() is a relatively open subset ofEu
e′(1∪−1) so that relint C()+L is a relatively
open subset of F1 which, by (), contains Eue′(B01 ∪ B0−1). Also
z() ∈ (−K(V 01 , V 0−1)) ∩ (relint C() + L)
and the latter set is relatively open in Eu
e′(B
0
1 ∪ B0−1).
It will be shown that
(−K(V 01 , V 0−1)) ∩ (C() + L) ⊆ Y−1 . (5.23)
If w ∈ C(), l ∈ L and w + l ∈ (−K(V 01 , V 0−1)) then w + l ∈ K(U1, U−1)− + L. If
z′() = (1 − )(w + l) + z = (1 − )w + z + (1 − )l
for 0 < 1 then z′() ∈ K(U1, U−1) + L so that
w + l ∈ (−K(V 01 , V 0−1)) ∩ (K(U1, U−1) + L)− ⊆ Y−1
and (5.23) is proved.
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Thus z() ∈ relint C()+L and, by (5.23) and Lemma 5.2, z′() /∈ C()+L. The line segment
〈z(), z′()〉, which lies in (−K(V 01 , V 0−1)), intersects the relative boundary in F1 of C()+L in
a point z′′(). Then z′′() = 0 by (5.6) (assumption (A3)).
Let H() be a hyperplane of F1 which supports C()+L at z′′(). Then L ⊆ H(). The point
z′′() has a representation
z′′() = l() +
∑
=1,−1
∑
t∈A()
(t)e
′(t)
for some l() ∈ L, A() ⊆ A′()∩ (e′)−1(H()), for  = 1,−1, and coefﬁcients (t) positive
for all t ∈⋃=1,−1 A().
Let ′() = {t ∈  : A() ∩ N(t) = ∅}, for  = 1 and −1, so that (′1(),′−1() ≺
(1,−1), the latter being a pair of ﬁnite sets. Therefore there exists a coﬁnal subset ′ of 
on which (′1(),′−1() is constant. Modifying the choice of z(), z′(), etc., replacing z() by
z(′) for some ′ ≺ , ′ ∈ ′, we may suppose that (′1(),′−1() = (′1,′−1) for all  ∈ .
Now, if t ∈ ′1 ∪ ′−1 then
⋃
=1,−1 A() ∩ N(t) = ∅ for each  ∈  and t is the limit
in a natural sense of the net (
⋃
=1,−1 A() ∩ N(t) :  ∈ ). Then e′(t) is the limit of
(
⋃
=1,−1 (e′(A() ∩ N(t))) :  ∈ ) and e′(A() ∩ N(t)) ∈ H(). It follows that if  ∈
Ee′(
′
1 ∪ ′−1) + L the net (d(, H()) :  ∈ ) is convergent to 0. It follows that
dim(Ee′(′1 ∪ ′−1) + L) < dim(Ee′(1 ∪ −1) + L) (5.24)
for, if not then, for each  ∈ ,
dimEe′(′1 ∪ ′−1) + L > dimH()
and, by a theorem [11, (13.1.11) p. 405] of Krein, Krasnoselskii and Mil’man, there exists 	() ∈
Ee′(
′
1 ∪ ′−1) + L such that ‖	()‖ = 1 and
d(	(),H()) = 1;
considering a cluster point of (	() :  ∈ ) a contradiction is obtained.
Now for  ∈  let
F ′() = E
(
∪
{⋃
=1,−1 A(
′) : ′ ∈ , ′ ≺ 
})
.
Let 0 be such that dim(F ′(0) + L) is minimal and set F ′ = F(0). If  ∈  and  ≺ 0 then
F ′() = F ′. Let
T ′′ = V˜ 01 ∪ V˜ 0−1 ∪
⋃
≺0
(⋃
=1,−1 A()
)
∪ ′1 ∪ ′−1,
(A1, A−1) = (′1 ∪ B01 ,′−1 ∪ B0−1)
and let e′′ = e′|T ′′ : T ′′ → F .
Then (T ′′, (′1,′−1) satisﬁes conditions () and (). It will be shown that () is also satisﬁed.
It is clear that
Eue′′(
′
1 ∪ ′−1) = F ′.
Note that the neighbourhoods of B01 and B0−1 in T ′′ which are contained in V˜ 01 and V˜ 0−1
respectively coincide with those in T ′. For each  = 1,−1, the neighbourhoods of ′ in T ′′
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which are contained in N(′) are of the form T ′′ ∩N(′)∩U where U is a neighbourhood of
 in T ′.
Suppose that  = (
, ) ∈  and  ≺ 0. There exist  = 1 	 2 	 · · · 	 r such that
E
(⋃r
j=1
⋃
=1,−1 A(j )
)
= F ′() = F ′.
Let y = 1
r
∑r
j=1 z′′(j ). Then
y ∈ −Ke′(V 01 , V 0−1) = −Ke′′(V 01 , V 0−1).
Also,
y∈K◦e′
(⋃r
j=1 A1(j ),
⋃r
j=1 A−1(j )
)
⊆Ke′′(T ′′ ∩ N(′1) ∩ U1, T ′′ ∩ N(′−1) ∩ U−1),
so that
(−Ke′′(V 01 , V 0−1)) ∩ Ke′′(T ′′ ∩ N(′1) ∩ U1, T ′′ ∩ N(′−1) ∩ U−1) = ∅.
This proves that () is satisﬁed.
It now follows, by the minimality of dim(E(1 ∪−1)+L) and (5.24), that () is not satisﬁed,
that is, either
Ee′′(
′
1 ∪ ′−1) + L = Eue′′(′1 ∪ ′−1) + L
or
Eue′′(
′
1 ∪ ′−1) + LEue′′(B01 ∪ B0−1).
Now
Ee′′(A1 ∪ A−1) = Ee′′(′1 ∪ ′−1) + Ee′′(B01 ∪ B0−1) = Ee′′(′1 ∪ ′−1) + L
so, in the ﬁrst case,
Ee′′(A1 ∪ A−1) = Ee′′(′1 ∪ ′−1) + L
=⊆ Eue′′(′1 ∪ ′−1) + L ⊆ Eue′′(A1 ∪ A−1)
and, in the second case,
Ee′′(A1 ∪ A−1) = Ee′′(′1 ∪ ′−1) + L
⊆ Eue′′(′1 ∪ ′−1) + LEue′′(B01 ∪ B0−1) ⊆ Eue′′(A1 ∪ A−1).
Thus in both cases
Ee′′(A1 ∪ A−1) = Eue′′(A1 ∪ A−1).
This proves that the pair (A1, A−1) inT ′′ satisﬁes conditions (nRWI∗)(1) and (2) for e′′ : T ′′ → F .
The proofs of Theorems 5.1 and 1.3 are complete. 
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