Abstract-This paper explores two useful modifications of the recent variational autoencoder (VAE), a popular deep generative modeling framework that dresses traditional autoencoders with probabilistic attire. The first involves a specially-tailored form of conditioning that allows us to simplify the VAE decoder structure while simultaneously introducing robustness to outliers. In a related vein, a second, complementary alteration is proposed to further build invariance to contaminated or dirty samples via a data augmentation process that amounts to recycling. In brief, to the extent that the VAE is legitimately a representative generative model, then each output from the decoder should closely resemble an authentic sample, which can then be resubmitted as a novel input ad infinitum. Moreover, this can be accomplished via special recurrent connections without the need for additional parameters to be trained. We evaluate these proposals on multiple practical outlier-removal and generative modeling tasks involving nonlinear low-dimensional manifolds, demonstrating considerable improvements over existing algorithms.
target distribution. 1 To address this limitation (among other things), the recently popular variational autoencoder (VAE) replaces the deterministic encoder and decoder with parameterized distributions, and fits them to the data using a principled variational bound that can be optimized using stochastic gradient descent [3] , [4] . For both model components, when applied to continuous data it is typical to assume Gaussian distributions with means and covariances computed by individual deep networks.
In addition to its role as a tractable deep generative model, we have argued in a companion work [5] that the basic VAE model is sometimes capable of handling large but relatively sparse outliers, at least provided that the decoder covariance is sufficiently complex/deep. This observation represents our launching point herein, where the goal is to explore several modifications of the canonical VAE pipeline that refine its natural ability to digest dirty, or highly corrupted data and produce a viable lowdimensional representation as though the data had been clean to begin with. To this end, we first present detailed background information regarding the basic VAE model in Section II. We then proceed to our contributions as follows.
In Section III we derive a particular form of conditional autoencoder that jettisons the need for explicitly learning a complex decoder covariance model to handle inputs with gross corruptions. In brief, by conditioning on the sample indices themselves in a precise way, we are able to analytically solve for these covariances in terms of other model parameters (without the need for actually training them) leading to a significantly condensed decoder with many nice attributes related to scale invariance and local minima smoothing when removing sparse outliers.
Nevertheless, any estimation task involving contaminated samples will require a large training set to compensate, the collection and management of which may be untenable. In Section IV we describe a novel prescription for extracting maximum utility from available data by recycling each sample after its passage through the VAE pipeline. The premise here is that, to the extent that the VAE is a truly representative generative model, then each output from the decoder should closely resemble an authentic sample, which can then be resubmitted as a novel input ad infinitum as a form of data augmentation. Training is accomplished by adding special recurrent connections to the conditional VAE described above, but no additional parameters are required.
Finally, we empirically examine the above two VAE modifications via a battery of tests in Section V. Highlights include the ability to remove large outliers from handwritten digits and face data with far greater success than traditional VAE networks. Moreover, generated samples do not display the blurry artifacts commonly associated with the Gaussian decoder model of existing VAE models, a common criticism of this approach. In fact, even when clean training data is applied, our modified decoder model produces crisper samples for reasons we will describe later. A portion of this work has appeared in conference proceedings [6] . However, that conference version contains no proofs, fewer empirical results, and reduced analyses and perspectives.
II. VAE BACKGROUND DETAILS
Since the original introduction of the VAE, numerous variants have been proposed to address perceived shortcomings and improve performance on generative modeling tasks. For example, significant effort has been directed towards expanding the effective representational power of either decoder or encoder modules [7] , [8] or devising specializations for applications of interest [9] . Regardless, in this work we focus on adapting the original/canonical form of the VAE from [3] , [4] to robustly handle outliers. Although not addressed herein, we anticipate that these modifications could be successfully inherited by a broader class of VAE-like models.
The basic VAE assumes that there exists a distribution p θ (x) = p θ (x|z)p(z)dz over some random variable x ∈ R d of interest, where θ are unknown parameters that must be estimated from samples X = {x
collected for this purpose. 2 The latent variables z ∈ R κ with agnostic prior p(z) = N (z; 0, I) are assumed to reflect a low-dimensional (i.e., κ d) representation of x that characterize its elemental structure. Figure 1 (a) illustrates this VAE generative process.
For non-trivial models with sufficiently rich parameterizations, the marginalization over z will be intractable and there is no closed-form solution for i p θ (x (i) ), which could otherwise simply be optimized via maximum likelihood. To circumvent this problem, the VAE introduces the upper bound L(θ, φ; X) ≥ − i log p θ (x (i) ) on the negative loglikelihood, where
q φ z|x (i) defines some arbitrary approximating distribution parameterized by φ, and KL[·||·] denotes the KL divergence between two distributions. The latter is always a non-negative quantity, which ensures that the bound is strict. Minimizing L(θ, φ; X) with respect to φ optimizes the tightness of the VAE upper bound, while minimization with respect to θ leads to the optimal data distribution with respect to this bound. As will be discussed later, both sets of parameters can be jointly learned using a form of stochastic gradient descent.
Additionally, q φ (z|x) can be interpreted as an encoder surrogate that defines a conditional distribution over the latent 'code' z, while p θ (x|z) serves as the complementary decoder model since, given a code z it quantifies the distribution over x. Furthermore, if we first draw random samples from p(z), then the decoder can also be used to generate new samples of x for an application-specific purpose.
By far the most common distributional assumptions for continuous data are
where the moments μ z and Σ z are functions of x, parameterized by φ, while μ x and Σ x are functions of z, parameterized by θ. Technically speaking then μ z ≡ μ z (x; φ), Σ z ≡ Σ z (x; φ), μ x ≡ μ x (z; θ), and Σ x ≡ Σ x (z; θ); however, for simplicity we will often omit one or both of these arguments when the intended meaning is clear from context. Additionally, the highdimensional covariance matrix Σ x (as well as sometimes Σ z ) is typically assumed to be diagonal.
Finally, the conditional VAE [8] , [10] represents one relevant alteration of the basic framework from above. Here we assume that our attention is shifted to the conditional distribution p θ (x|y), where y reflects some salient observable quantity, such as a category label or state variable. Using analogous reasoning as before, given Y = {y (i) } n i=1 the encoder and decoder distributions from the VAE upper bound are then revised via conditioning to q φ z|x (i) , y (i) and p θ x (i) |z, y (i) respectively, and all posterior moments include an additional dependency on y (i) .
III. THE ICONDITIONAL VAE AND OUTLIER ARBITRATION
Assuming the decoder covariance Σ x is sufficiently complex, then its diagonal elements can potentially mirror the outlier profile in X, with corrupted samples of x producing large values in the corresponding diagonal elements [Σ x ] j j , and vice versa, clean samples driving [Σ x ] j j towards zero, sometimes provably so [5] . To the extent that we believe our data emerge from such a contaminated source, the VAE represents a viable choice for nonlinear, outlier-robust dimensionality reduction or generative modeling. Of course this comes with a significant cost, namely, in practice we must actually train a complex decoder covariance model capable of detecting dirty samples. In this section we describe a convenient workaround based on the conditional VAE.
More specifically, we assume a conditional VAE where the observed latent variables are simply scalars satisfying y (i) = i, the sample index itself, a model we refer to as the iConditional VAE or iC-VAE. In a broad sense, this conditioning should inject additional representational flexibility into the model since it allows each of the moment functions μ x , Σ x , μ z , and Σ z to vary in form across each sample. As it turns out however, without loss of generality we may assume that μ z (x, y; φ) = μ z (x; φ), and Σ z (x, y; φ) = Σ z (x; φ), since given a specific sample x (i) , the index parameter y (i) = i actually provides no additional information of value, i.e., all subsequent results will ultimately hold with or without this dependency. So this particular conditioning has no impact on the effective encoder, and the KL regularization term is unaffected. We also constrain that μ x (z, y; θ) = μ x (z; θ), leaving the decoder mean unchanged (as discussed later in Section III-B, this constraint may be invoked w.l.o.g. in certain settings anyway).
In contrast, the proposed conditioning opens a convenient entry point for side-stepping the responsibility of training a huge Σ x via the following downstream effects. First, it is convenient [11] to re-express the conditional VAE upper bound as
where given the Gaussian assumptions,
Then for a single sample, and given the independence of both μ x as well as the encoder from y (i) , we have
where we adopt the notation Σ
If for each i we can minimize
over Σ (i) x independently for all values of z, then we will necessarily also minimize (5) . Fortunately this is possible if we grant Σ (i) x unlimited capacity to represent any function and knowledge of i as allowed by conditioning. Hence taking derivatives of (6) with respect to Σ (i)
x , equating to zero and solving, we find that the optimal covariance, when forced to be diagonal (the default assumption used with VAE models as mentioned previously) is given by
where the squaring operator is understood to apply elementwise, and diag[·] converts vector-valued inputs to a diagonal matrix, and square matrix-valued inputs to a vector formed from the diagonal (e.g., as defined in the Matlab computing environment). Plugging this value back into (5) and ignoring constants we find that the overall VAE objective reduces to
where
. Therefore, although a potentially high capacity Σ x in the original VAE model is needed to arrive at something even approximating (8) , the net effect of this assumption can lead to a dramatic overall simplification.
Furthermore, from this expression we observe that what was once effectively a quadratic penalty on the errors x (i) j − μ x j is now replaced with a log(·) 2 term, which as a concave nondecreasing function [12] , heavily favors x (i) j − μ x j → 0, while at the same time applying only soft penalization for large values. Such a regularization effect is the cornerstone of sparse estimation algorithms, and hence we may expect that this construction will ultimately be useful for the removal of large yet sparse outliers. Additionally, this regularizer can be viewed as the negative logarithm of the Jeffreys prior on the squared errors, with a number of notable advantages described next.
A. Characteristics of the Jeffreys Distribution
As a non-informative prior for quantities such as error variances [13] , the Jeffreys distribution p(e) ∝ 1 e (which as an improper prior does not integrate to one) displays a unique form of scale invariance. In particular, the probability that an error e = (x − μ x ) 2 is between 1 and 10, equals the probability that it is within 10 and 10 2 , or equivalently, between 10 −2 and 10 −1 . More generally, the probability that e is within any scaling window is given by P (e ∈ [η k , η k +1 ]) ∝ log η for any scale factor η ≥ 1 and any integer k (positive or negative). Therefore outlier arbitration is carried out equally regardless of how any particular data set or network output is scaled.
In contrast, other selections would require special tuning to align with a scale-appropriate range of the distribution. For example, although robust p -norm-based penalties j e p/2 j , p ≤ 1 (which can be derived from a generalized Gaussian distribution) also discount large errors/outliers [14] , their behavior will be highly dependent on the scale at which outliers are differentiated from inliers, meaning that data in the [10, 10 2 ] range will be treated very differently than data in the [10
But there is potential complication associated with the aggregate log(·) 2 penalty arising from the Jeffreys distribution if applied in the context of a traditional autoencoder, the latter of which emerges if we fix Σ z = 0 in the VAE framework and remove the now undefined KL term. Simply put, this penalty will introduce a combinatorial constellation of locally minimizing solutions owing to the infinite regress as any (x
2 drifts towards zero. In fact, just a single site with (x (i) j − μ x j ) 2 ≈ 0 can drive the objective towards minus infinity, regardless of the quality of the overall reconstruction at other locations. Hence the energy landscape will be plagued with a combinatorial number of degenerate, infinitely deep extrema.
Fortunately, within the iC-VAE framework, the Jeffreysbased penalty occurs inside of an expectation operator, which smooths over these degenerate pits. 3 However there exists an important exception: if the covariance Σ
and
where μ
z | term in (8) will normally prevent this from happening since any Σ (i) z → εI would have a large, counteracting positive contribution. Roughly speaking then, within the VAE framework, the only way we can ever encounter degeneracies introduced by the Jeffreys distribution is if (10) where I[·] is and indicator function and s k (·) returns the k-th singular value of a matrix. 4 In this situation, the higher dimensionality of the data fit term could outweigh the KL regularizer leading to the collapsed situation under review. But the KL regularization from the VAE framework still provides a valuable service by confining these degeneracies to special cases, and these special cases may be desirable solution points to begin with since they often represent a configuration whereby most data are fit snugly, except for a few exceptions that likely correspond with outlier locations. We will discuss this further in Section IV with a more concrete example. Additionally, further details about how the VAE (and the iC-VAE by inheritance) smooths away bad degenerate solutions, favoring data fit errors exactly aligned with true outlier locations, can be found in [5] .
B. iConditional VAE With Affine Decoder Mean
After optimizing Σ x away as described previously, for analysis purposes in this section we consider the case where 3 Note that ∞ 0 + log u 2 · p(u)du is finite and well-behaved when p(u) is a Gaussian distribution, analogous to the last term in (8). 4 It is also possible to have trivial degeneracies when other subtle technical conditions occur (e.g., a constant decoder mean function fit to a single sample), but such situations are unlikely to substantially influence practical problems. μ x is restricted to be affine, while the encoder moments can have potentially infinite capacity. Although the affineconstrained μ x with full conditional plumage would be given by μ x (z, y; θ) = W z + hy + b, where {W , h, b} ⊂ θ represent parameters to learn, it can be shown that in fact the optimal value for h is typically zero. We therefore choose to omit this extra factor consistent with earlier assumptions and ease of presentation.
Even with the affine assumption however, the expectation in (8) remains intractable, compromising further direct analysis. Fortunately though we can construct a more transparent upper bound that both retains important properties of (8) while simultaneously lending itself to more detailed inquiry.
Proposition 1: Assume that μ x (z, y; θ) = μ x (z; θ) = W z + b, while μ z (x, y; φ) = μ z (x; φ) and Σ z (x, y; φ) = Σ z (x; φ) are capable via some internal parameter arrangement of representing any function (infinite capacity). Then given
+ represents a vector of non-negative variational parameters for each i.
There are several important consequences of this result. First, it is not actually required that μ z and Σ z have infinite capacity for Proposition 1 to hold. In reality, we only require that much more lenient stationarity conditions are satisfied (these emerge from the proof construction; see Appendix A). Secondly, assuming centered data or b = 0, then the upper bound from (11) corresponds with a robust PCA model from [15] derived using completely different principles tied to convex analysis and Fenchel duality theory [16] . This model is designed to decompose a data matrix X via X = L + S, where L is a low-rank term, reflecting principal subspaces, and S represents sparse errors or outliers, i.e., a matrix with many zero-valued elements and some possibly large corruptions. So we have tied an established probabilistic robust PCA algorithm directly to a specific conditional VAE model, with the latter inheriting any useful properties of the former, which is decidedly more transparent and devoid of intractable integrals. Thirdly, if both
and rank
then h (i) (W , b) will be unbounded from below, since the quadratic term can be held fixed at a finite value while the log-det term is driven to minus infinity. Moreover, because
is an upper bound on both the conditional VAE objective, as well as ultimately − log p θ (x|y) by design, this result then implies that infinite negative peaks exist in the original conditional distribution at data points x (i) that can be wellrepresented by fewer than d degrees of freedom. Note that any x ∈ R d can be trivially represented using d degrees of freedom. However, degeneracies in the iC-VAE only occur when the degrees of freedom κ from the implicit inlier model, combined with the number of sparse errors, i.e., λ
5 This will be a desirable degeneracy to the extent that we seek parsimonious data representations, and is unlikely to occur with samples that do not conform to a robust PCAlike model. Please see [5] for more comprehensive analysis of general VAE models and their connection with robust PCA and outlier removal.
C. Alternative iC-VAE Derivation
In this section, we re-derive the iC-VAE objective (8) from the perspective of sparse Bayesian learning or automatic relevance determination applied to low-rank modeling [15] . We begin with the graphical model from Figure 1(b) . We have a latent variable z which determines the 'clean' datax, which is then corrupted by some sparse noise s, which follows the Jeffreys
Then we obtain the observed data x, and p(x) can be expressed as
Similarly, we can write an upper bound on the negative log of p(x) by replacing the latent z in a conventional VAE with (z, s), giving us
Note that we omit θ and φ in the loss function because they serve different roles in this formulation (in fact they are both absorbed into q). We define the prior of z as a standardized Gaussian distribution and the approximated posterior of z as a Gaussian distribution determined by the encoder. The prior of s is defined as the Jeffreys prior as mentioned before while the approximated posterior of s is a Dirac-delta function. In summary then we have
where δ(·) is a Dirac-delta function and λ is a scalar defining the covariance of p(x|z, s). Denote Δx = x − μ x (z). Now 5 Here · 0 refers to the 0 norm, or a count of the number of nonzero elements.
consider the second term on the r.h.s of (15) . It becomes
where C is a constant, hence we can omit this term. The first term of (15) can be decomposed into two parts as
The first term is exactly the same as the KL term in the conventional VAE. Plugging q(s|z, x) = δ (s − Δx) into the second term gives
It should be noticed that though δ(s − Δx) log δ(s − Δx)ds is infinite, it is not related to the parameters thus it can be treated as a constant. Combining these results, the lower bound of the negative log likelihood can be finally be expressed as
which is equivalent to (8) once we account for multiple samples i = 1, . . . , n. This formulation explicitly elucidates the crucial role that outliers play in the iC-VAE development.
IV. RECYCLING DIRTY DATA BY ADDING RECURRENT CONNECTIONS
Although the iC-VAE model on its own has merits in dealing with contaminated data, there is no substitute for a rich set of training samples if any clean low-dimensional representation is ultimately to be found. In this section we describe a simple, practical procedure for creating additional, virtual samples by recycling the VAE output via recurrent connections. The initial intuition here is straightforward: if the VAE has accurately captured the true generative process, then output samples should be indistinguishable from input samples, or at least a subset of input samples correlated with the initial seed sample. And if this is indeed the case, then outputs repeatedly fed back through the VAE encoder and decoder networks should produce a sequence of valid samples. In contrast, divergence of this sequence would suggest the accumulation of significant deviations from the true generative process.
Overall, this recurrent structure serves as a form of automatic data augmentation. The network has technically "seen" a wider range of training data, since each partially corrected sample, or perturbed inlier sample, can be viewed as a new input containing attributes not found in the original training data. This includes samples where only a portion of the outliers have been removed, implying that the network will be forced to deal with a much larger breadth of corrupted support patterns. And crucially, the iC-VAE objective is applied to each recurrent loop, leading to an overall process we refer to as a recurrent iC-VAE or RiC-VAE.
A. Basic Model Details
To begin, although the integrals embedded in the iC-VAE cost L(θ, φ; X) cannot be computed in closed form, the simple stochastic approximation
has been shown to be a suitable, unbiased substitute [3] , [4] for the original VAE, where z (i) is a sample drawn from q φ (z|x (i) ). Using a reparameterization trick, every z (i) can be constructed such that gradients with respect to μ z and Σ z can be propagated through the righthand side of (21) . This involves drawing a sample (i) from N ( ; 0, I) and then computing z (i) = μ [4] for more details. To avoid later confusion, we now redefine our original data as X 1 = {x
≡ X, where the context of the new subscript '1' will soon become apparent. Likewise we adopt z 
1 , the basic iC-VAE model will compute the posterior mean μ (i)
1 ) via one pass through the network structure. Moreover, by applying (7) we can extract the companion covariance diag[Σ
2 at this same point. From these two moments, we may then draw a new sample x
). Continuing this process across all i = 1, . . . , n, we obtain a new dataset X 2 .
This operation can be repeated N times, effectively producing a set X {X k } N k =1 of separate datasets, with N times the total number of samples eventually being seen by the network, albeit N − 1 of these are recycled virtual samples. Nonetheless, these datasets can be used simultaneously during training via the process defined in Figure 2 . Importantly, after each pass we include the same iC-VAE objective function applied to the respective recycled data X k , which acts as a form of deep supervision [17] , giving the overall RiC-VAE cost
By penalizing (22) , all the iC-VAE units in Figure 2 are effectively forced to shared the same θ, φ, and hence the overall number of parameters remains unaltered. In terms of training complexity, propagating gradients through the RiC-VAE model is linear in the number of virtual samples N . So the required computation is essentially no different than training a regular VAE with N × n data points, and an N times larger batch size (one actual batch plus N − 1 virtual batches). Later in Section V we will demonstrate that even N = 2 can lead to considerably improved performance, so a dramatically increased training cost need not be a major concern.
B. Connections With Iterative Reweighted Compressive Sensing Algorithms
In the spirit of learning-to-learn [18] , learning-to-optimize [19] , and other recent attempts to replace or augment conventional iterative algorithms with deep networks estimated from training data [20] - [22] , the proposed RiC-VAE framework can be viewed as an unfolded iterative algorithm with many trainable parameters. At a high level this follows because there is a now well-recognized link between activations passing through a recurrent neural network such as RiC-VAE, and the iterations of conventional algorithms, which are often structured as x k +1 = π(x k ), where π is some function of signal estimate x k defined at iteration k.
As an illustrative example, consider the family of iterative reweighted 1 norm minimization algorithms (IR-1 ) recently developed for sparse estimation and compressive sensing [23] . Here the objective is to minimize some function f (x) that reflects a structured regression task, often of the form
where A is a matrix of feature vectors and, u is an observated vector we would like to represent. In this context, ρ is a penalty that favors some type of structured representation, for instance, pushing most elements of x to zero. However, because the most effective penalties are non-convex, minimizing f cannot be accomplished with typical convex solvers. Instead, the problem is broken down into more manageable convex subproblems and solved iteratively. For example, given the representation x k , the IR-1 algorithm proceeds to iteration k + 1 via two steps:
arg min
where the absolute value operator | · | is understood to apply elementwise, and each iteration is guaranteed to reduce or leave unchanged f (x) provided the proper choice for g is used.
We now provide a reinterpretation of this iterative approach in the context of the RiC-VAE. First, the function g plays the role of an arbitrary encoder model, sometimes parameterized by A [24] , that computes a set of weights (or latent variables) z. However, given that g is handcrafted in an application-specific manner, often based on gradients of some heuristically chosen sparsity penalty with no clear guidelines on the optimal choice, we might expect that a learned replacement would afford some benefit. Either way, once computed z t+1 is then fed to the function h, which is analogous in functionality to a decoder. Moreover, although h is defined variationally in terms of an optimization problem, it has been shown that comparable weighted 1 regressions can be implemented via a DNN-like decoder structure [25] . Therefore again, it is reasonable to consider replacing this inner-loop optimization step, which could be computationally expensive, with a trainable decoder module.
Furthermore, when we interpret {A, u} ≡ y as additional observable latent variables, then a single iteration of (24) accurately maps to a form of handcrafted conditional autoencoder archetype, strengthening the overall analogy further. And of course the incentive to iterate this type of process is significant. As we will later observe in Section V, the empirical behavior of our RiC-VAE model subject to multiple recurrent loops mirrors the improvement seen by IR-1 algorithms. In both cases, initial iterations focus on localizing the optimal support pattern of the significant components of x k , while later iterations refine these solutions. So there is no longer any need for a first pass through the VAE to provide a perfect screening, since further iterations can clean up outliers or imperfections missed during the first pass.
V. EXPERIMENTAL RESULTS
Training data are not always perfect. Instead of selecting clean images manually, our RiC-VAE is able to recycle dirty data into useful samples. In this section, we demonstrate the advantage brought about by this ability applied to generative tasks and outlier removal problems. Throughout we use N to refer to the number of RiC-VAE passes/recurrencies used during training, as distinguished from M , the number of RiC-VAE passes applied at test time, either for generating novel samples from a random seed or else cleaning a newly introduced corrupted data drawn from the same manifold. These need not always be the same given that a learned model can be iterated for any number of passes. We use RiC-VAE(N, M ) to describe the generic case, which implies that iC-VAE equals RiC-VAE(N = 1, M = 1). It also naturally follows that the test-time complexity of any RiC-VAE(N, M ) model will simply scale linearly in M relative to a regular VAE, and this value could conceivably be tuned to match any application-specific requirements.
A. Evaluation of iC-VAE Baseline
Image-wise outlier removal: The Google-30 data [26] includes images returned from 30 different search queries, with roughly 500 images collected per concept. Human labelers then determine which of these are relevant, and which are considered as outliers or irrelevant. This data has been recently used to assess various unsupervised outlier detection algorithms, where the labels themselves are only used for evaluation purposes [26] , [27] . We adopt a similar experimental design; however, because the number of samples per query is relatively small, we restrict ourselves to a simple affine iC-VAE model. Regardless, the Google-30 data still provides a useful benchmark for evaluating such a baseline upon which the RiC-VAE ultimately depends.
We learn an affine iC-VAE-based model for each search query, and then predict outliers using the thresholding heuristic from applied to residuals from [27] . We also assume that d = κ, meaning that the iC-VAE must automatically learn any latent low-dimensional structure via its natural regularization process (no tuning of the latent dimension is required). F1 scores from this procedure averaged across all 30 search queries are shown in Table I along side results from two state-of-the-art approaches: a kernel-based max-margin algorithm called UOCL from [26] , and an autoencoder-based pipeline DRAE from [27] . Although admittedly these results do not highlight the full flexibility of the RiC-VAE, they nonetheless support the iC-VAE as a viable building block or starting point.
Pixel-wise noise removal: We next test the iC-VAE on a standard pixel-wise outlier removal problem, comparing against RPCA and a standard VAE with a learned decoder covariance Σ x (the latter is referred to as LC-VAE). The MNIST handwritten digit data [28] contains 60000 training images of digits, each of size 28 × 28. We corrupt 40% of the pixels in each image by randomly replacing the original values with samples drawn uniformly from [0, 255], i.e., salt-and-pepper noise. These 'dirty' training images are then fed to each algorithm with the goal of recovering the original clean MNIST images.
Figures 3(a) and 3(b) present samples of the contaminated images and the corresponding original clean versions respectively. As shown in Figure 3(c) , the iC-VAE significantly outperforms its rivals by capitalizing on both its ability to mimic a highcapacity Σ x as well as its flexibility to accommodate a nonlinear manifold (upon with MNIST digits lie). In contrast, Figure 3(d) exposes the disadvantage of using the LC-VAE, where the limited capacity covariance is insufficient, with numerous obvious artifacts in the reconstruction. Finally, the RPCA result in Figure 3 (e) demonstrates that a low-dimensional linear subspace inlier model is inadequate for representing MNIST digits.
B. RiC-VAE Outlier Removal Performance
Recovery of clean training data: The Frey face dataset [4] includes 1965 images, each of size 28 × 20. We selectively contaminate these images to varying degree using a randomly positioned dark circle mark with random radius. We vary the percentage of training images corrupted in this way, and compare the ability of 8 different models to recover the original, clean face images given only the contaminated source. These include: (a) a convex robust PCA (RPCA) approach from [29] often applied to this problem [30] , (b) a conventional autoencoder (AE), (c) an 2 -VAE, meaning a standard VAE with fixed decoder covariance Σ x = I as is most commonly assumed [11] , (d) a recurrent 2 -VAE denoted R 2 -VAE(N = 2, M = 2), i.e., analogous to RiC-VAE(N = 2, M = 2) but with fixed decoder covariance, (e) a standard VAE with the a learned decoder covariance called LC-VAE, (f) a recurrent LC-VAE version denoted RLC-VAE(N = 2, M = 2), (g) an iC-VAE, (h) a RiC-VAE(N = 2, M = 2). For all VAE models, we use κ = 10 and a common 3-layer encoder/decoder network structure, with details deferred to the Appendix B. Additionally, all VAE and AE networks share common DNN structures with the exception of different loss layers as stated, and only the VAE has encoder/decoder covariance functions and KL terms. Figure 4 qualitatively illustrates the advantage of the multiple data passes/recycling leveraged by the RiC-VAE at an image corruption level of 60%. In fact, even with huge contaminations (e.g., 4th and 7th columns), the RiC-VAE is still able to reconstruct salient facial details. Moreover, the initial iC-VAE estimate only partially removes the corrupted region, analogous to how initial iterations of IR-1 algorithms only partially recovery the optimal support patterns of sparse representations as discussed in Section IV-B. Complementary quantitative results are presented in Figure 5 (a) for all algorithms. Here we observe that traditional methods (i.e., RPCA, AE, 2 -VAE, LC-VAE) do not produce competitive results, and RLC-VAE exhibits no advantage over LC-VAE since, not surprisingly, learning decoder covariances destabilizes the recycling process. The iC-VAE is adequate at low corruption levels but starts to breaks down above 30%. In contrast, while the R 2 -VAE(N = 2, M = 2) exploits our proposed recycling strategy, without the iC-VAE base network its performance cannot match the RiC-VAE. 
Recovery of a new test set:
We also generated a new test dataset by changing the dirty pattern added to the faces. Specifically, instead of using circle-shaped outliers as applied above, we generate new 'rectangle' dirty patterns having random width, length and location. The 1965 clean Frey face images were corrupted by these new rectangle marks, allowing us to examine the resilience of the previously-trained models to outlier distributions distinct from the original data. Figure 6 demonstrates the dirty pattern in test mode and the corresponding reconstruction results when trained at a 60% corruption level. 
C. RiC-VAE Generative Modeling Performance
Moving beyond outlier removal, arguably the most common application of VAE models is to the task of generating new samples of x [11] . This section explores RiC-VAE capabilities in this revised context using MNIST handwritten digit data [28] . We first train different models using this data, both clean and dirty versions, and then compare performance on subsequent . In all cases κ = 30, and both encoder and decoder have 3 layers (the Appendix B contains full network structure and training details). By varying M , we can examine the quality of generated samples after different passes through the networks at test time.
Results using clean training data: Here we first use the original MNIST data for training (no corruptions added) and compare the quality of new generated samples obtained by first drawing a latent z from N (z; 0, I) and then passing the resulting value through the decoder to produce a sample of x [11] . Results from 100 random draws are shown for each method in Figure 7 (top row). In (a) we observe that the 2 -VAE produces overly blurry samples, a common criticism, and although the iC-VAE removes this blur in (b), realistic digit shapes are compromised. Next, (c) reveals that cycling through a learned iC-VAE network (i.e., N = 1) when generating samples introduces new artifacts, since recycling was not used during training, and conversely, in (d) we see that the use of recycling during training has limited value without the attendant recycling at test time generating new samples. Finally, we see that the full RiC-VAE structure produces more authentic digit samples, and that this can be achieved even though the number of training and test passes are not equivalent. Please see Figure 3 (b) for original MNIST data examples to compare against.
Dirty training dataset: We next repeat the above experiment using corrupted training data; please see Figure 3 (a) for visualization of corrupted MNIST samples. Specifically, 40% of pixels are replaced with random values drawn from a uniform distribution over [0, 255], i.e., salt-and-pepper noise. In this more challenging situation, the value of recycling dirty training samples is readily apparent as shown in Figure 7 (bottom row).
Statistical validation of generated samples: If an estimated VAE model truly reflects the underlying latent distributions well, 
To test this hypothesis, we generate samples of z from 1 n i q φ (z|x (i) ) and make scatter-plots of two randomly selected dimensions. Figure 8 shows results for both the iC-VAE and a RiC-VAE with N = 5 trained on MNIST data; clearly the latter is able to remove some of the heteroscedastic variance of the former. This conclusion is further supported via Q-Q plots [31] for the iC-VAE and RiC-VAE against a reference normal distribution as illustrated in Figure 9 . Here we observe that, relative to the iC-VAE, quantiles from the RiC-VAE model much more closely align with the reference, corroborating that (25) represents a suitable approximation.
We also consider a higher dimensional comparisons with a standardized Gaussian. In particular, we draw 60000 samples from 1 n i q φ (z|x (i) ) and then compute the mean and variance of each of the κ = 30 dimensions in z as used with the MNIST data. Ideally these means should be near zero while the variances should be near one. Figure 10 shows the results for an iC-VAE and a RiC-VAE. From this figure it is immediately apparent Fig. 9 . Q-Q plots of iC-VAE (blue) and RiC-VAE (purple) models against the reference normal distribution (dotted red line). Clearly the RiC-VAE displays a closer fit.
that the RiC-VAE statistics are far more consistent with the ideal standardized Gaussian (which emerges if the non-Gaussian underlying latent distributions are approximated well) than the iC-VAE, suggesting that our recycling approach indeed better captures the true underlying distributions. Note also that results are similar as M is varied, implying that the statistics of recycled data or multiple passes at test time are stable.
A second important validation issue pertains to sample diversity. In brief, we would like to generate novel samples that are not trivially plagiarized versions of the original training set. To examine this issue, we plot the mean Euclidean distance between each sample generated by a RiC-VAE and its nearest neighbor in the MNIST data. These distances should be as large or larger than the mean distance between each authentic MNIST sample and its nearest neighbor if no copying has occurred. Figure 11 shows histograms of these distances for the original MNIST data (left), a RiC-VAE(N = 5, M = 1) (middle), and a RiC-VAE(N = 5, M = 5) (right). Clearly the RiC-VAE is not copying samples from the original data, and moreover, the additional testing passes used to generate samples for the M = 5 case maintain these distances, while nonetheless improving the overall digit visual quality as observed previously.
VI. CONCLUSION
Although the VAE has secured itself as a powerful generative modeling paradigm, there remain limitations to its effectiveness in practice. In this work, we have provided targeted enhancements that both reduce the sensitivity to outliers, as well as crystalize new, generated samples devoid of excessive blur. Plugging these values into (29) and ignoring constants, we obtain the stated bound. Moreover, we observe from this development that in fact μ 
APPENDIX B DEEP NETWORK STRUCTURE AND TRAINING DETAILS
In this section, we illustrate the further particulars of the RiC-VAE framework originally shown in Figure 2 . Here Figure 12 first presents the general structure flow, including additional ingredients pertinent to the iC-VAE.
A. RiC-VAE Network Structure: The dimensions of each input layer, encoder inner-product hidden layers, latent dimension of z, decoder inner-product hidden layers, and finally each output layer are listed here for each data set.
Frey face (Section V-B) 560(input) − 1000 − 500 − 250 − 10(z) − 250 − 500 − 1000 − 560(output)
We use ReLU activations for all inner product layers except the last one which uses sigmoid activations to accommodate the magnitude range of the image pixels.
MNIST (Section V-A and Section V-C) 784(input) − 1000 − 500 − 250 − 30(z) − 250 − 500 − 1000 − 784(output).
The activation scheme is the same as for the Frey face data. B. Training Details: Learning rates and iteration counts are listed below.
Frey face
For iC-VAE, we set the learning rate as 1 × 10 −4 and train 150000 iterations with batch size equal to 100. For RiC-VAE (N = 2), we use the same training setting. Since the samples are actually doubled, we halve the learning rate to be 5 × 10 −5 .
MNIST
For iC-VAE, we set the learning rate as 1 × 10 −4 and train 600000 iterations with batch size equal to 100. Then we use this to initialize the RiC-VAE(N = 5) and train an extra 100000 iterations with learning rate 2 × 10 −5 . To compare iC-VAE and RiC-VAE fairly, we also train the iC-VAE for another 100000 iterations.
