Abstract:We consider a periodically perforated domain obtained by making in R n a periodic set of holes, each of them of size proportional to ǫ. Then we introduce a nonlinear boundary value problem for the Lamé equations in such a periodically perforated domain. The unknown of the problem is a vector valued function u which represents the displacement attained in the equilibrium configuration by the points of a periodic linearly elastic matrix with a hole of size ǫ contained in each periodic cell. We assume that the traction exerted by the matrix on the boundary of each hole depends (nonlinearly) on the displacement attained by the points of the boundary of the hole. Then our aim is to describe what happens to the displacement vector function u when ǫ tends to 0. Under suitable assumptions we prove the existence of a family of solutions {u(ǫ, ·)} ǫ∈]0,ǫ ′ [ with a prescribed limiting behaviour when ǫ approaches 0. Moreover, the family {u(ǫ, ·)} ǫ∈]0,ǫ ′ [ is in a sense locally unique and can be continued real analytically for negative values of ǫ.
Introduction
In this article, we consider a singularly perturbed nonlinear traction problem for linearized elastostatics in an infinite periodically perforated domain. We fix once for all n ∈ N \ {0, 1} , (q 11 , . . . , q nn ) ∈]0, +∞[ n .
Here N denotes the set of natural numbers including 0. We denote by Q the fundamental periodicity cell defined by
and by ν Q the outward unit normal to ∂Q, where it exists. We denote by q the diagonal matrix defined by 
Then, qZ n ≡ {qz : z ∈ Z n } is the set of vertices of a periodic subdivision of R n corresponding to the fundamental cell Q. Let m ∈ N \ {0} , α ∈]0, 1[ .
Let Ω h be a subset of the Euclidean space R n which satisfies the following assumption.
Ω h is a bounded connected open subset of R n of class C m,α such that R n \ clΩ h is connected and that 0 ∈ Ω h
The letter 'h' stands for 'hole'. If p ∈ Q and ǫ ∈ R, then we set
A simple topological argument shows that there exists a real number ǫ 0 such that ǫ 0 > 0 and clΩ 
Then we denote by S[Ω Here M n (R) denotes the space of n× n matrices with real entries, I n denotes the n× n identity matrix, trA and A t denote the trace and the transpose matrix of A, respectively. We note that (ω − 1) plays the role of the ratio between the first and second Lamé constants and that the classical linearization of the Piola Kirchoff tensor equals the second Lamé constant times T (ω, ·) (cf., e.g., Kupradze, Gegelia, Basheleȋshvili, and Burchuladze [1] ). Now let G be a (nonlinear) function from ∂Ω h × R n to R n . Let B ∈ M n (R) 
where {e 1 , . . . , e n } denotes the canonical basis of R n and ν Ω h p,ǫ denotes the outward unit normal to ∂Ω h p,ǫ . We note that due to the presence of a nonlinear term in the third equation we cannot claim the existence of a solution of problem (5) . However, for a fixed vectorξ ∈ R n and under suitable assumptions we shall prove that there exists ǫ ′ ∈]0, ǫ 0 ] such that problem (5) has a solution u(ǫ, ·) in
family of solutions {u(ǫ, ·)} ǫ∈]0,ǫ ′ [ converges to the function Bq −1 (x − p) +ξ of x ∈ R n in a sense which will be clarified in Section 6. Moreover, {u(ǫ, ·)} ǫ∈]0,ǫ ′ [ is unique in a local sense which will be clarified in Section 7. Then we pose the following questions.
(j) Let x be fixed in R n \ (p + qZ n ). What can be said on the map ǫ → u(ǫ, x) when ǫ is close to 0 and positive?
(jj) Let t be fixed in R n \ Ω h . What can be said on the map ǫ → u(ǫ, p + ǫt) when ǫ is close to 0 and positive?
In a sense, question (j) concerns the 'macroscopic' behaviour far from the cavities, whereas question (jj) is related to the 'microscopic' behaviour of u(ǫ, ·) near the boundary of the holes. Questions of this type have long been investigated for linear problems with the methods of Asymptotic Analysis and of Calculus of the Variations. Thus for example, one could resort to Asymptotic Analysis and may succeed to write out an asymptotic expansion for u(ǫ, x) and u(ǫ, p + ǫt). In this sense, we mention the work of Ammari and Kang [2] , Ammari, Kang, and Lee [3] , Ammari, Kang, and Touibi [4] , Ammari, Kang, and Lim [5] , Maz'ya and Movchan [6] , Maz'ya, Nazarov, and Plamenewskij [7, 8] , Maz'ya, Movchan, and Nieves [9] . We also mention the extensive literature of Calculus of Variations and of Homogenization Theory, and in particular the contributions of Bakhvalov and Panasenko [10] , Cioranescu and Murat [11, 12] , Jikov, Kozlov, and Oleȋnik [13] , Marčenko and Khruslov [14] .
Furthermore, boundary value problems in domains with periodic inclusions, for example for the Laplace equation, have been analysed, at least for the two dimensional case, with the method of functional equations. Here we mention Castro, Pesetskaya, and Rogosin [15] , Drygas and Mityushev [16] .
In connection with doubly periodic problems for composite materials, we mention the monograph of Grigolyuk and Fil'shtinskij [17] .
Here we wish to characterize the behaviour of u(ǫ, ·) at ǫ = 0 by a different approach. In particular, if we consider a certain function f (ǫ) relative to the solution u(ǫ, · ), as for example one of those in questions (j), (jj) above, we would try to represent f (ǫ) for ǫ small and positive in terms of real analytic maps defined in a whole neighborhood of ǫ = 0 and in terms of possibly singular but known functions of ǫ, such as ǫ −1 , log ǫ, etc.. We observe that our approach does have its advantages. Indeed, if for example we know that the map in (j) equals for ǫ > 0 a real analytic function defined in a whole neighbourhood of ǫ = 0, then we know that such a map can be expanded in power series for ǫ small. Such a project has been carried out by Lanza de Cristoforis and collaborators in several papers for problems in a bounded domain with one small hole (cf., e.g., [18, 19, 20, 21, 22, 23] ). For nonlinear problems in the frame of linearized elastostatics, we also mention, e.g., [24, 25, 26, 27] , and for the Stokes equation [28] . For problems for the Laplace and Poisson equations in periodically perforated domains, we mention [29, 30, 31, 32] . We note that this paper represents the first step in the analysis of periodic boundary value problems for linearized elastostatics with this approach. This article is organized as follows. Section 2 is a section of notation and Sections 3, 4 are sections of preliminaries. In Section 5 we formulate problem (5) in terms of an equivalent integral equation which we can analyse by means of the Implicit Function Theorem for real analytic maps. Then we introduce our family of solutions {u(ǫ, · )} ǫ∈]0,ǫ ′ [ . In Section 6, we prove our main Theorem 6.1, where we answer to the questions in (j), (jj). In Section 7, we prove that the family {u(ǫ, · )} ǫ∈]0,ǫ ′ [ is locally unique in a sense which will be clarified.
Some notation
We denote the norm on a normed space X by · X . Let X and Y be normed spaces. We endow the space X × Y with the norm defined by (x, y) X ×Y ≡ x X + y Y for all (x, y) ∈ X × Y, while we use the Euclidean norm for R n . We denote by L(X , Y) the space of linear and continuous maps from X to Y, equipped with its usual norm of the uniform convergence on the unit sphere of X . We denote by I the identity operator. The inverse function of an invertible function f is denoted f (−1) , as opposed to the reciprocal of a real-valued function g, or the inverse of a matrix B, which are denoted g −1 and B −1 , respectively. For standard definitions of Calculus in normed spaces and for the definition and properties of (real) analytic functions in Banach space, we refer to Cartan [33] , Prodi and Ambrosetti [34] , Deimling [35] . Here we just recall that if X , Y are (real) Banach spaces, and if F is an operator from an open subset W of X to Y, then F is real analytic in W if for every x 0 ∈ W there exist r > 0 and continuous symmetric j-linear operators [35, p. 150] ). We note that throughout the paper "analytic" means "real analytic". If B is a matrix, then B ij denotes the (i, j) entry of B. If x ∈ R n , then x j denotes the j-th coordinate of x and |x| denotes the Euclidean modulus of x. A dot "·" denotes the inner product in R n . For all R > 0 and all x ∈ R n we denote by B n (x, R) the ball {y ∈ R n : |x − y| < R}. If S is a subset of R n , then clS denotes the closure of S and ∂S denotes the boundary of S. If we further assume that S is measurable then |S| denotes the n-dimensional measure of S. Let q be as in definition (2) . Let P be a subset of R n such that x + qz ∈ P for all x ∈ P and for all z ∈ N. We say that a function f on P is q-periodic if which we think as a column vector. Let r ∈ N \ {0}.
Df denotes the Jacobian matrix
. The subspace of C k (O) of those functions f whose derivatives D η f of order |η| ≤ k can be extended with continuity to clO is denoted C k (clO). Let β ∈]0, 1[. The subspace of C k (clO) whose functions have k-th order derivatives that are uniformly Hölder continuous in clO with exponent β is denoted C k,β (clO) (cf., e.g., Gilbarg and Trudinger [36] ). If f ∈ C 0,β (clO), then its β-Hölder constant |f : clO| β is defined as sup
and we endow C k b (clO, R n ) with its usual norm
We define
and we endow C k,β b (clO, R n ) with its usual norm a bounded open set of class C k,β with k ≥ 1, then one can consider the space C l,β (∂O) on ∂O with l ∈ {0, . . . , k} and the trace operator from C l,β (clO) to C l,β (∂O) is linear and continuous. Now let Q be as in definition (1) . If S Q is an arbitrary subset of R n such that clS Q ⊆ Q, then we define
We note that if
the subsets of the q-periodic functions belonging to
Periodic elastic layer potentials
We denote by S n the function from R n \ {0} to R defined by
where s n denotes the (n − 1)-dimensional measure of ∂B n (0, 1). S n is well-known to be the fundamental solution of the Laplace operator. Let ω ∈]1 − (2/n), +∞[. We denote by Γ n,ω (·) the matrix valued function from R n \ {0} to M n (R) which takes x to the matrix Γ n,ω (x) with (i, j) entry defined by
As is well known, Γ n,ω is the fundamental solution of the operator
We note that the classical operator of linearized homogenous isotropic elastostatics equals L[ω] times the second constant of Lamé, and that L[ω]u = div T (ω, Du) for all regular vector valued functions u, and that the classical fundamental solution of the operator of linearized homogenous and isotropic elastostatics equals Γ n,ω times the reciprocal of the second constant of Lamé (cf., e.g., Kupradze, Gegelia, Basheleȋshvili, and Burchuladze [1] ). We find also convenient to set
which we think as a column vector for all j ∈ {1, . . . , n}.
for all x ∈ R n and for all µ ≡ (µ j ) j∈{1,...,n} ∈ C 0,α (∂Ω, R n ). Here dσ denotes the (n − 1)-dimensional measure on ∂Ω and ν Ω denotes the outward unit normal to ∂Ω. As is well known, v[ω, µ] is continuous in the whole of R n . We define
Also, w[ω, µ] |Ω admits a unique continuous extension to clΩ, which we denote by w + [ω, µ], and w[ω, µ] |R n \clΩ admits a unique continuous extension to R n \ Ω, which we denote by w − [ω, µ]. We further define ). To do so we need the following notation. We denote by S(R n , C) the Schwartz space of complex valued rapidly decreasing functions. S ′ (R n , C) denotes the space of complex tempered distributions and M n S ′ (R n , C) denotes the set of n × n matrices with entries in S ′ (R n , C). The symbolsζ andf denote the conjugate of a complex number ζ and of a complex valued function f , respectively. If y ∈ R n and f is a function defined in R n , we set
Finally, L 1 loc (R n ) denotes the space of (equivalence classes of) locally summable measurable functions from R n to R.
where E 2πiq −1 z is the function from R n to C defined by
for all z ∈ Z n . Then the following statements hold.
where δ qz denotes the Dirac measure with mass at qz for all z ∈ Z n .
Proof. The Theorem is a simple modification of the corresponding result of [40, 
one can prove that the generalized series in (6) defines a tempered distribution, and accordingly Γ
[40, Proof of Theorem 3.1]). Statement (i) follows by the definition of Γ q n,ω and by the periodicity of E 2πiq −1 z . The statement in (ii) is a straightforward consequence of the obvious equality
for all (j, k) ∈ {1, . . . , n} 2 , and of
We now consider statement (iii). By Poisson's summation formula, we have
for all (j, k) ∈ {1, . . . , n} 2 , and thus (iii) follows. Statements (iv), (v) follow by (iii) and by elliptic regularity theory, while (vi) follows by the local integrability of Γ n,ω and the periodicity of Γ q n,ω . Finally, by a straightforward verification based on definition (6), statement (vii) easily follows. Hence, the proof is complete. ✷
We find convenient to set
, which we think as column vectors for all j ∈ {1, . . . , n}.
We note here that the fundamental solution Γ q n,ω takes values in M n (R) (cf. Theorem 3.1 (ii) and (iv)). We also find convenient to set
In the following Theorem we collect some properties of the periodic single layer potential.
(iv) The operator which takes µ to w q, * [ω, µ] is continuous from the space C m−1,α (∂Ω Q , R n ) to itself, and we have T ω, Dv
Proof. By splitting Γ q n,ω into the sum of Γ n,ω and R q n,ω , by exploiting Theorem 3.1 and classical potential theory for linearized elastostatics (cf., e.g., [24, Theorem A.2] ) and standard properties of integral operators with real analytic kernels and with no singularity (cf., e.g., [41, §4] ), one can prove the validity of statements (i), (ii), (iii), and (iv). See also [40, Theorem 3.7] , where the periodic single layer potential for a second order strongly elliptic differential operator with constant coefficients has been constructed. ✷ Similarly, we introduce the periodic double layer potential
which we think as a column vector. In the following Theorem we collect some properties of the periodic double layer potential. 
can be extended to a function w
(iv) We have
for all j ∈ {1, . . . , n}.
Proof − and the jump relations of equality (9) . By periodicity, we can assume x ∈ clQ \ clΩ Q . By the Divergence Theorem and Theorem 3.1 (iii), we have
for all (i, j) ∈ {1, . . . , n} 2 . As a consequence, statement (iv) follows. Thus the proof is complete. ✷
Some preliminary results on periodic problems for linearized elastostatics
In the following Propositions 4.1 and 4.2 we consider a periodic boundary value problem for linearized elastostatics and we show some properties of the corresponding solution.
Proof. By the periodicity of u we have ∂Q u t T (ω, Du)ν Q dσ = 0. Thus the Divergence Theorem implies that
Then tr T (ω, Du)D t u = 0 in Q \ clΩ Q , and by arguing as in [24, Proposition 2.1], one can prove that there exist a skew symmetric matrix A ∈ M n (R) and b ∈ R n , such that
By the periodicity of u, we have
Accordingly, A = 0. Hence, u(x) = b for all x ∈ clQ \ clΩ Q , and thus, by periodicity,
Proof. By the periodicity of u we have ∂Q T (ω, Du)ν Q dσ = 0. Then, by the Divergence Theorem one verifies that ∂ΩQ T (ω, Du(y))ν ΩQ (y) dσ y = − Q\clΩQ div T ω, Du(y) dy = 0 , and the conclusion follows. ✷ (7)). To do so we need the following technical Lemma 4.3.
In Proposition 4.4 below, we show that
Proof. By the properties of the composition of ordinary and singular integrals, and by Theorems 3.1 (vii) and 3.3 (iv) we have
and thus the proof is complete. ✷ Then we have the following.
Let Ω Q be a bounded open subset of R n of class C m,α such that R n \ clΩ Q is connected and that clΩ Q ⊆ Q.Then
Proof. We observe that
is a continuous linear operator from C m−1,α (∂Ω Q , R n ) to itself (cf. Theorem 3.2 (iv)). Thus by the Open Mapping Theorem, in order to prove that
is an homeomorphism, it suffices to show that it is a bijection. To do so, we verify that
Since R q,j n,ω,i (·) is real analytic in (R n \ qZ n ) ∪ {0} for all (i, j) ∈ {1, . . . , n} 2 , standard properties of integral operators with real analytic kernels and with no singularity (cf., e.g., [41] ), the compactness of the embedding of C m,α (∂Ω Q , R n ) into C m−1,α (∂Ω Q , R n ), and standard calculus in Schauder spaces imply that the map from C m−1,α (∂Ω Q , R n ) to itself, which takes µ to the function from ∂Ω Q to R n , defined by
is compact. Since 
We have
(cf. equality (8)). Moreover, by Lemma 4.3 and by equality (11), we deduce that ∂ΩQ µ dσ = 0. By Theorem 3.2 and Proposition 4.1, there exists b ∈ R n such that v
and by uniqueness results for the Dirichlet problem for L [ω] in Ω Q , we have v (8)). Hence, 
Then there exists a unique pair
Proof. By Proposition 4.4 there exists a unique function µ ∈ C m−1,α (∂Ω Q , R n ) such that
Then Proposition 4.2 and Lemma 4.3 imply that ∂ΩQ µ dσ = 0. Thus µ belongs to C m−1,α (∂Ω Q , R n ) 0 . By Theorem 3.2, by equation (13), and by Proposition 4.1 there exists a unique b ∈ R n such that equality (12) holds. Hence there exists a unique pair (µ, (12) holds. ✷
Formulation of an auxiliary problem in terms of an integral equation
In this Section, we convert problem (5) in the unknown u, into an equivalent auxiliary problem. Then we shall provide a formulation of the auxiliary problem in terms of an integral equation.
To do so, we introduce the following notation. Let m ∈ N \ {0}, α ∈]0, 1[. Let Ω h be as in assumption (3) .
Then we consider the following assumptions.
We also note here that if
(cf. Lanza [20, Prop. 6.3] ). Moreover,
where C m−1,α (∂Ω h , M n (R)) denotes the space of functions of class C m−1,α from ∂Ω h to M n (R). Now let p ∈ Q. Let ǫ 0 be as in assumption (4) . Let B ∈ M n (R). Let assumption (14) 
− is a solution of the following auxiliary problem
We shall now transform the auxiliary problem (18) into an integral equation, by exploiting the representation formula of Proposition 4.5 with Ω Q replaced by Ω h p,ǫ . We note that the representation formula of Proposition 4.5 includes integrations on the ǫ-dependent domain ∂Ω h p,ǫ . In order to get rid of such a dependence, we introduce the following Lemma 5.1, where we properly rescale the density of the representation formula of Proposition 4.5.
Proof. It is a straightforward consequence of Proposition 4.5, of the Theorem of change of variables in integrals, and of standard properties of functions in Schauder spaces. ✷
We are now ready to transform problem (18) into an integral equation by means of the following.
Let Ω h be as in assumption (3). Let p ∈ Q. Let ǫ 0 be as in assumption (4). Let B ∈ M n (R). Let G be as in assumptions (14), (15) . Let Λ be the
is a bijection. (18) . Then by Lemma 5.1, there exists a unique pair (θ, ξ) in C m−1,α (∂Ω h , R n ) 0 × R n such that u # equals the right hand side of definition (20) . Then a simple computation based on the Theorem of change of variables in integrals and on Theorem 3.2, shows that the pair (θ, ξ) must solve equation (19) . Conversely, one can easily show that if the pair (θ, ξ) of C m−1,α (∂Ω h , R n ) 0 × R n solves equation (19) , then the function delivered by definition (20) is a solution of problem (18) . ✷ Hence we are reduced to analyse equation (19) . We note that for ǫ = 0 we obtain an equation which we address to as the limiting equation and which has the following form
Then we have the following Proposition, which shows, under suitable assumptions, the solvability of the limiting equation.
Let Ω h be as in assumption (3). Let B ∈ M n (R). Let G be as in assumptions (14), (15) . Assume that there existsξ ∈ R n such that
Then the integral equation
has a unique solution in C m−1,α (∂Ω h , R n ) 0 , which we denote byθ. As a consequence, the pair (θ,ξ) is a solution in
Proof. A simple computation based on the Divergence Theorem shows that
Then the Proposition follows by [24, Remark A.8 and equality (A.7)]. ✷ In Theorem 5.5 below, we analyse equation (19) around the degenerate value ǫ = 0. To do so, we need the following result of classical potential theory for linearized elastostatics.
is a linear homeomorphism.
Proof. Let H be the map from
By standard properties of elastic layer potentials, H is linear and continuous (cf., e.g., [24, Theorem A.2] ). Thus, by the Open Mapping Theorem, it suffices to prove that it is a bijection. So let ψ ∈ C m−1,α (∂Ω, R n ). We need to prove that there exists a unique pair (µ, b)
We first prove uniqueness. Let us assume that the pair (µ, b) ∈ C m−1,α (∂Ω, R n ) 0 × R n solve equation (22) . By integrating both sides of equation (22), and by the well known identity
(cf., e.g., [24, equality (A.7)]), we obtain
and thus
As a consequence, µ is the unique solution in
(cf. [24, Remark A.8] ). We also note that by equality (23) the unique solution of equation (25) is in C m−1,α (∂Ω, R n ) 0 . Hence uniqueness follows. In order to prove existence, it suffices to observe that the pair (µ, b) ∈ C m−1,α (∂Ω, R n ) 0 × R n identified by equations (24), (25) Let Ω h be as in assumption (3). Let p ∈ Q. Let ǫ 0 be as in assumption (4) . Let B ∈ M n (R). Let G be as in assumption (14) . Assume that
Assume that there existsξ ∈ R n such that
Let Λ be as in Proposition 5.2. Letθ be the unique function in Proof. We plan to apply the Implicit Function Theorem for real analytic maps. We first prove that Λ is real analytic from ]
Then by standard properties of integral operators with real analytic kernels and with no singularity (cf., e.g., [41, §4] ) we can deduce the analyticity of the map from ] 
, respectively (cf., e.g., [24, Theorem A.2] ). Then by standard calculus in Banach spaces and assumption (26), we deduce that Λ is real analytic from ]
. By standard calculus in Banach space, the differential of Λ at (0,θ,ξ) with respect to the variables (θ, ξ) is delivered by the following formula (16)). By assumption (27) and Proposition 5.4, we deduce that (17) ). Then in order to conclude the proof it suffices to apply the Implicit Function Theorem for real analytic maps in Banach spaces (cf., e.g., Prodi and Ambrosetti [34, Theorem 11.6 ], Deimling [35, Theorem 15.3 
]). ✷
We are now in the position to introduce the following. 6 A functional analytic representation theorem for the family {u(ǫ, ·)} ǫ∈]0,ǫ 1 [
In the following Theorem 6.1 we show that the family of functions {u(ǫ, ·)} ǫ∈]0,ǫ1[ introduced in Definition 5.6 can be continued real analytically for negative values of ǫ, and we answer to the questions in (j), (jj) of the Introduction.
Let Ω h be as in assumption (3). Let p ∈ Q. Let ǫ 0 be as in assumption (4) . Let B ∈ M n (R). Let G be as in assumptions (14), (26) . Letξ ∈ R n . Let assumption (27) hold. Then the following statements hold.
(i) LetΩ be a bounded open subset of R n such that clΩ ⊆ R n \ (p + qZ n ). Let k ∈ N. Then there exist ǫ ∈]0, ǫ 0 ] and a real analytic operator
and that
Moreover,
(ii) LetΩ r be a bounded open subset of R n \ clΩ h . Then there existǫ r ∈]0, ǫ 0 ] and a real analytic operator
(Here the letter 'r' stands for 'rescaled'.)
Proof. Let ǫ 1 , Θ, Ξ be as in Theorem 5.5. We start by proving (i). By takingǫ ∈]0, ǫ 1 ] small enough, we can assume that condition (28) holds. Consider now equality (29) . If ǫ ∈]0,ǫ[, a simple computation based on the Theorem of change of variables in integrals shows that
Thus it is natural to set
for all ǫ ∈] −ǫ,ǫ[. Then we note that
As a consequence, by standard properties of integral operators with real analytic kernels and with no singularity (cf., e.g., [41, §3]), we can conclude that the map from ] −ǫ,ǫ[ to C k (clΩ, R n ), which takes ǫ to the function
. By the definition of U , equality (29) holds. Moreover, the validity of equality (30) is obvious, and so the proof of (i) is complete.
We now consider (ii). Let R > 0 be such that (clΩ r ∪ clΩ h ) ⊆ B n (0, R). By the continuity of the restriction operator from
, it suffices to prove statement (ii) withΩ r replaced by B n (0, R) \ clΩ h . By takingǫ r ∈]0, ǫ 1 ] small enough, we can assume that
If ǫ ∈]0,ǫ r [, a simple computation based on the Theorem of change of variables in integrals shows that
for all ǫ ∈] −ǫ r ,ǫ r [. We note that
for all ǫ ∈] −ǫ r ,ǫ r [. Then we observe that 
Then by the continuity of the restriction operator from In this Section, we show that the family {u(ǫ, ·)} ǫ∈]0,ǫ1[ is essentially unique. Namely, we have the following.
Let Ω h be as in assumption (3). Let p ∈ Q. Let ǫ 0 be as in assumption (4) . Let B ∈ M n (R). Let G be as in assumptions (14), (26) . Letξ ∈ R n . Let assumption (27) hold. Let {ε j } j∈N be a sequence in ]0, ǫ 0 [ converging to 0. Let {u j } j∈N be a sequence of functions such that
Here u j (p + ε j ·) |∂Ω h denotes the map from ∂Ω h to R n which takes t to u j (p + ε j t). Then there exists j 0 ∈ N such that u j = u(ε j , ·) ∀j ∈ N such that j ≥ j 0 .
Proof. Let ǫ 1 be as in Theorem 5.5. By conditions (33) , (34) , and Proposition 5.2, for each j ∈ N there exists a unique pair (θ j , ξ j ) in C m−1,α (∂Ω h , R n ) 0 × R n such that
Then to show the validity of the Theorem, it will be enough to prove that lim j→∞ (θ j , ξ j ) = (θ,ξ) in
Indeed, if we denote by U the neighbourhood of Theorem 5.5, the limiting relation in (37) implies that there exists j 0 ∈ N such that (ε j , θ j , ξ j ) ∈]0, ǫ 1 [×U for all j ≥ j 0 and thus Theorem 5.5 would imply that (θ j , ξ j ) = (Θ[ε j ], Ξ[ε j ]) for all j ≥ j 0 , and that accordingly the Theorem holds (cf. Definition 5.6). Thus we now turn to the proof of the limit in (37) . We note that equation Thus the proof of Theorem 5.5 implies that N [0, ·, ·] is also a linear homeomorphism. As is well known, the set of linear homeomorphisms from 
for all (ǫ, θ, ξ) ∈] − ǫ 2 , ǫ 2 [×C m−1,α (∂Ω h , R n ) 0 × R n . Next we note that the equality in (36) and the definition of u ♯ [·, ·, ·] in (20) imply that S[ε j , θ j , ξ j ](t) = G(t, u j (p + ε j t)) − D u G(t,ξ)(u j (p + ε j t) − ε j Bq −1 t) − T (ω, Bq −1 )ν Ω h (t) ∀t ∈ ∂Ω h , j ∈ N.
Then, by condition (35) , and by the real analyticity of F G , and by standard calculus in Banach space we deduce that lim
in C m−1,α (∂Ω h , R n ). Then by equality (39) , and by the limit in (40) , and by the real analyticity of the map which takes ǫ to N [ǫ, ·, ·] (−1) , and by the bilinearity and continuity of the operator from L(
which takes a pair (T 1 , T 2 ) to T 1 [T 2 ], we conclude that the limit in (37) holds. Thus the proof is complete. ✷ was supported by the "Accademia Nazionale dei Lincei" through a scholarship "Royal Society". Part of the work was done while P. 
