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ABSTRACT 
Progressive image transmission is a mechanism that 
transmits the most significant portion of an image, 
followed by its less important parts. Applications of such a 
mechanism include browsing large image files on the 
Intemet. We propose an adaptive mechanism, based on 
the characteristics of images. The mechanism use neighbor 
pixels to guess a target pixel value, without actually 
transmitting the target pixel. An error correction scheme is 
also designed to cope with a failure guessing. The 
prototype is tested on 1500 bit-mapped pictures of 
different categories. Preliminary results should that the 
transmission rate. is lower than others, with reasonable 
PSNR values of tlie transmitted images. Interested readers 
can find the prototype tool and our evaluations at 
hflu:/ /~in~n.mirie .  Xii.edu.t,~/demos/ProPT~urissiis.~;o,~. 
Key words:. Progressive Image Transmission, BPM, 
Pixel Interpdation, Image Coding, Network Applications 
1. INTRODUCTION 
Progressive Image Transmission (PIT) is a mechanism 
which transmits the most significant potion of an image, 
followed by the relatively less significant potions. 
Available mechanisms and systems can be categorized 
into transform domain [ I ] ,  spatial domain @I, and pyramid- 
structured progressive transmission p]. A germinal and 
instinctive method for progressive image transmission in 
the spatial domain is the bit plane method (BPM) [5].  The 
BPM is a simplest and faster method, which does not have 
any encoding processes and complex transmission 
algorithms. In the method, the transmitter transmits one bit 
for each pixel in each round and the transmitted bits are 
coursed from the most significant bit (MSB) to the least 
significant bit (LSB). The receiver receives eithera ‘0’ or a 
‘ I ’  for each pixel and ICcOnStNctS each pixel using the 
mean as the predicted value. In our earlier approach [3], we 
improved the BPM method by color guessing, to provide a 
fist PIT scheme. In this paper, we propose a new method, 
and experiment with a complete test on different types of 
images, the multiple sizes of pixel blocks, and the 
combination of transmission orders. We have tested 1500 
pictures. Conclusion shows that, with different strategies, 
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the method can be used as an adaptive mechanism, which 
has a very low bit rate and good PSNR values. 
2. INTERPOLATION OFPIXELS 
In our earlier approach [3], we interpolate pixel colors by 
guessing average values of neighborhood pixels. The 
approach has a better result compared to the BPM 
approach. However, the average bit rate of our method. 
after 4 steps (from the total of 8) of transmission is about 
85.75% compared to the BPM. The average PSNR value at 
the 4Ih step is the same to BPM due to our error correction 
scheme. In this paper, we propose a new pixel interpolation 
scheme, which adapts different characteristics of pictures, 
and allows an adaptive color interpolation. For instance, a 
cartoon picture has very high pixel continuity, which is 
different from a photo. Using our earlier approach, the 
transmission rate is still high. Using the newly proposed 
scheme, the transmission rate is much lower. 
(a)GBN (b )D=2  
(c) D = 3 (d) D =  4 
Figure 1: Interpolation matrices of different schemes 
Figure l(a) shows the interpolation matrix of our earlier 
approach (Guessing by Neighbors, or GBN). The average 
transmission rate is about 50% (transmitted pixels are 
shown in dark boxes). However, overheads are necessary 
in the error correction process. In figure I(b), I(c), and I(d), 
we illustrate the positions of the transmitted pixels. The 
transmission rates are lower (but the overheads are higher). 
We define the distance index, D, to be the number of 
pixels in between two consecutive pixels transmitted, plus 
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one. In general, a larger D should be used for a picture with 
higher pixel coherence. We briefly discuss our GBN 
method. An image is divided into two streams, the even 
stream and the odd stream. Even streams are transmitted, 
and odd streams are"guessed." In case of a miss-guessing, 
we have an Eror connection syndrome followed by the 
actual odd stream elements. The concept relies on the 
same guessing function is applied to both the transmission 
and the receiving sides. Thus, error recovery can be made 
on the receiving side based on an error syndrome [3]. The 
guessing function has two levels. The first level guesses 
the pixel value based on an average of neighbor pixels (the 
pixels above, below, to the left, and to the right). In case of 
a tie situation (i.e.. the average value is exactly between 
.two integers), a second level guess function is used. The 
second level function looks at two additional pixels to the 
upper-left and upper-right direction w. r. t. the pixel being 
guessed. Arbitrary selection is used in case of a second 
level tie. The algorithm mns reasonably well. 
In the newly proposed methods, we use the same error 
recovery procedure. But, the guess function uses a 
multiple resolution pixel box. Table 1 illustrates a pixel box 
of the size n by m. In a normal situation, n is equal to m. 
The pixels transmitted aref,, ,, PI , , ,  f,. I ,  and f , ,  (i.e., the 
pixels on the four comers). 
Table 1: A pixel box of size (n, m) 
There are two steps to perform a guess function. In 
addition to the 4 comer pixels, a pixel box has surrounding 
pixels and interiorpixels. A surrounding pixel is located 
on the four boundaries of a pixel box. Other pixels are all 
interior pixels. To compute the guess values of 
surrounding pixels, we use: 
V I  < i < n, P,,, = a, .P,,, + p ,  .P , ,  
V l < i c n , P ; , ~ = f f , . P , , . + p , . P , , ,  
V I  < j  < m. P,, = a] .PI , ,  + p2 .P,,, 
V I < j < m, P m j  = a2. P , ,  + &. P , ,  
where ff l=(D - i + I )  / D, PI  = ( i  - I ) /  D, 
% = ( l - j +  I ) / D , p 2 = U -  I ) /D,and  
D is the distance index 
To compute the guess value of interior pixels, we use: 
Y l < i < n ,  V l c j c m .  
p,, = ( (a1 .P,, + PI.  P,)+ (ff2 *P,,, + p 2  .P,m) I  2 
As an example, when D=3, the above equations can be 
reduced to values in table 2. 
Table 2: A pixel box of size (4,4) a 
I I abl= 1 ab2= 
2/3a+1/3b 1/3a+2/3b 
a 
I (2/3ac1 I ( li3acl 1 ,,,"a";,, 1 +l/3bdl I ;2/3bdl 
+2/3abl +2/3ab2 
ac2= +2/3bd2 
+ 1 /3ab2 
cdl= cd2= 
2/3c+1/3d 1/3c+2/3d 
C 
bdl= 
2/3b+ I /3d 
bd2= 
Thus, the 4 comer pixels are used as the base of the 
guessing function. When these pixels are transmitted, in 
each step, only a few bits are transmitted in a pixel. The 
number of hits depends on the format of the picture (e.g., 
S-bit gray level image, or 24-bit true color image). One 
important concept is, on the receiver side, after a 
transmission step, the transmitted bits are re-calculated, 
with a correction procedure. Thus, previous bits of a pixel 
transmitted will not be changed in current step. In the 
article [3], we have detailed examples. 
Flgure 2: A prototype tool of PIT 
It is also important to point out our error correction 
procedure. We define an error correction siream, which 
consists of two parts: theerror syndrome and the recovery 
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data stream An error syndrome is a bit stream, of the 
length the same as the number of pixels in he non- 
transmitted stream. For instance, for D=3, the length of 
error syndrome is equal to 12 since only 4 pixels are 
transmitted. In the syndrome, a 'I' represents an error 
guess and a '0' otherwise. A recovery data stream 
contains original bit values, h o s e  values are incorrectly 
guessed, in a respective order. For instance, if an mor 
connection syndrome = 01 lOOl00 11 11  IO, the error guesses 
are in position 2, 3, and 6, with the original data 1 I ,  I I ,  and 
IO, respectively (we assume that two bits out of 16 are 
transmitted each time). Note that, the number of bits is 14, 
which is smaller than the total length 16. In general, if the 
occurrence of errors is less than SO%, transmission volume 
is saved. Due to the continuity of most image pixels, i t  is 
very likely that the error rate is less than 50 percents. The 
recovery process simply takes the positions of '1 's in the 
error syndrome, and over write the image with the recovery 
data stream in the relative position. After an iteration step, 
the stream bit-pairs in the receiver side should be the same 
as those in the original image. 
Table 3: Simulation Results based on 1500 Images 
We use the guess function and the error recovery 
procedure, to.design a prototype tool. Figure 2 shows the 
results, with transmission hit rates and PSNR values. Four 
methods were implemented the BPM, the GBN method, 
and our newly proposed method (with D=2 and D=3). The 
prototype is also an analysis tool to test different 
combinations of transmission bits. With our analysis, it is 
possible to design an intelligent transmission scheme, to 
achieve better PSNR values. 
3. EXPERIMENTAL RESULTS AND ANALYSIS 
We include different types of images in the evaluation 
process: SWphotos, 500cartoon images, 450 painting, and 
50 Chinese painting. The simulation result in table 3 shows 
that, in average of 1500 images, our method has lower 
transmission rates (is., 'R' in the table). The rates are very 
low, if D=3. The PSNR values are about the same as the 
BPM method, and even better sometimes. This also 
concludes that, our guess function performs much better 
than the GBN method. 
Some images have a lot of details (such as painting) while 
others [.e., cartoon) are less complicated. Thus, it is 
necessary to consider the variance of an image. For those 
images with higher color coherence, we may use a larger 
pixel box. Otherwise, a smaller pixel box should be used. 
Larger distance index (larger box) may result in a lower 
transmission rate. Thus, before a transmission, the 
variance of an image is calculated. Suppose that an image 
block has i? pixels. The color variance, var, can he 
calculated as: 
where .T is the average of pixel color. Color variance has 
a strong indication of the degree of details in a picture. For 
a color picture, the variance is taken from the average of 
RCB variances. We further normalize the value of variance 
according to the size of an image for the ease of 
comparison. 
We divided images into 5 groups according to their 
variances. The lower bounds of each group are 0, 2000, 
4000, 6000, and 8000, with 374, 459, 328, 221, and 118 
images, respectively. We summarize the average PSNR 
values and average bit rates at the 4' run of each group in 
table 4. With the average variances increases, the average 
bit rates drops (for both D=2 and D=3). The average PSNR 
values drops as well (but within a reasonable range, i.e., 
above 30dB). 
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Bit Order Hits 
A I l l  111 111 Ill 829 
B 012 210 111 I l l  85 
C 021 201 111 111 64 
PSNR Rate Variance 
30.453 0.2992 4108.2 
30.751 0.3007 2317.2 
30.926 0.3172 2014.2 
D 120 102 I l l  I l l  
The prototype tool run through the 40 combinations of 
1500 images, and shows the combinations according to 
their efficiency (in terms of the hest PSNR values). We 
briefly discuss the result here. Table 6 shows the 
transmission order of our method (with D=3). When D=2, a 
similar result occurs. That means, the size of pixel block 
docs not affect too much of the hit orders. The first bit 
order (i.e., A) has the highest hit (829 times), with the 
average PSNR, average transmission rate, and average 
49 30.687 0.2855 2725.9 
variance shown in table 6. This means that, for most 
pictures to hit a good result, each of the R, G, and B colors 
has one bit transmitted at each run. However, some 
pictures require a different transmission order to obtain a 
better performance. To design an intelligent progressive 
transmission tool, it is possible to use our scheme to 
calculate the bit order, which is transmitted to the receiver 
side before the corresponding bits are sent. Using the 
scheme, a highest PSNR value can be obtained at the 4Ih 
run. Another suggestion is, in our mechanism, the results 
of D=3 transmission is better than those of D=2. However, 
as the size of D becomes bigger, the frequency of error 
guessing may increase. An interesting future work is to 
investigate the relation between D, PSNR, and the bit rate. 
4. CONCLUSIONS 
We propose a new PIT algorithm, with adaptive size of 
pixel blocks. The simulation result is based on 1500 images 
of different categories. Our algorithm has a similar PSNR 
value hut much lower bit rate compared to BPM and GBN 
methods. We also propose a mechanism to precalculate 
transmission orders, to achieve a best PSNR result on the 
receiver side. The proposed method is implemented and a 
demo Web site is available. 
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