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CHAPTER  
DETECTING, LOCALIZING AND FOLLOWING 
DYNAMIC OBJECTS WITH A MINI-UAV 
I. BAIRA, M. GARZON and A. BARRIENTOS
Centro de Automática y Robótica UPM-CSIC, Calle José Gutiérrez Abas-
cal, 2. 28006 Madrid, Spain – ma.garzon@upm.  
This paper presents an approach for the detection, localization and follow-
ing of dynamic terrestrial objects using a mini-UAV. The development is 
intended to be used for surveillance of large infrastructures. The detection 
algorithm is based on finding several pre-defined characteristics of the tar-
get, such as color, shape and size. The process used to localize the target, 
once it is detected, is based on an inversion of the Pinhole camera model. 
The task of following the Summit XL was designed to keep the target in-
side the field of view of the camera, and it was implemented in the form of 
a PID controller. The system has been tested both in simulation and with 
real robots, showing promising results.  
1 Introduction 
Nowadays, the detection, localization and following of moving objects us-
ing Unmanned Aerial Vehicles (UAV) has grown up as an important task. 
This work is intended to be used for surveillance of large critical infra-
structures, but its range of applications is very large. 
The proposed system should be able to detect, localize and follow a 
moving target in a complex environment. This means that the system must 
be able to deal with unknown obstacles, as well as changes in the move-
ment of the target. 
Following moving objects might be seen as a trivial function for living 
beings. However, it is a complex task for autonomous robots, because it 
requires several sub-tasks, such as detection, differentiation from obstacles 
or other elements in the surroundings. It also requires to obtain the global 
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or relative position of the object and to define a strategy to be able to adapt 
to the target's movements. 
In previous years, some developments have used the drone camera to 
detect terrestrial objects, but they did not autonomously follow it or local-
ized it without an external reference (Garzón et al., 2013). Also, (Huang et 
al., 2010) proposed an approach based on frames differentiation, but it did 
not perform well enough when facing high frequency vibrations, which are 
very common when using mini-UAVs. Another development uses LIDAR 
sensors in order follow objects (Leslar et al., 2011). Yet another approach 
proved to be able to follow a 3D moving object and keep a distance with it, 
based on the visual information given by an adaptive tracking method 
based on the color information (Mondragon et al., 2011). The work pre-
sented here differs from previous works because it is able to perform all 
three sub-tasks in a fully integrated way, it only uses a camera and an ul-
trasound sensor to perform the following and it uses a GPS to localize the 
target in global coordinates. 
2 Detection 
The target detection strategy used in this work is based on comparing a set 
of characteristics from the objects present on the aerial image against those 
of the target, which are pre-defined or can be extracted from an initial im-
age. The main characteristics used are color, shape and size. 
The color is obtained in the HSV color space, to make the system robust 
against illumination changes. Once it is defined, a binarization method is 
applied to every pixel of the image. This is done by establishing a thresh-
old in each one of the channels (Hue, saturation and value). The objective 
of this step is to create a binary image in which every pixel that has the 
same color as the target will stand out in white over a black background. 
As mentioned before, the color of the target can be pre-defined or selected 
in the calibration step. 
After this, a post-processing step is applied to the binary image, which 
includes noise reduction filters, as well as dilation and erosion. The objec-
tive of this step is to obtain an image with clearly defined outlines. Moreo-
ver, this filtering process can be adapted or fine-tuned according to the 
scenario where the following will be performed. 
After the image is filtered, the shape and size of the objects is analyzed, 
so as to select only those figures that match the size and form of the target. 
It is possible to define a correct size of the target in the image plane, be-
cause the height at which the UAV is flying is known, and this height pro-
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enough to be executed on real time and provides a very good detection ra-
tio. The following technique is also robust, and allows following the UGV 
in long routes always keeping it in the camera’s field of view. 
The localization of the UGV in a global reference frame was possible only 
on simulations because of the lack of a good localization with the real ro-
bot, however it have proved to be a promising technique for obstacle or 
mobile objects localization in complex scenarios. The results, both in sim-
ulations and with real robots show that the proposed technique can suc-
cessfully perform its tasks in realistic scenarios and work in real time. 
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