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In this work we analyse the structure of the thermodynamic arrow of time, defined by transfor-
mations that leave the thermal equilibrium state unchanged, in classical (incoherent) and quantum
(coherent) regimes. We note that in the infinite-temperature limit the thermodynamic ordering of
states in both regimes exhibits a lattice structure. This means that when energy does not matter
and the only thermodynamic resource is given by information, the thermodynamic arrow of time
has a very specific structure. Namely, for any two states at present there exists a unique state in
the past consistent with them and with all possible joint pasts. Similarly, there also exists a unique
state in the future consistent with those states and with all possible joint futures. We also show
that the lattice structure in the classical regime is broken at finite temperatures, i.e., when energy is
a relevant thermodynamic resource. Surprisingly, however, we prove that in the simplest quantum
scenario of a two-dimensional system, this structure is preserved at finite temperatures. We provide
the physical interpretation of these results by introducing and analysing the history erasure process,
and point out that quantum coherence may be a necessary resource for the existence of an optimal
erasure process.
I. INTRODUCTION
When considering thermodynamics one inevitably
thinks of concepts such as heat flows, thermal machines
and work, which seem to be far removed from the ideas
of quantum information theory. However, on a more
abstract level, thermodynamics can be seen as a field
studying the accessibility and inaccessibility of one phys-
ical state from another [1, 2]. The first and second
laws of thermodynamics are fundamental constraints on
state transformations, forcing thermodynamic processes
to conserve the overall energy and forbidding free con-
version of heat into work. The mathematical framework
developed within quantum information to study the in-
fluence of such constraints on the evolution of systems
is known under the collective name of resource theories.
Every resource theory is defined by a subset of quan-
tum states and a subset of quantum operations that are
considered free, e.g., in the resource theory of entangle-
ment these are represented by separable states and local
operations and classical communication (LOCC), respec-
tively [3]. Every state that is not free is a resource and
free transformations, the only ones allowed within the
theory, must map the set of free states onto itself. This
way no resources can be freely created and one can inves-
tigate how they can be exploited and manipulated under
free transformations.
In particular, a set of free thermodynamic operations
encodes the structure of the thermodynamic arrow of
time: it tells us which states can be reached from a given
state (and which states can evolve into it) in accordance
with the laws of thermodynamics. In other words, when-
ever a state ρ can freely, i.e., without using any extra
thermodynamic resources, evolve to a state σ, then ρ
precedes σ in a thermodynamic order. In classical equi-
librium thermodynamics in the presence of a single heat
bath at fixed temperature such an ordering of states is
particularly simple. A free transformation (one that does
not require investing work) from one thermal equilibrium
state A to another B is possible if and only if B has
lower free energy than A. The ordering between equi-
librium states is thus fully specified by one function and
we deal with a total order: either A can be freely trans-
formed to B, or B can be freely transformed to A. How-
ever, this picture becomes more complicated when one
considers transformations between different nonequilib-
rium states. The thermodynamic ordering between in-
coherent states1 that arises within the resource theory
of thermodynamics, when free transformations are given
by catalytic thermal operations, was studied in Ref. [4].
It was proven there that a transformation between inco-
herent states ρ and σ is possible if and only if a whole
family of functions, the α-Re´nyi divergences between a
given state and a thermal equilibrium state, is lower for
the final state. Hence, we deal with a partial order, as
not every two states are comparable, i.e., it may happen
that neither ρ can be transformed into σ, nor the other
way round. Moreover, the ordering arising within the re-
source theory of thermodynamics between general states
with coherence is not a simple generalisation of the order-
ing between incoherent states. Due to time-translation
covariance of thermal operations, a whole new structure
emerges where coherence is an independent resource [5].
Despite partial results [6–8], this ordering is still not fully
understood.
In this paper, we investigate the thermodynamic or-
dering that emerges when the set of free transforma-
tions is defined by the largest set of quantum operations
that do not allow one to construct a perpetuum mobile.
1 Within this work we refer to states that are incoherent in the
energy eigenbasis as simply “incoherent” or “classical” states.
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2These are given by transformations that leave the ther-
mal equilibrium state unchanged, the so-called Gibbs-
preserving (GP) operations, and form a superset of ther-
mal operations. Instead of studying the ordering induced
by these transformations between particular states, here
our focus is on the global properties of the thermody-
namic arrow of time. More precisely, a partial order is a
very general structure, studied within the field of mathe-
matics known as order theory, with three defining prop-
erties: reflexivity, transitivity and antisymmetry. Being
such a broad and general concept, it seems natural to ask
whether the thermodynamic ordering has a more rigid
and specific structure. Inspired by order-theoretic stud-
ies we will focus on a special kind of partial order known
as a lattice and interpret it from a thermodynamic per-
spective. We will show that in the infinite-temperature
limit the thermodynamic arrow of time actually reflects
the structure of a lattice, but that this structure is lost in
the classical regime at finite temperatures. Surprisingly,
however, we will also prove that in the simplest quantum
scenario of a two-dimensional system, the lattice struc-
ture is preserved at finite temperatures. This suggests
that coherence can play a role in providing structure to
the thermodynamic arrow of time. Finally, we will in-
troduce and analyse the history erasure process in or-
der to provide a physical interpretation of these results
and to highlight the differences between the infinite- and
finite-temperature cases, as well as between classical and
quantum scenarios.
II. SETTING THE SCENE
A. Thermodynamic framework
We will investigate the thermodynamics of finite-
dimensional systems of dimension d in the presence of
a single heat bath at inverse temperature β = 1/kBT ,
where kB denotes the Boltzmann constant. The space of
quantum states is then given by the set of density op-
erators Sd, i.e., the set of positive-semidefinite operators
ρ with unit trace that act on a d-dimensional Hilbert
space. Among all the bases of Sd the energy eigenba-
sis {|Ei〉〈Ej |}, defined by the eigenstates of the system
Hamiltonian H =
∑
iEi |Ei〉〈Ei| with Ei ≤ Ei+1, is dis-
tinguished by the evolution of the system. States diag-
onal in this basis evolve trivially in time under the free
evolution of the system, i.e., they are time-translation
invariant. Such incoherent states are usually referred to
as classical states because their energy is well defined
up to observer’s classical lack of knowledge and they do
not exhibit quantum features of superposition. This is in
strict contrast to generic quantum states with coherence
between energy eigenstates, when even the possession of
complete knowledge about a state may leave one with
uncertainty about its energy. A classical state can be
equivalently described by a probability vector p corre-
sponding to the diagonal of a density matrix written in
the energy eigenbasis: pi = 〈Ei| ρ |Ei〉. Therefore, the
space of classical states can be identified with the set of
d-dimensional probability distributions Pd.
The most general evolution of a quantum state ρ of a
system that is initially uncorrelated with its environment
is given by a completely positive trace-preserving (CPTP)
map E , also known as a quantum channel. Similarly, the
most general evolution between two classical states p and
q is described by a stochastic matrix Λ. However, due to
thermodynamic constraints encoded by the laws of ther-
modynamics, not all state transformations are allowed,
e.g., a system cannot be taken out of thermal equilibrium
for free. In order to define a resource theory that captures
these thermodynamic limitations we need to identify free
states and free operations of the theory. By definition, a
state of a system that is in equilibrium with a thermal
bath at inverse temperature β is a free state. Therefore,
for a system described by a Hamiltonian H, the only free
state is the thermal Gibbs state,
γ =
e−βH
Z
, Z = Tr
(
e−βH
)
. (1)
Note that, being diagonal in the energy eigenbasis, γ is
a classical state and thus can be represented by a proba-
bility vector γ. To define free thermodynamic operations
we use the fact that they must map the set of free states
into itself, so that they must preserve γ. The property of
having a fixed point γ is thus a minimal requirement on
any set of free thermodynamic operations. It enforces all
states to evolve towards the thermal equilibrium state γ
and ensures that one cannot bring a system out of equi-
librium at no work cost. Indeed, if this was not the case,
we could equilibrate it back and extract work, thus con-
structing a perpetuum mobile and breaking the second
law of thermodynamics. We conclude that the largest
set of operations that are consistent with the thermody-
namic arrow of time must preserve the Gibbs state and
is defined as follows:
Definition 1 (Gibbs-preserving maps). We say that a
CPTP map E is Gibbs-preserving, or GP for short, if
the thermal Gibbs state γ is its fixed point: E(γ) = γ.
Similarly, in the classical case, we say that a stochastic
matrix Λ is GP if the thermal equilibrium probability
distribution γ is its fixed point: Λγ = γ.
In order to investigate the thermodynamic ordering of
states encoded by Gibbs-preserving maps we will use the
notion of thermal cones, defined as follows.
Definition 2 (Thermal cones). The set of states T+(ρ)
that a quantum state ρ can be mapped to via GP quan-
tum channels is called the future thermal cone of ρ. The
set of states T−(ρ) that can be mapped to ρ via GP
quantum channels is called the past thermal cone of ρ.
The future and past thermal cones of a classical state p
are defined in an analogous way, simply by replacing GP
quantum channels with GP stochastic matrices.
3FIG. 1: Thermal cones. The reachability of one state from
another via a GP map introduces the ordering of states along
the thermodynamic arrow of time. States that can be reached
from a given state ρ form its future thermal cone T+(ρ),
whereas states that can be transformed into ρ form its past
thermal cone T−(ρ).
Thermal cones induce ordering along the thermodynamic
arrow of time within the state space (see Fig. 1). In order
to rigorously investigate the structure of this ordering, in
the next section we will introduce the necessary concepts
from the field of order theory. As the following consider-
ations can be applied to both the classical and quantum
cases, for the clarity of discussion we will just state them
for the more general quantum case. To obtain classical
statements one simply needs to replace a density matrix
ρ ∈ Sd with a probability vector p ∈ Pd and a GP quan-
tum channel E with a GP stochastic matrix Λ.
B. Order theoretic approach
1. Partial order
Since the identity operation is a Gibbs-preserving
CPTP map and a composition of two GP operations is
also GP, we have that ρ ∈ T±(ρ) and
(ρ ∈ T±(σ) and σ ∈ T±(τ))⇒ ρ ∈ T±(τ).
Hence, the relation of one state belonging to a thermal
cone of another state is reflexive and transitive. Such
binary relations are known as preorders and are usually
denoted by %. The set of all past thermal cones induces a
preorder %− “oriented along” the thermodynamic arrow
of time, i.e., ρ precedes σ, ρ %− σ, if ρ ∈ T−(σ). On the
other hand, the set of all future thermal cones induces a
preorder %+ “oriented against” the thermodynamic ar-
row of time, i.e., ρ precedes σ, ρ %+ σ, if ρ ∈ T+(σ).
As these two preorders are dual, meaning that ρ %+ σ is
equivalent to σ %− ρ, without loss of generality we will
focus only on the preorder %− oriented along the ther-
modynamic arrow of time and simply denote it by %. In
other words, instead of writing ρ ∈ T−(σ) we can write
ρ % σ, meaning that ρ precedes σ in the thermodynamic
preorder.
FIG. 2: Decomposition of preorder into partial order between
equivalence classes. (a) States on the unitary orbit generated
by U(t) = e−iHt are all reversibly interconvertible under GP
transformations, as U(t) is GP. Hence, if a state ρ can thermo-
dynamically evolve to σ, then any state U(t)ρU†(t) can evolve
to any state U(t′)σU†(t′). Thus, without loss of generality one
can only study the ordering between single representatives of
each orbit. (b) States that are reversibly interconvertible by
GP operations can be thought of as living in a plane “perpen-
dicular” to the thermodynamic arrow of time, i.e., members
of a thermodynamic equivalence class are at the same stage
of the evolution towards equilibrium. The thermodynamic
ordering of states is then given by the partial order between
planes.
For two states ρ and σ it may happen that ρ % σ
and σ % ρ. We then say that ρ and σ are reversibly
interconvertible under GP operations and denote it by
ρ ∼ σ. Since the relation ∼ is reflexive, transitive and
symmetric, it is an equivalence relation and thus the
set of states that are reversibly interconvertible forms a
thermodynamic equivalence class. Using thermodynamic
equivalence classes we can simplify thermodynamic pre-
orders in the following way. Instead of considering the
ordering between all states, we can restrict our study to
the ordering between single representatives of each ther-
modynamic equivalence class. This results in promoting
the thermodynamic preorder % into a partial order ,
which has an additional property of being antisymmet-
ric, i.e., if ρ  σ and σ  ρ then ρ = σ. Let us explain
this construction with the use of the following example:
Example 1 (Thermodynamic equivalence class). Con-
sider a qubit system described by a Hamiltonian
H = σz prepared in a general state with Bloch vector
r = (r cosφ, r sinφ, z). Since a unitary U(t) = e−iHt,
mapping r to r′ = (r cosφ′, r sinφ′, z), is a reversible GP
map, states with fixed r and z belong to the same ther-
modynamic equivalence class. Hence, we can focus only
on one representative of each class parametrised by r and
z, e.g., with φ = 0 (see Fig. 2).
In fact, we have just used a standard procedure that al-
lows one to decompose any preorder % on a generic set S
into a partial order  between equivalence classes (sub-
sets of S with elements connected via an equivalence re-
lation ∼). Let us summarise this section by stating a
4formal definition of thermodynamic ordering:
Definition 3 (Thermodynamic ordering). Consider a
preorder % on the set Sd of quantum states defined by a
relation of belonging to the past thermal cone, i.e., ρ % σ
if and only if ρ ∈ T−(σ). Identify each set of states that
are reversibly interconvertible via GP maps, i.e., ρ % σ
and σ % ρ, with a thermodynamic equivalence class ∼.
Thermodynamic ordering is a partial order  between
those equivalence classes, i.e., a partial order on the quo-
tient set Sd/ ∼.
2. Lattice
We will now provide a definition and interpret a spe-
cial kind of partial order: a lattice. However, before we
can do it we first need to introduce a few more notions,
which are illustrated in Fig. 3. For any two states ρ and σ
let us introduce a set of states T−(ρ, σ) = T−(ρ) ∩ T−(σ),
i.e., the set of all states whose future thermal cones con-
tain both ρ and σ. The thermodynamic interpretation
of T−(ρ, σ) is that of a set of states in the past that are
allowed by the thermodynamic arrow of time to evolve
both into ρ and σ at present. Similarly, let us introduce
a set of states T+(ρ, σ) = T+(ρ) ∩ T+(σ), i.e., the set of
all states whose past thermal cones contain both ρ and
σ. Thermodynamically T+(ρ, σ) is the set of states in the
future that are allowed by the thermodynamic arrow of
time to be reached from both ρ and σ at present.
Now, if there exists τ− ∈ T−(ρ, σ) such that for all
τ ∈ T−(ρ, σ) we have τ  τ− then τ− is called the join of
ρ and σ and is usually denoted by ρ∨ σ. The notation is
justified by the fact that T+(τ−) is the smallest thermal
cone that contains T+(ρ) ∪ T+(σ). Thermodynamically
we can interpret the join of ρ and σ as the unique state2
in the past that is consistent both with ρ and σ at present,
as well as with all possible joint pasts of ρ and σ. The
join can also be seen as the extremal moment in the past
evolution, at which the system has to “decide” whether
to evolve into ρ or σ.
Similarly, if there exists τ+ ∈ T+(ρ, σ) such that for
all τ ∈ T+(ρ, σ) we have τ+  τ , then τ+ is called the
meet of ρ and σ and is usually denoted by ρ ∧ σ. Again,
the notation is justified by the fact that T+(τ+) is the
biggest thermal cone that is contained in T+(ρ) ∩ T+(σ).
Thermodynamically the meet of ρ and σ is the unique
state in the future that is consistent both with ρ and σ
at present, as well as with all possible joint futures of
2 It is important to remember that, precisely speaking, the ther-
modynamic ordering is a partial order between thermodynamic
equivalence classes, as explained in Definition 3, and not between
all states. Hence, whenever we refer to a “unique state”, we ac-
tually mean a state that is unique up to equivalence relation. In
other words, we identify all states that are reversibly intercon-
vertible under GP operations with one representative state that
represents all states within this particular equivalence class.
FIG. 3: Visualising the join and meet. (a) The intersection of
past thermal cones of ρ and σ, denoted by T−(ρ, σ), is a set
of states that can thermodynamically evolve to both ρ and σ.
The join ρ ∨ σ is the unique state belonging to T−(ρ, σ) that
can be thermodynamically reached from all states in T−(ρ, σ).
(b) The intersection of future thermal cones of ρ and σ, de-
noted by T+(ρ, σ), is a set of states that can be thermody-
namically reached from both ρ and σ. The meet ρ ∧ σ is the
unique state belonging to T+(ρ, σ) that can thermodynami-
cally evolve to all states in T+(ρ, σ).
ρ and σ. The meet can also be seen as the extremal
moment in the future evolution, after which the system
“forgets” whether it evolved from ρ or σ, as its state is
consistent with both pasts.
Definition 4 (Thermodynamic lattice). The thermody-
namically ordered set of quantum states (Sd,) forms a
thermodynamic lattice if for every pair of states ρ, σ ∈ Sd
(defined up to thermodynamic equivalence relation) there
exists a join and meet.
The existence of a thermodynamic lattice would not
only bring a new understanding of the thermodynamic
arrow of time (with a unique consistent future and past
for each subset of states), but could also allow us to use
new algebraic tools to study thermodynamics. Namely,
if (Sd,) forms a thermodynamic lattice, then it can be
fully described as an algebraic structure (Sd,∨,∧) con-
sisting of a set of quantum states Sd and two binary op-
erations ∨ and ∧ (i.e., functions Sd×Sd → Sd) satisfying
the following axioms for all ρ, σ, τ ∈ Sd:
ρ ∨ σ = σ ∨ ρ, (2a)
ρ ∨ (σ ∨ τ) = (ρ ∨ σ) ∨ τ (2b)
ρ ∨ (ρ ∧ σ) = ρ, (2c)
and another three obtained from the above by exchanging
∨ with ∧. In Fig. 4 we present examples of partial orders
that do and do not form a lattice.
III. ORDERING OF CLASSICAL STATES
We are now ready to analyse the structure of the
thermodynamic ordering of states. We will start with
classical states described by probability distributions
5FIG. 4: Examples of lattice and non-lattice partial orders.
Partially ordered sets can be represented by their Hasse dia-
grams: an arrow from a to b denotes a  b. (a) The power
set of any set A forms a lattice under the partial order in-
duced by subset inclusion. The join and meet are given by
set union and intersection, respectively. Here, we choose a
three-element set A = {x, y, z}. (b) Natural numbers par-
tially ordered by divisibility, i.e., a  b if and only if b is a
divisor of a, form a lattice. The join and meet are given by the
operations of taking the least common multiple and greatest
common divisor, respectively. Here we present a sublattice of
divisors of 30. (c) A set {a, b, c, d, e, f} with partial ordered
defined by the presented Hasse diagram does not form a lat-
tice. Although b and c have common upper bounds d, e, and
f , neither of them is a join, i.e., the least upper bound.
p ∈ Pd, considering separately the infinite-temperature
limit, β → 0, and the case of finite temperatures. The
former can also be thought of as an information-theoretic
limit, because with energy states all being degenerate,
negentropy (or information) is the only thermodynamic
resource. In this case, as we will show, the thermody-
namic arrow of time exhibits the structure of a lattice
(known as the information lattice [9]). However, we will
also prove that as soon as different energy states become
distinct, the lattice structure is broken within the classi-
cal theory.
A. Infinite temperature and a lattice structure
In the infinite-temperature limit the Gibbs state is
described by a uniformly distributed probability vector
η := (1/d, 1/d, . . . , 1/d). Hence, thermodynamically al-
lowed GP transformations are given by bistochastic maps
such that Λη = η. The existence of a bistochastic map
Λ satisfying Λp = q is equivalent to p  q [10], where 
denotes majorisation relation defined as follows. Denote
by p↓ a probability distribution p with entries rearranged
in non-increasing order. Then, p is said to majorise q if
and only if
k∑
i=1
p↓i ≥
k∑
i=1
q↓i , (3)
for all k ∈ {1 . . . d}. Within the space of d-dimensional
probability distributions Pd, majorisation forms a pre-
order, not a partial order, because for two probability
FIG. 5: Meet of a majorisation lattice. Majorisation
curves fp and fq (solid lines) for p = (0.6, 0.15, 0.15, 0.1)
and q = (0.5, 0.25, 0.2, 0.05), together with their meet
p ∧ q = (0.5, 0.25, 0.15, 0.1) (given by the line consisting of
triple-crossed segments).
distributions p and q that are connected by a permuta-
tion, q = Πp, we have p  q and q  p, but p 6= q.
However, as discussed before, we can identify all prob-
ability distributions that are connected by some permu-
tation (which is a reversible bistochastic map) with an
equivalence class, and then focus on the partial order be-
tween those equivalence classes.
It is known that majorisation partial order forms a lat-
tice: for any two probability distributions, p and q, there
exists meet p ∧ q and join p ∨ q [9]. More precisely, the
meet is defined as a probability vector l with components
given by
li = min

i∑
j=1
p↓j ,
i∑
j=1
q↓j
−min

i−1∑
j=1
p↓j ,
i−1∑
j=1
q↓j
 . (4)
To explain why this is the case, let us use majorisation
curves, fp and fq, that consist of linear segments con-
necting points (i,
∑i
j=1 p
↓
j ) for i ∈ {0, . . . , d}, and anal-
ogously for q. Now, the condition p  q is equivalent
to fp ≥ fq everywhere. Hence, for the meet l = p ∧ q,
its majorisation curve fl must be the “maximal” curve
lying below both fp and fq. The expression in Eq. (4)
ensures that, as the resulting majorisation curve fl is
equal to min{fp, fq} at each point. We illustrate this for
exemplary probability vectors in Fig. 5.
The join p ∨ q can be constructed with the use of the
following algorithm [9]. First, define a probability vector
g(0) with components given by
g
(0)
i = max
{
i∑
j=1
p↓j ,
i∑
j=1
q↓j
}
−max
{
i−1∑
j=1
p↓j ,
i−1∑
j=1
q↓j
}
. (5)
Now, the iterative application of the following transfor-
mation on g(k) results in p∨q in no more than d−1 steps.
Start with k = 0. Denote by n ≥ 2 the smallest integer
such that g
(k)
n > g
(k)
n−1 and by m ≤ n − 1 the greatest
6FIG. 6: Join of a majorisation lattice. Majorisation
curves fp and fq (solid lines) for p = (0.6, 0.15, 0.15, 0.1)
and q = (0.5, 0.25, 0.2, 0.05), together with the curve corre-
sponding to g(0) = (0.6, 0.15, 0.2, 0.05) from Eq. (5) (given by
the line consisting of triple-crossed segments). This curve
is not concave, since g(0) is not arranged in a nonincreas-
ing order. Hence, in order to obtain the join p ∨ q, one
needs to “smooth” the curve between the points i = 1 and
i = 3 (dashed black line). This leads to the join given by
p ∨ q = (0.6, 0.175, 0.175, 0.05).
integer such that
g
(k)
m−1 ≥
∑n
i=m g
(k)
i
n−m+ 1 =: ak. (6)
Define g(k+1) by setting its components g
(k+1)
i = ak for
i ∈ {m. . . n} and g(k+1)i = g(k)i otherwise. Repeat until
for some k′ the vector g(k
′) has components ordered in a
nonincreasing order. The join p∨q is then given by g(k′).
The procedure just described starts similarly to the one
used to define meet: we introduce a state g(0), whose
majorisation curve is the “minimal” curve lying above
both fp and fq, i.e., fg(0) is equal to max{fp, fq} at each
point. The problem is that the resulting curve may not be
concave, and since the majorisation curve is constructed
from the components arranged in a nonincreasing order,
each such curve must be concave. What the described
algorithm does to overcome this problem, is to identify
points at which the curve breaks concavity, and “smooth”
it over sufficient number of points to guarantee concavity.
We illustrate this for exemplary probability vectors in
Fig. 6.
B. Finite temperatures and a broken lattice
structure
At finite temperatures a classical state p can be
mapped via a GP stochastic map Λ into q if and only if
p thermo-majorises q [11, 12]. The thermo-majorisation
partial order is usually denoted by β and is defined in
the following way. First, we need the notion of β-ordering
of probability distributions. Given a thermal Gibbs dis-
tribution γ, with a fixed inverse temperature β, introduce
a Gibbs-rescaled version of p: pγ = (p1/γ1, . . . , pd/γd).
The β-ordering of p is defined by a permutation pip that
arranges pγ in a nonincreasing order, i.e.,
(pγ)
↓
=
(
pγ
pi−1p (1)
, . . . , pγ
pi−1p (d)
)
. (7)
Now, the β-ordered version of a probability vector p is
given by
pβ =
(
ppi−1p (1), . . . , ppi−1p (d)
)
. (8)
We say that two probability distributions p and q be-
long to the same β-ordering if the same permutation ma-
trix rearranges their Gibbs-rescaled versions into a non-
increasing order. Next, for every probability distribution
p we also define a thermo-majorisation curve fp, which is
composed of linear segments connecting the point (0, 0)
and the points(
k∑
i=1
γβi ,
k∑
i=1
pβi
)
=
(
k∑
i=1
γpi−1p (i),
k∑
i=1
ppi−1p (i)
)
, (9)
for k ∈ {1, . . . , d}, where pip is a permutation that β-
orders p. Finally, p thermo-majorises q if the thermo-
majorisation curve fp is above fq everywhere, i.e.,
fp(x) ≥ fq(x).
We will now first show that in the simplest case of a
two-level system the partial order induced by thermo-
majorisation on the full state space P2 does not form a
lattice. Then, we will present how to generalise this re-
sult for d > 2. However, we will also prove that a lattice
structure is preserved within subspaces of Pd contain-
ing probability vectors belonging to the same β-ordering.
In other words, for two states p and q belonging to the
same β-ordering, there may be many incomparable “can-
didate” states for meet and join; but within the subset
consisting only of probability vectors with the same β-
ordering as p and q, the meet and join will be defined
uniquely.
For any given two-dimensional thermal state
γ = (γ0, 1− γ0) with γ0 6= 1/2, let us choose two
states, p = (p, 1− p) and q = (q, 1− q), with
p =
1 + γ0
2
≥ γ0, q = 2γ0 − 1
γ0
≤ γ0. (10)
We will prove that there does not exist a join for these
two states. A generic two-level system is described by
r = (r, 1 − r). It is easy to verify that for r ≥ γ0 the
only state that thermo-majorises both p and q is given
by r = 1. On the other hand, for r ≤ γ0 we get that
r thermo-majorises both p and q if r ≤ γ0/2. Among
these states the ones with r < γ0/2 thermo-majorise the
one with r = γ0/2. Hence, we are left only with two
candidates for the join of p and q, namely (1, 0) and
(γ0/2, 1− γ0/2). By direct inspection we find that those
states are incomparable under thermo-majorisation par-
tial order, so no join exists and we do not have a lat-
tice structure. In a similar fashion one can prove that
7FIG. 7: Thermo-majorisation order is not a lattice. Thermo-
majorisation curves fp and fq (solid lines), together with the
candidates for the join p∨q, i.e., optimal curves (plotted with
dashed lines) thermo-majorising both p and q. Satisfying the
inequalities given by Eq. (13) guarantees that: 1. fq > fp at
γd; 2. fq < fp at γd−1; 3. Point A lies below 1, which results
in the existence of two incomparable candidates for p ∨ q.
there always exists states p and q for which no meet
exists [for example, by choosing p = (3 + γ0)/4 and
q = (γ20 + 2γ0 − 1)/(4γ0)].
Let us now consider two d-dimensional prob-
ability distributions p = (0, . . . , 0, p, 1− p) and
q = (0, . . . , 0, q, 1− q), i.e., classical states with only the
two highest energy levels Ed−1 and Ed occupied. For
simplicity, let us assume that these two energy levels are
non-degenerate. This simplifying assumption allows us
to map a d-dimensional problem to a two-dimensional
one, showing that thermo-majorisation does not have
the structure of a lattice for d > 2. Let us now choose
p ≥ γd−1γd+γd−1 and q ≤
γd−1
γd+γd−1
. This way the correspond-
ing thermo-majorisation curves fp and fq (see Fig. 7)
will consist of linear segments joining the following
points:
fp : {(0, 0), (γd−1, p), (γd + γd−1, 1)}, (11a)
fq : {(0, 0), (γd, 1− q), (γd + γd−1, 1)}. (11b)
We will now try again to find a candidate state for the
join of p and q. We first note that any state r that has
non-zero occupation in at least two levels that are not
the highest-energy levels, say i and j, does not thermo-
majorise either p or q. This is because the thermo-
majorisation curve of such a state can only reach 1 at
γi + γj , which is bigger than γd + γd−1, and hence fr
will lie above neither fp nor fq. Let us now focus on
the states r(i) that have a single non-zero entry at i-th
position for i ∈ {1, . . . , d− 2}. The thermo-majorisation
curve fr(i) of such a state at a point γd−1 will take the
value γd−1/γi < 1. Hence, the curve fr(i) will not lie
above fp as long as p > maxi γd−1/γi = γd−1/γd−2. The
choice
p =
1 + max
(
γd−1
γd−2
, γd−1γd+γd−1
)
2
(12)
guarantees this, as well as the consistency with the
initial assumption p ≥ γd−1γd+γd−1 . Thus the only candi-
date states for the join of p and q are of the form
r = (0, 0, . . . , 0, r, 1− r). But, this is exactly a two-level
case discussed before and, using the same reasoning, one
can show that for any p and q, consistent with our initial
assumptions, the choice of q satisfying
γd
γd−1
p < (1− q) < min
(
γd
γd−1
, 1− γd−1
γd
(1− p)
)
, (13)
guarantees that no join for p and q exists. The first in-
equality on the left guarantees that fq will be above fp
at the point γd (refer to Fig. 7). Requiring (1− q) to be
smaller than the second argument of the minimum guar-
antees that fq will be below fp at the point γd−1. Hence,
p and q are incomparable. Finally, ensuring (1− q) to
be smaller than the first argument of the minimum guar-
antees that there exist exactly two candidates for a join
of p and q and that these are incomparable.
A careful reader would have noticed that in our two-
dimensional example we have γ0 = 1/2 not only for in-
finite temperatures, but also at finite temperatures if
the two energy levels are degenerate. More generally,
the transformations within any degenerate subspace are
governed by the same rules as the infinite-temperature
limit from the previous section.3 Hence, the lattice struc-
ture arises within subspaces of states whose energies can-
not be distinguished. But degenerate energy subspaces
are not the only ones in which the lattice structure can
be preserved, as there exist subspaces of Pd in which
thermo-majorisation is effectively described by majorisa-
tion. These consist of probability vectors that belong to
the same β-ordering. To see this, consider two probabil-
ity vectors p and q with the same β-ordering that we will
denote by β1. Let us also denote by γ
β1 the β1-ordered
version of the thermal Gibbs state γ. Now, the ex-
tremal points of the segments that constitute thermo-
majorisation curves fp and fq will have the same x coor-
dinates: xi =
∑i
j=1 γ
β1
j . Hence, to verify if one curve lies
above the other, one only needs to compare their y co-
ordinates. This means that p thermo-majorises q if and
only if pβ1  qβ1 , where  denotes standard majorisa-
tion. This allows us to use a slightly modified version of
the construction presented in Sec. III A to find the meet
and join. Meet is given by Eq. (4) simply by replacing the
3 Note that if some energy states are degenerate, then thermo-
majorisation actually forms a preorder. It can be replaced by a
partial order only once we identify all states connected via a per-
mutation between degenerate states with corresponding equiva-
lence classes.
8entries of p arranged in a nonincreasing order with the
β1-ordered entries (and similarly for q). To verify that
the resulting probability vector is β1-ordered, note that
its thermo-majorisation curve is concave. To find the join
we also replace nonincreasing order with β1-ordering in
Eq. (5), and modify the described iterative procedure in
the following way. We define n as the smallest integer
such that g
(k)
n /γβ1n > g
(k)
n−1/γ
β1
n−1, and by m the greatest
integer satisfying
g
(k)
m−1
γβ1m−1
≥
∑n
i=m g
(k)
i∑n
i=m γ
β1
i
=: bk. (14)
Finally, we define g(k+1) by setting its components
g
(k+1)
i = bkγ
β1
i for i ∈ {m. . . n} and g(k+1)i = g(k)i oth-
erwise. The role of this modified procedure is the same
as in Sec. III A: to ensure that the thermo-majorisation
curve of the resulting join p ∨ q is concave, which also
guarantees that p ∨ q is β1-ordered. We thus conclude
that if one only considers a subset of classical states that
belong to the same β-ordering, then thermo-majorisation
forms a lattice. However, within the full state space it
is not the case, since for a given p and q there may be
multiple incomparable candidates for the join and meet,
each belonging to a different β-ordering (as in Fig. 7,
where the two dashed lines correspond to two candidates
for the join of p and q).
As a final remark, let us notice that in the infinite-
temperature limit states connected by a permutation are
reversibly interconvertible, and so they belong to the
same thermal equivalence class. Hence, when we speak
of a join r = p∨q, it is unique only because states r and
Πr, where Π denotes arbitrary permutation, are equiv-
alent. At finite temperature, however, this permutation
invariance is broken and so is the the uniqueness of join
and meet. It is preserved only if we restrict our consid-
erations to a particular class of states described by the
same β-ordering.
IV. ORDERING OF QUANTUM STATES
Let us now proceed to analysing the structure of the
thermodynamic ordering of quantum states. In the
infinite-temperature limit we will show that, similarly to
the classical case, we are dealing with a lattice structure.
This could be expected as in this limit the unitary opera-
tions are GP and, since unitaries are reversible, for every
state with coherence there exists a diagonal (classical)
state belonging to the same thermodynamic equivalence
class. Therefore, the quantum and classical states share
the same structure of thermodynamic ordering.
The situation becomes much more complicated at fi-
nite temperatures. In fact, the set of states that a given
state ρ ∈ Sd can be mapped to via GP maps has not
been, until recently4, explicitly found for any dimen-
sion d. Therefore, we solve this problem in the simplest
case of d = 2 and provide future thermal cones T+(ρ) for
all states ρ ∈ S2. This will allow us to prove that the
thermodynamic arrow of time for qubit systems exhibits
a lattice structure. This contrast with a classical two-
level system provides evidence that coherence may play
an important role in thermodynamics by adding struc-
ture to the thermodynamic ordering of states. However,
whether the lattice structure persists beyond the qubit
case for d ≥ 3 remains an open question for future inves-
tigation.
A. Infinite temperature and a lattice structure
In the infinite-temperature limit the Gibbs state is the
maximally mixed state γ = 1/d. Hence, GP maps are
replaced by unital maps E(1) = 1. The existence of a
unital map E satisfying E(ρ) = σ is equivalent to the
spectrum of ρ majorising the spectrum of σ. To see this,
first assume that spec(ρ)  spec(σ). Then, due to the
fact that the set of unital maps contains all unitaries, ρ
and σ can be brought to a diagonal form in the same ba-
sis, and the transformation between two diagonal states
via a unital CPTP map is described by a bistochastic
matrix. Thus, the problem can be mapped to the one dis-
cussed in the previous section. Now, assume that neither
spec(ρ)  spec(σ) nor spec(σ)  spec(ρ). If there existed
a unital channel E transforming ρ into σ, then one could
also construct a unital channel E ′ by composing the con-
jugate of the unitary diagonalising ρ with E and with the
unitary diagonalising σ. Such a unital channel E ′ would
then transform a diagonal state with diagonal spec(ρ)
into a diagonal state with diagonal spec(σ). This would,
however, mean that there exists a bistochastic matrix
mapping a probability vector spec(ρ) into spec(σ), which
is equivalent to spec(ρ)  spec(σ) and leads to a contra-
diction with the assumption. We thus conclude that in
the infinite-temperature limit majorisation relation be-
tween the spectra of two given states is a necessary and
sufficient condition for the existence of a GP map be-
tween these states.
The slight difference between the quantum and clas-
sical scenarios only lies in thermodynamic equivalence
classes. Namely, in the classical case these were com-
posed of probability vectors connected via a permuta-
tion, whereas in the quantum case these are composed of
density matrices connected via a unitary. Regardless of
this difference, the partial order between density matrices
modulo unitaries forms a lattice.
4 Recently, we became aware of the paper by Buscemi and Gour
which provides the necessary and sufficient conditions for the
existence of a GP quantum channel between two qubit states in
terms of max-relative entropies [13].
9B. Finite temperatures: qubit evidence for a
lattice structure
We will consider a generic qubit system described by a
Hamiltonian H = E1 |E1〉〈E1|. Let us denote a thermal
state of such a system with respect to inverse tempera-
ture β by γ = e−βH/Z, with Z = Tr
(
e−βH
)
. In what
follows we will describe qubit states ρ, ρ′ and a thermal
state γ using the Bloch sphere representation,
ρ =
1 + rρ · σ
2
, (15)
where σ = (σx, σy, σz) denotes the vector of Pauli ma-
trices. The Bloch vectors will be parametrised in the
following way:
rρ = (x, y, z), rρ′ = (x
′, y′, z′), rγ = (0, 0, ζ), (16)
where ζ = 2Z−1 − 1 ≥ 0.
The following theorem, which may be of indepen-
dent interest, specifies the necessary and sufficient con-
ditions for the existence of a GP quantum channel be-
tween generic qubit states ρ and ρ′, provided γ is not
a pure state (we will comment on this particular zero-
temperature case later).
Theorem 1 (Existence of a GP transformation between
qubit states). Consider qubit states ρ and ρ′, and the
thermal state γ that is not pure, i.e., ζ 6= 1. Then, there
exists a GP quantum channel E such that E(ρ) = ρ′ if and
only if R±(ρ) ≥ R±(ρ′) where R±(ρ) = δ(ρ)± ζz and
δ(ρ) :=
√
(z − ζ)2 + (x2 + y2)(1− ζ2), (17)
with analogous (primed) definitions for ρ′.
The future thermal cone T+(ρ) of any qubit state ρ can
be found as a corollary of the above theorem.
Corollary 2 (Future thermal cone of a qubit system).
Consider a generic qubit state ρ and orient the Bloch
sphere so that its xz plane coincides with the plane con-
taining ρ and a thermal state γ, i.e., rρ = (x, 0, z). De-
fine two disks, D1(ρ) and D2(ρ) with corresponding cir-
cles C1(ρ) and C2(ρ), of radii
R1(ρ) =
R−(ρ) + ζ2
1− ζ2 , R2(ρ) =
R+(ρ)− ζ2
1− ζ2 , (18)
centred at
z1(ρ) = [0, 0, ζ(1 +R1(ρ))],
z2(ρ) = [0, 0, ζ(1−R2(ρ))]. (19)
Then the set of qubit states that a state ρ can be mapped
to by GP quantum channels is given, in the Bloch sphere,
by the region obtained from revolving the intersection
D1(ρ) ∩ D2(ρ) around the z axis. In other words, it is
given by the intersection of two balls of radii R1(ρ) and
R2(ρ) centred at z1(ρ) and z2(ρ).
FIG. 8: Future thermal cones for qubits (GP operations).
A general qubit state ρ and a thermal state γ with
rγ = (0, 0, 0.5) presented in the Bloch sphere. The disk D1(ρ)
corresponds to a set of states {σ} with R−(σ) ≤ R−(ρ),
whereas the disk D2(ρ) corresponds to a set {σ} with
R+(σ) ≤ R+(ρ). The equalities are obtained at the edges of
the disks, i.e., on circles C1(ρ) and C2(ρ). The set of states ρ
can be mapped to via GP quantum channels is given by the
intersection D1(ρ) ∩D2(ρ) (which can also be freely revolved
around the z axis). (a) A mixed state with rρ = (0.4, 0, 0.6).
(b) A pure state with rρ = (0.6, 0, 0.8).
The proof of the above results is based on the Alberti-
Uhlmann theorem [14] and can be found in Appendix A.
We illustrate the statement of Corollary 2 in Fig. 8. Let
us also briefly discuss a few particular cases. For every
pure state ρ we have x2 + y2 + z2 = 1, which results in
R+(ρ) = 1 and R−(ρ) = 1 − 2zζ. Hence, pure qubit
states are totally ordered by the value of z: the top state
is described by a Bloch vector (0, 0,−1), and the bottom
one by (0, 0, 1). For every incoherent state ρ one of the
disks, D1(ρ) or D2(ρ), is always contained within the
other. Hence, for an incoherent state ρ with z ≥ ζ the
future thermal cone is given by D1(ρ), whereas when
z ≤ ζ it is given by D2(ρ). Finally, note that when ζ = 0,
i.e., we consider the infinite temperature limit, both disks
are centred at the origin and have the same radius equal
to the length of rρ. We thus recover the majorisation
result, as the spectrum of the state ρ majorises that of ρ′
if and only if rρ ≥ rρ′ .
We also need to comment on the zero-temperature case
of pure thermal state γ = |E0〉〈E0|. First, introduce
R3(ρ) =
x2 + (1− z)2
2(1− z) , (20)
and analogously R3(ρ
′) for ρ′. The conditions of Theo-
rem 1 are then replaced by z ≤ z′ and R3(ρ) ≥ R3(ρ′).
This results in the following change of Corollary 2. The
set of states ρ′ that ρ can be transformed via GP maps
is given in the Bloch sphere by the intersection of a ball
of radius R3(ρ) centred at z3(ρ) = [0, 0, 1−R3(ρ)] with
the half-space defined by z′ ≥ z. The details concerning
this special case can also be found in Appendix A.
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FIG. 9: Thermodynamic lattice for qubits. A thermal state
γ and two states ρ and ρ′ presented in the Bloch sphere.
(a) States described by rρ = (0.4, 0, 0.6), rρ′ = (0.3, 0, 0.2),
rγ = (0, 0, 0.5). The join Ω of ρ and ρ
′ lies at the intersec-
tion of C1(ρ
′) and C2(ρ), whereas their meet ω lies at the
intersection of C1(ρ) and C2(ρ
′). (b) States described by
rρ = (0, 0,−0.8), rρ′ = (0.4, 0, 0.4), rγ = (0, 0, 0.2). The join
Ω of ρ and ρ′ lies at the intersection of C1(ρ) and C2(ρ) (which
coincides with ρ), whereas their meet ω lies at the intersection
of C1(ρ
′) and C2(ρ′) (which coincides with ρ′).
We are now ready to state the anticipated result that
the thermodynamic ordering of qubit states at finite tem-
peratures, unlike the ordering of classical states of a two-
level system, forms a lattice. Figure 9 serves as an illus-
tration of the following theorem, the proof of which can
be found in Appendix B.
Theorem 3 (Thermodynamic lattice for qubits). The
thermodynamically ordered set of qubit states forms a lat-
tice. The partially ordered thermodynamic equivalence
classes consist of states connected via a unitary conjuga-
tion with U = exp(−iHt). For two distinct equivalence
classes consider their representatives, ρ and ρ′, living in
the xz plane of the Bloch sphere with x ≥ 0. The join
and meet of ρ and ρ′ are defined as follows. Introduce
ρmaxm = arg max{Rm(ρ), Rm(ρ′)}, (21a)
ρminm = arg min{Rm(ρ), Rm(ρ′)}, (21b)
for m ∈ {1, 2}. The join is then given by a state ly-
ing in the Bloch sphere at the intersection of two circles
C1(ρ
max
1 ) and C2(ρ
max
2 ), and the meet is defined analo-
gously by replacing max with min.
V. INTERPRETING THE THERMODYNAMIC
LATTICE VIA THE HISTORY ERASURE
PROCESS
In the previous two sections we have established the
structural properties of the thermodynamic arrow of time
and pointed out the differences between quantum and
classical scenarios. Here we aim to provide a physical in-
terpretation of these results by introducing and analysing
the history erasure process. In order to quantitatively
analyse this process, we first recall the concept of ther-
modynamic monotones [15].
Intuitively, it is clear that during evolution along the
thermodynamic arrow of time the system must get closer
and closer to a thermal Gibbs state or, in over-simplified
words, “entropy has to grow.” This intuition can be made
precise by considering any distance measure D(ρ, γ) be-
tween a given state ρ and a thermal state γ that is con-
tractive under CPTP maps (analogous reasoning applies
to classical states for distance measures D(p,γ) contrac-
tive under stochastic maps). Such measures are known as
thermodynamic monotones because they are monotoni-
cally non-increasing along the thermodynamic arrow of
time. To see this assume that E(ρ) = σ for a GP map E ,
so that σ lies in the future thermal cone of ρ. Then,
D(ρ, γ) ≥ D(E(ρ), E(γ)) = D(σ, γ). (22)
As a particular example one may consider the relative
entropy S(ρ||γ) given by
S(ρ||γ) = Tr (ρ ln ρ)− Tr (ρ ln γ) , (23)
which can be interpreted as a non-equilibrium version of
the free energy difference between the state ρ and the
thermal state γ [4]. Indeed, we have
kTS(ρ||γ) = Tr (ρH)− kTS(ρ) + kT lnZ, (24)
which should be compared with the classical expression
for the free energy difference ∆F = U − TS + kT lnZ,
with U denoting the average energy. Note that in the in-
finite temperature limit, β → 0, one has γ = 1/d, so that
the relative entropy is given by ln d− S(ρ), and it is the
von Neumann entropy that is non-decreasing along the
thermodynamic arrow of time. Majorisation and thermo-
majorisation conditions can thus be seen as a geometric
way of expressing the monotonicity of a whole family of
functions that can be interpreted as generalisations of
free energy (or entropy in the β → 0 limit). For the
clarity of discussion in what follows we will refer mostly
to the free energy S(ρ||γ) and the von Neumann entropy
S(ρ), however, all statements will be valid for any func-
tion D(ρ, γ) contractive under CPTP maps, unless stated
otherwise.
We are now ready to introduce and analyse the his-
tory erasure process. Imagine that two possible events
may have happened “in the past”: the system could have
been prepared either in the state ρ or in the state σ. It
then evolved along the thermodynamic arrow of time into
a state τ , i.e., a GP quantum channel transformed the
system state into τ . We now ask: can one infer the past
of the system, i.e., whether it was initially prepared in a
state ρ or σ, based on the present state τ? If both ρ and
σ belong to the past thermal cone T−(τ) then it is impos-
sible, and we say that the (ρ, σ)-history has been erased
during the evolution. Clearly, any history can be erased
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by evolution that brings the system to the thermal equi-
librium state γ. However, it may not be necessary for the
system to evolve all the way to γ in order to erase its his-
tory. Therefore, the question is as follows: how far along
the thermodynamic arrow of time does a system have to
evolve for its state to be consistent with both possible
pasts, specified by states ρ and σ? To make the notion of
“far” precise we may use any thermodynamic monotone;
in particular, we will be interested in how much the free
energy (entropy) of the system has to decrease (increase)
in order to erase its (ρ, σ)-history.
Let us start from the simplest scenario, when the two
possible pasts are thermodynamically ordered. Say that
ρ lies in the past thermal cone of σ. Then, if the system
were prepared in the state σ, it would not need to evolve
at all (so its free energy would not need to decrease) in
order to achieve history erasure. Indeed, observing the
state σ one cannot tell whether the system started in ρ
and thermalised towards σ, or if it was prepared in σ
and did not evolve at all (recall that the identity map
is a free thermodynamic operation). A more interesting
scenario arises when ρ and σ are not ordered. Then,
in general, there may be many optimal states τ which
lead to history erasure, i.e., states that lie in the future
thermal cones of both ρ and σ, but whose past thermal
cones contain no states with that property. However, if
the thermodynamic order has a lattice structure, there is
a unique optimal state τ , given by the meet ρ ∧ σ, that
leads to (ρ, σ)-history erasure.
The fact that in the infinite temperature limit we deal
with a majorisation lattice means that when information
is the only thermodynamic resource (in the sense that it
does not matter which energy states are occupied, and
the only important thing is how “sharp” the distribution
is), there exists a unique optimal history erasure process.
In other words, there is a well-defined way to erase the
history while decreasing all thermodynamic monotones
(in particular, increasing entropy) in a minimal way. On
the other hand, in the classical regime at finite tempera-
tures, when the thermodynamic order is given by thermo-
majorisation, there may be many different ways to per-
form an optimal history erasure process. Recall that in
Sec. III B we have seen that already in the simplest case
of a two-dimensional distribution there were two candi-
dates for such an optimal state (for the meet of p and q).
This is linked to the fact that at finite temperature it is
not only information but also energy that matters, which
is reflected by the existence of different β-orderings. In
general, for each of the d! β-orderings there may be a
different candidate for an optimal state. Moreover, the
optimal decrease of different thermodynamic monotones
may be achieved for different candidate states, so the
optimal history erasure process does not exist.
We can also consider a problem dual to history era-
sure, when instead of erasing two possible pasts we wish
to create two possible futures. More precisely, for any
two given states “in the future,” ρ and σ, we wish to
find a state τ that can evolve to both of these states un-
der free thermodynamic operations, i.e., T+(τ) contains
both ρ and σ. The analysis of (ρ, σ)-future creation pro-
cess is then analogous to the one presented above, with
the optimal state for thermodynamic orders with a lat-
tice structure given by the join ρ∨σ instead of the meet.
Alternatively, one may also interpret this dual process
as a particular time-reversal of the history erasure. Re-
call that in Sec. II B 1 we introduced two thermodynamic
orders: one oriented along the thermodynamic arrow of
time, and the other against it. These two orders are
mapped into each other by exchanging  with ≺, i.e., if
a state τ lies in the past thermal cone of both ρ and σ ac-
cording to one order, it will lie in the future thermal cone
of both these states according to the dual order. Hence,
the optimal state τ for creating two possible futures, ρ
and σ, is also the optimal state for erasing two possible
pasts after reversing the direction of the thermodynamic
arrow of time.
Exploiting the properties of the majorisation lattice,
we can now prove that in the infinite-temperature limit
there is an inherent asymmetry between creating futures
and erasing pasts or, in other words, between forward
and backward history erasure processes. In Ref. [9] it
has been shown that the Shannon entropy H is super-
modular on a majorisation lattice, meaning that for any
two probability distributions p and q we have
H(p ∧ q) +H(p ∨ q) ≥ H(p) +H(q). (25)
Note that p and q can represent both classical and quan-
tum states, since for β → 0 only the spectrum of a state
is important for thermodynamic order. Rearranging the
above equation we obtain
H(p∧q)− 1
2
[H(p)+H(q)] ≥ 1
2
[H(p)+H(q)]−H(p∨q). (26)
We thus see that the average increase of the Shannon
entropy during the optimal (p, q)-history erasure (with
the average taken over two possible pasts p and q) is
larger than during the optimal (p, q)-future creation. We
can also say that the average entropy increase during a
forward history erasure process is larger than during a
backward (time-reversed) history erasure.
Finally, let us discuss the consequences of the exis-
tence of a thermodynamic lattice at finite temperatures
for qubit systems. First, let us consider two incompa-
rable classical states ρ and σ. If the state space were
restricted only to classical states, there could be two “op-
timal” ways to erase (ρ, σ)-history, by bringing the sys-
tem to two incomparable classical statesm1 andm2 (the
candidates for the meet from Sec. III B). However, nei-
ther of the two ways would be truly optimal, since some
thermodynamic monotones could decrease optimally for
m1, whereas others for m2. Now, if we are no longer
restricted to classical states, there is an optimal way of
erasing (ρ, σ)-history, given by the meet of ρ and σ. Note
that, from Theorem 3, this meet is given by a state with
coherence. We thus see that for d = 2 coherence is neces-
sary for the existence of an optimal history erasure pro-
cess at finite temperatures. Moreover, for the optimal
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state ρ ∧ σ all thermodynamic monotones will be larger
than for m1 or m2. Hence, exploiting coherence one
can erase the classical history of a system using less free
energy. One may then wonder whether, independently
of the existence of a thermodynamic lattice for d > 2,
coherence allows one to erase history for a smaller free
energy cost.
VI. OUTLOOK
In this work we have just begun to analyse the struc-
ture of the thermodynamic arrow of time from the point
of view of order theory. Most importantly, we provided
evidence for potential structural differences between the
thermodynamic ordering of classical and quantum states.
However, it is crucial to verify whether the coherence-
induced lattice structure is still present beyond the in-
vestigated qubit case. This will require employing new
tools, as the power of the Alberti-Uhlmann theorem on
which we based our results is limited to two-dimensional
systems. One could, for example, try to develop a quan-
tum analogue of the embedding procedure that in the
classical case allows one to arrive at thermo-majorisation
condition starting from majorisation [4]. A recent ap-
proach based on quantum relative Lorenz curves seems
to be a promising avenue here [13].
Alternatively, one could investigate how and why the
lattice structure breaks at finite temperatures for clas-
sical states. Note that the problem comes from the ex-
istence of different β-orderings, as within a particular
β-ordering the lattice structure is preserved. Moreover,
in the analysed qubit case we saw that if an incoherent
state σ can be reached from an incoherent state ρ, then
there exists a continuous path of states ρ(t), such that
ρ(t)  ρ(t′) for t ≤ t′ with ρ(0) = ρ and ρ(1) = σ.
On the other hand, if such a path is restricted to clas-
sical states, then it exists only if ρ and σ belong to the
same β-ordering. Hence, the lattice structure may arise
due to coherence providing the “continuous connection”
between states belonging to different β-orderings. Here,
linking with the known results concerning relative ma-
jorisation for continuous probability distributions may be
useful [16].
Furthermore, in all the cases where the thermody-
namic ordering forms a lattice, one can use its struc-
ture to find new thermodynamic relations. For exam-
ple the authors of Ref. [9] have shown that the Shan-
non entropy H is supermodular on a majorisation lat-
tice [see Eq. (25)] and also subadditive, meaning that
H(p ∧ q) ≤ H(p) +H(q). One could then ask whether
similar relations hold at finite temperatures when H is re-
placed by some thermodynamic monotone function, e.g.,
by the free energy.
Finally, one may investigate other resource theories
from the order-theoretic point of view to get insight into
their structure. For example, note that transformations
between pure states in both the resource theory of en-
tanglement [17] and coherence [18] are ruled by majori-
sation partial order, so actually by a majorisation lattice.
In fact, very recently this structure was used to study
approximate transformations between pure bipartite en-
tangled states [19]. On the other hand, in the resource-
theoretic formulation of thermodynamics using thermal
operations [12], it is known that the past thermal cone of
each pure qubit state consists (up to equivalence class)
only of that state [6]. It is therefore impossible to define
a join for two distinct pure states and the partial order-
ing of states defined by thermal operations does not form
a lattice.
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Appendix A: Proof of Theorem 1
Proof. The proof of Theorem 1 is based on the Alberti-
Uhlmann theorem [14]. In the qubit case this yields
necessary and sufficient conditions for the existence of a
CPTP map E such that E(ρ) = ρ′ and E(σ) = σ′. These
conditions are given by:
‖λρ− (1− λ)σ‖1 ≥
∥∥λρ′ − (1− λ)σ′∥∥
1
∀λ ∈ [0, 1], (A1)
where ‖A‖1 = Tr
(√
AA†
)
. Thus, by simply setting
σ = σ′ = γ, we obtain necessary and sufficient conditions
for the existence of a GP quantum map E such that
E(ρ) = ρ′. Using the fact that norms are non-negative,
these can be expressed by
∆λ := Dλ(ρ)−Dλ(ρ′) ≥ 0 ∀λ ∈ [0, 1], (A2)
where we have defined Dλ(ρ) := ‖λρ− (1− λ)γ‖21.
Before we find necessary and sufficient conditions
for Eq. (A2) to hold, let us first simplify the prob-
lem. Namely, note that states connected via a uni-
tary U(t) = e−iHt are reversibly interconvertible under
GP operations, and thus belong to the same equivalence
class. Hence, we can focus only on one representative of
this class lying in the xz plane of the Bloch sphere with
x ≥ 0. This means that instead of considering general
Bloch vectors of the form rρ = (x, y, z) we can focus only
on the ones given by rρ = (x, 0, z).
Now, using the parametrisation of qubit states intro-
duced in Eqs. (15)-(16), we can write
D2λ(ρ) = a(ρ) +
√
a(ρ)2 − b(ρ)2, (A3)
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FIG. 10: Possible orderings of eigenvalues. The orderings
1–4 of eigenvalues {λ1, λ′1, λ2, λ′2}, together with labels I-V
corresponding to different regions of the [0, 1] interval.
where
a(ρ) =
(
2 +
x2 + (z + ζ)2
2
)
λ2 − (2 + ζ(z + ζ))λ+ 1 + ζ
2
2
,
b(ρ) = (1− 2λ)
√
ζ2 − 2ζ(z + ζ)λ+ (x2 + (z + ζ)2)λ2.
However, notice that
a(ρ)2 − b(ρ)2 = [a(ρ)− (1− 2λ)2]2 =: c(ρ)2,
which means that
D2λ(ρ) =
{
(1− 2λ)2 : c(ρ) ≤ 0,
(1− 2λ)2 + 2c(ρ) : c(ρ) > 0. (A4)
Since c(ρ) is quadratic in λ, one can explicitly express
the regions of λ with different solutions for D2λ(ρ) by
finding the zeros of c(ρ) = A(λ− λ1)(λ− λ2). Using ele-
mentary calculus one can show by direct calculation that
0 ≤ λ1 ≤ 12 ≤ λ2 ≤ 1 and A ≤ 0. Hence, we can rewrite
Eq. (A3) as
D2λ(ρ) =
{
(1− 2λ)2 : λ ∈ [0, λ1] and λ ∈ [λ2, 1],
(1− 2λ)2 + 2c(ρ) : λ ∈ (λ1, λ2).
We also note that for ζ = 1 (when the Gibbs state is
pure) we have λ1 = 0 independently of the state ρ, so
instead of three there are only two different regions of λ
with different solutions for D2λ(ρ).
By analogously introducing c(ρ′) with solutions given
by λ′1 and λ
′
2, the necessary and sufficient conditions for
the existence of a GP map E such that E(ρ) = ρ′ [specified
by Eq. (A2)] can be expressed as follows. There are four
ways the eigenvalues {λ1, λ′1, λ2, λ′2} can be ordered and
these are depicted in Fig. 10 (assuming ζ 6= 1; for ζ = 1
case see below). In regions I and V (see Fig. 10), indepen-
dently of the ordering, we have ∆λ = 0. Now, in region II
we have ∆λ = 2c(ρ) ≥ 0 for orderings 1. and 3., whereas
for orderings 2. and 4. we have ∆λ = −2c(ρ′) ≤ 0. Sim-
ilarly, in region IV one has that ∆λ is equal to 2c(ρ) ≥ 0
for orderings 1. and 2., whereas for orderings 3. and 4. it
is equal to −2c(ρ′) ≤ 0. Therefore, for ∆λ to be positive
for all λ ∈ [0, 1], the eigenvalues must be ordered accord-
ing to ordering 1. The remaining condition to check is
whether within region III this ordering also results in
∆λ ≥ 0. We have ∆λ = 2[c(ρ)− c(ρ′)] and since both
quadratic functions, c(ρ) and c(ρ′), share the same con-
stant term and λ 6= 0, the problem can actually be sim-
plified to comparing two linear functions. This, in turn,
can be done by simply comparing the functions at the
edge of the region III, where c(ρ) ≥ 0 and c(ρ′) = 0.
Therefore, we conclude that Eq. (A2) holds if and only
if λ1 ≤ λ′1 and λ2 ≥ λ′2. For the case of ζ = 1 the anal-
ysis is similar: one still needs λ2 ≥ λ′2, however since
λ1 = λ
′
1 = 0, one needs to verify that the derivative of
∆λ over λ at λ = 0 is positive. This results in additional
condition that z ≤ z′.
In the final step of the proof we need to use explicit
expressions for λ1 and λ2,
λ1 =
2− ζ(z + ζ)− δ
4− (z + ζ)2 − x2 , (A5a)
λ2 =
2− ζ(z + ζ) + δ
4− (z + ζ)2 − x2 , (A5b)
where δ is given by Eq. (17). By solving the above equa-
tions for z with fixed λm (with m ∈ {1, 2}), one can find
that the region of fixed λm is given by a circle centred
at zm = [0, 0, ζ(λ
−1
m − 1)] and of radius Rm = |λ−1m − 2|.
It is a straightforward calculation to show that for ζ 6= 1
these centres and radii correspond exactly to the ones
stated in Corollary 2. For ζ = 1 the condition coming
from λ1 has already been included by z ≤ z′, and the
one coming from λ2 corresponds to a circle of radius R3
centred at z3 as described in the main text. Moreover,
since 0 ≤ λ1 ≤ 12 ≤ λ2 ≤ 1, we have
λ1 ≤ λ′1 ⇔ R1(ρ) ≥ R1(ρ′), (A6a)
λ2 ≥ λ′2 ⇔ R2(ρ) ≥ R2(ρ′). (A6b)
Hence, the necessary and sufficient condition for the ex-
istence of a GP map between ρ and ρ′, specified by
Eq. (A2), is that R1(ρ) ≥ R1(ρ′) and R2(ρ) ≥ R2(ρ′).
This can be equivalently expressed with the use of sim-
plified variables R±(ρ) as in Theorem 1. Finally, we note
that given two circles of radii R1 and R
′
1, centred at
(0, 0, ζ(1+R1)) and (0, 0, ζ(1+R
′
1)), respectively, we have
that the circle with smaller radius is contained within
the circle of bigger radius. The same holds true for cir-
cles of radii R2 and R
′
2 centred at (0, 0, ζ(1 − R2)) and
(0, 0, ζ(1−R′2)). We have thus finished the proof of Corol-
lary 2.
Appendix B: Proof of Theorem 3
Proof. First of all, we can restrict our considerations to
states lying in the xz plane of the Bloch sphere with
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Bloch vectors (x, 0, z) and (−x, 0, z) being equivalent.
Now, assume that two states, ρ and ρ′, are comparable,
ρ  ρ′. Then, by Theorem 1 and Corollary 2, the two
disks D1(ρ
′) and D2(ρ′) are fully contained inside D1(ρ)
andD2(ρ). As a result ρ
max
1 = ρ, ρ
max
2 = ρ, ρ
min
1 = ρ
′ and
ρmin2 = ρ
′. Hence, the join is given by ρ and the meet by
ρ′, consistent with the fact that for every lattice if ρ  ρ′
then ρ ∨ ρ′ = ρ and ρ ∧ ρ′ = ρ′.
Now, let us consider the case when ρ and ρ′ are in-
comparable, i.e., neither ρ  ρ′ nor ρ′  ρ. Then
without loss of generality we have R+(ρ) > R+(ρ
′) and
R−(ρ) < R−(ρ′). Consider a set states T−(ρ, ρ′) whose
future thermal cones contain both ρ and ρ′. According
to Theorem 1, τ ∈ T−(ρ, ρ′) if and only if R+(τ) ≥ R+(ρ)
and R−(τ) ≥ R−(ρ′). Now, if there existed a state Ω
such that R+(Ω) = R+(ρ) and R−(Ω) = R−(ρ′) it would
clearly be a join ρ ∨ ρ′. This is because one could
reach both ρ and ρ′ from Ω and also Ω itself could be
reached from any τ ∈ T−(ρ, ρ′). We will now prove that
such a state Ω exists for any choice of incomparable
states ρ and ρ′. The condition R+(Ω) = R+(ρ) means
that Ω ∈ C2(ρ), whereas the condition R−(Ω) = R−(ρ′)
means that Ω ∈ C1(ρ′). Hence, such a state exists if and
only if the circles C2(ρ) and C1(ρ
′) intersect (see Fig. 9).
To prove this first note that a thermal state γ is contained
inside both circles [straightforward from Eqs. (18)-(19)].
This means that either the circles intersect or one is fully
contained inside the other. However, the latter is not
possible, because a circle C2(ρ) contains a point ρ that is
inside C1(ρ
′); and a circle C1(ρ′) contains a point ρ′ that
is inside C2(ρ). We thus conclude that the circles C2(ρ)
and C1(ρ
′) do intersect and that a state Ω lying at their
intersection is a join ρ ∨ ρ′.
Analogously, if a state ω exists such that
R+(ω) = R+(ρ
′) and R−(ω) = R−(ρ), then it would be
a meet ρ ∧ ρ′. The existence of such state is equivalent
to the circles C1(ρ) and C2(ρ
′) intersecting. Again, the
state γ is contained in both circles, so that they either
intersect or one is contained inside the other. The latter
is impossible, because a circle C1(ρ) contains a point
ρ that is outside C2(ρ
′); and a circle C2(ρ′) contains a
point ρ′ that is outside C1(ρ). Hence, the circles C1(ρ)
and C2(ρ
′) do intersect and that a state ω lying at their
intersection is a meet ρ ∧ ρ′.
[1] C. Carathe´odory, Math. Ann. 67, 355 (1909).
[2] R. Giles, Mathematical Foundations of Thermodynamics
(Pergamon Press, 1964).
[3] R. Horodecki, P. Horodecki, M. Horodecki, and
K. Horodecki, Rev. Mod. Phys. 81, 865 (2009).
[4] F. G. S. L. Branda˜o, M. Horodecki, N. H. Y. Ng, J. Op-
penheim, and S. Wehner, Proc. Natl. Acad. Sci. U.S.A.
112, 3275 (2015).
[5] M. Lostaglio, D. Jennings, and T. Rudolph, Nat. Com-
mun. 6, 6383 (2015).
[6] M. Lostaglio, K. Korzekwa, D. Jennings, and
T. Rudolph, Phys. Rev. X 5, 021001 (2015).
[7] P. C´wiklin´ski, M. Studzin´ski, M. Horodecki, and J. Op-
penheim, Phys. Rev. Lett. 115, 210403 (2015).
[8] V. Narasimhachar and G. Gour, Nat. Commun. 6, 7689
(2015).
[9] F. Cicalese and U. Vaccaro, IEEE Trans. Inf. Theory 48,
933 (2002).
[10] R. Bhatia, Matrix analysis, Vol. 169 (Springer Science &
Business Media, 1997).
[11] E. Ruch, R. Schranner, and T. H. Seligman, J. Chem.
Phys. 69, 386 (1978).
[12] M. Horodecki and J. Oppenheim, Nat. Commun. 4, 2059
(2013).
[13] F. Buscemi and G. Gour, Phys. Rev. A 95, 012110
(2016).
[14] P. Alberti and A. Uhlmann, Rep. Math. Phys. 18, 163
(1980).
[15] J. Goold, M. Huber, A. Riera, L. del Rio, and
P. Skrzypczyk, J. Phys. A: Math. Theor. 49, 143001
(2016).
[16] T. van Erven and P. Harremoe¨s, in Proceedings of the
International Symposium on Information Theory (IEEE,
2010) pp. 1335–1339.
[17] M. A. Nielsen and I. L. Chuang, Quantum computation
and quantum information (Cambridge university press,
2010).
[18] S. Du, Z. Bai, and Y. Guo, Phys. Rev. A 91, 052120
(2015).
[19] G. Bosyk, G. Sergioli, H. Freytes, F. Holik, and G. Bel-
lomo, Physica A: Stat. Mech. Appl. 473, 403 (2017).
