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величину 0,99 как с использованием предложенных, так и классических 
инвариантов. При дальнейшем росте уровня помех  )7(15,0   
соответствующие вероятности равны 0,97 и 0,8, а при )10(1,0   
преимущество предлагаемых одномерных инвариантов становится 
подавляющим, т.к. вероятности правильного распознавания  равны 0,86 и 0,4.   
5. Выводы   
Научная новизна предложенного подхода состоит в сочетании 
интегральных свойств преобразования Радона с переходом из двумерного 
пространства изображений в пространство векторов-проекций, что в 
результате дает  повышение эффективности применительно к задачам 
построения инвариантов и распознавания. Преобразование Радона позволяет 
выделить спектр существенных свойств сигнала изображения. 
Помехозащищенность при использовании одномерных проекций из-за 
влияния интегральных свойств преобразования Радона остается  на высоком 
уровне, а время вычислений значительно сокращается в линейной пропорции 
к размеру изображения.  
Практическая значимость работы заключается в повышенном 
быстродействии предложенных процедур распознавания по сравнению с 
классическими подходами, а также высокой устойчивости к шуму, что 
подтверждается экспериментами на реальных изображениях. 
Использование полной информации  о матрице преобразования Радона в 
виде множества функций проекций позволяет построить для любого 
фиксированного набора эталонов достаточное для качественного 
распознавания количество эффективных инвариантных признаков.    
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ПРИМЕНЕНИЕ ПРОЦЕДУР ГОЛОСОВАНИЯ В СТРУКТУРНЫХ 
МЕТОДАХ РАСПОЗНАВАНИЯ ВИЗУАЛЬНЫХ ОБЪЕКТОВ 
 
Приведено результати досліджень по розпізнаванню зображень шляхом порівняння їх 
представлень у вигляді множин локальних ознак. Розглянуті методи голосування є 
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універсальними при застосуванні до різноманітних практичних задач та мають високу стійкість 
до дії фонових та локальних завад. Обговорюються варіанти практичного застосування та оцінка 
якості роботи відповідних алгоритмів.  
 
Results of researches on recognition of images are resulted by comparison of their representations as 
sets of local attributes. The considered methods of voting possess universality of application for a 
different practical problems and high stability to action of background and local distortions. Variants of 
practical realization, and also quality estimation of work  corresponding algorithms are discussed. 
 
1. Введение 
В структурно-иерархических методах распознавания изображений 
необходимо устанавливать сходство визуальных объектов, представленных в 
виде множеств локальных признаков [1,2]. Эффективным  путем вычисления 
этого сходства и распознавания  можно отнести применение процедур 
голосования [3]. Суть голосования сводится к тому, что каждый  структурный 
элемент объекта отдает свой «голос» (или вес) в пользу одного (или 
нескольких) из принимаемых решений. Окончательно решение принимается 
по  суммарному количеству голосов для каждого из вариантов.  
Методы голосования применительно к анализу изображений обладают 
таким важным свойством, как возможность формирования группового 
сходства на основе похожих элементов объектов, невзирая на несоответствие 
их отдельных локальных признаков. Это делает рассматриваемые методы  
устойчивыми к действию фона и влиянию помех. Близкую идею использует  
преобразование Хафа (Hough) [3,4], где при переходе в пространство 
параметров подсчитывается количество точек объекта, голосующих за 
конкретное значение параметра при заданной аналитически модели объекта.  
Цель работы – построение универсальных методов распознавания 
объектов на изображениях путем применения  структурного анализа и 
процедур голосования. 
Задачи исследования – создание теоретического подхода к 
установлению сходства на множестве эталонов, анализ особенностей 
применения, исследование свойств и эффективности метода. 
 
2. Описание подхода 
Пусть принятие решения о классе объекта )y,x(B выполняется на основе 
анализа совокупности фрагментов )y,x(B)y,x(bk  . Функция )y,x(B  
определена в поле зрения D , D)y,x(  . Функции  фрагментов )y,x(bk  
определены на подобластях DDk  , полученных в процессе сужения  D на 
kD , причем  kDD  . Преимущества подхода основаны на том, что 
отдельные части визуальных объектов изменяются по своему виду в меньшей 
степени, чем целый объект [8].  
Функция  B(x,y) в результате приобретает вид  множества функций 
 
)}D(b),...,D(b),D(b{)D(B ss2211 ,                 (1) 
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где s – количество фрагментов. 
Для целей распознавания изображения в структурном представлении 
построим на множестве фрагментов решающее правило в виде  
иерархической системы 
)),b(r),...,b(r( ss11    (2) 
где  )b(r kk – локальные решения,   – функция обработки локальных 
решений. Пусть i - номер класса изображения (или распознаваемых 
визуальных объектов), m,0,...,i   m - количество классов, номер 0 
соответствует случаю, когда фрагмент не относится ни к какому из m  
классов. Пусть множество локальных решений kA  - это либо фиксированное 
значение "i"  класса изображения, либо ограниченное множество номеров 
классов, к которому может относиться анализируемый фрагмент изображения 
kb . Конкретному локальному решению )b(r kk соответствует конечное 
множество kA в виде iAk   либо }i,...,i{A k1k  , }m,...,0{i , }m,...,0{iq  . 
Применение процедуры голосования в задаче распознавания выглядит 
следующим образом.  Голосующую функцию )i(T  для i -го класса при 
варианте iAk   определим как 
 
k
k)i(T ,  m,0,...,i  ],ir[  k k        (3) 
где   0k  - вес решения k -го фрагмента. В значении k отражаются 
свойства «важность», «вероятность появления», «информативность» и т.д. 
Суммирование ведется по тем значениям k , для которых  принято решение 
irk  . При  равноценных фрагментах считается  1k  . 
При учете голосования фрагментов одновременно за представителей 
нескольких классов })i,...,i{A( k1k   голосующая функция будет иметь вид 
 
  
k
k)i(T , m.0,...,i  ],Ai[  k k                         (4) 
 
Глобальное решение определяется по значению функции )i(T . Объект 
считается принадлежащим эталону с номером *k , если выполняется условие 
)i(Tmaxargk
i
*  .    (5) 
Учитывая, что решение (2) в виде (5) принимается «коллективом» 
фрагментов, можно ставить вопрос о выборе подмножества наиболее 
информативных (компетентных) фрагментов, решение которых часто 
является определяющим независимо от решений остальных фрагментов. 
Будем считать, что такой анализ отражается в значениях k  в  (3),(4). 
 
3. Пространство локальных признаков 
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Реализация решения (2) в виде (3)-(5) осуществляется путем 
сопоставления фрагментов в построенных пространствах локальных 
признаков [3-6].  
Сформируем  набор локальных признаков, вычисленных для фрагмента 
kb , в виде вектора 
k
n1
k )v,...,v(v  , Rv j  , где R - пространство 
действительных чисел, n,1j , n - размер вектора. В большинстве задач 
компьютерного зрения [3-6] компоненты jv считаются нормированными  
величинами, вносящими одинаковый вклад в решающее правило. Обычно  
jv  - это отклики локальных фильтров. Для установления идентичности 
векторов локальных признаков 21 v,v  можно использовать одну из мер 
сходства в пространстве векторов nR , например  
  
n
1i
2
i
1
i
21 |vv|)v,v( .                   (6) 
В классическом описании признаки –  n-мерные векторы )v,...,v(v n1  
с нормальным распределением и известными параметрами: математическим 
ожиданием ),...,( n1  , среднеквадратическим отклонением 
),...,( n1   и матрицей ковариации признаков }{ ij .  
Важной также есть информация о пространственном расположении 
конкретного фрагмента в структурном представлении объекта, так как она 
определяется взаимным расположением фрагментов, составляющих объект. 
Иногда удается также формализовать множество отдельных типов 
рассматриваемых фрагментов в виде «угол», «отрезок», «край», «перепад», 
«линия» и т.д. Пусть эта информация для k -го фрагмента содержится в 
некотором кортеже }t,z{ kk
k  , .s,1k   Здесь kz - информация о 
координатах, kt -  о типе фрагмента (характерной точки).  
Формирование компонентов jv  вектора признаков требует 
определенных усилий. В целях оптимизации признакового пространства при 
вычислении значений jv  нужно принимать решения как о значимости  
величин jv , так и о значимости вектора признаков v  в целом. При этом 
считаем неделимой единицей анализируемых данных фрагмент (и 
соответствующий ему вектор v ). Значимость понимается как степень 
проявления (или информативности) признака, заложенная в его значении. 
Этим отсекаются неперспективные для анализа фрагменты и в результате 
уменьшаются  требования по вычислительной сложности.  
Распознавание обычно осуществляется в условиях геометрических 
преобразований  объектов. Поэтому важным моментом является обеспечение 
инвариантности компонентов jv . Можно считать, что все признаки   jv  
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обладают свойством инвариантности к  группе преобразований G . Для этого 
jv  должны быть получены применением некоторых процедур j , 
инвариантных к преобразованиям из группы G  в виде  )b(v kjj  .  
Пусть в результате представления изображения объекта получено 
конечное множество векторов }v{V j , относительно которого нужно 
принять решение, соответствует ли оно эталонному описанию. Эталонная 
информация  в зависимости от решаемой задачи может быть задана либо 
одним множеством векторов }e{E q (задача обнаружения), либо конечным 
множеством векторов i
q
i }e{E   (задача распознавания), где m,...,1,0i  .  
Таким образом, речь идет о необходимости построения конкретных 
отображений )1,0()E,V(:   либо )i,0(})E{,V(: ii  . Здесь отображение 
  устанавливает соответствие (1) или несоответствие (0) фиксированному 
эталону. Отображение i  в качестве результата применения имеет либо 
номер эталона i , либо вывод о несоответствии ни одному из эталонов (0).  
Одним из наиболее эффективных путей построения отображений i,  
в силу оптимальности является метод сравнения с эталоном [3,8]. Известны 
метрическая, статистическая и спектральная интерпретации этого подхода. 
Каждое из отображений в рамках этой модели  можно реализовать с 
помощью построения  глобальной меры сходства между множествами 
векторов признаков, сформированных для фрагментов объекта и эталонов. 
Результирующая мера при этом базируется на величине локальной меры   
для отдельно взятых векторов.  
Принимая во внимание изменчивость визуальных данных и трудности 
формирования эффективных систем признаков, для получения локальных 
решений по отдельному фрагменту можно рекомендовать метод «ближайших  
соседей» [6].  Он заключается в отнесении неизвестного вектора признаков к 
тому классу,  к эталонному образцу которого этот вектор наиболее близок. 
Допускается наличие более одного образца из класса. Классификация по 
ближайшему соседу эффективна, даже если классы имеют сложную 
структуру или  перекрываются. К более быстродействующим, чем метод 
ближайших соседей,  подходам можно отнести методы классификации по 
среднему и дисперсионный анализ, которые, однако, накладывают 
существенные  ограничения на формирование пространства признаков и 
распознаваемые классы. 
 
4.  Алгоритмы и реализация 
Принятие решения для задачи обнаружения можно предложить путем 
реализации следующей последовательности действий. 
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1.Вычисляем значения локальных сходств j i,   )e,v( jij,i  , которые 
определяются для всевозможных пар  «вектор признаков изображения – 
вектор признаков эталона». Необходимость применения полного перебора 
возможных соответствий объясняется  отсутствием в общем случае 
информации об ограничениях на соответствие пар фрагментов, 
принадлежащих анализируемому объекту и эталону. Если такая информация 
имеется, то количество анализируемых пар векторов можно уменьшить за 
счет вычисления сходства только для заранее допустимых соответствий. 
Например, применяют некоторый предикат эквивалентности в виде 





  случае. противном в  0,
,v и v ностьэквивалент ядопускаетс если  ,1
)v,v(P
ji
ji
1  
Фрагменты, для которых )v,v(P ji1 =1, допускаются к дальнейшей 
обработке. Основанием для построения предиката 1P может быть, например, 
близость координат центров сопоставляемых фрагментов на базе 
информации, имеющейся в кортеже k . 
2.Формируем подмножество }{ * j,i  значимых локальных сходств как 
результат применения предиката 2P  
)(P j,i2
*
j,i  ,  где 







    .  если       ,0
 ,  если   ,
)(P
1ji,
1ji,ji,
j,i2   
Здесь 1 - некоторый порог для величины локального сходства, с 
помощью которого отсеиваются фрагменты, которые нельзя считать 
эквивалентными. Этот этап реализуется путем сравнения с эталоном или 
методом ближайшего соседа.  
3.На базе совокупности значений }{ * j,i  устанавливаем результирующее 
сходство }][{ * j,i , по величине которого и принимаем решение о 
соответствии объекта эталону, т.е. об обнаружении заданного эталона на 
изображении. Естественным видом функции  может быть, например, 
формирование суммы * j,i   всех значений локальных сходств, 
прошедших логическую обработку на этапах 1,2. Такую сумму, конечно, 
нужно нормировать количеством используемых в решении векторов или 
фрагментов объекта.  Другим вариантом есть подсчет количества фрагментов 
объекта, сходство которых с эталоном удовлетворяет перечисленным 
требованиям. На этом этапе незримо присутствует некоторый порог 2  для 
величины  , с помощью которого задается достоверность обнаружения. 
Величину этого порога можно оценить статистическим путем [2,7]. В 
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качестве значения  2  можно использовать количество фрагментов, 
«голосующих» за присутствие объекта. 
В результате применения приведенной последовательности действий 
путем анализа локальных сходств каждого из элементов множества 
фрагментов объекта с фрагментами эталона выбирается подмножество 
фрагментов объекта, «голосующих» за эталон. Количественно значение 
результирующего голоса определяется значением величины )i(T . По 
результатам голосования, т.е. по отобранным фрагментам (их номера нужно 
зафиксировать), теперь можно оценить параметры геометрических 
преобразований обнаруживаемого объекта.   
При решении более сложной задачи распознавания с использованием 
рассмотренного подхода проводится минимизация  расстояния между 
объектом и эталонами классов, которое формируется на процедуре 
голосования. Реализация этой процедуры сводится к следующему: каждый 
вектор  информативных признаков объекта сопоставляется со всеми 
векторами информативных признаков фрагментов каждого из эталонов. В 
аккумуляторе в соответствии с (3),(4) накапливается количество или 
суммарная мера сходства T(i)  подмножества фрагментов каждого из 
эталонов, отдавших предпочтение этому вектору объекта. При этом 
допустимо разнообразие путей построения функции T(i) . Например, если 
локальные признаки считать значениями одной и той же n мерной 
случайной величины (признаки одинаковые), то в качестве T(i)  можно  
подсчитать количество признаков на конкретном эталоне, локальное сходство 
с которыми анализируемого признака v  находится в пределах порога 1 . 
Эффективность распознавания в существенной мере зависит от грамотно 
проведенной процедуры обучения, которая в данной ситуации сводится к 
выбору для каждого из эталонов системы фрагментов, значения признаков 
которой существенно различаются между собой. Здесь может быть учтена и 
информация о координатах выбранных фрагментов.   
Мера  сходства   в обсуждаемой реализации вычисляется в два этапа. 
На первом этапе с помощью локальной меры   устанавливается допустимое 
соответствие фрагментов, а на втором определяется окончательное значение 
меры. Здесь возможны разнообразные модели построения итогового 
сходства, включая многоэтапный анализ, пространственные комбинации 
фрагментов и др.     
Перспективным направлением в построении процедур голосования есть 
принятие решений по совокупностям (комбинациям, комплексам) 
фрагментов. Понятно, что если, например, два разных фрагмента объекта, 
расположенных некоторым фиксированным образом, «проголосовали» за 
один и тот же эталон, в структуре которого их эталонные соответствия 
расположены аналогично, то ценность их общего голоса значительно 
возрастает. Если же их расположение не идентично размещению в структуре 
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эталона, то ценность такого локального решения должна быть существенно 
меньше. С другой стороны, здесь нужно опираться на строгую формализацию 
понятий «расположены аналогично», учитывая наличие геометрических 
преобразований и инвариантность значений элементов векторов jv . Таким 
же образом можно построить комбинации трех и более признаков. При этом 
можно сформировать новые инварианты более глобального плана на базе 
этих комбинаций либо анализировать взаимное расположение уже 
сформированных инвариантных векторов.  
Экспериментальное компьютерное моделирование метода проводилось 
на полутоновых изображениях автомобилей размером 6464 с 256 
градациями яркости на сложном фоне. Использовался вариант голосования 
каждого вектора признаков только за один наиболее похожий эталон (класс). 
При действии аддитивных случайных помех для амплитудного соотношения 
сигнал-шум более 6 достигнута вероятность распознавания выше 0,96. Эта же 
вероятность для метода частных корреляций [1] достигается при 
соотношении сигнал-шум более 3. Как видим, устойчивость метода частных 
корреляций в этом случае несколько выше. Для случая локальных помех 
вероятность распознавания при применении методов голосования достигает 
значения более 0,95 при соотношении сигнал-шум выше 1/4, в то время как 
для частных корреляций  эта же вероятность достигается при соотношении 
сигнал-шум выше 1/2,5. Здесь уже  значительно эффективнее предлагаемый 
подход. Время распознавания в эксперименте для предлагаемого метода при 
количестве эталонов, равном 3, и размеру вектора признаков, равном 4, 
оказалось  в пять раз меньше, чем для метода частных корреляций.     
 
5. Заключение 
Научная новизна метода состоит в построении и реализации на базе 
процедур голосования меры для структурного сопоставления изображений в 
пространстве векторов признаков, что позволяет существенно повысить 
эффективность распознавания в условиях сложного фона, локальных помех и 
неполной информации об анализируемых изображениях объектов. 
Практическая значимость работы заключается  в высоком 
быстродействии метода по сравнению с корреляционными подходами и 
устойчивости к локальным помехам, что подтверждается экспериментами на 
полутоновых изображениях. 
Рассмотренный подход обладает также такими несомненными 
достоинствами, как универсальное формирование вектора информативных 
признаков для произвольных задач структурного анализа, не накладывая 
особых ограничений на выбор эталонов и конкретный вид голосования. 
Успех его применения зависит прежде всего от вида и свойств функций   
формирования информативных локальных признаков, локального сходства 
 , предикатов логической обработки 21 P,P , порогов 21, , функционала   
построения глобального сходства. К параметрам метода  также относятся: s - 
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количество фрагментов (а также способ разбиения на фрагменты), n - размер 
вектора признаков, m - количество эталонов.  
Основное предназначение процедур голосования состоит в повышении 
эффективности принятия решений в условиях неполного представления 
объектов, вызванного действием фона и помех [2]. Перспективным 
направлением является разработка методов голосования комбинаций 
фрагментов. 
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ИМИТАЦИОННОЕ МОДЕЛИРОВАНИЕ СИСТЕМ УПРАВЛЕНИЯ 
СЛОЖНЫМИ ТЕХНОЛОГИЧЕСКИМИ ПРОЦЕССАМИ 
 
В статті пропонується підхід до дослідження систем управління складними технологічними 
процесами. В основі підходу покладені принципи імітаційного моделювання. В рамках підходу 
наводиться структурно-функціональна схема до дослідження функціонування системи 
управління технологічним процесом. Також наводиться умовний приклад використання 
розглянутого підходу, та деякі загальні питання реалізації запропонованої схеми за допомогою 
мови програмування високого рівня. 
 
1. Актуальность проблемы апробирования систем управления 
сложными динамическими ТП. При построении моделей систем 
управления (СУ) сложными технологическими процессами (ТП) актуальной 
является проблема проверки адекватности моделей ТП и исследования их при 
различных режимах работы ТП. Можно выделить два подхода к проведению 
такого исследования [1, 3]: апробация СУ на реальном ТП и апробация СУ на 
аналитической или имитационной модели ТП. Анализ существующих на 
сегодняшний день печатных и электронных источников информации (в 
частности [1, 3]) показал, что наиболее эффективным является исследование 
СУ ТП с использованием имитационных моделей ТП. Отметим, что ИМ при 
исследовании реальных ТП используется для решения таких задач, как 
исследование полноты наличия и качества функционирования оборудования 
