In this work we will discuss the solution of an initial value problem of parabolic type. The main objective is to propose an alternative method of solution, one not based on finite difference or finite element or spectral methods. The aim of the present paper is to investigate the application of the Adomian decomposition method for solving the Fokker-Planck equation and some similar equations. This method can successfully be applied to a large class of problems. The Adomian decomposition method needs less work in comparison with the traditional methods. This method decreases considerable volume of calculations. The decomposition procedure of Adomian will be obtained easily without linearizing the problem by implementing the decomposition method rather than the standard methods for the exact solutions. In this approach the solution is found in the form of a convergent series with easily computed components. In this work we are concerned with the application of the decomposition method for the linear and nonlinear Fokker-Planck equation. To give overview of methodology, we have presented several examples in one and two dimensional cases.
Introduction
Fokker-Planck equation arises in a number of different fields in natural science, including solid-state physics, quantum optics, chemical physics, theoretical biology and circuit theory. The Fokker-Planck equation was first used by Fokker and Planck (for instance, see [1] ) to describe the Brownian motion of particles. If a small particle of mass m is immersed in a fluid, the equation of motion for the distribution function W (x, t) is given by:
where v is the velocity for the Brownian motion of a small particle, t is the time, γ is the fraction constant, K is Boltzmann's constant and T is the temperature of fluid [1] . Eq. (1.1) is one of the simplest type of Fokker-Planck equations. By solving (1.1) starting with distributation function W (x, t) for t = 0 and subject to the appropriate boundary conditions, one can obtain the distributation function W (x, t) for t > 0. The general Fokker-Planck equation for the variable x has the form [1] : 2) with the initial condition given by:
where u(x, t) is unknown. In (1.2) B(x) > 0 is called the diffusion coefficient and A(x) is the drift coefficient. The drift and diffusion coefficients may also depend on time, i.e. A generalization of (1.2) to N variables x 1 , . . . , x N has the form: 6) with the initial condition:
where x = (x 1 , . . . , x N ). The drift vector A i and diffusion tensor B i, j generally depend on the N variables x 1 , . . . , x N . One may find analytical solutions of the Fokker-Planck equation. Generally, however, it is difficult to obtain solutions, especially if no separation of variables is possible or if the number of variables is large.
Various methods of solution are: simulation methods, transformation of a Fokker-Planck equation to a Schrödinger equation, numerical integration methods and etc. [1] .
There is a more general form of Fokker-Planck equation. Nonlinear Fokker-Planck equation has important applications in various areas such as plasma physics, surface physics, population dynamics, biophysics, engineering, neurosciences, nonlinear hydrodynamics, polymer physics, laser physics, pattern formation, psychology and marketing (see [2] and references therein). In one variable case the nonlinear Fokker-Planck equation is written in the following form:
For N variables x 1 , . . . , x N , it has the form:
where x = (x 1 , . . . , x N ). Notice that when A i (x, t, u) = A i (x) and B i, j (x, t, u) = B i, j (x) the nonlinear Fokker-Planck equation (1.9) reduces to the linear Fokker-Planck equation (1.6).
Because of the large number of applications of the Fokker-Planck equation, a lot of work is done in order to find the numerical solution of this equation. For example, we refer the readers to [3] [4] [5] [6] [7] [8] .
In the present work, we construct the solution using a different approach. In recent years a lot of attention has been devoted to study of the Adomian decomposition method to investigate various scientific models. The Adomian decomposition method, which accurately computes the series solution, is of great interest to applied science, engineering, physics, biology, etc. The method provides the solution in a rapidly convergent series with components that can be elegantly computed [9] .
The method is useful for obtaining both a closed form and the explicit solution and numerical approximations of linear or nonlinear differential equations and it is also quite straightforward to write computer codes. This method has been applied to obtain a formal solution to a wide class of stochastic and deterministic problems in science and engineering involving algebraic, differential, integro-differential, differential delay, integral and partial differential equations. This method is applied actively on various differential equations [10] . For example, [9] investigated the application of the Adomian decomposition method for two-dimensional parabolic equations subject to nonstandard boundary specifications. This method is applied on the third-order dispersive partial differential equation in [11] . In [12] a numerical comparison of partial solutions, using the decomposition method for linear and nonlinear partial differential equations is given. This method is employed to find the solution of hyperbolic equations and is compared with characteristic methods in [13] . A comparison with some numerical methods for solving parabolic equations can be found in [14] . The method is applied to the reaction convection diffusion equation in [15] . Applications of the decomposition method on inverse heat conduction are investigated in [16] . The application of this method on Cauchy problems for heat and wave equations are found in [17] . In [18, 19] Fisher's equation is studied by using the Adomian decomposition method. The application of this method on the KDV equation is investigated in a lot of cases. For example using the Adomian decomposition method solitary wave solutions for the general KDV and modified KDV equations are obtained in [20] and [21] respectively. Application of this method on higher order modified KDV equation is found in [22] . In [23] this method is used to find the exact solutions of the perturbed KDV equation. The contraction of solitary wave solutions and rational solutions for the KDV equation using the Adomian decomposition method are discussed in [24] . The procedure of Adomian decomposition is applied on fuzzy differential equations in [25] . In [26] this method is used for solving Burgers' equation with fractional derivative. Solution of the non-linear advection-reaction equation is obtained by the Adomian method in [27] . The approximation of the solution of some first order partial differential equations is obtained in [28] . This method is modified to solve linear and nonlinear boundary value problems in [29] . The Adomian decomposition method is used to solve higher order boundary value problems [30] . This method is modified for boundary value problems with homogeneous boundary conditions in [31] . An interesting application of the decomposition approach is found in [32] where the method is applied to the Navier-Stokes equations in cylindrical coordinates. In [33] Adomian decomposition method is applied to some nonlinear partial differential equations. The convergence of Adomian decomposition method for partial differential equations is presented in [34] . Application and convergence of this method for nonlinear partial differential equations are found in [35] .
As we pointed out the applications of the Adomian decomposition are not limited to finding the solution of differential equations. Generally this method is useful for problems that can be written in the following form which appears in the large number of problems in applied sciences:
where u is unknown, Θ usually is a nonlinear operator and g is given.
This method leads to computable and efficient solutions to linear and nonlinear operator equations. The results from these investigations indicate that Adomian decomposition technique and the related phenomena can offer practical advantages over the methods currently available. It provides a promising tool in the series solution field [10] .
The method was proposed by the American mathematician, G. Adomian (1923 Adomian ( -1996 . It is based on the search for a solution in the form of a series and on decomposing the nonlinear operator into a series in which the terms are calculated recurrently using Adomian polynomials [36] .
The author of [37] employed the decomposition procedure of Adomian for solving the one dimensional parabolic equation with non-local boundary conditions. In [38, 39] theoretical results in this area are investigated. Wazwaz conducted interesting researches in the Adomian decomposition method [10, 11, 18, 21, 24, 30, 40, 41] . Kaya [12, 22, 33] employed this method elegantly for solving some PDEs. Very recently authors of [42] used the Adomian decomposition technique to produce solutions to diffusion-convection-reaction equations. Three different types of diffusion convection-reaction equations, which have applications in financial market option pricing, in laser filed and in plasma physics are discussed. The behaviour of the approximate solution of the probability density function is computed numerically and graphically. The reported results show that the Adomian decomposition technique is a powerful scheme for computing the solution of the diffusion-convection-reaction equation. The author of [43] employed the decomposition procedure of Adomian to solve the solutions of differential algebraic equations. As solving high-index semi-explicit differential algebraic equations with Adomian decomposition technique is difficult and inefficient, he employed the index reduction scheme to semi-explicit differential algebraic equations. Then he used effectively the Adomian decomposition method to the new problem. This author also developed an efficient modification of Adomian decomposition technique by using Chebyshev polynomials [44] . Adomian decomposition method is also employed in [45] for finding the solution of the ordinary differential equations which arise from problems of calculus of variations.
The present work is aimed at producing analytic and approximate solutions which are obtained in rapidly convergent series with elegantly computable components by the Adomian decomposition technique. It is well covered in the literature that the decomposition method provides the solution in a rapidly convergent series where the series may lead to the solution in a closed form if it exists. The rapid convergence of the solution is guaranteed by work done by Cherruault [38] .
The decomposition method provides an analytical solution by using the initial condition only. It produces an efficient explicit solution with high accuracy and minimal calculation. The decomposition method proved by many authors to be reliable and promising. It can be used for all types of differential equations, linear or nonlinear, homogeneous or inhomogeneous [36, [46] [47] [48] [49] . The technique has many advantages over the classical techniques. It avoids perturbation in order to find solutions of given nonlinear equations. The decomposition approach was used to handle a variety of linear and nonlinear problems and gives immediate and convergent solutions without any need for linearization or discretization. In some cases it is impossible to find the exact values of the components of the solution. Thus we have to approximate the components numerically. This idea is proposed in [27] as the numerical implementation of Adomian decomposition method.
The noise terms phenomenon provides a useful tool for finding a fast convergence of the solution by using two iterations only. It is important that the noise terms appear only for inhomogeneous problems. The noise terms are defined as the identical terms, with opposite signs, that may appear in various components of the solution. To find more about this phenomenon see [41] and references therein.
In this work the applications of Adomian decomposition method for linear and nonlinear Fokker-Planck equation and Kolmogorov equation are discussed.
The organization of this paper is as follows:
In Section 2, we apply the Adomian decomposition method to the various types of Fokker-Planck and Kolmogorov equations with given initial conditions for a problem with several variables. Theoretical aspects of the method are discussed. To present a clear overview of method, we select several examples with analytical solutions in one and two dimensional cases in Section 3. The nonlinear Fokker-Planck equation is solved easily and elegantly without linearizing the problem by using the Adomian docomposition method; the outcome is given in Section 4. Some references are also given in the last part of this paper.
Solution using the Adomian decomposition method
Consider the Fokker-Planck equation (1.4) in an operator form:
where
is the Fokker-Planck operator for one variable. As we saw in (1.4) the coefficients A and B can be time independent, assuming that the inverse operator L −1 t exists and it can conveniently be taken as the definite integral with respect to τ from 0 to t.
Hence:
Thus applying the inverse operator L −1 t to both sides of the Eq. (2.1) yields
Using the initial condition we have:
Now we decompose the unknown function u(x, t) by a sum of components defined by the following decomposition series with u 0 identified as u(x, 0)
The remaining components u n (x, t), n ≥ 1, can be completely determined such that each term is computed by using the previous term. As a result, the components u 0 , u 1 , u 2 , . . ., are identified and the series solution thus entirely determined. The resulting solution converges [38] on the closed form solution if an exact solution exists for the Fokker-Planck equation.
Hence the Adomian decomposition method introduces the following recurrence relation for the determination of the components: u n (x, t)
Thus:
10)
By calculating the terms u 0 , u 1 , u 2 , . . . the solution u of the Fokker-Planck equation (1.4) can be obtained upon substituting the resulting terms in (2.6). The notation FP refers to the Fokker-Planck equation. Based on the Adomian decomposition method, we constructed the solution u as:
It is very important to note that the series solution of (1.4) is obtained by using the initial condition only. Unlike some of the traditional techniques used by numerical algorithms, where the solution is defined at grid points only, the solution here is given in a series form. The decomposition series solutions (2.6) generally converge very rapidly in real physical problems. Furthermore, by the rapid convergence of the series solution, for sufficiently large values of n we can consider Eq. (2.13) as an approximation of the solution of (1.4). Therefore Adomian decomposition method provides a numerical method for solving different classes of problems. By considering the following operator: 
(2.15)
Adomian decomposition method finds the solution in the series form (2.6) in which its components are constructed in a form of the recursive relations given by:
Also it is possible to apply the Adomian decomposition method to the nonlinear Fokker-Planck equation. By using the differential operators on the nonlinear equation (1.8) we have:
According to the Adomian decomposition method, we consider solution of the Eq. (1.8) as the series (2.6) and take the nonlinear expressions N (u) = A(x, t, u)u and M(u) = B(x, t, u)u by the infinite series of the Adomian polynomials given by: 19) where components N n and M n are appropriate Adomian's polynomials which are calculated using the methods introduced in [36] . Adomian polynomials are found for calculating the nonlinear operator N n in the following form:
This formula is calculated in computer code easily. Other general formulas for Adomian polynomials can be found in [13, 40, 50] . Now by the Adomian decomposition method we have the following recursive relations:
The most important work about convergence has been carried out by Cherruault et al. [38] . Further remarks about the convergence of the decomposition method are in [39] . The convergence of this method is improved using the padé approximations in [51] . Other references about theoretical treatments of convergence of Adomian decomposition method are found in [46] . In [10, 46] some results are obtained about the improvement of this method that let us solve linear and nonlinear equations. A new approach of convergence of the decomposition method is presented by Ngarhasta et al. in [52] . Author of [53] used the Adomian decomposition technique for solving an initial-boundary value problem that combines Neumann and integral condition for the wave equation. Authors of [54] employed the decomposition procedure of Adomian for the solution of Laplace equation in a disk. The main idea behind their approach is to reformulate the original problem to a boundary integral equation. Note that if the solution of the problem be unseparable, the computation of all components of the series solution is difficult or impossible. In this case the computed terms provide an approximation φ n for the exact solution. Using a few components of the series solution a good approximation is provided for u(x, t) for only small values of t > 0. If we want to find better approximation for u(x, t) with larger values of t, more components should be used. This is shown in Example 6.
In the next section some examples are used to validate the proposed method.
Test examples
To show the efficiency of the new method described previously, we present some examples. These tests are chosen such that there exist analytical solutions for them to give an obvious overview of the Adomian decomposition method.
Example 1
Consider (1.3) with:
and
Using the discussion presented in Section 2, we obtain the recurrence relation:
According to the Adomian decomposition method we obtain the following components:
Thus we have:
Therefore according to (2.6) we have: 9) which is the exact solution of the problem.
Example 2
In this example we consider the case that the coefficients A and B depend on x and t. Consider (1.3) with: 10) and assume that A and B in (1.4) are in the following form:
A(x, t) = exp(t) coth(x) cosh(x) + exp(t) sinh(x) − coth(x), (3.11) B(x, t) = exp(t) cosh(x). Using the Adomian decomposition method, we obtain the following recurrence relation:
14)
Thus we have: 18) and so on. So according to (2.6) we have
This has the closed form u(x, t) = exp(t) sinh(x), (3.20) which is the exact solution of the problem.
Example 3
In the following test we apply the Adomian decomposition method to the backward Kolmogorov equation (1.5) with drift and diffusion coefficients given respectively by:
Let the initial condition in (1.3) be given by:
Using the Adomian decomposition method we have:
Thus we obtain: 28) with the following closed form:
u(x, t) = exp(t)(x + 1). (3.29)
Example 4
In this example we consider (1.6) with:
Let the initial condition (1.7) be:
We can easily find that:
Therefore:
So the solution in a closed form is:
u(x, y, t) = x exp(t). (3.44)
Example 5
In our fifth example we apply the Adomian decomposition method on the nonlinear Fokker-Planck equation. Consider Eq. (1.8) with: 
Using (2.20) Adomian polynomials are calculated in the following form:
(3.49) Table 1 The values of u(x, t) − φ 2 for various kinds of x and t in Example 6 Therefore we have: 
and generally we obtain: u n (x, t) = x 2 t n n! . u(x, t) = x 2 exp(t). (3.56)
Example 6
f (x) = x, x ∈ R. Using the discussion presented in Section 2, we can obtain only three terms of the series solution. As we see φ 2 is an appropriate approximation of the exact solution only for small values of t. This fact is shown in Table 1 .
Conclusion
Adomian decomposition method was employed successfully for solving the Fokker-Planck equation. This method finds an exact solution of the equation using the initial condition only. It is also important that the Adomian decomposition method does not require discretization of the variables, i.e. time and space, it is not affected by computation round-off errors and one is not faced with the necessity for a large computer memory and time. Decomposition approach is implemented directly in a straightforward manner without using restrictive assumptions or linearization. Comparing the results with other works, the Adomian decomposition method was clearly reliable if compared with the mesh point techniques [55] where solution is obtained at mesh points only. It is important to note that this method unlike the most numerical techniques provide a closed form of the solution. This approach finds exact solution for nonlinear functional equations of various kinds (algebraic, differential, partial differential, integral) without discretizing the equation or approximating the operators. Finally, Adomian decomposition method avoids the difficulties and massive computational work by determining the analytic solutions.
