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1. Introduction
The paper is devoted to present a new approach to the study of functional integral equations of fractional order. That
approach depends on converting of a functional integral equation of fractional order to the form of a functional integral
equation of Volterra–Stieltjes type.
Let us notice that differential and integral equations of fractional order create an important and signiﬁcant branch of
nonlinear analysis and the theory of integral equations (cf. [10,13–15,21,22,25,26] and references therein). Moreover, those
equations have found a lot of miscellaneous applications connected with real world problems. For example, some problems
considered in physics, mechanics and other ﬁelds can be described with help of differential and integral equations of
fractional order (see [18,19,21,25–28,30], for instance).
On the other hand during the last two decades there has been developed the theory of functional integral equations
of Stieltjes type (cf. [5,6,8,9]). Nevertheless, it turns out that a lot of interesting and important problems which can be
formulated inside the theory of Volterra–Stieltjes integral equations are not satisfactory solved by the results obtained up
to now. Namely, in the study concerning nonlinear Volterra–Stieltjes integral equations of the form
x(t) = h(t) +
t∫
a
u
(
t, s, x(s)
)
ds g(t, s), t ∈ [a,b],
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(cf. [5,6,8,9]).
But it turns out that in a lot of important cases we are forced to consider the situation when the function g is deﬁned
on the triangle  = {(t, s): a  s  t  b} only and satisﬁes some assumptions on . In fact, in this paper we show that
by a suitable choice of the function g = g(t, s) we can convert a lot of nonlinear integral equations of fractional order to
nonlinear Volterra–Stieltjes integral equations of the type mentioned above.
The paper is organized as follows: First, we develop the theory concerning the existence of solutions of functional integral
equations of Volterra–Stieltjes type having the form described above. In our considerations we use the technique associated
with measures of noncompactness and the theory of functions of bounded variation. Next, we show that the result obtained
in our study can be applied to a class of functional integral equations of fractional order. Moreover, it will be shown that
our approach allows us to study other important types of functional integral equations. In fact, our result can be applied to
the Volterra counterpart of the famous quadratic integral equation of Chandrasekhar type (see [3,11,12,20]).
We provide also an example illustrating the applicability of our approach developed in this paper.
The results obtained in this paper generalize a lot of ones obtained earlier both for the functional integral equations of
Volterra–Stieltjes type and for functional integral equations of fractional order.
2. Auxiliary facts and results
In this section we give the notation, deﬁnitions and some facts which will be needed in our further considerations.
At the beginning assume that x is a real function deﬁned on the interval [a,b]. Then the symbol ∨ba x will denote the
variation of the function x on the interval [a,b]. We say that x is of bounded variation on [a,b] whenever ∨ba x is ﬁnite. If
we have a function u(t, s) = u : [a,b] × [c,d] → R, then we denote by ∨qt=p u(t, s) the variation of the function t → u(t, s)
on the interval [p,q] ⊂ [a,b]. In the same way we deﬁne the quantity ∨qs=p u(t, s).
For the properties of functions of bounded variation we refer to [16,24].
If x and ϕ are two real functions deﬁned on the interval [a,b] then under some additional conditions [24] we can deﬁne
the Stieltjes integral (in the Riemann–Stieltjes sense),
b∫
a
x(t)dϕ(t),
of the function x with respect to the function ϕ . In this case we say that x is Stieltjes integrable on the interval [a,b] with
respect to ϕ .
Let us mention that several conditions are known guaranteeing Stieltjes integrability [16,24,29]. One of the most fre-
quently used requires that x is continuous and ϕ is of bounded variation on [a,b].
In what follows we will utilize a few properties of the Stieltjes integral contained in below given lemmas (cf. [23,24,29]).
Lemma 1. If x is Stieltjes integrable on the interval [a,b] with respect to a function ϕ of bounded variation, then∣∣∣∣∣
b∫
a
x(t)dϕ(t)
∣∣∣∣∣
b∫
a
∣∣x(t)∣∣d
(
t∨
a
ϕ
)
.
Lemma 2. Let x1 , x2 be Stieltjes integrable functions on the interval [a,b] with respect to a nondecreasing function ϕ such that
x1(t) x2(t) for t ∈ [a,b]. Then
b∫
a
x1(t)dϕ(t)
b∫
a
x2(t)dϕ(t).
In the sequel we will also consider Stieltjes integrals of the form
b∫
a
x(s)ds g(t, s),
where g : [a,b]×[a,b] →R and the symbol ds indicates the integration with respect to s. The details concerning the integral
of this type will be described later.
Now, let us assume that x is a real function deﬁned on [a,b]. Denote by ω(x, ε) the modulus of continuity of the function x,
i.e.
ω(x, ε) = sup{∣∣x(t) − x(s)∣∣: t, s ∈ [a,b], |t − s| ε}.
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variable separately. For example,
ω
(
p(t, ·), ε)= sup{∣∣p(t,u) − p(t, v)∣∣: u, v ∈ [c,d], |u − v| ε},
where t is a ﬁxed number in the interval [a,b].
Now we recall some facts concerning measures of noncompactness which will be used further on.
To this end assume that E is an inﬁnite dimensional Banach space with the norm ‖ · ‖ and zero element θ . Denote by
B(x, r) the closed ball centered at x and radius r. The symbol Br will stand for the ball B(θ, r).
Further, for a given nonempty bounded subset X of E , we denote by χ(X) the so-called Hausdorff measure of noncom-
pactness of the set X [7]. This quantity is deﬁned by the formula
χ(X) = inf{ε: X has a ﬁnite ε-net in E}.
Notice that the function χ has several useful properties and is often applied in nonlinear analysis, operator theory and in
the theories of differential and integral equations [4,7].
It is worthwhile mentioning that the concept of a measure of noncompactness may be deﬁned in more general set-
ting [1,7] but for our purposes the above mentioned Hausdorff measure of noncompactness will be completely suﬃcient.
Indeed, it is caused by the fact that in this paper we will work in the Banach space C(I) consisting of real functions deﬁned
and continuous on the interval I = [a,b], with the standard maximum norm. If X is nonempty and bounded subset of C(I)
then its Hausdorff measure of noncompactness can be expressed by the following formula
χ(X) = 1
2
ω0(X),
where
ω0(X) = lim
ε→0ω(X, ε),
while the modulus of continuity ω(X, ε) of the set X is given by the formula
ω(X, ε) = sup{ω(x, ε): x ∈ X}.
Now we formulate a ﬁxed point theorem of Darbo type which will be utilized in our study [7].
Theorem 1. Let D be a nonempty, bounded, closed and convex subset of the space E and let Q : D → D be a continuous mapping such
that there exists a constant k ∈ [0,1) for which χ(Q X)  kχ(X) provided X is an arbitrary nonempty subset of D. Then Q has at
least one ﬁxed point in the set D.
Next we recall a few facts concerning the so-called superposition operator [2]. To this end assume that I = [a,b] and
f : I ×R→R is a given function. Then, to every function x acting from I into R we may assign the function F x deﬁned by
the formula
(F x)(t) = f (t, x(t)), t ∈ I.
The operator F deﬁned in such a way is called the superposition operator generated by the function f = f (t, x). The properties
of the superposition operator may be found in [2]. For our purposes we will only need the following result concerning the
behavior of the superposition operator F in the space C(I).
Lemma 3. The superposition operator F generated by the function f : I×R→R transforms the space C(I) into itself and is continuous
if and only if the function f is continuous on the set I ×R.
Finally, we collect some basic facts concerning the fractional calculus (cf. [21,22,25,26]). To do this denote by L1(a,b)
the space of all real functions deﬁned and Lebesgue integrable on the interval (a,b). The space L1(a,b) is equipped with
the standard norm. Further, ﬁx a number α > 0 and take an arbitrary function x ∈ L1(a,b). The Riemann–Liouville fractional
integral of order α of the function x = x(t) is deﬁned by the formula
Iαx(t) = 1
Γ (α)
t∫
a
x(s)
(t − s)1−α ds, t ∈ (a,b),
where Γ (α) denotes the gamma function.
It may be shown that the fractional integral operator Iα transforms the space L1(a,b) into itself and has some additional
properties [21,22,25,26,30].
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In this section we will investigate the existence of solutions of the following functional integral equation of Volterra–
Stieltjes type
x(t) = h(t) + f (t, x(t))
t∫
0
u
(
t, s, x(s)
)
ds g(t, s), (3.1)
where t ∈ I = [0,1].
Obviously, in our further considerations the interval [0,1] can be replaced by any interval [a,b].
For further purposes let us denote by  the triangle
 = {(t, s): 0 s t  1}.
Now, we formulate the assumptions under which we will consider Eq. (3.1). Namely, we assume that the following condi-
tions are satisﬁed:
(i) h ∈ C(I).
(ii) The function f (t, x) = f : I × R→ R is continuous and satisﬁes the Lipschitz condition with respect to the second
variable, i.e. there exists a constant k > 0 such that∣∣ f (t, x) − f (t, y)∣∣ k|x− y|
for all t ∈ I and x, y ∈R.
(iii) The function g(t, s) = g : →R is continuous on the triangle .
(iv) The function s → g(t, s) is of bounded variation on the interval [0, t] for each ﬁxed t ∈ I .
(v) For any ε > 0 there exists δ > 0 such that for all t1, t2 ∈ I such that t1 < t2 and t2 − t1  δ, the following inequality
holds
t1∨
s=0
[
g(t2, s) − g(t1, s)
]
 ε.
(vi) g(t,0) = 0 for any t ∈ I .
(vii) u : × R → R is a continuous function such that |u(t, s, x)|  Φ(|x|) for all (t, s) ∈  and for each x ∈ R, where
Φ :R+ →R+ is a nondecreasing function.
In what follows we provide a few properties of the function g = g(t, s) which will be utilized further on. Obviously we
will assume that g satisﬁes assumptions (iii)–(vi).
Lemma 4. The function
p →
p∨
s=0
g(t, s)
is continuous on the interval [0, t] for any ﬁxed t ∈ I .
Indeed, this lemma is an easy consequence of assumptions (iii)–(v) and the properties of the variation of functions
(cf. [24,29]).
Corollary 1. Let assumptions (iii)–(v) be satisﬁed. Then, for an arbitrarily ﬁxed number t2 ∈ I (t2 > 0) and for any ε > 0 there exists
δ > 0 such that if t1 ∈ I , t1 < t2 and t2 − t1  δ then
t2∨
s=t1
g(t2, s) ε.
Proof. Fix t2 ∈ I , t2 > 0 and ε > 0. Consider the function Ψ deﬁned on the interval [0, t2] by the formula
Ψ (p) =
p∨
s=0
g(t2, s).
Then, according to Lemma 4 the function Ψ is continuous at the point t2. Hence we deduce that there exists δ > 0 such
that if t1 ∈ I , t1 < t2 and t2 − t1  δ then we have |Ψ (t2) − Ψ (t1)| ε. On the other hand we have
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∣∣∣∣∣
t2∨
s=0
g(t2, s) −
t1∨
s=0
g(t2, s)
∣∣∣∣∣
=
∣∣∣∣∣
t1∨
s=0
g(t2, s) +
t2∨
s=t1
g(t2, s) −
t1∨
s=0
g(t2, s)
∣∣∣∣∣
=
t2∨
s=t1
g(t2, s) ε.
This completes the proof. 
The next result concerning the properties of the function g(t, s) is contained in the following lemma.
Lemma 5. Under assumptions (iii)–(v) the function
t →
t∨
s=0
g(t, s)
is continuous on the interval I .
Proof. Let us ﬁx arbitrarily t1, t2 ∈ I , t1 < t2. Then, keeping in mind the properties of the variation, we get∣∣∣∣∣
t2∨
s=0
g(t2, s) −
t1∨
s=0
g(t1, s)
∣∣∣∣∣=
∣∣∣∣∣
t1∨
s=0
g(t2, s) +
t2∨
s=t1
g(t2, s) −
t1∨
s=0
g(t1, s)
∣∣∣∣∣

∣∣∣∣∣
t1∨
s=0
g(t2, s) −
t1∨
s=0
g(t1, s)
∣∣∣∣∣+
t2∨
s=t1
g(t2, s). (3.2)
On the other hand, in view of the fact that the variation is subadditive [24], we have
t1∨
s=0
g(t2, s) =
t1∨
s=0
{[
g(t2, s) − g(t1, s)
]+ g(t1, s)}

t1∨
s=0
[
g(t2, s) − g(t1, s)
]+ t1∨
s=0
g(t1, s).
This implies
t1∨
s=0
g(t2, s) −
t1∨
s=0
g(t1, s)
t1∨
s=0
[
g(t2, s) − g(t1, s)
]
. (3.3)
In the same way we obtain
t1∨
s=0
g(t1, s) =
t1∨
s=0
{[
g(t1, s) − g(t2, s)
]+ g(t2, s)}

t1∨
s=0
[
g(t1, s) − g(t2, s)
]+ t1∨
s=0
g(t2, s)
=
t1∨
s=0
[
g(t2, s) − g(t1, s)
]+ t1∨
s=0
g(t2, s).
This yields
t1∨
g(t1, s) −
t1∨
g(t2, s)
t1∨[
g(t2, s) − g(t1, s)
]
. (3.4)s=0 s=0 s=0
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t1∨
s=0
g(t2, s) −
t1∨
s=0
g(t1, s)
∣∣∣∣∣
t1∨
s=0
[
g(t2, s) − g(t1, s)
]
. (3.5)
Now, taking into account (3.2) and (3.5) we derive the following estimate∣∣∣∣∣
t2∨
s=0
g(t2, s) −
t1∨
s=0
g(t1, s)
∣∣∣∣∣
t1∨
s=0
[
g(t2, s) − g(t1, s)
]+ t2∨
s=t1
g(t2, s). (3.6)
Further, let us assume that t2 is ﬁxed. Take an arbitrary number ε > 0 and choose δ > 0 to the number ε/2 according to
assumption (v) and Corollary 1. This means that there exists δ > 0 such that if t2 − t1  δ then
t1∨
s=0
[
g(t2, s) − g(t1, s)
]
 ε
2
and
t2∨
s=t1
g(t2, s)
ε
2
.
Joining the above estimates with (3.6) we complete the proof. 
Corollary 2. There exists a ﬁnite positive constant K such that
K = sup
{
t∨
s=0
g(t, s): t ∈ I
}
.
Indeed, the above statement is an immediate consequence of the continuity of the function
t →
t∨
s=0
g(t, s)
proved in Lemma 5.
In what follows let us denote by F1 the constant deﬁned by the formula
F1 = max
{∣∣ f (t,0)∣∣: t ∈ I}.
Then, we are prepared to formulate the last assumption needed in our considerations:
(viii) There exists a positive solution r0 of the inequality
‖h‖ + K (kr + F1)Φ(r) r
such that kKΦ(r0) < 1.
The main result of this section is formulated in the following theorem.
Theorem 2. Under assumptions (i)–(viii) there exists at least one solution x = x(t) of Eq. (3.1) belonging to the space C(I).
Proof. At the beginning, let us denote
M(ε) = sup
{ t1∨
s=0
[
g(t2, s) − g(t1, s)
]
: t1, t2 ∈ I, t1 < t2, t2 − t1  ε
}
.
Observe that M(ε) → 0 as ε → 0 which is a consequence of assumption (v).
Next, for a ﬁxed x ∈ C(I) and t ∈ I , let us denote:
(F x)(t) = f (t, x(t)),
(Ux)(t) =
t∫
0
u
(
t, s, x(s)
)
ds g(t, s),
(Q x)(t) = h(t) + (F x)(t)(Ux)(t).
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a ﬁxed x ∈ C(I) we obtain
∣∣(Ux)(t2) − (Ux)(t1)∣∣
∣∣∣∣∣
t2∫
0
u
(
t2, s, x(s)
)
ds g(t2, s) −
t1∫
0
u
(
t2, s, x(s)
)
ds g(t2, s)
∣∣∣∣∣
+
∣∣∣∣∣
t1∫
0
u
(
t2, s, x(s)
)
ds g(t2, s) −
t1∫
0
u
(
t1, s, x(s)
)
ds g(t2, s)
∣∣∣∣∣
+
∣∣∣∣∣
t1∫
0
u
(
t1, s, x(s)
)
ds g(t2, s) −
t1∫
0
u
(
t1, s, x(s)
)
ds g(t1, s)
∣∣∣∣∣

t2∫
t1
∣∣u(t2, s, x(s))∣∣ds
(
s∨
p=0
g(t2, p)
)
+
t1∫
0
∣∣u(t2, s, x(s))− u(t1, s, x(s))∣∣ds
(
s∨
p=0
g(t2, p)
)
+
t1∫
0
∣∣u(t1, s, x(s))∣∣ds
(
s∨
p=0
[
g(t2, p) − g(t1, p)
])
Φ
(‖x‖)
t2∫
t1
ds
(
s∨
p=0
g(t2, s)
)
+
t1∫
0
∣∣u(t2, s, x(s))− u(t1, s, x(s))∣∣ds
(
s∨
p=0
g(t2, p)
)
+ Φ(‖x‖)
t1∫
0
ds
(
s∨
p=0
[
g(t2, p) − g(t1, p)
])
Φ
(‖x‖)
[ t2∨
s=0
g(t2, s) −
t1∨
s=0
g(t2, s)
]
+ω(ε)
t1∨
s=0
g(t2, s) + Φ
(‖x‖) t1∨
s=0
[
g(t2, s) − g(t1, s)
]
Φ
(‖x‖) t2∨
s=t1
g(t2, s) +ω(ε)
t2∨
s=0
g(t2, s) + Φ
(‖x‖)M(ε)
Φ
(‖x‖) t2∨
s=t1
g(t2, s) + Kω(ε) + Φ
(‖x‖)M(ε), (3.7)
where we denoted
ω(ε) = sup{∣∣u(t2, s, y) − u(t1, s, y)∣∣: (t1, s), (t2, s) ∈ , |t2 − t1| ε, y ∈ [−‖x‖,‖x‖]}.
Observe that in view of the uniform continuity of the function u on the set  × [−‖x‖,‖x‖] we have that ω(ε) → 0 as
ε → 0. Linking this fact with Corollary 1 and the property of the function M(ε) indicated previously, we deduce from (3.7)
that the function Ux is continuous on the interval I .
On the other hand the function F x is continuous on I which is an easy consequence of Lemma 3.
Thus, keeping in mind the above established facts we conclude that the function Q x is continuous on the interval I .
Other words, the operator Q transforms the space C(I) into itself.
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view of the properties of the superposition operator F (cf. Lemma 3) it is suﬃcient to show that U is continuous on C(I).
To do this ﬁx ε > 0 and x ∈ C(I). Next, take an arbitrary function y ∈ C(I) with ‖x− y‖ ε. Then, in virtue of Lemma 1,
for an arbitrarily ﬁxed t ∈ I we obtain
∣∣(Ux)(t) − (U y)(t)∣∣
t∫
0
∣∣u(t, s, x(s))− u(t, s, y(s))∣∣ds
(
s∨
p=0
g(t, p)
)
.
Hence, if we denote
P = ‖x‖ + ε,
ωP (u, ε) = sup
{∣∣u(t, s,q) − u(t, s, v)∣∣: (t, s) ∈ , q, v ∈ [−P , P ], |q − v| ε}
then, from the above obtained estimate we derive the following inequalities
∣∣(Ux)(t) − (U y)(t)∣∣
t∫
0
ωP (u, ε)ds
(
s∨
z=0
g(t, z)
)
ωP (u, ε)
t∨
s=0
g(t, s) KωP (u, ε).
Thus, in view of the uniform continuity of the function u on the set  × [−P , P ] we deduce that U is continuous on the
space C(I).
Further, let us ﬁx arbitrarily x ∈ C(I). Then, taking into account the imposed assumptions and applying Lemmas 1 and 2,
for a ﬁxed t ∈ I we obtain
∣∣(Q x)(t)∣∣ ∣∣h(t)∣∣+ ∣∣ f (t, x(t))∣∣
t∫
0
∣∣u(t, s, x(s))∣∣ds
(
s∨
p=0
g(t, p)
)
 ‖h‖ + [∣∣ f (t, x(t))− f (t,0)∣∣+ ∣∣ f (t,0)∣∣]
t∫
0
Φ
(‖x‖)ds
(
s∨
p=0
g(t, p)
)
 ‖h‖ + (k‖x‖ + F1)Φ(‖x‖) t∨
s=0
g(t, s).
Hence, in view of Corollary 2 we derive the following estimate
‖Q x‖ ‖h‖ + (k‖x‖ + F1)KΦ(‖x‖).
Now, keeping in mind assumption (viii) we deduce that there exists a number r0 > 0 such that Q transforms the ball Br0
into itself and kKΦ(r0) < 1.
In what follows let us take a nonempty subset X of the ball Br0 and x ∈ X . Next, ﬁx ε > 0 and take t1, t2 ∈ I such that
t1 < t2 and t2 − t1  ε. Then, utilizing the precedingly obtained estimate (3.7), we get∣∣(Q x)(t2) − (Q x)(t1)∣∣ ∣∣h(t2) − h(t1)∣∣+ ∣∣(F x)(t2)(Ux)(t2) − (F x)(t2)(Ux)(t1)∣∣
+ ∣∣(F x)(t2)(Ux)(t1) − (F x)(t1)(Ux)(t1)∣∣
ω(h, ε) + ∣∣(F x)(t2)∣∣∣∣(Ux)(t2) − (Ux)(t1)∣∣+ ∣∣(Ux)(t1)∣∣∣∣(F x)(t2) − (F x)(t1)∣∣
ω(h, ε) + [∣∣ f (t2, x(t2))− f (t2,0)∣∣
+ ∣∣ f (t2,0)∣∣]
{
Φ
(‖x‖) t2∨
s=t1
g(t2, s) + Kω(ε) + Φ
(‖x‖)M(ε)
}
+
∣∣∣∣∣
t1∫
u
(
t1, s, x(s)
)
ds g(t1, s)
∣∣∣∣∣{∣∣ f (t2, x(t2))− f (t2, x(t1))∣∣+ ∣∣ f (t2, x(t1))− f (t1, x(t1))∣∣}
0
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{
Φ
(‖x‖) t2∨
s=t1
g(t2, s) + Kω(ε) + Φ
(‖x‖)M(ε)
}
+
t1∫
0
∣∣u(t1, s, x(s))∣∣ds
(
s∨
p=0
g(t1, s)
){
k
∣∣x(t2) − x(t1)∣∣+ω1r0( f , ε)},
where we denoted
ω1r0( f , ε) = sup
{∣∣ f (t2, x) − f (t1, x)∣∣: t1, t2 ∈ I, |t2 − t1| ε, x ∈ [−r0, r0]}.
Further, using the above estimate, we obtain
∣∣(Q x)(t2) − (Q x)(t1)∣∣ω(h, ε) + (kr0 + F1)
{
Φ(r0)
t2∨
s=t1
g(t2, s) + Kω(s) + Φ(r0)M(ε)
}
+ Φ(r0)
t1∫
0
ds
(
s∨
p=0
g(t1, s)
){
kω(x, ε) +ω1r0( f , ε)
}
ω(h, ε) + (kr0 + F1)
{
Φ(r0)
t2∨
s=t1
g(t2, s) + Kω(ε) + Φ(r0)M(ε)
}
+ KΦ(r0)
{
kω(x, ε) +ω1r0( f , ε)
}
.
Hence, we have
ω(Q x, ε)ω(h, ε) + (kr0 + F1)
{
Φ(r0)
t2∨
s=t1
g(t2, s) + kω(ε) + Φ(r0)M(ε)
}
+ KΦ(r0)
{
kω(x, ε) +ω1r0( f , ε)
}
.
Consequently, we derive the following inequality
ω(Q X, ε)ω(h, ε) + (kr0 + F1)
{
Φ(r0)
t2∨
s=t1
g(t2, s) + kω(ε) + Φ(r0)M(ε)
}
+ KΦ(r0)
{
kω(X, ε) +ω1r0( f , ε)
}
.
Now, keeping in mind that ω(ε) → 0 and M(ε) → 0 as ε → 0 and taking into account Corollary 1 and the fact that the
function f is uniformly continuous on the set I × [−r0, r0], we deduce the following estimate
ω0(Q X) kKΦ(r0)ω0(X).
From the above estimate, assumption (viii) and Theorem 1 we conclude that there exists at least one point x ∈ Br0 such that
the function x = x(t) is a solution of Eq. (3.1). This completes the proof. 
4. Applications to functional integral equations of fractional order
At the beginning of this section our discussion will be focused around assumption (v) formulated in the preceding
section. That assumption plays an essential role in our considerations.
First of all we formulate a condition being handy in applications and guaranteeing that the function g appearing in
Eq. (3.1) satisﬁes the mentioned assumption (v).
To this end assume, as previously, that g(t, s) = g : → R, where  = {(t, s): 0 s  t  1}. Moreover, we will assume
that the function g satisﬁes assumption (vi) and the following one:
(v′) For arbitrary t1, t2 ∈ I such that t1 < t2, the function s → g(t2, s) − g(t1, s) is nonincreasing on the interval [0, t1].
Now we can formulate our ﬁrst result.
Lemma 6. Under assumptions (v′) and (vi), for any ﬁxed s ∈ I the function t → g(t, s) is nonincreasing on the interval [s,1].
Proof. Fix arbitrarily s ∈ I , s < 1 and take arbitrary t1, t2 ∈ [s,1] such that t1 < t2. Then, in view of assumption (v′) we get
g(t2, s) − g(t1, s) g(t2,0) − g(t1,0).
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g(t2, s) − g(t1, s) 0,
i.e. g(t2, s) g(t1, s). This shows our assertion. 
The result announced previously is presented in the below given theorem.
Theorem 3. Assume that the function g = g(t, s) satisﬁes hypotheses (iii), (v′) and (vi). Then g satisﬁes assumption (v).
Proof. Fix arbitrarily a number ε > 0. Observe that assumption (iii) implies that g is uniformly continuous on the triangle .
Thus, there exists δ > 0 such that if t1, t2 ∈ I , t1 < t2 and t2 − t1  δ, then∣∣g(t2, t1) − g(t1, t1)∣∣ ε.
In view of Lemma 6 the above inequality can be written equivalently in the form
0 g(t1, t1) − g(t2, t1) ε. (4.1)
In what follows suppose that t1, t2 are ﬁxed. Take a partition 0 = s0 < s1 < · · · < sn = t1 of the interval [0, t1]. Then,
keeping in mind our assumptions and Lemma 6 we obtain
n∑
i=1
∣∣[g(t2, si) − g(t1, si)]− [g(t2, si−1) − g(t1, si−1)]∣∣= n∑
i=1
{[
g(t2, si−1) − g(t1, si−1)
]− [g(t2, si) − g(t1, si)]}
= g(t1, t1) − g(t2, t1).
Hence we deduce that
t1∨
s=0
[
g(t2, s) − g(t1, s)
]= g(t1, t1) − g(t2, t1).
Linking the above equality with (4.1) we complete the proof. 
Now, we proceed to the investigations concerning the so-called functional integral equations of fractional order. Namely,
we will consider the functional integral equation having the form
x(t) = h(t) + f1(t, x(t))
Γ (α)
t∫
0
u(t, s, x(s))
(t − s)1−α ds, (4.2)
where t ∈ [0,1] and α is a ﬁxed number, α ∈ (0,1). Moreover, Γ (α) denotes the gamma function.
Observe that Eq. (4.2) represents the singular integral equation of Volterra type. Equations of such a kind were considered
recently in several papers and monographs (see [10,13–15,18,19,21,22,25–28,30] and references therein). As we mentioned
in Introduction, those functional integral equations can be applied to several real world problems.
Now, we show that the functional integral equation of fractional order (4.2) can be considered as a particular case of the
Volterra–Stieltjes functional integral equation (3.1) considered previously.
Indeed, consider the function g(t, s) = g : →R deﬁned by the formula
g(t, s) = 1
α
[
tα − (t − s)α]. (4.3)
It is easily seen that this function satisﬁes assumptions (iii), (iv), (v′) and (vi) formulated earlier.
To prove this observe that the fact that the function g satisﬁes assumptions (iii) and (vi) is obvious. Next, let us notice
that
∂ g
∂s
= 1
(t − s)1−α > 0
for 0  s < t . This implies that the function s → g(t, s) is increasing on the interval [0, t] for any ﬁxed t ∈ I . Thus the
function g satisﬁes assumption (iv).
In order to show that g satisﬁes assumption (v′) let us ﬁx arbitrarily t1, t2 ∈ [0,1] such that t1 < t2. Consider the function
G(s) = g(t2, s) − g(t1, s) = 1
α
[
tα2 − tα1 − (t2 − s)α + (t1 − s)α
]
,
deﬁned on the interval [0, t1]. Then we have
G ′(s) = (t2 − s)α−1 − (t1 − s)α−1 = 1
(t2 − s)1−α −
1
(t1 − s)1−α .
Hence we see that G ′(s) < 0 for s ∈ [0, t1) which implies that the function g(t, s) satisﬁes assumption (v′).
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tions (iii)–(vi) formulated in Theorem 2.
Further, let us observe that
ds g(t, s) = 1
(t − s)1−α .
This observation allows us to express Eq. (4.2) in the following form
x(t) = h(t) + f1(t, x(t))
Γ (α)
t∫
0
u
(
t, s, x(s)
)
ds g(t, s).
Hence, putting f (t, x) = f1(t, x)/Γ (α) we see that Eq. (4.2) is a particular case of Eq. (3.1).
In order to formulate an existence theorem concerning Eq. (4.2) we estimate ﬁrst the constant K used in assumption (viii)
of Theorem 2 and deﬁned in Corollary 2.
To this end let us take into account the fact that the function s → g(t, s) is nondecreasing on the interval [0, t] for any
ﬁxed t ∈ I . Then we get
t∨
s=0
g(t, s) = g(t, t) − g(t,0) = g(t, t) = 1
α
tα.
This implies
K = sup
{
t∨
s=0
g(t, s): t ∈ I
}
= 1
α
.
Keeping in mind the above established facts we can formulate the following existence result concerning Eq. (4.2).
Theorem 4. Assume that the function h involved in Eq. (4.2) satisﬁes assumption (i), the function f1 = f1(t, x) satisﬁes assumption (ii)
and the function u = u(t, s, x) satisﬁes assumption (vii) of Theorem 2. Apart from this we assume the following hypothesis:
(viii′) There exists a positive solution r0 of the inequality
‖h‖ + 1
Γ (α + 1) (kr + F1)Φ(r) r
such that kΦ(r0) < α, where the constant F1 is deﬁned by the formula
F1 = max
{∣∣ f1(t,0)∣∣: t ∈ I}.
Then there exists at least one solution x = x(t) of Eq. (4.2) belonging to the space C(I).
The proof is an easy consequence of the fact that Eq. (4.2) is a particular case of Eq. (3.1) with the function g(t, s) deﬁned
by the formula (4.3). Indeed, it is suﬃcient to apply Theorem 2 and the above established properties of the function g(t, s)
showing that it satisﬁes assumptions (iii)–(vi).
5. An example and ﬁnal remarks
Now we are going to provide an example illustrating the applicability of the theory developed in the previous sections
to functional integral equations of fractional order of the type (4.2).
Example. Consider the following functional integral equation of fractional order
x(t) = te−t + sin(t
2 + x(t))
Γ (2/3)
t∫
0
√|x(s)|
(4+ t2 + s2)(t − s)1/3 ds, (5.1)
for t ∈ I = [0,1].
Observe that the above equation is a special case of Eq. (4.2). Indeed, if we put α = 2/3 and
h(t) = te−t,
f1(t, x) = sin
(
t2 + x),
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√|x|
4+ t2 + s2 ,
then we can easily verify that the assumptions of Theorem 4 are satisﬁed.
In fact, the function h is continuous on I and ‖h‖ = 1/e. Thus assumption (i) is satisﬁed. Further notice, that f is
continuous on I × R and satisﬁes the Lipschitz condition with the constant k = 1. Moreover, F1 = sin1. Next, let us note
that the function u = u(t, s, x) is continuous on the set  ×R and the following inequality is satisﬁed
∣∣u(t, s, x)∣∣ √|x|
4+ t2 + s2 
1
4
√|x|.
This yields that the estimate from assumption (vii) is satisﬁed with Φ(r) = 14
√
r.
Finally, let us pay attention to the fact that the ﬁrst inequality from assumption (viii′) of Theorem 4 has the form
1
e
+ 1
Γ (5/3)
(r + sin1)1
4
√
r  r. (5.2)
Keeping in mind that Γ (5/3) > 0.8856 [17] and sin1 = 0.8415 . . . , it is easily seen that the number r0 = 1 satisﬁes inequal-
ity (5.2). Moreover, the inequality kΦ(r0) < α from (viii′) is also satisﬁed since kΦ(r0) = 14 < 23 = α.
Thus, based on Theorem 4 we deduce that the functional integral equation of fractional order (5.1) has at least one
solution belonging to the ball B1 of the space C(I).
It is worthwhile mentioning that our existence result contained in Theorem 2 and adopted with help of Theorem 4 to
the functional integral equation of fractional order of the type (4.2), can be applied to other class of functional integral
equations.
To this show let us replace assumption (v′) by the following one:
(v′′) For arbitrarily ﬁxed t1, t2 ∈ I such that t1 < t2 the function s → g(t2, s)− g(t1, s) is nondecreasing on the interval [0, t1].
In such a case Lemma 6 can be reformulated in the following form.
Lemma 7. Under assumptions (v′′) and (vi), for each ﬁxed s ∈ I the function t → g(t, s) is nondecreasing on the interval [s,1].
Now, observe that the counterpart of Theorem 3 can be presented as follows.
Theorem 5. Suppose the function g = g(t, s) satisﬁes assumptions (iii), (v′′) and (vi). Then g satisﬁes assumption (v).
The proof can be done in the same way as the proof of Theorem 3 and is therefore omitted.
Further, let us consider the functional integral equation having the form
x(t) = h(t) + f (t, x(t))
t∫
0
t
t + s u
(
t, s, x(s)
)
ds, (5.3)
for t ∈ I .
Let us observe that the above equation is a Volterra counterpart of the famous quadratic integral equation of Chan-
drasekhar type (cf. [3,8,12]).
On the other hand it is easy to see that this equation can be treated as a special case of the functional integral equation
of Volterra–Stieltjes type (3.1), where the function g = g(t, s) is deﬁned on the triangle  in the following way
g(t, s) =
{
t ln t+st for 0< s t  1,
0 for t = 0.
Indeed, the function g is continuous on  \ {(0,0)}. On the other hand, keeping in mind the fact that s  t for (t, s) ∈ ,
we have
t ln
t + s
t
= t ln
(
1+ s
t
)
 t ln2.
This yields that
lim
(t,s)→(0,0) g(t, s) = 0
which shows that the function g is continuous on the whole triangle . Thus assumption (iii) is satisﬁed. Obviously the
function g(t, s) satisﬁes also assumptions (iv), (v′′) and (vi) formulated previously.
Thus we can present an existence theorem for Eq. (5.3) having the similar form to Theorem 4. We omit details.
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