Perspectives in Statistical Mechanics by Aizenman, Michael
ar
X
iv
:m
at
h-
ph
/0
60
70
25
v1
  1
2 
Ju
l 2
00
6
PERSPECTIVES IN STATISTICAL MECHANICS
MICHAEL AIZENMAN
Dedicated to Barry Simon on the occasion of his sixtieth birthday
ABSTRACT. Without attempting to summarize the vast field of statistical mechanics, we
briefly mention some of the progress that was made in areas which have enjoyed Barry
Simon’s interests. In particular, we focus on rigorous non-perturbative results which pro-
vide insight on the spread of correlations in Gibbs equilibrium states and yield information
on phase transitions and critical phenomena. Briefly mentioned also are certain spinoffs,
where ideas which have been fruitful within the context of statistical mechanics proved to
be of use in other areas, and some recent results which relate to previously open questions
and conjectures.
CONTENTS
1. An Appreciation 1
2. Statistical Mechanics in Relation to Field Theory 2
3. Aspects of Equilibrium Statistical Mechanics 3
4. Some Cherries from the Pie: Essential Results DerivedThrough Non-Perturbative Methods 6
5. Related Recent Developments 15
Epilogue 16
References 16
1. AN APPRECIATION
In this chapter of the Festschrift celebrating Barry Simon’s contributions to the fields
which have enjoyed his attention, we focus on statistical mechanics. I shall list here some
of the subject’s core topics, and mention a selection of results related to issues which have
attracted Barry’s interests. These represent only a small part of the results which were
derived in this vibrant field during the period addressed here.
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2 MICHAEL AIZENMAN
The results presented below came from a community of people who throughout their
work have stimulated and informed each other, activities in which Barry Simon has ex-
celled. He has done that with flair and in his unique style: with remarkable energy, math-
ematical skill, eye for the essence of the argument, and intellectual generosity towards
students, colleagues, and predecessors. Thinking of a way to convey Barry Simon’s im-
pact, I am reminded of a question which one is occasionally asked to comment upon: In
what way would the world have been different without the contribution of this individual?
I usually find this to be a rather humbling and somewhat troubling question. However, if
this is in regard to Barry Simon, my answer is:
Most likely
the world would have been poorer,
my ignorance much greater,
and our accomplishments fewer.
And I believe that this could also be said by all of Barry’s generation in our field, some
of his elders, and the many students and postdocs he has generously informed and inspired.
Thank you - Barry!
2. STATISTICAL MECHANICS IN RELATION TO FIELD THEORY
Statistical mechanics is a subject originating in some profound observations tying the
orderly behavior which is the subject of thermodynamics with an underlying chaos at the
lower scales. A similar claim can be made about the origins of the order seen in most
of physics, as we now see in hindsight, of quantum mechanics and quantum field theory.
Looking more closely at statistical mechanics, one finds a rich collection of interesting phe-
nomena, challenging questions, and lessons for other disciplines. While Barry Simon has
embraced the subject close enough to eventually write a book about it [110], his perspective
has, at least initially, been driven by the relation of statistical mechanics with constructive
field theory. The challenges of the latter ([54]) have carried a sense of urgency, a glimpse
of which can be found in the introduction to Simon’s “The P (φ)2 Euclidean (Quantum)
Field Theory” ( [102]). The two subjects are related in a number of ways:
i. Similarity
The Gell-Mann low formula,
τ(x1, ..., xn) =
〈0|T
[
e(i
∫
H(x)d4x)φ(x1)...φ(xn)
]
|0〉
〈0|T
[
e(i
∫
H(x)d4x)
]
|0〉
, (2.1)
displays a formal similarity with the Gibbs state expression for the correlation function of
local (spin) variables in a thermal equilibrium state:
〈σ1 · ... · σn〉 =
∑
σi=±1
σ1...σne
−βH(σ)∑
σi=±1
e−βH(σ)
. (2.2)
As discussed in [102], the formal similarity is made even more compelling by the observa-
tion that, in Bosonic field theory, under analytic continuation into imaginary time vacuum,
expectation values of products of field operators are transformed into amplitudes associated
with functional integrals over non-negative measures. The integrals are rendered conver-
gent through suitable ultraviolet and infrared cutoffs, and the corresponding Schwinger
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functions then fall within the realm of classical statistical mechanics. In that situation, the
general perspective of this field and some of its specific tools become applicable. Some
of the dramatic consequences which this reduction has had on the program of constructive
field theory can be seen in [60, 62, 102], and are described in the contribution of Rosen in
this volume.
ii. Criticality underlying the FT path integrals
One of the lessons of statistical mechanics is that in an extensive system of variables,
with short range interactions, at generic choices of parameters the correlations decay ex-
ponentially. The correlation length is typically not much greater than the range of the
interaction, and it is only in the vicinity of critical points that correlations exhibit struc-
tures of much greater scales. For a field theory based on local interactions, the interaction
range vanishes on the scale of the continuum limit. Hence, in a constructive approximation,
for which convergence is accomplished through ultraviolet cutoffs, the underlying system
of the local variables needs to be very near a critical point. Some familiarity with critical
phenomena is, therefore, essential for the understanding of a continuum field theory.
iii. Statisitcal mechanics as a constructive tool for field theory
Scaling limits of the fluctuating component of the local order parameter in statistical
mechanics are described by Euclidean fields. To some extent, this relation has fueled the
interest in statistical mechanics within the community of constructive field theorists, in
particular through the hope to construct the Euclidean φ4d field theory through limits of
critical Ising-type models. This can indeed be done, but to the chagrin of some, only below
the upper critical dimension, which in the above case is dc = 4. The “no-go” theorems
related to the phenomenon of the upper-critical dimension ([1, 42, 51]) may have somewhat
diminished the interest in the field on the part of those who came to it looking for help with
the tasks of constuctive FT. Nevertheless, statistical mechanics has continued to serve as
a rich source of interesting challenges and insights which enrich other fields. Among the
new challenges one could find the effects of frustration and disorder in the parameters
(Imry–Ma effect and spin glass phenomena). Ideas which were developed in the context of
statistical mechanics have affected developments in various other areas. Such “spinoffs”
have included topics of discrete mathematics with relation to computer science, as well
as techniques for addressing the spectral and dynamical properties of random Schro¨dinger
operators.
3. ASPECTS OF EQUILIBRIUM STATISTICAL MECHANICS
Without trying to provide a proper summary of the essential results in this subject, and
as a prelude to a selected few presented next, let me mention a non-exhaustive list of themes
which have drawn the attention of mathematical physicists working in this area.
I. Derivation of Thermodynamics
• Convergence of the free energy density
• Entropy and its properties
• Free energy for the long range Coulomb interaction
• Finite size effects
One of the first accomplishments of Boltzmann’s and Gibbs’ statistical mechanics has
been in presenting an intellectually coherent basis for the laws of thermodynamics and,
in particular expanding our understanding of entropy—the concept at the root of ther-
modynamics. The book by Ruelle on the subject [98] was an invitation extended to
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mathematically-minded researchers and, indeed, in short order a slew of interesting results
have followed.
Among the general and foundational results of the subject is convergence of the free
energy density for extensive systems with short range interactions. Key contributors have
included van Hove [69], Ruelle [96], Fisher [38], and Griffiths [55]. Further studies were
needed to address the question for long range forces, such as the Coulomb interaction
([78]), which of course is of deep interest. The proof of convergence for quantum Coulomb
systems was accomplished in a fundamental paper of Lieb and Lebowitz [82]. The work
benefitted from the input of Simon, who contributed a technical appendix [100]. Further
studies were needed to extend our understanding of entropy to the quantum domain. A
major accomplishment was the proof of subadditivity of entropy by Lieb and Ruskai [83],
in another article featuring an appendix by Simon. It was also noted that the von Neu-
mann notion of entropy does not offer a fully satisfactory quantum counterpart to the
Kolmogorov–Sinai entropy of classical dynamical systems, and neither is it fully satisfac-
tory in the setting of statistical mechanics, where the dynamics correspond to translations.
After some search, other proposals were developed [27].
II. Mapping the Phase Diagrams
• High temperature and low temperature regimes
• Phase transitions for long range interactions
• Conditions for the existence of symmetry breaking
• Establishing the criticality of a phase transition
One of the next tasks for statistical mechanics is to produce the tools for mapping the
phase diagram and description of the distinct phase regimes in the thermodynamic space,
whose parameters include the temperature T = (kβ)−1, the overall strength of the cou-
pling, and control parameters such as the magnetic field. Of particular interest is under-
standing the conditions under which there will be phase transitions associated with discrete
or continuous symmetry breaking ([90, 56, 86, 30, 48, 35, 49, 110, 52]).
The structure of the Gibbs equilibrium states at high temperatures can be approached
through fairly general and robust methods, at least for systems with rapidly decaying
interactions. The tools include cluster expansions, such as the improved Meyer expan-
sion [91, 97, 118], Dobrushin’s uniqueness-of-state technique (bounds for a generally de-
fined “influence kernel”) [28, 104], and the generalized polymer expansion of Kotecky and
Preiss [75]. For low temperatures, the basic tools include the Peierls argument [90] and
the corresponding bounds and expansion, the more general Pirogov–Sinai theory [94], and
occasionally a duality map converting low to high temperature regime.
Naturally, the analysis gets to be somewhat trickier near the boundaries of the distinct
phases, which is where critical phenomena are found. In particular, a non-perturbative
argument is needed for the important issue of establishing that a phase transition is critical,
which means here that the correlation length diverges as the transition point is approached.
More is said on this topic below.
III. Structure of the Gibbs States
• Correlation functions: bounds, inequalities, and relations
• Extremal state decomposition; applications for issues of uniqueness
• Effects of long range interactions, and in particular 1/|x− y|2 interactions in 1D
Some could find it disappointing that in dimensions d > 2 most systems of interest are
not solvable. In lieu of solutions, for some systems useful information can be obtained
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through correlation inequalities through which much can be learned about the phase struc-
ture, properties of the Gibbs states, and the critical behavior.
Among the general results of statistical mechanics is the statement that, in one dimen-
sion, short range interactions do not yield phase transitions, but phase transitions and sym-
metry breaking are possible if the interactions decay slowly enough. The threshold case,
which is of interactions falling as 1/|x − y|2, has attracted attention for a number of rea-
sons. The question of the exact condition for the threshold decay rate has attracted a
number of different ideas, leading to the conclusion that it is Jx,y ≈ J/|x − y|2 with
βJ = 1 [117, 33, 108]. Through an intriguing energy-vs.-entropy argument, Thouless has
suggested that in the borderline case of Ising spins with the 1/|x−y|2 ferromagnetic inter-
action, there should be found an unusual discontinuity of the spontaneous magnetization at
the transition temperature. Anderson, Yuval, and Hamman [15] have pointed out that this
particular model is quite significant for the Kondo problem, in which context the one di-
mensional parameter is time. They also introduced a very insightful renormalization group
analysis which explains the system’s essential features. The curious prediction of Thouless
was eventually established rigorously [9, 7]. However, related analysis also showed that
the phenomenon is not accounted for by the original argument [71].
IV. Critical Phenomena
• Critical exponents
• Universality
• The “renormalization group” perspective
• The phenomenon of upper critical dimension(s)
Among the major notions to emerge in the late sixties and early seventies of the twen-
tieth century have been the realization of “universality” in critical phenomena, and the
“renormalization group” perspective on the subject [39, 119]. The translation of the latter
into proper mathematical statement is not easy [36], and to large extent still remains to be
done. In this situation, it was deemed of value to have even partial rigorous results, to either
correct or to offer supportive evidence to the validity of the sometimes far-reaching claims
and, by implication, build confidence in the heuristic methods. Various results have been
obtained, often with a characteristic time delay of about a decade and usually by means
which have been very different from the earlier physicists’ heuristic arguments.
V. Structures Emerging from Local Interactions
• Random path / random cluster representations
• Random surface models, and their phase transitions
The spin correlations which exist in the equilibrium states of ferromagnetic models can
often be presented as the result of correlated excitations which are associated with random
paths, as in (4.7) below, or with random clusters—as seen in the Fortuin and Kasteleyn
representation of the Q-state Potts models [40]. Subtle correlations may then be robustly
expressed in terms of properties of the associated stochastic geometric models. This has led
to a rather fruitful line of research, with progress made through both analogies and exact
relations of spin systems with percolation type models (see [1, 8, 7, 58] and references
therein).
In gauge models one finds relevant excitations associated with random surfaces. In
this context, an interesting extension of the percolation transition is found in a random
plaquette model in three dimensions [6]. The standard percolation transition is related
there by duality to a confinement-deconfinement transition, which has a natural definition
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for a system of randomly occupied plaquettes. This is but one example of interesting issues
associated with random surface models [14].
VI. Scaling Limits
• The emergence of stochastic geometry
• Insights and challenges of the quantum gravity method
• Conformal invariance and SLE
It is generally understood that the scaling limit of the fluctuations of the local order
parameter would naturally be described by fields. More could be said about the limiting
distribution of the fractal stochastic geometric structures which are associated with the long
range correlations exhibited in these models at criticality.
The theory of the critical fluctuations has been developed most effectively in two dimen-
sions where conformal symmetry applies and has particularly strong consequences [17].
An intriguing tool has been the “quantum gravity” method, which in effect means the
study of statistical mechanics on fluctuating surfaces. In that setup, various characteristic
exponents can be calculated through the asymptotics of random matrices. Curiously, the
resulting scaling laws are predicted to bear an explicit relation to the corresponding ones on
a rigid plane [32]. Another approach has recently been enabled through the introduction,
by Schramm [99], of the SLEκ family of processes which are endowed with the “confor-
mal Markov property” [76, 95]. There have been many interesting mathematical results in
this area, including the description of some of the scaling limits [113, 25], as well as vari-
ous results on critical exponents [76]. In general, the latter fit very well with the quantum
gravity predictions, although a broad statement still remains to be established.
VII. Disorder Effects
• Effects of randomness in the coupling strengths; the Imry–Ma phenomenon
• Spin glass phenomena
In addition to its intrinsic interest, the Imry–Ma phenomenon is remarkable in providing
a rare example where a rigorous result was derived before a consensus has emerged in the
physics community concerning two conflicting predictions ([70, 23, 13]).
On the last listed topic—spin glass models—significant progress [65, 116] was recently
enabled through a surprisingly effective interpolation argument which was introduced by
Guerra and Tonineli. Curiously, Barry Simon’s interest in statistical mechanics was stim-
ulated though a different, yet similarly surprising and stimulating, contribution which
Guerra made at the beginning of the time frame which we bear in mind writing these
notes [59].
4. SOME CHERRIES FROM THE PIE: ESSENTIAL RESULTS DERIVED
THROUGH NON-PERTURBATIVE METHODS
Rather than review the body of results derived on the topics listed above, which may
take the talents of Barry Simon to write, I shall present here only some examples. These
are selected by few common themes:
i. They demonstrate that often “soft arguments,” such as inequalities which by their
nature can be viewed as an imprecise tool, can address questions which are beyond the
reach of hard analytical methods;
ii. The examples are related to some of the basic models which have driven the interests
of the intellectual community in which Barry Simon was active; and
iii. For many of these results there is an underlying random walk perspective. Various
insights have sprung from this perspective on a variety of topics.
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4.1. Absence of Phase Transitions for the Ising Model and the φ4 Euclidean Field
Theory at h 6= 0. The determination of the phase diagram of a model is of course of fun-
damental importance. For ferromagnetic Ising models, the task can be greatly simplified
through correlation inequalities. In particular, the combination of the GHS and FKG in-
equalities (Griffiths–Hurst–Sherman [57] and Fortuin–Kasteleyn–Ginibre [41]) allows one
to conclude that a first order phase transition can occur only along the line of symmetry
h = 0.
The GHS inequality states that in spin models, with σx = ±1 and the Hamiltonian
H(σ) =
∑
{x,y}
Jx,yσxσy +
∑
x
hxσx (4.1)
with J·,· ≥ 0, the cluster functions (u for Ursel)
uℓ(x1, ..., xl) :=
∂ℓ
∂hx1...∂hxℓ
lnZ(Λ;h,J) = 〈σx1 ; ...;σxℓ〉
satisfy
sgn h · u3(x1, x2, x3) ≤ 0 (4.2)
and, at h = 0: u4(x1, ..., x4) ≤ 0 .
Given that the mean magnetization, M(β, h) = 〈σ0〉β,h, obeys
∂2M(β, h)
∂h2
= β2
∑
x,y
u3(0, x, y) , (4.3)
the inequality (4.2) allows one to conclude that M(β, h) is concave as function of h at h >
0, and convex for h < 0. The important—and otherwise difficult to reach—implication is
that for h 6= 0 the magnetization is continuous in h. The FKG inequality allows one in such
case to rule out first order phase transitions (which require the existence of more than one
Gibbs state, in the infinite volume limit). Related results for the line h = 0, β ∈ [βc,∞)
were derived by yet different inequalities of Lebowitz [77].
A yet stronger statement is allowed by the Lee–Yang theorem [80, 84] which implies
that in this class of models the infinite volume free energy density is analytic in h for h 6= 0.
An important implication is that at h 6= 0 the correlation functions decay exponentially in
the distance [79].
The results described next have allowed to extend the above results also to the Euclidean
φ4 field theory, for which exponential decay of correlations translates into a mass gap [103,
63].
4.2. Construction of φ4 Variables out of Ising Spins. The analyticity methods and the
correlation inequalities which were initially derived for systems of Ising spins (on arbi-
trary graphs) admit natural extensions to broader families of systems of ferromagnetically
coupled variables. Following up on the observation of Griffiths that these methods extend
to systems whose spin variables can be presented as linear combinations of ferromagneti-
cally coupled Ising spins and that various examples of interest can be obtained by taking
limits of such variables, Simon and Griffiths [111] showed that the class also includes the
important case, historically and conceptually, of the continuous φ4 measure
ρ(dφ) = e−λφ
4+bφ2dφ , (4.4)
at λ > 0, b ≥ 0.
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Thus, the observations made above about Ising models also extend to functional inte-
grals of the form
〈F (φ)〉 :=
∫
...
∫
F (φ) e−
∑
Jx,y(φx−φy)
2 +
∑
x hxφxe−
∑
x λφ
4
x+bφ
2
x Πudφu
Z(Λ;h,J, λ, b)
. (4.5)
Of particular interest has been the scaling (continuum) limit, for which the lattice spacing
is taken as a → 0, and one considers the limiting probability measure for Ψ(x)a :=
ζ(a)−1φx/a which is to be interpreted in the distributional sense. For the construction of
a meaningful limit, both the coupling constants and the field strength renormalization ζ(a)
are adjusted while a → 0, so as to guarantee convergence, in a weak sense, and regular
values (neither ≡ 0, nor ∞) for
Wn(x1, ..., xn) = lim
a→0
〈Ψ(x1) · ... ·Ψ(xn)〉a .
4.3. Insights from Lee–Yang Theory for the Scaling Limits. An important consequence,
noted by Newman [87], is that any scaling limit of the lattice φ4 model will be non-gaussian
if and only if the suitably scaled limit of u4(x1, ..., x4) ≡ 〈φx1 ; ...;φx4〉 does not vanish.
The inequalities presented in [1] and [42] yield such a conclusion through direct bounds,
yet the insight from the Lee–Yang theory was instructive.
4.4. A Random Path Perspective. A new range of insights and tools become available
through random path representations, and/or random cluster representations, of the corre-
lation functions in some of the essential models. For Ising ferromagnetic spin systems,
after suitable expansion of the Gibbs factor and summation of the spin variables, one
finds [57, 1], for h = 0:
〈σx1 ...σxk〉 =
∑
∂n={x1,...,xk}
w(m)∑
∂m=∅ w(m)
(4.6)
where m ≡ {mb} ranges over “random current” configurations, each described by a col-
lection of (integer) fluxes defined over the lattice bonds. The weight function w(m) is a
product of local terms. The sum is restricted by a constraint on the set of sites at which m
has odd flux, which is denoted here by ∂m. Configurations with a prescribed set of such
“sources” consist of an assortment of many current loops and few “current lines” linking
pairs of sources, as is indicated in Figure 1. In other words, in this representation the spin-
spin correlations are expressed through the amplitudes associated with source-insertion
operators in a loop-soup integral. Under partial summation over the background loops,
one obtains a random-path representation:
〈σx1 ...σx2n〉 =
∑
pairings of
{x1,...,x2n}
∑
γ1:xi1
7→xj1
,...
γn:xin 7→xjn
ρ(γ1, ..., γn) (4.7)
where γj ranges over paths connecting the designated sources. The weight for a collection
of paths ρ(γ1, ..., γn) factorizes, approximately, if the paths are remote from each other.
This representation captures the fact that without the interactions, the spin variables are
decoupled and the correlations are built through pair interactions. The representation is
made particularly effective through some convenient identities, which allow one to reduce
various truncated correlations to path intersection amplitudes [1, 5]. As will be indicated
below, such geometrization of correlations has far reaching consequences.
The path representation for the correlation functions is not unique, though some have
particular technical advantages. Related representations have also been worked out for
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γ1
m
γ2
FIGURE 1. A schematic depiction of a current configuration (m), and
the corresponding pair of source-linking paths (γ1 and γ2)
φ4 correlators in terms which are native to the FT functional integrals (4.5), [42]. Their
implications are extensively discussed in the monograph [37].
4.5. Proofs of the Criticality of (Certain) Phase Transitions. Phase transitions at which
the correlation length diverges are referred to as critical—a condition which is not met at
the usual first order transitions. Criticality plays an important role for the emergence of
universality in critical phenomena, and for the existence of scaling limits. It is therefore
of value to be able to establish the criticality of phase transitions of interest. The question
seems to fall beyond the reach of the standard perturbative methods, as these tend to diverge
at phase transitions. It was therefore gratifying to find a useful tool for this purpose in the
form of the family of inequalities which has evolved from the “Simon inequality” [106] for
ferromagnetic Ising spin systems. Particularly effective is the Lieb improved version [81]
which, after further improvement, states that for any pair of sites {x, y} within the set on
which the model is defined and any domain D which includes x but not y, the correlations
of the Ising ferromagnetic model, G(x, y) ≡ 〈σxσy〉, satisfy:
(0 ≤) G(x, y) ≤
∑
u∈D, v∈Zd\D
G(x, u)D βJu,v G(v, y) (4.8)
where G(x, u)D is the correlation function for the system restricted to D. Applying the
inequality with D chosen as finite boxes of increasing size, (4.8) allows one to conclude
the correlation length has to diverge as the temperature approaches the transition point.
It may be added that the spark which led to (4.8) originated in a discussion of the
work by Dobrushin and Pechersky [29], where it was shown that, quite generally, fast
enough power law decay of generalized correlation functions implies exponential decay.
The extraction of a simple, pedagogical, and useful principle, at least for a subclass of
models, is a good example of Barry at work. It is also an example of a robust idea: a
number of inequalities of this genre, valid for different spin models, have then appeared in
close succession—close enough to be published in the same issue of CMP.
The inequality (4.8) can be understood through the random walk perspective on the
spread of correlations in the model. (Although the original derivations did not make use
of the representation (4.7), equation (4.8), which was not in the original batch of the sim-
ilar inequalities, has an easy derivation using the technique of [1]). Useful variants of
this relation occur also in various other models: a very similar statement is valid for the
connectivity function in percolation models [8], and a related inequality is satisfied by
the (fractional) moments of the Green function of the discrete Schro¨dinger operators with
random potentials [11].
10 MICHAEL AIZENMAN
4.6. Systematic Criteria for Mapping the High Temperature Regime. Another reason
for interest in inequalities of the Simon–Lieb type, is that (4.8) yields a sequence of finite
volume criteria for the high temperature phase. For each L <∞, let βL be defined by the
condition
βL = max
β : ∑
u∈[−L,L]d, v∈Zd\[−L,L]d
Gβ(0, u)D βJu,v ≤ 1
 . (4.9)
The inverse temperatures βL can in principle be evaluated to the desired accuracy through
finite computations. The inequality (4.8) allows one to conclude that any βL provides a
rigorous bound on the actual transition temperature βc, and it can also be shown that these
bounds actually converge:
for each L <∞: βL < βc , (4.10)
and lim
L→∞
βL = βc .
A more general method for such bounds which, in principle, permits one to successively
map the entire high temperature regime, is provided by the work of Dobrushin and Shlos-
man [31]. While it was only very rarely used as a tool for practical computations, the finite
volume principle has interesting implications for the nature of the high temperature regime.
The method has also inspired similar statements for the study of the regime of Anderson
localization for the aforementioned random Schro¨dinger operators [50, 11, 53].
4.7. Continuous Symmetry Breaking (in d > 2 Dimensions). A serious challenge,
whose robust resolution could provide a tool for addressing a number of issues, is to estab-
lish that under suitable conditions there is continuous symmetry breaking. An outstanding
development was the series of results which started with the work of Fro¨hlich, Simon, and
Spencer [48]. Their argument proceeds through the gaussian domination bound, which
says that for reflection positive spin models with a pair interaction and periodic boundary
conditions, for dual momenta p ∈ Λ∗\0:
〈|Ŝ(p)|2|〉 ≤
d
2βE(p)
. (4.11)
Here, Ŝ(p) = Λ−1/2
∑
x∈Λ e
i pxSx, and for p 6= 0, E(p) = −
∑
x∈Λ e
i pxJx. It helps to
note that the quantity on the left side in (4.11) plays a dual role: the Fourier transform of
the two point function G(x, y) = 〈SxSy〉 is given by 〈|Ŝ(p)|2|〉, and E(p)〈|Ŝ(p)|2|〉 gives
the mean value of energy in the p mode. By the latter observation, (4.11) says that the
“equipartition law” provides a rigorous bound. The former observation is used to show
that in dimensions d > 2, at low temperatures there is symmetry breaking, which can be
attributed to Bose–Einstein like macroscopic occupation of the p = 0 mode, proven by an
estimate which resembles the BE calculation [37].
The gaussian domination bound was proven using the “Chessboard Inequality,” which
is based on the reflection positivity. The inequality is a remarkable tool. Among its other
applications are bounds on expectation values of products of local observable through ther-
modynamic quantities [43]. In particular, it permits one to establish the existence of phase
transitions though arguments of thermodynamic flavor.
Reflection positivity (RP) is a tool with contradictory aspects, and limitations which
are not always intuitive. For instance, there is still no rigorous proof of the existence of
symmetry breaking in the quantum Heisenberg ferromagnet, although such a result was
established for the antiferromagnetic model for the suitable dimensions [34]. When RP
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applies, its results are spectacular and physically well motivated, but when its exacting
condition is not satisfied even to a small degree, it provides no information. One could say
it is a gem of an argument.
4.8. The Mermin–Wagner Phenomenon and the Kosterlitz–Thouless Phase for Plane
Rotors in Two Dimensions. A celebrated general statement, known as the Mermin–Wagner
theorem [86], is that in two dimension there is no continuous symmetry breaking. The rig-
orous proof of that for the compact symmetry group of rotations was initially provided
by Dobrushin and Shlosman [30]. The phenomenon derives from the fact that in d ≤ 2
dimensions, the ground state configuration of a large system, with rotation-invariant inter-
actions of short-range, can be rotated against the ordered boundary conditions with only
small energy cost. The energy penalty vanishes in the infinite volume limit, just as the
related variational quantity, for d ≤ 2:
inf
{∫
1≤|x|≤L
|∇θ(x)|2ddx : θ(x) =
0 |x| = 1
1 |x| = L
}
−→
L→∞
0 , (4.12)
which for two dimensions vanishes as 1/ logL. However, the argument outlined above is
incomplete, as what is needed for the proof is an estimate of the free energy associated with
the rotation of a state with thermal disorder. Surprisingly, the harder part to deal with is
the fist order term, which vanishes for the totally aligned configurations and thus does not
show up in the ground state calculation. A particularly simple and non-perturbative argu-
ment for the case of compact symmetry group was devised by Pfister [93] (see also [52]).
Altogether, the so-called Mermin–Wagner Theorem is one of the essential results of statis-
tical mechanics.
It is of interest that at the thresholds for the feasibility of symmetry breaking one finds
borderline models with unusual behavior: low temperature phases at which there is neither
long range order nor rapid decay of correlations, where the correlation functions decay
by temperature-dependent power laws. For continuous symmetry such behavior is en-
countered in the two component X-Y (O(2)) model in two dimensions, in what is known
as the Kosterlitz–Thouless (KT) phase [74] (long range order is ruled out there by the
Mermin–Wagner Theorem). The rigorous proof of the existence of this phase, by Fro¨hlich
and Spencer [49] (see also [85]), was a notable accomplishment. The techniques which
were developed for this purpose have included elements of the multiscale analysis which
has found many other applications since, in particular, in the theory of Anderson localiza-
tion [50, 45, 53].
At the threshold for discrete symmetry breaking is the one dimensional Ising model with
Jx,y = 1/|x − y|2. This system also exhibits temperature-dependent power law decay of
correlations, which here occurs before the onset of long range order [71]. The existence of
this unusual low temperature behavior shows that the Thouless phenomenon, discontinuity
of the spontaneous magnetization, which is exhibited there [9, 7] is not accounted for by
the argument which were initially used for its prediction [117]. Related energy-entropy
arguments, and their limitations, were discussed by Simon and Sokal [112].
It may also be added here that KT-like phases are not expected to occur for O(N)
models with N > 2, in two dimensions. The reasoning is interesting: a calculation shows
that under a renormalization group scheme at both very low and very high temperatures,
the temperature flows upward, and it was surmised that this flow connects the two regimes.
However, the analysis gets to be more complicated at intermediate temperatures. The
renormalization group map is somewhat ill defined there, and that leaves a serious gap in
the argument. It was argued in [89] that the question which is left open is an interesting one,
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and that its resolution may be significant also for clarifying other assertions of “asymptotic
freedom,” which is an issue of great significance.
As a prelude to the next topic, it may be added that an intermediate phase is expected
to occur in two dimensions for discrete two-component “clock” models with discrete rota-
tional symmetry. Its essential characteristic is the existence of power law decay of corre-
lations at power which varies with the temperature, and without long range order. Such a
phase does not occur for translation invariant Ising spin systems, in any dimension.
4.9. The Coincidence βT = βH for Ising and Percolation Models. For ferromagnetic
Ising spin models in d > 1 dimensions, the edge of the high temperature regime, which is
characterized by the exponential-decay of correlations, coincides with the threshold for the
non-vanishing of the long range order parameter. That is, such a system does not exhibit
an intermediate phase which shares the characteristics of the KT phase. (The two transi-
tion temperatures were initially designated β−1T and β
−1
H , for Temperly and Hammersley,
correspondingly).
Such statements are of basic interest, as they reflect on both the phase diagram and on
the critical behavior, yet the proofs are beyond the reach of the available expansions. Nev-
ertheless, it was found that the above assertion can be addressed at certain generality, of the
translation invariant Ising spin models. An analogous statement also holds for percolation
models on transitive graphs (with application also to the contact process). As it turned out,
one understands each of the models better by considering the two simultaneously.
It is somewhat remarkable that the above statement, and other information about the
behavior at the critical point, can be proven by means of soft looking partial differential
inequalities which bear no specific reference to the critical temperature. Of course, the non-
linearity of the expressions contains the seeds for the information about possible critical
behavior, as the analysis shows ([8, 26, 4]).
The proof is enabled by a pair of partial differential inequalities which are valid for
any homogeneous (i.e., invariant under a transitive group of lattice symmetries) system of
Ising spins. Similar relations are valid for percolation models, for which h is an auxiliary
parameter which requires some explanation, β controls the bond density (px,y = 1 −
e−Jx,yβ), and M(β, h = 0+) is the percolation probability. These are:
∂
∂β
M ≤ |J |M
∂
∂h
M (“Burgers inequality”) (4.13)
M ≤ h
∂
∂h
M + β|J |Mn−2
∂
∂β
M + Mn−1 (“φn bound”) (4.14)
with n = 4 for Ising (φ4) and n = 3 for percolation (φ3).
The observation that the combination of the two inequalities yields βT = βH , or
pT = pH , was made first in the context of percolation models ([4, 5]). The inequal-
ity (4.13) appeared earlier in the context of Ising systems, for which it follows from the
GHS inequality. Newman [88] has noted that the relation resembles the Burgers equa-
tion for the evolution of the profile of a velocity field on R, under the correspondence:
{M,h, β} 7→ {V, x, t}. The Burgers equation provides a simple example of evolution
yielding shocks, which in our case correspond to first order phase transitions.
An interesting aspect of the relation (4.14) is that it contains hints of the φn structure of
the relevant diagrams in the two models. The point, which is better understood by looking
at the proof, also suggests other insights, including that the upper critical dimensions may
be dc = 4 for short range Ising models, and dc = 6 for percolation, which is indeed the
case, as is mentioned below.
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It may be added that the equality pT = pH has a further implication in two dimensions,
for which the model is self dual under a transformation which exchanges the high and low
temperature regimes. There, the knowledge that there is no intermediate phase permits one
to determine the critical temperature, or density, as the unique self-dual point. Before the
availability of the general result, the case of 2D percolation was addressed by Kesten [73]
through other arguments.
4.10. Mean Field Critical Exponent Bounds. The differential inequalities presented above
also permit one to conclude bounds on the critical exponents which are expected to be as-
sociated with the singular behavior in the vicinity of the critical point, as in:
χ ≡
∂
∂h
M(β, h = 0) ≈ |β − βc|
−γ
M(βc, h) ≈ |h|
−1/δ (4.15)
M(β, h = 0) ≈ |β − βc|
β̂ .
The interest in such exponents is greatly enhanced by their universality. The latter is the
statement of the independence of critical behavior from many of the local details of the
model. The conceptual explanation of this experimentally observed fact was provided by
the renormalization group picture. A particular implication is that the exponents measured
in real phase tansitions may agree exactly with those associated with the simpler mathe-
matical models. Neverthelss, even seemingly simple models are not solvable in dimensions
d > 2, and the mathematical expression of the renormalization group ideas is still an in-
complete task. In this situation, even partial results are of value.
While the proof of strict power law behavior is still incomplete, partial differential in-
equalities allow one to conclude meaningful bounds. For instance, the inequality
∂χ
∂β
|h=0 ≤ |J |χ
2 (4.16)
which for Ising systems follows from GHS, allows one to conclude that γ− ≥ 1, where
the subscript indicates that the exponent pertains to the approach of βc from below. The
full argument requires that attention be paid to suitable cutoffs, as is explained in [8].
With somewhat more involved integration and interpolation [5] (see also [115, 37]), the
inequalities (4.13) and (4.14) permit one to complete the list to:
β̂ ≤ (n− 2)−1 γ− ≥ 1 δ ≥ n− 1 (4.17)
(with n as explained below (4.14)) A notable feature here is that the exponents are shown
to be bounded by the values they assume in the corresponding mean-field models. The
reader may find a detailed discussion, and a far more comprehensive list of references, in
the monograph [37].
4.11. Upper Critical Dimensions. A high point of the random walk methods was reached
when it was realized that they permit one to establish the existence of the phenomenon of
the upper critical dimension. By that we mean the existence of dc such that in dimensions
d > dc the critical exponents assume their mean-field values, and in particular the relations
(4.17) hold as equalities [1, 42, 5, 37] (this is usually also true at d = dc apart from
logarithmic corrections [51]).
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The value of the upper critical dimension depends on the model, and the interaction
range. For short-range models:
dc =

4 weakly self repelling walks (presumably also strongly SAW) [24, 66]
4 ferromagnetic systems of Ising spins, or φ4 variables [1, 42],
6 percolation, at least with spread enough connections [8, 16, 66],
8 “lattice animals” ([66])
(4.18)
The phenomenon is driven by the fact that in high dimensions, loop effects are of dimin-
ishing significance. That is exemplified through the asymptotic vanishing, for d > 4, of
the probability of mutual intersection for the paths of random walks whose end points are
sampled randomly within a region of increasing diameter. The same turns out to be true
for the paths with the weights ρ(γ, γ′) in (4.7).
For the proofs of the above statements, it has been very helpful to first establish that a
sufficiency criterion for the mean-field behavior of the critical exponents is the finiteness
at the critical point of a certain model dependent diagram. The relevant diagrams tend to
be in the form
Dk := G
∗(k)
β (0, 0) ≡
∑
u1,...,uk−1
Gβ(0, u1)Gβ(u1, u2) ...Gβ(uk−1, 0)
=
∫
[−π/2,π/2]d
Ĝ(p) ddp (4.19)
where Ĝ(·) is the Fourier transform of G(o, ·). The diagrammatic condition is:
lim sup
βրβc
Dk < ∞ (4.20)
with k = 2 for Ising/φ4 systems [114, 1, 42], k = 3 for percolation [8, 16, 20], and
k = 4 for “lattice animals” [66] (which are mentioned here mainly for variety). The proof
that the diagrammatic condition is satisfied under suitable conditions usually needs to be
provided by other methods. That task can be accomplished through either the infrared
bound (4.11)—in the few cases where it is applicable, or through the technique of the
“lace expansion” which was initiated by Brydges and Spencer [24]. Through a number of
developments, this method has grown into a robust and versatile tool [66].
4.12. Scaling Limits of Critical Models. Our brief tour now returns to the topic which
was mentioned at the beginning of this account. A striking feature of the upper critical
dimension is that for the Ising/φ4 systems, in the scaling (continuum) limit of the infinite
system, the fluctuations of the local order parameter have the distribution of a gaussian
field [1, 42, 51].
For an explicit statement, one may take the model as formulated on the lattice (aZ)d
with periodic boundary conditions at distance L, and consider the distribution of the block
spin variables
SR =
1
Na
∑
x∈[0,R]∩(aZ)d
σx , (4.21)
or more generally
S(f) =
1
Na
∑
x∈[0,1]∩(aZ)d
f(x)σx (4.22)
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with some positive, compactly supported, F ∈ C0(Rd). The normalizing constant Na is
to be determined through the second moment condition:
〈S21〉L,a = 1 . (4.23)
If the distributional limits for variables of the form S(f) exist, one may define a ran-
dom field Ψ(·), in the sense of a random distribution for which variables of the form∫
f(x)Ψ(x)dx have the limiting distribution of S(f).
The question is then what are the limiting distributions of the variables S1 and S(f), in
the continuum limit, for which a → 0 and the temperature is either fixed at Tc or taken
to approach that value (at a rate for which the localization length does not vanish on the
continuum scale). The results of [1, 42] state that in d > 4 dimensions, if T is fixed at Tc,
and the limit L→∞ taken first, then one gets the normal gaussian distribution:
D− lim
a→0
lim
L→∞
S1 = N (0, 1) (4.24)
with suitably adjusted normal law, N (0, bf), for limits of S(f). Related statements are
available for the cases where T is allowed to be adjusted with a without leaving residual
long-range order.
This phenomenon is nicely explained by the tendency, in high dimensions, of the ran-
dom paths to stay out of each other’s way. The resulting factorization of the joint am-
plitude (4.7) reduces to Wick’s formula, i.e., gaussian structure for the correlation func-
tion. A more complete discussion of this observation, and its consequences, can be found
in [1, 42, 37].
5. RELATED RECENT DEVELOPMENTS
There have recently been a number of developments which tie in with the topics dis-
cussed above. Of these, let me mention certain results which address a seeming contra-
diction concerning the critical behavior in high dimensions, d > dc. From experience we
know that some of it may appear surprising.
Once one is informed that above the upper critical dimension the critical exponents
no longer vary with the dimension, two different paradigms suggest themselves for their
calculation. One approach is to carry the calculation on the tree graph version of the model.
Calculations on tree graphs are usually more approachable. As graphs, trees can be viewed
as infinite dimensional, and it is natural to expect that a homogeneous graph with no loops
provides a good approximation for a situation in which loop effects are no longer relevant.
The other path towards the exponent calculation is to employ the mean field approximation.
The two paradigms lead to common values for many of the exponents, including those
listed in (4.17) (where the inequalities are then saturated). However, they also differ on
some of the predictions. In particular, for Ising/φ4 spin systems there are drastic differences
in the suggested behavior of the scaling limits. The following results shed some light on
these differences.
The mean-field ferromagnetic interaction for a finite system is
Hmf =
1
2|ΛL,a|
∑
x,y∈ΛL,a
σxσy . (5.1)
A calculation, which in effect was already mentioned—being at the basis of the Griffiths–
Simon construction (4.4)—implies that at the critical point the limiting distribution of the
full block spin variable SL is not gaussian. From this perspective there is room to wonder
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about consistency with (4.24), which asserts normal limit for the distribution of the block
spin variable when that is sampled from an infinite system, for d > 4.
In a joint work with Papathanakos ([10], in progress) we prove that if one takes the local
(non-mean field) Hamiltonian with the periodic boundary conditions, the scaling limit of
the total block spin variables is also not gaussian. Furthermore, even the “local” block spin
S1 will have non-gaussian scaling limits, whenL is taken to infinity while a→ 0, provided
the increase of L is not too fast. (The limit is, nevertheless, gaussian if L → ∞ is taken
first, as in (4.24).)
A familiar and convenient measure of the deviation from the gaussian distribution is
provided by the renormalized coupling constant, which can be formulated with S ≡ S1 as:
g =
∣∣∣∣〈S4〉 − 3〈S2〉〈S2〉〈S2〉2
∣∣∣∣ . (5.2)
Here 〈...〉 ≡ 〈...〉L,a, and thus the renormalized coupling constant depends on {L, a}. The
new result is that for periodic boundary conditions and T = Tc:
lim inf
a→0
gL,a > 0 (5.3)
where the limit is taken at fixed L, or also at L = L(a) 7→ ∞ provided the increase is
limited to a sufficiently low power of 1/a.
The explanation of this phenomenon requires the discussion of the winding paths which
appear in the random path expansion (4.7) under the periodic boundary conditions. (One
can find related effects of the periodic boundary conditions in the rather simpler context of
loop erased walks, for which interesting results were presented recently in [18, 92].)
A similar phenomenon was conjectured to occur also for percolation models, for which
one may define an effective φ3 coupling constant along the lines which were explored in
[8, 3]. In a recent work, Heydenreich and van der Hofstad [68] have proven, up to logarith-
mic terms, the percolation version of the conjecture which was formulated by this author
concerning that case. The boundary conditions affect there both the effective coupling
constant and the size of the maximal connected cluster in a large finite system at p = pc
(thus reconciling the results and predictions of [3, 20]). Although the technique is quite
different, the coupling algorithm which was introduced in [68] has been of value for the
above results for the Ising case ([10]).
EPILOGUE
In concluding, I hope that this brief article has served to remind Barry Simon of some
good times of constructive and joyful jostling and camaraderie. I would like to thank my
collaborators for the pleasure of learning through joint works, and to express my regret at
being able to mention here only a small part of the many interesting works on the subject.
REFERENCES
[1] M. Aizenman, Geometric analysis of ϕ4 fields and Ising models, Comm. Math. Phys. 86 (1982), 1–48.
[2] , Rigorous studies of critical behavior, Phys. A 140 (1986), no. 1–2, 225–231, Statphys 16 (Boston,
Mass., 1986).
[3] , On the number of incipient spanning clusters, Nuclear Phys. B 485 (1997), 551–582.
[4] M. Aizenman and D. J. Barsky, Sharpness of the phase transition in percolation models, Comm. Math.
Phys. 108 (1987), 489–526.
[5] M. Aizenman, D. J. Barsky, and R. Ferna´ndez, The phase transition in a general class of Ising-type models
is sharp, J. Stat. Phys. 47 (1987), 343–374.
PERSPECTIVES IN STATISTICAL MECHANICS 17
[6] M. Aizenman, J. T. Chayes, L. Chayes, J. Fro¨hlich, and L. Russo, On a sharp transition from area law to
perimeter law in a system of random surfaces, Comm. Math. Phys. 92 (1983), 19–69.
[7] M. Aizenman, J. T. Chayes, L. Chayes, and C. M. Newman, Discontinuity of the magnetization in one-
dimensional 1/|x− y|2 Ising and Potts models, J. Stat. Phys. 50 (1988), 1–40.
[8] M. Aizenman and C. M. Newman, Tree graph inequalities and critical behavior in percolation models, J.
Stat. Phys. 36 (1984), 107–143.
[9] , Discontinuity of the percolation density in one-dimensional 1/|x − y|2 percolation models,
Comm. Math. Phys. 107 (1986), 611–647.
[10] M. Aizenman and V. Papathanakos, Non-gaussian statistics in the critical Ising model in high dimensions
under the periodic boundary conditions, in preparation.
[11] M. Aizenman, J. H. Schenker, R. M. Friedrich, and D. Hundertmark, Finite-volume fractional-moment cri-
teria for Anderson localization, Comm. Math. Phys. 224 (2001), 219–253, Dedicated to Joel L. Lebowitz.
[12] M. Aizenman and B. Simon, Local Ward identities and the decay of correlations in ferromagnets, Comm.
Math. Phys. 77 (1980), 137–143.
[13] M. Aizenman and J. Wehr, Rounding of first-order phase transitions in systems with quenched disorder,
Phys. Rev. Lett. 62 (1989), 2503–2506.
[14] J. Ambjørn, B. Durhuus, and T. Jonsson, Quantum geometry: A statistical field theory approach, Cam-
bridge Monographs on Mathematical Physics, Cambridge University Press, (Cambridge, 1997).
[15] P. W. Anderson, G. Yuval, and D. R. Hamann, Exact results in the Kondo problem. II. Scaling theory,
qualitatively correct solution, and some new results on one-dimensional classical statistical models, Phys.
Rev. B 1 (1970), 4464–4473.
[16] D. J. Barsky and M. Aizenman, Percolation critical exponents under the triangle condition, Ann. Probab.
19 (1991), 1520–1536.
[17] A. A. Belavin, A. M. Polyakov and A. B. Zamolodchikov, Infinite conformal symmetry in two-dimensional
quantum field theory, Nucl. Phys. B 241, (1984), 333–380.
[18] I. Benjamini and G. Kozma, Loop-erased random walk on a torus in dimensions 4 and above, Comm.
Math. Phys. 259 (2005), 257–286.
[19] B. Bolloba´s, Random Graphs, Academic Press Inc. [Harcourt Brace Jovanovich Publishers], London,
1985.
[20] C. Borgs, J. T. Chayes, R. van der Hofstad, G. Slade, and J. Spencer, Random subgraphs of finite graphs.
I. The scaling window under the triangle condition, Random Structures Algorithms 27 (2005), 137–184.
[21] C. Borgs, J. T. Chayes, H. Kesten, and J. Spencer, The birth of the infinite cluster: finite-size scaling in
percolation, Comm. Math. Phys. 224 (2001), 153–204, Dedicated to Joel L. Lebowitz.
[22] C. Borgs and J. Z. Imbrie, A unified approach to phase diagrams in field theory and statistical mechanics,
Comm. Math. Phys. 123 (1989), 305–328.
[23] J. Bricmont and A. Kupiainen, Lower critical dimension for the random-field Ising model, Phys. Rev. Lett.
59 (1987), 1829–1832.
[24] D. Brydges and T. Spencer, Self-avoiding walk in 5 or more dimensions, Comm. Math. Phys. 97 (1985),
125–148.
[25] F. Camia and C. M. Newman, Two-dimensional critical percolation: the full scaling limit, Comm. Math.
Phys., to appear (ArXiv math. PR/0605035).
[26] J. T. Chayes and L. Chayes, Inequality for the infinite-cluster density in Bernoulli percolation, Phys. Rev.
Lett. 56 (1986), 1619–1622.
[27] A. Connes, H. Narnhofer, and W. Thirring, Dynamical entropy ofC∗ algebras and von Neumann algebras,
Comm. Math. Phys. 112 (1987), 691–719.
[28] R. L. Dobrushin, The description of a random field by means of conditional probabilities and conditions
of its regularity, Theor. Prob. Appl. 13, (1968), 197-224.
[29] R. L. Dobrushin and E. A. Pecherski, Uniqueness conditions for finitely dependent random fields, Random
Fields. Esztergom (Hungary) 1979 (J. Fritz, J. L. Lebowitz, and D. Szasz, eds. ), vol. 1, North Holland,
1979, pp. 223–261.
[30] R. L. Dobrushin and S. B. Shlosman, Absence of breakdown of continuous symmetry in two-dimensional
models of statistical physics, Comm. Math. Phys. 42 (1975), 31–40.
[31] , Completely analytical interactions: constructive description, J. Stat. Phys. 46 (1987), no. 5–6,
983–1014.
[32] B. Duplantier, Conformal fractal geometry & boundary quantum gravity, Fractal Geometry and Appli-
cations: A Jubilee of Benoıˆt Mandelbrot, Part 2, Proc. Sympos. Pure Math., vol. 72, Amer. Math. Soc.,
Providence, RI, 2004, pp. 365–482.
18 MICHAEL AIZENMAN
[33] F. J. Dyson, An Ising ferromagnet with discontinuous long-range order, Comm. Math. Phys. 21 (1971),
269–283.
[34] F. J. Dyson, E. H. Lieb, and B. Simon, Phase transitions in the quantum Heisenberg model, Phys. Rev.
Lett. 37 (1976), 120–123.
[35] , Phase transitions in quantum spin systems with isotropic and nonisotropic interactions, J. Stat.
Phys. 18 (1978), 335–383.
[36] A. C. D. van Enter and R. Ferna´ndez, Problems with the definition of renormalized Hamiltonians for
momentum-space renormalization transformations, Phys. Rev. E 59 (1999), 5165-71.
[37] R. Ferna´ndez, J. Fro¨hlich, and A. D. Sokal, Random Walks, Critical Phenomena, and Triviality in Quantum
Field Theory, Texts and Monographs in Physics, Springer-Verlag (Berlin, 1992).
[38] M. E. Fisher, The free energy of a macroscopic system Arch. Rat. Mech. Anal. 17 (1964), 377–410.
[39] M. E. Fisher and K. G. Wilson, Critical exponents in 3.99 dimensions, Phys. Rev. Lett. 28 (1972), 240–243.
[40] C. M. Fortuin and P. W. Kasteleyn On the random-cluster model. I. Introduction and relation to other
models, Physica 57 (1972), 536–564.
[41] C. M. Fortuin, P. W. Kasteleyn, and J. Ginibre, Correlation inequalities on some partially ordered sets,
Comm. Math. Phys. 22 (1971), 89–103.
[42] J. Fro¨hlich, On the triviality of λϕ4
d
theories and the approach to the critical point in d >
(−)
4 dimensions,
Nuclear Phys. B 200 (1982), 281–296.
[43] J. Fro¨hlich, R. Israel, E. H. Lieb, and B. Simon, Phase transitions and reflection positivity. I. General
theory and long range lattice models, Comm. Math. Phys. 62 (1978), 1–34.
[44] , Phase transitions and reflection positivity, II. lattice systems with short-range and coulomb inter-
actions, J. Stat. Phys. 22 (1980), 297–341.
[45] J. Fro¨hlich, F. Martinelli, E. Scoppola, and T. Spencer, Constructive proof of localization in the Anderson
tight binding model, Comm. Math. Phys. 101 (1985), 21–46.
[46] J. Fro¨hlich and C. Pfister, On the absence of spontaneous symmetry breaking and of crystalline ordering
in two-dimensional systems, Comm. Math. Phys. 81 (1981), 277–298.
[47] J. Fro¨hlich and B. Simon, Pure states for general P (φ)2 theories: construction, regularity and variational
equality, Ann. of Math. 105 (1977), 493–526.
[48] J. Fro¨hlich, B. Simon, and T. Spencer, Infrared bounds, phase transitions and continuous symmetry break-
ing, Comm. Math. Phys. 50 (1976), 79–95.
[49] J. Fro¨hlich and T. Spencer, The Kosterlitz–Thouless transition in two-dimensional abelian spin systems
and the Coulomb gas, Comm. Math. Phys. 81 (1981), 527–602.
[50] , A rigorous approach to Anderson localization, Common Trends in Particle and Condensed Matter
Physics (Les Houches, 1983), Phys. Rep. 103 (1984), no. 1–4, 9–25,
[51] K. Gawe¸dzki and A. Kupiainen, Massless lattice ϕ44 theory: rigorous control of a renormalizable asymp-
totically free model, Comm. Math. Phys. 99 (1985), 197–252.
[52] H. O. Georgii, Gibbs Measures and Phase Transitions, de Gruyter Studies in Mathematics, vol. 9, Walter
de Gruyter, (Berlin, 1988).
[53] F. Germinet and A. Klein, Bootstrap multiscale analysis and localization in random media, Comm. Math.
Phys. 222 (2001), 415–448.
[54] J. Glimm and A. Jaffe, Quantum Physics: A Functional Integral Point of View, second ed., Springer-Verlag
(New York, 1987).
[55] R. B. Griffiths, A proof that the free energy of a spin system is extensive, J. Math. Phys. 5 (1964), 1215–
1222.
[56] , Peierls proof of spontaneous magnetization in a two-dimensional Ising ferromagnet, Phys. Rev.
136A (1964), 437–439.
[57] R. B. Griffiths, C. A. Hurst, and S. Sherman, Concavity of magnetization of an Ising ferromagnet in a
positive external field, J. Math. Phys. 11 (1970), 790–795.
[58] G. Grimmett, Percolation, second ed., Grundlehren der Mathematischen Wissenschaften [Fundamental
Principles of Mathematical Sciences], vol. 321, Springer-Verlag (Berlin, 1999).
[59] F. Guerra, Uniqueness of the vacuum energy density and van Hove phenomena in the infinite volume limit
for two dimensional self-coupled Bose fields, Phys. Rev. Lett. 28 (1972), 1213–1215.
[60] F. Guerra, L. Rosen, and B. Simon, Statistical mechanical results in the P (φ)2 quantum field theory, Phys.
Lett. B 44 (1973), 102–104.
[61] , The pressure is independent of the boundary conditions in P (φ)2, Bull. Amer. Math. Soc. 80
(1974), 1205–1209.
[62] , The P(φ)2 Euclidean quantum field theory as classical statistical mechanics. I, II, Ann. of Math.
(2) 101 (1975), 111–189; ibid. (2) 101 (1975), 191–259.
PERSPECTIVES IN STATISTICAL MECHANICS 19
[63] , Correlation inequalities and the mass gap in P (φ)2. III. Mass gap for a class of strongly coupled
theories with nonzero external field, Comm. Math. Phys. 41 (1975), 19–32.
[64] , Boundary conditions for the P (φ)2 Euclidean field theory, Ann. Inst. H. Poincare´ Sect. A (N. S.
) 25 (1976), 231–334.
[65] F. Guerra and F. L. Toninelli, The thermodynamic limit in mean field spin glass models, Comm. Math.
Phys. 230 (2002), 71–79.
[66] T. Hara, R. van der Hofstad, and G. Slade, Critical two-point functions and the lace expansion for spread-
out high-dimensional percolation and related models, Ann. Probab. 31 (2003), 349–408.
[67] T. Hara and G. Slade, The scaling limit of the incipient infinite cluster in high-dimensional percolation.
II. Integrated super-Brownian excursion, J. Math. Phys. 41 (2000), 1244–1293, Probabilistic techniques in
equilibrium and nonequilibrium statistical physics.
[68] M. O. Heydenreich and R. van der Hofstad, Random graph asymptotics on high-dimensional tori, 2005
preprint, to appear in Comm. Math. Phys.
[69] L. van Hove, Quelques proprie´te´s ge´ne´rales de l’inte´grale de configuration d’un syste`me de particules
avec interaction, Physica 15 (1949), 951–961.
[70] J. Z. Imbrie, The ground state of the three-dimensional random-field Ising model, Comm. Math. Phys. 98
(1985), 145–176.
[71] J. Z. Imbrie and C. M. Newman, An intermediate phase with slow decay of correlations in one-dimensional
1/|x− y|2 percolation, Ising and Potts models, Comm. Math. Phys. 118 (1988), 303–336.
[72] S. Janson, T. Łuczak, and A. Rucinski, Random Graphs, Wiley-Interscience Series in Discrete Mathemat-
ics and Optimization, Wiley-Interscience (New York, 2000).
[73] H. Kesten, The critical probability of bond percolation on the square lattice equals 1
2
, Comm. Math. Phys.
74 (1980), 41–59.
[74] J. M. Kosterlitz and D. J. Thouless, Ordering, metastability and phase transitions in two-dimensional
systems, J. Phys. C 6 (1973), 1181–1203.
[75] R. Kotecky´ and D. Preiss, Cluster expansion for abstract polymer models, Comm. Math. Phys. 103 (1986),
491–498.
[76] G. F. Lawler, O. Schramm, and W. Werner, On the scaling limit of planar self-avoiding walk, Fractal
Geometry and Applications: A Jubilee of Benoıˆt Mandelbrot, Part 2, Proc. Sympos. Pure Math., vol. 72,
Amer. Math. Soc., Providence, RI, 2004, pp. 339–364.
[77] J. L. Lebowitz, Number of phases in one component ferromagnets, Mathematical Problems in Theoretical
Physics (Proc. Internat. Conf., Univ. Rome, Rome, 1977), Lecture Notes in Phys., vol. 80, Springer (Berlin,
1978), pp. 68–80.
[78] J. L. Lebowitz and E. H. Lieb, Thermodynamic limit for Coulomb systems, Syste`mes a` un nombre infini de
degre´s de liberte´ (Actes Colloq., Gif-sur-Yvette, 1969), ´Editions Centre Nat. Recherche Sci., Paris, 1970,
pp. 155–162.
[79] J. L. Lebowitz and O. Penrose Analytic and clustering properties of thermodynamic dunctions and distri-
bution functions for classical lattice and continuum systems, Comm. Math. Phys. 11 (1968), 99–124.
[80] T. D. Lee and C. N. Yang, Statistical theory of equations of state and phase transitions. II. Lattice gas and
Ising model, Physical Rev. (2) 87 (1952), 410–419.
[81] E. H. Lieb, A refinement of Simon’s correlation inequality, Comm. Math. Phys. 77 (1980), 127–135.
[82] E. H. Lieb and J. L. Lebowitz, The constitution of matter: Existence of thermodynamics for systems com-
posed of electrons and nuclei, Advances in Math. 9 (1972), 316–398, With an appendix by B. Simon.
[83] E. H. Lieb and M. B. Ruskai, Proof of the strong subadditivity of quantum-mechanical entropy, J. Math.
Phys. 14 (1973), 1938–1941, With an appendix by B. Simon.
[84] E. H. Lieb and A. D. Sokal, A general Lee–Yang theorem for one-component and multicomponent ferro-
magnets, Comm. Math. Phys. 80 (1981), 153–179.
[85] D. H. U. Marchetti, A. Klein, and J. F. Perez, Power-law falloff in the Kosterlitz–Thouless phase of a
two-dimensional lattice Coulomb gas, J. Stat. Phys. 60 (1990), no. 1–2, 137–166.
[86] N. D. Mermin and H. Wagner, Absence of ferromagnetism or antiferromagnetism in one- or two- dimen-
sional isotropic Heisenberg models, Phys. Rev. Lett. 17 (1966), 1133–1136.
[87] C. M. Newman, Inequalities for Ising models and field theories which obey the Lee–Yang theorem, Comm.
Math. Phys. 41 (1975), 1–9.
[88] , Percolation theory: a selective survey of rigorous results, Advances in Multiphase Flow and
Related Problems (G. Papanicolaou, dd.), SIAM, (Philadelphia, 1986), pp. 147-167.
[89] A. Patrascioiu and E. Seiler, Super-instantons and the reliability of perturbation theory in non-abelian
models, Phys. Rev. Lett. 74 (1995), 1920.
[90] R. Peierls, On Ising’s model of ferromagnetism, Proc. Cambridge Philos. Soc. 32 (1936), 477–481.
20 MICHAEL AIZENMAN
[91] O. Penrose, Convergence of fugacity expansion for fluid and lattice gases, J. Math. Phys. 4 (1963), 1312–
1320.
[92] Y. Peres and D. Revelle, Scaling limits of the uniform spanning tree and loop-erased random walk on finite
graphs, 2004, arxiv. org/math. PR/0410430, to appear in Ann. Probab.
[93] C. Pfister, On the symmetry of the Gibbs states in two-dimensional lattice systems, Comm. Math. Phys. 79
(1981), 181–188.
[94] S. A. Pirogov and Ja. G. Sinaı˘, Phase diagrams of classical lattice systems, Teoret. Mat. Fiz. 25 (1975),
358–369.
[95] S. Rohde and O. Schramm, Basic properties of SLE, Ann. of Math. 161 (2005), 883–924.
[96] D. Ruelle, Classical statistical mechanics of a system of particles, Helv. Phys. Acta 36 (1963), 183-197.
[97] , Correlation functions of classical gases, Ann. Physics 25 (1963), 109–120.
[98] , Statistical Mechanics: Rigorous Results, W. A. Benjamin, (New York–Amsterdam, 1969).
[99] O. Schramm, Scaling limits of loop-erased random walks and uniform spanning trees, Israel J. Math. 118
(2000), 221–288.
[100] B. Simon, Operator theory needed in quantum statistical mechanics in boxes, Advances in Math. 9 (1972),
389–398, Appendix B, in E. Lieb and J. Lebowitz, The constitution of matter.
[101] , Convergence theorems for entropy, J. Math. Phys. 14 (1973), 1938–1941, Appendix to E. Lieb
and M. Ruskai, Proof of the strong subadditivity of quantum mechanical entropy.
[102] , The P (φ)2 Euclidean (quantum) field theory, Princeton Series in Physics, Princeton University
Press (Princeton, 1974).
[103] , Correlation inequalities and the mass gap in P (φ)2. II. Uniqueness of the vacuum for a class of
strongly coupled theories, Ann. of Math. 101 (1975), 260–267.
[104] , A remark on Dobrushin’s uniqueness theorem, Comm. Math. Phys. 68 (1979), 183–185.
[105] , The classical limit of quantum partition functions, Comm. Math. Phys. 71 (1980), 247–276.
[106] , Correlation inequalities and the decay of correlations in ferromagnets, Comm. Math. Phys. 77
(1980), 111–126.
[107] , Mean field upper bound on the transition temperature of multi-component spin systems, J. Stat.
Phys. 22 (1980), 481–493.
[108] , Absence of continuous symmetry breaking in a one-dimensional n−2 model, J. Stat. Phys. 26
(1981), 307–311.
[109] , The rate of falloff of ising model correlations at large temperature, J. Stat. Phys. 26 (1981), 53–58.
[110] , The Statistical Mechanics of Lattice Gases, Princeton Series in Physics, Princeton University
Press (Princeton, 1993).
[111] B. Simon and R. B. Griffiths, The (φ4)2 field theory as a classical Ising model, Comm. Math. Phys. 33
(1973), 145–164.
[112] B. Simon and A. D. Sokal, Rigorous entropy-energy arguments, J. Stat. Phys. 25 (1981), 679–694.
[113] S. Smirnov, Critical percolation in the plane: conformal invariance, Cardy’s formula, scaling limits, C. R.
Acad. Sci. Paris Se´r. I Math. 333 (2001), 239–244.
[114] A. D. Sokal, A rigorous inequality for the specific heat of an Ising or Φ4 ferromagnet, Phys. Lett. 71A
(1979), 45I.
[115] , Mean-field bounds and correlation inequalities, J. Stat. Phys. 28 (1982), 431–439.
[116] M. Talagrand, The Parisi formula, Ann. of Math. 163 (2006), 221–263.
[117] D. J. Thouless, Long-range order in one-dimensional Ising systems, Phys. Rev. 187 (1969), 732–3.
[118] D. Ueltschi, Cluster expansions and correlation functions, Moscow Math. J. 4 (2004), 511–522.
[119] K. G. Wilson, Renormalization group methods, Advances in Math. 16 (1975), 170–186.
DEPARTMENTS OF PHYSICS AND MATHEMATICS, PRINCETON UNIVERSITY, PRINCETON, NJ 08544,
USA.
E-mail address: aizenman@princeton.edu
