Predictive inference uses a model to analyze a dataset and make predictions about new observations. When a model does not match the data, predictive accuracy suffers. To mitigate this effect, we develop the profile predictive, a predictive density that incorporates the population distribution of data into Bayesian inference. This leads to a practical method for reducing the effect of model mismatch. We extend this method into variational inference and propose a stochastic optimization algorithm, called bumping variational inference (bump-vi). We demonstrate improved predictive accuracy over classical variational inference in two models: a Bayesian mixture model of image histograms and a latent Dirichlet allocation topic model of a text corpus.
INTRODUCTION
In statistical inference, we analyze a set of random variable observations to draw conclusions about the mechanisms that gave rise to them. This set of observations is the dataset X and we call the mechanism the population F (X). One goal of inference is to predict the value of new (unobserved) variables through analysis of a given dataset. This is predictive inference.
A Bayesian takes the following approach. She posits a likelihood that describes her data using a set of latent variables θ. She establishes a prior density over the latent variables. This defines the model; she hopes it matches the population. She computes the posterior distribution of the latent variables by conditioning on her dataset p(θ | X). The posterior factors into the posterior predictive density p( x | X), which she evaluates on new data x.
Conditioning on the dataset has a strong effect on predictive inference. It assumes the model is correct, which may not be true. 1 Or the dataset may have spurious measurements-a particular concern in massive and high-dimensional datasets (National Research Council, 2013) . These are special cases of model mismatch, which lead to disappointing predictive performance.
Main idea. We modify the Bayesian predictive machinery. Instead of treating the dataset as given, we incorporate the population into the analysis. We define the joint population predictive p F ( x, X) as the joint density of the posterior predictive and the population.
First, we present the basic properties of the joint population predictive. In predictive inference, we care about distributions over x; in this case, the dataset becomes a nuisance. Thus, we develop a marginal predictive by integrating X out of p F ( x, X). Similarly, we present a profile predictive by maximizing over X.
Second, we develop empirical counterparts of these quantities using the plug-in principle (Efron and Tibshirani, 1994) . We replace the population F (X) with the empirical distribution of the data F (X). With the plug-in principle, the profile predictive leads to a practical method for computing accurate predictive distributions under model mismatch. The method explores the space of posterior fits to bootstrapped samples of the dataset. We show that this is equivalent to the bumping procedure (Tibshirani and Knight, 1999) .
Last, we extend this idea to tackle complicated realworld models, such as Bayesian mixture models and latent Dirichlet allocation (lda). We develop a variational inference method, called bumping variational inference (bump-vi) . Empirical results on clustering image histograms and modeling topics in a scientific text corpus demonstrate uniformly improved predictive accuracy over classical variational inference.
Related work.
There are four running themes in this paper. Predictive inference is the first. In Bayesian inference, we study the posterior predictive (Geisser, 1993) . In frequentist statistics, there are many definitions of predictive likelihoods (Bjornstad, 1990) . We propose a Bayesian/frequentist compromise that relates the two approaches to predictive inference.
The second theme is this compromise. A rich literature relates frequentist and Bayesian ideas. See (Bayarri and Berger, 2004; Aitkin, 2010 ) for a review. There is little prior work that studies predictive inference with the population. An exception is (Gelman et al., 2013b) who study bias in Bayesian model comparison. To that end, they analyze the posterior predictive under the population expectation of new observations; in contrast, we study the population of the given dataset.
Profiling is the third theme. This technique eliminates nuisance variables from a joint distribution by maximizing the distribution over the nuisance variables. Profiling appears throughout statistics. For instance, empirical Bayes profiles the hyperparameters of a model under a uniform hyperprior (Murphy, 2012) . Profiling has been successfully applied to likelihoods (Owen, 2001) ; we study profiling with predictive densities.
Model misspecification is the last theme. We typically address this using model comparison techniques; Bayes factors and information criteria evaluate and compare candidate models (Gelman et al., 2013a) . We do not consider multiple models; instead, we seek to mitigate the effect of mismatch of a given model.
PROFILE PREDICTIVE INFERENCE
We develop profile predictive inference by establishing our notation, presenting definitions, and gaining insight through a simulation study.
Notation
Let X = {x n } N 1 be a dataset with N observations. The dataset is a sample from an unknown population distribution F (X). The population is, loosely speaking, the "true" distribution of the data-it is independent of a model (Shao, 2003) .
We investigate the population through the lens of a statistical model. A good place to start is the likelihood, p(X | θ). It describes how data X depend on an unknown quantity θ.
In Bayesian statistics, we consider θ to be a set of latent random variables and further posit a prior density p(θ). This induces a full probabilistic model p(X, θ) = p(X | θ) p(θ). Bayesian inference analyzes the posterior density
which describes how latent variables θ vary given a particular dataset X.
In frequentist statistics, we study procedures using risk, an expected loss under the population. If the model is correct, Bayesian procedures minimize the Bayes risk with respect to the model evidence p(X) (Young and Smith, 2005) . In this sense, computing the posterior from the dataset is the optimal thing to do, and we need not worry about other possible datasets. This is often referred to as "fitting the model" (to the dataset).
In predictive Bayesian inference, we compute the posterior predictive density
where x is a new observation. This captures the expected likelihood of a new observation under the posterior density of the latent variables. One way to evaluate a Bayesian model is through its posterior predictive accuracy (Gelman et al., 2013b) . The posterior predictive distribution should be high for new observations from the population.
The posterior predictive, like the posterior itself, treats the dataset as fixed. If the model is matched, the posterior predictive also minimizes the Bayes risk with respect to the model evidence (Aitchison, 1975 ). If the model is mismatched, the evidence p(X) does not match the population F (X), and minimizing risk with respect to p(X) is less satisfying. We address this issue by treating the dataset as a random sample from the population. To that end, we present some definitions.
Definitions
We propose a new joint density that accounts for model mismatch. The joint population predictive
is the Bayesian posterior predictive, combined with the population distribution F (X). It merges the modeldependent posterior predictive with the model-free population.
The joint population predictive is a function of both new observations x and the dataset X. Predictive inference seeks accurate distributions over x. In this sense, the dataset X is a nuisance; it is not the object we care about.
We study two approaches to eliminate the dependency on X: marginalization and profiling. (A third option is to condition, which recovers the posterior predictive.)
Marginal Predictive. The marginal predictive
is the expected predictive density under the population. It averages the posterior predictive over the population, and integrates out the dependency on X.
The marginal predictive admits a direct connection to the marginal posterior
Specifically, the marginal predictive is the expected likelihood under the marginal posterior
This change in expectation is what differentiates the marginal predictive from the posterior predictive in Equation 2.
Profile Predictive. Profiling is a technique for eliminating nuisance variables from a distribution. It works by maximizing the distribution over the nuisance variable, while keeping all else fixed. Plugging in the maximized quantity gives the profiled distribution (Young and Smith, 2005; Aitkin, 2010) .
Instead of integrating over the population, we maximize over datasets from the population. Define the profile predictive as
The profile predictive is the posterior predictive fit to a dataset from the population that maximizes the above. This is a hard optimization problem. We discuss an approach to approximately solve it in Section 3.
Insight through Analysis
Both predictive densities defined above account for model mismatch in different ways. First consider that the model perfectly matches the data, p(X) = F (X).
In this case, the marginal posterior collapses to the prior. The marginal predictive then becomes the expected likelihood under the prior. We never need to touch the data because we know its true distribution; it cannot teach us anything more about future data.
The profile predictive finds the dataset that maximizes predictive accuracy. This is well defined, whether or 
The ratio F (X)/p(X) differs from one when F (X) puts mass on datasets that p(X) does not (or vice versa). This causes the marginal posterior to adapt to the discrepancy. This need not necessarily lead to better predictive performance, as the marginal predictive is simply an average over the marginal posterior.
In contrast, the profile predictive directly maximizes predictive accuracy. It seeks a dataset that matches the population and gives high predictive performance.
Insight through Simulation
To investigate these objects, we construct a toy example of model mismatch. This example points to an important peril of a naïve application of Bayesian inference, even in simple scenarios. The situation becomes worse in high dimensions, where model mismatch is difficult to detect and has strong effects on inference (Hastie et al., 2009 ).
COMPUTATION AND BUMPING
The quantities described above depend on the unknown population F (X). In this section, we establish the empirical population of data F (X) and the plug-in principle for approximating these quantities. We approximate the profile predictive through a bumping procedure (Tibshirani and Knight, 1999 ) and revisit the simulation study from a computational viewpoint.
The Plug-in Principle
The empirical population F (X) is the distribution that puts weight 1/N on each observation in {x n } N 1 . The plug-in estimator of a function of F is simply the same estimator with F . In the absence of any other information about F , the plug-in principle is efficient as N → ∞ (Efron and Tibshirani, 1994) . The bootstrap is a computational technique for calculating functions of F . It depends on the idea of the bootstrap sample
is uniformly sampled from F with replacement. The bootstrap sample X (b) contains as many observations as X; some observations appear multiple times, others not at all.
Computing Population Expectations
The bootstrap estimate of an expectation under F is easy to calculate. With b = 1, . . . , B bootstrap samples, we approximate the marginal posterior as
and the marginal predictive as
The accuracy of these approximations increase with B (Efron and Tibshirani, 1994) .
Computing Population Profiles
The profile predictive is particularly amenable to computation. We approximate the profile predictive as
The question is how to carry out the maximization.
In practice, we typically do not have access to the mechanism that gives rise to new observations x.
A straightforward option is to use the dataset itself. Then, approximating the profile predictive becomes a special case bumping (Tibshirani and Knight, 1999) .
Bumping is a bootstrap-based technique to fit complex models; it finds the fit that minimizes a loss function over bootstrapped samples of the dataset.
The procedure in our case is this: p(x n | X (b) ).
3. Return the bootstrap index b * that maximizes Equation 8.
The bumped predictive
is the profile predictive maximized in this fashion. It has the same form as the posterior predictive, but integrates over the bumped posterior p(θ | X (b * ) ) instead of the regular posterior.
Back to the Simulation Study
We generate the plots in Figure 1 using B = 100 bootstrap samples. The exact location of the profile (bumped) posterior depends on the B bootstrap samples drawn in the simulation, but it is always closer to λ = 5. This is a reproducible trend (see Supplementary  Code) .
The profile (bumped) predictive is easy to compute; it is a negative binomial distribution, like the posterior predictive. In contrast, the predictive must be numerically integrated using all bootstrap samples; it has no simple analytic form.
Before moving on, we address the choice of evaluating the profile predictive on the dataset itself. There are alternatives to consider, such as held-out observations, cross-validation, or bias correction approaches. In further study, we can consider more complex methods of estimating the expected predictive likelihood of future data (Efron, 1983; Efron and Tibshirani, 1997; Gelman et al., 2013b) .
To summarize, the profile predictive enjoys two qualities: a) it delivers high predictive accuracy and b) it is simple to compute. We focus the rest of our attention on the profile predictive, as we turn to tackling more complex models.
PROFILE PREDICTIVE VARIATIONAL INFERENCE
Modern Bayesian statistics and machine learning has moved well beyond simple conjugate models like the Poisson-Gamma of Section 2.4. In complex models, such as Bayesian mixture models (Bishop, 2006) or probabilistic topic models (Blei et al., 2003) , the posterior is intractable to compute. Practitioners use methods like Markov chain Monte Carlo methods (Robert and Casella, 1999) or variational inference (Jordan et al., 1999) to approximate the posterior.
In this section, we develop an efficient variational inference method to approximate the profile posterior.
Notation
We first modify our model notation to follow (Hoffman et al., 2013) . Consider separating the latent variables θ into a set of local Z and global β variables. Local latent variables Z = {z n } N 1 grow with the number of observations; global latent variables β do not. The likelihood becomes p (X | Z, β) and the prior p(Z, β) .
Given the global variables β, local latent variable z n , along with its observation x n , is conditionally independent of all other latent variables and observations p(x n , z n | x −n , z −n , β) = p(x n , z n | β).
The negative indexing notation means x −n = {x i | i = 1, . . . , n − 1, n + 1, . . . , N }. Global latent variables lack such conditional independence.
This divide is natural in many statistical models. For example, consider latent Dirichlet allocation. The global latent variables are the topics. (The number of topics is fixed and does not vary with the number of documents.) The local latent variables are the per-document topic distributions and the per-word assignments. (There are as many of these variables as documents and words within each document.)
Variational Inference
Mean-field variational inference is an optimizationbased approach to approximate posterior computation (Jordan et al., 1999; Wainwright and Jordan, 2008) . The idea is to posit a simple parameterized family of distributions over the hidden variables, and to find the member of the family that is close in Kullback-Leibler (kl) divergence to the true posterior. In the mean-field family, each hidden variable is independent and governed by its own variational parameter. In the notation of local and global hidden variables, the family is q (Z, β ; φ, λ 
Minimizing the kl divergence is equivalent to maximizing a lower bound on the marginal distribution of the data (Jordan et al., 1999) . The variational objective function is the evidence lower bound (elbo) log p(X, Z, β) ] log q(Z, β ; φ, λ) ] .
Variational inference maximizes this objective with respect to the parameters φ and λ.
In classical mean-field variational inference, we maximize the elbo using coordinate ascent (Attias, 1999) .
This means iteratively maximizing one variational parameter at a time, holding all others fixed. The separation of local {z n } N 1 and global β latent variables leads to independent updates of local {φ n } N 1 and global λ variational parameters. The optimization guarantees convergence to a local maximum of the elbo (Bishop, 2006) .
Approximating the Profile Posterior
Our aim is to use the tools of variational inference to approximate the profile posterior. To that end, we consider the elbo evaluated with a particular bootstrapped dataset, L(X (b * ) , φ, λ). The notation for the bootstrap index b * is intentionally suggestive; we choose it by bumping.
In this setting, the variational is a joint optimization of the variational parameters and the bootstrap index
) is the closest kl approximation to the profile posterior.
The naïve way to solve the joint optimization above is to adapt our earlier technique from Section 3.3. Bootstrap the dataset B times, maximize the elbo for each dataset, and choose the one that gives the best posterior predictive performance. This is an unattractive proposal. It requires multiple maximizations of the elbo, which can be costly.
Bumping Variational Inference
We propose a stochastic optimization algorithm that maximizes the elbo once. We weave bumping into each iteration of the optimization. We call this method bumping variational inference (bump-vi) (Algorithm 1). At a high level, the algorithm works as follows.
Consider a single iteration. We bootstrap the dataset B times and maximize the local variational parameters φ (b) for each dataset. Given these maximized local parameters, we compute B gradient directions g (b) λ for the global parameters λ. These gradients are noisy estimates of "true" gradient, had we taken the naïve approach above and determined which X (b * ) led to the bumped posterior. The cost of computing B gradients is small; the local parameters contribute to each gradient proportional to how often their corresponding observations appear in each bootstrap sample.
Algorithm 1: Bumping Variational Inference
Input: Dataset X, joint distribution p (X, Z, β) , mean-field variational family q(Z, β ; φ, λ) Maximize local parameters φ of the elbo
Choose the bootstrap index that maximizes the posterior predictive on the dataset
Then, we employ the bumping procedure from Section 3.3. This means taking a step in the global parameters for each bootstrapped dataset and evaluating the posterior predictive with the maximized local parameters. This evaluation is the main added cost of bump-vi over coordinate ascent. We pick the index b ( * ) that gives the highest predictive on the original dataset. Finally, we take a step in the direction indexed by b ( * ) .
bump-vi is a stochastic optimization method; the stepsize sequence matters for establishing convergence guarantees (Robbins and Monro, 1951) . We use a constant step-size as it isolates the performance of the algorithm from any sequence-related effects and provides quantifiable error bounds (Nemirovski et al., 2009 ). Figure 2 : Average log-predictives computed on 1, 000 held-out images. bump-vi (orange) reaches a higher predictive accuracy than coordinate ascent (green) across a range of configurations. Boxplots show the median, quartiles, and 1.5 interquartile-range whiskers of ten repeats per configuration.
EMPIRICAL STUDY
We apply bump-vi to two complex models: Bayesian mixture modeling of image histograms and latent Dirichlet allocation (lda) topic modeling of a scientific text corpus. We compare bump-vi to approximate posterior inference using coordinate ascent variational inference. In both examples, bump-vi uniformly reaches higher predictive accuracy.
Bayesian Mixture Model
Consider a Gaussian mixture model (gmm) with a Normal-Gamma prior on the mixture component means and precisions, and a Dirichlet prior on the proportions. These are conjugate priors that lead to straightforward coordinate ascent update equations (Bishop, 2006) .
The ImageCLEF dataset has 576-dimensional color histograms of natural images (Villegas et al., 2013) . We use 5, 000 images as our training dataset, and withhold a set of 1, 000 images for predictive accuracy tests. We standardize the mean and variance of the set of histograms. Thus, the hyperparameters for the Normal-Gamma prior are zero on the component means and one on the precisions. The hyperparameter on the Dirichlet is 1/K where K is the number of components. We set the number of bootstrap samples to B = 10 and the step-size to ρ = 0.5.
We compare coordinate ascent (Attias, 1999) to bumpvi across a range of components. Figure 2 displays these results. bump-vi attains a higher average log posterior predictive evaluated on the held-out set. We run each algorithm ten times per configuration to account for the random initialization of the global parameters. The algorithms converge in fewer than 50 iterations. Figure 3 presents the effect of reaching higher predictive accuracy. We assign each image to its most probable mixture component and pick the one with "blue-purple" images. Though this is a subjective matter, the bumpvi component appears to us to be more uniform than its counterpart. The coordinate ascent component seems to have red-toned images that ideally would belong in a different component.
Latent Dirichlet Allocation
We employ lda to analyze a corpus of 5, 000 randomly selected abstracts from the arXiv repository. The abstracts are short (∼ 150 words) and the vocabulary is large (∼ 12, 000 unique words). The arXiv exhibits jargon-heavy abstracts, which leads to a large vocabulary. This makes for a challenging dataset; we only expect to identify a few topics in a corpus of size 5, 000.
Lda has two Dirichlet priors. We set the hyperparameter on the topics distributions to be 1/K where K is the number of topics. The hyperparameter on the topics is 0.005, which is approximately 60/V where V is the vocabulary size. We set the number of bootstrap samples to B = 10 and the step-size to ρ = 0.05. We empirically choose a smaller step-size to contend with the high-dimensional vocabulary space.
We investigate bump-vi across a range of topics. Figure 4 plots a comparison to coordinate ascent. bump-vi attains a higher average per-word log posterior predictive, evaluated on the held-out set. Tables 1 and 2 show how this difference affects the topics. While six of the topics are similar, bumping fits two topics with higher predictive power. As for mixture components, examining topics is a subjective activity. The algorithms converged in fewer than 150 iterations.
Mitigating Model Mismatch
There is no reason to believe that natural image histograms are truly distributed as a mixture of Gaussians. The same holds for the "bag of words" assumption that 4 6 8 10 12 underlies lda. With real data, there is always some level of inherent model mismatch. Bump-vi attempts to mitigates this by finding better model fits.
In both examples above, the performance gap increases with the number of components. This is counterintuitive, as we expect a simpler model to cause more severe model mismatch. This demonstrates that bump-vi cannot rectify the choice of an inappropriate model. For example, two topics are simply too few to accurately model the arXiv corpus; both algorithms do poorly. However, with twelve topics, coordinate ascent does even worse. This may be due to a variety of effects, such as overfitting and getting trapped in local maxima.
Sensitivity to Bootstrap Samples
We also study the sensitivity of bump-vi to the number of bootstrap samples B (Figure 5 ). Tibshirani and Knight (1999) recommend using 20-30 bootstrap samples for bumping, but as few as five appear to perform well. This is because bump-vi, in a loose sense, re-samples the dataset B × (# of iterations) times.
We also compared the case of B = 1. This is equivalent to stochastic variational inference (svi) with "minibatch" size equal to N (Hoffman et al., 2013) . This shows that the performance gain in bump-vi is not only due to stochastic escapes from local maxima. (Though, it likely benefits from it.)
CONCLUSION
Mismatched models fail to describe the population. The joint population predictive integrates the population distribution into Bayesian predictive inference. The profile predictive explores the space of population datasets to find the fit with highest predictive power.
bump-vi extends this idea to variational inference, with 
