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VKurzfassung
Die vorliegende Arbeit stellt ein Konzept zur zeitlichen Vorhersage von
Fahrstreifenwechselmano¨vern auf Autobahnen fu¨r Systeme zur automati-
schen Fahrzeugfu¨hrung vor. Derartige Systeme beno¨tigen ein Versta¨ndnis
der Fahrumgebung zur konfliktfreien und nachvollziehbaren Durchfu¨hrung
der Fahraufgabe. Dies beinhaltet die Wahrnehmung und Interpretation der
Fahrumgebung zur Erkennung und Vorhersage von Fahrmano¨vern des um-
gebenden Verkehrs. Der erste Teil der Arbeit beschreibt das Konzept zur
Wahrnehmung von Fahrmano¨vermerkmalen und darauf aufbauend der Fahr-
streifenwechselvorhersage mithilfe eines Dynamischen Bayes’schen Netzwerks
(BN). U¨ber dieses werden kausale Zusammenha¨nge bzgl. der Fahrmano¨ver-
merkmale in Form eines probabilistisch grafischen Modells abgebildet und die
Zeit bis zu einem Fahrstreifenwechsel gescha¨tzt. Der zweite Teil der Arbeit
widmet sich der maschinellen Bestimmung der Struktur und Parameter des
BN aus Realfahrdaten. Dazu wird eine Prozesskette entwickelt, die eine Refe-
renzdatenerstellung, eine informationstheoretische Bestimmung der diskreten
Zustandsra¨ume der Fahrmano¨vermerkmale sowie ein mehrstufiges Vorgehen
zur Strukturbestimmung des BN beinhaltet. Beginnend mit einem naiven BN
zur Merkmalsauswahl wird die Netzwerkstruktur u¨ber ein hierarchisch naives
BN zu einem Dynamischen BN entwickelt. Hierbei wird das hierarchisch
naive Bayes Model zur Identifikation latenter Variablen und ein evolutio-
na¨rer Algorithmus zur Bestimmung temporaler Abha¨ngigkeiten verwendet.
Insgesamt gelingt es mit der vorliegenden Arbeit ein Gesamtkonzept zur
Fahrstreifenwechselvorhersage vorzustellen, dessen Funktionsweise anhand
von Realfahrdaten nachgewiesen wird.
Schlagworte: Automatisches Fahren, Dynamische Bayes’sche Netzwerke,
Fahrumgebungserfassung, Maschinelles Lernen, Fahrstreifenwechsel
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Abstract
A concept for time-related forecasts of lane change maneuvers in highway
scenarios is presented within the present thesis. Automated driving systems
rely on understanding the driving environment to fulfil their driving task
transparently and safely. This involves the perception of the driving environ-
ment as well as its interpretation to detect and predict driving maneuvers
of road users. The first part of this thesis focuses on the perception of lane
change situation features and the lane change prediction based on a dynamic
Bayesian network (BN). With this, probabilistic temporal relationships bet-
ween situation features are represented in a probabilistic graphical model to
estimate the time to lane change according to the configuration of situation
features. The second part of the thesis deals with BN structure and para-
meter learning from natural driving data. For this purpose a toolchain is
developed. It includes a retrospective ground truth data labeling as well as
the determination of discrete states spaces for all situation features by use
of information theory principles and a multi-stage approach to determine
the structure of the dynamic BN. Starting with a naive BN to select an
optimal set of situation features, the network is evolved via a hierarchical
naive BN to a dynamic BN, using the hierarchical naive Bayes model to
identify latent variables and evolutionary algorithms to determine temporal
relationships. To sum up, this thesis contributes an overall concept for lane
change prediction on highways that is proven to be operational on natural
driving data.
Keywords: automated driving, dynamic Bayesian networks, environment
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1 Einfu¨hrung
Bis Ende des 19. Jahrhunderts stellte die Fortbewegung per Pferd eine geho-
bene Form der Individualmobilita¨t dar. Bedingt durch angeborene instinktive
Verhaltensweisen und in Abha¨ngigkeit von Dressur und individueller ko-
gnitiver Leistung des Tieres bot es dem Reiter in Form von intelligentem
Verhalten einen gewissen Grad an Automation in der Fu¨hrung seines Fort-
bewegungsmittels. So ist das Pferd durchaus in der Lage im Sinne seines
Reiters einem Pfad zu folgen, Hindernissen auszuweichen oder vor diesen
selbstta¨tig zu halten. Mit der Einfu¨hrung des Automobils am Anfang des
20. Jahrhunderts verschwand diese Eigenschaft der Fortbewegungsmittel
zuna¨chst. Seit Anfang des 21. Jahrhunderts kehrte diese in Form von Fah-
rerassistenzsystemen zuru¨ck, welche den Fahrer bei der Durchfu¨hrung seiner
Fahraufgabe unterstu¨tzen, z. B. durch Adaptive Distanzregelung (ACC),
Spurhalte- oder Notbremsassistent. Getrieben durch das Streben nach der
Vision Zero1, nach einer stetigen Erho¨hung des Fahrkomforts u. a. durch freie
Zeitgestaltung wa¨hrend der Fahrt, und der Aussicht auf lukrative Gescha¨fts-
modelle im Bereich der Sharing Economy2 mit Diensten zur individuellen
Personenbefo¨rderung wird durch Forschung und Industrie eine vollautomati-
sche Fahrfunktion3 angestrebt, in der die Fahrzeugfu¨hrung durch den Fahrer
einen optionalen Charakter einnimmt, vgl. Tesla: [Lambert 2016], Uber,
Volvo: [Kalanick 2016], Google, Fiat Chrysler: [Ziegler 2016], Lyft, General
Motors: [Bhuyian 2016].
Die Verhaltensgenerierung automatischer Fahrsysteme basiert auf der Wahr-
nehmung des Verkehrsumfeldes sowie des eigenen Fahrzustandes und der
kognitiven Verarbeitung dieser Information mithilfe einer Wissensbasis zu
einer sicheren und nachvollziehbaren Handlung. Ein ACC-System misst
beispielsweise die Entfernung zu vorausfahrenden Objekten und kann un-
ter Beru¨cksichtigung von akkumuliertem Wissen bzgl. der Systemdynamik,
Objektrelevanz oder auch gesetzlicher Vorgaben wie Mindestwerte fu¨r Zeit-
lu¨cken das Zielobjekt auswa¨hlen und einen passenden Beschleunigungssoll-
wert bestimmen.
1 Strategie zur Vermeidung to¨dlicher und schwerer Unfa¨lle im Straßenverkehr fu¨r das
Jahr 2020, vgl. [Eichendorf 2012].
2 Gescha¨ftsmodell zur gemeinsamen, zeitlich begrenzten Nutzung von Ressourcen.
3 Umgangssprachlich auch als autonomes Fahren bezeichnet, vgl. Unterabschnitt 1.3.1.
2 1. Einfu¨hrung
Fu¨r Systeme mit einer ho¨herstufigen Automatisierung ist neben der reinen
Wahrnehmung ein tiefgreifenderes Versta¨ndnis der Fahrumgebung notwen-
dig, um die Verhaltensgenerierung konfliktfrei an zuku¨nftige Aktionen und
mo¨gliche Handlungsoptionen anderer Verkehrsteilnehmer anzupassen.
Wa¨hrend des Wahrnehmungsprozesses werden Messwerte von Sensoren mit
bisherigen Messungen fusioniert und in einem Umfeldmodell zu einer ma-
schinellen Abbildung der Fahrumgebung aggregiert. Diese ist prozessbedingt
unsicher, fehlerbehaftet und gegebenenfalls unvollsta¨ndig, was im folgen-
den Verarbeitungsschritt Beru¨cksichtigung finden sollte. Wenngleich es dem
menschlichen Vorgehen zur Wissensverarbeitung und Schlussfolgerung schein-
bar mu¨helos gelingt, unter vergleichbaren Umsta¨nden intelligentes Verhalten
zur Fahrzeugfu¨hrung zu generieren, stellt dies fu¨r technische Systeme nach
derzeitigem Stand eine enorme Herausforderungen dar. Die Anwendung von
Methoden aus dem Fachgebiet der ku¨nstlichen Intelligenz auf den kognitiven
Informationsverarbeitungsprozess einer automatisierten Fahrfunktion stellt
somit ein vielversprechendes Forschungsfeld dar.
Im europa¨ischen Forschungsprojekt HAVEit verantwortet die
Volkswagen AG die teilautomatisierte Fahrfunktion Temporary Auto-
pilot, vgl. Unterabschnitt 1.3.3. In diesem Zuge wurde eine modulare
Umfeldwahrnehmungsplattform geschaffen, vgl. Abschnitt 4.3, welche im
Rahmen dieser Arbeit um eine Mano¨vervorhersage erweitert werden soll.
1.1 Beitrag der Arbeit
Das Ziel dieser Arbeit besteht darin, ein Konzept zur zeitlichen Vorhersa-
ge von Fahrstreifenwechselmano¨vern als eine Interpretation der sensierten
Fahrumgebung zu entwickeln. Dieses soll sowohl anwendbar sein auf die
Fahrzeuge des umgebenden Verkehrs als auch auf das Ego-Fahrzeug selbst.
Zu diesem Zweck soll das Wissen u¨ber bevorstehende Fahrstreifenwechsel von
Verkehrsteilnehmern auf bundesdeutschen Autobahnen aus Realfahrdaten
extrahiert und in ein probabilistisches Scha¨tzmodell zur Vorhersage von
Fahrmano¨vern u¨berfu¨hrt werden. Dabei wird das Fahrstreifenwechselmano¨-
ver als Realisation eines hochdimensionalen Zufallsvektors aufgefasst. U¨ber
eine zugeho¨rige Verbundverteilungsdichtefunktion soll bestimmt werden,
mit welcher Wahrscheinlichkeit eine bestimmte Konfiguration angenommen
wird. Die Modellierung der Verbundverteilung erfolgt u¨ber ein Bayes’sches
Netzwerk. Mit dessen Hilfe lassen sich kausale Zusammenha¨nge bzgl. der
Situationsmerkmale der Fahrumgebung und dem Fahrverhalten der Verkehrs-
teilnehmer in Form eines gerichteten Graphen abbilden.
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Die Schwerpunkte der Arbeit liegen auf der Wahrnehmung und Ex-
traktion geeigneter Situationsmerkmale und der maschinellen Bestim-
mung von Struktur und Parametern eines Bayes’schen Netzwerks zur
Fahrstreifenwechselvorhersage.
Abgrenzung zu bestehenden Arbeiten
Wa¨hrend der Fahrerintentionserkennung bzw. der Vorhersage von Fahrmano¨-
vern des eigenen Fahrzeuges bereits eine beachtliche Anzahl an wissenschaft-
lichen Arbeiten gewidmet sind, vgl. Unterabschnitt 3.2.1, ist das Feld fu¨r die
Anwendung der Vorhersage auf den umgebenden Verkehr u¨berschaubar, vgl.
Unterabschnitt 3.2.2. Hervorzuheben sind hier die Arbeiten von [Dagli 2005]
und [Kasper 2013], welche die Erkennung von Einscherern4 zur Verbesserung
eines ACC-Systems mithilfe eines Bayes’schen Netzwerks zum Ziel haben.
Die vorliegende Arbeit grenzt sich insbesondere zu letztgenannten Arbeiten
ab durch:
• eine probabilistische Vorhersage von Fahrstreifenwechselmano¨vern mit
Zeitbezug gegenu¨ber einer bina¨ren Entscheidung,
• die Verwendung eines umfangreichen doma¨nenspezifischen Lern- und
Testdatensatzes mit automatisiert retrospektiv erzeugten Referenzda-
ten basierend auf einem modularen Umfeldmodell,
• einen methodischen Ansatz zur datengetriebenen Bestimmung rele-
vanter Eingangsmerkmale, Netzwerkparameter und insbesondere der
Netzwerkstruktur u¨ber maschinelle Lernverfahren,
• einen informationstheoretischen Ansatz zur Bestimmung geeigneter
Diskretisierungsparameter fu¨r kontinuierliche Eingangsmerkmale,
• eine Modellierung der Messunsicherheit u¨ber multimodale Verteilungen
und schließlich durch
• eine Beru¨cksichtigung von zeitlichen Abha¨ngigkeiten durch eine Model-
lierung des Fahrstreifenwechsels als temporaler Prozess in Form eines
Dynamischen Bayes’schen Netzwerks.
4 Fahrzeug, welches unmittelbar vor einem anderen Fahrzeug in dessen Fahrschlauch,
d. h. Korridor entlang der zuku¨nftige Fahrtrajektorie, wechselt.
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1.2 Aufbau der Arbeit & Vorgehen
Nachfolgend wird der Aufbau der vorliegenden Arbeit beschrieben und das
Vorgehen zum Erreichen der formulierten Zielsetzung erla¨utert. Die Arbeit
la¨sst sich in folgende drei Schwerpunkte gliedern:
• einen Rechercheteil zu Methoden und Verfahren zur Modellierung von
Wissen und Verhalten in Kapitel 2 sowie zu bestehenden technischen
Lo¨sungen zur Beschreibung und Vorhersage eines Fahrstreifenwechsel-
mano¨vers in Kapitel 3,
• einen konzeptionellen Teil zur Erarbeitung eines Ansatzes zur Realisie-
rung einer Fahrstreifenwechselvorhersage in Kapitel 4 und
• einen praktischen Teil zur datengetriebenen Bestimmung der Parameter
und Struktur eines Bayes’schen Netzwerks zur Fahrstreifenwechselvor-
hersage in Kapitel 5.
Im Detail wird wie folgt vorgegangen: Nach einer kurzen Vorstellung des
Forschungsprojektes HAVEit wird im weiteren Verlauf dieses Kapitels ei-
ne Erla¨uterung zu automatischen Fahrfunktionen unter Einbeziehung des
Temporary Autopilot sowie bisheriger und aktueller Forschungsprojekte
gegeben.
Kapitel 2 beginnt mit einer Einfu¨hrung in die Techniken und Methoden
zur Wahrnehmung des Verkehrsumfeldes als Datengrundlage fu¨r automa-
tische Fahrfunktionen. Im weiteren Verlauf werden ausgewa¨hlte Konzepte
aus dem Bereich der Ku¨nstlichen Intelligenz zur Modellierung von Wissen
und Verhalten vorgestellt und diskutiert. Einen Schwerpunkt bildet die
Wissensmodellierung mit Bayes’schen Netzwerken unter dem Aspekt von
unsicherheitsbehafteten und unvollsta¨ndigen Eingangsdaten.
Der Stand der Technik zur Vorhersage von Fahrstreifenwechselmano¨vern
wird in Kapitel 3 erla¨utert. Ziel ist es, ein Versta¨ndnis fu¨r das Fahrstrei-
fenwechselmano¨ver zu entwickeln, und bisherige Lo¨sungsansa¨tze auf ihre
U¨bertragbarkeit auf die Zielsetzung dieser Arbeit zu u¨berpru¨fen.
In Kapitel 4 wird das Konzept der Fahrstreifenwechselvorhersage erla¨utert.
Aus den Anforderungen der automatischen Fahrfunktion wird das Vorher-
sageziel abgeleitet und der Einsatz eines Bayes’schen Netzwerks motiviert.
Es erfolgt eine Einordnung der Mano¨vervorhersage in die Architektur der
Umfeldwahrnehmungsplattform des Temporary Autopilot (TAP) und
eine Darstellung der notwendigen Prozessschritte. Schließlich werden die
Rahmenbedingungen fu¨r die Erstellung eines Bayes’schen Netzwerks mit der
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Definition der Klassenvariable Fahrstreifenwechsel und potentieller Situati-
onsmerkmale, d. h. Evidenzvariablen, sowie deren Berechnung innerhalb der
Umfeldwahrnehmungsplattform des TAP gegeben.
Kapitel 5 ist der Bestimmung der Parameter und Struktur fu¨r ein Bayes’sches
Netzwerk auf Basis von Messdaten einer Realfahrstudie gewidmet. Aus den
Messdaten werden die im vorhergehenden Kapitel definierten Situations-
merkmale extrahiert und gemeinsam mit einem retrospektiv erzeugten Refe-
renzwert der Klassenvariable in eine Datenbasis u¨berfu¨hrt. Diese beinhaltet
somit die Referenzdaten fu¨r die maschinelle Bestimmung der Netzwerk-
struktur. Fu¨r die gro¨ßtenteils in kontinuierlicher Form vorliegenden Werte
der Eingangsmerkmale werden die Diskretisierungsschwellen so bestimmt,
dass sowohl der Informationsverlust im Zuge der Diskretisierung als auch
die Anzahl der Diskretisierungsschwellen pro Merkmal minimal wird. Die
Strukturbestimmung erfolgt zuna¨chst fu¨r ein statisches, d. h. zeitinvariantes
Bayes’sches Netzwerk nach dem Hierachical Naive Bayes (HNB) Ansatz.
Ausgehend von einem Naiven Bayes’schen Netzwerk wird durch das geschick-
te Hinzufu¨gen von latenten Variablen maschinell eine Netzstruktur gesucht.
Da fu¨r latente Variablen keine Werte in der Datenbasis vorliegen, werden
die bedingten U¨bergangswahrscheinlichkeiten per Expectation Maximization
(EM) Algorithmus bestimmt. Vor der Anwendung des HNB-Algorithmus zur
Strukturbestimmung wird versucht, die Dimensionalita¨t der Verbundvertei-
lung fu¨r die Klassenvariable durch das Entfernen nicht relevanter Variablen
so einzuschra¨nken, dass bereits das dem HNB zugrunde liegende Naive
Bayes’sche Netzwerk bestmo¨gliche Scha¨tzergebnisse liefert. Es wird erwar-
tet, dass eine Anwendung des HNB-Ansatzes auf dieses Naive Bayes’sche
Netzwerk die vernachla¨ssigten statistischen Abha¨ngigkeiten zwischen den
Zufallsvariablen in Form von Latentvariablen aufdeckt. Im letzten Teil des
Kapitels wird untersucht, ob sich die Scha¨tzung eines Fahrstreifenwechsels
durch eine Zeitreihenanalyse mithilfe eines Dynamischen Bayes’schen Netz-
werks verbessern la¨sst. Das zuvor ermittelte statische Netzwerk dient hierfu¨r
als initiales und innerhalb einer Zeitscheibe nicht vera¨nderbares Netzwerk,
wohingegen die Struktur des tempora¨ren, d. h. zeitscheibenu¨bergreifenden
Netzwerks mithilfe genetischer Algorithmen bestimmt wird.
Im letzten Kapitel werden die Ergebnisse der Arbeit zusammengefasst und
im Hinblick auf die Anwendbarkeit in einer automatischen Fahrfunktion
diskutiert. Die Arbeit schließt mit einem Ausblick auf mo¨gliche Erweiterungen
des gezeigten Ansatzes zur Mano¨vervorhersage.
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1.3 Automatisches Fahren
Im nachfolgenden Abschnitt wird zuna¨chst die Terminologie fu¨r die Bezeich-
nung automatischer Fahrfunktionen in Abha¨ngigkeit von ihrer Auspra¨gung
erla¨utert. Es folgt ein kurzer Abriss bisheriger und aktueller Forschungspro-
jekte zum Thema. Anschließend wird die Zielstellung und Auspra¨gung des
Temporary Autopilot erla¨utert.
1.3.1 Begriffskla¨rung
Die Begriffe Autonomes Fahren und Automatisches Fahren pra¨gen seit
Jahren die automobilen Forschungsvorhaben fu¨r dauerhaft automatisierte,
d. h. nicht auf kurzzeitige Eingriffe beschra¨nkte Fahrfunktionen. Obgleich
ihre Verwendung oft a¨quivalent stattfindet, la¨sst sich dennoch eine Tren-
nung feststellen: Wa¨hrend das Autonome Fahren als fu¨hrerloses5 Fahren,
d. h. Fahren ohne Fahrer, bezeichnet wird, ist der Begriff Automatisches
Fahren im Bereich der Fahrerassistenzsysteme verbreitet.
Generell unterstu¨tzen Fahrerassistenzsysteme den Fahrer bei der Erfu¨llung
seiner Fahraufgabe. Die Unterstu¨tzung erfolgt auf unterschiedlichen Ebenen
und erstreckt sich von der Information und Warnung u¨ber korrigierende
Eingriffe in die Fahrdynamik bis hin zu einer graduellen U¨bernahme der
Fahraufgabe. Eine entsprechende Definition der Automatisierungsgrade er-
folgt in [Gasser u. a. 2012]. Tabelle 1.1 fasst diese Begriffsdefinitionen unter
den Aspekten Auspra¨gung der Automatisierung, Notwendigkeit und Umfang
einer fahrerseitigen Systemu¨berwachung sowie U¨bernahmebereitschaft bei
Erreichen der Systemgrenzen zusammen.
Der U¨bergang vom Automatischen zum Autonomen Fahren, besonders
im Hinblick auf die in Tabelle 1.1 definierte Vollautomation, ist fließend.
Dennoch wird der Begriff Automatisches Fahren auch im weiteren Verlauf
u¨bergeordnet verwendet.
1.3.2 Automatisches Fahren - Forschungsarbeiten
Im Folgenden werden, stellvertretend fu¨r die in Tabelle 1.1 genannten Auto-
matisierungslevel, Forschungsprojekte aufgefu¨hrt, welche assistierende, teil-,
hoch- oder vollautomatisierte Fahrsysteme umfassen.
5 Beispielsweise [UN/ECE 2006]
”
...Systeme, bei denen die Anwesenheit eines Fahr-
zeugfu¨hrers nicht erforderlich ist, werden als
”
autonome Lenkanlagen“ bezeichnet.“
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Assistierende Systeme sind nahezu herstelleru¨bergreifend und teils be-
reits in zweiter oder dritter Generation auf dem Markt verfu¨gbar, z. B. in
Form einer automatisierten Fahrzeugla¨ngsregelung ACC. Aktuelle Genera-
tionen zielen auf eine Erweiterung des Wirkfeldes hinsichtlich der Doma¨ne,
z. B. ACC fu¨r urbane Umgebung [To u. a. 2008], oder der vorausschau-
enden energieeffizienten Fahrzeugla¨ngsfu¨hrung durch karten- und ortungs-
gestu¨tzte Umfeldinformation, vgl. [Dornieden u. a. 2012; Roth u. a. 2011];
[Sanfridson u. a. 2011].
Teilautomatisiert fahrende Systeme stehen seit mehr als drei Jahrzehn-
ten im Fokus der Forschung, beginnend mit der Pionierleistung im Vorfeld,
vgl. [Zapp 1988], bzw. im Rahmen des EUREKA Forschungsprojektes Pro-
metheus6. Alle im Folgenden vorgestellten Realisierungen nutzen eine auf
einem heterogenen Mehrsensorsystem und einer Sensordatenfusion basierende
maschinelle Fahrumgebungserfassung.
Im Rahmen von Prometheus wurde erstmals eine automatisierte
Fahrzeugla¨ngs- und Querfu¨hrung inklusive automatisch durchgefu¨hrter Fahr-
streifenwechsel nach Fahrerbesta¨tigung entwickelt und ein Versuchsbetrieb
im Realverkehr durchgefu¨hrt, vgl. [Ulmer 1994; Dickmanns u. a. 1994].
Im BMBF-gefo¨rderten Forschungsprojekt Invent, vgl. [INVENT-
Konsortium 2002], wurde auf Basis der Teilprojekte Fahrumgebungserfas-
sung und Interpretation sowie Stau-Assistent eine teilautomatisierte
La¨ngs- und Querfu¨hrung fu¨r Stausituationen entwickelt, vgl. [Zavrel 2002].
In Intelligent Car, einem internen Forschungsprojekt der Volkswagen AG,
wurde eine teilautomatisierte Fahrfunktion entwickelt, vgl. [Weiser u. a.
2009]. Das Ziel von Intelligent Car war neben der automatischen La¨ngs-
und Querfu¨hrung die automatische Durchfu¨hrung von Fahrstreifenwechseln
nach Fahrerbesta¨tigung, die Mo¨glichkeit der
”
Freihand“-Fahrt, d. h. der
Fahrzeugfu¨hrung ohne Beru¨hrung des Lenkrades durch den Fahrer und der
Betrieb im Realverkehr. Durch ein umfangreiches Absicherungskonzept, u. a.
durch Risikoanalyse, Komponententest von Hard- und Software sowie Test
des Gesamtsystems in Simulationen und realen Erprobungsfahrten konnte
ein zuverla¨ssiger Versuchsbetrieb im Realverkehr erreicht werden.
Das Ziel des Teilvorhabens Integrierte Querfu¨hrung im BMWi-gefo¨rderten
Forschungsprojekt Aktiv, vgl. [AKTIV-Konsortium 2009], war die Erpro-
bung eines automatischen, fahrerakzeptierten Haltens des Fahrstreifens. In
der in [Meinecke u. a. 2011] beschriebenen Realisierung erfolgte die Erfor-
6 Programme for a European Traffic of Highest Efficiency and Unprecedented Safety:
europa¨isches Forschungsprojekt 1987 -1995.
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schung einer kontinuierlichen La¨ngs- und Querfu¨hrung in einem Geschwin-
digkeitsbereich von 0-180 km/h auf gut ausgebauten Landstraßen und Auto-
bahnen sowie in Baustellenbereichen.
Im EU-gefo¨rderten Forschungsprojekt HAVEit, vgl. [HAVEit-Konsortium
2009], wurden die teilautomatisierten Fahrsysteme Automatic Queue
Assistance, construction site assistance sowie Temporary Autopi-
lot entwickelt. Das System Automatic Queue Assistance, vgl. [Grubb
u. a. 2009], bietet eine automatisierte La¨ngs- und Querfu¨hrung im Niederge-
schwindigkeitsbereich fu¨r Lastkraftwagen an. Das System construction
site assistance, vgl. [Lu¨ke u. Strauss 2012], bietet eine kontinuierliche
La¨ngs- und Querfu¨hrungsunterstu¨tzung auf Autobahnen sowie in Baustel-
lenbereichen an. Die funktionale Auspra¨gung des temporary autopilot,
vgl. [To u. Bartels 2010], bietet eine automatische La¨ngs- und Querfu¨hrung
auf Autobahnen und autobahna¨hnlichen Straßen im Geschwindigkeitsbe-
reich von 0-130km/h. Eine Beschreibung des Temporary Autopilot wird
in Unterabschnitt 1.3.3 gegeben. Die vorliegende Arbeit setzt auf diesem
System auf.
Seit geraumer Zeit erfolgt die Einfu¨hrung teilautomatisierter Systeme in
den Markt, z. B. in Form einer kontinuierlichen La¨ngs- und Querfu¨hrung in
Stausituationen, vgl. [Audi-AG 2016; VW-AG 2017].
Hochautomatisierte Fahrsysteme wurden in den vergangenen Jahren im
Rahmen von Forschungsprojekten in Angriff genommen. Alleinstellungsmerk-
mal gegenu¨ber den teilautomatisierten Systemen ist ein zula¨ssiges zeitweises
Abwenden des Fahrers von der Fahraufgabe.
Im europa¨ische Forschungsprojekt Adaptive werden die hochautomatisier-
ten Fahrsysteme Traffic Jam Chauffeur und Highway Chauffeur
sowie unter der Bezeichnung Parking Garage Pilot ein Fahrsystem
zur Realisierung eines vollautomatisierten Parkservice fu¨r PKW entwickelt,
vgl. [Etemad 2015]. Der Traffic Jam Chauffeur ermo¨glicht eine hoch-
automatisierte Fahrt in Stausituationen in einem Geschwindigkeitsbereich
von 0-60 km/h. Diese Funktionalita¨t wird durch Highway Chauffeur
auch außerhalb von Stausituationen bis zu einer Geschwindigkeitsgrenze von
130 km/h erweitert und schließt automatische Fahrstreifenwechsel mit ein.
In [Meyer 2015] wird ein System vorgestellt, das eine Strecke von 550 Meilen
von Stanford nach Las Vegas hochautomatisch zuru¨cklegt. Das System
arbeitet weitgehend auf sensorisch erfassten Umfelddaten und kommt ohne
hoch genaue Ortung aus. Nicht hochautomatisch befahrbare Teilstu¨cke sind
dem System u¨ber annotierte Kartendaten bekannt und erlauben eine fu¨r den
Fahrer stets beherrschbare U¨bernahme der Fahrfunktion.
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Ein Ziel des 2017 startenden europa¨ischen Fo¨rderprojektes L3pilot, vgl.
[L3pilot-Konsortium 2017], ist es, hochautomatische Fahrsysteme in umfang-
reichen Feldtests zu erproben und zu bewerten. Die Systeme weisen eine hohe
Funktionsvielfalt auf, z. B. Parken, U¨berholen oder das Fahren in urbanen
Kreuzungssituationen und sollen mit einer Flotte von 100 Fahrzeugen in elf
europa¨ischen La¨ndern erprobt werden. Die Bewertung der Funktionen erfolgt
in Bezug auf deren technische Leistungsfa¨higkeit, die Nutzerakzeptanz, das
Fahrverhalten und den Einfluss auf Verkehr und Gesellschaft.
Vollautomatische Fahrfunktionen fu¨r PKW beinhalten im Extremfall
die Mo¨glichkeit der fahrerlosen Fahrt. Vollautomatisch fahrende Fahrzeuge
beherrschen alle Situationen vom Beginn bis zum Ende einer vollautomati-
schen Fahrt auf definierten Strecken bzw. in definierten Umgebungen. Von
der DARPA7 durchgefu¨hrte Wettbewerbe fu¨r autonom fahrende Landfahr-
zeuge, vgl. [Darpa 2005, 2007], motivierte dutzende Forschergruppen aus
Universita¨ten, wissenschaftlichen Einrichtungen und Unternehmen die Mach-
barkeit autonomer Fahrfunktionen im offenen Gela¨nde und Stadtverkehr
zu demonstrieren - wenn auch zuna¨chst in ku¨nstlichen, nicht o¨ffentlichen
Verkehrsumgebungen. Einige der Teilnehmer fu¨hren diese Forschungsarbeiten
fort und testen diese bereits im o¨ffentlichen Straßenverkehr, vgl. [Thrun u.
Urmson 2011; Saust u. a. 2010; Ziegler u. a. 2014].
Systeme der Kategorie 5 werden nach [VDA 2013] als fahrerlose Systeme
bezeichnet. Sie kennzeichnen sich dadurch, dass sie auf beliebigen Strecken
alle Verkehrssituationen ohne Einwirkung eines Fahrers meistern ko¨nnen.
Zusammenfassend ist zum Stand der automatischen Fahrfunktionen fest-
zustellen, dass assistierende Systeme bereits seit mehr als einem Jahr-
zehnt auf dem Markt verfu¨gbar sind und erste teilautomatisierte Systeme
in ju¨ngster Zeit im Markt eingefu¨hrt wurden. Systeme mit ho¨herem Au-
tomatisierungsgrad sind derzeit Gegenstand intensiver Forschungs- und
Entwicklungsaktivita¨ten.
Trotz der technischen Fortschritte gestaltete sich eine mo¨gliche Marktein-
fu¨hrung hoch- oder vollautomatisierter Fahrfunktionen unter den gelten-
den rechtlichen und zulassungstechnischen Rahmenbedingungen bislang als
schwierig, vgl. [Gasser u. a. 2012]. Durch eine Erga¨nzung des hierfu¨r maß-
geblichen Wiener Weltabkommen u¨ber den Straßenverkehr, vgl. [ECE 2014],
wurde die vo¨lkerrechtliche Grundlage geschaffen, solche Systeme in Ver-
kehr zu bringen. Jedoch bleibt die grundlegende Voraussetzung, dass diese
jederzeit durch den Fahrer u¨bersteuert werden ko¨nnen.
7 Defense and Advanced Research Projects Agency - Beho¨rde des US-
Verteidigungsministeriums.
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1.3.3 HAVEit - Temporary Autopilot
Der Temporary Autopilot ist eine im europa¨ischen Forschungsprojekt
HAVEit8 entwickelte Funktionsbu¨ndelung einer teilautomatisierten Fahrfunk-
tion mit mehreren Fahrerassistenzsystemen. Ihr Ziel besteht darin Unfa¨lle
zu vermeiden bzw. Unfallfolgen zu minimieren, welche infolge von Fahrfeh-
lern durch unaufmerksame bzw. abgelenkte Fahrer entstehen ko¨nnen, vgl.
[Bartels u. a. 2011].
Das in ein Versuchsfahrzeug integrierte System bietet dem Fahrer in Abha¨n-
gigkeit von Fahrsituation, Umgebungserfassung, Fahrer und Systemzustand
den jeweils passenden Automationsgrad an. Dies beinhaltet:
• Eine automatische La¨ngs- und Querfu¨hrung auf Autobahnen und au-
tobahna¨hnlichen Straßen im Geschwindigkeitsbereich von 0-130 km/h.
Die Adaption der La¨ngsgeschwindigkeit erfolgt an Geschwindigkeits-
gebote, an ein Fu¨hrungsfahrzeug oder an Kurvenradien zur komfort-
begru¨ndeten Begrenzung der Querbeschleunigung. Ein automatisches
Wiederanfahren wird u¨ber eine Nahfeldu¨berwachung abgesichert und
das Rechtsu¨berholverbote außerhalb von Stausituationen beachtet.
Fahrstreifenwechsel werden nicht automatisiert durchgefu¨hrt.
• Die Mo¨glichkeit der Freihandfahrt, d. h. der Fahrer kann wa¨hrend der
teilautomatisierten Fahrt die Ha¨nde vom Lenkrad nehmen, hat aber
weiterhin die Verantwortung zur U¨berwachung der Fahraufgabe. Dies
wird durch ein integriertes System zur Fahrerzustandsbeobachtung
u¨berwacht. Ein dauerhaftes Abwenden des Fahrers vom Verkehrsge-
schehen stellt eine U¨berschreitung der Systemgrenzen dar.
• Eine zielgerichtete Reaktion bei Erreichen einer Systemgrenze, indem
die Fahraufgabe kontrolliert an den Fahrer zuru¨ckgegeben bzw. das
System durch ein Nothaltemano¨ver ggf. mit einem Wechsel auf den
Standstreifen in einen sicheren Zustand u¨berfu¨hrt wird.
• Der Fahrer hat jederzeit die Mo¨glichkeit, das System zu u¨bersteuern
bzw. zu deaktivieren.
Das Systemstatusdiagramm in Abbildung 1.1 zeigt die Aktivierungsstrategie
des Temporary Autopilot.
8 Das Projekt HAVEit (Highly Automated VEhicles for Intelligent Transporta-
tion) ist ein europa¨isches Forschungsprojekt, welches durch das 7. Forschungs-
Rahmenprogramm der EU gefo¨rdert ist, vgl. [HAVEit-Konsortium 2009].
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Driver LDW ACC Pilot RMM
Abbildung 1.1: Systemstatusdiagramm des Temporary Autopilot, ange-
lehnt an [Bartels u. a. 2011]
Das System bietet folgende Betriebsmodi:
Driver Manuelle La¨ngs- und Querfu¨hrung, der Fahrer erha¨lt keine Un-
terstu¨tzung. In diesen Modus wird bei Deaktivierung aus jedem der
anderen Modi zuru¨ck gewechselt.
LDW9 Warnt den Fahrer vor unbeabsichtigtem Verlassen des Fahrstreifens.
Dieser Modus wird passiv geschaltet, sobald die Betriebsmodi Pilot
oder RMM aktiv sind. Die Quer- und La¨ngsfu¨hrung erfolgt manuell
durch den Fahrer.
ACC10 Regelt die Geschwindigkeit auf die vom Fahrer einstellbare Wunsch-
gro¨ße oder adaptiert diese zur Einhaltung eines einstellbaren Abstan-
des auf die Geschwindigkeit des Vorderfahrzeuges. Im Temporary
Autopilot werden in diesem Modus ebenfalls Geschwindigkeitsbe-
grenzungen durch Geschwindigkeitsgebote, z. B. Verkehrszeichen, oder
durch Kurvengrenzgeschwindigkeiten beru¨cksichtigt. Es erfolgt eine
automatische La¨ngsregelung, die Querregelung obliegt dem Fahrer.
Pilot Das System u¨bernimmt die Quer- und La¨ngsfu¨hrung, eine freiha¨ndige
Fahrt ist zula¨ssig. Dem Fahrer obliegt die U¨berwachung des Systems.
Wird durch die Fahrerzustandsbeobachtung ein dauerhaftes Abwenden
des Fahrers vom Verkehrsgeschehen festgestellt und ein Systemhin-
weis zur Aufmerksamkeitspflicht ignoriert, erfolgt eine Aufforderung
zur U¨bernahme der Fahraufgabe an den Fahrer. Kommt dieser der
Aufforderung nicht nach, wird in den Betriebsmodus RMM gewechselt.
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RMM11 Bringt das System in einen risikominimalen Zustand. Es wird
davon ausgegangen, dass der Fahrer seine U¨berwachungsfunktion nicht
mehr erfu¨llen kann. In Abha¨ngigkeit der Fahrsituation wird im Rahmen
eines eskalierenden Mano¨vers innerhalb des eigenen Fahrstreifens, oder
ggf. durch automatisierte Fahrstreifenwechsel auf dem Standstreifen
angehalten. Zusa¨tzlich erfolgen weitere Maßnahmen zur Absicherung
von Fahrer und Fahrzeug, vgl. [Mirwaldt u. a. 2012]. Die Quer- und
La¨ngsfu¨hrung erfolgt wa¨hrend des gesamten Mano¨vers automatisch,
dies kann jederzeit durch den Fahrer unterbrochen werden.
Im Rahmen der entwicklungsbegleitenden Systemerprobung stellte sich ins-
besondere der Umgang mit Einscherern als herausfordernd dar. Diese werden
erst als solche erkannt, sobald sie beginnen in den Fahrstreifen des mit
einem Temporary Autopilot ausgestatteten Versuchsfahrzeuges einzut-
auchen. Gerade bei kleinen Zeitlu¨cken zu den einscherenden Fahrzeugen sind
Verzo¨gerungen erforderlich, welche außerhalb des Komfortbereichs liegen
und im ungu¨nstigsten Fall eine U¨berschreitung der Systemgrenze und einen
Fahrereingriff zur Folge haben. Eine Fahrstreifenwechselvorhersage fu¨r den
umgebenden Verkehr soll eine fru¨hzeitige Reaktion des Temporary Auto-
pilot auf Einscherer ermo¨glichen und zur Steigerung des Fahrkomforts und
der Systemverfu¨gbarkeit beitragen. In zuku¨nftigen Weiterentwicklungen des
Temporary Autopilot ist zudem die Realisierung von kooperativen Fahr-
verhalten z. B. durch den Wechsel auf einen freien linken Nachbarfahrstreifen
denkbar, um den Fahrstreifenwechsel eines anderen Verkehrsteilnehmers in
den Fahrstreifen des Temporary Autopilot zu ermo¨glichen.
9 Fahrstreifenverlassenswarnung, engl. Lane Departure Warning.
10 Adaptive Geschwindigkeitsregelung, engl. Adaptive Cruise Control.
11 Risikominimales Mano¨ver, engl. Risk Minimum Maneuver.
























































































































































































































































































































































































































































































































































Die Grundlage fu¨r eine Modellierung von Wissen und Verhalten ist eine
Wissensbasis. Sie entha¨lt eine Menge des problemspezifischen Wissens. Dieses
Wissen kann sowohl implizit, d. h. in Form von Daten, Gleichungen, Theorien
vorliegen als auch explizit in Form von sprachlich beschreibbaren Wissens-
inhalten wie Deklarationen und Heuristiken, z. B. Wenn-Dann-Regeln. Fu¨r
die Modellierung einer Fahrmano¨vervorhersage stellt die Fahrumgebungs-
erfassung eine Menge des problemspezifischen Wissens in Form einer Zu-
standsbeschreibung des Verkehrsumfeldes implizit zur Verfu¨gung. Werkzeuge
und Konzepte zur Erfassung der Fahrumgebung werden im ersten Abschnitt
dieses Kapitels erla¨utert.
Fu¨r das Ziehen von Schlussfolgerungen auf Basis dieses Wissens sind Ver-
fahren zu wa¨hlen, welche in ihrem Verarbeitungskonzept der Natur des
hinterlegten Wissens gerecht werden. So modellieren konventionelle Verfah-
ren, wie die im weiteren Verlauf des Kapitels vorgestellten Standardlogiken
und Zustandsautomaten, eine mehr oder weniger ideelle Welt, in der Wis-
sen weder von Ungenauigkeit, Unsicherheit noch Unvollsta¨ndigkeit behaftet
ist. Verfahren, welche die letztgenannten Aspekte beru¨cksichtigen, werden
hier mit dem Begriff intensionale Verfahren bezeichnet. Dazu wird die Fuz-
zy Logik und probabilistische Verfahren wie das Bayes’sche Konzept und
die Evidenztheorie vorgestellt. Den Schwerpunkt der Vorstellung bilden die
Bayes’schen Netzwerke.
Mithilfe der eingefu¨hrten Verfahren ko¨nnen Modelle zur Fahrmano¨vervor-
hersage erstellt werden. U¨ber die Parametrisierung dieser Modellen lassen
sich Muster und Gesetzma¨ßigkeiten zur Mano¨vervorhersage abbilden. Diese
Parameter ko¨nnen u¨ber Expertenwissen gegeben sein oder u¨ber maschi-
nelle Lernverfahren bestimmt werden. Auf maschinelle Lernverfahren zur
Parameter- und Strukturbestimmung fu¨r Bayes’sche Netzwerke wird im
letzten Abschnitt dieses Kapitels eingegangen.
Eine Diskussion bzgl. der Eignung der vorgestellten Methoden zur Fahrma-
no¨vervorhersage ist in Abschnitt 2.4 gegeben.
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2.1 Fahrumgebungserfassung - Modellierung
der Verkehrsumgebung
Der Zustand der Verkehrsumgebung und des eigenen Fahrzeuges wird u¨ber
Umfeldsensoren bzw. Sensorik zur Eigenbewegungsscha¨tzung wahrgenom-
men und u¨ber statistische Filterverfahren zu einem Umfeldmodell aggregiert.
Das Umfeldmodell abstrahiert die Verkehrsumgebung beispielsweise durch
Objektmodelle, ein Modell der Fahrbahn und Belegungskarten zur Verfol-
gung von Objekten, der Fahrbahn oder zur Scha¨tzung der befahrbaren
Verkehrsfla¨che. Das Umfeldmodell, als die rechnerinterne Repra¨sentation
der Verkehrsumgebung, ist eine Datenbasis fu¨r die Fahrstreifenwechselvor-
hersage und nachgelagerte Fahrerassistenzapplikationen. Der vorliegende
Abschnitt gibt eine kompakte U¨bersicht u¨ber Sensoren zur Erfassung der
Fahrumgebung und u¨ber Verfahren zur Umfeldmodellierung.
2.1.1 Sensoren zur Umfeldwahrnehmung
Der nachfolgende Abschnitt gibt eine Zusammenfassung u¨ber die wichtigsten
Datenquellen zur Wahrnehmung des Fahrzeugumfeldes bzw. des eigenen
Fahrzeugzustandes. Mit Datenquellen sind hier bordeigene Sensoren zur Beo-
bachtung des Fahrzeugumfeldes und des eigenen Fahrzeugzustandes als auch
karten- und kommunikationsgestu¨tzte Informationsquellen bezeichnet. Der
grundsa¨tzliche Prozess des Messens und Wahrnehmens ist in Abbildung 2.1
dargestellt, vgl. [Darms 2007]. Ein Schwerpunkt der Arbeit liegt auf der
Wahrnehmung von Merkmalen zur Ableitung von Fahrstreifenwechselhy-
pothesen, wa¨hrend die Messung der hierfu¨r notwendigen Signale u¨ber die















Abbildung 2.1: Messen und Wahrnehmen, in Anlehnung an [Darms 2007]
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2.1.1.1 Lokale Umfeldsensorik
Als lokale Umfeldsensoren sind hier bordeigene Messeinrichtungen mit be-
grenzter Reichweite zur Beobachtung des lokalen Fahrzeugumfeldes bezeich-
net. Zu diesen Sensoren za¨hlen nachfolgend aufgefu¨hrte Radar-, Lidar-
und Ultraschallsensoren sowie videobasierte Umfeldsensoren, wobei letz-
tere unter dem Begriff maschinelles Sehen zusammengefasst werden, vgl.
[Winner u. a. 2012].
Radar1 bezeichnet ein Verfahren zur Erfassung von Objekten durch Aus-
sendung elektromagnetischer Wellen und Empfang sowie Verarbeitung der
Reflektionen selbiger. Fu¨r den automobilen Bereich werden die Frequenzen
77 GHz und 24 GHz genutzt mit Wellenla¨ngen von 3,9 mm fu¨r den hohen
und 12,5 mm fu¨r den niedrigen Frequenzbereich. Radaranwendungen im
77 GHz-Bereich werden aktuell hauptsa¨chlich fu¨r die Erfassung im Fernbe-
reich eingesetzt, wa¨hrend 24 GHz-Radare, welche bei gleicher Bu¨ndelung eine
gro¨ßere Antennenapertur beno¨tigen, den Mitten- und Nahbereich erfassen.
Vorteil der Radartechnik ist eine weitgehende Unabha¨ngigkeit von a¨ußeren
Witterungseinflu¨ssen. Radarstrahlen durchdringen bestimmte Materialien
nahezu verlustfrei, so dass die Sensoren
”
unsichtbar“ hinter Abdeckungen im
Fahrzeug verbaut werden ko¨nnen.
Ein Lidar-Sensor2 arbeitet a¨hnlich wie Radar ebenfalls mit elektromagneti-
schen Wellen, jedoch weitaus kleineren Wellenla¨ngen von 780 nm bis 1000 nm.
Diese liegen außerhalb des sichtbaren Spektrums im Infrarotbereich. Grundla-
ge fu¨r Lidarsensoren bildet die Lasertechnik. Die Vorteile des Lasers sind eine
geringe optische Divergenz und eine hohe ra¨umliche und zeitliche Koha¨renz.
Zudem la¨sst sich das monochromatische Licht des Lasers auch u¨ber weite
Entfernungen sehr gut von anderen Lichtquellen trennen. Verfahrens- und
bauartbedingt ist das Messergebnis eines Lidarsensors sta¨rker von a¨ußeren
Witterungseinflu¨ssen abha¨ngig als dies beim Radar der Fall ist. Durch Streu-
ung an Nebel und an Gischt vorausfahrender Fahrzeuge kann ein Teil des
ausgesandten Impulses reflektiert und als scheinbare Objekte wahrgenommen
werden. Weiterhin besteht die Mo¨glichkeit, dass die Optik wa¨hrend der Fahrt
verschmutzt und somit den Sichtbereich einschra¨nkt.
Zur Erho¨hung des Erfassungswinkels wird bei Radarsensoren eine Antennen-
charakteristik zur Realisierung von Haupt- und Nebenkeulen eingesetzt, bei
Lasersensoren finden Mehrstrahllaser Anwendung. Alternativ kommen bei
Laser- als auch bei Radarsensoren scannende Verfahren zum Einsatz, wobei
1 Radar - Radio Detection And Ranging.
2 Lidar - Light Detection And Ranging.
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Sende- und Empfangskomponenten mechanisch bewegt werden und das Um-
feld in definierten Winkelschritten abtasten. Laser- und Radarsensoren eignen
sich durch ihre direkte radiale Entfernungsmessung zur Detektion von Objek-
ten als auch indirekt zur Freifla¨chendetektion. Wa¨hrend Radarsensoren durch
Ausnutzung des Dopplereffektes direkt die Geschwindigkeit eines Objektes
messen, ko¨nnen Laserscanner die sichtbaren Konturen eines Objektes ver-
messen und diese Merkmale in die Objekthypothesengenerierung einbringen.
Lasersensoren verfu¨gen zudem u¨ber die Eigenschaft das Reflektivita¨tsvermo¨-
gen von Oberfla¨chen zu erkennen. Damit eignen sie sich zudem zur Erkennung
von Fahrstreifenmarkierungen und somit zur Bestimmung der Ablage des
Fahrzeuges innerhalb des Fahrstreifens, vgl. [Ahlers u. Westhoff 2009].
Ultraschallsensoren senden Schallwellen im Ultraschallbereich aus und emp-
fangen das an einem Hindernis reflektierte Echo. Eine Abstandsmessung
erfolgt durch eine Laufzeitmessung des Signals. Als Sende- und Empfangs-
einheit dient zumeist ein Piezoelement, das u¨ber eine Membran Schallwellen
abgibt bzw. durch das Echo angeregt wird. Ultraschallsensoren werden prin-
zipbedingt vorwiegend zur Freifla¨chendetektion im Nahbereich bei niedrigen
Geschwindigkeiten eingesetzt, z. B. Parkassistenz. Mithilfe einer entspre-
chenden Signalverarbeitung ist auch ein spezialisierter Einsatz bei ho¨heren
Geschwindigkeiten mo¨glich, beispielsweise zur Fahrstreifenwechselunterstu¨t-
zung vgl. [Klee u. Lee 2009].
Ein fu¨r den Automobilbereich relativ neues Verfahren bieten 3D Time-
of-Flight- (ToF) bzw. Photonic Mixer Device (PMD)-Sensoren als
aktive, bildgebende und Abstandsmessende Sensoren, vgl. [Hanser 2007]. Ein
PMD-Sensor ist in seiner Grundform ein optoelektronischer Halbleiterchip,
der ein elektronisches Referenzsignal mit einem optischen Eingangssignal
in Korrelation setzt und durch die Phasenverschiebung die Signallaufzeit
und damit die Entfernung scha¨tzen kann. Durch den Einsatz einer modu-
lierten Lichtquelle im Infrarotbereich ist das Verfahren unabha¨ngig von
externen Lichtquellen. Eine feldartige Anordnung mehrerer tausend Halblei-
terelemente, vergleichbar mit den Bildsensoren einer Kamera, ermo¨glicht die
Gewinnung eines 3D-Bildes der Umgebung in einem Messschritt.
Die Erfassung der Fahrumgebung durch Bildverarbeitungssysteme wird un-
ter dem Begriff Maschinelles Sehen zusammengefasst. Die durch CCD3
oder CMOS4-Sensoren erfasste Bildinformation kann durch die Extrakti-
on von Merkmalen infolge nachgeschalteter Bildauswerteverfahren nutzbar
3 CCD (Charge-coupled Device), engl. fu¨r ladungsgekoppeltes Bauelement.
4 CMOS (Complementary Metal Oxide Semiconductor), engl. fu¨r komplementa¨rer
Metall-Oxid-Halbleiter.
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gemacht werden. Bereits aus der zweidimensionalen Abbildung der Verkehrs-
umgebung eines (Mono-) Kamerabildes ko¨nnen u¨ber Verfahren zur Fahr-
streifendetektion die Ablage des Fahrzeuges innerhalb eines Fahrstreifens
als auch der weitere geometrische Verlauf des Fahrstreifens und gegebe-
nenfalls der Nachbarfahrstreifen bestimmt werden. U¨ber Klassifikatoren
ko¨nnen Verkehrszeichen erkannt und Objekthypothesen, wenn auch verfah-
rensbedingt mit erho¨hter Unsicherheit, aufgestellt werden. Im Falle einer
Stereokamera ko¨nnen die zuna¨chst 2-dimensional aufgenommene Daten eines
Kamerabildes durch Triangulation mit einem zeitgleich aufgenommenen
ra¨umlich versetzten Bildausschnitt der zweiten Kamera dreidimensional zur
Objekt- und Freifla¨chenerkennung ausgewertet werden. U¨ber ein a¨hnliches
Verfahren la¨sst sich eine statische Szene mithilfe von zwei zeitlich versetzt
aufgenommenen Bildern einer Monokamera 3-dimensional erfassen, sofern
eine bekannte Bewegung zwischen den Aufnahmezeitpunkten stattgefunden
hat, vgl. [Derendarz u. a. 2010].
2.1.1.2 Sensorik zur Eigenbewegungsscha¨tzung
Die Bestimmung der Fahrzeugeigenbewegung kann sowohl durch bordeigene
Fahrdynamiksensoren als auch durch eine Positionsbestimmung und Ver-
folgung u¨ber ein globales Navigations-Satelliten-System (GNSS) erfolgen.
Zu den Fahrdynamiksensoren za¨hlen Raddrehzahlsensoren, Drehraten- und
Beschleunigungssensoren, mit denen die relative Fahrzeugeigenbewegung
gescha¨tzt werden kann. Die Verfolgung einer hieru¨ber ermittelten Position
ist relativ zum Koordinatenursprung mit einem sich ra¨umlich kumulierenden
Fehler behaftet. Dieser Fehler ist bedingt durch Schlupf an den Ra¨dern,
Fahrbahnunebenheiten sowie biasbehaftete Sensoren und la¨sst sich mit ent-
sprechendem technischem Aufwand minimieren, jedoch ohne eine globale
Referenzierung nicht abstellen. Eine global referenzierte Position la¨sst sich
u¨ber die Nutzung eines GNSS ermitteln und aus der Positionsa¨nderung auf die
Fahrzeugeigenbewegung schließen. Durch Sto¨rungen des Signals beispielswei-
se durch Ionospha¨reneinflu¨sse, Mehrwegeausbreitung und Abschattungen ist
die Position in Bezug auf Genauigkeit und Integrita¨t ebenfalls fehlerbehaftet.
Durch die Nutzung von Mehrfrequenz-GNSS-Empfa¨ngern und terrestrischen
bzw. satellitengestu¨tzten (SBAS5) Korrekturdaten la¨sst sich die Integrita¨t
steigern und eine bis auf wenige Zentimeter genaue Position bestimmen. Am
Markt verfu¨gbare GNSS-gestu¨tzte Inertialsysteme kombinieren die gesamte
5 Satellite Based Augmentation System: sendet Korrekturdaten zur Beru¨cksichtigung
von Ionospha¨reneinflu¨ssen bei der GNSS-gestu¨tzten Positionsbestimmung, z.B. WAAS
fu¨r den nordamerikanischen bzw. EGNOSS fu¨r den europa¨ischen Raum.
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Bandbreite der oben aufgefu¨hrten Sensorik u¨ber einen Sensordatenfusionspro-
zess und sind somit in der Lage, eine driftfreie Fahrzeugeigenbewegung auch
bei schlechtem GNSS-Empfang zu bestimmen. Zudem existieren Ansa¨tze,
die Fahrzeugeigenbewegung mithilfe von Umfeldsensorik zu bestimmen, vgl.
[Weiss u. Dietmayer 2008].
2.1.1.3 Straßenkarten- und car2X-basierte Umfelddaten
Umfelddaten außerhalb des Sichtbereiches von bordeigener Sensorik ko¨n-
nen im einfachsten Fall u¨ber digitale Straßenkarten bezogen werden. Dazu
geho¨ren z. B. die Fahrbahngeometrie und Konnektivita¨t der Fahrstreifen, Ge-
schwindigkeitsbeschra¨nkungen oder stationa¨re Gefahrenstellen. Eine bordei-
gene Kartenbasis unterliegt einem Alterungsprozess, bedingt durch ein sich
sta¨ndig a¨nderndes Straßennetz. Servergestu¨tzte Kartendienste stellen eine
aktuelle Kartenbasis zur Verfu¨gung und bieten zudem die Mo¨glichkeit von
Echtzeitverkehrsinformation und Gefahrenmeldungen. Eine Herausforderung
liegt hier in der Qualita¨tssicherung dieser Daten, vgl. [Klar u. a. 2012]. Um
zielgerichtet Daten bzgl. der vorausliegenden Verkehrsumgebung zur Ver-
fu¨gung stellen zu ko¨nnen, sind insbesondere an Verkehrsknoten, wie z. B.
Kreuzungen oder Abfahrten, Kenntnisse u¨ber die Fahrtroute vorteilhaft.
Zuku¨nftige xFCD6- oder Car2x-basierte Systeme bieten das Potential, die
bzgl. des Fahrzeugumfeldes zur Verfu¨gung stehende Datenmenge weiter zu
erho¨hen, vgl. [Kosch u. a. 2012]. So ko¨nnten beispielsweise Ampelphasen,
die Existenz anderer Verkehrsteilnehmer, detaillierte Zustandsinformationen
letzterer oder Routenplanungen beru¨cksichtigt werden. Die Nutzung oben ge-
nannter Datenquellen erfordert eine dem Detaillierungsgrad der Datenquelle
entsprechend genaue Ortung. Ortungs- und kartenbasierte Fahrerassistenz-
funktionen wurden z. B. in [Weiser u. a. 2012; Knaup 2012] untersucht.
2.1.2 Verfahren zur Umfeldmodellierung
Eine einzelne Beobachtung eines Sensors ist fu¨r eine umfassende und zuver-
la¨ssige Beschreibung der Verkehrsumgebung in der Regel nicht ausreichend.
Die Kombination verschiedener Messungen eines oder mehrerer Sensoren
wird als Sensordatenfusion bezeichnet und dient bzgl. der Wahrnehmung
des Verkehrsumfeldes u. a. der Erho¨hung der Scha¨tzgenauigkeit, der Vergro¨-
ßerung des Erfassungsbereiches, der Steigerung der Verfu¨gbarkeit oder der
6 Extendet Floating Car Data - bezeichnet ein Verfahren zur flottengestu¨tzten Samm-
lung von Verkehrs(umfeld)daten.
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Erzeugung neuer Information durch Merkmalskombination verschiedener
Sensoren, vgl. [Kirchner u. a. 2001].
Nachfolgend werden mit der objekt-, gitterkarten- und graphenbasierten Um-
feldwahrnehmung drei Modellierungskonzepte zur Wahrnehmung, Verfolgung
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i,j= x, y, ψ, β, l, v , v
Abbildung 2.2: Objektbasierte Umfeldwahrnehmung, xn - Zustandsvektor,
Pn - Kovarianzmatrix
Bei einer objektbasierten Repra¨sentation wird das Verkehrsumfeld durch
eine Menge von Objekten wie z. B. Fahrzeuge, Fußga¨nger, Fahrstreifen usw.
22 2. Modellierung von Wissen und Verhalten
beschrieben, vgl. Abbildung 2.2. Hierbei werden die Objekteigenschaften wie
Position, Ausdehnung und Dynamik je Objekt durch einen Zustandsvektor
modelliert. Die im Zustandsvektor abgebildeten Merkmale mu¨ssen durch die
Sensorik direkt oder indirekt beobachtbar sein. Die geometrische Abbildung
eines Objektes wird daher im einfachsten Fall durch ein Punktmodell ab-
gebildet. Kann die Objektgeometrie beobachtet werden, so kommt ha¨ufig
ein Box-Modell zum Einsatz, vgl. Abbildung 2.2. Wa¨hrend der Zustand die
Scha¨tzung zu einem festen Zeitpunkt wiedergibt, la¨sst sich u¨ber ein Dy-
namikmodell eine zeitliche Pra¨diktion des Zustandes durchfu¨hren. Werden
statistische Filter wie z. B. Kalmanfilter oder Partikelfilter (vgl. [Kalman
1960; Ristic u. a. 2004]) eingesetzt, so sind neben dem Zustandsvektor auch
die Unsicherheiten modelliert. Die Unsicherheit u¨ber den Zustand la¨sst sich in
einer Kovarianzmatrix angeben. U¨ber Sensordaten werden neue Objekthypo-
thesen generiert und bestehende aktualisiert. Eine ausfu¨hrliche Beschreibung
der objektbasierten Umfeldwahrnehmung und Verfolgung findet sich in Stan-
dardwerken wie [Bar-Shalom u. Li 1995; Blackman u. Populi 1999].
2.1.2.2 Gitterkartenbasierte Umfeldwahrnehmung
Die gitterkartenbasierte Umfeldwahrnehmung zeichnet sich durch eine Re-
pra¨sentation des Verkehrsumfeldes mittels eines Belegungsgitters (occupancy
map) aus. In dieser Rasterstruktur, gezeigt in Abbildung 2.3, wird der Bele-
gungszustand des umgebenden Verkehrsraumes abgebildet, wobei der Detail-
lierungsgrad von der Rastergro¨ße abha¨ngt. Die Sensordaten werden benutzt,
um die Belegungsinformation im Sensorsichtbereich zu aktualisieren. Hierzu
werden typischerweise probabilistische Verfahren wie beispielsweise Dempster-
Shafer oder Bayesfilter eingesetzt, die die Besonderheiten der Sensorik beru¨ck-
sichtigen. Die Unsicherheit u¨ber den Belegungszustand wird demnach u¨ber
eine Evidenz bzw. Wahrscheinlichkeit ausgedru¨ckt. Auch hier wird fu¨r eine
detaillierte Darstellung des kartenbasierten Umfeldwahrnehmungsprozesses
auf Fachliteratur verwiesen: [Moravec u. Elfes 1984; Hughes u. Murphy 1992;
Thrun u. a. 2005]. Eine Realisierung basierend auf dem Dempster-Shafer
Ansatz ist beschrieben in [Weiser u. a. 2008; Weiser u. Weiss 2009].
2.1.2.3 Graphenbasierte Umfeldrepra¨sentation
Zur Verknu¨pfung von karten- und objektbasierten Umfelddaten mit den
Daten einer digitalen Straßenkarte bietet sich eine graphenbasierte Umfeld-














Abbildung 2.3: Gitterkartenbasierte Umfeldwahrnehmung
Ein Graph besteht aus Knoten und Kanten, wobei der Start- und Endpunkt
einer Kante durch Knoten beschrieben wird. In [Knaup u. Homeier 2010]
repra¨sentiert jede Kante einen separaten Fahrstreifen, welcher durch weitere
Attribute beschrieben wird. Als Basis dient eine digitale Straßenkarte in Kom-
bination mit einem Ortungssystem. Ein Beispiel ist in Abbildung 2.4 gegeben.
Zu den in der Straßenkarte hinterlegten Attributen wie Art des Fahrstreifens,
Breite, Kru¨mmung, Geschwindigkeitsbeschra¨nkungen oder Verkehrszeichen
ko¨nnen u. a. folgende Attribute den Kanten zugeordnet werden:
• Objekte aus der objektbasierten Umfeldwahrnehmung,
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• Befahrbarkeitswahrscheinlichkeiten der kartenbasierten Umfeldwahr-
nehmung,
• Gefahren- und Verkehrsinformation sowie Lichtsignalanlagen und deren
Status u¨ber server- bzw. infrastrukturbasierte Dienste,
• a priori-Wissen wie beispielsweise die statistische Wahrscheinlichkeit








Abbildung 2.4: Graphenbasierte Umfeldrepra¨sentation nach [Knaup 2012]
2.1.3 Diskussion
Systeme zum hochautomatisierten Fahren stellen hohe Anforderungen an die
Wahrnehmung der Verkehrsumgebung. Diese sind insbesondere mit einer ho-
mogenen Sensorik schwer zu erfu¨llen. Der Einsatz heterogener Sensorik und
eine Fusion der Sensordaten ermo¨glicht die Stu¨tzung komplexer Umfeldmo-
delle, vgl. [Stu¨ker 2004]. Ein Umfeldmodell basiert stets auf einem oder einer
Kombination der vorgestellten Umfeldmodellierungskonzepte. Entsprechend
den Anforderungen der nachgeschalteten Fahrerfunktion sind folgende Eigen-
schaften der Konzepte ausschlaggebend fu¨r die Auswahl: Die objektbasierte
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Umfeldwahrnehmung eignet sich gut, um einzelne Verkehrsteilnehmer zu be-
schreiben, fu¨r deren geometrische Beschreibung und dynamisches Verhalten
ein geeignetes Modell gefunden werden kann. Es la¨sst sich jedoch nicht explizit
ausdru¨cken, ob objektfreie Bereiche in der Realita¨t frei sind oder nicht beob-
achtet wurden. Die kartenbasierte Umfeldwahrnehmung eignet sich gut, um
statische und unstrukturierte Umgebungen zu beschreiben. Je nach gewa¨hl-
tem Verfahren lassen sich objektfreie Bereiche explizit von nicht eingesehenen
Bereichen unterscheiden. Obwohl das Verfahren fu¨r statische Umgebungen
ausgelegt ist, ist eine Adaption fu¨r dynamische Verkehrsteilnehmer mo¨glich.
Die graphenbasierte Umfeldrepra¨sentation dient der Modellierung des Ver-
kehrsumfeldes im Kontext der Straßengeometrie und Konnektivita¨t unter
Einbeziehung von Merkmalen, welche mit der objekt- und kartenbasierten
Wahrnehmung extrahiert bzw. u¨ber Kommunikationsdienste geliefert werden
ko¨nnen. Sie bietet ein sehr hohes Abstraktionsniveau des Verkehrsgeschehens
auf eine Vielzahl potentiell relevanter Merkmale. [Knaup u. Homeier 2010]
propagieren die graphenbasierte Repra¨sentation der Verkehrsumgebung da-
her als zentrale Schnittstelle fu¨r nachgelagerte Fahrerassistenzfunktionen.
Die vorliegende Arbeit behandelt Fahrmano¨ver von Kraftfahrzeugen auf
Autobahnen. Diese zeichnen sich im Allgemeinen aus durch eine genormte
und wohl strukturierte Verkehrsumgebung sowie gerichtete Fahrbewegungen
eines auf Kraftfahrzeuge beschra¨nkten Nutzerkreises. Es wird angenommen,
dass sich Fahrbahn und Kraftfahrzeuge u¨ber ein geometrisches Modell abbil-
den und mithilfe einer objektbasierten Umfeldwahrnehmung verfolgen lassen,
vgl. Abschnitt 4.3.
2.2 Methoden zur Modellierung
Unter dem Oberbegriff konventionelle bzw. extensionale Verfahren wird in
Unterabschnitt 2.2.1 und 2.2.2 ein kurzer Einblick in formale Logiken und
Zustandsautomaten gegeben. Unter dem Begriff intensionale Verfahren wer-
den Methoden zusammengefasst, welche Schlussfolgerungen aus unsicherem
Wissen ziehen ko¨nnen, d. h. aus einer mit Ungenauigkeit, Unsicherheit und
Unvollsta¨ndigkeit behafteten Wissensbasis. Zu diesen Verfahren za¨hlt die
vorgestellte Fuzzy-Logik, probabilistische Schlussfolgerungsverfahren wie das
Bayes’sche Konzept, die Evidenztheorie und konnektionistische Verfahren wie
Ku¨nstliche Neuronale Netzwerke (KNN). Abbildung 2.5 zeigt eine U¨bersicht
u¨ber alle in diesem Abschnitt diskutierten Konzepte.
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Verfahren zur


















Abbildung 2.5: U¨bersicht und Einordnung der in diesem Abschnitt diskutier-
ten Verfahren zur Modellierung von Wissen und Verhalten
2.2.1 Logik
Logik ist die Lehre des vernu¨nftigen (Schluss-)Folgerns. Die fu¨r das automa-
tisierte Schlussfolgern (automatische Inferenz) mit dem Computer interessan-
ten Logiken untersuchen dabei die Gu¨ltigkeit von Argumenten hinsichtlich
ihrer Struktur und unabha¨ngig vom konkreten Inhalt der eigentlichen Aus-
sagen. Sie werden deshalb auch formale Logiken oder symbolische Logiken
genannt. Eine einfache und weitverbreitete Form der formalen Logik ist
zuru¨ckzufu¨hren auf die Boole’sche Algebra, sie tra¨gt den Namen Aussa-
genlogik. Eine Erweiterung der Aussagenlogik um funktionsartige logische
Terme stellt die Pra¨dikatenlogik erster Ordnung dar. Neben diesen beiden
”
Standardlogiken“ existiert eine Vielzahl weiterer formaler Logiken, die vor-
wiegend fu¨r eine effiziente Problembeschreibung in speziellen Anwendungen
geschaffen wurden.
Die Aussagenlogik besteht aus atomaren Sa¨tzen, welche mithilfe logi-
scher Operatoren (Junktoren) und Gliederungszeichen zu komplexen Sa¨tzen
verknu¨pft werden, vgl. [Luger 2001]. Atomare Sa¨tze werden als Aussage-





falsch“ zugeordnet werden kann. Ha¨ufig
genutzte logische Operatoren sind die Negation, Konjunktion, Disjunkti-
on, Antivalenz, Implikation und Bi-Implikation. Die Negation eines Satzes
bildet einen neuen Satz, ebenso entsteht durch Konjunktion, Disjunktion,
Antivalenz, Implikation und Bi-Implikation zweier Sa¨tze wieder ein Satz.
Die Semantik der Aussagenlogik definiert die Wahrheit eines Satzes resul-
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tierend aus der Wahrheit seiner atomaren Bestandteile und deren logische
Verknu¨pfungen. Die Regeln fu¨r jede logische Verknu¨pfung ko¨nnen mithilfe
einer Wahrheitstabelle repra¨sentiert werden.
Um zielgerichtete Schlussfolgerungen aus einer Folge von Sa¨tzen ableiten zu
ko¨nnen sind Schlussregeln notwendig. Der Prozess des logischen Schließens,
d. h. der Ableitung neuer Sa¨tze (Fakten) aus bereits in der Wissensbasis
befindlichen Sa¨tzen, wird Inferenz genannt.
Die Pra¨dikatenlogik erweitert die Aussagenlogik um funktionsartige
logische Terme, sog. Pra¨dikate und Quantoren sowie um die Mo¨glichkeit der
Verwendung unendlicher Mengen (z. B. reelle Zahlen). Sie ist die z. Zt. am
weitesten verbreitete Form der Logik und wird auch als Logik erster Ordnung
(first-order logic) bezeichnet. Wa¨hrend die Aussagenlogik ausschließlich
mit Fakten, d. h. Sa¨tzen mit einer endlichen Anzahl von Wahrheitswerten
arbeitet, ist die Pra¨dikatenlogik durch die Verwendung von Variablen in der
Lage, allgemeingu¨ltige Regeln und Gesetze, d. h. Sa¨tze mit einer unendlichen
Zahl von Wahrheitswerten, abzubilden.
Die Pra¨dikatenlogik erster Stufe beschra¨nkt sich in ihrer einfachsten Form
auf die Einbeziehung des Allquantors und des Existenzquantors. Ein Modell
der Pra¨dikatenlogik beschreibt die Welt durch Objekte, Relationen und Funk-
tionen. Diese logischen Symbole sind atomare, d. h. nicht weiter reduzierbare
Bestandteile der Sprache. Einem Funktionssymbol folgt eine in Klammern
eingeschlossene Argumentliste. Ist die Stelligkeit der Argumentliste gleich
null, so handelt es sich um ein Konstantensymbol. Im Gegensatz zu Pra¨di-





Das zentrale Konzept der Pra¨dikatenlogik ist somit - neben dem Quantor -
das Pra¨dikat. Ein Pra¨dikat in diesem pra¨dikatenlogischen Sinn kann als eine
Folge von Wo¨rtern mit klar definierten Leerstellen (Argumenten) verstanden
werden, die zu einer - wahren oder falschen - Aussage wird, wenn in jede
Leerstelle ein Eigenname eingesetzt wird.
Analog zur Aussagenlogik kann mit der Pra¨dikatenlogik auf Basis einer
Menge wahrer Fakten (Sa¨tze) auf neue korrekte Fakten geschlossen werden.
Im einfachsten Fall ko¨nnen durch eine Reduzierung auf aussagenlogische
Inferenz die bereits genannten Verfahren zur Anwendung kommen. Die drei
wichtigsten Verfahren zur logischen Schlussfolgerung in der Pra¨dikatenlogik
sind die Vorwa¨rtsverkettung, die Ru¨ckwa¨rtsverkettung und die Resoluti-
on. Sie bedienen sich alle drei des Unifikationskonzeptes zur Bildung von
Inferenzregeln, vgl. [Russell u. a. 2004].
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2.2.2 Automaten
Automaten sind in der Informatik eines der wichtigsten Werkzeuge zur Ver-
haltensgenerierung. Sie finden Verwendung zum Beispiel als sequentielle
Algorithmen, als Modell der Ablaufstruktur von Algorithmen, als Formalis-
mus zur Systembeschreibung oder als Formalismus zur Systemspezifikation,
vgl. [Thomas 2003].
Ein Zustandsautomat (state machine) wird durch seine Zusta¨nde, Zustands-
u¨berga¨nge, den Anfangszustand und mo¨gliche Endzusta¨nde beschrieben. Ist
die Menge der durch den Automat annehmbaren Zusta¨nde endlich, so spricht
man von einem endlichen Automaten. Zu gewissen Situationen kann eine
Ausgabe des Automaten in Form einer Aktion erfolgen.
Ein Zustand speichert eine Information u¨ber die Vergangenheit, d. h. der
aktuelle Zustand bildet die A¨nderungen der Eingabe seit dem Systemstart
bis zum aktuellen Zeitpunkt ab. Einige Zusta¨nde sind als Eingangs- oder
Endknoten markiert. Typischerweise werden in unterschiedlichen Zusta¨n-
den unterschiedliche Verhaltensweisen aktiviert. Ein ACC-System beispiels-





Freie Fahrt“ und aktiviert entsprechend eine Abstands- oder
Geschwindigkeitsregelung.
Der Zustandsu¨bergang zeigt eine A¨nderung des Zustandes des Automaten
an. Fu¨r den U¨bergang mu¨ssen logische Bedingungen erfu¨llt sein, die oftmals
durch Eingangsgro¨ßen bestimmt werden. Im Beispiel des ACC erfolgt der
U¨bergang in den Zustand
”
Fahrzeugfolgefahrt“ im Wesentlichen durch ein
vom Sensor erkanntes nahes Fahrzeug auf dem eigenen Fahrstreifen und der
U¨bergang in den Zustand
”
Freie Fahrt“ entsprechend durch Erkennung eines
hinreichend freien eigenen Fahrstreifens.
Man unterscheidet deterministische und nichtdeterministische Automaten.
Deterministische Automaten sind dadurch gekennzeichnet, dass es von jedem
Zustand einen eindeutigen Zustandsu¨bergang gibt. In nichtdeterministischen
Automaten ist die Anzahl der Zustandsu¨berga¨nge von einem Zustand nicht
auf einen eindeutigen Zustandsu¨bergang beschra¨nkt. Es ko¨nnen mehrere
Zustandsu¨berga¨nge parallel oder auch keiner erfolgen.
U¨ber Zustandsautomaten la¨sst sich ein einfaches Systemverhalten gut be-
schreiben. Je komplexer dieses Verhalten ist, desto komplexer ist auch der
Zustandsautomat, der dieses Verhalten abbilden soll. Je komplexer der
Zustandsautomat, desto schwieriger la¨sst sich dieser formulieren und auf
Vollsta¨ndigkeit pru¨fen. Damit einhergehend wa¨chst die Fehleranfa¨lligkeit
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dieses Verfahrens, weshalb Automaten zur Modellierung eines komplexen
Systemverhaltens nur bedingt geeignet sind.
2.2.3 Unscharfe Mengen - Fuzzy-Logik
Die Theorie der unscharfen Menge, auch als Fuzzytheorie bezeichnet, wurde
in den 60er Jahren von Lotfi A. Zadeh eingefu¨hrt, vgl. [Zadeh 1965]. Die
Grundlage bildet der U¨bergang vom klassischen zweiwertigen Wahrheitsbe-
griff zum graduellen, mehrwertigen Wahrheitsbegriff fu¨r die Gu¨ltigkeit einer
Aussage, einer Information oder Entscheidung. Nach Zadeh wird der gradu-
elle Wahrheitswert mathematisch durch die Theorie der unscharfen Menge
beschrieben. Eine unscharfe Menge stellt die Zusammenfassung von Objekten
zu einem Ganzen dar, die einer Eigenschaft bzw. Bedingung mit bestimmten
Wahrheitswerten bzw. Zugeho¨rigkeitswerten genu¨gen. U¨ber den Zugeho¨rig-
keitswert la¨sst sich eine Aussage u¨ber die Zugeho¨rigkeit eines Wertes zu einer
Menge treffen. Zu jeder Menge existiert somit eine Zugeho¨rigkeitsfunktion,
welche die Zugeho¨rigkeit eines Elementes aus der Grundmenge zur unscharfen
Menge beschreibt. Es existieren mehrere Konzepte fu¨r die Beschreibung von
Zugeho¨rigkeitsfunktionen, zum Beispiel von: [Zadeh 1965], [Aizerman 1977]
und [Bocklisch 1987].
In der Fuzzy-Logik kann die Wissensbasis in eine Daten- und eine Regelbasis
unterschieden werden. In der Datenbasis sind die Zugeho¨rigkeitsfunktionen
hinterlegt und in der Regelbasis die Verknu¨pfungsregeln. Solche Verknu¨p-
fungsregeln bestehen aus einem Wenn-Teil, in dem die Pra¨missen enthalten
sind, und einem Dann-Teil, in welchem die Konklusion fu¨r die Ausgangsgro¨ße
festgelegt wird. Der Begriff Pra¨misse wird hier fu¨r die logische Verknu¨pfung
bestimmter Zugeho¨rigkeiten der Eingangsgro¨ßen verwendet. Sie bildet die
Voraussetzung aus der auf das Ergebnis (Konklusion) geschlossen wird.
Sind Pra¨misse und Konklusion mithilfe von linguistischen Variablen definiert,
sowie die Teilpra¨misse
”
Und“-verknu¨pft, so spricht man von einem Mamdani-
Regler. Mo¨glich wa¨ren auch Regler, bei denen sich Pra¨misse und Konklusion
auf scharfe Werte beziehen, bzw. ein anderer Operator fu¨r die Verknu¨pfung
der Teilpra¨missen gewa¨hlt wird.
Mit dem Schritt der Fuzzyfizierung findet die Transformation von quantitati-
ven scharfen Gro¨ßen in qualitative unscharfe Gro¨ßen statt. Dabei wird jedem
quantitativen Wert unter Verwendung der jeweiligen Zugeho¨rigkeitsfunktion
ein Zugeho¨rigkeitswert zugewiesen.
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Das Ziel des Inferenzmechanismus besteht in der Auswertung der Regel-
basis durch Zusammenfassung der Teilentscheidung einzelner Regeln zu
einer Schlussfolgerungsentscheidung. Es la¨sst sich in die Teilschritte Pra¨-
missenauswertung, Berechnung der Zugeho¨rigkeitsfunktionen (Aktivierung),
und U¨berlagerung der Zugeho¨rigkeitsfunktionen bei mehreren gegebenen
Regeln (Aggregation) unterteilen. In der Pra¨missenauswertung findet die Ver-
knu¨pfung der in der Pra¨misse enthaltenen Aussagen unter Verwendung von
Fuzzy-Operatoren statt. Wesentliche Operatoren fu¨r die Verknu¨pfung von
Fuzzymengen sind die t-Norm (UND-Operator), t-Conorm (ODER-Operator)
und die Negation. Die Ermittlung des Wahrheitswertes des Dann-Teils je-
der Regel erfolgt im Teilschritt der Aktivierung. Hierzu werden die Fuzzy-
Mengen aus dem Bedingungsteil der Regel (Wenn) mit den Mengen des
Schlussfolgerungsteils (Dann) in Beziehung gesetzt. Die entstehende Kreuz-
produktmenge wird als Fuzzy-Relation bezeichnet. In der Aggregation, dem
letzten Teilschritt der Inferenz, werden die durch die Aktivierung festgelegten
Zugeho¨rigkeitsfunktionen der Dann-Teile (Fuzzy-Mengen) entsprechend des
gewa¨hlten Operators u¨berlagert.
Im Zuge der Defuzzyfizierung wird anschließend aus der vorliegenden un-
scharfen Menge von zusammengesetzten Zugeho¨rigkeitsfunktionen eine quan-
titative (scharfe) Gro¨ße ermittelt. Es stehen verschiedene Strategien zur
Verfu¨gung, die entsprechend der aggregierten unscharfen Menge sinnvoll
gewa¨hlt werden sollten. Als Beispiel sei hier auf die Maximum-Methode und
die Schwerpunktmethode verwiesen.
Die Fuzzy-Logik ist ein Werkzeug zur Repra¨sentation vager Information. Die
Sta¨rke des Konzeptes liegt darin, auf Basis dieser Informationen Operationen
ausfu¨hren zu ko¨nnen, welche zu aussagekra¨ftigen und nachvollziehbaren Er-
gebnissen fu¨hren. Fu¨r eine Verhaltensgenerierung und Entscheidungsfindung
fu¨r Fahrerassistenzsysteme findet die Fuzzy-Logik Anwendung z. B. in [Pell-
kofer 2003] zur Verhaltensmodellierung eines automatisierten Fahrzeuges,
in [Schmitt u. Fa¨rber 2005] zur Verbesserung eines Bremsassistenten mit
Fahrerabsichtserkennung und in [Trabelsi 2005] fu¨r ein Fahrbahnzustandser-
kennungssystem zur Vorkonditionierung von Fahrzeugregelsystemen.
2.2.4 Probabilistische Methoden:
Bayes’sches Konzept
Im Folgenden wird die Modellierung von Unsicherheit aufgrund der Zufa¨l-
ligkeit im Auftreten einer bestimmten Konfiguration des Zustandsraumes
angelehnt an [Kammel u. a. 2008] beschrieben:
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Nimmt eine Gro¨ße X bei verschiedenen, unter gleichen Bedingungen durch-
gefu¨hrten Versuchen zufa¨llige Werte x an, so wird sie als Zufallsgro¨ße bzw.
Zufallsvariable bezeichnet. Eine Zufallsgro¨ße ist vollsta¨ndig charakterisiert,
wenn alle Realisationen x = (x1, x2, . . . , xn)
T
;xi ∈ R, die sie annehmen
kann und die Eintrittswahrscheinlichkeit p : x → [0,1] jeder Realisation
bekannt sind. Die Unsicherheit bzgl. des Wissens u¨ber X, d. h. die Wahr-
scheinlichkeit, welche Realisation x die Zufallsgro¨ße X annimmt, wird u¨ber
die Verteilungsdichtefunktion angegeben:
P (X = x) (2.1)
Im Falle einer n-dimensionalen Zufallsvariable X = (X1,X2,..,Xn)
T wird
Gleichung 2.1 als Verbundverteilungsdichtefunktion bezeichnet. Diese la¨sst
sich nach dem Multiplikationsgesetz der Wahrscheinlichkeitstheorie faktori-
siert darstellen:
P (X = x) =
∏
i
(xi|x1, · · · , xi−1) (2.2)
Sind von einer n-dimensionalen Zufallsvariable
Xij = (Xi, Xi+1, . . . , Xj)
T
, 1 ≤ i < j ≤ n
des Zustandsraumes X die ersten Elemente X1,k beobachtbar, so kann
u¨ber den Satz von Bayes die Verteilung aller weiteren Elemente Xk+1,n
entsprechend Gleichung 2.3 eingeschra¨nkt werden.
P (Xk+1,n|X1,k) = P (X)
P (X1,k)
=
P (X)∫ · · · ∫ P (X)dXk+1 · · · dXn (2.3)
P (Xk+1,n|X1,k) gibt demnach eine (bedingte) Wahrscheinlichkeit fu¨r eine
Realisation der Elemente Xk+1,n unter der Bedingung an, dass die Elemente
X1,k mit einer bestimmten Wahrscheinlichkeit bereits realisiert sind.
Die Anwendung der Bayes’schen Inferenz fu¨hrt, obwohl formal stets korrekt,
zu einem Komplexita¨tsproblem bei der Modellierung der Verteilungsfunktion
einer n-dimensionalen Zufallsgro¨ße fu¨r sehr große n. Im ungu¨nstigsten Fall
ist sowohl die Laufzeitkomplexita¨t als auch die notwendige Kapazita¨t zum
Speichern der Verteilung mit O(dn) anzugeben7.
Ohne Kenntnis u¨ber die Eigenschaften des betrachteten Raumes X, d. h. der
Zusammenha¨nge zwischen den Zufallsvariablen Xi, la¨sst sich die Komple-
xita¨t in der Modellierung der Verteilung nicht einschra¨nken. Sind jedoch
7 Die Komplexita¨t O(dn) gilt fu¨r diskrete Zufallsvariablen, d bezeichnet die ho¨chste
Stelligkeit einer Zufallsvariable.
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Kenntnisse z. B. in Form (bedingter) Unabha¨ngigkeit zwischen Zufallsvaria-
blen vorhanden, so la¨sst sich dies implizit zur Modellierung von P (X) in
Form eines Markov-Netzwerks oder Bayes’schen Netzwerks nutzen. Die erst-
genannten Markov-Netzwerke werden im folgenden Unterabschnitt 2.2.4.1
erla¨utert, Bayes’sche Netzwerke aufgrund der Relevanz fu¨r diese Arbeit
detailliert in Abschnitt 2.3.
2.2.4.1 Markov-Netzwerke
Ein Markov-Netzwerk erlaubt die Spezifizierung ungerichteter und lokaler
Zusammenha¨nge innerhalb einer Verbundvariable X = (X1,X2, · · · ,Xn)
mithilfe eines ungerichteten Graph G und einem Set von Kompatibilita¨ts-
funktionen φi.
Ist die Wechselwirkung einzelner Zufallsvariablen mit anderen Variablen
ra¨umlich begrenzt, d. h. ist die bedingte Verteilung einzelner Zufallsvariablen
Xi bei Kenntnis aller weiteren Variablen Xj , j 6= i des Raumes X nur von
einer eingeschra¨nkten Menge benachbarter Variablen Ni abha¨ngig, so spricht
man von einem Markov-Prozess:
P (Xi|Xj ,∀j 6= i) = P (Xi|Xj ,∀j ∈ Ni). (2.4)
Die Nachbarschaften Ni der Zufallsvariablen Xi,i=1,...,n sind Teilmengen von
X und mu¨ssen folgende Bedingungen erfu¨llen, um ein gu¨ltiges Nachbarschaft-
system zu bilden:
• Xi /∈ Ni : Eine Zufallsvariable kann nicht ihr eigener Nachbar sein.
• Xj ∈ Ni ⇒ Xi ∈ Nj : Wenn Xi Nachbar von Xj ist, dann ist
auch Xj Nachbar von Xi.
Eine Clique c ist eine Menge von Zufallsvariablen des Nachbarschaftsystems,
in der jedes beliebige Paar benachbart ist. C bezeichnet die Menge aller
Cliquen c. Eine Kompatibilita¨tsfunktion φi ist eine reelle Funktion von
xi, welche von den Realisationen der Variablen ihrer korrespondierenden
Clique c abha¨ngt. Die Verbundverteilung, welche das Markov-Netzwerk
repra¨sentiert, ist gegeben durch Gleichung 2.5, vgl. [Pearl 1988]. ci bezeichnet
die Realisation der i-ten Clique und K die Zustandssumme:
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Diese gibt das durch K normierte Produkt u¨ber alle Cliquen des Nach-
barschaftsystems an. Falls die Verteilung strikt positiv ist, kann sie als
Gibbs-Verteilung in ein logarithmisch-lineares Modell nach Gleichung 2.6
u¨berfu¨hrt werden, mit wjfj(x) = −log(φi(ci)) als Potentialfunktion von x:








Mithilfe eines Markov-Netzwerkes kann globales Verhalten durch die Spe-
zifikation lokaler Zusammenha¨nge innerhalb eines Nachbarschaftsystems
modelliert werden. In der Praxis wird zuna¨chst fu¨r jede Variable die Menge
seiner Nachbarn bestimmt. Anschließend werden niedrigdimensionale Inter-
aktionen zwischen den Zufallsvariablen in Form von Potentialfunktionen
wjfj(x) formuliert.
2.2.5 Probabilistische Methoden: Evidenztheorie
Die Evidenztheorie bzw. Dempster-Shafer Theorie ist eine probabilisti-
sche Datenfusionsmethode zur Kombination von Daten (Hypothesen) un-
terschiedlicher Glaubwu¨rdigkeit nach [Dempster 1967] und [Shafer 1976].
Es werden Mengen von Hypothesen betrachtet, denen ein Vertrauens-
/Plausibilita¨tsintervall zugewiesen wird. Die betrachteten Mengen ko¨nnen
sowohl einzelne Elementarhypothesen als auch eine Disjunktion von Elemen-
tarhypothesen sein. Die Disjunktion von Elementarhypothesen ero¨ffnet die
Mo¨glichkeit zur Verarbeitung von vager Information, welche sich nicht auf
einzelne Elementarhypothesen begrenzen la¨sst. Dies la¨sst explizit die Model-
lierung von Unwissenheit bezu¨glich der Menge aller (oder der Untermenge
einiger) Hypothesen zu.
In einem Raum Θ mit einer endlichen Menge sich gegenseitig ausschließender
atomarer Aussagen, d. h. Elementarhypothesen, lassen sich 2|Θ| Teilmen-
gen An bilden, vgl. Tabelle 2.1. Jede Teilmenge An ⊆ Θ steht hierbei fu¨r
eine Aussage.
Tabelle 2.1: Beispiel fu¨r die Erzeugung der Potenzmenge aus dem Raum Θ mit
zwei und drei Elementarhypothesen.
Raum Potenzmenge (Teilmengen An)
Θ = {θ1, θ2} {∅, {θ1} , {θ2} ,Θ}
Θ = {θ1, θ2, θ3} {∅, {θ1} , {θ2} , {θ3} , {θ1, θ2} , {θ1, θ3} , {θ2, θ3} ,Θ}
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Fu¨r einen Raum mit drei Elementarhypothesen Θ = {θ1, θ2, θ3} unterscheidet
man beispielsweise die leere Menge ∅, die atomaren Aussagen {θ1}, {θ2}, {θ3},
die als vage Aussagen (partielles Unwissen) bezeichneten Kombinationen der
atomaren Aussagen {{θ1, θ2} , {θ1, θ3} , {θ2, θ3}} und vollsta¨ndiges Unwissen
Θ. Die Verknu¨pfung von Evidenz mit einer Teilmenge A aus Θ erfolgt u¨ber
die Basiswahrscheinlichkeitsverknu¨pfung m(A).
m : 2Θ → [0,1] , es gilt: m(∅) = 0 und
∑
A⊆Θ
m(A) = 1 (2.7)
Die Funktion m(A) gibt das Maß an Evidenz an, welches der Teilmenge A
zugewiesen werden kann. Hierbei kann der leeren Menge keine Evidenzmasse
zugewiesen werden. Die Summe der Evidenzmasse, welche auf alle Teilmengen
von Θ verteilt wird betra¨gt eins.
Die Vertrauensfunktion Bel ist die Summation aller Evidenzmassen m,




m(A); mit Bel(∅) = 0 und Bel (Θ) = 1 (2.8)
Die Plausibilita¨tsfunktion Pl ist die Summation aller Evidenzmassen





m(A); fu¨r ∀X ⊆ Θ (2.9)
Vertrauens- und Plausibilita¨tsfunktion stehen in folgender Beziehung:
Bel(X) ≤ Pl(X), P l(X) = 1−Bel(X¯); fu¨r ∀X ⊆ Θ, X¯ = Θ\X (2.10)
Fu¨r die Verknu¨pfung der Evidenzen m(A),m(B) zweier Hypothesen











Die Kombination von m(A) und m(B) erfolgt u¨ber Orthogonalsummenbil-
dung nach der Kombinationsregel nach Dempster, in deren Ergebnis eine
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neue Basiswahrscheinlichkeitsverknu¨pfung m(C) steht. Die Verknu¨pfung ist
kommutativ und assoziativ. Die Basiswahrscheinlichkeitsverknu¨pfung m3
weist der Menge C die skalierte Summation der Produkte der Basiswahr-
scheinlichkeitsverknu¨pfungen m1 und m2 zu, welche als Schnittmenge C
haben. Die Notwendigkeit zur Skalierung resultiert aus einem potentiellen
Widerspruch κ zwischen den Verknu¨pfungen m1 und m2, der sich ergibt,
wenn deren Schnittmengenbildung die leere Menge ergibt. Tabelle 2.2 zeigt
das Schnittmengendiagramm fu¨r A und B mit zwei Elementarhypothesen
θ1, θ2 fu¨r die Bildung von m(C), vgl. Gleichung 2.12 entsprechend Glei-
chung 2.11. Die Berechnung von m3(θ1) ist in Gleichung 2.13 gegeben, die
Berechnung von m3(θ2) und m3(Θ) erfolgt analog.
Tabelle 2.2: Schnittmengendiagramm fu¨r die Kombination m(A) und m(B)
nach Gleichung 2.11.
m m1(θ1) m1(θ2) m1(Θ)
θ1 ∩ θ1 θ1 ∩ θ2 θ1 ∩Θm2(θ1)
= θ1 = ∅ = θ1
θ2 ∩ θ1 θ2 ∩ θ2 θ2 ∩Θm2(θ2)
= ∅ = θ2 = θ2
Θ ∩ θ1 Θ ∩ θ2 Θ ∩Θm2(Θ)
= θ1 = θ2 = Θ
m(C) =m3(θ1) +m3(θ2) +m3(Θ), mit m3(∅) = 0 (2.12)
m3(θ1) =
m1(θ1) ·m2(θ1) +m1(θ1) ·m2(Θ) +m1(Θ) ·m2(θ2)
1− (m1(θ1) ·m2(θ2) +m1(θ2) ·m2(θ1)) (2.13)
Anwendungspotential und Literaturverweise: Die Evidenztheorie
wird vorwiegend fu¨r Aufgaben eingesetzt, bei denen unsichere, zum Teil mit
Unwissenheit behaftete Information unterschiedlicher Quellen kombiniert wer-
den soll. In der Literatur findet sich ein breites Spektrum von Anwendungen,
von denen der vorwiegende Teil auf die Lo¨sung von Klassifikationsproblemen
abzielt, vgl. [Bauer 1996; Zeller 1996; Dietmayer 2006; Linzmeier u. Ba¨r 2006].
In der Wahrnehmungsplattform des Temporary Autopilot kommt die
Evidenztheorie an unterschiedlichen Stellen zur Anwendung: in der gitterkar-
tenbasierten Umfeldwahrnehmung zur Modellierung des Belegungszustandes
einer Gitterzelle, vgl. Unterabschnitt 2.1.2, in der Fahrbahnfusion, vgl. Unter-
abschnitt 4.3.2.3, zur Modellierung der Fahrstreifenmarkierungsart sowie zur
Fahrstreifenzuordnung des Ego-Fahrzeuges u¨ber alle verfu¨gbaren Fahrstreifen
der befahrenen Richtungsfahrbahn, vgl. Gleichung 4.5.1.
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2.2.6 Ku¨nstliche Neuronale Netzwerke






















(b) KNN, vgl. [Russell u. a. 2004]
Abbildung 2.6: Beispiel fu¨r das Modell eines Neurons (a) und (b) fu¨r den
Aufbau eines einfachen KNN mit Eingabe-, verborgener und Ausgabeschicht
Ein Ku¨nstliches Neuronales Netzwerk (KNN) besteht aus in Schichten ange-
ordneten Neuronen, welche aktiv oder inaktiv sein ko¨nnen und mit anderen
Neuronen schichtu¨bergreifend u¨ber gewichteten Synapsen verbunden sind.
Es existiert mindestens eine Ausgabe- und eine Eingabeschicht, zwischen
diesen ko¨nnen je nach Auspra¨gung des Netzes eine Anzahl von versteckten
Schichten, sog. Hidden-Layer existieren. Die Grundidee von KNN ist das
Eingangssignal durch eine Sequenz von Schichten zu propagieren, wobei jede
Schicht durch eine differenzierbare Funktion eine Menge von Aktivierungen
auf die na¨chste Schicht abbildet, bis schließlich am Ende die Klassengewichte
fu¨r die finale Ausgabe berechnet werden. In Abbildung 2.6 ist beispielhaft das
Modell eines Neurons und ein KNN abgebildet. Ein Neuron besteht aus einer
Eingabe-, Aktivierungs- und Ausgabefunktion. Es wird aktiviert, wenn eine
Kombination seiner Eingaben einen bestimmten Schwellwert u¨berschreitet.
KNN haben in ju¨ngster Vergangenheit vor allem im Bereich
”
Deep Learning“
fu¨r Convolutional Neuronal Networks (CNN) neue Bedeutung erlangt. Ist
bei den bisher genannte Methoden eine expertengestu¨tzte Merkmalsaus-
wahl und Aufbereitung u¨blich, wird dieser Schritt bei Verfahren wie CNN
in den maschinellen Lernprozess integriert. Hierbei besteht ein CNN aus
einer bestimmten Anzahl an Faltungsschichten (convolutional layers) zur
Merkmalsauswahl und einer Anzahl von vollsta¨ndig verbundenen Schichten
zum Zwecke der Klassifikation.
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2.3 Bayes’sche Netzwerke
Nachfolgend wird die Wissensmodellierung mithilfe eines Bayes’schen Netz-
werks vorgestellt. Dies ist gegeben durch: eine Erla¨uterung des zugrunde-
liegenden Konzeptes inkl. der fu¨r diese Arbeit relevanten Auspra¨gungen,
eine Beschreibung der Inferenz im Bayes’schen Netzwerk inkl. dem Umgang
mit unsicherer Evidenz und abschließend einer Vorstellung von maschinellen
Lernverfahren zur Bestimmung eines Bayes’schen Netzwerks.
2.3.1 Konzept des Bayes’schen Netzwerks
Ein Bayes’sches Netzwerk modelliert eine Verbundverteilung in Form eines
Graphen. Hierbei werden die Zufallsvariablen durch Knoten in einem gerich-
teten azyklischen Graphen repra¨sentiert. Die Kanten zwischen den Knoten
beschreiben die bedingte Abha¨ngigkeit zwischen den Zufallsvariablen. Das
Konzept der Kausalita¨t ergibt sich durch Vorgabe einer Kantenrichtung
zwischen Eltern- und Kindknoten, d. h. in Form einer gerichteten Eltern-
Kindbeziehung. Die Menge der Eltern Gi eines Knotens i wird durch alle
Knoten j gebildet, von denen eine Kante zum betrachteten Knoten fu¨hrt. Die
bedingte Wahrscheinlichkeitsverteilung einer Zufallsvariable, bei gegebenen
Zufallsvariablen an den Elternknoten j wird in Form einer Wahrscheinlich-
keitstabelle angegeben.
Die Verbundverteilung P (X = x) eines Bayes’schen Netzwerks la¨sst sich
nach Gleichung 2.14 angeben als Produkt der bedingten Wahrscheinlich-
keiten u¨ber alle Zufallsvariablen Xi bei gegebener Menge der zugeho¨rigen
Elternschaft Xj .
P (X = x) =
n∏
i=1
P (Xi|Xj ,∀j ∈ Gi). (2.14)
Ist eine beliebige Teilmenge von Variablen, z. B. durch Beobachtungen be-
kannt, so ist die bedingte Verteilung aller anderen Variablen durch Glei-
chung 2.3 eindeutig bestimmt. Die Vorgehensweise zur Modellierung eines
Bayes’schen Netzwerks gestaltet sich nach [Pearl 1988] in den folgenden
Schritten:
1) Auswahl einer Menge relevanter Variablen Θ, die Doma¨ne beschreibend.
2) Festlegen einer Reihenfolge fu¨r die Variablen: < X1, · · · ,Xn >.
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3) Solange Variablen in Θ enthalten sind:
a) Fu¨ge die na¨chste Variable Xi aus Θ dem Netz hinzu.
b) Fu¨ge Kanten von einer Minimalmenge von bereits im Netz befindli-
chen Elternknoten Eltern(Xi) zu Knoten Xi hinzu, so dass folgender
Formel genu¨gt ist, mit X ′1, · · · ,X ′m als Bezeichner fu¨r die vor Xi
gewa¨hlten Variablen:
P (Xi|X ′1, · · · ,X ′m) = P (Xi|Eltern(Xi))





































Abbildung 2.7: Aufbau eines Bayes’schen Netzwerks
Abbildung 2.7 zeigt ein Beispiel eines Bayes’schen Netzwerks, das eine
Verbundverteilung von sechs Zufallsvariablen eindeutig und konsistent spezi-
fiziert. In dem Beispiel wird die Wahrscheinlichkeit des Ereignisses
”
Fahrstrei-
fenwechsel“ (S) durch jedes der Ereignisse
”
Freier Nachbarfahrstreifen“ (N),
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”
Kein U¨berholverbot“ (V ),
”





Baustelle“ (B) begu¨nstigt. Liegt fu¨r eine dieser Variablen Evidenz
vor, d. h. ein bekanntes Ereignis z. B. aus der Scha¨tzung einer Zustandsgro¨ße,
so wird diese als Eingangs- oder Evidenzvariable innerhalb dieser Arbeit
bezeichnet.
P (N,V,U,B,H,S) =P (U) · P (B|U) · P (H|U,B) · P (V |H,U,B)
·P (N |V,H,U,B) · P (S|N,V,H,U,B) (2.15)
=P (U) · P (B) · P (H|U,B) · P (V )
·P (N) · P (S|N,V,H) (2.16)
Gleichung 2.15 zeigt die Faktorisierung der im Beispiel verwendeten Ver-
bundverteilung P (N,V,U,B,H,S). Unter Annahme der gegenseitigen Un-
abha¨ngigkeit von N ,V ,H und der u¨ber H bedingten Abha¨ngigkeit von U
und B ergibt sich Gleichung 2.16 welche der in Abbildung 2.7 gezeigten
Netzstruktur entspricht.
2.3.1.1 d-Separation
Der Formalismus d-Separation dient der Beschreibung von bedingter Un-
abha¨ngigkeit von Zufallsvariablen ausgedru¨ckt durch die Struktur eines
Bayes’schen Netzwerks.
Es seien X,Y und Z paarweise disjunkte Knotenmengen in einem Bayes’schen
Netzwerk und es sei jede mo¨gliche ungerichtete Verbindung zwischen einem
Knoten X ∈ X und einem Knoten Y ∈ Y u¨ber einen oder mehrere Knoten
aus Z als Pfad bezeichnet. Jeder Pfad la¨sst sich in Dreiergruppen unterteilen,
welche jeweils einem der folgenden Verbindungstypen zugeordnet werden
ko¨nnen: seriell, divergent und konvergent. Eine Dreiergruppe u¨ber die Knoten
X,Z, Y gilt als
(a) seriell fu¨r eine von X bzw. Y zu Z und eine von Z zu Y bzw. X weg
gerichtete Kante, vgl. Abbildungen 2.8(a), 2.8(e), als
(b) divergent fu¨r je eine von Z zu X und Z zu Y gerichtete Kante, vgl.
Abbildungen 2.8(b), 2.8(f) oder als
(c) konvergent wenn, beide Kanten von X und Y nach Z gerichtet sind,
vgl. Abbildungen 2.8(c), 2.8(g), 2.8(d), 2.8(h).
Von einer d-Separation der Mengen X,Y durch Z spricht man genau dann,
wenn alle Pfade in einem Bayes’schen Netzwerk zwischen einem Knoten
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X ∈ X und einem Knoten Y ∈ Y durch einen oder mehrere Knoten aus
Z blockiert sind. Ein Pfad gilt als blockiert, wenn eine Dreiergruppe an
Knoten vom Typ seriell oder divergent ist und Evidenz fu¨r Z vorliegt. Ist
der Verbindungstyp konvergent, so gilt der zugeho¨rige Pfad als blockiert,
wenn weder Evidenz fu¨r Z noch fu¨r Kindknoten A von Z vorliegt. Ist ein
Pfad nicht blockiert, so gilt er als aktiv, d. h. die entsprechenden Knoten
ko¨nnen sich gegenseitig beeinflussen. Werden die Knoten X,Y durch einen

































Abbildung 2.8: Typen von Kausalstrukturen in Bayes’schen Netzwerken, grau
eingefa¨rbte Knoten sind beobachtet
Zur Verdeutlichung sei im Folgenden die Abha¨ngigkeit zwischen den Knoten
N,B des in Abbildung 2.7 auf Seite 38 gegebenen Bayes’schen Netzwerks be-
trachtet: Zwischen den Knoten N,B existiert im gegebenen Netzwerk ein ein-
ziger Pfad u¨ber die Knoten S und H mit den Dreiergruppen 〈N → S ← H〉
und 〈S ← H ← B〉, wobei in ersterer die Knoten konvergent und in letzterer
seriell verbunden sind.
Es gilt N ⊥ B, d. h. N,B sind garantiert unabha¨ngig, wenn fu¨r keinen
Knoten des Netzwerks eine Evidenz beobachtet wird, da 〈N → S ← H〉 den
Pfad blockiert. Ebenso gilt N ⊥ B|H, d. h. N,B sind garantiert unabha¨ngig,
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wenn fu¨r H eine Evidenz beobachtet wird, da 〈S ← H ← B〉 den Pfad
blockiert. Kann eine Evidenz fu¨r S beobachtet werden, so ist N,B nicht d-
separiert, da weder 〈N → S ← H〉 noch 〈S ← H ← B〉 den Pfad blockieren.
Es gilt N 6⊥ B|S, d. h. N,B sind nicht garantiert unabha¨ngig8.
2.3.1.2 Naives Bayes’sches Netzwerk
Ein Naives Bayes’sches Netzwerk ist ein Spezialfall. Es zeichnet sich da-
durch aus, dass alle Knoten, d. h. Zufallsvariablen Xi in direkter kausaler
Beziehung zur Klassenvariable C stehen und untereinander keine direkten
Abha¨ngigkeiten aufweisen:




Die Kanten sind von der Klassenvariable zu den Attributsvariablen gerichtet.
In der Praxis hat dies den Vorteil, dass im Vergleich zu einem konventionellen
Bayes’schen Netzwerk weniger Parameter beno¨tigt werden um das Netz zu
bestimmen. Das heißt, dass viele kompakte U¨bergangswahrscheinlichkeitsta-
bellen in ihrem zugeho¨rigen Knoten verortet sind, statt in einer komplexen
Tabelle fu¨r die Klassenvariable bei umgekehrter Kausalita¨tsrichtung, vgl.
Abbildung 2.7 mit 2.9. In der Folge werden weniger Daten beno¨tigt um
die U¨bergangswahrscheinlichkeiten zu bestimmen, was gegenu¨ber anderen
Modellen einen schnelleren Lernprozess fu¨r das Naive Bayes’sche Netzwerk
verspricht Naive Bayes’sche Netzwerke werden z. B. als Naive Bayes Klassifika-
toren eingesetzt. Hierbei wird der oft vorhandene statistische Zusammenhang
zwischen den Eingangsknoten durch die naive Annahme einer gegebenen
Unabha¨ngigkeit vernachla¨ssigt, was ggf. die Vorhersagegenauigkeit reduziert.
2.3.1.3 Dynamisches Bayes’sches Netzwerk
Ein Dynamisches Bayes’sches Netzwerk erweitert das Konzept der
Bayes’schen Netzwerke um die Modellierung stochastischer temporaler Pro-
zesse. Es besteht aus einem Prior- und einem temporalen Netz. Wa¨hrend
das Prior-Netz analog zu einem klassischen Bayes’schen Netzwerk die Ab-
ha¨ngigkeiten zwischen den Zufallsvariablen X einer Zeitscheibe modelliert,
beschreibt das temporale Netz die Abha¨ngigkeiten der Zufallsvariablen Xtn
8 Eine Unabha¨ngigkeit zwischen N,B ko¨nnte dennoch u¨ber eine entsprechende bedingte
Wahrscheinlichkeitstabelle fu¨r den Knoten H realisiert werden. Dies ist jedoch im
gegebenen Beispiel nicht der Fall.


























Abbildung 2.9: Aufbau eines Naive Bayes’schen Netzwerks
zwischen den Zeitscheiben: xtni → xtmj , mit n < m, i = j oder auch i 6= j.
Theoretisch ko¨nnen alle Variablen einer Zeitscheibe die Variablen in al-
len folgenden Zeitscheiben beeinflussen, was jedoch hinsichtlich der damit
verbundenen Komplexita¨t nicht anzustreben ist.
S1
N1 V 1 H1
U1 B1
S2
N2 V 2 H2
U2 B2





H1 U2 B2 P (H2|H1,U2,B2)
t t t 0,9999
t t f 0,8
t f t 0,85
t f f 0,5
f t t 0,99
f t f 0,6
f f t 0,65
f f f 0,001
Abbildung 2.10: Dynamisches Bayes’sches Netzwerk 1. Ordnung: zeitliche
Abha¨ngigkeit mindestens einer Variable X2 von mindestens einer Variable X1
der vorhergehenden Zeitscheibe
In der Praxis kann mit jeder Zeitscheibe eine Beobachtung modelliert wer-
den, d. h. mit jeder Beobachtung wird eine Zeitscheibe hinzugefu¨gt. Fu¨r
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komplexe Dynamische Bayes’sche Netzwerke, d. h. in welche fortlaufend
Beobachtungen eingebracht werden, ko¨nnen in einem sog. sliding window -
bzw. rollup-Verfahren zuru¨ckliegende Zeitscheiben unter Beibehaltung ihres
statistischen Einflusses abgeschnitten werden. Abbildung 2.10 zeigt die Er-
weiterung des in Abbildung 2.7 eingefu¨hrten Beispiels um eine zusa¨tzliche
temporale Abha¨ngigkeit der Zufallsvariable H, gegeben durch H1 → H2
und der angepassten Wahrscheinlichkeitstabelle fu¨r H2. Eine U¨bersicht u¨ber
Inferenz- und Lernverfahren fu¨r Dynamische Bayes’sche Netzwerke ist in
[Mihajlovic u. Petkovic 2001] gegeben.
2.3.2 Inferenz und Schlussfolgern
In einem Bayes’schen Netzwerk kann das Schlussfolgern sowohl in als auch
entgegen der Kausalrichtung erfolgen. Abbildung 2.11 illustriert diesen Um-
stand fu¨r das diagnostische Schlussfolgern entgegen der Kausalrichtung und















































Abbildung 2.11: Arten des Schlussfolgerns, nach [Korb u. Nicholson 2010]
Ist die Evidenz, d. h. die Realisierung einer Variable bekannt, werden mit-
hilfe des Formalismus der d-Seperation alle betroffenen, d. h. abha¨ngigen
Variablen des Netzes ermittelt und fu¨r diese die posterori-Wahrscheinlichkeit
berechnet. Die Evidenz kann in jede Variable eingebracht werden. Die Infe-
renz in einfachen Baumstrukturen erfolgt durch die lokale Anwendung des
Bayes-Theorem fu¨r jeden Knoten und einer Weitergabe u¨ber die bedingten
Wahrscheinlichkeitstabellen zwischen den Knoten. Letztgenannter Vorgang
wird message passing genannt, vgl. [Pearl 1988].
Wenn Knoten u¨ber mehr als einen Pfad erreicht werden ko¨nnen ist ein
Clusteringverfahren notwendig, z. B. mithilfe des Junction Tree Algorithmus.












Abbildung 2.12: Weitergabe von Evidenz (graue Knoten) in Bayes’schen Netz-
werken anhand von drei unterschiedlichen Beispielen
Fu¨r komplexe Netzstrukturen ist die Bestimmung einer exakten Inferenz
ggf. rechnerisch unmo¨glich. In diesem Fall kann die Inferenz na¨herungsweise
berechnet werden, vgl. [Korb u. Nicholson 2010]. Abbildung 2.12 zeigt an
drei unterschiedlichen Netzwerkkonfigurationen beispielhaft die schrittweise
Weitergabe von Evidenz fu¨r eine Beobachtung, d. h. jeweils gegebene Evidenz
fu¨r die Variable U, S oder N .
2.3.2.1 Anwendung weicher Evidenz in Bayes’schen Netzwerken
Die Evidenzen fu¨r Eingangsvariablen sollen innerhalb dieser Arbeit aus
der Erfassung des Verkehrsumfeldes, vgl. Abschnitt 4.3, abgeleitet werden
und sind somit prozessbedingt potentiell unsicherheitsbehaftet: Sei x eine
Realisation der Eingangsvariable X mit
x = {(x1,p1),...,(xm,pm)} , und
m∑
j=1
pj = 1, pj(j = 1,...,m) (2.18)
der Wahrscheinlichkeit von x den Zustand xj einzunehmen. Wird nun die
gesamte Evidenzmasse auf mehr als einen Zustand verteilt, so spricht man
von weicher oder auch unsicherer Evidenz, andernfalls von harter Evidenz.
Verdeutlicht sei dies an einer beispielhaften Beobachtung fu¨r die Eingangsva-
riable Freier Nachbarfahrstreifen (N) aus dem in Abbildung 2.7 gegebenen
Beispiel: Eine Realisierung n in einer Form als weiche Evidenz wa¨re gegeben
durch n = {(n1; 0,9),(n2; 0,1)} und eine Realisierung als harte Evidenz durch
n = {(n1; 1,0),(n2; 0,0)}.
Wa¨hrend das Setzen von harter Evidenz in Bayes’schen Netzwerken ge-
bra¨uchlich ist, ist dem Autor kein Verfahren bekannt, welches das direkte
Setzen von unsicherer Evidenz ermo¨glicht.
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Eine Umgehungslo¨sung bieten [Chan u. Darwiche 2005] unter Nutzung des
Konzeptes der virtuellen Evidenz nach [Pearl 1988] an: Grundidee ist die von
[Chan u. Darwiche 2005] gezeigte Transformation der unsicheren Evidenz
aus der zugrunde liegenden Beobachtung in eine virtuelle Evidenz η, welche
auf die Variable X einwirkt. Die Unsicherheit der Evidenz wird durch die
Wahrscheinlichkeitsquotienten λ1,..,λm quantifiziert.
Eine virtuelle Evidenz wird in einem Bayes’schen Netzwerk durch das Hin-
zufu¨gen einer Kindvariable Z zu X und einer gerichteten Kante X → Z
repra¨sentiert, wobei eine Realisation z von Z mit dem virtuellen Ereignis η
korrespondiert. Die bedingten Wahrscheinlichkeiten P (z|xj) von Z entspre-
chen in ihrem Verha¨ltnis zueinander den Wahrscheinlichkeitsquotienten λj :
P (z|x1) : · · · : P (z|xm) = λ1 : · · · : λm (2.19)
U¨ber die Inferenz mit einer harten Evidenz Z = z wird schließlich eine der
unsicheren Evidenz entsprechende Verteilung in X realisiert. Schlussendlich
la¨uft es somit fu¨r jede unsicherheitsbehaftete Beobachtung von X auf die
Bestimmung der Wahrscheinlichkeitstabelle fu¨r Z hinaus:
P ′(xj) = qj , mit j = 1, . . . ,m (2.20a)
λ1 : · · · : λm = q1
P (x1)
: · · · : qm
P (xm)
(2.20b)
P (z|xj) = λj∑m
i=1 λi
(2.20c)
Sei P die A-priori-Verteilung fu¨r X und P ′ die aus einer Beobachtung re-
sultierende Verteilung, so la¨sst sich die virtuelle Evidenz η in Form der
Wahrscheinlichkeitsquotienten λj nach Gleichung 2.20b berechnen und die
bedingten U¨bergangswahrscheinlichkeiten fu¨r Z nach Gleichung 2.20c. Ab-
bildung 2.13(a) zeigt die Erweiterung des Bayes’schen Netzwerks aus dem in
Abbildung 2.7 gegebenen Beispiel um virtuelle Variablen Z(·).
Sei beispielhaft aus einer Beobachtung von N eine unsichere Evidenz
P ′(N=n) = 0,9;P ′(N=n¯) = 0,1 gegeben, so ergibt sich unter Beru¨ck-
sichtigung der Priorwahrscheinlichkeit P (n) = 0,6 eine bedingte U¨bergangs-
wahrscheinlichkeit von P (z|n) = 0,857.
Fu¨r das Setzen von multipler weicher Evidenz u¨ber mehrere Variablen in
einem Zeitschritt muss der Formalismus der d-Seperation Beru¨cksichtigung
finden. Wa¨hrend im gegebenen Beispiel in Abbildung 2.13(b) beide Evidenz-
variablen durch S und H d-separiert sind, trifft dies auf die Variablen N







N P (ZN |N)
t 0,857
(a) einfache weiche Evidenz mit








N P (ZN |N)
t 0,857
U P (ZU |U)
t 0,989
(b) multiple weiche Evidenz mit
P ′(N=n)=0,9;P ′(U=u)=0,83
Abbildung 2.13: Virtuelle Variablen Z(·) und zugeho¨rige U¨bergangswahrschein-
lichkeiten fu¨r das in Abbildung 2.7 gegebene Beispiel
und H im zweiten, in Abbildung 2.14(b) gegebenen Beispiel nicht zu. Eine
voneinander unabha¨ngige Berechnung der virtuellen Evidenz fu¨r ZN und ZH
fu¨hrt entsprechend nicht zwangsla¨ufig zu einer Realisierung der beobachteten
Verteilung P ′(N) und P ′(H) als Randverteilung fu¨r N und H. Wird die aus
2.14(a) bekannte virtuelle Evidenz fu¨r Variable N in 2.14(b) gesetzt, gibt es
keine Mo¨glichkeit die Randverteilung von N zu halten, sobald eine weitere
Evidenz, beispielsweise fu¨r H, gesetzt wird. Eine Lo¨sung, welche die aus P ′
resultierenden virtuelle Evidenz so bestimmt, dass die beobachteten Rand-
verteilungen fu¨r die entsprechenden Variablen eingehalten werden, findet
sich in [Valtorta u. a. 2002; Peng u. a. 2010; Mrad u. a. 2015] und wird durch
Anwendung des Iterative Proportional Fitting Algorithmus (IPF) erreicht.
[Peng u. a. 2010] stellen mit BN-IPFP-1 und BN-IPFP-2 zwei Algorithmen
mit einem jeweils unterschiedlichen Konzept bzgl. der Anwendung der vir-
tuellen Evidenz vor. Aus einer Beobachtung sei eine Menge von s weichen
Evidenzen P ′(Xj) fu¨r die Variablen Xj , mit j = 1 . . . s eines Bayes’schen
Netzwerks gegeben. Wa¨hrend in BN-IPFP-1 fu¨r jede von weicher Evidenz
betroffene Variable Xj eine virtuelle Variable ZXj mit entsprechend ange-
passter bedingter U¨bergangswahrscheinlichkeit P (ZXj |Xj) angelegt wird,
kommt in BN-IPFP-2 eine einzige virtuelle Variable fu¨r alle Xj zur An-
wendung mit P (Z|X1, . . . ,Xs). Entsprechend wird in BN-IPFP-1 iterativ
P (ZXj |Xj) fu¨r jede Variable bestimmt und in BN-IPFP-2 P (Z|X1, . . . ,Xs)
mit Z als gemeinsame Kindvariable fu¨r alle betroffenen Variablen Xj . In
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Abbildung 2.14 wird die weiche Evidenz nach dem Verfahren BN-IPFP-1






N P (ZN |N)
t 0,5571
(a) einfache weiche Evidenz






N P (ZN |N)
t 0,5619
H P (ZH |H)
t 0,446
(b) multiple weiche Evidenz mit
P ′(N=n)= 0,7;P ′(H=h) = 0,83
Abbildung 2.14: Virtuelle Variablen Z(·) und zugeho¨rige U¨bergangswahr-
scheinlichkeiten fu¨r das in Abbildung 2.9 gegebene Beispiel. Fu¨r 2.14(b) werden
P (ZN |N) und P (ZH |H) mit BN-IPFP-1 modelliert, P ′(N=n) und P ′(V=v)
werden bereits nach zweimaliger Iteration realisiert
[Peng u. a. 2010] argumentieren, dass die Komplexita¨t von BN-IPFP-1 maß-
geblich durch die Gro¨ße des Bayes’schen Netzwerks und der damit ver-
bundenen Ausfu¨hrdauer des Inferenzprozesses bestimmt wird, welcher zur
Ermittlung der Posteriori-Verteilungen je Iterationsschritt durchgefu¨hrt wird.
Die Komplexita¨t von BN-IPFP-2 wird bestimmt durch die Dimensionalita¨t
der zu ermittelnden bedingten U¨bergangswahrscheinlichkeiten und damit
durch die Anzahl der betroffenen Variablen, fu¨r die wa¨hrend einer Beobach-
tung eine weiche Evidenz vorliegt.
Fu¨r diese Arbeit wird davon ausgegangen, dass die Art der Evidenz fu¨r alle
Eingangsvariablen potentiell weich ist und dass von einer Beobachtung ein
Großteil der Eingangsvariablen betroffen sein wird. Relevant ist hiernach
BN-IPFP-1, eine detaillierte Beschreibung findet sich in [Mrad u. a. 2015].
2.3.3 Maschinelle Lernverfahren
Mithilfe eines Bayes’schen Netzwerks la¨sst sich eine hochdimensionale Vertei-
lung unter Kenntnis der statistischen Abha¨ngigkeiten in niedrigdimensionale
Verteilungen u¨berfu¨hren. Das heißt, eine hochdimensionale Zufallsvariable
wird in mehrere niedrigdimensionale Zufallsvariablen zerlegt. Diese Zufallsva-
riablen bilden die Knoten in einer azyklisch gerichteten Graphenstruktur. Fu¨r
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jeden Knoten existiert eine lokale Wahrscheinlichkeitsverteilung z. B. in Form
einer bedingten Wahrscheinlichkeitstabelle, welche die U¨bergangswahrschein-
lichkeit des Knotenzustandes in Abha¨ngigkeit der Elternknoten angibt.
Das notwendige Wissen zur Erstellung der Graphenstruktur nebst der be-
dingten Wahrscheinlichkeiten kann entweder explizit vorliegen, so dass es
z. B. u¨ber einen Experten in ein Bayes’sches Netzwerk u¨berfu¨hrt werden
kann, oder implizit in Form von Daten, welche das notwendige Wissen z. B.
in Form von gelabelten Messdaten aus einer Fahrumgebungserfassung enthal-
ten. Im letztgenannten Fall muss dieses Wissen u¨ber maschinelle Lernfahren
extrahiert werden. Wa¨hrend fu¨r das Lernen der U¨bergangswahrscheinlich-
keiten bei gegebener Netzstruktur etablierte Methoden existieren, z. B. via
Expectation-Maximization (EM) Algorithmus, vgl. [Dempster u. a. 1977],
gestaltet sich das Erstellen einer geeigneten Graphenstruktur deutlich kom-
plexer und erfolgt daher ha¨ufig manuell durch einen Experten.
Maschinelle Strukturlernmethoden ermitteln Graphenstrukturen durch die
Variation einer initialen Netzstruktur auf Basis gegebener Ground-Truth
Daten. Es lassen sich zwei verschiedene Ansa¨tze unterscheiden. Bei den Score
Based -Methoden wird eine Punktezahl maximiert. Bei den Constrained
Based -Methoden wird hingegen die bestmo¨glichen Einhaltung vorgegebener
Bedingungen angestrebt, z. B. statistische Unabha¨ngigkeit. Eine U¨bersicht
ist in [Margaritis 2003] gegeben.
U¨bliche maschinelle Strukturlernmethoden gehen von einem vollsta¨ndig
definierten Set an Netzknoten aus. Dies schra¨nkt die Anwendbarkeit der Me-
thoden insbesondere dann ein, wenn unbekannte Knoten existieren und / oder
gegebene Netzknoten eine starke statistische Abha¨ngigkeit aufweisen, die
nur u¨ber Zwischenknoten aufzulo¨sen sind. Ein Verfahren, welches diese Ein-
schra¨nkungen umgeht, ist das auf einem Hierarchical Naive Bayes (HNB)
Modell basierende Verfahren von [Zhang u. a. 2004].
Eine große Herausforderung der maschinellen Strukturbestimmung fu¨r Dy-
namische Bayes’sche Netzwerke ist die Explosion des Konfigurationsraumes
mit einer zunehmenden Anzahl an Zeitscheiben. Eine Mo¨glichkeit diesen
zumindest z. T. zu beherrschen stellt die Anwendung Genetischer Algorith-
men dar, vgl. [Tucker u. a. 2001; Ross u. Zuviria 2007; Dai u. Ren 2015].
Alle genannten Autoren schra¨nken zudem den Suchraum ein, z. B. durch
eine lokale Stabilita¨t des Netzwerkes, d. h. keine A¨nderung innerhalb einer
Zeitscheibe oder durch eine Beschra¨nkung der Konnektivita¨t und oder der
Anzahl der betrachteten Zeitscheiben.
Nachfolgend erfolgt eine kurze Einfu¨hrung in Score Base und Constrained
Based Strukturlernverfahren sowie in das HNB-Modell, vgl. [Ghassemi 2015],
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und in die Struktursuche mithilfe eines Genetischen Algorithmus. Im An-
schluss erfolgt eine kurze Einfu¨hrung in den EM-Algorithmus.
2.3.3.1 Score Based Lernverfahren
Score Based Learning bezeichnet Punktezahl-basierte Lernverfahren, welche
aus einer Suchprozedur zum gezielten Durchschreiten des Konfigurationsrau-
mes und einer Bewertungsmetrik zur Bewertung der jeweiligen Netzkonfigu-
ration bestehen.
Eine gebra¨uchliche Bewertungsmetrik ist der log-likelihood -Wert. Ein sol-
cher zeigt, wie gut ein (Ground-Truth) Datensatz durch eine Netzstruk-
tur und zugeho¨rige bedingte Wahrscheinlichkeitsverteilungen repra¨sentiert
wird. logP (D|G,θG) stellt die log-likelihood -Funktion eines Bayes’schen Netz-
werks, bestehend aus der Struktur G und dem Parametersatz ΘG gegeben
dem Datensatz D, als die Wahrscheinlichkeit des Datensatzes D bei gege-
benen Bayes’schen Netzwerk dar. Die log-likelihood -Funktion ist gegeben
in Gleichung 2.21, mit Mijk als Bezeichner fu¨r die Anzahl der Ereignisse
Xi = xi r, Eltern(Xi) = j, i der Nummer der Variablen im Netz, j der











(Ri − 1)Qi (2.23)
Der in Gleichung 2.22 definierte BICscore kombiniert die log-likelihood -
Funktion mit einem Strafterm zur Verminderung von U¨beranpassung auf-
grund zu komplexer Netzstrukturen, vgl. [Schwarz 1978; Carvalho 2009].
Dabei bezeichnet N die Anzahl an Tupel im Datensatz D, n die Anzahl
an Netzvariablen, Ri die Anzahl an Zusta¨nden der Variablen i und Qi die
Anzahl an mo¨glichen Zustandskombinationen der Elternvariablen.
U¨ber eine Suchprozedur erfolgt die Ermittlung der Netzstruktur innerhalb
des Konfigurationsraumes, welche die ho¨chste Bewertung in Bezug auf die
Score-Metrik hat. Ein bekanntes heuristisches Suchverfahren ist das Hill-
Climbing-Verfahren, beispielhaft dargestellt in Abbildung 2.15. Ausgangs-
punkt der Suche kann ein leeres Netz, d. h. ein Netz ohne Kanten, ein Netz
mit zufa¨lligen Kanten oder ein auf Basis von Vorinformation mit Kanten
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Abbildung 2.15: Darstellung eines Hill-Climbing-Verfahrens zur Strukturbe-
stimmung eines Bayes’schen Netzes, angelehnt an [Margaritis 2003]
gefu¨lltes Netz sein. In jedem Suchschritt werden sukzessiv die Kanten des
Netzes gea¨ndert und ein Score-Wert, beispielsweise nach Gleichung 2.22
bestimmt. Hierbei ko¨nnen nicht existente Kanten eingefu¨gt, existierende
gelo¨scht oder in ihrer Kausalita¨tsrichtung gea¨ndert werden, soweit keine
gerichteten Zyklen entstehen. Wie beispielhaft in Abbildung 2.15 dargestellt,
erfolgt im na¨chsten Suchschritt die A¨nderung der Netzstruktur auf Basis der
Netzkonfiguration, welche den ho¨chsten Score-Wert erzielt hat. Die Suche ist
beendet, sofern durch A¨nderung der bestehenden Konfiguration keine weitere
Netzkonfiguration erzeugbar ist, welche eine bessere Bewertung aufweist.
2.3.3.2 Constraint-Based Lernverfahren
Constraint-Based Learning bezeichnet Lernverfahren, welche durch Manipu-
lation der Netzkonfiguration versuchen eine Struktur zu bestimmen, welche
vorgegebenen Bedingungen bzw. Beschra¨nkungen (constraints) bestmo¨glich
genu¨gt. Eine den Bayes’schen Netzwerken zugrunde liegende Beschra¨nkung
ist die bedingte Unabha¨ngigkeitsannahme zwischen zwei nicht direkt verbun-
denen Knoten. Die Verfahren bestehen aus folgenden Schritten:
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• Bestimmung der ungerichteten Graphenstruktur
• Bestimmung der Kausalita¨ten zur Ermittlung der gerichteten
Graphenstruktur
Ein Vertreter der Constraint-Based Lernverfahren ist der in [Spirtes u. a.
1993] vorgestellte SGS algorithm: Im ersten Schritt des Verfahrens wird
u¨ber alle Variablen ein komplett verbundener ungerichteter Graph erstellt.
Paarweise werden Variablen-Sets gebildet und jeweils u¨ber den χ2-Test auf
bedingte Unabha¨ngigkeit getestet. Falls der Unabha¨ngigkeitstest zwischen
zwei Variablen fehlschla¨gt, wird die Kante zwischen beiden Knoten beibe-
halten, andernfalls gelo¨scht. Falls keine Kante existiert, muss ein Subset
existieren, welches beide Variablen d-separiert, vgl. Unterabschnitt 2.3.1. Zu
Beginn des zweiten Schrittes werden Variablen-Tripel X,Y, Z gesucht, so
dass eine Kante zwischen X,Z und eine Kante zwischen Y,Z aber keine
Kante zwischen X,Y existiert. Wenn kein Subset existiert, welches Z entha¨lt
und X,Y d-separiert, wird jeweils eine gerichtete Kante von X zu Z und Y
zu Z gesetzt. Das Verfahren pru¨ft iterativ, ob eine gerichtete Kante von X
zu Y , eine ungerichtete Kante Y,Z, keine ungerichtete Kante X,Z besteht.
Existiert weiterhin keine weitere Variable W mit einer gerichteten Kante
W nach Y , so wird die ungerichtete Kante Y,Z durch eine gerichtete Kante
von Y nach Z ersetzt. Weiterhin wird gepru¨ft, ob es einen, gegebenenfalls
u¨ber mehrere Variablen verlaufenden, gerichteten Pfad von X nach Y und
eine ungerichtete Kante zwischen beiden Variablen gibt. Im positiven Fall
wird die ungerichtete durch eine gerichtete Kante ersetzt. Das Verfahren
ist beendet, wenn keine der oben genannten Regeln mehr anwendbar sind.
Hierbei ist nicht sichergestellt, dass jeder verbliebenen ungerichteten Kante
eine Kausalita¨tsrichtung zugewiesen wurde. Gewo¨hnlich werden diese Kanten
in einem nachgelagert Schritt so orientiert, dass ein azyklischer gerichteter
Graph entsteht.
2.3.3.3 HNB-Model
HNB-Model ist ein score-based Strukturlernverfahren nach [Zhang u. a. 2004].
Ausgehend von einem initialen naiven Bayes’schen Netzwerk wird dessen
Struktur u¨ber die Anwendung von Operatoren so manipuliert, dass der
BIC-Score, vgl. Gleichung 2.22, der zu bestimmenden Netzstruktur maxi-
mal ist. Diese Operatoren erlauben das Einfu¨gen von Latentvariablen, wo-
durch gegebenenfalls ein Hierarchisches Naive Bayes’sches Netzwerk (HNB)
entsteht. Als latent werden Variablen bezeichnet, fu¨r welche im Lernda-
tensatz keine direkte Beobachtung vorliegt. Auf Basis von Lerndaten wird
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ein Hill-Climbing-Algorithmus ausgefu¨hrt, welcher sich iterativ der finalen
Struktur na¨hert:
1. Nutze eine gegebene Netzkonfiguration als Startpunkt, d. h. Seed fu¨r die
Suche, und errechne deren Wertung mithilfe des BIC-Score.
2. Unter Anwendung der Operatoren Parent Introduction und Parent Alli-
teration: Berechne alle mo¨glichen Netzkonfigurationen, welche mit genau
einer Vera¨nderung des Seed erreichbar sind.
3. Bestimme den BIC-Score fu¨r alle in Schritt 2 gefundenen Netzkonfigura-
tionen und wa¨hle die Konfiguration mit der ho¨chsten Bewertung aus.
4. Ist die Bewertung der gefundenen Netzkonfiguration ho¨her als der BIC-
Score des Seed, wird diese zum neuen Seed bestimmt und mit Schritt 2
fortgefahren. Andernfalls weist keine neue Konfiguration eine bessere
Bewertung als die Konfiguration des Seed auf, womit letztgenannte Kon-
figuration als finale Struktur bestimmt und das Verfahren beendet ist.
[Zhang u. a. 2004] weisen nach, dass die Menge der mo¨glichen HNB-Modelle
bei einer gegebenen Menge an Klassen- und Merkmalsvariablen endlich ist,
wenn die HNB sparsam und regula¨r sind:
• Sei M = (m,θ) ein HNB mit der Struktur m und den Parametern θ
sowie der Klassenvariable C und den Merkmalsvariablen A. M gilt als
sparsam falls kein anderes HNB M ′ = (m′, θ′) mit C und A existiert,
welches weniger Parameter als M aufweist, sofern die Wahrscheinlich-
keitsverteilungen u¨ber Klassen- und Merkmalsvariablen identisch sind.
• Ein HNB ist regula¨r, falls fu¨r jede beliebig Latentvariable Z mit den als






|Z| bzw. |Xi| bezeichnet die Kardinalita¨t von Z bzw. X.
Jede Anwendung der Operatoren in Schritt 2 der Iteration zieht die Bestim-
mung der Kardinalita¨t der betreffenden Latentvariable nach sich. Entspre-
chend definiert jede mo¨gliche Kardinalita¨t der Latentvariable eine neue Netz-
konfiguration. Die maximale Kardinalita¨t bestimmt sich aus Gleichung 2.24,
die minimale Kardinalita¨t betra¨gt zwei, bzw. drei sofern eine Latentvariable
nur zwei Kindvariablen hat, welche ebenfalls Latentvariablen sind.
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Fu¨r die Bewertung der jeweiligen Netzkonfigurationen in Schritt 3 mu¨ssen
die Netzparameter, d. h. die bedingten Wahrscheinlichkeitstabellen, ange-
lernt werden. Diese werden mithilfe des EM-Algorithmus, vgl. Unterab-
schnitt 2.3.3.5, auf Basis eines Lerndatensatzes bestimmt.
2.3.3.3.1 Parent Introduction Operator Mithilfe des Parent Intro-
duction Operators werden Latentvariablen eingefu¨gt, wenn ein Knoten des









Abbildung 2.16: Anwendung des Parent Introduction Operators
Abbildung 2.16 zeigt beispielhaft die Anwendung des Operators in dem die
direkte Abha¨ngigkeit der Variablen M1,M2 von der Variable root durch das
Einfu¨gen einer Latentvariable LV 1 als Kind von root und Elternvariable von
M1,M2 aufgelo¨st wird. Die Variablen M1,M2, M3, root ko¨nnen sich weiter
gegenseitig beeinflussen, solange keine Evidenz fu¨r LV 1 beobachtet wird.
Weitere mo¨gliche Konfigurationen wa¨ren das Einfu¨gen der Latentvariable
LV 1 als Elternvariable fu¨r M1,M3 oder M2,M3.
2.3.3.3.2 Parent Alliteration Operator Mithilfe des im vorhergehen-
den Abschnitt erla¨uterten Parent Introduction Operators werden immer
genau zwei Variablen separiert. Erst u¨ber die Anwendung des Parent Allite-
ration Operators la¨sst sich im na¨chsten Iterationsschritt ein weitere Variable
hinzufu¨gen. Parent Alliteration ist mo¨glich, wenn eine Latentvariable mehr
als eine Geschwistervariable hat. Abbildung 2.17 zeigt beispielhaft die Ma-
nipulation einer Netzstruktur u¨ber den Operator in der die Variable M3
zum Kindknoten der Latentvariable LV 1 mutiert. Alternativ ha¨tte u¨ber den
Operator auch M4 zum Kindknoten von LV 1 mutieren ko¨nnen.




























Abbildung 2.18: Zerlegung eines Bayes’schen Netzwerks nach
[Zhang u. a. 2004]
2.3.3.3.3 Subnetze [Zhang u. a. 2004] zeigen, dass sich ein Bayes’sches
Netzwerk unterhalb seiner Klassenvariable in Subnetze zerlegen la¨sst, vgl.
Abbildung 2.18, und die Summation des BIC-Scores der Teilnetze den BIC-
Score des Gesamtnetzes ergibt. Wird zu Beginn des Bewertungsverfahrens
jedes Netz in seine Subnetze zerlegt und separat bewertet, steigert sich die
Effizienz des Verfahrens, da pro Netzkonfiguration nur jeweils ein Subnetz ma-
nipuliert wird und die zwischengespeicherten BIC-Scores der unvera¨nderten
Subnetze wieder verwendet werden ko¨nnen.
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2.3.3.4 Struktursuche per Genetischem Algorithmus
Ein Genetischer Algorithmus ist ein stochastisches Optimierungsverfahren,
welches in stark vereinfachter Form den evolutionsbiologischen Entwicklungs-
prozess nachahmt. Nachfolgend wird die Anwendung zur Strukturbestim-
mung eines Dynamischen Bayes’schen Netzwerks angelehnt an [Dai u. Ren
2015] beschrieben.
Wie in Unterabschnitt 2.3.1.3 beschrieben, definiert sich ein Dynamisches
Bayes’sches Netzwerk u¨ber die Parameter eines initialen und eines tempo-
ralen Netzwerkes. Jede Variation dieser Netzwerke bildet ein Individuum
aus dem mo¨glichen Konfigurationsraum. Dessen Netzwerkstruktur wird im
Folgenden als Genotyp bezeichnet. Jedes Individuum ist Teil einer Popu-
lation, welche in jedem Suchschritt von einer Generation in die na¨chste
u¨berfu¨hrt wird. Die U¨berfu¨hrung der Individuen erfolgt durch Operatoren
wie Mutation, Kreuzung und Selektion. Die Zielfunktion eines genetischen Al-
gorithmus wird Fitnessfunktion genannt und wird maximiert bzw. minimiert,
bis ein Terminierungskriterium erreicht ist. U¨ber diese wird bestimmt, wie
gut ein Individuum das zugrunde liegende Optimierungsproblem lo¨st. [Dai
u. Ren 2015] nutzen den BIC-Score als Fitnessfunktion, s. Gleichung 2.22.
Zur Initialisierung der ersten Population bestimmen die Autoren die Trans-
information, s. Abschnitt A.1 zwischen den Zufallsvariablen und ermitteln
hieru¨ber fu¨r jede Variable ein Kante zu der Variable, zu der die ho¨chste
Abha¨ngigkeit besteht. Aus den gefundenen Kanten werden anschließend
Individuen, d. h. Netzstrukturen, gebildet. Nachfolgend ist die von den Auto-
ren vorgeschlagene Abbildung der Struktur eines Dynamischen Bayes’schen
Netzwerks auf einen Genotyp und eine Erla¨uterung der Operatoren gegeben.
Abbildung der Struktur als Genotyp [Dai u. Ren 2015] bilden die
Struktur eines Dynamischen Bayes’schen Netzwerks ersten Grades durch
folgendes aus drei Teilen bestehendes Schema ab:
(i1,i2, . . . , a11,a12,a22, . . . ,a2n,an1, . . . ,ann,
e12,e13,e23,e14,e24,e34, . . . ,e1n,e2n, . . . ,e(n−1)n)
(2.25)
n bezeichnet die Anzahl an Variablen innerhalb eines Zeitslots, ik die nach
der Kausalita¨tsfolge 1 . . . k geordneten Variablen des Zeitslots Xk[t], ajk die
Abha¨ngigkeit zwischen zwei Zeitscheiben, d. h. der Existenz ajk = 1 oder
Nichtexistenz ajk = 0 einer gerichteten Kante von Xj [t − 1] nach Xk[t],
und ejk die Abha¨ngigkeit innerhalb eines Zeitslots, d. h. der Existenz einer
gerichteten Kante von Xj zu Xk. Die Anwendung dieser Codierung auf ein
Minimalbeispiel ist in Abbildung 2.19 dargestellt.
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Operator Mutation Die Mutation u¨berfu¨hrt ein Individuum aus einer
Elterngeneration in eine neue Generation, indem Teile des Genotyps zufa¨lligen
A¨nderungen unterliegen, vgl. Abbildung 2.20(a).
Operator Kreuzung Der Kreuzungsoperator erzeugt ein Individuum
einer neuen Generation durch Vereinen von verschiedenen Genotypen der
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(b) Genotypcodierung nach [Dai u. Ren 2015]
Abbildung 2.19: Minimalbeispiel zur Codierung eines DBN
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Abbildung 2.20: Beispielhafte Anwendung der Operatoren des Genetischen
Algorithmus
Operator Selektion Wa¨hrend der Kreuzungs- und Mutationsoperator
ein Individuum d. h. eine Konfiguration eines Dynamischen Bayes’schen
Netzwerks durch Variation direkt in die Folgegeneration u¨berfu¨hrt, wa¨hlt der
Selektionsoperator Individuen nach bestimmen Kriterien aus, welche in die
na¨chste Generation ohne Variation u¨berfu¨hrt werden. Kriterien ko¨nnen z. B.
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die Elitismus genannte Auswahl der nach Fitnessfunktion besten Elemente
oder zufa¨llig ausgewa¨hlte Elemente via Roulette Selektion sein. In Abbildung
2.20(c) ist das Funktionsprinzip des Rouletteselektors fu¨r fu¨nf Individuen I
grafisch dargestellt. Die Auswahl erfolgt durch virtuelles Drehen des Rades.
Die jeweilige Kreisbogenla¨nge entspricht dem relativen Fitnesswert eines
Individuums gegenu¨ber den anderen Individuen.
2.3.3.5 Expectation-Maximization Algorithmus
Der Expectation-Maximization Algorithmus ist ein Verfahren zur Parame-
terscha¨tzung in probabilistischen Modellen bei unvollsta¨ndigen Lerndaten.
Im Falle eines Bayes’schen Netzwerks gelten die bedingten Wahrscheinlich-
keitstabellen (CPTs), in denen die U¨bergangswahrscheinlichkeiten zwischen
den Variablen des Netzes abgebildet sind, als Parameter. Unvollsta¨ndige
Lerndaten zeichnen sich unter anderem durch fehlende Beobachtungen von
Latentvariablen aus. Als Standardreferenz zum EM-Algorithmus und seinem
Konvergenzverhalten gilt die Vero¨ffentlichung von [Dempster u. a. 1977].
Eine kurze Beschreibung des Algorithmus ist nachfolgend gegeben.
Seien X und Z zwei statistisch abha¨ngige Zufallsvariablen und Θ ein Parame-
tersatz, d. h. die CPTs der Variablen, welcher die statistische Abha¨ngigkeit
beschreibt. Wa¨hrend die mo¨glichen Realisationen von X und Z bekannt
sind, existieren ausschließlich Beobachtungen von X innerhalb eines unvoll-
sta¨ndigen Datensatzes D′. Die Variable Z ist latent. Die Scha¨tzung von Θˆ
bei latenten Variablen erfolgt iterativ, vgl. [Sucar 2015]:
1.) Bestimme mithilfe der Maximum-Likelihood Methode aus Θ alle CPTs
fu¨r Variablen, deren Messwerte vollsta¨ndig in D′ vorliegen. Das heißt,
die Werte der Variablen und all ihrer Eltern sind in der Datenbank
enthalten.
2.) Initialisiere Θˆt=0 mit den Werten aus Schritt 1 sowie mit zufa¨lligen
Werten fu¨r alle unbekannten CPTs.
3.) Expectation-Schritt: Scha¨tze die unbekannten Realisationen der
Latentvariablen durch probabilistische Inferenz basierend auf den be-
kannten Realisationen der Variablen aus D′ und vervollsta¨ndige den
Datensatz zu Dt, vgl. Gleichung 2.26 bis 2.29.
4.) Maximization-Schritt: Scha¨tze Θˆt+1 basierend auf dem vervollsta¨n-
digten Datensatz Dt, vgl. Gleichung 2.30.
58 2. Modellierung von Wissen und Verhalten
5.) Wiederhole die Schritte 3 und 4 bis sich Konvergenz einstellt.
D = (dij)Nn, mit N der Anzahl an Tupel und n der
Anzahl an Variablen im Datensatz D
(2.26)
V = (vij)Nn, mit vij =
{
1 : falls dij ∈ D,








E(dtij |D′, Θˆt) : falls vij = 0,
d0ij : falls vij = 1
(2.28)
E(dtij |D′, Θˆt) = argmax
Ri
P (rij |Xi), mit Ri der Anzahl mo¨g-






P (Z|X,Θˆt)logP (X,Z,Θ) (2.30)
Es ist nicht sichergestellt, dass der Algorithmus zu einem globalen Maximum
von logP (X,Z; Θ) konvergiert. Ein mehrmaliges Ausfu¨hren unter gea¨nderten
Startparametern Θˆ0 ist daher sinnvoll, um die Gefahr lokaler Maxima zu
reduzieren.
2.4 Diskussion
Die vorgestellten Verfahren werden nachfolgend auf ihre voraussichtliche
Anwendbarkeit fu¨r eine Fahrstreifenwechselvorhersage betrachtet:
Konventionelle bzw. extensionale Systeme, wie etwa Zustandsautomaten
sind sehr gut geeignet zur Abbildung von Kausalita¨ten, z. B. A
m→ B: Wenn
A gegeben, dann aktualisiere B u¨ber Regel m. Andererseits mu¨ssen hier-
fu¨r Kenntnisse u¨ber die Modellstruktur gegeben sein, z. B. basierend auf
dem Systemwissen eines Experten. Weiterhin ist keine direkte Verarbeitung
von unsicherem Wissen bzgl. der Eingangsdaten als auch der Modellpa-
rameter vorgesehen. Zusa¨tzlich ergeben sich semantische Schwierigkeiten
bei einer gleichzeitigen Behandlung pra¨diktiver und diagnostischer Infor-
mation. Hierfu¨r sind oft Regeln mit vielen Ausnahmen notwendig, welche
wiederum die Modularita¨t der zugrunde liegenden Systeme einschra¨nken und
deren Anwendung unpraktikabel werden lassen. Konventionelle Verfahren
sind daher nur bedingt anwendbar, da sich mit ihnen auf Basis einer mit
Unsicherheit behafteten Datengrundlage, wie sie aus dem Kalman-Filter-
Scha¨tzprozessen der TAP-Umfeldwahrnehmung zu erwarten ist, kaum ein






Abbildung 2.21: Beispiele fu¨r Messunsicherheit und Vagheit: 2.21(a): unschar-
fes Wissen durch unsichere Messungen, es ko¨nnte ein Fahrrad sein, oder aber
mit geringerer Wahrscheinlichkeit Bestandteil eines im Hintergrund fahrenden
PKWs; (2.21(b): unscharfes Wissen durch unscharfe Mengen, d. h. vagen Begriff-
lichkeiten: das dargestellte Fahrzeug geho¨rt nur mit einem gewissen Prozentsatz
zur Kategorie Fahrrad.
In der Fahrumgebungserfassung, vgl. Abschnitt 2.1, ist unsicheres Wissen
typisch. Probabilistische Methoden und Fuzzy Methoden bieten unterschied-
liche Ansa¨tze, um diese Eigenschaft explizit abzubilden.
Unscha¨rfe und stochastische Unsicherheit sind hierbei grundverschiedene
Auspra¨gungen von Unsicherheit. Wa¨hrend die stochastische Unsicherheit
das Eintreten bestimmter Ereignisse durch Wahrscheinlichkeiten quanti-
fiziert, entzieht sich Unscha¨rfe dieser Form der Modellierung. Unscha¨rfe
beschreibt die mangelnde Pra¨zision und Undefiniertheit in der Beschreibung
von Ereignissen oder Elementen. Abbildung 2.21 gibt ein Beispiel fu¨r diese
Unterscheidung. Im Hinblick auf die intensionalen Verfahren werden Fuzzy-
Logik-Systeme nicht favorisiert, da das Ereignis Fahrstreifenwechsel recht
gut beschreib- und abgrenzbar scheint, vgl. Abschnitt 3.1, und somit das
Konzept der Modellierung von unscharfen Mengen keine Anwendung findet.
Mithilfe probabilistischer Methoden ko¨nnen Zusammenha¨nge beispielsweise
als Verbundverteilung, abgebildet u¨ber ein probabilistisches Netzwerk, mo-
delliert werden: P (B|A) = p: Fu¨r eine Realisation von A, z. B. A ist wahr,
ko¨nnen wir B eine Wahrscheinlichkeit p zuordnen. Vorausgesetzt werden
muss hier, dass keine anderen Abha¨ngigkeiten, z. B. zu einem zusa¨tzlichen
Wissen z : P (B|A,Z), bestehen oder dies vernachla¨ssigt werden kann.
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Die Modellierung von Systemen basierend auf der Dempster-Shafer Theorie
erlaubt zwar die Abbildung von Unsicherheiten und explizitem bzw. parti-
ellem Unwissen, dem Autor ist allerdings kein Konzept zur Modellierung
von Kausalita¨ten bekannt. Schließlich kommt auch das mit den Bayes’schen
Netzwerk eng verwandten Markov-Netzwerk nicht zur Anwendung, da hier-
u¨ber nur lokale Nachbarschaftsbeziehungen abgebildet werden ko¨nnen und
keine direkte Kausalita¨t.
Eine weitere Methode stellen die Ku¨nstlichen Neuronale Netze (KNN) dar.
Wissen wird hier durch maschinelle Lernverfahren aus Beispielen zumeist
in einer hoch parallelen und mehrschichtigen Netzwerkstruktur abgebildet.
Eine manuelle expertengestu¨tzte Modellierung ist nicht praktikabel. Das
Verfahren erlaubt die Verarbeitung von unsicherem und unvollsta¨ndigem
Wissen und eignet sich grundsa¨tzlich fu¨r eine Fahrstreifenwechselvorhersage.
Eine hohe Netzkomplexita¨t gestaltet jedoch die Nachvollziehbarkeit der
Entscheidungsfindung fu¨r den menschlichen Betrachter schwierig.
Letztlich verspricht die Verwendung eines Bayes’schen Netzwerks eine durch-
gehend probabilistische Datenverarbeitung ausgehend vom Kalman-Filter
basierten Wahrnehmungsprozess bis zur Modellierung der Fahrstreifen-
wechselvorhersage. Die Mo¨glichkeit einer manuellen expertengestu¨tzten Mo-
dellierung kausaler Zusammenha¨nge in Form eines gerichteten Graphen,
als auch die direkte Interpretierbarkeit zuvor unbekannter Kausalita¨ten
aus einer maschinell bestimmten Netzstruktur sprechen fu¨r die Flexibilita¨t
der Methode. Aus diesen Gru¨nden wird fu¨r die vorliegende Arbeit eine
Wissensmodellierung mit einem Bayes’schen Netzwerk favorisiert.
3 Stand der Technik
Der Stand der Technik zur Erkennung und Vorhersage von Fahrstreifenwech-
seln soll in Kapitel 3 als Ergebnis einer Literaturrecherche dargestellt werden.
Grundsa¨tzlich sollen folgende Fragestellungen betrachtet werden:
• Was kennzeichnet ein Fahrstreifenwechselmano¨ver?
• Welche Lo¨sungen zur Vorhersage existieren bereits und
• u¨ber welche Parameter la¨sst sich ein Fahrstreifenwechsel vorhersagen?
Das Kapitel widmet sich der Analyse des Fahrstreifenwechsels und stellt
bekannte Lo¨sungen zu dessen Vorhersage vor. Dem vorausgehend erfolgt
eine Einordnung in die Fahraufgabe, eine Kategorisierung, eine Unterteilung
in Mano¨verabschnitte und die Identifikation wesentlicher Einflussgro¨ßen. Be-
kannte Verfahren zur Vorhersage lassen die Kategorisierung in eine makrosko-
pische und eine mikroskopische Sichtweise zu. Wa¨hrend die makroskopische
Sichtweise zurzeit im Bereich der Verkehrssimulation angesiedelt ist, und
bei der Verhaltensentscheidung eines Fahrzeuges auch das Verhalten der
angrenzenden Fahrzeuge innerhalb eines Ausschnittes beru¨cksichtigt, bezieht
sich die mikroskopische Sichtweise meist nur auf ein Fahrzeug und dessen
unmittelbare Verkehrsumgebung. Im letztgenannten Fall kann weiterhin in
die Mano¨vervorhersage fu¨r das eigene Fahrzeug sowie in die Mano¨vervor-
hersage von sensorisch wahrgenommenen Fremdfahrzeugen unterschieden
werden. Aus der Literatur bekannte Verfahren werden vorgestellt. Das Ka-
pitel schließt mit einer Diskussion der vorgestellten Ansa¨tze sowie einer
U¨bersicht an Einflussfaktoren auf einen Fahrstreifenwechsel.
3.1 Das Fahrstreifenwechselmano¨ver
Ein Fahrstreifenwechsel la¨sst sich beschreiben als ein Mano¨ver eines Fahr-
zeuges auf einer Straße mit mindestens zwei Fahrstreifen (FS), in dessen
Verlauf von einem Ausgangs- auf einen Zielfahrstreifen gewechselt wird.
Dieser Wechsel kann prinzipiell sowohl nach links als auch nach rechts erfol-
gen, vgl. Abbildung 3.1. In diesem Abschnitt sollen, nach einer Einordnung
des Fahrstreifenwechsel in die Fahraufgabe, wesentliche Zusammenha¨nge
und Einflussgro¨ßen basierend auf einer Literaturrecherche im Bereich der
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Unfallursachen-, Fahrverhaltens- und Fahrerassistenzforschung herausgearbei-
tet werden. Ein Schwerpunkt bildet hierbei die Beschreibung des Vorganges




Abbildung 3.1: Fahrstreifenwechsel von rechts nach links
Abschließend soll erwa¨hnt werden, dass der in dieser Arbeit verwende-
te Begriff Fahrstreifenwechsel gleichbedeutend mit dem im allgemeinen
Sprachgebrauch etablierten, aber technisch in dieser Hinsicht nicht korrek-
ten Begriff Spurwechsel1 ist. Abbildung 3.2 illustriert diesen Umstand im
u¨bertragenen Sinn.
(a) Spurwechsel [MDR 2014] (b) Fahrstreifenwechsel [Meyer 2015]
Abbildung 3.2: Spurwechsel 3.2(a) eines Eisenbahnwaggons vom westeuropa¨i-
schen auf das russische Schienennetz an der polnisch-weißrussischen Grenze in
Brest gegenu¨ber dem Fahrstreifenwechsel eines PKWs 3.2(b)
3.1.1 Einordnung in die Fahraufgabe
Die Durchfu¨hrung eines Fahrstreifenwechselmano¨vers ist Bestandteil der
Fahraufgabe durch den Fahrer, der in einem Mensch-Maschine-System mit
1 Der Begriff Spur beschreibt in der Kraftfahrzeug-Technik den Winkel eines Rades
zur La¨ngsachse des Fahrzeuges.
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dem Fahrzeug und dem Verkehrsumfeld interagiert. Ein Modell zur Be-
schreibung menschlichen Verhaltens in Mensch-Maschine Systemen liefert
[Rasmussen 1983]. Er unterteilt die menschliche Verhaltensweise und Hand-
lung in drei Ebenen:
• Das wissensbasierte Verhalten repra¨sentiert die bewusst gesteuerte
Verhaltensweise.
• Das regelbasierte Verhalten repra¨sentiert die Anwendung gelernter
Regeln.
• Das fa¨higkeitsbasierte Verhalten repra¨sentiert die hochgeu¨bte automa-
tisierte Verhaltensweise.
Das Drei-Ebenen Modell der Fahrzeugfu¨hrung (vgl. [Bernotat 1970; Mi-
chon 1985; Erke 1993]) fokussiert das Modell von [Rasmussen 1983] auf die
Fahraufgabe und teilt diese ein in:
• die Navigationsebene, d. h. Festlegung der Route unter Beru¨cksichti-
gung von Randbedingungen wie Verkehrsaufkommen, Gefahren, Fahrt-
dauer und Uhrzeit;
• die Fu¨hrungsebene, d. h. die Umsetzung der gewu¨nschten Fahrtroute
unter Beru¨cksichtigung anderer Verkehrsteilnehmer, z. B. durch Folgen
bzw. Halten des Fahrstreifens, Fahrstreifenwechsel, Abbiegen usw.;
• und die Stabilisierungsebene, welche die Quer- und La¨ngsfu¨hrung,
d. h. Beschleunigen, Lenken und Schalten betrifft.
Das Mano¨ver Fahrstreifenwechsel ist entsprechend in der Fu¨hrungsebene der
Fahraufgabe einzuordnen und dient der Umsetzung der gewu¨nschten Route,
bzw. der Umsetzung von Vorgaben der Navigationsebene durch regelbasiertes
Verhalten. Hieraus folgt gema¨ß [Rasmussen 1983] die Mo¨glichkeit einer
Abbildung des Mano¨vers in einem Modell.
3.1.2 Empirische Analysen des Fahrstreifenwechsels
Zur Rekonstruktion von Unfa¨llen wurden bereits in den 60er Jahren Mo-
delle zur geometrischen Beschreibung von Fahrstreifenwechseln aufgestellt:
Im Rahmen seiner Dissertation fu¨hrte [Spindler 1963] empirische Untersu-
chungen durch, in deren Ergebnis ein Fahrstreifenwechsel am besten mit
64 3. Stand der Technik
einer Wendeklothoide2 zu beschreiben ist. Zur na¨herungsweisen Berechnung
schla¨gt er die Methode der schra¨gen Sinuslinie vor. [Runkel 1969] verwendet
in seiner Dissertation ein Kreisbogenverfahren zur Beschreibung des Fahr-
streifenwechsels, wobei sich dieser aus zwei zueinander entgegen gesetzten
Kreisbo¨gen zusammensetzt.
Tabelle 3.1: Fahrstreifenwechselkategorisierung nach [Sporrer u. a. 1998]
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[Sporrer u. a. 1998] beziehen sich auf die oben genannten Arbeiten und
fu¨hrten Untersuchungen von Fahrstreifenwechseln in Stadt-, Landstraßen-
und Autobahnsituationen durch. Auf Basis von ca. 100 analysierten Fahr-
streifenwechseln besta¨tigten sie die bereits von [Spindler 1963; Runkel 1969]
konstatierte Unabha¨ngigkeit der Fahrstreifenwechseldauer von der gefahre-
nen Geschwindigkeit v, mit Ausnahme von Notfallmano¨vern, ebenso wie
die Unabha¨ngigkeit der untersuchten Bestimmungsgro¨ßen Gierwinkel ϕ,
Lenkwinkel δ und der Querbeschleunigung aquer von v. Sie stellten einen
asymmetrischen Verlauf der Bestimmungsgro¨ßen bei normal ausgefu¨hrten
Mano¨vern fest, wobei sie einen Anstieg der Symmetrie bei einer Zunahme der
Intensita¨t der gefahrenen Mano¨ver, d. h. insbesondere bei Notfallmano¨vern
beobachteten. Bezu¨glich der Dauer des Fahrstreifenwechsels beobachteten
2 Ein Folge von zwei Klothoiden mit jeweils entgegengesetzter Kru¨mmung, welche an
ihrem Nullpunkt aneinandergereiht sind.
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sie dessen Abha¨ngigkeit von der Wechselabsicht des Fahrers, d. h. freies
Wechseln bzw. U¨berholen, und der Verkehrsdichte insbesondere auf dem
Zielfahrstreifen. Auf Basis ihrer Beobachtungen kategorisieren [Sporrer u. a.
1998] Fahrstreifenwechsel wie in Tabelle 3.1 dargestellt.
Um Fahrstreifenwechselsituationen bei der Auslegung eines ACC-Systems
fu¨r PKWs zu beru¨cksichtigen, untersuchte [Freyer 2008] Trajektorien (zeitab-
ha¨ngige Bewegungspfade) von PKWs in Fahrstreifenwechselmano¨vern. Diese
wurden in Probandenstudien in Form realer Fahrversuche aufgezeichnet. Er
stellt fest, dass die Querbeschleunigung weder von der Fahrgeschwindigkeit
noch von der Verkehrssituation auf dem Zielfahrstreifen abha¨ngt und dass
die Dauer des Mano¨vers als konstant angenommen werden kann. In den
von ihm durchgefu¨hrten Studien betrug die durchschnittliche Mano¨verdauer
7,4 s. Ebenfalls konnte er einen sinusfo¨rmigen Verlauf der lateralen Position
in Abha¨ngigkeit von der Zeit feststellen, welcher, wie bereits in [Sporrer u. a.
1998] beschrieben, eine asymmetrische Geometrie aufweist. Entsprechend
propagiert [Freyer 2008] Gleichung 3.1 zur Abbildung des zeitabha¨ngigen













; [y] = m, [t] = s (3.1)
Weiterfu¨hrend bestimmt [Freyer 2008] die situationsabha¨ngige Fahrer-
motivation zur Durchfu¨hrung eines Fahrstreifenwechselmano¨vers, vgl.
Unterabschnitt 3.2.1.
Den Fahrstreifenwechselvorgang von motorisierten Zweira¨dern untersucht
[Rauscher 2007]. Er kommt zu dem Schluss, dass der Fahrstreifenwechsel von
einspurigen Fahrzeugen deutlicher von Flieh- und Gewichtskra¨ften gepra¨gt ist
und daher nicht ausreichend realita¨tsgetreu durch die Formeln von [Spindler
1963; Runkel 1969] beschrieben werden kann. [Rauscher 2007] stellt einen
geringen Einfluss von Querbeschleunigung und Ablage auf den Fahrstrei-
fenwechselvorgang fest und bemerkt, dass im Gegensatz zu zweispurigen
Fahrzeugen der Zeitverlauf nicht vo¨llig geschwindigkeitsunabha¨ngig ist. Er
nennt eine Zeitdauer von 2,8− 3,4 s von Beginn bis Ende des Vorganges.
Das Fahrstreifenwechselverhalten auf Bundesautobahnen (BAB) mit je zwei
Richtungsfahrstreifen untersucht [Sparmann 1978], ebenfalls auf Basis empi-
rischer Untersuchungen.
Um die Unsicherheit bei der Bestimmung von Wechselanfang und Ende
zu umgehen, definiert er den erstmaligen Schnitt des Fahrzeuggrundrisses
mit der zu u¨berfahrenden Fahrstreifenmarkierungslinie als den Beginn des
Vorgangs sowie den letztmaligen Schnitt als dessen Ende. Der Beginn und das
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Ende des Fahrstreifenwechsels kennzeichnen den Bereich in dem das Fahrzeug
beide Fahrstreifen beansprucht. Sparmann unterscheidet die in Abbildung 3.3
aufgefu¨hrten Typen des Fahrstreifenwechsels. Unter einer differenzierteren
Betrachtung nach PKW, LKW und deren kombinierte Beteiligung am Mano¨-
ver fu¨hrt er letztlich insgesamt vierundzwanzig unterschiedliche Typen auf.
Fu¨r seine Untersuchungen betrachtet er die Geschwindigkeiten der beteilig-
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Abbildung 3.3: Typisierung des Fahrstreifenwechselvorgangs (links L1 - L4 und
rechts R1, R2) auf BAB mit zwei Fahrstreifen nach [Sparmann 1978]
Im Ergebnis seiner Untersuchungen stellt Sparmann fu¨r die Fahrstreifen-
wechselmano¨ver nach links (vgl. Abbildung 3.3 L1 - L4) eine Abha¨ngigkeit
der Zeitlu¨cke (
”
Reaktionsabstand“) von der Geschwindigkeitsdifferenz zum
Vorderfahrzeug (M), als auch einen Einfluss der Verkehrsdichte fest. Die
Zeitlu¨cke wird mit wachsender Verkehrssta¨rke von makroskopischen Um-
feldbedingungen beeinflusst. Durch das wechselnde Fahrzeug (S) werden
Behinderungen des nachfolgenden Verkehrs (H) auf dem Zielfahrstreifen in
Kauf genommen. Zu den auf dem Zielfahrstreifen vorausfahrenden Fahr-
zeugen (V) wird eine sehr kurze Zeitlu¨cke in Kauf genommen, wenn dieses
deutlich schneller als das wechselnde Fahrzeug fa¨hrt. Die Zeitdauer, die
ein Fahrstreifenwechselvorgang nach links beansprucht, ist signifikant gro¨-
ßer als fu¨r einen Fahrstreifenwechselvorgang nach rechts, beide sind jedoch
weitestgehend unabha¨ngig von der gefahrenen Geschwindigkeit.
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Bei einem Fahrstreifenwechsel nach rechts (vgl. Abbildung 3.3 R1, R2) stellt
er fu¨r die Zeitlu¨cken zu den vorausfahrenden Fahrzeugen (V) auf dem
Zielfahrstreifen keinen Einfluss anderer Kenngro¨ßen fest, mit einer Ausnahme:
Ein auf dem Ausgangsfahrstreifen folgendes Fahrzeug (B) mit wenig Abstand
reduziert die Zeitlu¨cken des wechselnden Fahrzeuges zu den umgebenden
Fahrzeugen (V, H) auf dem Zielfahrstreifen deutlich, vgl. Abbildung 3.3 R2.
Generell stellt Sparmann eine Abha¨ngigkeit der Fahrstreifenwechselha¨u-
figkeit von der Verkehrsdichte fest. Diese erreicht ein Maximum von ca.
600 Wechsel/h bei einer Verkehrsdichte von 2000 Fahrzeugen/h pro betrach-
teten Kilometer.
In [Fastenmeier u. a. 2001] erfolgt eine Analyse des Fahrstreifenwechsels aus
der psychologischen Sicht des Fahrers. Dabei werden die mentalen Abla¨ufe
und Ursachen bei der Entscheidung fu¨r oder gegen einen Wechsel analysiert
und dessen Umsetzung beschrieben. Der Fahrstreifenwechselvorgang wird
hierbei in die folgenden vier Phasen unterteilt:
(1) Entscheidung fu¨r den Fahrstreifenwechsel fa¨llen: Es werden die Mo-
tivatoren, d. h. Reize, die einen Fahrstreifenwechsel veranlassen, und
die Inhibitoren, d. h. Reize, die einen Fahrstreifenwechsel verhindern,
abgewogen und eine Entscheidung fu¨r oder gegen den Wechsel getroffen.
Motivatoren ko¨nnen z. B. navigatorische Erfordernisse, ein langsames
Vorderfahrzeug, Hindernisse auf dem eigenen Fahrstreifen bzw. Sperrung
des Fahrstreifens oder ein durch den Fahrer pra¨ferierter Fahrstreifen
sein. Inhibitoren ko¨nnen U¨berholverbote oder eine Belegung des Ziel-
fahrstreifens sein.
(2) Fahrstreifenwechsel vorbereiten: Wird in Phase eins eine Entscheidung
fu¨r einen Fahrstreifenwechsel getroffen, so wird dieser in Phase zwei
vorbereitet, durch z. B. Setzen des Fahrtrichtungsanzeigers und Beginn
einer Geschwindigkeitsangleichung an die Geschwindigkeit des Zielfahr-
streifens.
(3) Fahrstreifenwechsel einleiten: Nach einer erneuten U¨berpru¨fung der
Durchfu¨hrbarkeit wird das Lenkrad in Richtung des Zielfahrstreifens
eingeschlagen und die Angleichung der Geschwindigkeit an den Zielfahr-
streifen abgeschlossen.
(4) Fahrstreifenwechsel abschließen: Das wechselnde Fahrzeug wird in der
Mitte des Zielfahrstreifens positioniert und der Fahrstreifenwechselanzei-
ger wird abgeschaltet.
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[Langer 2016] stellt, zur Anwendung fu¨r eine Fahrerabsichtserkennung, eine
Beschreibungsmethode des Fahrerverhaltens fu¨r Fahrstreifenwechselvorga¨nge
vor. Das Verhalten wird hierbei auf Basis einzelner Aktivita¨ten beschrieben,
welche katalogisiert sind nach visueller Informationsaufnahme, Querfu¨hrung,
La¨ngsfu¨hrung, Signalgebung, Schaltvorga¨ngen und sonstigen Aktivita¨ten.
Auf der Grundlage einer Probandenstudie wurden 167 Fahrstreifenwechselma-
no¨ver untersucht. Es konnten spezifische Blickzuwendungen sowie Fixationen
als auch ein spezifischer Lenkbeginn und die Beta¨tigung des Fahrtrichtungsan-
zeigers als charakteristische Fahreraktivita¨ten im Zusammenhang mit einem




Das taktische Fahrerverhalten bei Fahrstreifenwechseln untersucht [Ehmanns
2002] zum Zweck der Abbildung in ein Simulationsmodell. Hierfu¨r wertet
er Fahrstreifenwechselvorga¨nge in Fahrsimulatorstudien und realen Fahr-
versuchen aus und fu¨hrt statistische Untersuchungen durch. Er weist nach,
dass die Kollisionszeiten TTC und Zeitlu¨cken tL zum umgebenden Verkehr
wesentliche Einflussfaktoren fu¨r eine Fahrstreifenwechselentscheidung sind.
Abbildung 3.4 zeigt Bereiche, in denen ein Einschervorgang in eine Lu¨cke
mo¨glich ist, wobei sich die Bereiche H1 und H2 auf den Folgeverkehr und
V1 und V2 auf den vorausfahrenden Verkehr im Zielfahrstreifen beziehen.
Generell wird bei Zeitlu¨cken gro¨ßer 3 s zum Folgefahrzeug (B) durch den
Einscherer (E) in die Lu¨cke gewechselt, vgl. Bereich H2. Bezu¨glich der Dis-
tanz d zum Fu¨hrungsfahrzeug (A) erfolgt ein Wechsel, wenn ein unterer
Mindestfolgeabstand dUF eingehalten werden kann, vgl. Bereich V2. Bei
Kollisionszeiten des Einscherers zum umgebenden Verkehr von gro¨ßer 5 s
wird auch bei sehr geringen Zeitlu¨cken von bis zu 0,3 s zum Folge- bzw.
Fu¨hrungsfahrzeug in die Lu¨cke gewechselt, vgl. Bereiche H1 und V1.
Ein U¨berholwunsch aufgrund eines langsamer vorausfahrenden Fahrzeuges
wird jedoch auch bei einer Kollisionszeit von weniger als 5 s gebildet. Um
einen Fahrstreifenwechsel mit Folgefahrzeug zu vermeiden und stattdessen
ein Fahrstreifenwechsel mit Fu¨hrungsfahrzeug auszufu¨hren, wird ha¨ufig ein
auf dem Zielfahrstreifen von hinten na¨herkommendes Fahrzeug zuna¨chst
passieren gelassen, um anschließend einen Fahrstreifenwechsel durchzufu¨h-
ren. Als weiteres Indiz fu¨r einen bevorstehenden Fahrstreifenwechsel stellte
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[Ehmanns 2002] eine Erho¨hung der Geschwindigkeit des einscherenden Fahr-
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Abbildung 3.4: Relevante Bereiche (H2, H1, V1, V2) fu¨r das Einscheren in
eine Lu¨cke und deren Charakterisierung durch Kollisionszeit TTC, Zeitlu¨cke tL
und unteren Mindestfolgeabstand dUF , vgl. [Ehmanns 2002; Chen 2009]
[Ehmanns 2002] weißt weiterhin insbesondere fu¨r dichten Verkehr nach, dass
die Kooperationsbereitschaft des umgebenden Verkehrs ein fundamentaler
Bestandteil der Modellierung sein muss. Das Kooperationsverhalten a¨ußert
sich nach einem angezeigten Wechselwunsch des Einscherers in Form einer
Geschwindigkeitsanpassung des Nachfolgeverkehrs auf dem Zielfahrstreifen.
Der Betrag der akzeptierten Verzo¨gerung aGrenz bei der Geschwindigkeits-
anpassung richtet sich nach der Verkehrssituation:
• aGrenz ≥ −0,5m/s2: Fahrstreifenwechsel ohne fu¨r andere ersichtliche
Motivation,
• aGrenz ≥ −1,5m/s2: verkehrsbedingter Fahrstreifenwechsel zum U¨ber-
holen langsamer Fahrzeuge,
• aGrenz ≥ −2,5m/s2: Hindernisse auf dem Fahrstreifen, inkl.
Fahrstreifenende
• Keine Kooperation zeigen Fahrer auf dem Zielfahrstreifen, wenn fu¨r
diese selbst kein Folgefahrzeug vorhanden ist.
Fu¨r die Realisierung eines Fahrerassistenzsystems zum autonomen Fahrstrei-
fenwechsel knu¨pft [Chen 2009] an die Arbeit von [Ehmanns 2002] an. Das
System soll dabei alle notwendigen Aufgaben zur Herbei- und Durchfu¨hrung
eines Fahrstreifenwechsels u¨bernehmen, dazu geho¨rt die Bildung des Wech-
selwunsches, die U¨berpru¨fung der Durchfu¨hrbarkeit und die Durchfu¨hrung
des Fahrstreifenwechsels. Interessant ist hier die Bildung des Wechselwun-
sches durch eine Analyse der lokalen Verkehrssituation auf dem jeweiligen
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Ausgangs- und Zielfahrstreifen, welche sich mithilfe der Durchschnittsge-
schwindigkeit und der Verkehrsdichte3 charakterisieren la¨sst.
Weitere Arbeiten zur Beschreibung des Fahrstreifenwechsels im Bereich der
Verkehrssimulation sind u. a. in [Treiber u. Helbing 2002; Panwai u. Dia
2007] zu finden.
3.2 Fahrstreifenwechselvorhersage
In diesem Abschnitt werden aus der Literatur bekannte Lo¨sungen zur Vorher-
sage von Fahrstreifenwechselmano¨vern aufgefu¨hrt und diskutiert. Grundsa¨tz-
lich kann in die Mano¨vervorhersage fu¨r das eigene Fahrzeug und die Vorher-
sage fu¨r Fremdfahrzeuge, d. h. Fahrzeuge aus dem umgebenden Verkehr des
eigenen Fahrzeuges, unterschieden werden. Ziel der Eigenfahrzeugvorhersage
ist ha¨ufig die Erkennung der Fahrerabsicht zur Anpassung des Verhaltens
von Fahrerassistenzsystemen, z. B. fu¨r ein ACC-System Minimierung der
Zeitlu¨cke auf das aktuelle Zielfahrzeug bei einem erkannten U¨berholwunsch
des Fahrers. Die Vorhersage von Fahrstreifenwechselmano¨vern des umge-
benden Verkehrs findet Anwendung zur Erkennung von Einscherern in den
Fahrschlauch4 eines ACC-Systems. Ziel ist hier die fru¨hzeitige Reaktion auf
einscherende Fahrzeuge, um starke Verzo¨gerungen oder gar das Erreichen
der Systemgrenzen eines ACC-Systems zu verhindern.
3.2.1 Eigenfahrzeugvorhersage
Bei der Erkennung von Fahrmano¨vern sieht [Gerdes 2006] die Motivation
des Fahrers zur Auswahl eines Mano¨vers von folgenden zueinander konkur-
rierenden Zielen abha¨ngig: Unfallfreies Fahren, Ziel erreichen, Befolgen der
Verkehrsregeln, Optimieren der Geschwindigkeit und Verbleib im aktuellen
Mano¨ver (Tra¨gheit). Die Mano¨verauswahl, als Element der Fu¨hrungsebene
des Drei-Ebenenmodells, vgl. Unterabschnitt 3.1.1, wird unter Beru¨cksichti-
gung der genannten Ziele von der Navigationsebene durch die Wahrnehmung
der Fahrumgebung beeinflusst. Sie hat nach einer getroffenen Mano¨ver-
entscheidung in Form von Fahrereingaben und Zustandsa¨nderungen des
Fahrzeugs direkten Einfluss auf die Stabilisierungsebene. Zur Erkennung der
Mano¨ver Fahrstreifenwechsel nach links, Fahrstreifenwechsel nach rechts, Hal-
ten des Fahrstreifens und dem Fu¨hrungsfahrzeug folgen, verwendet [Gerdes
3 Aus der Verkehrsdichte kann auf den durchschnittlichen Abstand zwischen den
Fahrzeugen geschlossen werden.
4 Bezeichnet den Bereich in dem die vom ACC-System verfolgten Fahrzeuge zur
Abstandsregelung Verwendung finden.
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2006] ein Bayes’sches Netzwerk mit einer kombinierten Top-Down Inferenz.
Das heißt, die Evidenz aus der Navigationsebene und die Evidenz aus der
Stabilisierungsebene werden fu¨r die Scha¨tzung der Mano¨verentscheidung
herangezogen. Die Erkennungswahrscheinlichkeit wird mit 86,5 %, bei 12,7 %
fehlerhaft erkannten und 0,8 % nicht erkannten Mano¨vern angegeben.
[Schroven u. Giebel 2008] greifen den Ansatz von [Gerdes 2006] mit einer
kombinierten Top-Down Inferenz in einem Bayes’sches Netzwerk zur Detek-
tion von Fahrmano¨vern auf, vgl. Abbildung 3.5. Sie ordnen beobachtbare
Einflussgro¨ßen den Begriffen Inhibitoren und Motivatoren zu, vgl. [Fastenmei-
er u. a. 2001]. Zusa¨tzlich fu¨hren sie den Begriff Indikatoren ein. U¨ber diesen
werden Einflussgro¨ßen bezeichnet, welche die Evidenz fu¨r eine Mano¨ver-
entscheidung aus der Stabilisierungsebene repra¨sentieren, d. h. Indikatoren




Abbildung 3.5: 3-Ebenenmodell zur Fahrmano¨vererkennung nach
[Schroven u. Giebel 2008]
Als Einflussgro¨ßen verwenden [Schroven u. Giebel 2008] u. a. die Ablage zu
den Fahrstreifenmarkierungen und deren Art, den Zustand des Fu¨hrung-
fahrzeuges, die Fahrgeschwindigkeit, den Lenkradwinkel und die Lenkrad-
winkelgeschwindigkeit sowie die Beta¨tigung des Fahrtrichtungsanzeigers des
eigenen Fahrzeuges. Belastbare Angaben zu Treffer- und Fehlerraten werden
nicht gegeben, da sich das System zum Zeitpunkt der Vero¨ffentlichung noch
in Entwicklung befand.
Fu¨r ein situationsadaptives ACC-System berechnet [Freyer 2008] die Fah-
rermotivation fu¨r einen Fahrstreifenwechsel. Ziel ist es, ein fru¨hzeitiges Ab-
bremsen auf ein langsameres Vorderfahrzeug hinauszuzo¨gern, wenn die Mo¨g-
lichkeit fu¨r einen Fahrstreifenwechsel besteht. Zuna¨chst erfolgt eine Pru¨fung
der Geschwindigkeitsverha¨ltnisse anhand einer Entscheidungstabelle unter
Beru¨cksichtigung der im ACC-System eingestellten Wunschgeschwindigkeit,
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der tatsa¨chlich gefahrenen Geschwindigkeit und der Geschwindigkeit des
ACC-Zielobjektes. Sollte sich durch einen Fahrstreifenwechsel fu¨r das ACC-
Fahrzeug keine vorteilhaftere Situation ergeben, wird keine Motivation fu¨r
einen Fahrstreifenwechsel angenommen und keiner der weiteren Motivatoren
gepru¨ft. Andernfalls wird mithilfe von Kennlinien, welche die Motivation fu¨r
einen Fahrstreifenwechsel in Abha¨ngigkeit von den folgenden Parametern
abbilden, die Fahrstreifenwechselmotivation bestimmt:
• Differenz der ACC-Wunschgeschwindigkeit und der tatsa¨chlich gefah-
renen Geschwindigkeit,
• Differenzgeschwindigkeit zum langsameren Vorderfahrzeug,
• Eintauchsta¨rke und A¨nderung der Zeitlu¨cke zum Vorderfahrzeug.
Die Kennlinien wurden im Rahmen von Probandenstudien durch Fahrver-
suche bestimmt. Ist eine Fahrstreifenwechselmotivation erkennbar, wird in
einem nachgelagerten Modul die Durchfu¨hrbarkeit des Mano¨vers gepru¨ft.
Hierfu¨r erfolgt eine Trajektoriengenerierung, vgl. Gleichung 3.1, und anschlie-
ßend eine Bewertung der Kritikalita¨t der Trajektorie zu allen umgebenden
relevanten Fahrzeugen durch eine Betrachtung von Kollisionszeiten und Zeit-
lu¨cken. Ein Modul zur Erkennung des Mano¨verbeginns wird verwendet, um
eine Fahrerreaktion zu identifizieren. Dieses stu¨tzt sich auf die Indikatoren:
Fahrrichtungsanzeiger, Zeit bis Queren der Markierung, Quergeschwindigkeit
und ein um Kurven bereinigter Lenkradwinkel.
Ein System zur Vorhersage von U¨berholvorga¨ngen auf Basis von Fuzzy-Logik
stellen [Blaschke u. a. 2008] vor. Als Eingangsdaten werden ausschließlich die
auf dem Controller Area Network (CAN)-Bus verfu¨gbare Daten eines mit
ACC ausgeru¨steten Fahrzeugs verwendet. Diese Indikatoren sind der Abstand
und die Differenzgeschwindigkeit zwischen Ego- und Fu¨hrungsfahrzeug sowie
der Bremsdruck, der Fahrpedalwert und die Fahrpedalgeschwindigkeit des
Ego-Fahrzeuges. Verwendung fand der Mamdani-Controller. Zur Beschrei-
bung des Fuzzy-Systems wurde eine Regelbasis von 100 gleichberechtigten
Regeln aufgestellt und anhand von naturalistischen Fahrdaten die Zugeho¨rig-
keitsfunktionen aus den Ha¨ufigkeitsverteilungen der Indikatoren erstellt. Die
Validierung des Systems fand mit einem zweiten Datensatz statt, welcher
eine Gesamtstreckenla¨nge von 71 km mit Stadt- und Landstraßen sowie Au-
tobahnanteil repra¨sentierte und 172 U¨berholmano¨ver enthielt. Basierend auf
diesem Validierungsdatensatz wurde eine Trefferquote von 71 %, d. h. 147
erkannte Mano¨ver bei neun nicht und 16 falsch erkannten Mano¨vern, erzielt.
Fu¨r die Auswertung wurden nur Mano¨ver bei einer Geschwindigkeit gro¨ßer
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60 km/h beru¨cksichtigt. Die Vorhersagezeit lag im Durchschnitt 2,1 s vor
Verlassen des Fahrstreifens, in 70,7 % der erkannten Mano¨ver betrug die
Vorhersagezeit mehr als 1 s.
Ein System zur wahrscheinlichkeitsbasierten Entscheidungsmodellierung fu¨r
die Durchfu¨hrung von automatischen Fahrstreifenwechseln auf Fahrbahnen
mit mehreren Richtungsfahrstreifen stellen [Schubert u. Wanielik 2010] vor.
Ziel ist somit nicht die Mano¨vervorhersage, sondern das Treffen einer Mano¨-
verentscheidung Fahrstreifenwechsel rechts, Fahrstreifenwechsel links oder
Fahrstreifen halten entsprechend dem aktuellen Zustand der Verkehrsumge-
bung. Aufgrund der probabilistischen Natur der Eingangsdaten und des damit
einhergehenden stochastischen Scha¨tzprozesses zur Beobachtung des Ver-
kehrsumfeldes propagieren [Schubert u. Wanielik 2010] ein Bayes’sches Netz-
werk zur Modellierung der Mano¨verentscheidung, vgl. Abbildung 3.6. Hierfu¨r
schlagen sie einen Eingangsdatensatz mit minimaler Redundanz, bestehend
aus den Parametern bzgl. der linken und rechten Fahrstreifenmarkierung mit
der Auspra¨gung durchgezogen und unterbrochen und den Status des eigenen
und der benachbarten Fahrstreifen LeftLane, OwnLane, RightLane mit
den Auspra¨gungen gefa¨hrlich, belegt und frei vor. Die Fahrstreifenbegren-
zungsinformation wird via Bildverarbeitung aus einem Kamerabild extra-
hiert und klassifiziert. Das Klassifikationsergebnis, als Eingangsverteilung
der Knoten ObservationBorderLeft und ObservationBorderRight wird
u¨ber eine bedingte Wahrscheinlichkeitsfunktion den darunter liegenden Kno-
ten BorderLeft und BorderRight aufgepra¨gt. Der Status der Fahrstreifen
wird u¨ber ein Abstandsmaß zum na¨chsten Objekt auf dem jeweiligen Fahr-
streifen berechnet. Die Wahrscheinlichkeitsverteilungen der Markierungsart
und der Fahrstreifenstatus werden u¨ber einen stochastischen Scha¨tzprozess
ermittelt und den Eingangsknoten des Bayes’schen Netzwerks als diskre-
tisierte Eingangsverteilungen aufgepra¨gt. U¨ber die Entscheidungsknoten
LaneChangeLeft und LaneChangeRight mit den Auspra¨gungen sicher,
mo¨glich und unmo¨glich wird die Durchfu¨hrbarkeit eines Fahrstreifenwechsels
nach links, bzw. rechts bewertet und mit dem Knoten LateralSafety der
Nutzen der Mano¨ver. Der Knoten LateralManoeuvre gibt die Wahrschein-
lichkeit fu¨r die eingangs genannten Mano¨ver an. Die bedingten Wahrschein-
lichkeitsverteilungen der Knoten LaneChangeLeft, LaneChangeRight und
LateralSafety sowie BorderLeft und BorderRight werden durch Exper-
tenwissen vorgegeben, die Inferenz innerhalb des Bayes’schen Netzwerks
erfolgt nach den Verfahren von [Lauritzen u. Spiegelhalter 1988]. [Schubert
u. Wanielik 2010] demonstrieren die Funktionsweise ihres Ansatzes an einem
naturalistischen Messdatensatz.
74 3. Stand der Technik
BorderRight: 






































































Abbildung 3.6: Bayes’sches Netzwerk zur Ableitung von lateralen Mano¨verent-
scheidungen nach [Schubert u. Wanielik 2010]
Die Identifikation und Beschreibung kognitiver Prozesse zur Entwicklung
von Algorithmen zur Fahrstreifenwechselabsichtserkennung ist Inhalt der
Arbeit von [Henning 2010]. In einer Feldstudie mit 194 aufgezeichneten Fahr-
streifenwechseln werden Indikatoren untersucht, die auf die Vorbereitung
eines Fahrstreifenwechsels hindeuten, d. h. Indikatoren, mit denen sich ein
Fahrstreifenwechsel vor Beginn der lateralen Bewegung in der sog. Vorbe-
reitungsphase vorhersagen la¨sst. Insbesondere bei Fahrstreifenwechseln mit
ru¨ckwa¨rtigem Verkehr kristallisierte sich neben Indikatoren der La¨ngsfu¨hrung
wie Gas- und Bremspedalbeta¨tigung und Varianz der Geschwindigkeit das
Blickverhalten der Fahrer in den Außenspiegel als geeigneter sehr fru¨her Indi-
kator heraus. Gegenstand der Untersuchung sind diesbezu¨glich die Ha¨ufigkeit
als auch die maximale Dauer der Blickzuwendung. [Henning 2010] stellt
allerdings eine Beeinflussung des kognitiven Prozesses zur Wahrnehmung der
Verkehrsumgebung bei der aktiven Bearbeitung von Zweitaufgaben durch
den Fahrer fest, die sich in einer starken Reduzierung der Blickzuwendungs-
ha¨ufigkeit bemerkbar macht. Als ungeeignete Indikatoren zur Vorhersage
des Fahrstreifenwechsels in der Vorbereitungsphase erscheint dem Autor das
Signal des Fahrstreifenwechselanzeigers und die Erkennung des Schulterblicks
des Fahrers, welche beide teils gar nicht oder teils sehr spa¨t gesetzt bzw.
durchgefu¨hrt werden.
Im Rahmen einer tabellarischen Auflistung u¨ber Untersuchungen zur Vorher-
sage des Eigenfahrstreifenwechsels findet sich in [Henning 2010] ein U¨berblick
u¨ber den aktuellen Stand der Forschung, dem er seine Arbeiten gegenu¨ber
stellt. Er betrachtet hierbei Modellierungsmethode, Gegenstand der Vor-
hersage und Zeitpunkt, Datengrundlage und verwendete Indikatoren sowie
Erkennungs- und Fehlalarmraten. Er stellt fest, dass in Studien, deren Daten-
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basis auf Simulatordaten beruhen, u¨berwiegend gute Resultate hinsichtlich
der Vorhersage von Fahrstreifenwechseln erzielt werden. Studien mit na-
turalistischen Fahrdaten erzielen teils gute Resultate, wenn diese mit nur
wenigen Probanden durchgefu¨hrt wurden, vgl. [McCall u. a. 2007; Kuge u. a.
2000; Salvucci u. a. 2007], wa¨hrend bei vielen Probanden deutlich schlechtere
Ergebnisse erzielt werden, vgl. [Oliver u. Pentland 2000]. Weiterhin bemerkt
er, dass nur in solchen Studien der Vorhersagezeitpunkt vor Beginn der
lateralen Bewegung liegt, bei denen das Blickverhalten des Fahrers in den
Erkennungsalgorithmus integriert ist.
Eine weitere detaillierte U¨bersicht zu Untersuchungen zur Vorhersage von
Eigenfahrstreifenwechseln findet sich in [Deml u. Neumann 2010]. Eine ver-
einfachte Darstellung von [Deml u. Neumann 2010] zeigt Tabelle 3.2. Es
wird eine unkommentierte Auflistung gegeben, unter Angabe des Modellie-
rungsansatzes, des Zeitpunktes der Klassifikation, der Klassifikationsgu¨te,
der Datenerhebung und der verwendeten Eingangsgro¨ßen, kategorisiert nach
den Verfahren:
• Hidden Markov Modelle (HMM)
• Bayes’sche Netzwerke (BN)
• Support Vector Machines (SVM)
• Sparse Bayesian Learning (SBL)
• Modell Tracing (MT)
• Neuronale Netzwerke (NN)
Angegeben ist: das Verfahren, die Art des Fahrstreifenwechsels (FSW),
d. h. normaler (St) oder Notfallfahrstreifenwechsel (No), die verwendete
Datenbasis (DB) unterschieden nach simulativen (Si) und naturalistischen
(Na) Fahrdaten, der Vorhersagezeitpunkt tp, die Erkennungsrate (EKR)
des Ansatzes mit Treffer- (T) und Fehlerquote (F), sowie die zugeho¨rige
Quellenangabe. Der Vorhersagezeitpunkt tp bezieht sich auf den Mano¨verbe-
ginn, d. h. bei einer negativen Vorhersagezeit wird das Mano¨ver erst nach
dessen Beginn erkannt, bei einer positiven Vorhersagezeit entsprechend vor
Mano¨verbeginn.
3.2.2 Fremdfahrzeugvorhersage
Eine Einscherererkennung von Fremdfahrzeugen zur Erweiterung eines ACC-
Systems wird in [Dagli 2005] vorgestellt. Durch eine fru¨hzeitige Reaktion
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Tabelle 3.2: U¨bersicht u¨ber Modellierungsansa¨tze zum Eigenfahrstreifenwechsel







St No Si Na T F
HMM + + o -1,1 98,3 0,29
[Kuge u. a. 2000]
+ + o - - -
+ - o + > -2 >74 22 [Berndt u. Diet-
mayer 2009;
Berndt u. a. 2008]
+ - o + 0,1 29,4 - [Oliver u. Pent-
land 2000]






2006]+ + o 78
BN + + o -0,5 78
56
[Tezuka u. a.
2006]+ + o -0,58 89
SVM + - o + -0,3 87
5
[Salvucci u.
Mandalia 2005]+ - o + -1,2 97,9
+ - + o <2,06 >97 >2 [Dogan u. a. 2008]
SBL + - o + 2,5 95 5 [McCall u. a. 2007]
+ - o + 2 87,3 0,39 [Doshi u. Trivedi
2009]










+ - + 77
NN + - + o <1,79 <100 >3 [Dogan u. a. 2008]
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auf einscherende Fahrzeuge soll das Abschalten eines ACC-Systems, be-
dingt durch das Erreichen der Systemgrenzen in Form einer Unterschreitung
einer minimalen Sollbeschleunigung und/oder einer minimalen Zeitlu¨cke,
vermieden werden. Fu¨r potentielle Einscherer in den Fahrstreifen des ACC-
Fahrzeuges soll eine Einscherwahrscheinlichkeit berechnet werden, anhand
derer ein ACC-System eine fru¨hzeitige Zielauswahl bezu¨glich des relevanten
Fu¨hrungsfahrzeuges treffen kann. Hierfu¨r definiert [Dagli 2005] das in Ab-
bildung 3.7 dargestellte Aktionsmodell, in dem er den Aktionsraum in die
lateralen Aktionen Fahrstreifenwechsel links, Fahrstreifenwechsel rechts, Quer
bleiben und die longitudinalen Aktionen Beschleunigen, Verzo¨gern, La¨ngs
bleiben einteilt. Aktionen innerhalb der lateralen oder longitudinalen Gruppe
sind jeweils disjunkt, d. h. es kann zeitgleich nur eine laterale und longitudi-
nale Aktion durchgefu¨hrt werden. Die Modellierung der Einscherererkennung
erfolgt u¨ber ein durchgehend probabilistisches Datenverarbeitungskonzept.
Die Berechnung der Einscherwahrscheinlichkeit erfolgt durch ein Bayes’sches
Netzwerk, vgl. Unterabschnitt 2.3.1. Die Eingangsmerkmale werden durch ein
Kalman-Filter gescha¨tzt und die resultierenden Verteilungen den Eingangs-
knoten des Bayes’schen Netzwerks aufgepra¨gt, womit eine durchgehenden



















Abbildung 3.7: Aktionsmodell nach [Dagli 2005]
Im Fokus der weiteren Untersuchung lag die Integration der Einschererer-
kennung in ein reales ACC-System. Hierfu¨r wurde das in Abbildung 3.8 ab-
gebildete Bayes’sche Netzwerk entworfen, um Einschersituationen, wie die in
Abbildung 3.3 dargestellten Situationen R1 bzw. L4 (ohne Beru¨cksichtigung
des Vorderfahrzeuges M ), zu erkennen. Dargestellt sind die Eingangsknoten,
vgl. Tabelle 3.4, die Zwischenknoten Trajektorie TR, laterale Evidenz LE
und Orientierung zur Lu¨cke5 OL sowie der Zielknoten Einscherer.
5 Um die Berechnung der Zeitintervalle des potentiellen Einscherers zu den auf dem
Zielfahrstreifen vorausfahrenden Fahrzeug V und nachfolgenden Fahrzeug H zu
vermeiden, wird zwischen diesen eine Lu¨cke definiert, vgl. Abbildung 3.3 R1, L4.












Abbildung 3.8: Reduziertes Bayes’sches Netzwerk zur Einscherererken-
nung, vgl. [Dagli 2005]. Graue/weiße Symbole: beobachtete/latente Variablen
Tabelle 3.4: Eingangsmerkmale bezogen auf das potentiell einscherende




alat,max,obj maximal ausgenutzte laterale Beschleunigung
Tlcr,obj Zeit bis U¨berquerung der Fahrstreifenmarkierung
υspur,scal,obj Kurswinkel (skaliert)
Laterale Evidenz LE
olat,obj Ablage zur Fahrstreifenmitte
vlat,obj laterale Geschwindigkeit
Orientierung zur Lu¨cke OL
xlck,obj Abstand zur Position der Lu¨cke
alck,obj Relativgeschwindigkeit zur Lu¨ckengeschwindigkeit
vlck,obj Relativbeschleunigung zur Lu¨ckenbeschleunigung
Wa¨hrend die Eingangsknoten zur Abbildung der diskretisierten Verteilun-
gen mehrere Zusta¨nde aufweisen, haben die Zwischen- und der Zielknoten
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jeweils zwei Zusta¨nde: wahr - Einschervorgang liegt vor, falsch - Einscher-
vorgang liegt nicht vor. Untersuchungen zur statistischen Abha¨ngigkeit der
Eingangs- und Zwischenknoten werden in [Dagli 2005] nicht aufgefu¨hrt. Die
Validierung des Systems erfolgte auf Basis naturalistischer Fahrdaten. Aus
einem 1000 km Fahrstrecke umfassenden Messdatensatz mit 206 enthaltenen
Einschervorga¨ngen wurden 194 Einscherer im Mittel 1 s vor dem Queren der
Fahrstreifenmarkierung in den Fahrstreifen des ACC-Fahrzeuges, erkannt.
Der Bezugspunkt fu¨r das Queren der Fahrstreifenmarkierung lag hierbei auf
der Mitte des Fahrzeughecks. Beru¨cksichtigt wurden Einscherer im Bereich
von 0 bis 60 m vor dem ACC-Fahrzeug. 58 Einschervorga¨nge wurden feh-
lerhaft klassifiziert und 12 Einschervorga¨nge nicht erkannt. Der Autor gibt
an, dass alle nicht rechtzeitig erkannten Einschervorga¨nge durch Einscherer
mit einer sehr geringen Einscherdistanz sowie einer hohen positiven Relativ-
geschwindigkeit zum ACC-Fahrzeug verursacht wurden. Zudem befanden
sie sich, wa¨hrend des Einscherens in den Fahrstreifen des ACC-Fahrzeuges,
außerhalb des ACC-Sensorsichtbereiches. Im Ergebnis konnte das um eine
Einscherererkennung erweiterte ACC-System deutlich fru¨her auf Einscherer
reagieren. Eine Abschaltung des ACC-Systems verursacht durch Einscherer
konnte, bezogen auf den untersuchten Messdatensatz, vermieden werden.
Basierend auf den Arbeiten von [Dagli 2005] entwickelt [Kasper 2013] ein
System zur
”
Erkennung von Fahrmano¨vern mit objektorientierten Bayes-
Netzen in Autobahnszenarien“. Fokus ist hier ebenfalls die Erkennung von
Einschermano¨vern fu¨r ein ACC-System. Im Gegensatz zu [Dagli 2005] erfolgt
der Aufbau des Bayes’schen Netzwerks hierarchisch mithilfe generischer
Bayes’scher Netzwerk-Objekte bzw. Fragmente in vier Schichten. Ein Frag-
ment wird als Klasse bezeichnet, deren Instanziierung als ein Objekt der
entsprechenden Klasse.
Schicht 1: Die erste Schicht dient der Modellierung von Unsicherheiten in
den beobachteten Eingangssignalen. Der Messwert eines Signals smess setzt
sich aus dem realen Wert serw und dem Messfehler serr zusammen. Unter
der Annahme einer mittelwertfreien und normalverteilten Varianz σ2 wird
die bedingte Wahrscheinlichkeitsverteilung fu¨r das gemessene Signal wie folgt
angegeben:
p(smess|serw,σ) = N (serw,σ2) (3.2)
Die Modellierung des realen Messwertes serw erfolgt entsprechend Abbil-
dung 3.9(a) mithilfe der diagnostischen Inferenz u¨ber die beobachtbaren
Werte des Messfehlers serr und des gemessenen Signals smess.
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Schicht 2: In dieser Schicht wird das Fahrstreifenwechselverhalten in Form
der Grundhypothesen Laterale Evidenz (LE-H), Trajektorie (TR-H) und
Freiraum (FR-H) modelliert. Die Modellierung einer Grundhypothese erfolgt
als Subnetz entsprechend Abbildung 3.9(b) unter Verwendung der in Schicht 1
objektorientierten Modellierung des realen Signalwertes aus Messung und
Messfehler. Wa¨hrend die Eingangsmerkmale fu¨r die Hypothesen LE-H und
TR-H im wesentlichen denen von [Dagli 2005], vgl. Tabelle 3.4 entsprechen,
ersetzt Kasper die bei Dagli verwendete Orientierung zur Lu¨cke mit der
Hypothese Freiraum. Hierfu¨r spannt Kasper ein virtuelles Belegungsgitter
mit 3x3 Zellen mit dem Bezugsobjekt als Zentrum auf. Das Gitter wird
mit der Bewegung des Bezugsobjektes mitgefu¨hrt, die Zellbreite entspricht
der Fahrstreifenbreite, die La¨nge der Zellen entspricht der La¨nge des Be-
zugsfahrzeuges. U¨ber die in Tabelle 3.5 aufgefu¨hrten Merkmale wird die
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(b) Schicht 2: laterale Evidenz LE-H
Abbildung 3.9: Elemente eines objektorientierten Bayes’schen Netzwerks nach
[Kasper 2013] mit 3.9(a) der diagnostischen Inferenz in Schicht 1 und der latera-
len Evidenz als Beispiel fu¨r Schicht 2 in 3.9(b). Beobachtete Variablen sind grau,
latente Variablen weiß.
Schicht 3: Die Modellierung von Fahrstreifenwechselmano¨vern, d. h. der
Beziehung des beobachteten Fahrzeugs zum Fahrstreifen, erfolgt in Schicht 3.
Wie in Abbildung 3.10(b) dargestellt, setzt sich die Hypothese Fahrstreifen-
wechsel (SW-H) aus zwei Objekten der in Abbildung 3.10(a) dargestellten
Klasse U¨berschreitung einer Fahrstreifenmarkierung (U¨SPM-H) jeweils fu¨r
die linke und rechte Markierung zusammen. Fu¨r U¨SPM-H werden die Objek-
te der Grundhypothesen Trajektorie (TR-H), Laterale Evidenz (LE-H) und
die Hypothese Fahrstreifenwechselmo¨glichkeit (FSWM) zur Modellierung
verwendet. Fu¨r die Hypothese FSWM finden zwei Instanzen der Klasse
Freiraum Anwendung, um Fa¨lle abdecken zu ko¨nnen, in denen eine durch
ein Objekt freigegebene Zelle bereits im Anschluss durch ein weiteres Objekt
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belegt sein ko¨nnte. Die Hypothese Fahrstreifenwechsel (SW-H) erlaubt die
Abscha¨tzung bzgl. des Fahrstreifenwechselverhaltens nach rechts (R), links
(L) oder Fahrstreifen halten (F).
Tabelle 3.5: Eingangsmerkmale der Freiraumhypothese nach [Kasper 2013]
Notation Beschreibung
TTE Zeitreserve bis Eintritt in Zelle
TTD Zeitreserve bis Austritt aus Zelle
STE Distanz bis Eintritt in Zelle











Abbildung 3.10: Elemente eines objektorientierten Bayes’schen Netzwerks der
Schicht 3 nach [Kasper 2013]
Schicht 4: Die vierte Schicht dient schließlich der Modellierung von Fahrma-
no¨vern unter Beru¨cksichtigung des Fahrzeugumfeldes in Form von Fahrzeug-
Fahrzeug- bzw. Fahrzeug-Objekt-Beziehungen entsprechend Abbildung 3.11.
Die relative Bewegung zweier Objekte zueinander wird u¨ber zwei Hypothe-
sen SW-H1 und SW-H2 bzgl. des Fahrstreifenwechselverhaltens u¨ber den
Knoten Beziehungsklassen modelliert. Aus den drei mo¨glichen Hypothesen
der Klasse Fahrstreifenwechsel [L,R,F] ergeben sich neun unterschiedliche
Beziehungsmo¨glichkeiten zweier Objekte zueinander (LL,LR,..,RF,FF). Die
fahrstreifenbezogene Position des Bezugsobjektes auf der Fahrbahn wird
u¨ber den Knoten Positionsklasse modelliert mit den mo¨glichen Positionen
links, rechts und voraus. U¨ber den Knoten Fahrmano¨ver lassen sich schließ-
lich 27 mo¨gliche Fahrmano¨ver aus den Zustandskombinationen der Knoten
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Beziehungsklassen und Positionsklassen scha¨tzen. Abbildung 3.12 zeigt bei-
spielhaft eines der 27 Fahrmano¨ver. Dargestellt ist eine Einschersituation
fu¨r die Beziehung zwischen zwei Fahrzeugen, wobei Fahrzeug 1 (Fzg1) die
Bewegungsklassen Folgefahrt (F) und Fahrzeug 2 (Fzg2) auf Position links





Abbildung 3.11: Objektorientiertes Bayes’sches Netzwerk, [Kasper 2013]
Die Auswahl der beobachtbaren Evidenzvariablen, der Latentvariablen, die
Bestimmung der Graphenstruktur und Parameter des Bayes’schen Netz-
werks erfolgt manuell u¨ber Expertenwissen. Die Validierung des vorgestellten
Bayes’schen Netzwerks erfolgt rein u¨ber die Bewertung des Klassifikati-
onsergebnisses. Hierfu¨r wurde das System an realen Daten getestet: 1191
Einschermano¨ver wurden korrekt, 229 falsch klassifiziert. Der Zeitgewinn
gegenu¨ber der Zielobjektaufschaltung eines ACC-Systems wa¨hrend der Ein-
schersituation ist mit 0,155 s bis 1,189 s angegeben. Eine Besonderheit des vor-
gestellten Ansatzes ist die Verwendung eines objektorientierten Bayes’schen
Netzwerks: Die Modellierung generischer Subnetzwerke bzw. Fragmente ist
mo¨glich, wenn diese eine identische Struktur, identische bedingte Wahr-
scheinlichkeitstabellen und die gleiche Anzahl von Zusta¨nden je Variable
aufweisen. [Kasper 2013] wendet die Objektorientierung insbesondere auf
Schicht 1 seines Netzes an, d. h. auf die Modellierung der Eingangsdaten.
Der Autor zielt mit der Verwendung eines objektorientierten Bayes’schen
Netzwerks auf die Reduktion bzw. Beherrschbarkeit der Komplexita¨t großer
Klassifikationsmodelle.
Eine Situationsbewertung des Fahrverhaltens auf mehrstreifigen Fahrbahnen
fu¨r automatisierte Fahrzeuge ist Inhalt eines Artikels von [Althoff u. a. 2009].
Hierfu¨r wird ein System zur Bestimmung einer Wahrscheinlichkeit fu¨r einen
Fahrstreifenwechsel u¨ber eine stochastische Erreichbarkeitsanalyse vorgestellt.
In einem gegebenen Zeitintervall wird die Aufenthaltswahrscheinlichkeit eines
Einscherer auf einer in a¨quidistante Quadrate diskretisierten Verkehrsfla¨-
che bestimmt. Die kontinuierliche Dynamik der Verkehrsteilnehmer wird









Abbildung 3.12: Bildung der Fahrmano¨ver aus Bewegungsklassen (L,F,R),
Beziehungsklassen (LL,..,FF) und Fahrzeug-Fahrzeug-Beziehung mit den Posi-
tionsklassen (PosP , mit P ∈ [links, voraus, rechts]) nach [Kasper 2013]. Das
Fahrmano¨ver Einscherer fu¨r Fzg2 bezogen auf Fzg1 ist beispielhaft u¨ber die
schwarz hervorgehobenen Pfeilmarkierungen dargestellt.
u¨ber Markov-Ketten, vgl. Unterabschnitt 2.2.4.1, abstrahiert. Fu¨r jedes
mo¨gliche Eingangsintervall wird anhand von U¨bergangswahrscheinlichkeiten
die Aufenthaltswahrscheinlichkeit des Einscherers auf der diskretisierten
Verkehrsfla¨che, d. h. einer Menge von Zellen, gescha¨tzt. Die Scha¨tzung der
Aufenthaltswahrscheinlichkeit erfolgt sowohl fu¨r den Einscherer, als auch
fu¨r dessen potentielles Folgefahrzeug nach dem Einschervorgang. Infolge
dessen kann die zuku¨nftig zu befahrene Verkehrsfla¨che des automatisierten
Fahrzeugs innerhalb des gegebenen Zeitintervalls auf Konfliktfreiheit gepru¨ft
werden. [Althoff u. a. 2009] demonstrieren die prinzipielle Anwendbarkeit des
Verfahrens an einem numerischen Beispiel. Die Modellierung der U¨bergangs-
wahrscheinlichkeiten, d. h. des Fahrverhaltens, erfolgt u¨ber Heuristiken. Die
Autoren weisen allerdings im Ausblick auf die Mo¨glichkeit des Erlernens
dieser Parameter aus naturalistischen Fahrdaten hin. Detaillierte Angaben
zur Behandlung der systemimmanenten Unsicherheit bei der Verwendung
von Umfelddaten werden nicht gegeben.
[Graf u. a. 2013] verwenden die Methode des Fallbasierten Schließens zur
Vorhersage von Einschermano¨vern anderer Fahrzeuge in den Fahrstreifen des
Ego-Fahrzeuges. Das Szenenbild wird hierbei kategorisiert durch die Relation
des beobachteten Fahrzeuges zum Ego-Fahrzeug und den potentiell umge-
benden Fahrzeugen, vorausfahrend auf dem eigenen und seitlich auf dem
benachbarten vom Ego-Fahrzeug befahrenen Fahrstreifen. Die Relationen
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werden in Form von Level- und Trendintervallen fu¨r die Zeitreihen der
Zustandsgro¨ßen Abstand und Relativgeschwindigkeit zu den jeweiligen Fahr-
zeugen charakterisiert. Zur Konstruktion der Lo¨sung wird das Szenenabbild
mit bekannten a¨hnlichen Fa¨llen aus der Falldatenbank verglichen. Als mo¨g-
liche Lo¨sung kann Fahrstreifenwechsel, kein Fahrstreifenwechsel, oder bei
mehrdeutigen Fa¨llen auch keine Lo¨sung ausgegeben werden. Szenenabbilder
von fehlerhaft ausgegebenen oder mehrdeutigen Lo¨sungen ko¨nnen nach der
Beobachtung des tatsa¨chlichen Mano¨vers korrigiert in der Falldatenbank
abgespeichert werden. Die Autoren geben am Beispiel einer Autobahnszene
und einer Datenbasis von 21 bekannten Situationen eine Trefferchance von
73 % mit einer durchschnittlichen Vorhersagezeit von 2,1 s an. Bei einer
weiteren Autobahnszene und einer Datenbasis von 47 bekannten Situationen
erho¨ht sich die Trefferchance auf 79 % bei einer durchschnittlichen Vorher-
sagezeit von 2,3 s. Angaben zu fehlerhaft erkannten Situationen oder zum
Bezugspunkt der Vorhersagezeit werden nicht gemacht. Ebenso werden keine
Angaben zum Umgang mit den inha¨renten Unsicherheiten der verwendeten
Zustandsgro¨ßen gegeben.
3.3 Zusammenfassung & Diskussion
Ein Fahrstreifenwechselmano¨ver ist gekennzeichnet durch einen Wechsel
eines Fahrzeuges von einem Ausgangs- in einen Zielfahrstreifen und ist im
Allgemeinen mit der Querung einer Fahrstreifenmarkierung verbunden. Die
Mano¨verentscheidung kann als kognitiver Prozess auf der Fu¨hrungsebene
im Drei-Ebenenmodell der Fahrzeugfu¨hrung angesehen werden. Beeinflusst
durch die Navigationsebene wird ein Fahrstreifenwechsel motiviert oder
eingeschra¨nkt, z. B. durch navigatorische Erfordernisse, ein zu langsames
Vorderfahrzeug oder durch U¨berholverbote. Zudem hat er direkte Auswir-
kungen auf die Stabilisierungsebene in Form von Beschleunigungs- und
Lenkvorga¨ngen. Die Trajektorie ha¨ngt hierbei von zeitlichen und o¨rtlichen
Beschra¨nkungen des makroskopischen Verkehrsumfeldes ab, ebenso von der
Art des Fahrzeuges, z. B. PKW oder Motorrad. [Fastenmeier u. a. 2001]
unterteilt das Fahrstreifenwechselmano¨ver in vier Phasen FSW entscheiden,
FSW vorbereiten, FSW einleiten und FSW abschließen.
Im zweiten Teil des Kapitels werden Lo¨sungen zur Vorhersage von Fahr-
streifenwechseln aufgefu¨hrt. Diese nutzen unterschiedliche charakteristische
Situationsmerkmale der ersten drei Mano¨verphasen fu¨r eine mo¨glichst fru¨h-
zeitige Vorhersage. Der Umfang der verwendeten Merkmale variiert von einer
Beschra¨nkung auf reine Fahrzustandsdaten des betrachteten Fahrzeuges,
z. B. Beschleunigung, Quergeschwindigkeit, u¨ber die Verwendung zusa¨tzlicher
3.3. Zusammenfassung & Diskussion 85
Umfeldinformation, wie die Querablage des Fahrzeuges im Fahrstreifen, bis
zur Betrachtung einer komplexen Verkehrsszene. Die Ergebnisse zeigen, dass
mit der Verwendung komplexer Eingangsdaten bessere Ergebnisse gewonnen
werden als bei einer auf wenige Merkmale reduzierten Merkmalsmenge, vgl.
[Salvucci u. Mandalia 2005; Dogan u. a. 2008; McCall u. a. 2007; Doshi u.
Trivedi 2009] zu [Tezuka u. a. 2006; Berndt u. Dietmayer 2009; Berndt u. a.
2008]. Ansa¨tze zur Vorhersage von Fahrstreifenwechseln anderer Fahrzeuge
nutzen generell komplexere Eingangsdaten, ggf. inkl. der infolge des Wahr-
nehmungsprozesses auftretenden Unsicherheiten der Eingangsmerkmale, vgl.
[Dagli 2005; Kasper 2013]. Eine Eigenfahrzeugvorhersage scheint hingegen
auch mit weniger Merkmalen realisierbar, vgl. [Freyer 2008; Blaschke u. a.
2008]. Eine U¨bersicht u¨ber Situationsmerkmale, die den bisher genannten
Literaturquellen entnommen und um perso¨nliche U¨berlegungen des Au-
tors erga¨nzt sind, wird mit Abbildung 3.13 gegeben. U¨ber eine erweiterte
Umfeldwahrnehmung ko¨nnen zusa¨tzliche Merkmale zur Verbesserung der
Fahrstreifenwechselvorhersage erfasst werden.
Die genannten Ansa¨tze zur Vorhersage der Mano¨verentscheidung spiegeln ein
breites Spektrum mo¨glicher Verfahren wider. Diese beinhalten u. a. Support-
Vector Machines, Hidden Markov Modelle, Fuzzy-Logik Systeme, Bayes’sche
Netzwerke bis hin Neuronalen Netzwerken. Eine detaillierte Bewertung der
verwendeten Verfahren anhand der erzielten Resultate ist nicht mo¨glich. So
liegt weder eine gemeinsame Datenbasis vor, auf deren Grundlage verglichen
werden kann, noch ist der Mano¨verbeginn einheitlich definiert. Insbesondere
fu¨r die Fremdfahrzeugvorhersage von Fahrstreifenwechseln beinhalten alle
vorgestellten Ansa¨tze ein expertengestu¨tzt parametrisiertes Vorhersagemo-
dell. Eine datengetriebene maschinelle Entwicklung des Vorhersagemodells
bietet daher Forschungspotential. Ebenso existiert in allen Ansa¨tzen kein di-
rekter Zeitbezug zwischen der Scha¨tzung einer Fahrstreifenwechselhypothese
und der Zeit bis zum Mano¨verbeginn. Entsprechend hat ein Zeitbezug der
Fahrstreifenwechselvorhersage Neuheitswert.

































































































Abbildung 3.13: Situationsmerkmale des Fahrstreifenwechsels
4 Konzept der Fahrstreifen-
wechselvorhersage
Die Konzeption einer Fahrstreifenwechselvorhersage bestimmt den Inhalt
von Kapitel 4. Auf Basis der Definition des Vorhersageziels werden An-
forderungen an eine Methode zur Fahrstreifenwechselvorhersage abgeleitet.
Die Anforderungen ergeben sich zum einen aus der Applikation und zum
anderen aus den Eigenschaften der Datenbasis, d. h. der potentiell zur Ver-
fu¨gung stehenden Daten der Umfeldwahrnehmung. Es wird gezeigt, dass ein
Bayes’sches Netzwerk die identifizierten Anforderungen am besten erfu¨llt
und somit das favorisierte Modellierungswerkzeug darstellt. Im Anschluss
wird die Einbettung des Moduls zur Fahrstreifenwechselvorhersage in die
modulare Softwarearchitektur der Umfeldwahrnehmungsplattform des Tem-
porary Autopilot und das Vorgehen zur Scha¨tzung einer Fahrstreifen-
wechselwahrscheinlichkeit beschrieben, gefolgt von einer Vorstellung der
letztgenannten Plattform. Im letzten Abschnitt werden die Klassenvariable
sowie die Evidenzvariablen definiert und deren Berechnung innerhalb der
Umfeldwahrnehmungsplattform angegeben.
4.1 Anforderungen
Methoden zur Modellierung von Wissen und Verhalten sind in Kapitel 2
beschrieben. Die Auswahl der Methode wird maßgeblich durch das zu mo-
dellierende Ereignis, die problemspezifische Wissensbasis, d. h. die Daten-
grundlage u¨ber das Ereignis, als auch durch den Einsatzzweck bestimmt.
In diesem Abschnitt wird das Vorhersageziel spezifiziert und die Anwen-
dung Bayes’scher Netzwerke als favorisierte Methode zur Vorhersage von
Fahrstreifenwechselmano¨ver diskutiert.
4.1.1 Anforderungen aus der Applikation
Die Vorhersage von Fahrstreifenwechselmano¨vern bezieht sich auf detektier-
te Fahrzeuge im Wirkungsbereich der automatischen Fahrfunktion TAP,
vgl. Unterabschnitt 1.3.3. Hierzu za¨hlen insbesondere Fahrzeuge auf den
unmittelbaren Nachbarfahrstreifen. Applikationsspezifisch relevant sind Fahr-
zeuge, sobald sie in den vom TAP genutzten Fahrstreifen einscheren. Ziel
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der Vorhersage ist folglich der Zeitpunkt t0 dieses Einschermano¨vers. Nach
der Definition in Abbildung 4.1 tritt dieser ein, wenn der Abstand y zwi-
schen einer Fahrbahnmarkierungslinie und der ihr zugewandten Seite des
potentiellen Einscherers zu null wird, und das betreffende Fahrzeug folgend














Abbildung 4.1: Ziel der Vorhersage
Hierbei soll die Zeit bis zum pra¨dizierten Fahrstreifenwechsel unter Angabe
eines Unsicherheitsmaßes bestimmt werden. Die gewa¨hlte Methodik muss
algorithmisch verfu¨gbar sein und sich in die Umfeldwahrnehmungsplattform
des TAP integrieren lassen. Dabei sollte sie den Anforderungen der Applika-
tion an Determinismus und Verarbeitungsgeschwindigkeit Rechnung tragen
sowie eine durchgehende Nachvollziehbarkeit des Pra¨diktionsergebnisses
gewa¨hrleisten.
4.1.2 Anforderungen aus der Beschaffenheit
der Eingangsdaten/Datenbasis
Das Fahrstreifenwechselmano¨ver mit Modellen und potentiellen Merkmalen
zu dessen Beschreibung sind in Abschnitt 3.1 aufgefu¨hrt.
U¨ber die Umfeldwahrnehmungsplattform des TAP ist eine Schnittmenge
der aufgefu¨hrten Merkmale als Eingangsmerkmale verfu¨gbar, welche u¨ber
den Prozess einer Sensordatenfusion (vgl. Abschnitt 2.1) gescha¨tzt werden.
Charakteristisch fu¨r diese Datenbasis ist ihre unsicherheitsbehaftete und
teils unvollsta¨ndige Natur. So wird fu¨r jedes Merkmal, d. h. fu¨r jede Zu-
standsgro¨ße eine Verteilung gescha¨tzt. Mangels genauer Kenntnis findet
gro¨ßtenteils die Gaußverteilung Anwendung. Unvollsta¨ndig bedeutet, dass
tempora¨r Daten u¨ber bestimmte Merkmale, z. B. durch Verdeckung eines
4.1. Anforderungen 89
Sensorsichtbereiches oder einer streckenweise unvollsta¨ndigen Attribuierung
der digitalen Straßenkarte, nicht zur Verfu¨gung stehen ko¨nnen.
Schlussfolgerungen auf einen Fahrstreifenwechsel sollen auf Basis der A¨n-
derung von Eingangsmerkmalen getroffen werden. Diesbezu¨glich muss das
Wissen u¨ber logische Zusammenha¨nge explizit oder implizit modelliert und
gegebenenfalls erlernt werden ko¨nnen.
4.1.3 Diskussion
Die in Unterabschnitt 4.1.1 und 4.1.2 dargelegten Anforderungen ko¨nnen wie
folgt zusammengefasst werden: Es soll fu¨r potentielle Einscherer unter Angabe
eines Unsicherheitsmaßes die Zeit bis zu einem Fahrstreifenwechsel gescha¨tzt
werden. Maßgeblich ist die Zeit bis zum Erreichen der Markierungslinie,
wenn danach ein Wechsel in den Fahrstreifen des TAP erfolgt. Die fu¨r die
Umsetzung notwendige Methode soll den nachstehenden Anforderungen
genu¨gen:
• Verarbeitung von unsicheren und unvollsta¨ndigen Daten
• Abbildung logischer Zusammenha¨nge zur Schlussfolgerung
• Anwendbarkeit von maschinellen Lernverfahren
• Verfu¨gbarkeit von Bibliotheken und Algorithmen
• deterministisches und nachvollziehbares Ergebnis
Unter den gegebenen Bedingungen scheint eine probabilistische Modellie-
rung des Fahrstreifenwechsels als am besten geeignet, vgl. Abschnitt 2.4.
Hierbei wird der Fahrstreifenwechsel zuna¨chst als Realisation eines hoch-
dimensionalen Zufallsvektors X = (X1, X2, . . . , Xn)
T
mit den Zufallsvaria-
blen Xi, i = 1, . . . , n aufgefasst. U¨ber die Verbundverteilungsdichtefunktion
P (X = x) kann nun die Wahrscheinlichkeit modelliert werden, mit welcher
der Fahrstreifenwechsel eine bestimmte Konfiguration annimmt. Von der
Menge Zufallsvariablen X stellt die Schnittmenge E = (E1, E2, . . . , Em)
T
den u¨ber die Umfeldwahrnehmungsplattform beobachtbaren Teil dar. Hier-
bei werden auch diese Zufallsvariablen als Verteilungsdichtefunktionen mo-
delliert und lassen folglich die Verarbeitung von unsicherem Wissen zu.
Unvollsta¨ndige Daten ko¨nnen durch eine Marginalisierung der Verteilung
abgebildet werden.
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Durch eine Modellierung als Bayes’sches Netzwerk lassen sich kausale Zu-
sammenha¨nge, d. h. stochastische Abha¨ngigkeiten, in Form eines gerichteten
azyklischen Graphen abbilden, in dem die Knoten Zufallsvariablen und
die Kanten bedingte Abha¨ngigkeiten zwischen den Variablen beschreiben,
vgl. Unterabschnitt 2.3.1. Ziel ist es, die hochdimensionale Verbundvertei-
lungsdichtefunktion P (X = x) in eine Vielzahl von niedrigdimensionalen
Verteilungen zu u¨berfu¨hren, welche u¨ber die explizite Vorgabe von stochas-
tischen Abha¨ngigkeiten in einem Graphen gekoppelt sind. Die Angabe der
bedingten Wahrscheinlichkeitsverteilung des Knotens, d. h. der durch ihn
repra¨sentierten Zufallsvariable bei gegebenem Elternknoten, charakterisiert
diese Abha¨ngigkeit. Fu¨r die Eingangsknoten, d. h. Knoten ohne Elternknoten,
wird die Wahrscheinlichkeitsverteilung u¨ber die Umfeldwahrnehmungsplatt-
form gescha¨tzt. Ist eine Teilmenge der Knoten durch Beobachtung bekannt,
so ist u¨ber die in Unterabschnitt 2.3.1 gegebene Gleichung 2.3 die bedingte
Verteilung aller verbliebenen Variablen eindeutig bestimmt. Sowohl die Struk-
tur des Graphen als auch die bedingten Wahrscheinlichkeiten der Knoten
ko¨nnen u¨ber Lernverfahren ermittelt werden, vgl. Unterabschnitt 2.3.3.
Obwohl die Methode die Verarbeitung von kontinuierlichen Daten erlaubt,
als hybrides Bayes’sches Netzwerk sogar in Kombination mit diskreten Daten,
ist die Technologie der Bayes’schen Netzwerke prima¨r dafu¨r gedacht, diskrete
Zustandsdaten zu verarbeiten, vgl. [Korb u. Nicholson 2010]. Kontinuierliche
Daten sind im Vorfeld zu diskretisieren. Zum Zwecke der Modellierung eines
Bayes’schen Netzwerkes, der Inferenz und dem Erlernen von Struktur und
Parametern existiert eine Vielzahl von Algorithmen und Softwarepaketen.
Eine U¨bersicht findet sich in [Murphy 2005]. In Abschnitt A.2 wird auf das
in dieser Arbeit angewendete Softwarepaket eingegangen.
4.2 Architektur und Arbeitsweise
des Pra¨diktionsmoduls
Innerhalb dieses Abschnittes wird die Architektur und das Vorgehen zur
Fahrstreifenwechselvorhersage erla¨utert. Dies beinhaltet eine Vorstellung
der Softwarearchitektur der Umfeldwahrnehmungsplattform mit der Einord-
nung und Anbindung des Moduls zur Mano¨vervorhersage. Es werden die
Arbeitsschritte fu¨r den Online-Prozess einer Fahrstreifenwechselvorhersage
beschrieben. Eine Beschreibung der zugrunde liegenden Hard- und Softwa-
reumgebung, des Laufzeitverhaltens sowie GeNIe/SMILE als Softwarepaket
zur Modellierung Bayes’scher Netzwerke ist in Abschnitt A.2 gegeben.
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4.2.1 Architektur
Abbildung 4.2 stellt das Schichtenmodell der Umfeldwahrnehmung des Tem-
porary Autopilot inklusive der wichtigsten Verschaltungen dar, vgl.
Unterabschnitt 4.3.2. Generell werden Sensordaten in der Eingabeschicht
u¨ber das Fahrzeug-CAN-Netzwerk bezogen, in der Decodierungsschicht in
generische Datenformate konvertiert und in der Fusionsschicht aggregiert.
Weiter erfolgt in der Kodierungsschicht eine Zusammenstellung, Konvertie-
rung und Filterung entsprechend der vereinbarten Ausgabeschnittstellen und
im Anschluss in der Ausgabeschicht die Ausgabe an das Fahrzeug-Netzwerk.
Die Mano¨vervorhersage ist als Modul Maneuver-Prediction innerhalb der Fu-
sionsschicht den Fusions-Modulen nachgeschaltet und mit diesen gekoppelt.
Als zentrale Eingangsdaten stehen alle gescha¨tzten Objekte in Form einer
zyklisch gesendeten Objektliste zur Verfu¨gung. Die Objektdaten aus dem
Modul Object-Fusion werden im ObjectDataCollector in die notwendige
Relation zur Fahrbahn gesetzt und von dort an die Mano¨vervorhersage
u¨bertragen. Die gescha¨tzten Fahrbahndaten und die um Verkehrszeichen
angereicherten elektronischen Kartendaten werden u¨ber je eine Dienstschnitt-
stelle der Module Lane-Fusion und ePSD/TSR-Fusion abgefragt. Die globale
Fahrstreifenzuordnung auf dem aktuellen Fahrbahnsegment wird u¨ber das
Modul EgoLaneAssignment bezogen. Die Ausgabeschnittstelle des Moduls
Ego-Fusion wird innerhalb einer allen u¨brigen Modulen zugrunde liegen-
den Basisklasse zur Verfu¨gung gestellt und ist daher in der Abbildung nur
rudimenta¨r verschaltet.
Die im Modul Maneuver-Prediction um eine Mano¨vervorhersage erga¨nzten
Objekte werden als Objektliste u¨ber einen Ausgabeselektor in der Codie-
rungsschicht nach festgelegten Kriterien gefiltert und u¨ber die Ausgabeschicht
an das Fahrzeugnetzwerk u¨bertragen. Die Struktur des Moduls ist in Ab-
bildung 4.3 gegeben. Um eine Austauschbarkeit der Pra¨diktionsmethode zu
gewa¨hrleisten wird diese u¨ber einen Wrapper mit definierten Schnittstellen
gekapselt.
4.2.2 Vorgehen
Innerhalb des Moduls Maneuver-Prediction wird fu¨r jedes Objekt die Wahr-
scheinlichkeitsverteilung fu¨r einen Fahrstreifenwechsel u¨ber die in Tabelle 4.5
in Unterabschnitt 4.4.1 beschriebenen Zeitintervalle gescha¨tzt. Diese Infor-
mation wird anschließend dem Objekt hinzugefu¨gt.
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Abbildung 4.4: Ablauf Scha¨tzung Fahrstreifenwechsel im Wrapper fu¨r die
Pra¨diktionsmethode Bayes’sches Netzwerk
Das gewa¨hlte Vorgehen ist in Abbildung 4.3 und 4.4 dargestellt, die Arbeits-
schritte werden nachfolgend erla¨utert.
Umfelddaten aufbereiten: Es erfolgt eine Abfrage der Dienstschnittstelle
fu¨r Fahrbahn, elektronische Straßenkarte und Ego-Zustand zur Bestimmung
der derzeit gu¨ltigen Fahrbahnsituation inklusive der Verkehrsregeln. An-
schließend erfolgt eine Vorfilterung der Objektliste auf relevante Objekte im
Wirkungsbereich des TAP. Die folgenden Arbeitsschritte werden fu¨r jedes
relevante Objekt ausgefu¨hrt:
Verkehrsszene bestimmen: Fu¨r jedes Objekt der Objektmatrize wird
eine Beschreibung der Verkehrsszene ermittelt. Hierzu werden der Zustand
des betreffenden Objektes, des relevanten Fahrbahnabschnittes und der be-
nachbarten Objekte entsprechend der in Unterabschnitt 4.5.2 beschriebenen
Umgebungsmaske herangezogen. Es erfolgt eine Berechnung der Eingangs-
daten wie in Abschnitt 4.5 beschrieben. Aus Objektbeziehungen ermittelte
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Eingangsdaten werden zwischengespeichert, um ggf. eine Mehrfachberech-
nung bei der Betrachtung des unmittelbaren Nachbarobjektes zu vermeiden.
Bestimmung der Eingangsverteilungen: Die Verteilungen der Eingangs-
daten werden entsprechend Abschnitt 4.5 bestimmt.
Diskretisierung der Eingangsverteilungen: Alle kontinuierlichen Ein-
gangsverteilungen werden diskretisiert, vgl. Abschnitt 5.2. Die diskreten
Verteilungen werden auf weiche Evidenz gepru¨ft und entsprechend Unterab-
schnitt 2.3.2.1 in virtuelle Evidenz transformiert.
Setzen der Eingangsverteilungen und Inferenz: Die Evidenzvariablen
des Bayes’schen Netzwerks werden mit den diskretisierten Eingangsvertei-
lungen aktualisiert und der Inferenzprozess wird angestoßen, vgl. Unterab-
schnitt 2.3.2 u. [Klass 2009].
FSW-Intervall setzen: Infolge des Inferenzprozesses im Bayes’schen Netz-
werk wird in der Variable lane change die Verteilung u¨ber die Zeitintervalle
fu¨r einen Fahrstreifenwechsel nach links und rechts gescha¨tzt. Das betreffende
Objekt wird um diese Information erga¨nzt.
Aktualisierung Objektliste: Die Objektliste wird um das Objekt, fu¨r das
eine Fahrstreifenwechselvorhersage erfolgt ist, aktualisiert.
4.3 Umfeldwahrnehmungsplattform
Die Bestimmung der Eingangsgro¨ßen fu¨r eine Fahrstreifenwechselvorhersage
soll auf Basis der in Abbildung 4.5 vorgestellten Sensorplattform des Tempo-
rary Autopilot erfolgen. U¨ber diese werden Daten des Verkehrsumfeldes
inklusive des eigenen Fahrzeuges erfasst und u¨ber den Prozess einer Sensorda-
tenfusion in einem Umfeldmodell abgebildet. Dieses Umfeldmodell stellt die
rechnerinterne Repra¨sentation der Umgebung dar. Der folgende Abschnitt
beschreibt die Umfeldwahrnehmungsplattform des Temporary Autopilot
bestehend aus Versuchsfahrzeug, Sensorik und Umfeldwahrnehmungsprozess.
4.3.1 Sensorik und Versuchsfahrzeug
Die Umfeldwahrnehmungsplattform dient der Erfassung und Verfolgung des
Fahrzeugumfeldes. Sie besteht physisch aus einem Versuchsfahrzeug, einem
Sensorfusionsrechner und den per CAN-Bus angeschlossenen Umfeldsensoren.
Basis der Umfeldwahrnehmungsplattform ist ein Volkswagen Passat Variant,
Baujahr 2009, 2.0 l (125 KW) TDI-Motor mit Direktschaltgetriebe. U¨ber
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modifizierte Schnittstellen ist die Aktorik des Fahrzeuges sowohl longitudinal









Abbildung 4.5: Versuchsfahrzeug, Umfeldsensoren u. Sichtbereiche (nicht
maßsta¨blich) des Temporary Autopilot, angelehnt an [Bartels u. a. 2011]
Das Fahrzeug ist bereits ab Werk mit einer Mono-Kamera des Spurhalteassis-
tenten und einem Ultraschallsystem zur Einparkunterstu¨tzung ausgestattet.
Die Kamera liefert Fahrstreifendaten mit einer Reichweite von circa 30 m, die
Ultraschallsensoren liefern radiale Abstandsinformation bis zu einer Reich-
weite von circa 3 m. Die Signale werden u¨ber eine Schnittstelle gemeinsam
mit den Daten der Fahrdynamiksensoren des Fahrzeuges zur Verfu¨gung
gestellt. Zusa¨tzlich ist das Fahrzeug im Front- und Heckbereich mit Sensorik
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zur Objekt- und Freifla¨chendetektion ausgestattet: Zum Einsatz kommen
ein 77 Ghz-Fernbereichsradar mit einem O¨ffnungswinkel von 8◦ und einer
Reichweite von circa 150 m und drei Stu¨ck in der Frontschu¨rze verbauten
Laserscannern mit einer Reichweite von 150 m und einem O¨ffnungswinkel
von jeweils 85◦. Die a¨ußeren Laserscanner sind jeweils um 30◦ nach außen
geneigt. Im Heckbereich ist auf der Fahrer- und Beifahrerseite jeweils ein
24 GHz-Radar mit einer Reichweite von circa 70 m verbaut. Die Verbau-
positionen der Sensoren sowie deren Sichtbereiche sind in Abbildung 4.5
skizziert.
4.3.2 Umfeldmodell und Sensordatenfusionsprozess
Innerhalb dieses Unterabschnittes werden die Bestandteile des Umfeldmodells
und Sensordatenfusionsprozesses vorgestellt und ihre Funktion umrissen. Fu¨r
eine detaillierte Architekturbeschreibung des Wahrnehumgsprozesses des
Temporary Autopilot sei auf [Steinmeyer u. a. 2010] verwiesen.
Das Umfeldmodell beschreibt den Zustand des eigenen Fahrzeuges, den
Zustand von Umfeldobjekten sowie den Verlauf und die Befahrbarkeit der
Straße. Die Scha¨tzung und Aktualisierung der Teilmodelle erfolgt u¨ber jeweils
separate Fusionskomponenten, die u¨ber definierte Schnittstellen miteinan-
der agieren. Als Eingangsdaten fu¨r die Vorhersage von Fahrstreifenwech-
selmano¨vern sollen insbesondere die Scha¨tzergebnisse der Egofusions-, der
Objektfusions- und der Fahrbahnfusionskomponente dienen. Deren Funkti-
onsweise wird daher in den folgenden Unterabschnitten umrissen. Weitere
hier nicht na¨her beschriebene Teilfusionen des TAP sind die Gridfusion zur
Scha¨tzung der Befahrbarkeit des unmittelbaren Umfeldes und die Fahrer-
zustandsfusion, u¨ber die ein Maß zur Beurteilung der Aufmerksamkeit des
Fahrzeugfu¨hrers ermittelt wird.
4.3.2.1 Egozustandsfusion
Die Egozustandsfusion scha¨tzt den Dynamikzustand des eigenen Fahrzeuges
u¨ber ein Kalman-Filter aus den Daten der Fahrzeugodometrie (Raddrehzahl-
sensoren). Der gescha¨tzte Zustand ist in Tabelle 4.1 gegeben. Eine A¨nderung
des Radumfangs zur Laufzeit wird durch einen Radumfangsscha¨tzer beru¨ck-
sichtigt. Die Position des Fahrzeugs wird in einem ortsfesten kartesischen
Koordinatensystem gescha¨tzt. Die Positionsangaben sind sprungfrei, finden
jedoch nur im unmittelbaren Wirkungsraum des TAP Anwendung, da prin-
zipbedingte Odometriefehler mit Zunahme der gefahrenen Wegstrecke einen
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wachsenden Positionierungsfehler nach sich ziehen, vgl. Abbildung 4.6. Der
Versatz des Ego-Koordinatensystems zu einem globalen Koordinatensystem
wird u¨ber ein Mapmatching-Modul bestimmt.
Tabelle 4.1: Gescha¨tzter Zustandsvektor des Ego-Fahrzeuges
x globale x-Position bzgl. Koordinatenursprung [m]
y globale y-Position bzgl. Koordinatenursprung [m]






Abbildung 4.6: Trajektorie des Ego-Fahrzeuges auf einer Kreisbahn (Aus-
dehnung: 800 m la¨ngs, 400 m quer): rot - GPS-Trajektorie, blau - gescha¨tzte
Trajektorie aus der Egofusion
4.3.2.2 Objektfusion
Sensoren zur Erfassung von Objekten beschreiben das Verkehrsumfeld als
eine Menge detektierter Objekte. Hierbei werden die Objekteigenschaften wie
Position, Abmessungen und Dynamik durch einen Zustandsvektor und die
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zugeho¨rigen Unsicherheiten u¨ber eine Kovarianzmatrix modelliert. Mithilfe
des Kalmanfilterverfahrens werden die Sensormessungen aggregiert und die
Objekteigenschaften gescha¨tzt. Sofern Messdaten zur Verfu¨gung stehen,
welche die geometrischen Eigenschaften eines Objektes beschreiben, erfolgt
die Verfolgung per Boxmodell, andernfalls per Punktmodell. Die gescha¨tzten
Objekteigenschaften sind in Tabelle 4.2 aufgefu¨hrt. Abbildung 4.7 zeigt die
gescha¨tzte Position und die geometrischen Eigenschaften eines Objektes
aus den Beobachtungen zweier Sensoren sowie der Objekthistorie (nicht
abgebildet).
Tabelle 4.2: Gescha¨tzter Zustandsvektor fu¨r Umfeldobjekte
x x-Abstand zum Ego-Fahrzeug [m]
y y-Abstand zum Ego-Fahrzeug [m]
vx Relativgeschwindigkeit in x-Richtung [m/s]
vy Relativgeschwindigkeit in y-Richtung [m/s]
ax Relativbeschleunigung in x-Richtung [m/s
2]




Abbildung 4.7: Objektfusion: rot - Beobachtung Sensor 1, gru¨n - Beobachtung
Sensor 2, weiß - fusioniertes Objekt, (blau - Ego-Fahrzeug)
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4.3.2.3 Fahrbahnfusion
Die Fahrbahnfusion scha¨tzt den exakten Fahrbahnverlauf im unmittel-
baren Wirkungsraum des TAP. Mithilfe eines Kalmanfilters wird ein 2-
Segmentmodell als Referenzlinie gescha¨tzt, das jeweils aus einem Polynom
3. Grades besteht. Der gescha¨tzte Zustandsvektor ist in Tabelle 4.3 gegeben,
die zugeho¨rige Kovarianzmatrix ist hier nicht aufgefu¨hrt. Weiterhin wird die
Ablage jeder Fahrstreifenmarkierung zur Fahrbahnreferenzlinie gescha¨tzt.
(a) Eingangsdaten (b) Fahrbahnmodell
Abbildung 4.8: 4.8(a) Eingangsdaten der Fahrbahnfusion: Markierungsstu¨tz-
punkte der Kamera (schwarze Linien), Randobjekte Radar (rote Sterne), Umfel-
dobjekt (weißes Fahrzeug); 4.8(b) Fahrbahnmodell: Fahrbahn (graurote Fla¨che),
Fahrbahnmarkierung (weiße Linien), Fahrbahnbegrenzungsscha¨tzung (gru¨ne
Linie), Ego-Fahrzeug (blaues Fahrzeug)
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Das Fahrbahnmodell bildet nur die u¨ber die Sensorik beobachteten Fahr-
streifen ab, d. h. gegebenenfalls nur einen Teil der tatsa¨chlich vorhandenen
Fahrstreifen. U¨ber eine Ausgabeschnittstelle lassen sich die Parameter der
Fahrbahn in einer definierten Entfernung zum Ego-Fahrzeug oder die Posi-
tion von Objekten relativ zur Fahrbahn abfragen. Die Ausgabe erfolgt im
Fahrbahnkoordinatensystem.
Als Eingangsdaten dienen der beobachtete Verlauf der Fahrbahnmarkierun-
gen in Form von segmentierten Stu¨tzpunkten aus der Kamera, Randobjekte
aus dem Radarsensor, die den Fahrbahnverlauf beschreiben, sowie Trajektori-
en von vorausfahrenden Fahrzeugen aus der Objektfusion. Zur Initialisierung
der Kru¨mmung eines neuen Segmentes werden die Daten einer mit einem
Ortungsmodul gekoppelten digitalen Straßenkarte genutzt. Die Visualisie-
rung der Eingangsdaten und des Fahrbahnmodells ist in Abbildung 4.8
dargestellt, den gescha¨tzten Zustandsvektor der Fahrbahn zeigt Tabelle 4.3.
Die Scha¨tzung des Fahrbahnmodells beruht auf der Grundannahme, dass
die beobachteten Markierungen parallel verlaufen, stationa¨r, d. h. ortsfest
sind und sich das Ego-Fahrzeug relativ zu diesen bewegt. Auf Basis der
Bewegung des Ego-Fahrzeuges wird der Zustand des Fahrbahnmodells unter
Anwendung von Prozessrauschen bewegungsentsprechend vorhergesagt. Die
Assoziation von gemessenen Fahrbahnmerkmalen, z. B. Markierungen, mit
dem Modell aktualisiert dieses ebenso und reduziert die Zustandsunsicherheit.
Abha¨ngig von der Filterparametrisierung fu¨hrt somit ein kurzzeitiges Fehlen
von gemessenen Fahrbahnmerkmalen, unter Inkaufnahme einer erho¨hten
Zustandsunsicherheit, nicht zum Ausfall der Fahrbahnfusion.
Tabelle 4.3: Gescha¨tzter Zustandsvektor der Fahrbahn
y0 lateraler Versatz zum Straßenreferenzpunkt [m]
ψ0 Ausrichtung der Fahrbahn bei s = 0 [rad]
κ0 Kru¨mmung der Fahrbahn bei s = 0 [rad/m
2]
κ˙ Kru¨mmungsa¨nderung entlang des 1. Segment [rad/m2]
∆κ˙ ∆ Kru¨mmungsa¨nderung zu Beginn des 2. Segmentes [rad/m2]
Zusa¨tzlich zu den geometrischen Eigenschaften der Fahrbahn wird die Aus-
pra¨gung jeder Markierung auf der Ho¨he des Ego-Fahrzeuges per Dempster-
Shafer-Verfahren (vgl. Unterabschnitt 2.2.5) gescha¨tzt. Hierbei spannen die
Art und die Breite der Markierung jeweils einen separaten Wahrnehmungsrah-
men auf. Das gewa¨hlte Verfahren erlaubt fu¨r jedes Merkmal die Modellierung
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des Zustandes unbekannt in Form von unterbrochen oder durchgezogen
(θutbr ∪ θdgez) fu¨r die Markierungsart und Schmalstrich oder Dickstrich
(θschm ∪ θdick) fu¨r die Markierungsbreite, (vgl. Tabelle 4.4). U¨ber diesen
Zustand wird eine wegstreckenabha¨ngige Vergessensrate modelliert, um eine
dynamische A¨nderung des Merkmalszustandes zu ermo¨glichen.
Tabelle 4.4: Gescha¨tzte Merkmale einer Fahrbahnmarkierung nach Dempster-
Shafer; Bezeichnung der Teilevidenzen: θutbr - unterbrochen, θdgez - durchgezo-
gen, θschm - Schmalstrich, θdick - Dickstrich, ∅ - leere Menge
Merkmal Wahrnehmungsrahmen Teilmengen (hyperpowerset)
Art ΘArt = {θutbr, θdgez} {∅, {θutbr} , {θdgez} , {θutbr ∪ θdgez}}
Breite ΘBreite = {θschm, θdick} {∅, {θschm} , {θdick} , {θschm ∪ θdick}}






















Abbildung 4.9: Angewandte Umfeldkoordinatensysteme: fahrbahnrelatives
Koordinatensystem (Fb), absolutes Koordinatensystem (Welt), fahrzeugrelative
Koordinatensysteme Ego,Obj
Das Umfeldmodell des TAP kann u¨ber Ausgabeschnittstellen abgefragt wer-
den. Der Zustand des Umfeldmodells wird hierfu¨r auf den Ausgabezeitpunkt
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vorhergesagt. Die Eigenschaften der Fahrbahn und des Ego-Fahrzeuges ko¨n-
nen u¨ber eine Dienste-Schnittstelle abgerufen werden, vgl. [Steinmeyer u. a.
2010]. Verfolgte Umgebungsobjekte werden zur detektierten Fahrbahn in
Relation gesetzt und mit Merkmalen wie einer relativen Fahrstreifenzuord-
nung (zum Ego-Fahrzeug) und der Ablage auf der Fahrbahn erga¨nzt. Sie
werden als Objektliste zur Verfu¨gung gestellt. Die Positionsangaben der
Objekte werden hierbei in ein fahrbahnrelatives Koordinatensystem (Fb)
transformiert: dxFb gibt den longitudinalen Abstand des betrachteten Ob-
jektes zum Ego-Fahrzeug entlang der Fahrstreifenmitte des Egofahrstreifens
an. dyFb gibt den lateralen Versatz des Objektes zur Fahrbahnmitte des
Egofahrstreifens entlang der positiv orientierten Orthogonalen an der Stelle
x an. Abbildung 4.9 verdeutlicht diesen Zusammenhang.
U¨ber einen weiteren Dienst ko¨nnen Informationen zur Fahrbahn aus einer
digitalen Straßenkarte abgerufen werden, hierzu za¨hlen beispielsweise die
Anzahl der zur Verfu¨gung stehenden Fahrstreifen, Geschwindigkeitsbeschra¨n-
kungen und U¨berholverbote.
4.4 Klassen- und Evidenzvariablen
Mithilfe eines Bayes’schen Netzwerks kann eine hochdimensionale Verbund-
verteilung einer Menge von Zufallsvariablen zur Scha¨tzung eines Fahrstrei-
fenwechsels als strukturierte Zerlegung in niedrigdimensionale Verteilungen
u¨ber einen gerichteten Graphen abgebildet werden, vgl. Unterabschnitt 2.2.4.
Die Dimensionalita¨t wird aus der Vielzahl der gegebenen Einflussfaktoren
in Abbildung 3.13 auf Seite 86 ersichtlich. Die Graphenstruktur beinhaltet
sowohl Variablen, im Folgenden als Evidenzvariablen bezeichnet, welche di-
rekt u¨ber die Wahrnehmungsplattform beobachtet werden ko¨nnen, als auch
indirekt beobachtbare Variablen. Letztere sind zuna¨chst ausschließlich latent
und sollen im Zuge der Bestimmung der Graphenstruktur u¨ber maschinelle
Lernverfahren identifiziert werden, vgl. Kapitel 5. Innerhalb dieser Arbeit
soll die Identifizierung solcher latenten Variablen zur Modellierung von gege-
benenfalls vorhandenen Abha¨ngigkeiten zwischen den direkt beobachtbaren
Variablen eingesetzt werden.
In diesem Abschnitt erfolgt zuna¨chst die Definition der Klassenvariable
ausgehend von den in Abschnitt 4.1 definierten Anforderungen. Im Anschluss
erfolgt eine Zusammenstellung mo¨glicher Evidenzvariablen auf Basis der in
Kapitel 3 erarbeiteten Grundlagen sowie der Spezifikation der eingesetzten
Umfeldwahrnehmungsplattform (vgl. Abschnitt 4.3).
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4.4.1 Definition der Klassenvariable
Basierend auf einer aktuellen Konfiguration an Eingangsdaten soll der wahr-
scheinlichste Zeitpunkt eines innerhalb des Zeitintervalls (0,2] s bevorstehen-
den Fahrstreifenwechsels vorhergesagt werden.
Es verbietet sich die Scha¨tzung der Wahrscheinlichkeit fu¨r einen exakten
Zeitpunkt t0, da dies unendlich viele Realisationen der stetigen Zufallsgro¨ße
Zeit t im genannten Zeitintervall impliziert, deren Eintrittswahrscheinlichkeit
jeweils null betra¨gt: {t ∈ R|0 < t ≤ 2} ⇒ P (LC = t0) = 0.
Entsprechend wird das Ereignis Fahrstreifenwechsel im Folgenden als zeitdis-
krete Zufallsvariable LC = lane change mit a¨quidistanten Zeitintervallen
definiert, vgl. [Weiser 2010]. Fu¨r einen Vorhersagezeitraum von 2 s mit einer
Schrittweite von 0,5 s ergeben sich neun Zeitintervalle als Realisationen lci,
vgl. Tabelle 4.5 sowie Gleichungen 4.1 und 4.2.
lci = (lc1, lc2, ..., lc9)
T (4.1)
= (no lc, lc left 0.5, lc left 1.0, lc left 1.5, lc left 2.0,
lc right 0.5, lc right 1.0, lc right 1.5, lc right 2.0)T
(4.2)
Tabelle 4.5: Zeitintervalle und deren Nomenklatur innerhalb dieser Arbeit. Das






lcikein FSW FSW links FSW rechts
(2;∞) s no lc
(0,0; 0,5] s lc left 0.5 (0,0; 0,5] s lc right 0.5
(0,5; 1,0] s lc left 1.0 (0,5; 1,0] s lc right 1.0
(1,0; 1,5] s lc left 1.5 (1,0; 1,5] s lc right 1.5
(1,5; 2,0] s lc left 2.0 (1,5; 2,0] s lc right 2.0
Die Zufallsvariable LC bildet folglich innerhalb des Bayes’schen Netzwerks
die Klassenvariable, welche von n Zufallsvariablen abha¨ngig einen Fahrstrei-
fenwechsel modelliert. Ziel ist die Bestimmung der Wahrscheinlichkeit
P (LC = lci|X)
fu¨r jede Realisation lci, d. h. der Verteilung der Zufallsvariablen fu¨r jede
gegebene Konfiguration X an Eingangsdaten.
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4.4.2 Definition Evidenzvariablen
Die folgende Zusammenstellung potentieller Eingangsmerkmale,
d. h. Evidenzvariablen, erfolgt unter Beru¨cksichtigung der in Abbil-
dung 3.13 aufgefu¨hrten Einflussmerkmale und der in Abschnitt 4.1
gegebenen Anforderung auf Basis der Spezifikation der eingesetzten
Umfeldwahrnehmungsplattform (vgl. Abschnitt 4.3). Diese beinhaltet
beispielsweise weder die Beru¨cksichtigung fahrzeugklassenspezifischer
Beschra¨nkungen wie z. B. Geschwindigkeitsbeschra¨nkungen fu¨r LKW noch
spezielle Ein- und Ausfa¨delsituationen an Autobahnein- und ausfahrten, da
diese zum Zeitpunkt der Datenerfassung noch nicht modelliert waren.
Alle Merkmale beziehen sich auf das Bezugsobjekt, d. h. ein potentiell fahr-
streifenwechselndes Fahrzeug, vgl. Abbildung 4.10. Gegeben sind nachfolgend:
eine Beschreibung des Eingangsmerkmals, eine Knotenbezeichnung und zuge-
ho¨rige ID zur eindeutigen Identifikation des Merkmals im weiteren Verlauf der





















Abbildung 4.10: Eingangsmerkmale der lateralen Indikation: Ablage d(t),
Quergeschwindigkeit vlat und Zeit bis zum Queren der Markierung ttlc
Die laterale Indikation beinhaltet Merkmale, welche aus einem bereits initi-
ierten bzw. unmittelbar bevorstehenden Fahrstreifenwechsel und der daraus
resultierenden Querbewegung folgen. Hierzu geho¨ren die Ablage des Fahrzeu-
ges innerhalb des Fahrstreifens (deviation), die Quergeschwindigkeit (vLat)
und die Zeit bis zum Queren der Markierungslinie (ttlc), vgl. Tabelle 4.6.
Nicht aufgefu¨hrte interessante Eingangsmerkmale sind der Gierwinkel bzw.
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die Gierrate des Fahrzeuges und die Fahrtrichtungsanzeiger. Diese Merk-
male werden nicht betrachtet, da sie zum Stand der Datenerhebung von
der Umfeldwahrnehmungsplattform fu¨r Umfeldobjekte z. T. nicht beobach-
tet werden konnten und dementsprechend nur fu¨r das Ego-Fahrzeug zur
Verfu¨gung stu¨nden.
Tabelle 4.6: laterale Indikation
Merkmalsbeschreibung Knotenbezeichnung ID
Zeit bis zum Queren der linken Markierung
(Wert positiv) bzw. der rechten Markierung
(Wert negativ) des Ursprungs-FS durch das
einscherende Fzg.
ttlc 1
laterale Ablage des einscherenden Fzgs. im
Ursprungs-FS
deviation 2











linken Ziel-FS distance2LaneEndLeft 8




linken Seite noPassingLeft 28
rechten Seite noPassingRight 29
Anzahl Fahrstreifen bis zum a¨ußerst rechten
Fahrstreifen
lanes2mostRightLane 30
Es wird angenommen, dass das Befahrbarkeitsende eines Fahrstreifens
einen Fahrstreifenwechsel beeinflusst, ebenso U¨berholverbote und das
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Rechtsfahrgebot. Entsprechend wird die Distanz bis Befahrbarkeitsende
des Ursprungs- und angrenzender Fahrstreifen, als auch ein U¨berhol- bzw.
Wechselverbot in angrenzende Fahrstreifen als Eingangsmerkmal verwendet,
vgl. Tabelle 4.7. Um den potentiellen Einfluss des Rechtsfahrgebotes auf
einen Fahrstreifenwechsel abzubilden, wird die Anzahl der Fahrstreifen bis
zum a¨ußerst rechten regula¨ren Fahrstreifen bestimmt.
4.4.2.3 Verkehrsgeschwindigkeit
Fahrstreifenwechselvorga¨nge sind ha¨ufig Reaktionserscheinungen auf Be-
hinderungen, z. B. bzgl. der Wunschgeschwindigkeit des Fahrers. Da die
Wunschgeschwindigkeit des Fahrers nicht bekannt ist, finden die in Tabel-
le 4.8 gegebenen Situationsmerkmale Anwendung. Diese geben die Differenz
der fahrstreifenbezogenen ra¨umlich gemittelten Verkehrsgeschwindigkeit zu
der fu¨r den Streckenabschnitt erlaubten Ho¨chstgeschwindigkeit bzw. der








linken Ziel-FS vMax2vActLeft 9












4.4.2.4 Beziehung zu Umfeldobjekten
Im Folgenden sind Situationsmerkmale zusammengefasst, welche auf Grund
der Einwirkung der unmittelbar das Bezugsobjekt umgebenden Verkehrsteil-
nehmer einen Fahrstreifenwechsel motivieren bzw. hemmen, d. h. potentielle
Kosten fu¨r den Fahrzeugfu¨hrer als auch fu¨r andere beteiligte Verkehrsteilneh-
mer infolge eines Fahrstreifenwechsels darstellen. Diese mo¨glichen Objekt-
Objekt Beziehungen sind in Abbildung 4.12 auf Seite 115 abgebildet. Es
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wird angenommen, dass geringe Zeitlu¨cken, hohe Geschwindigkeitsdifferenzen
oder geringe Absta¨nde zwischen einem herannahenden Fahrzeug und einem
potentiellen Einscherer einen Einschervorgang hemmen, d. h. fu¨r den Ein-
scherer bzw. das herannahende Fahrzeuge zu hohen Kosten hinsichtlich des
Stellaufwandes in Form positiver bzw. negativer Beschleunigungsvorga¨nge
fu¨hrt. Entsprechend werden die in Tabelle 4.9 gegebenen Situationsmerkmale
wie die Zeitlu¨cke, der La¨ngsabstand und die Geschwindigkeitsdifferenz (mo-
delliert als Lu¨ckenausdehnungsgeschwindigkeit) zwischen zwei Fahrzeugen
angewendet.




endem Fzg. auf dem
Ursprungs-FS timeGapFrontCenter 22
linken Ziel-FS timeGapFrontLeft 11





linken Ziel-FS timeGapBackLeft 6




fahrendem Fzg. auf dem
Ursprungs-FS expRateGapFrontCenter 24
linken Ziel-FS expRateGapFrontLeft 11






linken Ziel-FS expRateGapBackLeft 7






linken Ziel-FS lengthGapFrontLeft 12
rechten Ziel-FS lengthGapFrontRight 20
longitudinaler Abstand zu einem unmittel-
bar folgenden Fzg. auf dem Ursprungs-FS
lengthGapBackCenter 26
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4.5 Eingangsdatenberechnung
Die in Abschnitt 4.4 aufgefu¨hrten Eingangsgro¨ßen definieren die Verkehrssze-
ne fu¨r jedes betrachtete Objekt und sind u¨ber die sensorische Wahrnehmung
und Verarbeitung von Daten des Verkehrsumfeldes zu bestimmen. Dieser
Abschnitt beschreibt die Vorgehensweise zur Bestimmung der Eingangsgro¨-
ßen. Grundlage zur Extraktion der Verkehrsszene ist das in Abschnitt 4.3
beschriebene Umfeldmodell. Die nachfolgend bestimmten Werte liegen gro¨ß-
tenteils in einer kontinuierlichen Form vor, d. h. sie werden beschrieben
durch Zustand und Unsicherheit, und sind vor dem Einbringen als Evidenz
in ein diskretes Bayes’sches Netzwerk in geeigneter Form zu diskretisieren,
vgl. Abschnitt 5.2.
4.5.1 Fahrbahn und Verkehrsfluss
Fu¨r die Eingangsknoten vlat und deviation aus Tabelle 4.6 ko¨nnen Zustand
und Unsicherheit direkt aus dem Umfeldmodell entnommen werden. Fu¨r
die Knoten noPassingLeft und noPassingRight aus Tabelle 4.7 wird eine
bina¨re Verteilung aus der in Unterabschnitt 4.3.2.3 bestimmten Dempster-
Shafer Verteilung approximiert. Zweckma¨ßig geschieht dies durch eine Nor-
mierung der Evidenz auf eins fu¨r die Zusta¨nde der jeweiligen Fahrbahn-
markierungen rechts und links vom betrachteten Fahrzeug. Diese Zusta¨nde
sind unterbrochen (θutbr) und durchgezogen(θdgez) bei m(utbr ∪ dgez) > 0
bzw. unter der Annahme einer Gleichverteilung bei vollsta¨ndigem Unwissen,
d. h. m(utbr ∪ dgez) = 0.
Zeit bis zum Queren der Markierung: Die Berechnung des Eingangs-
knotens ttlc erfolgt nach Gleichung 4.3b unter der Annahme, dass sich die
Quergeschwindigkeit unmittelbar vor einem Fahrstreifenwechsel anna¨hernd
linear verha¨lt, d. h. die Querbeschleunigung konstant ist.
Auf Basis der zur Verfu¨gung stehenden Messdaten lassen sich fu¨r Fahr-
streifenwechsel nach links und rechts die Querbeschleunigungskonstanten
alatL = 0,38 und alatR = −0,33 experimentell bestimmen. Eine im Rahmen
der experimentellen Bestimmung von alatL, alatR durchgefu¨hrte Analyse
zeigt, dass sich die Quergeschwindigkeit nur innerhalb des Zeitraumes von
0..1,5 s vor Beru¨hrung der Fahrbahnmarkierung anna¨hernd linear vera¨ndert
und diese A¨nderung ab einer ttlc > 1,5 s zunehmend nichtlinear wird. Fu¨r
das hier betrachtete Zeitintervall von 0..2 s scheint die Linearita¨tsannahme
gerade noch anwendbar.
4.5. Eingangsdatenberechnung 109
Um die Anna¨herung an die linke oder an die rechte Markierung in einem
Knoten zu codieren wird der Wert fu¨r ttlc entsprechend Formel 4.3a positiv fu¨r
eine Anna¨herung an die Markierung links vom Fahrzeug und negativ fu¨r die
Anna¨herung an die Markierung zur rechten Seite definiert. Der Wert wird zu
null, d. h. ungu¨ltig, sobald das Fahrzeug mit einer Fahrzeugaußenseite jeweils
die linke oder rechte Markierung u¨berquert oder die Quergeschwindigkeit vlat
genau null betra¨gt. ttlc wird nach Gleichung 4.3b bestimmt. Die Herleitung
findet sich in Abschnitt A.3.
ttlc

> 0 : vlat > 0,
w−wo
2 > |d| ,
< 0 : vlat < 0,
w−wo
2 > |d| ,




− 1alatL · (vlat −
√
m) : vlat > 0,
w−wo





n) : vlat < 0,
w−wo
2 > |d| ,
0 : sonst.
(4.3b)
mit der Quergeschwindigkeit vlat, Fahrstreifenbreite w, Objektbreite wo,
Ablage zur Fahrstreifenmitte d und
m =v2lat − alatL · (2d+ w − wo) ,
n =v2lat − alatR · (2d− w + wo) .




Gleichung 4.4a bis 4.4c unter der Annahme, dass die Funktionsparameter










































mp : vlat > 0,
w−wo









np : vlat < 0,
w−wo
2 < |d| ,
0 : sonst,
(4.4c)
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Differenzgeschwindigkeiten: Die Bestimmung der Evidenzvariablen
vMax2vActCenter, vMax2vActLeft und vMax2vActRight erfolgt nach
Gleichung 4.5. Die Werte der Variablen vActRefObj2vActLaneLeft und
vActRefObj2vActLaneRight werden nach Gleichung 4.6 bestimmt. Es wer-
den folgende Bezeichner verwendet: vmax fu¨r die zula¨ssigen Ho¨chstgeschwin-
digkeit, vlane fu¨r die Durchschnittsgeschwindigkeit im Fahrstreifen und
vrefObj fu¨r die Geschwindigkeit des betrachteten Objektes.
v∆vmaxvlane = vmax − vlane (4.5a)
σ2v∆vmaxvlane




v∆vrefObjvlane = vrefObj − vlane (4.6a)
σ2v∆vrefObjvlane




Die Berechnung von vlane erfolgt fu¨r jeden Fahrstreifen u¨ber den nach der Va-
rianz gewichtete Durchschnitt der La¨ngsgeschwindigkeiten der beobachteten
Umfeldobjekte. Die Formeln 4.7a bis 4.7c beschreiben den iterativen Prozess
der Berechnung unter der Annahme, dass alle Objekte auf einem Fahrstrei-
fen eine nahezu identische Geschwindigkeit aufweisen. vlane(n) beschreibt
die gescha¨tzte Durchschnittsgeschwindigkeit nach dem n-ten Filterschritt,
mit n ∈ N, [1 < n ≤ AnzahlUmfeldobjekteFS ]. vmess(n) beschreibt die
gemessene La¨ngsgeschwindigkeit des n-ten Umfeldobjektes, σ2vmess bzw. σ
2
v
die Varianz der Messung bzw. Scha¨tzung und k den Gewichtungsfaktor.
vlane(n) = vlane(n− 1) + k(n) · (vmess(n)− vlane(n− 1)) (4.7a)
k(n) =
σ2vlane(n− 1)





(n− 1)− k(n) · σ2vmess(n) (4.7c)
Distanz bis Befahrbarkeitsende des Fahrstreifens Fu¨r die
in Tabelle 4.7 aufgefu¨hrten Knoten distance2LaneEndCenter,
distance2LaneEndLeft und distance2LaneEndRight wird die Dis-
tanz bis zum Ende der Befahrbarkeit des jeweiligen Fahrstreifens durch
eine Abfrage der Gridfusion, vgl. [Steinmeyer 2009], und der digitalen
Straßenkarte ermittelt. Die Auswahl erfolgt durch eine Minimumbildung u¨ber
beide Distanzwerte. Ein Betrag von null charakterisiert die Nichtexistenz
des Fahrstreifens.
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U¨ber einen Dienst der Gridfusion la¨sst sich fu¨r jeden Fahrstreifen die Distanz
entlang der Fahrbahn von der x-Position des Referenzfahrzeuges bis zur
na¨chsten Gitterzelle in Fahrtrichtung mit relevanter statischer Belegung
ermitteln. Die Unsicherheit bzgl. der Wegstrecke folgt aus der Positions-
unsicherheit des Referenzfahrzeuges im Fahrbahnkoordinatensystem und
der Positionsungenauigkeit des Ego-Fahrzeuges im Belegungsgitter. Letzte-
re ist durch eine genu¨gend hoch gewa¨hlte Auflo¨sung des Belegungsgitters
vernachla¨ssigbar.
U¨ber die digitale Straßenkarte la¨sst sich die Distanz bis zum Ende des betref-
fenden Fahrstreifens bzw. der Auf-/Abfahrt ermitteln. Die Unsicherheit bzgl.
der Wegstrecke folgt aus der Positionsunsicherheit des Referenzfahrzeuges im
globalen Weltkoordinatensystem (durch Ortungs- und Kartenfehler) und - un-
ter Beru¨cksichtigung der Fehlerfortpflanzung - aus der Positionsunsicherheit
im Fahrbahnkoordinatensystem.
Anzahl Fahrstreifen bis zum a¨ußerst rechten Fahrstreifen Der in
Tabelle 4.7 aufgefu¨hrte Knoten beschreibt die Anzahl der Fahrstreifenwechsel
nach rechts, welche durchgefu¨hrt werden mu¨ssen, um den a¨ußerst rechten
Fahrstreifen der Hauptfahrbahn zu befahren. Der Knoten ist ausgepra¨gt als
diskrete Wahrscheinlichkeitsverteilung bzgl. der Zuordnung des potentiellen
Einscherers u¨ber alle Fahrstreifen. Gleichung 4.8 beschreibt die Wahrschein-
lichkeitsfunktion der diskreten Zufallsvariable lanes2MostRight fu¨r eine
beliebige Scha¨tzung S der Fahrstreifenzuordnung als Summe der Einzelwahr-
scheinlichkeiten aller Realisationen lanes2MostRight.




Als Realisationen S sind vorgesehen:
• (> 2) mehr als zwei Fahrstreifenwechsel nach rechts,
• (2) zwei Fahrstreifenwechsel nach rechts,
• (1) ein Fahrstreifenwechsel nach rechts,
• (0) kein Fahrstreifenwechsel und
• (< 0) mindestens ein Fahrstreifenwechsel nach links
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um den rechten Fahrstreifen der Hauptfahrbahn zu erreichen. Die Bestim-
mung von lanes2MostRight basiert auf der Bestimmung des vom Bezugsob-
jekt belegten Fahrstreifens aufgrund seiner Position relativ zum Ego-Fahrzeug
und der globalen Fahrstreifenzuordnung des Ego-Fahrzeuges u¨ber alle ver-
fu¨gbaren Fahrstreifen der Richtungsfahrbahn.
Die laterale Position (Ablage) des potentiellen Einscherers auf der Fahr-
bahn relativ zum Ego-Fahrzeug ist eine Zufallsvariable YFb mit stetiger
Verteilung. Bei Annahme einer Normalverteilung N la¨sst sich die Wahr-
scheinlichkeitsfunktion P (YFb) durch den Erwartungswert der Ablage µyFb
und die zugeho¨rige Varianz σ2yFb beschreiben. P (a ≤ YFb ≤ b) als die Zuord-
nungswahrscheinlichkeit zu einem Fahrstreifen ergibt sich demnach durch
eine Integration u¨ber die Wahrscheinlichkeitsdichtefunktion fyFb innerhalb
der Fahrstreifenbegrenzung (Intervallgrenzen) [a ≤ b], vgl. Gleichung 4.9.
Hierbei entspricht a der Ablage der linken und b der Ablage der rechten
Markierung bzw. Begrenzung des jeweiligen Fahrstreifens.















U¨ber Gleichung 4.9 la¨sst sich eine Fahrstreifenzuordnung des potentiellen
Einscherers relativ zum Ego-Fahrzeug vornehmen, nicht jedoch zur Fahrbahn.
Das heißt, es kann die Evidenz bestimmt werden, mit welcher das beobachtete
Fahrzeug dem Fahrstreifen des Ego-Fahrzeuges bzw. den Fahrstreifen links
oder rechts vom Ego-Fahrzeug zugeordnet werden kann.
Zur Bestimmung von P (lanes2MostRight ∈ S) ist eine fahrstreifenge-
naue Positionierung bzw. Zuordnung des beobachteten Fahrzeuges auf der
Fahrbahn u¨ber alle verfu¨gbaren Fahrstreifen notwendig. Im Vordergrund
steht hier nicht die mo¨glichst genaue Positionierung des Fahrzeuges im
Weltkoordinatensystem, sondern die Zuordnung zu einem Fahrstreifen der
tatsa¨chlichen Fahrbahn. Derzeitige rein GNSS-basierte Ortungslo¨sungen
scheinen fu¨r diesen Zweck nicht ausreichend, vgl. [Haak u. a. 2010], da die
Genauigkeit der Ortung und die zugrunde liegenden digitalen Straßenkarten
keine fahrstreifengenaue Aussage bzgl. der Position eines Fahrzeuges auf der
Fahrbahn zulassen. Technisch aufwendige, hoch genaue Ortungslo¨sungen bie-
ten zwar Abhilfe, setzen aber weiterhin die Verfu¨gbarkeit einer hoch genauen
Karte voraus. Sie gestalten sich in Abha¨ngigkeit der Ausfu¨hrung deutlich
kostenintensiver und weisen teilweise eine unzureichende Verfu¨gbarkeit auf,
vgl. [Weiser u. a. 2009; Macht u. a. 2009].
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Die Scha¨tzung des befahrenen Fahrstreifens erfolgt daher u¨ber ein Verfah-
ren, welches das Muster der wahrgenommenen Fahrbahnmarkierungen mit
den fu¨r jede Fahrstreifenzuordnung zu erwartendem Muster vergleicht und
hieraus Zuordnungshypothesen generiert. Grundlage ist die Scha¨tzung des
Fahrbahnmodells u¨ber die Fahrbahnfusion. Die Ausgabeschnittstelle der
Fahrbahnfusion stellt das Markierungsmuster des beobachteten Fahrbahnab-
schnittes auf Ho¨he des Ego-Fahrzeuges zur Verfu¨gung, vgl. Abbildung 4.11.
Die zu erwartenden Muster werden anhand der Straßenbauvorschriften, vgl.
[Rohloff 2002; Seliger 1998], und den in der digitalen Straßenkarte hinter-
legten Eigenschaften fu¨r den aktuell befahrenen Fahrbahnabschnitt erstellt.
Entsprechend wird die Fahrstreifenzuordnung zuna¨chst fu¨r das Ego-Fahrzeug
gescha¨tzt und unter Beru¨cksichtigung der relativen Position anderer Fahr-
zeuge zum Ego-Fahrzeug auf diese u¨bertragen.




Gleichung 4.10 beschreibt die Wahrscheinlichkeitsfunktion der diskreten Zu-
fallsvariablen FZ fu¨r eine beliebige Scha¨tzung SFz der Fahrstreifenzuordnung
nach [Weiser u. To 2009], [Liensdorf 2009], als Summe der Einzelwahrschein-
lichkeiten aller Realisationen fz. Als Realisationen (Hypothesen) sind die
Fahrstreifen der Fahrbahn vorgesehen. Die Zuordnungswahrscheinlichkeit zu
einem Fahrstreifen und damit die Evidenz fu¨r eine bestimmte Anzahl an Fahr-
streifenwechsel fu¨r das Erreichen des a¨ußerst rechten Fahrstreifens bestimmt
sich fu¨r jede der oben genannten Realisationen von lanes2MostRight
nach Gleichung 4.11. Hierbei steht j fu¨r die jeweilige Realisation und n fu¨r
die Anzahl der betrachteten Menge der Fahrstreifen FS mit ihren jeweiligen




p(fz)k · P (ai ≤ YFb ≤ bi)
(4.11)
Abbildung 4.11 stellt die Vorgehensweise zur Bestimmung von
P (lanes2MostRight) auf einer Fahrbahn mit drei Fahrstreifen bei-
spielhaft dar. Grundlage ist die globale Fahrstreifenzuordnung des Ego-
Fahrzeuges und die ego-relative Position des beobachteten Bezugsobjektes.
p(lanes2MostRight)j ergibt sich durch eine Summation des u¨ber die Zu-
ordnungshypothese p(fz)k gewichteten Integrals P (ai ≤ YFb ≤ bi) u¨ber den
Fahrstreifen j.









































































Abbildung 4.11: Beispiel fu¨r eine Fahrstreifenzuordnung auf einer Fahrbahn
mit n = 3 Fahrstreifen. P (lanes2MostRight) ergibt sich aus P (FZ) und
P (YFb) nach Gleichung 4.8 und Gleichung 4.11. Fu¨r eine u¨bersichtliche Darstel-
lung wird σxFbσyFb = σyFbσxFb = 0 angenommen.
4.5.2 Bezug zum umgebenden Verkehr
Fu¨r die Bestimmung der Fahrstreifenwechselwahrscheinlichkeit wird der
umgebende Verkehr des potentiellen Einscherers, d. h. des Bezugsobjektes,
beru¨cksichtigt. Die entsprechenden Eingangsknoten des Bayes’schen Netz-
werks sind in Tabelle 4.9 aufgefu¨hrt. Betrachtet werden die ra¨umlichen und
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zeitlichen Absta¨nde, d. h. die Lu¨cken zwischen dem Bezugsobjekt und den
na¨chsten Umfeldobjekten bzw. Fahrzeugen auf dessen Fahrstreifen oder
dessen unmittelbaren Nachbarfahrstreifen. Charakteristisch fu¨r eine Lu¨cke
ist ein vorausfahrendes Fahrzeug (V F ) und ein unmittelbar nachfolgendes
Fahrzeug (FF ), die Eigenschaften der Lu¨cke lassen sich aus den Zustands-
vektoren der betroffenen Fahrzeuge ableiten. Die Auswahl der relevanten
Umgebungsfahrzeuge aus der Menge der verfolgten Umfeldobjekte erfolgt


































Alle unmittelbar um das Bezugsobjekt befindlichen Lu¨cken weisen einen
festen Bezugspunkt zu diesem auf: Auf dessen eigenen Fahrstreifen begrenzt
die Front bzw. das Heck des Bezugsobjektes zu jeweils einer Seite die Lu¨cke.
Die unmittelbaren Lu¨cken auf den Nachbarfahrstreifen beginnen bzw. enden
auf Ho¨he des Hecks des Bezugsobjektes. Alle weiteren Grenzen werden auf
den entsprechenden Fahrstreifen durch die jeweils in Fahrtrichtung na¨chsten
Fahrzeuge vor dem Bezugsobjekt bzw. entgegen der Fahrtrichtung hinter
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diesem gebildet. Fu¨r alle mo¨glichen Lu¨cken ist das Bezugsfahrzeug, unabha¨n-
gig vom Fahrstreifen, entweder das Folgefahrzeug oder das vorausfahrenden
Fahrzeug. Eine Lu¨cke ist fu¨r den Fahrstreifen des Bezugsobjektes definiert
u¨ber den ra¨umlichen Abstand dxFb entlang der Fahrbahn zwischen Heck-
stoßfa¨nger des vorausfahrenden (V F ) und Frontstoßfa¨nger des folgenden
Fahrzeuges (FF ). Fu¨r die dem Bezugsobjekt benachbarten Fahrstreifen
gilt jeweils die xFb-Position des Heckstoßfa¨ngers vom Bezugsfahrzeug als
Referenzwert bzgl. xFb u¨ber alle Fahrstreifen. Abbildung 4.13 illustriert
diesen Zusammenhang. Ein Grenzfall stellt Abbildung 4.13(c) dar: Hier
wird das links vom Bezugsobjekt befindliche Objekt als voraus fahrendes
Fahrzeug (V F ) gewertet, solange es mit der Fahrzeugfront bzgl. xFb vor dem
Referenzwert des Bezugsobjektes liegt. Die La¨nge der betreffenden Lu¨cke






























Abbildung 4.13: Definition der Lu¨cken auf den Nachbarfahrstreifen des Be-
zugsfahrzeuges (rot) durch umgebenden Verkehr (weiß), 4.13(a) hinter und
4.13(b) sowie 4.13(c) vor dem Bezugsfahrzeug
U¨ber die Auswertung der Geschwindigkeitsvektoren lassen sich neben der
La¨ngsausdehnung dx einer Lu¨cke zudem die Zeitlu¨cke t des nachfolgenden
Fahrzeuges zum Vorausfahrenden und die Ausdehnungsgeschwindigkeit v∆x,
d. h. das Wachstum der Lu¨cke berechnen:
dx(FF,V F ) = x(V F ) − x(FF ) (4.12a)
σ2dx(FF,V F ) = σ
2
x(V F )
+ σ2x(FF ) (4.12b)













· σ2vx(FF ) (4.13b)
v∆x(FF,V F ) = vx(V F ) − vx(FF ) (4.14a)
σ2v∆x(FF,V F ) = σ
2
vx(V F )
+ σ2vx(FF ) (4.14b)
Sind die Dimensionen eines erfassten Fahrzeuges bzw. Umfeldobjektes nicht
bekannt, so werden Standardwerte fu¨r einen PKW angenommen. Ko¨nnen
Lu¨cken durch das Fehlen entsprechender Umfeldobjekte und/oder Fahr-
streifen nicht gebildet werden, so werden abha¨ngige Eingangsmerkmale als
ungu¨ltig markiert.
4.6 Diskussion
Im vorliegenden Kapitel wird aus den Anforderungen an eine Fahrstreifen-
wechselvorhersage das Vorhersageziel und ein Architekturkonzept abgeleitet
sowie die gewa¨hlte Methode eines Bayes’schen Netzwerks besta¨tigt. Es erfolgt
eine Festlegung der Klassen- und Evidenzvariablen und eine ausfu¨hrliche
Erla¨uterung zur Ermittlung der Evidenz u¨ber die Wahrnehmungsplattform
des Temporary Autopilot.
Fu¨r die Bewertung der gewa¨hlten Methodik anhand realer Fahrdaten steht
die Ermittlung geeigneter Parameter fu¨r ein Bayes’sches Netzwerk aus. Dies
beinhaltet die Bestimmung einer Graphenstruktur, die Ermittlung von la-
tenten Variablen, die Festlegung geeigneter Zustandsra¨ume fu¨r die einzelnen
Variablen (mit Ausnahme der bereits spezifizierten Klassenvariable) und
die Bestimmung der bedingten U¨bergangswahrscheinlichkeiten zwischen den
Variablen. Die Ermittlung der Netzwerkparameter kann manuell, d. h. auf
Basis von Expertenwissen oder datengetrieben u¨ber maschinelle Lernver-





Kapitel 5 beschreibt die datengetriebene Bestimmung der Parameter eines
Bayes’schen Netzwerks zur Fahrstreifenwechselvorhersage mithilfe des maschi-













































































Abbildung 5.1: Schritte und Kapitelverweise fu¨r das Vorgehen zur Bestim-
mung eines Bayes’schen Netzwerks zur Fahrmano¨vervorhersage
In Abschnitt 5.1 wird die automatisiert retrospektive Erzeugung von Refe-
renzdatendaten auf Basis naturalistischer Fahrdaten einer Probandenstudie
vorgestellt. Ein Großteil der hierbei erzeugten Daten liegt in kontinuierlicher
Form vor, beschrieben durch eine Verteilung. Im Abschnitt 5.2 erfolgt daher
die informationstheoretische Bestimmung des diskreten Zustandsraumes
fu¨r die Evidenzvariablen. Die Auswahl relevanter Evidenzvariablen fu¨r eine
Fahrstreifenwechselvorsage erfolgt in Abschnitt 5.3. U¨ber Merkmalsauswahl-
verfahren werden verschiedene Teilmengen an Evidenzvariablen erzeugt und
jeweils in Form eines Naive Bayes’schen Netzwerks bewertet. Das hierbei
erzeugte Naive Bayes’sche Netzwerk dient im weiteren Verlauf als Aus-
gangspunkt einer Struktursuche. Mithilfe des HNB-Verfahrens werden in
Abschnitt 5.4 latente Variablen und deren Zustandsraum innerhalb der Netz-
werkstruktur identifiziert und ein Hierarchisches Naive Bayes’sches Netzwerk
gebildet. Die gefundene Netzwerkstruktur dient als Ausgangsbasis fu¨r ein
Dynamisches Bayes’sches Netzwerk, fu¨r das in Abschnitt 5.5 das temporale
Netzwerk mithilfe eines Genetischen Algorithmus identifiziert wird.
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5.1 Datenbasis
Das Thema des vorliegenden Abschnittes ist die Bereitstellung von Daten in
einer Datenbasis fu¨r die in Abschnitt 4.4 vorgeschlagenen Knoten zur Model-
lierung eines Bayes’schen Netzwerks. Als Datenbasis findet die Scha¨tzung des
Umfeldmodells u¨ber die Umfeldwahrnehmungsplattform Verwendung, vgl.
Abschnitt 4.3. Diese Scha¨tzung wird fu¨r jeden Zeitpunkt aus aufgezeichneten
Daten von Messfahrten ermittelt. Auf dieser Basis werden Referenzdaten
erzeugt, die fu¨r jedes Umfeldobjekt eine tatsa¨chliche zeitliche Vorhersage der
anstehenden Fahrstreifenwechselvorga¨nge erlauben. Die hierfu¨r notwendigen
Daten werden in Realfahrten aufgezeichnet und in einem nachgelagerten
Schritt retrospektiv referenziert. Die kleinste Einheit der Datenbasis wird als
Situationsmerkmal bzw. Variable bezeichnet, welche jeweils den Wert der in
Unterabschnitt 4.4.2 spezifizierten Evidenzvariablen und der in Tabelle 4.5
auf Seite 103 spezifizierten Klassenvariable Fahrstreifenwechsel entha¨lt. Die
geordnete Wertesammlung aller genannter Variablen zu einem Zeitschritt
wird als Instanz bzw. Tupel bezeichnet, diese beschreibt die zu extrahierende
Verkehrsszene.
5.1.1 Messdatenaufnahme
Die Versuchsstrecke umfasst circa 30 km auf der Bundesautobahn (BAB) 39
ab Anschlussstelle Weyhausen u¨ber das Kreuz Ko¨nigslutter bis zur An-
schlussstelle Rennau auf der BAB 2, vgl. Abbildung 5.2, mit zwei bzw. drei
Fahrstreifen. Zur Variation des Fahrerverhaltens im Ego-Fahrzeug und der
damit einhergehenden Beeinflussung des umgebenden Verkehrs, werden die
Messfahrten im Rahmen einer 20 Personen umfassenden Probandenstudie,
d. h. mit wechselnden Fahrern, im realen Verkehr aufgezeichnet. Um eine
repra¨sentative Auswahl der Probanden in Bezug auf alle Verkehrsteilnehmer
zu erzielen, orientiert sich die gewa¨hlte Stichprobe an einer Unfallstatistik,
welche die Verteilung der Nichtunfallverursacher an einem Unfall nach Alters-
gruppe und Geschlecht widerspiegelt. Die Bezugsstatistik, vgl. [Tenzer 2004],
ist in Tabelle 5.1 gegeben, die Stichprobe in Tabelle 5.2. Die Probanden
befuhren nach einer Einweisung die Versuchsstrecke jeweils zweimal in beide
Richtungen. Wa¨hrend der Fahrt wurden die CAN-Daten der Eingabeschicht,
vgl. Abbildung 4.2, sowie das Videobild der Frontkamera aufgezeichnet. Im
Anschluss wurde die Fahrerfahrung und der Fahrstil per Fragebogen erfragt.
Sondersituationen wie Baustellen, Stausituationen, Verpflechtungsbereiche
werden nicht betrachtet.
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bis 18 0 % 0 %
18 bis 25 11 % 8 %
25 bis 35 14 % 10 %
35 bis 45 15 % 10 %
45 bis 55 10 % 6 %
55 bis 65 7 % 3 %





bis 18 0 % 0 %
18 bis 25 5 % 10 %
25 bis 35 10 % 15 %
35 bis 45 25 % 15 %
45 bis 55 5 % 0 %
55 bis 65 10 % 5 %
u¨ber 65 0 % 0 %
122 5. Datengetriebene Ermittlung von Netzwerkparametern
5.1.2 Erzeugung von Referenzdaten
Als Ergebnis der Messdatenaufnahme stehen Daten aus 80 Messfahrten auf
der beschriebenen Strecke zur Verfu¨gung. In diesen Daten sollen die Fahr-
streifenwechsel aller auf der Fahrbahn beobachteten Objekte mindestens im
gewa¨hlten Zeitintervall, vgl. Tabelle 4.5 auf Seite 103, referenzierbar sein. Es
gilt bzgl. der Vorhersagezeit die in Unterabschnitt 4.1.1 festgelegte Referenz
fu¨r den Vorhersagezeitpunkt. Das heißt, zu jedem Objekt soll zu jedem
Zeitpunkt eine Aussage getroffen werden ko¨nnen, ob und in welche Rich-
tung innerhalb der na¨chsten zwei Sekunden ein Fahrstreifenwechsel erfolgt.
Aufgrund der hohen Datenmenge und der geforderten Vorhersageintervalle
wird eine automatisierte retrospektive Referenzdatenerzeugung realisiert, vgl.
[Grewe 2010; Montemayor Ayala 2011].
5.1.2.1 Retrospektive Referenzdatenerzeugung
Grundgedanke der retrospektiven Referenzdatenerzeugung ist die Annahme,
dass bei Vorliegen aller Messdaten einer Versuchsfahrt die durchgefu¨hrten
Fahrstreifenwechsel der beobachteten Fahrzeuge innerhalb des Beobachtungs-
zeitraumes bekannt sind, d. h. der genaue Zeitpunkt jedes beobachteten
Fahrstreifenwechsels fu¨r jeden davor liegenden Zeitschritt exakt bestimmt
werden kann. Um die bestehende Architektur der Umfeldwahrnehmungs-
plattform des TAP, vgl. Unterabschnitt 4.2.1, mit minimalen Anpassungen
beibehalten zu ko¨nnen, erfolgt die Umsetzung in einem Prozess mit einem
zweimaligen Durchlaufen aller Messdaten.
Wa¨hrend des ersten Durchlaufs erfolgt a) die Abfrage der Fahrbahnschnitt-
stelle und Aufzeichnung des gesamten wahrgenommenen Fahrbahnaufbaus in
einer Datenbank und b) die Aufzeichnung der Ausgabe des Moduls Objektfu-
sion. Es werden die IDs und Objektzusta¨nde aller beobachteten Objekte und
des Ego-Fahrzeuges in einer Datenbank aufgezeichnet. Als Schlu¨ssel dient
der jeweilige Zeitstempel.
Wa¨hrend des zweiten Durchlaufs stehen die Datenbanken mit den aufgezeich-
neten Objektzusta¨nden und dem gesamten Fahrbahnverlauf zur Verfu¨gung.
Zu jedem Ausgabezeitpunkt wird fu¨r jedes Objekt die Zeitdauer bis zu
einem mo¨glichen folgenden Fahrstreifenwechsel exakt ermittelt, indem die
Position des Objektes in der Objektdatenbank nachverfolgt und auf den
zuku¨nftigen Fahrbahnverlauf projiziert wird. Der zuku¨nftige Fahrbahnver-
lauf ist u¨ber die Fahrbahndatenbank abrufbar. Wird ein Fahrstreifenwechsel
festgestellt, so erfolgt eine Konsistenzpru¨fung, d. h. das betreffende Objekt
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muss komplett in den neuen Fahrstreifen gewechselt sein und dort eine
Mindestverweilzeit von 2 s aufweisen. Die Zeit bis zum Fahrstreifenwech-
sel sowie die Wechselrichtung werden dem betreffenden Ausgabe-Objekt in
Form der in Tabelle 4.5 gegebenen Zeitintervalle als zusa¨tzliches Attribut
Fahrstreifenwechsel hinzugefu¨gt.
Abbildung 5.3: Fahrszene mit Referenzdaten: Visualisierung der Zeiten bis
Fahrstreifenwechsel fu¨r Umfeldobjekte (blaues Fahrzeug im Vordergrund ist das
Ego-Fahrzeug)
Durch das beschriebene Verfahren kann fu¨r jedes Objekt, inklusive des
Ego-Fahrzeuges, zu jedem Messzeitpunkt des Datensatzes die Zeit bis zum
na¨chsten Fahrstreifenwechsel bestimmt werden, wenn: a) das Objekt im
verbliebenen Beobachtungszeitraum einen Fahrstreifenwechsel durchfu¨hrt
und b) der Fahrstreifenwechsel den oben genannten Kriterien entspricht.
Abbildung 5.3 zeigt die Visualisierung einer Fahrszene mit den zugeho¨rigen
Referenzdaten. Dargestellt ist die Wechselrichtung und die Zeitdauer bis
zum Beginn des na¨chsten Fahrstreifenwechsels des jeweiligen Objektes. Wie
in Abbildung 5.3 erkennbar, sind mit dem beschriebenen Verfahren fu¨r
124 5. Datengetriebene Ermittlung von Netzwerkparametern
den Referenzdatensatz Vorhersagezeiten darstellbar, welche die geforderte
Zeitspanne von 2 s deutlich u¨bertreffen.
5.1.3 Eigenschaften der Datenbasis
Wa¨hrend der Datenerhebung legte das Messfahrzeug, d. h. das Ego-Fahrzeug,
eine Strecke von 1 894,6 km zuru¨ck. Diese werden ausgewertet und in die
Datenbasis u¨berfu¨hrt. 82,6 % der Aufnahmen wurden bei Tageslicht und
17,4 % bei Nacht bzw. Da¨mmerung durchgefu¨hrt. Fu¨r das Ego-Fahrzeug
und jedes Objekt im Beobachtungshorizont wird ein Datentupel mit einer
Frequenz von 10 Hz extrahiert, welches die in Abschnitt 4.5 definierte Ver-
kehrsszene beschreibt. Der Beobachtungshorizont fu¨r die Szenenextraktion
wurde beschra¨nkt auf das Ego-Fahrzeug und Objekte mit einer Fahrstreifen-
zuordnung im Fahrstreifen des Ego-Fahrzeuges sowie dessen unmittelbare
Nachbarfahrstreifen. Der maximale longitudinale Abstand der Objekte zum
Ego-Fahrzeug wurde auf 100 m, der minimale auf -30 m festgelegt. Im Er-
gebnis stehen 1 446 034 Tupel an kontinuierlichen und teils bereits diskreten
Werten der Evidenzvariablen und Klassenvariable mit insgesamt 2 545 beob-
achteten Fahrstreifenwechselvorga¨ngen fu¨r die nachfolgende Datenanalyse
zur Verfu¨gung. Die Klasseninformation stellt das Merkmal Fahrstreifenwech-
sel. Dieses hat in 45 144 der Tupel die Auspra¨gung Fahrstreifenwechsel links
bzw. rechts nach den in Tabelle 4.5 definierten Zeitintervallen. In allen an-
deren Tupeln hat das Merkmal Fahrstreifenwechsel die Auspra¨gung kein
Fahrstreifenwechsel.
Tabelle 5.3: U¨bersicht u¨ber die Anzahl der Tupel, die Fahrstrecke sowie die
beobachteten Fahrstreifenwechsel je Datensatz. Bei einer Abtastfrequenz von
10Hz ist ein Fahrstreifenwechselvorgang in maximal 20 Tupel abgebildet.
Datensatz Tupel Strecke [m]
Fahrstreifenwechselvorga¨nge
alle Objekte Ego-Fahrzeug
links rechts links rechts
Gesamt 1446034 1894634 1115 1430 500 578
Lerndaten 757245 1005432 597 755 283 319
Testdaten 688789 889201 518 675 217 259
Die erzeugte Datenbasis wird verha¨ltnisgleich in einen Lern- und in einen
Testdatensatz aufgeteilt. Hierbei erfolgt die Auswahl zufa¨llig u¨ber die ein-
zelnen Fahrten der Probanden. Die Aufteilung der Datenbasis ermo¨glicht
eine Bewertung der erstellten Bayes’schen Netzwerke zur Fahrstreifenwech-
selvorhersage auf Basis unabha¨ngiger Validierungsdaten. Tabelle 5.3 gibt
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eine U¨bersicht u¨ber die Anzahl der Tupel, die La¨nge der Fahrstrecke sowie
die beobachteten Fahrstreifenwechsel je Datensatz. Die Anzahl der Fahrstrei-
fenwechsel fu¨r alle Objekte entha¨lt die separat aufgefu¨hrten Wechsel fu¨r das
Ego-Fahrzeug.
































Anzahl gu¨ltiger Werte im Datensatz
Abbildung 5.4: Anzahl der gu¨ltigen Messwerte je Situationsmerkmal bezogen
auf den Gesamtdatensatz
Ein aus einer Verkehrsszene extrahiertes vollsta¨ndiges Tupel bedingt die Ver-
fu¨gbarkeit aller der in Abbildung 4.12 auf Seite 115 dargestellten Fahrstreifen
und Umgebungsobjekte. Dies ist tatsa¨chlich nur in 2 834, d. h. 0,19 %, der
126 5. Datengetriebene Ermittlung von Netzwerkparametern
betrachteten Tupel der gesamten Datenbasis der Fall. So ist beispielsweise
auf einer Autobahn mit zwei Richtungsfahrstreifen im Normalfall entweder
ein linker oder ein rechter Nachbarfahrstreifen existent. Situationsmerkmale,
welche sich auf den nicht existenten Fahrstreifen beziehen, sind entsprechend
ungu¨ltig. Abbildung 5.4 gibt eine U¨bersicht u¨ber die Anzahl der gu¨ltigen Wer-
te pro Situationsmerkmal bezogen auf die gesamte Datenbasis. Die Gu¨ltigkeit
von Merkmalen eines Tupel muss bei der Fahrstreifenwechselvorhersage be-
ru¨cksichtigt werden. Auf diesen Aspekt wird in Unterabschnitt 5.2.4 genauer
eingegangen.
5.1.3.1 Balancierung des Lerndatensatzes
Fu¨r das Merkmal Fahrstreifenwechsel zeigt sich entsprechend den definierten
Zeitintervallen eine sehr starke U¨bergewichtung von Tupeln mit der Aus-
pra¨gung kein Wechsel (no lc). Lediglich 3,3 % (24 380 Tupel) der Daten
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Abbildung 5.5: Histogramm der Variable Fahrstreifenwechsel u¨ber den unba-
lancierten Lerndatensatz. Der weiß unterbrochen umrandete Bereich zeigt die
Ha¨ufigkeit von no lc im balancierten Datensatz.
Um die Gefahr einer U¨beranpassung infolge der U¨bergewichtung der Merk-
malsauspra¨gungen kein Wechsel fu¨r die nachfolgenden Verfahren des maschi-
nellen Lernens zu reduzieren, wird der Lerndatensatz im Verha¨ltnis eins zu
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drei balanciert. Das heißt, die Anzahl der im Datensatz enthaltenen Tupel,
in denen das Merkmal Fahrstreifenwechsel die Auspra¨gung kein Wechsel
entha¨lt, wird durch einen zufa¨lligen Ausschluss derselben soweit reduziert,
dass bezogen auf das Merkmal Fahrstreifenwechsel Tupel mit der Auspra¨gung
Fahrstreifenwechsel links bzw. rechts ein Drittel der Datenmenge stellen.
Abbildung 5.5 zeigt das Histogramm u¨ber das Merkmal Fahrstreifenwechsel
vor und nach der Balancierung des Datensatzes. Die Balancierung reduziert
den Lerndatensatz auf 73 140 Tupel und betrifft ebenso alle weiteren Ein-
gangsmerkmale wie beispielhaft das Histogramm des Merkmales Zeit bis zum
Queren der Markierung (ttlc), vgl. Unterabschnitt 4.5.1, das in Abbildung 5.6
dargestellt ist.
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Abbildung 5.6: Histogramme des Eingangsmerkmals Zeit bis zum Queren der
Markierung (ttlc) u¨ber den unbalancierten und balancierten Lerndatensatz
5.1.3.2 Statistische Abha¨ngigkeit der Zufallsvariablen
innerhalb der Datenbasis
Abbildung 5.7 stellt die statistische Abha¨ngigkeit der in der Datenbasis
balancierter Lerndatensatz zur Verfu¨gung stehenden Zufallsvariablen in
Form einer Transinformationsmatrix dar. Auffa¨llig ist die ha¨ufig auftre-
tende hohe Korrelation der Merkmalsvariablen (ID 1-30) untereinander im
Gegensatz zu den Transinformationswerten zwischen Merkmalsvariablen und
Klassenvariable (ID 31).







































































































































































































Die Variablen sind in Abschnitt 4.4 ab Seite 103 erla¨utert, eine U¨bersicht fin-
det sich in Abbildung 5.4 auf Seite 125. Auf Basis der Transinformationswerte
sind folgende Gruppierungen von Merkmalsvariablen erkennbar:
1. Merkmale zur lateralen Ablage im Fahrstreifen: ID 1-3.
2. Merkmale bezogen auf die in Abbildung 4.12 dargestellten Lu¨cken um
das Bezugsfahrzeug:
• hinten links ID 6,7,9,10,
• vorne links ID 9-13,
• hinten rechts ID 14-18,
• vorne rechts ID 17-21,
• vorne mittig ID 22-24,
• hinten mittig ID 25-27.
3. Merkmale mit Information bzgl. der U¨berfahrbarkeit der linken und
rechten Fahrstreifenmarkierung um das Bezugsfahrzeug: ID 28, 29. Die
genannten Merkmale weisen zudem eine nicht zu vernachla¨ssigende Ab-
ha¨ngigkeit zu den Merkmalen auf, welche sich auf die Lu¨cken des linken
und rechten Fahrstreifens beziehen.
Die gefundenen Abha¨ngigkeiten lassen sich daru¨ber erkla¨ren, dass insbeson-
dere fu¨r die Bestimmung der Merkmalswerte in den Gruppen 1 und 2 z. T.
a¨hnliche Basiswerte des Umfeldmodells zur Berechnung herangezogen werden,
vgl. Abschnitt 4.5. Die Transinformationswerte der Variablen mit der ID 5, 8,
16, d. h. jeweils der Distanz bis Fahrstreifenende mittig, links und rechts, sind
insbesondere fu¨r den linken und mittigen Fahrstreifen nahezu durchga¨ngig
bei null. Zum Aufnahmezeitpunkt der Datenbasis stand diese Information
nicht durchga¨ngig zur Verfu¨gung, so dass u¨ber diese Merkmale lediglich die
Existenz des betreffenden Fahrstreifens bina¨r codiert abgebildet ist.
5.1.3.3 Statistische Abha¨ngigkeit der Klassenvariable
u¨ber Zeitreihen
Der bisher betrachtete Lern- und Testdatensatz bezieht sich auf das Ego-
Fahrzeug und alle Objekte in dessen Beobachtungshorizont. Um eine konti-
nuierliche Zugeho¨rigkeit der Datentupel zu einem Objekt zu gewa¨hrleisten,
finden im Folgenden nur Tupel Verwendung, welche dem Ego-Fahrzeug zuzu-
ordnen sind. Fu¨r diesen Datensatz ist in Abbildung 5.8 die Transinformation
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I(X,LC) zwischen den Evidenzvariablen X(t = n) und der Klassenvariable






















































Abbildung 5.8: Transinformation I (logarithm. Skalierung) zwischen Klas-
senvariable LC(t = 0) und Evidenzvariablen X(t = n) sowie LC(t = n) mit
n = 0 . . .− 3,8 s. Der verwendete Datensatz beru¨cksichtigt nur das Ego-Fzg.
Die Abnahme der statistischen Abha¨ngigkeit zwischen der Klassenvaria-
ble zum Zeitpunkt t = 0 und den Variablen der lateralen Evidenz ttlc,
deviation und vlat u¨ber die Zeitscheiben t = 0 . . . − 2 s ist besonders aus-
gepra¨gt, wa¨hrend die auf die Fahrbahn bezogenen Evidenzvariablen wie
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z. B. noPassingLeft, noPassingRight oder lanes2MostRightLane nahezu
keine A¨nderung der Abha¨ngigkeit aufweisen. Fu¨r alle u¨brigen Evidenzvaria-
blen kann eine geringe, meist abnehmende A¨nderung der Transinformation
zur Klassenvariable u¨ber die betrachteten Zeitscheiben festgestellt werden.
Weiterhin abgebildet ist die Transinformation I(LC(t = n), LC(t = 0))
zwischen der Klassenvariable LC(t = 0) und LC(t = n). Der starke Abfall
bis t = −2 s und der danach nahezu gleichbleibende Verlauf ist in der De-
finition der Klassenvariable begru¨ndet, vgl. Unterabschnitt 4.4.1. Die fu¨r
I(LC(t = n), LC(t = 0)) ermittelten vergleichsweise hohen Werte beziehen
sich auf die wahren Werte von LC aus den Referenzdaten und sind ggf.
nicht vollsta¨ndig auf die durch einen Klassifikator pra¨dizierten Werte fu¨r LC
u¨bertragbar.
5.2 Diskretisierung
Wie in Unterabschnitt 4.2.2 und Abbildung 4.4 beschrieben mu¨ssen die kon-
tinuierlichen Situationsmerkmale fu¨r die Evidenzvariablen des Bayes’schen
Netzwerks diskretisiert werden. Dieser Abschnitt bescha¨ftigt sich mit der Be-
stimmung der notwendigen Diskretisierungsschwellen. Ausgehend von einer
Erla¨uterung der eingesetzten Diskretisierungsverfahren wird eine Zielstellung
formuliert und die entsprechende Vorgehensweise beschrieben. Im Anschluss
werden die bestimmten Diskretisierungsschwellen fu¨r alle Merkmale aufge-
fu¨hrt und das Ergebnis diskutiert, vgl. [Vogel 2014].
5.2.1 Verfahren zur Diskretisierung
Verfahren zur Abbildung kontinuierlicher Daten auf diskrete Teilmengen
lassen sich beispielsweise u¨ber die hierarchische Struktur fu¨r Diskretisie-
rungsmethoden nach [Liu u. a. 2002] kategorisieren. Diese strukturiert zu-
na¨chst nach der grundsa¨tzlichen Herangehensweise: dem Teilen oder dem
Zusammenfu¨gen von Mengen des Lerndatensatzes. Im ersteren Fall wird das
Gesamtintervall des Datensatzes in Teilintervalle heruntergebrochen, bis ein
Stop-Kriterium erfu¨llt ist. Im entgegengesetzten Fall wird die Gesamtmenge
der Daten bereits zu Beginn in kleinere Teilintervalle unterteilt und diese wer-
den im weiteren Verlauf zu geeigneten Teilintervallen zusammengefu¨gt. Das
zweite genannte Unterscheidungsmerkmal fu¨r Diskretisierungsverfahren ist
die Nutzung von Klasseninformation der Klassenvariable zur Bestimmung der
Intervallgrenzen. Es wird zwischen u¨berwachten Verfahren, d. h. Verfahren,
in denen Klasseninformation genutzt wird, und unu¨berwachten Verfahren
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ohne Nutzung von Klasseninformationen unterschieden. Schließlich gruppie-
ren [Liu u. a. 2002] Verfahren mit a¨hnlichen Maßen zur Bestimmung der
Intervallgrenzen, z. B. Abha¨ngigkeit, Entropie oder Binning.
Im Rahmen dieser Arbeit werden nachfolgend jeweils drei u¨berwachte
und unu¨berwachte Diskretisierungsverfahren auf ihre Eignung untersucht.













Abbildung 5.9: Einordnung der angewandten Diskretisierungsverfahren in
Anlehnung an die hierarchische Struktur fu¨r Diskretisierungsmethoden nach [Liu
u. a. 2002]. Die Verfahren sind in Unterabschnitt 5.2.1.2 und 5.2.1.1 erla¨utert.
Die nachfolgenden Abschnitte geben einen kurzen U¨berblick u¨ber die in dieser
Arbeit angewandten Vertreter der nicht u¨berwachten (unsupervised) und
u¨berwachten (supervised) Diskretisierungsmethoden. Im Anschluss werden
die jeweils mit beiden Methoden ermittelten Diskretisierungsintervalle fu¨r
beispielhaft ausgewa¨hlte Eingangsknoten gegenu¨bergestellt und diskutiert.
5.2.1.1 U¨berwachte Diskretisierungsalgorithmen
U¨berwachte Diskretisierungsalgorithmen nutzen zur Bestimmung der Diskre-
tisierungsintervalle die Beziehung zwischen der Konfiguration der Situations-
merkmale1 und der Klassenvariable Fahrstreifenwechsel mit ihren Auspra¨gun-
gen. Unter der Voraussetzung einer vollsta¨ndigen Ground-Truth Datenbasis
wird der Algorithmus, welcher die genaueste Abbildung der kontinuierlichen
Daten auf die diskretisierten Daten liefert, gleichzeitig der Algorithmus sein,
bei dem die gegenseitige Abha¨ngigkeit zwischen den Eingangsdaten und der
1 Das heißt, der Auspra¨gung der wahrgenommenen Verkehrsszene.
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Vorhersage der Fahrstreifenwechsel unter allen Abbildungen maximal ist.
Vertreter dieser Verfahren sind:
• MDLP (Minimum Description Length Principle): Ist ein Entropiemi-
nimierungsverfahren nach [Fayyad u. Irani 1993]. Es basiert auf der
rekursiven Teilung definierter Wertebereiche in je zwei Teilintervalle
auf Basis der minimalen Klassenentropie zwischen den Teilintervallen,
vgl. Unterabschnitt A.4.1.
• Gini: Ist ein Diskretisierungsverfahren nach [Zhang u. a. 2007] und
besitzt eine a¨hnliche Funktionsweise wie das MDLP-Verfahren. Statt
der Klassenentropie wird das Gini-Kriterium zur Bestimmung der
Intervallgrenzen eingesetzt,vgl. Unterabschnitt A.4.2.
• χ-Merge: Ist ein Verfahren nach [Kerber 1992], in dem jeder kontinu-
ierliche Wert des Datensatzes zuna¨chst als eigenes Intervall aufgefasst
wird. U¨ber den χ2-Test als Bewertungskriterium werden benachbarte
Intervalle zusammengefu¨gt bis das Abbruchkriterium erreicht ist,vgl.
Unterabschnitt A.4.3.
5.2.1.2 Unu¨berwachte Diskretisierungsalgorithmen
Nicht u¨berwachte Diskretisierungsalgorithmen zeichnen sich dadurch aus,
dass sie keine Klasseninformation zur Bestimmung der Intervalle nutzen.
Vorteile der Verfahren sind ihre vergleichsweise geringe Komplexita¨t und
damit verbunden ein geringer Speicher- und Rechenaufwand.
Einfache Verfahren sind die Diskretisierung nach gleicher Schrittweite,
d. h. a¨quidistante Diskretisierung A¨DD, oder die Diskretisierung nach glei-
cher Frequenz, d. h. ha¨ufigkeitsbasierte Diskretisierung HBD. Ein weiterer
Vertreter der nicht u¨berwachten Diskretisierungsalgorithmen ist der k-Means
Clusteralgorithmus.
• A¨DD: Bei der Diskretisierung nach gleicher Schrittweite werden die
Diskretisierungsintervalle zwischen den Maximum und Minimum einer
gegebenen Verteilung bei einer gegebenen Intervallanzahl in gleichem
numerischen Abstand gewa¨hlt, vgl. Unterabschnitt A.4.4. Fu¨r nicht an-
na¨hernd gleichverteilte Daten besteht die Gefahr, dass einige Intervalle
deutlich mehr Daten2 repra¨sentieren als andere.
• HBD: Die Diskretisierung nach gleicher Frequenz versucht die ge-
nannte Beschra¨nkung des A¨DD-Verfahrens aufzuheben, indem die
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Intervallgrenzen so gesetzt werden, dass die Datenmenge gleichma¨-
ßig auf die gegebenen Anzahl von Intervallen aufgeteilt wird, vgl.
Unterabschnitt A.4.5.
• k-Means, vgl. Unterabschnitt A.4.6: Ist ein nichtdeterministisches Dis-
kretisierungsverfahren das auf Ideen von [Steinhaus 1957] und [Lloyd
1982] zuru¨ck geht. Der Algorithmus basiert auf dem Finden von Clus-
tern. Dazu sucht er nach a¨hnlichen Datenpunkten und gruppiert diese
so zu Clustern, dass die Distanz zwischen den Punkten eines Clusters
minimal und die Distanz der Clustermitten zueinander maximal ist.
Die Cluster entsprechen hierbei den Diskretisierungsintervallen.
5.2.1.3 Diskussion
Abbildung 5.10 zeigt die Ergebnisse der vorgestellten Diskretisierungsmetho-
den am Beispiel des Merkmales vMax2vActRight, d. h. der Differenz zwischen
zula¨ssiger Geschwindigkeit und aktueller Geschwindigkeit auf dem Fahrstrei-
fen in Fahrtrichtung rechts vom Bezugsfahrzeug. Dargestellt sind jeweils
sechs Diskretisierungsintervalle.
Jedes der genannten Verfahren hat Vor- und Nachteile, welche entspre-
chend der Datenbeschaffenheit individuell beru¨cksichtigt bzw. vernachla¨s-
sigt werden ko¨nnen. Die Histogramme der Merkmale, d. h. der Evidenz-
variablen des Bayes’schen Netzwerks, unterscheiden sich z. T. stark, vgl.
Abbildung 5.6 und 5.10, so dass pauschal keine Pra¨ferenz fu¨r eines der
genannten Diskretisierungsverfahren gegeben werden kann. Vielmehr muss
fu¨r jedes Merkmal individuell das Verfahren ermittelt werden, welches den
Informationsverlust minimal ha¨lt. Weiterhin muss die im folgenden Ab-
schnitt formulierte Zielstellung bei der Auswahl des Diskretisierungsverfah-
rens Beru¨cksichtigung finden.
5.2.2 Vorbetrachtung und Ziel der Diskretisierung
In dieser Arbeit werden Bayes’sche Netzwerke mit diskreten Zufallsvariablen
zur Modellierung einer Fahrstreifenwechselvorhersage untersucht. Diese dis-
kreten Zufallsvariablen zeichnen sich durch eine endliche Stelligkeit, d. h. eine
endliche Anzahl von Werteintervallen3, aus.
2 Anzahl von Tupeln.
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Je mehr Werteintervalle jeweils die einzelnen Zufallsvariablen eines Netzes
charakterisieren, desto mehr Elemente enthalten die bedingten Wahrschein-
lichkeitstabellen4, vgl. Unterabschnitt 2.3.1, welche die bedingte Wahrschein-
lichkeitsverteilung der repra¨sentierten Zufallsvariable bei gegebenen Zufalls-
variablen an den Elternknoten angeben. Fu¨r ein effizientes und mo¨glichst
vollsta¨ndiges Erlernen der bedingten Verteilungen sowie eine effiziente In-
ferenz im Bayes’schen Netzwerk ist eine mo¨glichst geringe Stelligkeit der
Zufallsvariablen anzustreben.
Ein Großteil der Situationsmerkmale aus der Beschreibung der Verkehrsszene,
welche dem Bayes’schen Netzwerk u¨ber die Eingangsknoten aufgepra¨gt wer-
den, liegen als kontinuierliche unsicherheitsbehaftete Gro¨ßen5 in Form einer
Normalverteilung N(µ;σ2) mit Erwartungswert µ und Varianz σ2 vor, vgl.
Abschnitt 4.5. Diese Merkmale sollen so auf eine endliche Anzahl von Werte-
intervallen diskretisiert werden, dass sich jeweils eine diskrete Abbildung der
Verteilung N(µ;σ2) auf eben diese Werteintervalle ergibt. Abbildung 5.11
veranschaulicht diesen Vorgang unter Vorwegnahme der in Tabelle 5.6 ermit-
telten Diskretisierungsschwellen fu¨r das Merkmal expRateBackCenter.





























2) anhand der mithilfe des HBD-Verfahrens ermittelten Diskre-
tisierungsschwellen fu¨r das Merkmal expRateGapBackCenter
Der Informationsgehalt einer Zufallsvariable bzw. zweier Zufallsvariablen
zueinander la¨sst sich u¨ber die in Abschnitt A.1 gegebenen Gleichungen
4 Die Anzahl der Elemente n einer bedingten Wahrscheinlichkeitstabelle bestimmt sich
aus dem Produkt aus der Stelligkeit kEltern der m Elternknoten mit der Stelligkeit
kKind des Kindknotens: n = (kEltern0 · kEltern1 · ... · kElternm ) · kKind.
5 Infolge des vorausgegangenen Kalmanfilterprozesses.
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A.1 und A.2 beschreiben. Bei einer Diskretisierung besteht die Gefahr von
Informationsverlust infolge der Abbildung kontinuierlicher Werte auf dis-
krete Werteintervalle. U¨ber eine Grenzwertbetrachtung der Gleichung A.1
zur Entropie zeigt sich in Gleichung 5.1, dass im Extremfall eines ein-




H(x) = −1 · log2 = 0 (5.1)










































Abbildung 5.12: Verlauf der relativen Transinformation von Merkmal Ablage
zur Klassenvariable Fahrstreifenwechsel I(deviation/lane change)
H(lane change)
u¨ber alle in Un-
terabschnitt 5.2.1 vorgestellten Verfahren zwischen 3 und 100 Intervallen, mit
H(deviation) ≈ 0,631, vgl. [Vogel 2014]
Einen U¨berblick u¨ber den Verlauf des Informationsgehaltes in Abha¨ngigkeit
von der Anzahl an Diskretisierungsintervallen gibt Abbildung 5.12. Darge-
stellt ist der Verlauf der relativen Transinformation von Merkmal Ablage zur
Klassenvariable Fahrstreifenwechsel zwischen drei und hundert Intervallen
u¨ber alle in Unterabschnitt 5.2.1 vorgestellten Verfahren. Deutlich erkennbar
ist der starke Anstieg der Transinformation im Intervall [3; 10], wa¨hrend
diese im weiteren Verlauf u¨ber alle Verfahren schwa¨cher ansteigt und im
Fall einer gegen unendlich strebenden Anzahl von Intervallen ihr Maximum
findet. Das gezeigte Verhalten kann in a¨hnlicher Form ebenfalls bei allen
anderen Situationsmerkmalen beobachtet werden.
Ziel der Diskretisierung ist es fu¨r jedes Situationsmerkmal die Intervall-
grenzen so festzulegen, dass der Informationsgehalt weitgehend erhalten
und die Stelligkeit der Zufallsvariablen mo¨glichst gering bleibt. Aufgrund
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der oben genannten Erkenntnisse scheint dies im Bereich von minimal drei
und maximal zehn Intervallen gewa¨hrleistet zu sein. Die weitere Untersu-
chung zur Bestimmung geeigneter Intervallgrenzen beschra¨nkt sich daher
auf diesen Bereich.
5.2.3 Bewertung der Diskretisierungsintervalle
Das Kriterium zur Bewertung der fu¨r alle Merkmale und Verfahren be-
stimmten Intervallgrenzen stellt die Transinformation zwischen der diskreti-
sierten Evidenzvariablen und der Klassenvariable Fahrstreifenwechsel dar.
Da die u¨berwachten Verfahren bereits die Klasseninformation der Klassen-
variable zur Bestimmung der Intervallgrenzen nutzen, wird der in Unter-
abschnitt 5.1.3.1 genannte Trainingsdatensatz nochmals geteilt, in einen
Datensatz fu¨r die Bestimmung der Intervallgrenzen und einen fu¨r deren
Bewertung. Anschließend werden die folgenden drei Schritte ausgefu¨hrt:
• Fu¨r jedes kontinuierliche Situationsmerkmal wird u¨ber alle in Unterab-
schnitt 5.2.1 genannten Verfahren je ein Satz von zwei bis achtzehn
Diskretisierungsschwellen auf Basis des Trainingsdatensatzes bestimmt.
• Mit jedem merkmalsspezifischem Satz an Diskretisierungsschwellen
werden auf Basis des Testdatensatzes diskrete Daten der bisher konti-
nuierlichen Situationsmerkmale erzeugt.
• Schließlich kann die Transinformation zwischen jeder diskreten Evi-
denzvariablen und der Klassenvariable in Abha¨ngigkeit von der Inter-
vallanzahl bestimmt werden, vgl. Abbildung 5.13.
Abbildung 5.13 stellt die Transinformation der Variablen TimeGapFront-
Center und lane change unter Verwendung von zwei bis achtzehn Diskre-
tisierungsschwellen u¨ber alle Diskretisierungsverfahren dar. Es zeigt sich,
dass fu¨r die u¨berwachten Verfahren erwartungsgema¨ß eine Zunahme der
Intervallanzahl in einer monotonen Zunahme der Transinformation zwischen
Eingangs- und Klassenvariablen resultiert. Dies ist bei den unu¨berwachten
Verfahren nicht der Fall. Auffallend ist, dass die u¨berwachten Verfahren in
einigen Intervallen, z. B. [7:11] einen geringen Anstieg der Transinformation
aufweisen. Diese Eigenschaft ist abha¨ngig von der Verteilung der Eingangsda-
ten und von der Wahl des verfahrensspezifischen Abbruchkriteriums. Dieses
Verhalten la¨sst sich in a¨hnlicher Form auch bei anderen Evidenzvariablen
als der hier diskutierten TimeGapFrontCenter beobachten. Grund hierfu¨r
ist, dass die jeweils na¨chsten ermittelten Diskretisierungsschwellen teilweise
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in sehr geringem Abstand zu bereits bestehenden Schwellen gesetzt wer-
den. Tabelle 5.4 zeigt diesen Sachverhalt fu¨r die betrachtete Variable bei 12
und 19 u¨ber das χ-Merge Verfahren ermittelten Intervallgrenzen. Grenzen
mit geringem Abstand zu einer benachbarten Grenze sind grau hinterlegt
dargestellt.























Abbildung 5.13: Verlauf der relativen Transinformation
von Variable TimeGapFrontCenter X zu lane change Y ,
mit H(Y ) = 3,08031 · 10−2





















grenzen 12 und 19
Eine Lo¨sung besteht in einem nachgelagerten iterativen Prozess, bei dem die
Intervallgrenzen auf Basis des Zugewinns an Transinformation ausgewa¨hlt
werden:
• Aus der Menge der bestimmten Intervallgrenzen wird zuna¨chst die
Grenze ausgewa¨hlt, auf deren Basis die ho¨chste Transinformation erzielt
wird. Diese Diskretisierungsschwelle bildet das erste Element in einem
sortierten Satz an Diskretisierungsschwellen.
• Dieser Prozess wird iterativ wiederholt, indem der sortierte Satz
an Intervallgrenzen um genau die Diskretisierungsschwelle erweitert
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wird, mit der der erweiterte sortierte Satz die ho¨chste Transinfor-
mation zwischen Eingangs- und Klassenvariable erzielt. Der Prozess
wird abgebrochen, wenn neun Intervallgrenzen ausgewa¨hlt und da-
mit die nach Unterabschnitt 5.2.2 empfohlenen maximal 10 Intervalle
bestimmt sind.
Tabelle 5.5 zeigt die Auswahl der ersten 9 Intervallgrenzen fu¨r das Verfah-
ren χ-Merge beginnend mit der ersten Schwelle 2,4398 und die zugeho¨rige
Entwicklung der relativen Transinformation unter Hinzunahme weiterer Dis-
kretisierungsschwellen Das heißt, I(X,Y )H(Y ) = 0,2945 basiert auf 3 Intervallen,
definiert durch die Diskretisierungsschwellen bei 2,4398 und 4,7121. Das
vorgeschlagene Verfahren garantiert keine monotone Abnahme des Infor-
mationszugewinns pro zusa¨tzlicher Diskretisierungsschwelle, fu¨hrt jedoch
zu einem steileren Anstieg der Transinformation bei zunehmender Inter-
vallanzahl fu¨r die u¨berwachten Verfahren, vgl. Abbildung 5.14 gegenu¨ber
Abbildung 5.13.























Abbildung 5.14: Verlauf der relativen Transinfor-
mation von Variable TimeGapFrontCenter X zu la-
ne change Y nach der Evaluierung, mit H(Y ) =
3,08031 · 10−2


















, mit ∆I (X,Y ) = In+1 (X,Y )− In (X,Y ) (5.2)
Gleichung 5.2 definiert den Transinformationsgewinn ∆GI pro zusa¨tzlicher
Diskretisierungsschwelle, n bezeichnet die Anzahl an gewa¨hlten Schwellen.
U¨ber den Transinformationsgewinn la¨sst sich fu¨r die u¨berwachten Verfahren
anhand eines Schwellwertes eine automatisierte Auswahl der Intervallan-
zahl realisieren: Unterschreitet der durch die Hinzunahme einer weiteren
Diskretisierungsschwelle erzielte Transinformationsgewinn den definierten
Schwellwert, werden die bisher ausgewa¨hlten Diskretisierungsschwellen un-
ter Ausschluss der letztgewa¨hlten Schwelle als geeignet betrachtet. Unter
Beachtung der nicht monotonen Abnahme des Transinformationsgewinns
wird zur Vermeidung lokaler Minima bei Unterschreitung des Schwellwertes
eine weitere Diskretisierungsschwelle gepru¨ft. Der Schwellwert wurde auf
0,05 festgelegt. Fu¨r die unu¨berwachten Verfahren erfolgt die Auswahl der
Intervallanzahl u¨ber das Maximum der relativen Transinformation.
Abbildung 5.14 zeigt die durch Marker gekennzeichnete Auswahl an Inter-
vallgrenzen fu¨r das jeweilige Diskretisierungsverfahren.
5.2.4 Diskussion der Diskretisierungsergebnisse
Der vorgestellte informationstheoretische Ansatz zur Bestimmung der Dis-
kretisierungsschwellen zeigt die Lo¨sung des Zielkonfliktes zwischen einer
mo¨glichst geringen Intervallanzahl pro Situationsmerkmal bei geringst mo¨g-
lichem Informationsverlust infolge der Diskretisierung auf.
Die Ergebnisse des beschriebenen Vorgehens fu¨r die Bestimmung geeigne-
ter Diskretisierungsintervalle werden beispielhaft anhand der Situations-
merkmale expRateGapBackCenter und ttlc in Abbildung 5.15 dargestellt.
In Abbildung 5.15(a) ist zu erkennen, dass das nicht u¨berwachte HBD-
Verfahren die ho¨chste relative Transinformation u¨ber alle Verfahren bei
einer Diskretisierung des Merkmalwertebereichs in zehn Intervallen aufweist.
Demgegenu¨ber wird fu¨r das Merkmal ttlc die Diskretisierung nach dem u¨ber-
wachten Gini-Verfahren bei bereits vier Intervallen gewa¨hlt, vgl. Abbildung
5.15(b). Grundsa¨tzlich ist festzustellen, dass es fu¨r den hier verwendeten
Datensatz nicht das eine richtige Verfahren oder die eine passende Inter-
vallanzahl gibt, welche allgemeingu¨ltig fu¨r alle in dieser Arbeit verwendeten
Situationsmerkmale vorteilhaft sind. Es ist fu¨r jedes Merkmal entsprechend
der Eigenschaften der Datenbasis u¨ber alle Verfahren und jede Anzahl an In-
tervallen das jeweils geeignete Verfahren mit einer geeigneten Intervallanzahl
zu bestimmen.
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Entsprechend werden in dieser Arbeit die Schwellen zur Diskretisierung der
kontinuierlichen Situationsmerkmale wie in Tabelle 5.6 aufgelistet festgelegt.
Die im Ergebnis der Voruntersuchung in Unterabschnitt 5.2.2 bestimmte
Maximalanzahl von zehn Intervallen wird nur fu¨r ein Merkmal beno¨tigt.
Alle weiteren Situationsmerkmale lassen sich mit z. T. deutlich weniger
Intervallen abbilden.
Wie in Unterabschnitt 5.1.3 diskutiert, sollten fehlende Messwerte,
d. h. Tupel mit ungu¨ltigen, weil nicht gemessenen Merkmalen, behandelt
werden. Dieser Umstand kann durch Marginalisierung des entsprechenden
Merkmalswertes, d. h. Annahme einer Gleichverteilung, oder durch Einfu¨h-
rung eines zusa¨tzlichen
”
ungu¨ltig“-Zustandes gelo¨st werden. Im Rahmen
des Diskretisierungsprozesses in dieser Arbeit wird auf die letztgenannte
Methode zuru¨ckgegriffen, da u¨ber eine Marginalisierung des Merkmalswertes
die Information verloren geht, ob das Merkmal nicht gemessen wurde oder
ob es wa¨hrend der Messung mit einer hohen Unsicherheit behaftet war. Es
werden alle Merkmale, welche einen ungu¨ltigen, weil nicht messbaren Zustand
einnehmen ko¨nnen, um ein zusa¨tzliches Intervall erweitert. Entsprechende
Merkmale sind Abbildung 5.4 auf Seite 125 zu entnehmen. Sie sind dadurch
gekennzeichnet, dass sie bzgl. ihrer Anzahl an gu¨ltigen Werten nicht die
mo¨gliche Maximalanzahl aufweisen.
5.3 Reduktion des Merkmalsraumes
Es soll ein Bayes’sches Netzwerk bestimmt werden, welches geeignet ist die
Datenbasis bestmo¨glich zu erkla¨ren, um damit ein bestmo¨gliches Vorhersa-
geergebnis fu¨r die Klassenvariable Fahrstreifenwechsel zu erzielen. U¨ber das
in Kapitel 3 erarbeitete Doma¨nenwissen und die Darstellbarkeit mo¨glicher
Zusammenha¨nge in Form von Variablen u¨ber die Umfeldwahrnehmungs-
plattform ist entsprechend Abschnitt 4.4 eine Menge von 30 spezifischen
Variablen verfu¨gbar. Das heißt aus dem Raum aller mo¨glichen Merkma-
le X zur Vorhersage eines Fahrstreifenwechsels steht eine Teilmenge X′
zur Verfu¨gung.
Ein lokaler Ansatz um Kausalita¨ten zu entdecken basiert auf der Bestimmung
der Markov-Decke fu¨r eine Zufallsvariable, d. h. der Menge an Variablen
welche die betreffende Variable unabha¨ngig gegenu¨ber dem u¨brigen Graphen
macht. Dies sind die Eltern- und Kindervariablen der Klassenvariable sowie
die weiteren Elternvariablen der Kinder, vgl. [Pearl 1988]. Die Variablen
der Markov-Decke tragen die vollsta¨ndige Information zur Bestimmung der
Klassenvariable Fahrstreifenwechsel. Alle anderen Variablen sind mindestens







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































5.3. Reduktion des Merkmalsraumes 145
bedingt unabha¨ngig. Ist die Markov-Decke fu¨r die Klassenvariable vollsta¨ndig
bestimmt, so la¨sst sich aus der Menge der zur Markov-Decke geho¨renden
Zufallsvariablen die Klassenvariable vorhersagen.
Da der Raum X zur vollsta¨ndigen Bestimmung der Markov-Decke unbe-
kannt ist, muss mit fehlenden Variablen gerechnet werden. Dies betrifft
Variablen, welche zusa¨tzlich beobachtet werden mu¨ssten um das Vorher-
sageergebnis zu verbessern, sowie nicht beobachtbare Variablen, u¨ber die
sich eine potentielle Abha¨ngigkeit zwischen den in X′ enthaltenen Variablen
beschreiben la¨sst. Wa¨hrend die erstgenannte Gruppierung von Variablen
nur u¨ber eine Anpassung der Datenbasis gewonnen werden kann, ist die
letztgenannte Gruppierung u¨ber maschinelle Lernverfahren zu bestimmen,
vgl. Abschnitt 2.3.3.3.
Die Bestimmung der Markov-Decke erfolgt u¨ber Merkmalsauswahlverfahren.
Auch wenn diese zuna¨chst nur unvollsta¨ndig bestimmt werden kann, soll das
Konzept im weiteren Verlauf angewendet werden.
Die gegebene Merkmalsmenge kann irrelevante und redundante Merkma-
le enthalten. Dies birgt die Gefahr von erho¨htem Berechnungsaufwand,
mo¨glicher U¨beranpassung und steht der Erstellung eines mo¨glichst kom-
pakten Vorhersagemodells entgegen. Die gezielte Dimensionalita¨tsreduktion
der Zufallsvariable ist daher essentiell fu¨r das weitere Vorgehen. Merkmals-
auswahlverfahren helfen die oben genannten Gefahren durch eine gezielte
Auswahl relevanter und den Ausschluss redundanter Merkmale zu reduzieren.
Im folgenden Abschnitt findet eine knappe Beschreibung und Einordnung
der in dieser Arbeit angewandten Verfahren zur Merkmalsauswahl statt.
5.3.1 Angewandte Verfahren zur Merkmalsauswahl
Zur Merkmalsauswahl existieren sowohl u¨berwachte als auch unu¨berwachte
Verfahren. Erstere nutzen die Korrelation zwischen den Auspra¨gungen der
Merkmale und den Referenzwerten der Klassenvariable. Letztere hingegen
nutzen die Datenvarianz und Separierbarkeit. Es gibt univariate Verfahren,
welche jeweils die Merkmale einer Merkmalsmenge unabha¨ngig von einander
untersuchen und multivariate Verfahren die die Gesamtheit der Merkmals-
menge untersuchen. Die Ergebnisse ko¨nnen als Merkmalsset und / oder als
Gewichtung der Merkmale nach ihrer Relevanz und Redundanz vorliegen.
Grundsa¨tzlich lassen sich Merkmalsauswahlverfahren nach ihrer Arbeitsweise
charakterisieren in:
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• Filter-Methoden: Die Auswahl von Merkmalen erfolgt durch eine Analy-
se des Merkmalsraumes. Beispielsweise erzeugt die Anwendung statisti-
scher Maße auf jedes Merkmal fu¨r dieses eine individuelle Wertung. An-
hand der Wertung ergibt sich eine Rangfolge auf deren Basis die Merk-
malsauswahl erfolgt. Die Auswahl der Merkmalsmenge erfolgt daher
ohne Kenntnisse u¨ber die ggf. spa¨ter verwendete Vorhersagemethode.
• Wrapper-Methoden: Variationen eines definierten Vorhersagemodells
werden auf Basis verschiedener Merkmalskombinationen erstellt, ange-
lernt und evaluiert. Die beste Merkmalskombination wird anschließend
u¨ber einen Vergleich der Modellvorhersagegu¨te, d. h. der Evaluations-
ergebnisse, ermittelt. Die Variation des Modells u¨ber das Durchsuchen
der Potenzmenge einer Merkmalsmenge wird im Folgenden Wrapper-
Methode mit Brute-Force genannt. Hierbei ist es mo¨glich genau die
Teilmenge an Merkmalen zu bestimmen, welche optimal bzgl. der
Klassifikationsgu¨te ist. Die Variation des Vorhersagemodells mithilfe
einer gerichteten Suche u¨ber die Menge der Merkmale wird im Folgen-
den Wrapper-Methode mit gerichteter Suche genannt. Das Finden der
optimalen Merkmalsmenge kann hierbei nicht garantiert werden.
Vertiefende Literatur zu Verfahren und Anwendung der Merkmalsauswahl
findet sich in [Guyon u. Elisseeff 2003; Liu u. Motoda 2007]; [Stanczyk u.
Jain 2015].
In der vorliegenden Arbeit finden die in [Zhao u. a. 2015] vorgestellten Ver-
fahren Anwendung. Zusa¨tzlich wird eine eigene Wrapper-Methode basierend
auf dem Naive-Bayes-Klassifikator implementiert. Im Folgenden werden die
angewendeten Verfahren erla¨utert:
(1) U¨berwachte univariate Filter mit Ausgabe einer gewichteten
Merkmalsliste:
• Fisher Score: Ist ein Filterverfahren, welches fu¨r jedes Merkmal
einen Fisher-Score bestimmt, d. h. unter Nutzung diskriminierender
Methoden und generativer statistischer Modelle die relevanten
Merkmale bestimmt, vgl. [Duda u. a. 2007];
• Relief-F: Ist eine Erweiterung des Relief-Verfahrens von [Kira
u. Rendell 1992] um Mehrklassenfa¨higkeit und den Umgang mit
verrauschten und unvollsta¨ndigen Daten. Relief ist ein statistisches
Filterverfahren zur Merkmalsauswahl. Es wa¨hlt zufa¨llige Instan-
zen des Datensatzes aus und versucht ihre na¨chsten Nachbarn zu
finden. Es a¨ndert die Gewichte der Merkmalsrelevanz so ab, dass
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das Merkmal, welches die meisten Merkmale aus anderen Klas-
sen als na¨chsten Nachbar hat, die ho¨chste Gewichtung erzielt, vgl.
[Kononenko 1994; Liu u. Motoda 2007];
• T-Test: Ist ein Test auf eine statistische Hypothese, basierend
auf der Student-Verteilung. Die t-Statistik hat ihren Ursprung bei
William Sealy Gosset [Student 1908; Fisher 1925];
• χ2: Ist ein Verfahren basierend auf der χ2-Verteilung, vgl. [Liu u.
Setiono 1995];
• Kruskal-Wallis: Das Verfahren gibt eine Liste mit auszuschließen-
den Merkmalen aus. Es testet auf Widerlegung der Nullhypothese
bzgl. eines Zusammenhangs zwischen Merkmal und Klassenvariable.
Ist die Nullhypothese widerlegt, kann das Merkmal aus der Merk-
malsmenge ausgeschlossen werden, vgl. [Kruskal u. Wallis 1952;
Wei 1981];
• Gini Index: Das Verfahren basiert auf dem Gini Index, einem
statistischen Maß der Streuung, vgl. [Gini 1912];
• Information Gain: Die Merkmalsauswahl erfolgt auf Basis der
Entropie. Das Verfahren berechnet die statistische Abha¨ngigkeit
einer Teilmenge von Merkmalen bzgl. einer bestimmten Klasse, vgl.
[Cover u. Thomas 1991] und Abschnitt A.1;
(2) U¨berwachte multivariate Filter mit Ausgabe einer gewichteten
Merkmalsliste:
• mRMR (minimum redundancy maximum relevance selection): Ver-
fahren auf Basis der Transinformation zur Auswahl von Merkma-
len mit maximaler Relevanz bzgl. der Klassenvariable und mini-
maler Redundanz bzgl. der Menge der Situationsmerkmale, vgl.
[Peng u. a. 2005];
(3) U¨berwachte multivariate Filter mit Ausgabe eines Merkmalssets:
• FCBF (fast correlation based filter): Ein korrelationsbasierter Fil-
teralgorithmus fu¨r hochdimensionale Daten, vgl. [Yu u. Liu 2003].
Der Filter ist geeignet, redundante und irrelevante Merkmale zu
entfernen. Mit zunehmender gegenseitiger Abha¨ngigkeit der Merk-
male steigt die Gefahr, dass zu viele Merkmale aussortiert werden,
vgl. [Senliol u. a. 2008];
• CFS (correlation-based feature selection): Ist ein korrelationsbasier-
tes Merkmalsauswahlverfahren. Merkmale, welche mit einer Klasse
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in Beziehung stehen oder diese vorhersagen, werden als relevant
eingestuft, alle anderen als irrelevant, vgl. [Hall u. Smith 1999];
(4) U¨berwachte Embedded-Methode mit Ausgabe eines Merkmalssets:
• BlogReg (Bayesian logistic regression): Univariates Bayes’sches
logistisches Regressionsverfahren, vgl. [Shevade u. Keerthi 2003;
Cawley u. Talbot 2006];
• SBMLR (sparse multinomial logistic regression via Bayesian L1
regularisation): Multivariate Methode zur Erkennung von Mehr-
klassenmustern, vgl. [Cawley u. a. 2007];
(5) Unu¨berwachte univariate Filter mit Ausgabe einer gewichteten
Merkmalsliste:
• SPEC (spectral feature selection): Ist ein auf der spektralen Gra-
phentheorie basierendes Geru¨st nach [Zheng u. Liu 2007], mit dem
sich bestimmte u¨berwachte und nicht u¨berwachte Methoden zur
Merkmalsauswahl als Spezialfall herleiten lassen. Hier findet das
Filterverfahren Laplacian Score Anwendung, vgl. [He u. a. 2005].
(6) U¨berwachte Wrappermethode mit Ausgabe einer gewichteten
Merkmalsliste:
• Wrapper-Methode mit Brute-Force: In dieser Methode wird
fu¨r alle mo¨glichen Merkmalskombinationen, d. h. der Potenzmen-
ge der Merkmale, ein Naive-Bayes-Klassifikator gebildet, dessen
Parameter mit einem Lerndatensatz angelernt und mit einem Test-
datensatz bewertet werden. Somit kann aus der Menge aller Kombi-
nationen die Merkmalskombination mit dem besten Klassifikations-
ergebnis gewa¨hlt werden. Der Pseudocode findet sich in Listing A.2.
• Wrapper-Methode mit gerichteter Suche: Im Gegensatz
zum Brute-Force-Ansatz werden die Merkmalmengen beginnend
mit einem Merkmal schrittweise aufgebaut. Zu Beginn ist die An-
zahl der Merkmalssets gleich der Anzahl der Merkmale. Fu¨r jedes
Merkmalsset wird ein Naive-Bayes-Klassifikator gebildet und ana-
log zum Brute-Force-Ansatz angelernt und getestet. Auf Basis des
Merkmalssets mit dem besten Klassifikationsergebnis werden jeweils
durch Hinzufu¨gen eines weiteren bisher nicht verwendeten Merk-
mals neue Sets gebildet und daru¨ber ein Naive-Bayes-Klassifikator
angelernt und bewertet. Dieser Vorgang wird wiederholt, bis alle
Merkmale Verwendung finden. Die Anzahl mo¨glicher Sets reduziert
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sich daher mit jedem Iterationsschritt um eins, wobei sich gleich-
zeitig die Anzahl der Merkmale im Set um eins erho¨ht. Final wird
das Merkmalsset mit dem besten Klassifikationsergebnis gewa¨hlt.
Die Methode wird in zwei Auspra¨gungen implementiert:
(a) Wrapper (hart): Mit der Anwendung von harter Evidenz
bei der Bestimmung der U¨bergangswahrscheinlichkeiten und
Durchfu¨hrung der Inferenz. Der zugeho¨rige Pseudocode findet
sich in Listing A.3.
(b) Wrapper (weich): Mit der Anwendung von weicher Evidenz.
Die Bestimmung der U¨bergangswahrscheinlichkeiten erfolgt
nach [Xiao u. a. 2009], die Bestimmung der Inferenz erfolgt wie
in Unterabschnitt 2.3.2.1 beschrieben.
Dieses Verfahren garantiert nicht das Finden des besten Merkmals-
sets, oft wird nur ein lokales Maximum bzgl. der Klassifikationsgu¨te
gefunden.
Es ist davon auszugehen, dass eine Anwendung der Brute-Force-Methode die
Menge an Evidenzvariablen findet, mit der ein darauf aufbauendes Naives
Bayes’sches Netzwerk die ho¨chste Klassifikationsgu¨te erzielt. Entsprechend
wa¨re eine Anwendung der weiteren hier aufgefu¨hrten Verfahren obsolet. Al-
lerdings erfordert das Verfahren einen sehr hohen Rechenaufwand. Fu¨r die
Anwendung der Wrapper-Methoden ist in Abschnitt A.6 eine Abscha¨tzung
der Laufzeitkomplexita¨t gegeben. Bei einer gegebenen Menge von 30 Evi-
denzvariablen existieren rund 4∗ 1021 mo¨gliche Teilmengen, welche durch die
Brute-Force Methode zu bewerten wa¨ren. Es wird daher von einem Einsatz
der Wrapper-Methode mit Brute-Force Abstand genommen.
Die in [Zhao u. a. 2015] durchgefu¨hrte Bewertung anhand verschiedener
Testdatensa¨tze und Klassifikatoren schließt grundsa¨tzlich keines der weiter
genannten Merkmalsauswahlverfahren fu¨r eine Anwendung auf die hier gege-
bene Problemstellung aus. Im folgenden Unterabschnitt 5.3.2 kommen daher
alle in [Zhao u. a. 2015] aufgefu¨hrten Verfahren und die eigene Implemen-
tierung der Wrapper-Methode Wrapper (hart) und Wrapper (soft)
mit gerichteter Suche zur Anwendung. Bis auf das letztgenannte Verfahren
arbeiten alle Methoden mit harter Evidenz. Diese wird aus dem zugrunde
liegenden Datensatz mit weicher Evidenz ermittelt.
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5.3.2 Vorgehen zur Merkmalsauswahl
Die genannten Verfahren zur Merkmalsauswahl werden auf den balancierten
Lerndatensatz angewandt, vgl. Unterabschnitt 5.1.3.1. Unter Anwendung
der in Abschnitt 5.2 bestimmten Diskretisierungsschwellen liegen die Daten
im Datensatz fu¨r alle Merkmale in diskreter Form vor. Die Auswahl der
Evidenzvariablen erfolgt in zwei Schritten:
1.) Anwendung der im vorhergehenden Abschnitt 5.3.1 aufgefu¨hrten Verfah-
ren zur Bestimmung von Merkmalssets.
2.) Bestimmung der Klassifikationsgu¨te fu¨r jedes Merkmalsset auf Basis
eines Naive Bayes-Klassifikators.
Zu Schritt 1:
Die Ergebnisse der angewandten Verfahren zur Merkmalsauswahl sind in
Tabelle 5.7 entsprechend ihrer Gewichtung oder als ungewichtetes Merkmals-
set aufgelistet. Die Verfahren BlogReg, CFS, FCBF, mRMR, und SBMLR
geben eine Empfehlung u¨ber die zu verwendenden Variablen und schließen
ungeeignete Variablen aus der Merkmalsmenge aus. Die ausgeschlossenen
Variablen sind in Tabelle 5.7 durchgestrichen und in grauer Textfarbe dar-
gestellt. Die Verfahren CFS und FCBF geben keine Gewichtung und somit
keine Rangfolge fu¨r die gewa¨hlten Merkmale vor. Kruskal-Wallis schließt
eine Teilmenge aus der Gesamtmenge aller Merkmale aus. Die verbleibenden
grau gekennzeichneten Merkmale sind ungewichtet und ko¨nnen einen Zu-
sammenhang zur Klassenvariable haben, mu¨ssen aber nicht. Die Anwendung
der Verfahren Relief-F und SPEC auf den genannten Datensatz fu¨hrt zum
speicherbedingten Abbruch der Verfahren, es kommt daher ein auf ein Viertel
der urspru¨nglichen Gro¨ße reduzierter Datensatz zur Anwendung.
Die in Tabelle 5.7 dargestellten Ergebnisse sind teilweise stark diversita¨r und
erlauben nicht die gewu¨nschte Festlegung auf ein kompaktes Merkmalsset.
Diese erfolgt u¨ber eine Bewertung der Klassifikationsgu¨te fu¨r jedes Set an
Evidenzvariablen im folgenden Schritt.
Zu Schritt 2:
Die Ergebnisbewertung der Merkmalsauswahlverfahren erfolgt u¨ber einen
Leistungsvergleich. Ziel ist die Ermittlung des Merkmalssets mit der voraus-
sichtlich ho¨chsten Vorhersagegenauigkeit. Hierfu¨r wird mit dem jeweilige Set
von Merkmalen ein Vorhersagemodell angelernt und dessen Vorhersagegu¨te
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bewertet. Die Vorgehensweise ist an das in [Zhao u. a. 2015] geschilderte Ver-
fahren angelehnt, jedoch zweckma¨ßig auf den Einsatz eines Naive Bayes’schen


















Abbildung 5.16: Ablauf zur Bestimmung der Klassifikationsgu¨te fu¨r jede Men-
ge an Evidenzvariablen
Die Ergebnisse der Methoden Wrapper (hart) und Wrapper (soft),
angewendet auf das gesamte Merkmalsset, entsprechen bereits dem geschil-
derten Verfahren und ko¨nnen daher direkt in die Auswertung u¨bernommen
werden. Da das Verfahren Kruskal-Wallis nur Merkmale ausgeschlossen
hat, wird auf die dabei verbliebene Menge an Merkmalen das in Wrap-
per (hart) implementierte Verfahren angewendet. Auch hier ko¨nnen die
Ergebnisse direkt in die Auswertung u¨bernommen werden.
Die Vorgehensweise fu¨r alle weiteren Verfahren ist in Abbildung 5.16 darge-
stellt und gliedert sich in folgende Schritte:
(1) Fu¨r jedes Verfahren wird das entsprechende Merkmalsset aus Tabelle 5.7
ausgelesen.
(2) Aus dem verfahrensspezifischen Merkmalsset werden Subsets erzeugt,
wenn das Merkmalsauswahlverfahren eine gewichtete Rangfolge von
Merkmalen liefert. Es gilt folgendes Vorgehen: Aus der Rangfolge von
n Merkmalen werden n Merkmalssets gebildet, beginnend mit dem Set
bestehend aus dem rangho¨chsten Merkmal. Jedes weitere Set ergibt sich
aus dem Vorga¨ngerset erweitert um das na¨chst rangniedere Merkmal.
Das n-te Set umfasst folglich n Merkmale. Fu¨r Verfahren ohne gewichtete
Merkmalsliste wird nur das gegebene Set beru¨cksichtigt.
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(3) Fu¨r jede Teilmenge an Merkmalen werden je zehn Lern- und Testda-
tensa¨tze extrahiert. Die Lerndatensa¨tze werden entsprechend Unterab-
schnitt 5.1.3.1 balanciert, die Testdatensa¨tze bleiben unvera¨ndert.
(4) Fu¨r jeden Lerndatensatz wird ein von der aktuellen Teilmenge abgelei-
tetes Naive Bayes’sches Netzwerk als Vorhersagemodell angelernt und
ein Klassifikationsergebnis u¨ber das in folgendem Abschnitt gegebene
Bewertungsschema ermittelt. Die Inferenz erfolgt diagnostisch durch
Einbringen der Evidenz in die Variablen. Es wird im Anschluss jeweils
der Mittelwert u¨ber alle zehn Testdatensa¨tze gebildet sowie der Minimal-
und Maximalwert bestimmt.
5.3.2.1 Bewertung des Klassifikationsergebnisses
Fu¨r jedes angelernte Vorhersagemodell wird die Trefferwahrscheinlichkeit
anhand des zugeho¨rigen Testdatensatzes bestimmt und in einer Konfusions-
matrix abgelegt, vgl. Tabelle 5.8. Die Konfusionsmatrix gibt das Verha¨ltnis
des tatsa¨chlichen Zustands (des Referenzzustandes) der Klassenvariable zum
vorhergesagten Zustand an, unabha¨ngig von der Ha¨ufigkeit seines Auftretens
im Referenzdatensatz.
Wird fu¨r das Scha¨tzergebnis des Naiven Bayes’schen Netzwerks eine harte Ver-
teilung angenommen, vgl. Unterabschnitt 2.3.2.1, d. h. es gilt Gleichung 5.3,
so berechnen sich die Elemente der Matrix nach Gleichung 5.4 mit
• lcj bzw. lci als Bezeichner fu¨r die Realisierung des Referenzwertes
LCgt bzw. des pra¨dizierten Wertes LCpr, vgl. Tabelle 4.5 s. Seite 103,
• n der Anzahl an Vorhersagen LCpr=lci zur Referenz LCgt=lcj und
• m der Anzahl an Referenzwerten LCgt=lcj .
P (LCpr=lci) = 1; P (LC





, mit i,j = 1..9 (5.4)
Es werden im Folgenden zwei Ansa¨tze vorgestellt, mit denen die Klassifikati-
onsergebnisse auf Basis der Konfusionsmatrix bewertet werden ko¨nnen.
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Tabelle 5.8: Konfusionsmatrix eines Naive Bayes’schen Netzwerks fu¨r die Reali-
sationen des Knoten lane change basierend auf der Menge von 6 Evidenzvaria-
blen bestimmt durch Wrapper (hart), vgl. Tabelle 5.7.
P (LCpr, LCgt) LCpr=
in [%] lc1 lc2 lc3 lc4 lc5 lc6 lc7 lc8 lc9
LCgt=lc1 90,54 2,47 0,44 0,18 0,53 3,36 0,24 0,99 1,24
LCgt=lc2 26,42 69,97 3,21 0,27 0,14 0,00 0,00 0,00 0,00
LCgt=lc3 32,20 45,49 16,35 4,55 1,42 0,00 0,00 0,00 0,00
LCgt=lc4 53,85 16,15 12,59 9,48 7,70 0,22 0,00 0,00 0,00
LCgt=lc5 69,36 9,15 2,02 5,35 13,65 0,47 0,00 0,00 0,00
LCgt=lc6 23,00 0,11 0,00 0,00 0,00 74,39 0,60 1,69 0,22
LCgt=lc7 30,90 0,11 0,00 0,00 0,00 46,87 15,37 6,42 0,33
LCgt=lc8 45,11 0,11 0,00 0,00 0,00 18,85 15,68 15,41 4,84
LCgt=lc9 61,04 0,29 0,00 0,00 0,00 12,05 4,13 9,35 13,14
Klassifikationsgu¨te mit gleicher Gewichtung der Klassenzusta¨nde:
Ist eine Maßzahl G um die Klassifikationsleistung der Netzwerkvarianten mit-
einander vergleichen zu ko¨nnen. Die Diagonalelemente P (LCpr=lcj , LC
gt=
lci) mit i=j=1..9 der Konfusionsmatrix geben die Erkennungsrate des jewei-
ligen Zustandes, d. h. Zeitintervalles durch das Bayes’sche Netzwerk an. G
wird nach Gleichung 5.5 berechnet durch eine Mittelwertbildung u¨ber alle
Diagonalelemente der Konfusionsmatrix und gibt somit die Erkennungsrate








Alternativ kann das Vorgehen zur Ermittlung der Klassifikationsgu¨te auch
auf eine weiche Evidenz bzgl. LC angewendet werden, d. h. Gleichung 5.3
wird nicht durch Konvertierung der weichen Evidenz erzwungen. In diesem
Fall berechnen sich die Elemente der Konfusionsmatrix nach Gleichung 5.6.







Kostensensitive Bewertung: Wa¨hrend die bisher dargestellten Ansa¨tze
das Klassifikationsergebnis allein u¨ber eine Mittelung der true-positive-Werte
bewerten, soll im Folgenden ein kostensensitiver Ansatz vorgestellt werden.
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Die Idee ist, dass eine Fehlklassifikation in Abha¨ngigkeit des falsch vorherge-
sagten Zustandes zum Referenzzustand unterschiedlich stark bestraft werden
soll. Das heißt, eine Vorhersage eines Fahrstreifenwechselmano¨vers in die
falsche Richtung soll sta¨rker bestraft werden, als eine Vorhersage in die
richtige Richtung aber zum falschen Zeitpunkt. Zu diesem Zweck wird fu¨r
die Klassenvariable LC expertengestu¨tzt eine Kostenmatrix entsprechend
Gleichung 5.7 aufgestellt und die Kosten der Klassifikation werden fu¨r jeden
Datensatz anhand Gleichung 5.8 ermittelt.
mis Cost9x9 =
C11 · · · C19... . . . ...








gt=lci) ∗ Cij (5.8)
Darin bezeichnet N die Gro¨ße des Datensatzes und Cij die Kosten fu¨r die
Vorhersage von Zustand LCpr=lcj zum Referenzzustand LC
gt=lci.
Tabelle 5.9: Kostenfaktor Cij in Abha¨ngigkeit der Fehlklassifikation
Referenzwert pra¨dizierter Wert Cij
Vorhersage = Referenz:
LCgt = lci LC
pr = lci 0,00
kein FSW statt FSW bzw. FSW statt kein FSW:
LCgt = lc1 LC
pr 6= lc1 1,50
LCgt 6= lc1 LCpr = lc1 1,50
korrekte Vorhersage nach links, aber falsches Zeitintervall:
LCgt=lci, lci ∈ (lc2..lc5) LC
pr=lcj ,
lcj ∈ (lc2..lc5)
|i− j| = 1 0,50
|i− j| = 2 0,75
|i− j| = 3 1.00
korrekte Vorhersage nach rechts, aber falsches Zeitintervall:
LCgt=lci, lci ∈ (lc6..lc9) LC
pr=lcj ,
lcj ∈ (lc6..lc9)
|i− j| = 1 0,50
|i− j| = 2 0,75
|i− j| = 3 1,00
Vorhersage in die zum Referenzwert entgegengesetzte Richtung:
LCgt=lci, lci ∈ (lc2..lc5) LCpr=lcj , lcj ∈ (lc6..lc9) 2,00
LCgt=lci, lci ∈ (lc6..lc9) LCpr=lcj , lcj ∈ (lc2..lc5) 2,00
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Die Kostenfaktoren in Abha¨ngigkeit der Fehlklassifikation sind in Tabelle 5.9
gegeben. Es ist aus Zeile eins ersichtlich, dass fu¨r eine korrekte Klassifikation
keine Kosten anfallen. Fu¨r eine Klassifikation in die zur Referenz entge-
gengesetzte Richtung fallen, entsprechend der letzten und vorletzten Zeile,
Maximalkosten von 2,0 an. Die hier vorgestellte kostensensitive Bewertung
ist abha¨ngig von der Anzahl N der im Testdatensatz enthaltenen Datentupel.
5.3.3 Ergebnisse und Diskussion
Die Ergebnisse der auf die Gesamtmenge aller Evidenzvariablen angewen-
deten Merkmalsauswahlverfahren aus Schritt 1 sind in Tabelle 5.7 gegeben.
Die dargestellten Ergebnisse sind teilweise divergent und erlauben nicht die
gewu¨nschte Festlegung auf ein kompaktes Set an Evidenzvariablen.
In Schritt 2 wird daher die Klassifikationsgu¨te aller in Schritt 1 ermittel-
ten Teilmengen anhand des jeweils daraus gebildeten Naive Bayes’schen
Netzwerks ermittelt. Es zeigt sich, dass durchgehend eine bessere Gu¨te er-
zielt wird, wenn die pra¨dizierte Verteilung von LC durch die Auswahl des
wahrscheinlichsten Zustandes in eine harte Verteilung nach Gleichung 5.3
konvertiert wird. Auch eine Variation des vorgestellten kostensensitiven
Ansatzes u¨ber verschiedene Kostenmatrizen fu¨hrt bei einer anschließenden
Ermittlung der Klassifikationsgu¨te zu keinem besseren Resultat. Die Klas-
sifikationsgu¨ten u¨ber alle Teilmengen an Evidenzvariablen, die anhand der
in Unterabschnitt 5.3.1 vorgestellten Verfahren ermittelt wurden, sind in
Abbildung 5.17 gegenu¨bergestellt. Es ist ersichtlich, dass die Klassifikations-
gu¨te des jeweils zugrunde liegenden Naive Bayes’schen Netzwerks mit einer
Zunahme an Evidenzvariablen steigt, ihren ho¨chsten Wert jedoch deutlich
vor der Maximalanzahl von 30 Evidenzvariablen erreicht. Die jeweils ho¨chste
Klassifikationsgu¨te u¨ber alle Verfahren und Kardinalita¨ten der Teilmengen an
Evidenzvariablen sind in Abbildung 5.18 abgebildet. Es ist zu erkennen, dass
ein Naive Bayes’sches Netzwerk, dessen Teilmengen an Variablen mit dem
Verfahren Wrapper (hart) erzeugt werden, in fast allen Fa¨llen das beste
Ergebnis liefert. Die ho¨chste Klassifikationsgu¨te liegt bei 40,55 % mit einer
Menge von 21 Variablen. Obgleich die per Wrapper (hart) ermittelten
Teilmengen stets im Spitzenfeld bzgl. der Klassifikationsgu¨te liegen, zeigen
die Teilmengen mit sieben und acht bzw. mit neun Variablen, ermittelt
u¨ber das Relief-F- bzw. das χ2-Verfahren, dass es durchaus mehrere Varia-
blenkombinationen gibt, um ein a¨hnliches - hier sogar geringfu¨gig besseres -
Klassifikationsergebnis zu erzielen.
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Abbildung 5.17: Vergleich der Klassifikationsgu¨te fu¨r Naive Bayes’sche Netz-
werke mit n = 1..30 + 1 Variablen fu¨r die jeweiligen Merkmalmengen u¨ber alle
Verfahren
Abbildung 5.18 und 5.19 zeigen die Ergebnisse im Detail. Neben dem Durch-
schnittswert fu¨r die Klassifikationsgu¨te sind die jeweiligen Minimal- und
Maximalwerte infolge unterschiedlicher Lern- und Testdatensa¨tze je Merk-
malsmenge abgebildet, ebenso wie die entsprechend Tabelle 5.9 ermittelten
Klassifikationskosten. Zusa¨tzlich sind die IDs der Variablen in entsprechen-
der Rangfolge in Abbildung 5.19 angegeben. Die geringe durchschnittliche
Abweichung der Klassifikationsgu¨te vom Mittelwert u¨ber die Lern- und
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Testdatensa¨tze je Teilmenge zeigt, dass der Einfluss des Datensatzes auf die
Klassifikationsgu¨te gering ist. Zu Vergleichszwecken sind in Abbildung 5.19
ebenfalls fu¨r die Wrapper-Methode mit weicher Evidenz die Klassifikations-
gu¨te und Klassifikationskosten je Merkmalsset gegeben. Der Einfluss der































Abbildung 5.18: Ho¨chste Klassifikationsgu¨te je Variablenset u¨ber alle
Verfahren
Die Funktion zur Beru¨cksichtigung der Fehlklassifikationskosten erreicht bei
einer Menge von sechs Variablen ihr Minimum und steigt bis zu Variablen-
menge von 21 um ca. 50 %, wobei der Anstieg keine Monotonieeigenschaften
aufweist. Der Grund hierfu¨r ist die Kombination der Fehlklassifikationskosten
aus Tabelle 5.9 mit der Ha¨ufigkeit des Vorkommens eines gegebenenfalls
falsch pra¨dizierten Zustandes von LC zur Referenz im Testdatensatz, s. Ab-
bildung 5.5. Bei einer Menge von 6 Variablen wird insbesondere der Zustand
LC = lc1, d. h. kein Fahrstreifenwechsel - der ha¨ufigste Zustand in den
Referenzdaten - besser gescha¨tzt als bei einer Menge von 21 Variablen, vgl.
Tabelle 5.8 auf Seite 154 und Tabelle 5.11. Demgegenu¨ber verbessert sich mit
einer hohen Variablenanzahl die Scha¨tzgenauigkeit fu¨r die Zusta¨nde mit einer
Vorhersagezeit von mehr als 0,5 s. Wird in den Referenzdaten ein Fahrstrei-
fenwechsel angezeigt, ist es sehr unwahrscheinlich, dass eine Pra¨diktion fu¨r ein
Zeitintervall in die zur Referenz entgegengesetzte Wechselrichtung erfolgt.
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Fu¨r das weitere Vorgehen werden vier Naive Bayes’sche Netzwerke erstellt,
basierend auf der per Wrapper (hart) Verfahren ermittelten Auswahl
an Evidenzvariablen. Neben dem Maximum von 40,55 % bei 21 Variablen
wird zudem die Teilmenge von 16 Variablen bei einer Klassifikationsgu¨te von
40,13 betrachtet. Weiterhin werden die Teilmengen mit 6 und 10 Variablen
weiter verfolgt, da hier jeweils das Minimum bzw. ein lokales Minimum bzgl.
der Klassifikationskosten vorliegt, s. Tabelle 5.10.
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Abbildung 5.19: Klassifikationsgu¨te fu¨r ein Naive Bayes’sches Netzwerk mit
n = 1..30 + 1 Knoten bei harter Evidenz und weicher Evidenz
Tabelle 5.10: Vergleichsbewertung der ermittelten Naiven Bayes’schen
Netzwerke
Anzahl Evidenzvariablen 6 10 16 21
BIC-Score −284431 −460258 −682935 −918568
Klassifikationsgu¨te [%] 35,48 38,09 40,13 40,55
Klassifikationskosten 177242 229086 240851 277602
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Tabelle 5.11: Konfusionsmatrix eines Naive Bayes’schen Netzwerks fu¨r die
Realisationen des Knoten lane change basierend auf der Menge von 21 Evidenz-
variablen bestimmt durch Wrapper (hart), vgl. Tabelle 5.7.
P (LCpr, LCgt) LCpr=
in [%] lc1 lc2 lc3 lc4 lc5 lc6 lc7 lc8 lc9
LCgt=lc1 72,98 2,46 1,31 0,66 6,60 4,30 0,83 1,20 9,67
LCgt=lc2 23,21 61,23 12,08 1,23 2,18 0,00 0,00 0,00 0,07
LCgt=lc3 22,81 42,57 21,89 6,54 5,61 0,00 0,00 0,00 0,57
LCgt=lc4 32,00 15,33 15,19 14,44 22,74 0,00 0,00 0,15 0,15
LCgt=lc5 38,87 8,61 3,72 11,02 37,16 0,08 0,00 0,39 0,16
LCgt=lc6 14,39 0,05 0,00 0,00 0,05 75,10 5,89 2,13 2,40
LCgt=lc7 16,52 0,00 0,00 0,00 0,16 48,19 17,12 11,20 6,81
LCgt=lc8 18,30 0,00 0,00 0,11 0,44 21,69 16,52 21,36 21,58
LCgt=lc9 22,78 0,11 0,00 0,06 0,11 14,46 6,54 12,74 43,20
5.4 Struktursuche fu¨r zeitinvariante
Bayes’sche Netzwerke
Fu¨r die Strukturbestimmung eines zeitinvarianten Bayes’schen Netz-
werks zur Vorhersage von Fahrstreifenwechselmano¨vern kommt der in
Unterabschnitt 2.3.3.3 beschriebene HNB-Ansatz zur Anwendung. Hierfu¨r
bilden die vier im letzten Abschnitt ermittelten Naive Bayes’schen Netz-
werke die jeweilige Basis. Analog zur bisherigen Vorgehensweise kommt
ein balancierter Lerndatensatz und ein naturalistischer, d. h. unbalancierter
Testdatensatz zur Anwendung. Da dem Autor keine verfu¨gbare Implementie-
rung des HNB-Verfahrens bekannt ist, kommt eine eigene Implementierung
des Verfahrens zum Einsatz.
Die Laufzeit des Verfahrens wird maßgeblich durch die Kardinalita¨ten der La-
tentvariablen bestimmt. Die ho¨chste Kardinalita¨t einer Latentvariable wird
durch Gleichung 2.24 auf Seite 52 und damit durch den Zustandsraum der
Evidenzvariablen bestimmt, vgl. Tabelle 5.6. Der Minimierung der Zustands-
anzahl fu¨r jede Evidenzvariable im Diskretisierungsschritt, vgl. Abschnitt 5.2,
kommt daher eine laufzeitbestimmende Bedeutung zu. Jede mo¨gliche Kar-
dinalita¨t stellt eine Netzwerkvariante dar, die zu bewerten ist. Bei jeder
Variation der Netzstruktur mit einer Latentvariable ist auch die Kardinalita¨t
der Elternvariable, sofern latent, neu zu bestimmen. Ist die Elternvariable
latent, wird die Kardinalita¨t aller weiteren Latentvariablen, welche mit der
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Elternvariable direkt in Verbindung stehen, ebenso neu bestimmt. Die An-
zahl der Netzvarianten, welche durch eine Variation zu bewerten ist, betra¨gt
damit im Maximalfall |Z|nmax, mit |Z|max als die ho¨chsten Kardinalita¨t einer
Latentvariable Z und n als Bezeichner fu¨r die Anzahl der verbundenen
Latentvariablen.
Die Mo¨glichkeit, ein Bayes’sches Netzwerk entsprechend Absatz 2.3.3.3.3
in Teilnetze zu zerlegen, diese separat anzulernen und zu bewerten, wirkt
sich insbesondere bei mehreren Teilnetzen mit latenten Variablen positiv auf
die Konvergenzgeschwindigkeit des Algorithmus aus, es a¨ndert jedoch nichts
an der beschriebenen Komplexita¨tsproblematik. Aus diesem Grund wird
die Strukturtiefe infolge eingefu¨gter Latentvariablen auf zwei beschra¨nkt.
Das heißt, eine Latentvariable darf latente Kindvariablen haben, aber kei-
ne latenten Kindeskinder. Weiterhin wird die Anzahl der an einer Eltern-
Kindbeziehung beteiligten Latentvariablen auf jeweils vier begrenzt.
Im Folgenden werden zwei verschiedene Zielfunktionen angewendet, BIC-
Score und Klassifikationsgu¨te. Beide werden mit dem jeweiligen Ausgangswert
aus Tabelle 5.10 auf Seite 159 verglichen. Resultierende Strukturen sind in
den Abbildungen 5.20 bis 5.23 in den Teilen (a) und (b) dargestellt. Jede
Abbildung gibt die Netzwerkstruktur fu¨r eine bestimmte Anzahl an Evidenz-
variablen, d. h. 6, 10, 16 oder 21 wieder. Die gefundenen Netzstrukturen sind
in den Abbildungen 5.20(a) bis 5.23(a) dargestellt, die Bewertungsergebnisse
sind in Tabelle 5.12 gegeben.
Tabelle 5.12: Bewertung der per HNB mit Zielfunktion BIC-Score ermittelten
Bayes’schen Netzwerke
Anzahl Evidenzvariablen 6 10 16 21
Abbildung 5.20(a) 5.21(a) 5.22(a) 5.23(a)
BIC-Score −260758 −377295 −531439 −638567
Klassifikationsgu¨te [%] 24,23 29,14 32,97 34,24
Fu¨r alle untersuchten Mengen an Evidenzvariablen wird eine ausgepra¨gte
stark verzweigte Netzstruktur gefunden. Die Beschra¨nkung der Strukturtiefe
auf maximal zwei aufeinander folgende Latentvariablen wird in allen Struk-
turen voll ausgescho¨pft. Keine Evidenzvariable ist direkt mit der Klassenva-
riable verbunden. Latente Variablen sind zumeist zwischen Evidenzvariablen
eingefu¨gt, zwischen denen bereits in Unterabschnitt 5.1.3.2 eine Abha¨n-
gigkeit nachgewiesen werden konnte. Auffa¨llig sind hier insbesondere die
Variablen der lateralen Evidenz, d. h. ID 1-3, welche in jeder Struktur immer
im gleichen Subnetz vorkommen. Die Minimierung des BIC-Score bringt eine
Maximierung der Trefferwahrscheinlichkeit fu¨r P (LCpr=no lc,LCgt=no lc),
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vgl. Gleichung 2.22, zu Lasten der u¨brigen Zusta¨nde von LC mit sich. Dies



























Abbildung 5.20: Ergebnis des HNB-Verfahrens fu¨r ein Naive Bayes’sches Netz-
werk mit 6 Evidenzvariablen mit dem Bewertungskriterium BIC-Score, 5.20(a)
und Klassifikationsgu¨te, 5.20(b)
Werden die ermittelten Strukturen in den Abbildungen 5.20(a) bis 5.23(a)
abschließend nach der Klassifikationsgu¨te gema¨ß Tabelle 5.3.2.1 bewertet, ist
das Ergebnis gegenu¨ber den jeweiligen Naive Bayes’schen Netzwerk erheblich
schlechter, vgl. Tabelle 5.10 zu 5.12.
Vor diesem Hintergrund wird in einer zweiten Variante der Implementie-
rung anstelle des BIC-Score die Klassifikationsgu¨te als Zielfunktion fu¨r das
HNB-Verfahren angewendet. Aufgrund des gea¨nderten Bewertungskrite-
riums sind in dieser Variante die Voraussetzungen zur Nutzung der ggf.
zwischengespeicherten Ergebnisse bzgl. der unterhalb der Klassenvariable
abbildbaren Subnetze, wie in Absatz 2.3.3.3.3 auf Seite 54 dargestellt, nicht
mehr gegeben. Vielmehr wird zusa¨tzlich fu¨r jede Netzvariation auf Basis des
unbalancierten Testdatensatzes die Klassifikationsgu¨te bestimmt. Dies fu¨hrt
zu einer Laufzeitverla¨ngerung des gesamten Algorithmus. Weiterhin ist in
der Bewertungsfunktion kein Strafterm zur Beru¨cksichtigung der Netzstruk-
turkomplexita¨t enthalten. Beide letztgenannte Punkte sind dahingehend
unkritisch, als dass in der praktischen Anwendung auf Basis der hier genutz-
ten Datensa¨tze und Teilmengen an Evidenzvariablen bereits nach wenigen
Iterationen ein Strukturoptimum gefunden wird.
































Abbildung 5.21: Ergebnis des HNB-Verfahrens fu¨r ein Naive Bayes’sches Netz-
werk mit 10 Evidenzvariablen mit dem Bewertungskriterium BIC-Score, 5.21(a)
und Klassifikationsgu¨te, 5.21(b)
Die mit der zweiten Variante ermittelten Netzstrukturen sind in den Ab-
bildungen 5.20(b) bis 5.23(b) ihren per BIC-Score bestimmten Pendants
gegenu¨bergestellt. Eine Bewertung ist in Tabelle 5.13 gegeben.
Fu¨r die Menge von sechs Evidenzvariablen konnte keine Struktur bestimmt
werden, welche eine bessere Klassifikationsgu¨te als das zugrunde liegende
Naive Bayes’sche Netzwerk aufweist. Die gefundenen Strukturen weisen eine
deutlich geringere Verzweigung auf als ihre per BIC-Score optimierten Pen-
dants. Viele Evidenzvariablen sind weiterhin direkt mit der Klassenvariable
verbunden. Die u¨ber die latenten Variablen modellierten Abha¨ngigkeiten
u¨berraschen, da die betroffenen Evidenzvariablen in keinem offensichtlichen
Zusammenhang stehen. Im Vergleich mit den Naive Bayes’schen Netzwerken
erho¨ht sich die Klassifikationsgu¨te durch die bestimmten Strukturen nur ge-
ringfu¨gig um 0,72 % bei 10, 1,1 % bei 16 und 1,65 % bei 21 Evidenzvariablen.
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Tabelle 5.13: Bewertung der per HNB mit Zielfunktion Klassifikationsgu¨te
ermittelten Bayes’schen Netzwerke
Anzahl Evidenzvariablen 6 10 16 21
Abbildung 5.20(b) 5.21(b) 5.22(b) 5.23(b)
BIC-Score −284352 −458279 −680920 −898566




































Abbildung 5.22: Ergebnis des HNB-Verfahrens fu¨r ein Naive Bayes’sches Netz-
werk mit 16 Evidenzvariablen mit dem Bewertungskriterium BIC-Score, 5.22(a)
und Klassifikationsgu¨te, 5.22(b)




















































Abbildung 5.23: Ergebnis des HNB-Verfahrens fu¨r ein Naive Bayes’sches Netz-
werk mit 21 Evidenzvariablen mit dem Bewertungskriterium BIC-Score, 5.23(a)
und Klassifikationsgu¨te, 5.23(b)
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5.5 Maschinelle Struktursuche fu¨r
Dynamische Bayes’sche Netzwerke
Im vorhergehenden Abschnitt wird die Struktur eines Bayes’schen Netzwerks
per HNB-Verfahren bestimmt. Die in den Lern- und Testverfahren verwen-
deten Daten fu¨r die Klassenvariable und die Evidenzvariablen beziehen sich
jeweils auf denselben Zeitschritt, d. h. die selbe Zeitscheibe. Innerhalb dieses
Abschnittes wird das Konzept der Dynamischen Bayes’schen Netzwerke
in die Struktursuche einbezogen, vgl. Unterabschnitt 2.3.1.3. Ein Dynami-
sches Bayes’sches Netzwerk besteht jeweils aus einem initialen Netzwerk pro
Zeitscheibe, dessen Variablen temporal, d. h. zeitscheibenu¨bergreifend u¨ber
gerichtete Kanten in Beziehung stehen. Diese zeitscheibenu¨bergreifenden Be-
ziehungen bilden das temporale Netzwerk, welches im Folgenden maschinell
bestimmt werden soll. Die per HNB-Verfahren ermittelten Netzwerkstruk-
turen stellen jeweils das initiale Netzwerk dar. Als Strukturlernverfahren
kommt der in Unterabschnitt 2.3.3.4 beschriebene Genetische Algorithmus
in abgewandelter Form zur Anwendung, vgl. [Kirschner 2016].
Um eine kontinuierliche Zugeho¨rigkeit der Datentupel zu einem Objekt zu
gewa¨hrleisten, findet im Folgenden der in Unterabschnitt 5.1.3.3 untersuchte
Datensatz Verwendung. Dieser entha¨lt ausschließlich Tupel, welche dem
Ego-Fahrzeug zuzuordnen sind. Die entsprechenden Klassifikationsgu¨ten der
HNB-Netzwerke sind auf Basis dieses gefilterten Datensatzes neu bestimmt
und in Tabelle 5.14 gegeben.
Tabelle 5.14: Bewertung der per HNB mit Zielfunktion Klassifikationsgu¨te
ermittelten Bayes’schen Netzwerke auf Basis des auf Ego-Daten reduzierten
Testdatensatzes.
Anzahl Evidenzvariablen 6 10 16 21
Abbildung 5.20(b) 5.21(b) 5.22(b) 5.23(b)
Klassifikationsgu¨te [%] 48,29 50,17 50,65 51,03
5.5.1 Definition des Genotyps
Formel 5.9 zeigt die im Folgenden zur Strukturbestimmung verwendete
Codierung des temporalen Netzwerkes. Darin bezeichnet n die Anzahl an
Variablen Ki des initialen Netzwerkes, kij beschreibt die zeitscheibenu¨ber-
greifenden gerichteten Kanten von einer Variable Kj des Zeitslots t(−kij) zu
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einer Variable Ki des Zeitslots t(0) und O bezeichnet die u¨ber den Genotyp
maximal codierbare Ordnung 6 des Dynamischen Bayes’schen Netzwerkes.
Im Gegensatz zu [Dai u. Ren 2015] beinhaltet die hier verwendete Codierung
nicht die Struktur des initialen Netzwerkes. Diese soll wa¨hrend der Struk-
tursuche unvera¨ndert, d. h. in jedem Zeitslot gleich bleiben. Abbildung 5.24
illustriert die Codierung des Genotyps an einem Minimalbeispiel. Anhand
des Beispiels wird die Codierung im Folgenden detailliert erla¨utert.
(Ki, . . . ,Kn)︸ ︷︷ ︸
Teil 1




; mit i,j = 1 . . . n, k = 0 . . . O (5.9)
Teil 1 der Codierung gibt die Variablen des initialen (HNB-) Netzwerkes
an. Bezogen auf das in Abbildung 5.24 gegebene Beispiel mit zwei
Variablen im initialen Netzwerk lautet K1 = LC und K2 = X.
Teil 2 beschreibt die gerichteten Kanten, welche die in Teil 1 gegebenen
Variablen zeitscheibenu¨bergreifend verbinden. Ein Wert kij > 0 zeigt
die Existenz einer solchen Kante an. Dabei gibt kij die Anzahl der
von der Kante u¨berspannten Zeitscheiben an. Das heißt, die Kante
verla¨uft von einer Variable Kj aus einer Zeitscheibe der Vergangenheit
t(−k < 0) zu einer Variable Ki der gegenwa¨rtigen Zeitscheibe t(0). Mit
dieser Codierung la¨sst sich nur eine gerichtete Kante zwischen Kj und
Ki beschreiben.
Fu¨r das genannte Beispiel gibt ein Wert 1 im Feld ki=1,j=2 an, dass eine
Kante von der in Kj=2 in Zeitscheibe t(−k12 = −1) gegebenen Variable
Xk12=1 zu der in Ki=1 in Zeitscheibe t(0) gegebenen Variable LC
0
besteht. Der Wert 2 im Feld k11 definiert eine Kante von der Variable
LC2 aus Zeitschritt t(−k11 = −2) zur Variable LC0 aus Zeitscheibe
t(0). Die Werte k21 = k22 = 0 zeigen an, das keine zur Variable X
0
gerichteten Kanten von Variablen aus anderen Zeitscheiben existieren.
Teil 3 gibt die maximale Ordnung eines Dynamischen Bayes’schen Netzwerks
an, welches mit dem Genotyp codiert werden ko¨nnen soll. Im genannten
Beispiel ist O = 2, d. h. kij kann maximal den Wert zwei annehmen.
Dies ist mit k11 = 2 gegeben.
U¨ber die vorgestellte Codierung eines Genotyp la¨sst sich das temporale
Netzwerk fu¨r ein Dynamisches Bayes’sches Netzwerk mit folgenden Beschra¨n-
kungen bestimmen:
6 Anzahl an Zeitscheiben.
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• Zwischen zwei Variablen Ki und Kj unterschiedlicher Zeitscheiben ist
u¨ber kij nur eine Kante codierbar. Im gegebenen Beispiel wa¨re bei
einer mo¨glichen Kante von X2 nach X0 keine weitere Kante von X1
nach X0 mo¨glich.
• Entgegen der Kausalrichtung der zugrunde liegenden Hierarchischen
Naive Bayes’schen Netzwerke wird eine neu hinzuzufu¨gende Kante von
einer Variable eines zuru¨ck liegenden Zeitschrittes zu einer Variable
des aktuellen Zeitschrittes gerichtet.
Durch letztgenannte Beschra¨nkungen kann ausgeschlossen werden, dass eine
neu erzeugte Graphenstruktur zyklisch wird. Die Anwendung der Operatoren
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Abbildung 5.24: Abbildung 5.24(c) zeigt ein Minimalbeispiel zur Codierung
eines Dynamischen Bayes’schen Netzwerks (DBN) mit drei Zeitscheiben t(0),
t(−1) und t(−2) als Genotyp. Das DBN ist gegeben in kompakter Form in
5.24(a) oder entrollter Form in 5.24(b). Das initiale Netzwerk stellt das bei
t(0) gegebene Naive Bayes’sche Netzwerk dar, mit den Variablen LC0 und X0.
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5.5.2 Durchfu¨hrung und Ergebnis
Der zeitliche Abstand zwischen zwei aufeinander folgenden Zeitscheiben
wird auf 200ms festgelegt. Das heißt, bei einem Dynamischen Bayes’schen
Netzwerk mit drei Zeitscheiben werden fu¨r einen Vorhersagezeitpunkt t(0) zu-
sa¨tzlich die Zusta¨nde der Variablen aus t(−200ms) und t(−400ms) entspre-
chend der vorhandenen temporalen Kanten wa¨hrend des Inferenzprozesses
beru¨cksichtigt. Als Fitnessfunktion kommt, statt des in [Dai u. Ren 2015] ver-
wendeten BIC-Scores, die in Abschnitt 5.3.2.1 definierte Klassifikationsgu¨te
mit gleicher Gewichtung der Klassenzusta¨nde zum Einsatz.
Aus der Zeitreihenanalyse bzgl. der statistischen Abha¨ngigkeit, d. h. der
Transinformation zwischen Klassenvariable und Evidenzvariablen ist be-
kannt, dass insbesondere die Variablen der lateralen Evidenz ebenso wie
die Klassenvariable fu¨r sich selbst eine vergleichsweise hohe Abha¨ngigkeit
aufweisen. Analog zu [Dai u. Ren 2015] wird dies zur Initialisierung der Po-
pulation ausgenutzt, indem temporale Kanten zwischen der Klassenvariable
der aktuellen Zeitscheibe und den Variablen der lateralen Evidenz sowie
der Klassenvariable aus zuru¨ckliegenden Zeitscheiben gesetzt werden. Fu¨r
ein Netzwerk mit sechs Evidenzvariablen, s. Abbildung 5.25(a), werden bei-
spielsweise Individuen mit gerichteten Kanten zwischen der Klassenvariable
und den Variablen 1, 2, 3, 24, 28, LC aus den Zeitscheiben t(−200ms) und
t(−400ms) im temporalen Netzwerk initialisiert.
Fu¨r jedes Individuum einer Population, d. h. fu¨r jede Netzstruktur, werden
per EM-Algorithmus die bedingten U¨bergangswahrscheinlichkeiten auf Ba-
sis des Lerndatensatzes bestimmt. Im Anschluss erfolgt die Bewertung der
Fitness auf Basis des Testdatensatzes mithilfe der Klassifikationsgu¨te. Das
Individuum mit der besten Bewertung wird direkt in die Population der
na¨chsten Generation u¨berfu¨hrt. Die weitere Population der neuen Generation
entsteht durch Anwendung der Operatoren, nach dem in [Dai u. Ren 2015]
vorgeschlagenen Verha¨ltnis zueinander, auf die Population der aktuellen
Generation. Das heißt, fu¨r jedes Individuum besteht eine Chance von 65 %,
34,9 % bzw. 0,1 %, dass es per Selektions-, Kreuzungs- bzw. Mutationsope-
rator bestimmt wird, vgl. Unterabschnitt 2.3.3.4. Zur Einschra¨nkung des
Suchraumes wird die Gro¨ße der Population auf maximal 49 Individuen be-
schra¨nkt. Es werden ho¨chstens acht gerichtete Kanten zwischen Zeitscheiben
zugelassen und die Anzahl der Zeitscheiben wird auf drei beschra¨nkt. Der
Abbruch des Verfahrens erfolgt nach 100 Generationen mit dem Individuum,
das die ho¨chste Klassifikationsgu¨te aufweist.
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Die gefunden Netzstrukturen sind in den Abbildungen 5.25 und 5.26 darge-
stellt. Eine Bewertung ist in Tabelle 5.15 gegeben.
Tabelle 5.15: Bewertung der per Genetischem Algorithmus erstellten Dynami-
schen Bayes’schen Netzwerke mit einem zum Start der Struktursuche entspre-
chend der Transinformation initialisierten temporalen Netzwerk.
Anzahl Evidenzvariablen 6 10 16 21
Abbildung 5.25(a) 5.25(b) 5.25(c) 5.26
Klassifikationsgu¨te [%] 56,46 56,65 57,47 58,7
Tabelle 5.16: Bewertung der per Genetischem Algorithmus erstellten Dynami-
schen Bayes’schen Netzwerke mit einem zum Start der Struktursuche zufa¨llig
initialisierten temporalen Netzwerk.
Anzahl Evidenzvariablen 6 10 16 21
Klassifikationsgu¨te [%] 53,87 53,73 54,38 53,73
Es zeigt sich, dass viele, bereits bei der Initialisierung der Individuen gesetzten
temporalen Verbindungen beibehalten werden. Insbesondere Verbindungen
zwischen den Variablen zur Beschreibung der lateralen Evidenz ID: 1, 2, 3
und des Fahrstreifenwechsels lc aus Zeitscheibe t(−200ms) zur Klassenva-
riable sind in jeder Struktur zu finden. Ein Vergleich der Scha¨tzergebnisse
der HNB-Netzwerke, gegeben in Tabelle 5.14, mit den gefundenen Dynami-
schen Bayes’schen Netzwerken, gegeben in Tabelle 5.15, zeigt eine deutliche
Verbesserung hinsichtlich der Klassifikationsgu¨te.
In Tabelle 5.16 ist die jeweilige Klassifikationsgu¨te fu¨r Netzwerkstrukturen
mit zufa¨llig initialisiertem temporalen Netzwerk gegeben. In den hier nicht
abgebildeten Netzwerkstrukturen ist die Anzahl von Verbindung im tem-
poralen Netzwerk deutlich geringer. Die Klassifikationsgu¨te liegt fu¨r alle
bestimmten Strukturen u¨ber den HNB-Netzwerken, aber deutlich unter den
Konfigurationen die durch den genetischen Algorithmus erzeugt wurden und
bei denen die temporalen Netzwerke u¨ber die Transinformation zwischen
der Klassenvariablen und den Variablen aus den zuru¨ckliegenden Zeitschei-
ben initialisiert werden. Obgleich durch die Anwendung des Genetischen
Algorithmus die Mo¨glichkeit gegeben ist auch bei einem zufa¨llig initiali-
sierten temporalen Netzwerk vergleichbare Strukturen zu finden, scheint
der mo¨gliche Konfigurationsraum zu groß um innerhalb von 100 Genera-
tionen zu einem vergleichbaren Ergebnis zu gelangen. Zusammenfassend
wird mit der Struktursuche per Genetischem Algorithmus mit einer u¨ber die
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Transinformation vorinitialisierten Netzwerkstruktur die ho¨chste Klassifika-



























































(c) DBN mit 16 Evidenzvariablen
Abbildung 5.25: Ergebnis der Bestimmung der temporalen Netzwerke auf
Basis der initialen Netzwerke des HNB-Verfahrens mit 6 Variablen, 5.25(a) mit
10 Variablen, 5.25(b) und 16 Variablen, 5.25(c)



































Abbildung 5.26: Ergebnis der Bestimmung des temporalen Netzwerkes auf
Basis des initialen Netzes des HNB-Verfahrens mit 21 Evidenzvariablen
5.6 Diskussion des Scha¨tzergebnisses
Innerhalb dieses Kapitels wird ein Weg zur datengetriebenen maschinellen
Parameterbestimmung Bayes’scher Netzwerke zum Zwecke einer Fahrstreifen-
wechselvorhersage aufgezeigt. Als Zielfunktion wird jeweils die Maximierung
der Klassifikationsgu¨te gewa¨hlt, d. h. eine gleichgewichtige Mittelung u¨ber
die Erkennungsrate aller Zusta¨nde, vgl. Tabelle 5.3.2.1. Es konnte gezeigt
werden, dass jeder Verfahrensschritt zu einer Erho¨hung der Klassifikations-
leistung fu¨hrt.
Eine Vorhersage fu¨r alle Objekte inkl. des Ego-Fahrzeuges erzielt u¨ber ein
Naives Bayes’sches Netzwerk mit 21 Evidenzvariablen eine Klassifikations-
gu¨te von 40,55 %, s. Tabelle 5.10 auf Seite 159. U¨ber ein zeitinvariantes
Hierarchisches Naives Bayes’sches Netzwerk mit 21 Evidenzvariablen wird
eine Klassifikationsgu¨te von 42,2 % erreicht, s. Tabelle 5.13 auf Seite 164.
Werden die u¨ber den HNB-Ansatz gefundenen Netzwerkstrukturen auf einen
Datensatz angewendet, welcher sich auf die Mano¨ver des Ego-Fahrzeuges
beschra¨nkt, la¨sst sich eine maximale Klassifikationsgu¨te von 51,03 % erzielen,
s. Tabelle 5.14 auf Seite 166. Auf Basis des letztgenannten Datensatzes
wird mithilfe eines Dynamischen Bayes’schen Netzwerks (DBN) mit 21 Evi-
denzvariablen eine Klassifikationsgu¨te von 58,7 % erreicht, s. Tabelle 5.15
auf Seite 170.
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Das DBN mit 21 Evidenzvariablen weist gegenu¨ber dem DBN mit sechs
Evidenzvariablen lediglich eine um 2,24 % ho¨here Klassifikationsgu¨te auf.
Bezu¨glich der notwendigen Situationsmerkmale fu¨r eine Fahrstreifenwechsel-
vorhersage ist daher festzustellen, dass ein Großteil der genutzten Information
bereits in den Variablen der lateralen Indikation, d. h. ttlc, deviation und
vLat, sowie in den Variablen timeGapBackLeft, expRateGapFrontCenter
und noPassingLeft enthalten ist.
Fu¨r das DBN ist in Tabelle 5.17 die Konfusionsmatrix sowie in Abbildung 5.27
bzw. Abbildung 5.28 der zeitliche Verlauf der gescha¨tzten Verteilung fu¨r die
Fahrstreifenwechsel nach links bzw. rechts gegeben. Die Abbildungen zeigen
die u¨ber alle im Testdatensatz enthaltenen Fahrstreifenwechsel nach links
bzw. rechts gemittelten Verteilungen je Zeitschritt. Nachfolgend wird das
Scha¨tzergebnis fu¨r das DBN im Detail betrachtet.
Tabelle 5.17: Konfusionsmatrix des Dynamischen Bayes’schen Netzwerks fu¨r
die Realisationen des Knoten lane change basierend auf der Menge von 21 Evi-
denzvariablen bestimmt durch Wrapper (hart), vgl. Tabelle 5.7
P (LCpr, LCgt) LCpr=
in [%] lc1 lc2 lc3 lc4 lc5 lc6 lc7 lc8 lc9
LCgt=lc1 72,87 1,22 0,84 2,67 9,31 0,42 0,79 1,13 10,74
LCgt=lc2 1,24 87,60 8,68 1,65 0,00 0,00 0,00 0,00 0,83
LCgt=lc3 2,07 42,32 43,57 9,96 1,24 0,00 0,00 0,00 0,83
LCgt=lc4 14,10 8,97 14,10 40,60 20,94 0,00 0,00 0,00 1,28
LCgt=lc5 31,22 0,84 1,69 12,24 53,59 0,00 0,00 0,00 0,42
LCgt=lc6 1,56 0,00 0,00 0,00 0,00 80,93 14,40 2,72 0,39
LCgt=lc7 0,77 0,00 0,00 0,00 0,00 23,37 59,39 16,09 0,38
LCgt=lc8 7,57 0,00 0,00 0,00 0,00 2,39 28,69 37,05 24,30
LCgt=lc9 19,92 0,00 0,00 0,00 0,00 1,95 10,16 15,23 52,73
Die Abbildungen zeigen, dass das Vorhersageverhalten fu¨r einen Fahrstrei-
fenwechsel nach links in etwa dem fu¨r rechts entspricht. Sie zeigen weiterhin,
dass innerhalb des betrachteten Vorhersagezeitraumes von 2 s vor dem Mano¨-
ver mit ho¨chster Wahrscheinlichkeit das korrekte Zeitintervall gescha¨tzt wird,
dass aber auch die jeweils benachbarten Intervalle eine hohe Wahrscheinlich-
keit aufweisen. Letztgenanntes gilt insbesondere fu¨r die jeweils zwei Intervalle
zwischen 1,5 s und 0,5 s vor einen Fahrstreifenwechsel. Offensichtlich lassen
sich die gewa¨hlten Zeitintervalle zur Fahrstreifenwechselvorhersage schwer
von einander trennen.
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In Tabelle 5.17 weist lc5 und lc9, d. h. jeweils das Zeitintervall (1,5; 2]s vor
einem Fahrstreifenwechsel nach links bzw. rechts, eine vergleichsweise hohe
false-positive Rate auf. In beiden Abbildungen ist zu erkennen, dass die
Wahrscheinlichkeit fu¨r dieses Zeitintervall bereits deutlich vor dem anvisierten
Vorhersagezeitraum zu steigen beginnt. Dies erkla¨rt z. T. die false-positive
Raten. Die Wahrscheinlichkeit, dass ein gegenteiliges Ereignis gescha¨tzt wird,
d. h. beispielsweise ein Fahrstreifenwechsel nach links, obwohl der wahre
Wert ein Fahrstreifenwechsel nach rechts ist, liegt bei 0 %, mit Ausnahme
des Intervalls lc right 2 0 (lc9), fu¨r das eine geringe false-positive Rate bei
einem wahren Fahrstreifenwechsel nach links vorliegt.













lc left 0 5
lc left 1 0
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Abbildung 5.27: Zeitlicher Verlauf der gescha¨tzten Verteilung fu¨r die Variable
Fahrstreifenwechsel, gemittelt u¨ber alle Fahrstreifenwechsel nach links
Die Wahrscheinlichkeit fu¨r den Zustand kein Fahrstreifenwechsel (no lc) liegt
bereits 2,5 s vor dem relevanten Vorhersagezeitpunkt von t = 0 bei unter 50 %
und sinkt bis 0,5 s vor dem Ereignis so stark ab, dass spa¨testens ab diesem
Zeitpunkt mit einem sicher bevorstehenden Fahrstreifenwechsel gerechnet
werden muss.
Abschließend ist auffa¨llig, das die Zusta¨nde lc left 1 5 und lc right 1 0 einen
bimodalen Verlauf der Wahrscheinlichkeit u¨ber die Zeit aufweisen. Innerhalb
des betrachteten Vorhersagezeitraumes tritt zwar ein lokales Maximum auf,
das globale Maximum liegt jedoch ca. 0,5 s nach dem Vorhersagezeitpunkt.
Die genaue Ursache hierfu¨r ist unbekannt. Praktisch hat dies keine Aus-
wirkungen, da ab dem Zeitpunkt t = 0 das Eintauchen des wechselnden
Fahrzeuges in den Nachbarfahrstreifen durch die Umfeldwahrnehmung des
TAP detektiert wird.
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Abbildung 5.28: Zeitlicher Verlauf der gescha¨tzten Verteilung fu¨r die Variable
Fahrstreifenwechsel, gemittelt u¨ber alle Fahrstreifenwechsel nach rechts
Praktische Relevanz fu¨r den Temporary Autopilot
Das vorgestellte Verfahren zur Vorhersage von Fahrstreifenwechselmano¨-
vern kam fu¨r den Temporary Autopilot bisher nicht zur praktischen
Anwendung im realen Fahrbetrieb. Entsprechend liegt keine abschließende
Bewertung vor, inwieweit das Systemverhalten, z. B. durch eine fru¨hzeitige
und komfortable Reaktion auf Einscherer und Ausscherer verbessert wird.
Die Ergebnisse zeigen, dass ein Großteil der in den Testdaten enthaltenen
Fahrstreifenwechsel korrekt vorhergesagt werden, bevor das wechselnde Fahr-
zeug in seinen Zielfahrstreifen eintaucht. Die Klassifikationsgu¨ten von 42,2 %
fu¨r das HNB-Netzwerk bzw. 58,7 % fu¨r das DBN legen jedoch nahe, dass das
exakte Zeitintervall nur unzureichend bestimmt werden kann. Unter Beru¨ck-
sichtigung der gesamten gescha¨tzten Verteilung la¨sst sich der Zeitrahmen
bis zu einem bevorstehenden Fahrstreifenwechsel auf die wahrscheinlichsten
Zeitintervalle eingrenzen.
Ein wesentlicher Vorteil der hier vorgestellten maschinellen Struktur- und
Parameterbestimmung liegt in der Skalierbarkeit des Aufwandes zur Mo-
dellierung des Scha¨tzmodells bei gea¨nderten Einsatzbedingungen: Es ist
damit zu rechnen, dass das Fahrstreifenwechselverhalten von Verkehrsteil-
nehmern international signifikant divergiert, z. B. aufgrund unterschiedlicher
Verkehrsregeln aber auch unterschiedlicher Mentalita¨t der Verkehrsteilneh-
mer. Gegenu¨ber einer manuellen Modellierung der Scha¨tzmodelle zur Fahr-
streifenwechselvorhersage fu¨r regional unterschiedliche Ma¨rkte beschra¨nkt
sich der wesentliche Aufwand fu¨r die hier vorgestellte Prozesskette auf die
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Beschaffung repra¨sentativer Fahrdaten und eine Durchfu¨hrung der maschinel-
len Parameterbestimmung. Ein analoges Vorgehen ist bei unterschiedlichen
Sensor-Konfigurationen der mit einem Temporary Autopilot ausgestat-
teten Fahrzeuge denkbar.
5.7 Diskussion angrenzender Fragestellungen
Dieser Abschnitt dient der Diskussion von vier angrenzenden Fragestellungen,
welche in den vorangegangenen Abschnitten implizit mit bearbeitet, deren
Ergebnisse aber bisher nicht explizit diskutiert sind. Dazu za¨hlen
• die Diskussion einer manuellen expertengestu¨tzten gegenu¨ber
einer maschinellen datengetriebenen Strukturbestimmung in
Unterabschnitt 5.7.1,
• die Beru¨cksichtigung von Zustandsunsicherheiten der Situationsmerk-
male als weiche Evidenz in Unterabschnitt 5.7.2,
• der Einfluss der Datenqualita¨t der Fahrumgebungserfassung auf das
Vorhersageergebnis in Unterabschnitt 5.7.3 und abschließend
• die Scha¨tzung einer Fahrstreifenwechselvorhersage mit alternativen
Methoden in Unterabschnitt 5.7.4.
5.7.1 Struktursuche fu¨r Bayes’sche Netzwerke:
expertengestu¨tzt versus datengetrieben
In diesem Unterabschnitt wird die maschinelle datengetriebene Strukturbe-
stimmung gegenu¨ber einer manuellen expertengestu¨tzten Strukturbestim-
mung diskutiert. Hierfu¨r werden zuna¨chst die Vor- und Nachteile beider
Verfahrensweisen diskutiert und im Anschluss zwei Netzwerkstrukturen ex-
pertengestu¨tzt aufgestellt und bewertet.
Erwa¨hnt werden muss, dass alle im Rahmen der Literaturrecherche gefunde-
nen Realisierungen einer Fahrstreifenwechselvorhersage auf Basis Bayes’scher
Netzwerke diese mindestens im Hinblick auf die Struktur manuell modelliert
haben, vgl. Abschnitt 3.2. In diesem Zusammenhang stellt [Kasper 2013]
fest, dass der Prozess zur Auswahl geeigneter Situationsmerkmale und der
Strukturbestimmung aufwendig ist und ein hohes Maß an Expertenwissen
erfordert. Der Aufwand fu¨r die maschinelle Strukturbestimmung Bayes’scher
Netzwerke lag im Rahmen dieser Arbeit im Wesentlichen in der Implemen-
tierung der dargestellten Prozesskette und der retrospektiven Generierung
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gelabelter Lern- und Testdaten. Liegen Daten mit neuen oder gea¨nderten
Situationsmerkmalen oder gar aus einer anderen Einsatzdoma¨ne vor, kann
ein neues Bayes’sches Netzwerk zur Fahrstreifenwechselvorhersage unter
Anwendung der Prozesskette mit u¨berschaubarem Aufwand bestimmt wer-
den. Die hier gefundenen Strukturen an Bayes’schen Netzwerken stehen in
ihrer U¨bersichtlichkeit und Nachvollziehbarkeit einer manuell modellierten
Netzwerkstruktur in nichts nach. Gerade gegenu¨ber anderen KI-Methoden
wie beispielsweise tiefen Neuronalen Netzen, vgl. Unterabschnitt 5.7.4, bilden
die hier gefundenen Strukturen der Bayes’schen Netzwerke das aus den Mess-
daten gelernte Fahrstreifenwechselverhalten in einer geradezu u¨bersichtlichen
und nachvollziehbaren Form ab.
Naive Bayes’sche Netzwerke scheinen das Mittel der Wahl fu¨r die maschi-
nelle Bestimmung eines geeigneten Evidenzvariablensets und die darauf
aufbauende Identifikation von latenten Variablen zur Bestimmung der Netz-
werkstruktur mittels des HNB-Verfahrens. Grund hierfu¨r ist die Modellierung
der Kausalita¨tsrichtung von der Klassenvariable zu den Evidenzvariablen
und den damit verbundenen niedrigdimensionalen, d. h. beherrschbaren
bedingten Wahrscheinlichkeitstabellen fu¨r die Evidenzvariablen. Die Fahr-
streifenwechselvorhersage erfolgt fu¨r die vorgestellten Naiven und Hierar-
chisch Naiven Bayes’schen Netzwerke durch diagnostisches Schlussfolgern,
vgl. Abbildung 2.11 auf Seite 43. Das in Abschnitt 5.5 gezeigte Konzept zur
Bestimmung des temporalen Netzwerks eines Dynamischen Bayes’schen Netz-
werks la¨sst sich hingegen auch auf Netze mit beliebiger Kausalita¨tsrichtung
anwenden.
Manuelle expertengestu¨tzte Strukturbestimmung
Auf Basis der in Abschnitt 4.4 gegebenen Variablen werden zwei Netzwerk-
strukturen aufgestellt. Zusa¨tzliche Latentvariablen bilden die Kindknoten
fu¨r nahezu alle Evidenzvariablen und haben die Klassenvariable bzw. weitere
Latentvariablen als Kindknoten. Die Kardinalita¨t betra¨gt jeweils 10. Im
Gegensatz zu den bisher verwendeten (Hierarchisch) Naiven Bayes’schen
Netzwerken wird die Kausalita¨tsrichtung von den Evidenzvariablen zur Klas-
senvariable gewa¨hlt. Die Strukturen sind abgebildet in Abbildung 5.29 als
Netzwerk mit allen verfu¨gbaren Evidenzvariablen und in Abbildung 5.30
als Netzwerk mit 21 Evidenzvariablen analog zu dem Naiven Bayes’schen
Netzwerk aus Unterabschnitt 5.3.3 mit der ho¨chsten Klassifikationsgu¨te.
Bei der hier gegebenen Modellierung wird angestrebt, sowohl die aus Abbil-
dung 5.7 auf Seite 128 bekannten statistischen Abha¨ngigkeiten zwischen den
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Evidenzvariablen, als auch das aus der Literatur bekannte Expertenwissen
aus Unterabschnitt 3.2.2 zu beru¨cksichtigen. U¨ber die Latentvariablen left,
center und right wird die auf den linken, eigenen und rechten Fahrstrei-
fen bezogene Evidenz des potentiell fahrstreifenwechselnden Bezugsobjektes
abgebildet. Als Elternknoten der letztgenannten Variablen modellieren die La-
tentvariablen frontLeft, backLeft, frontCenter, backCenter, frontRight
und backRight die fahrstreifenbezogenen Relationen des Bezugsobjektes
zum umgebenden Verkehr, d. h. die Lu¨cken zu den jeweils na¨chsten Um-
feldobjekten, vgl. Abbildung 4.12 auf Seite 115. U¨ber die Latentvariable
trajectory wird die laterale Evidenz modelliert, vgl. Tabelle 4.6 auf Seite 105.
Da das Netzwerk mit 21 Evidenzvariablen jeweils nur die Evidenzvariable
lengthGapFrontLeft (12) bzw. expRateGapBackRight (15) zur Beschrei-
bung der jeweiligen Lu¨ckenrelation fu¨r frontLeft und backRight entha¨lt,





































Abbildung 5.29: Mithilfe von Expertenwissen manuell modelliertes Bayes’sches
Netzwerk, basierend auf den in Abschnitt 4.4.2 definierten Evidenzvariablen
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Die Dimensionalita¨t der bedingten Wahrscheinlichkeitstabellen ist insbe-
sondere fu¨r die Latentvariablen left, center und right so hoch, dass eine
manuelle Bestimmung nicht praktikabel ist. Wa¨hrend die Struktur jeweils
manuell erzeugt wird, werden die U¨bergangswahrscheinlichkeiten mithilfe




























Abbildung 5.30: Mithilfe von Expertenwissen manuell modelliertes Bayes’sches
Netzwerk, basierend auf der in Unterabschnitt 5.3.3 bestimmten Menge von
21 Evidenzvariablen
Das Lernen bzw. Testen der Netzwerke erfolgt auf Basis des gemischten
balancierten Datensatzes bzw. unbalancierten Testdatensatzes mit harter
Evidenz, welche auch in den Abschnitten 5.2 bis 5.4 Anwendung finden.
Die Bewertungsergebnisse der hier vorgestellten Netzwerke, gegeben in Ta-
belle 5.18, ko¨nnen daher mit den Ergebnisse der maschinell bestimmten
Bayes’schen Netzwerken aus Tabelle 5.13 auf Seite 164 verglichen werden.
Die Klassifikationsgu¨te, die durch die expertengestu¨tzt manuell ermittelten
Bayes’schen Netzwerke erzielt wird, liegt deutlich unter den Ergebnissen,
welche mit den vorgestellten maschinell datengetriebenen Ansa¨tzen erzielt
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werden. Auffa¨llig ist, dass sich nach Anwendung des EM-Algorithmus große
Teile der, im Vergleich zu den Naiven Bayes’schen Netzwerken, hochdimensio-
nalen bedingten Wahrscheinlichkeitstabellen noch im Initialisierungszustand
befinden. Ebenso steigt die Ausfu¨hrungszeit des EM-Algorithmus um ein
vielfaches gegenu¨ber den maschinell bestimmten HNB-Netzwerkstrukturen.
Zusammengefasst ist das maschinelle Lernen der expertengestu¨tzten manuel-
len Strukturbestimmung sowohl im Hinblick auf die Gu¨te als auch auf den
Aufwand vorzuziehen.
Tabelle 5.18: Bewertungsergebnisse der mithilfe von Expertenwissen manuell
bestimmten Netzwerkstrukturen gegenu¨ber der besten maschinell bestimmten
Struktur eines zeitinvarianten Hierarchisch Naiven Bayes’schen Netzwerks aus
Abschnitt 5.4.
Strukturbestimmung manuell maschinell
Anzahl Evidenzvariablen 21 30 21
Abbildung 5.30 5.29 5.23(b)
Klassifikationsgu¨te [%] 19,84 11,08 42,2
5.7.2 Beru¨cksichtigung von Zustandsunsicherheiten
der Situationsmerkmale als weiche Evidenz
In der Fahrumgebungserfassung ist unsicheres Wissen typisch. Bei einer
auf Kalman-Filter basierten Objektverfolgung wird die Zustandsa¨nderung
eines beobachteten Objektes u¨ber Dynamikmodelle modelliert. Da diese nur
na¨herungsweise die tatsa¨chliche Objektdynamik abbilden, wird eine mo¨gliche
Abweichung durch ein Prozessrauschen modelliert, welches die Zustands-
unsicherheit des Objektes infolge der Scha¨tzung erho¨ht. Ungenauigkeiten
der Sensoren, z. B. begrenzte Winkel- und Entfernungsauflo¨sungen, werden
durch Messrauschen modelliert, welches die Unsicherheit bzgl. der gemes-
senen Werte erho¨ht. Vereinfachend wird eine Normal-Verteilung bei der
Modellierung des Mess- und Prozessrauschens angenommen. Die Zustands-
scha¨tzung des betreffenden Objektes wird mit assoziierten Messwerten der
Sensoren aktualisiert, wobei sich die Unsicherheit des gescha¨tzten Zustandes
reduziert. Entsprechend liegen die Situationsmerkmale bei Beru¨cksichtigung
der Zustandsunsicherheit in Form einer diskretisierten Verteilung vor, wel-
che als weiche Evidenz bzgl. der entsprechenden Zufallsvariablen modelliert
werden kann.
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Zu Beginn der Arbeit wurde die Hypothese aufgestellt, dass dieses Wissen um
die Unsicherheit der Situationsmerkmale das Vorhersageergebnis gegenu¨ber
einer Nichtbeachtung verbessern muss.
Das in Unterabschnitt 2.3.2.1 vorgestellte BN-IPFP-1 -Verfahren zur Rea-
lisierung einer weichen Evidenz mithilfe einer virtuellen Variable wurde in
Abschnitt 5.3 fu¨r die Auswahl relevanter Evidenzvariablen umgesetzt. Die
in der genutzten Softwarebibliothek smile bereit gestellte Ausfu¨hrung des
EM-Algorithmus ist fu¨r eine Anwendung auf harte Evidenz vorgesehen. Vor
diesem Hintergrund erfolgte eine Nachimplementierung des EM-Algorithmus
zur Kombination mit dem BN-IPFP-1 -Verfahren, vgl. [Kokoulina 2017].
Abbildung 5.19 auf Seite 159 zeigt die Gegenu¨berstellung der Klassifikati-
onsgu¨te von Naiven Bayes’schen Netzwerken, deren Parameter im Rahmen
des Wrapperverfahrens mit weicher bzw. harter Evidenz gelernt sind. Die
Klassifikationsgu¨te ist ebenfalls entsprechend mit weicher bzw. harter Evi-
denz bestimmt. Die Klassifikationsgu¨te der per weicher Evidenz ermittelten
Naiven Bayes’schen Netzwerke liegt fu¨r alle Variablenmengen unter der Gu¨te
der per harter Evidenz ermittelten Netzwerke bei gleichzeitig ho¨heren Klas-
sifikationskosten. Bei den eingesetzten Naiven Bayes’schen Netzwerken sind
die Evidenzvariablen bzw. deren virtuelle Variablen zur Realisierung der wei-
chen Evidenz zueinander nicht d-separiert, d. h. das BN-IPFP-1 -Verfahren
durchla¨uft nahezu immer mehrere Iterationen, bis sich in den Evidenzva-
riablen jeweils der zu setzende weiche Evidenzwert einstellt. Insbesondere
bei der Bestimmung der bedingten Wahrscheinlichkeitsverteilungen mittels
des EM-Algorithmus erho¨ht sich die Komplexita¨t durch die notwendige
Anwendung des BN-IPFP-1 -Verfahrens zum Setzen der weichen Evidenz
erheblich. Zusa¨tzlich wurde die Struktursuche nach dem HNB-Verfahren
auf Basis weicher Evidenz und der in dieser Arbeit verwendeten Datensa¨tze
untersucht. Gegenu¨ber den Ergebnissen aus Abschnitt 5.4 ergab sich fu¨r die
so ermittelten Netzwerkstrukturen keine Verbesserung der Scha¨tzgenauigkeit.
Die Modellierung des Mess- und Prozessrauschens und der daraus resultie-
renden Unsicherheit des gescha¨tzten Objektzustandes im Umfeldwahrneh-
mungsprozess dient im Wesentlichen einer stabilen Objektverfolgung. Die
Eingangs aufgestellte Hypothese, dass eine Beru¨cksichtigung dieser Zustands-
unsicherheit bei der Parameterbestimmung und Inferenz im Bayes’schen
Netzwerk das Vorhersageergebnis fu¨r Fahrstreifenwechsel verbessert, konnte
fu¨r die vorliegende Arbeit nicht besta¨tigt werden.
Die Ermittlung der Konfusionsmatrizen auf Basis der weichen Evidenz bzgl.
der Klassenvariable LC, vgl. Gleichung 5.6 auf Seite 154, fu¨hrte im Rahmen
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der Evidenzvariablenauswahl in Abschnitt 5.4 gegenu¨ber der Anwendung der
harten Evidenz ebenfalls zu Ergebnissen mit geringerer Klassifikationsgu¨te.
Aus den genannten Gru¨nden wurde auf die Beru¨cksichtigung der Zustandsun-
sicherheiten der Eingangsmerkmale in Form der weichen Evidenz verzichtet.
5.7.3 Einfluss von Qualita¨t & Verfu¨gbarkeit der
Fahrumgebungsdaten auf die Vorhersage
Der Zustand des Umfeldmodells als rechnerinterne Repra¨sentation der ma-
schinell wahrgenommenen Fahrumgebung, vgl. Abschnitt 4.3, weicht zu
einem gewissen Grad fu¨r alle Objekte vom Zustand der tatsa¨chlichen Fahr-
umgebung ab. U¨ber die Zustandsunsicherheiten der gescha¨tzten Objekt- und
Fahrbahndaten la¨sst sich ein Teil der Unsicherheit u¨ber die genaue Kenntnis
der jeweiligen Zusta¨nde modellieren. Ein Einbezug dieser Zustandsunsicher-
heiten in die Fahrstreifenwechselvorhersage hat sich fu¨r die vorliegenden
Arbeit als unvorteilhaft erwiesen, vgl. Unterabschnitt 5.7.2.
Eine Aussage u¨ber den Einfluss von Qualita¨t und Verfu¨gbarkeit der Fahrum-
gebungsdaten auf das Ergebnis einer Fahrstreifenwechselvorhersage la¨sst sich
durch einen Vergleich der Bewertungsergebnisse zwischen einem rein auf das
Ego-Fahrzeug bezogenen Datensatz und einem gemischten Datensatz erzielen.
Letzterer entha¨lt sowohl auf das Ego-Fahrzeug bezogene Datentupel als auch
Datentupel fu¨r alle Objekte im Beobachtungshorizont des Ego-Fahrzeuges.
Die Verfu¨gbarkeit der in Unterabschnitt 4.4.2.4 definierten Situationsmerk-
male, welche die Beziehung zwischen dem potentiell fahrstreifenwechselnden
Bezugsobjekt und dem umgebenden Verkehr beschreiben, sinkt mit zuneh-
menden Abstand des Objektes vom Ego-Fahrzeug. Ebenso ist eine Zunahme
der Unsicherheit bzgl. des Zustandes des Bezugsobjektes wie auch der Zu-
standsunsicherheit bzgl. der Fahrbahn mit zunehmendem Abstand vom
Ego-Fahrzeug zu verzeichnen. Die letztgenannten Punkte haben im Ego-
Datensatz einen geringeren Einfluss, da der Zustand des Ego-Fahrzeugs
und der Zustand dessen unmittelbarer Fahrumgebung durch die Fahrumge-
bungserfassung verha¨ltnisma¨ßig gut gescha¨tzt wird. Weiterhin wirken sich
insbesondere Artefakte wie Geisterobjekte im gemischten Datensatz mehrfach
negativ aus, da einerseits eine unzweckma¨ßige Fahrstreifenwechselvorhersage
fu¨r diese als Bezugsobjekt erfolgt und sie andererseits die Beziehung zum
umgebenden Verkehr fu¨r andere Bezugsobjekte verfa¨lschen.
Tabelle 5.19 zeigt eine Gegenu¨berstellung der Bewertungsergebnisse
der in Abschnitt 5.4 gefundenen Netzstrukturen, wobei die bedingten
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Wahrscheinlichkeiten (CPTs) im ersten Fall auf Basis des gemischten Da-
tensatzes und im zweiten Fall auf Basis des Ego-Datensatzes bestimmt
sind. Die Klassifikationsgu¨te fu¨r den Ego-Datensatz ist bezogen auf den
gemischten Datensatz um ca. 20 % ho¨her. Eine Anwendung des gemischten
Testdatensatzes auf eine mit dem Ego-Datensatz gelernte Netzstruktur fu¨hrt
zu deutlich schlechteren Ergebnissen in der Klassifikationsgu¨te als bei einer
mittels gemischten Datensatz bestimmten Netzstruktur.
Tabelle 5.19: Gegenu¨berstellung der Bewertungsergebnisse der Hierarchisch
Naiven Bayes’schen Netzwerke fu¨r eine Bestimmung der CPTs auf Basis des
gemischten Datensatzes, vgl. Tabelle 5.13 und des auf Ego-Daten reduzierten
Testdatensatzes, vgl. Tabelle 5.14.
Anzahl Evidenzvariablen 6 10 16 21
Abbildung 5.20(b) 5.21(b) 5.22(b) 5.23(b)
Klassifikationsgu¨te [%]
gemischter Datensatz
35,48 38,81 41,23 42,2
Klassifikationsgu¨te [%]
Ego-Datensatz
48,29 50,17 50,65 51,03
5.7.4 Vergleich mit alternativer Methode
In diesem Abschnitt sollen die mit Bayes’schen Netzwerken erzielten Scha¨tz-
ergebnisse zur Fahrstreifenwechselvorhersage denen einer alternativen KI-
Methode gegenu¨bergestellt werden. Als alternative Methode werden Ku¨nst-
liche Neuronale Netze gewa¨hlt, vgl. Abschnitt 2.4, da Verfu¨gbarkeit und
Qualita¨t der notwendigen Bibliotheken und Werkzeugketten eine schnelle
Implementierung dieser Scha¨tzmethode versprechen. Die Implementierung
erfolgt mithilfe der Keras Deep Learning-Bibliothek, vgl. [Chollet 2016].
Es wird ein rekurrentes Neuronales Netzwerk (RNN) gewa¨hlt, mit dem sich,
vergleichbar zu den Dynamischen Bayes’schen Netzwerken, Zeitabha¨ngigkei-
ten in den Daten abbilden lassen. Aufgrund vielversprechender Ergebnisse
in einer Voruntersuchung findet in dieser Arbeit ein RNN des Typs long
short-term memory (LSTM) Modell Anwendung, vgl. [Goodfellow u. a. 2016;
Hochreiter u. Schmidhuber 1997]. Das RNN ist rekurrent u¨ber drei Zeit-
schritte mit einer Zeitdifferenz von jeweils 200 ms. Die Eingangsschicht des
Netzwerkes besteht, entsprechend der zur Verfu¨gung stehenden Menge an
Eingangsmerkmalen, aus 30 Neuronen. Die Ausgangsschicht bildet die Zeitin-
tervalle mit neun Neuronen ab. Es werden zwei versteckte Schichten (hidden
layer) verwendet.
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Zur Bestimmung eines RNNs mit einer bestmo¨glichen Klassifikationsleistung,
wird die Anzahl der Neuronen in den versteckten Schichten variiert und
das jeweils resultierende Netzwerk trainiert und bewertet. Das Training fu¨r
jede Netzwerkvariation erfolgt u¨ber den Backpropagation-Algorithmus und
wird abgebrochen, sobald sich eine U¨beranpassung des Netzwerks an den
Datensatz eingestellt. Die Anpassung der Gewichte erfolgt ausgehend von der
Ausgabeschicht, so dass die als Fehlermaß gewa¨hlte Kreuzentropie minimal
wird, vgl. Gleichung 5.10 mit P (X = x) als Bezeichner fu¨r die Verteilung




P (X = x) log Q(X = x) (5.10)
Als Datenbasis findet der auf Ego-Daten reduzierte Datensatz Anwen-
dung. Die Bewertung erfolgt analog zu den Bayes’schen Netzwerken, vgl.
Unterabschnitt 5.3.2.1.
Das ermittelte RNN mit der ho¨chsten Bewertung weist jeweils 190 Neuro-
nen in den versteckten Schichten auf. Tabelle 5.20 und die Abbildungen
5.31 sowie 5.32 zeigen eine Gegenu¨berstellung der Vorhersageleistung des
ermittelten RNN mit denen des Dynamischen Bayes’schen Netzwerks mit
21 Eingangsmerkmalen, vgl. Abbildung 5.26 auf Seite 172. Die zugeho¨rige
Konfusionsmatrix des RNN ist in Anhang A.7 gegeben.
Tabelle 5.20: Gegenu¨berstellung der Ergebnisse eines Dynamischen
Bayes’schen Netzwerks und eines Rekurrenten Neuronalen Netzwerks
Methode DBN RNN
Klassifikationsgu¨te [%] 58,7 59,8
Die Wahrscheinlichkeit, dass das ermittelte RNN das korrekte Zeitintervall
eines bevorstehenden Fahrstreifenwechsels vorhersagt liegt mit 59,8% zur
Vorhersageleistung von 58,7% eines DBN auf einem vergleichbaren Niveau.
In den Abbildungen 5.31 und 5.32 ist anhand des zeitlichen Verlaufs der
Wahrscheinlichkeitsverteilung u¨ber alle Zeitintervalle erkennbar, dass mit
Ausnahme der Intervalle lc left 2 0 und lc right 1 5, die Scha¨tzung der
einzelnen Zeitintervalle sta¨rker ausgepra¨gt ist, als bei bei einer Scha¨tzung
per DBN.
Neben der geringfu¨gig besseren Klassifikationsleistung ist der deutlich gerin-
gere Aufwand zur Bestimmung des Neuronalen Netzwerks gegenu¨ber einem
Bayes’schen Netzwerk ein wesentlicher Vorteil der Neuronalen Netzwerke.
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lc left 0 5
lc left 1 0
lc left 1 5
lc left 2 0
lc right 0 5
lc right 1 0
lc right 1 5
lc right 2 0
Abbildung 5.31: Zeitlicher Verlauf der Fahrstreifenwechselvorhersage per
RNN (durchgezogene Linie), gemittelt u¨ber alle Fahrstreifenwechsel nach links,
gegenu¨ber den Ergebnissen des DBN (gepunktete Linie) aus Abbildung 5.27













lc left 0 5
lc left 1 0
lc left 1 5
lc left 2 0
lc right 0 5
lc right 1 0
lc right 1 5
lc right 2 0
Abbildung 5.32: Zeitlicher Verlauf der Fahrstreifenwechselvorhersage per
RNN (durchgezogene Linie), gemittelt u¨ber alle Fahrstreifenwechsel nach rechts,
gegenu¨ber den Ergebnissen des DBN (gepunktete Linie) aus Abbildung 5.28
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Gegenu¨ber den Bayes’schen Netzwerken ist weder ein expliziter Diskreti-
sierungsprozess noch eine Merkmalsauswahl notwendig. Insbesondere die
Merkmalsauswahl erfolgt implizit durch die Bestimmung der Kantengewich-
te wa¨hrend des Trainings des RNN. Durch die verwendete Keras Deep
Learning-Bibliothek konnten Berechnungen zum Trainieren des Netzwer-
kes auf einen Grafikprozessor ausgelagert und damit hochgradig parallel,
d. h. mit vertretbarem Zeitaufwand, ausgefu¨hrt werden.
Gleichwohl nachteilig ist, im Vergleich zur Parameteranzahl des hier betrach-
teten DBN, dass die Anzahl der zu bestimmenden Gewichte des RNN bei
190 Neuronen pro Schicht sehr hoch ist. Eine darauf aufbauende Vorhersage
ist fu¨r einen menschlichen Betrachter entsprechend schwer nachvollziehbar
und als Black-Box-Verhalten anzusehen. Insbesondere ist eine Interpretation
des RNNs bezu¨glich der Relevanz der genutzten Situationsmerkmale schwie-
rig. Demgegenu¨ber zeigen die in Abschnitt 5.6 diskutierten Ergebnisse der
Bayes’schen Netzwerke, dass bereits mit einem Bruchteil der zur Verfu¨gung
stehenden Situationsmerkmale, z. B. den Merkmalen der lateralen Indikation,
ein Großteil der Klassifikationsleistung erbracht werden kann.
6 Zusammenfassung
und Ausblick
Moderne Systeme zur automatisierten Fahrzeugfu¨hrung beno¨tigen ein tief-
greifendes Versta¨ndnis der Fahrumgebung zur konfliktfreien Bewa¨ltigung der
Fahraufgabe. Dieses Versta¨ndnis basiert auf der Wahrnehmung und Inter-
pretation des Verkehrsumfeldes und schließt eine Erkennung und Vorhersage
von Fahrmano¨vern des umgebenden Verkehrs ein. Vor diesem Hintergrund
bescha¨ftigt sich die vorliegende Arbeit mit der Frage, wie Merkmale eines
Fahrstreifenwechsels mithilfe einer Fahrumgebungserfassung wahrgenom-
men und darauf basierend die Zeitspanne bis zu einen Fahrstreifenwechsel
vorhergesagt werden kann.
Zur Wahrnehmung der Fahrumgebung auf Autobahnen wird ein Versuchs-
fahrzeug mit umfelderfassenden Sensoren ausgestattet, deren Messwerte in
ein modulares Umfeldmodell als rechnerinternes Abbild der Fahrumgebung
fusioniert werden. Mithilfe eines Bayes’schen Netzwerks erfolgt eine Interpre-
tation der wahrgenommenen Fahrumgebung zur zeitlichen Vorhersage von
Fahrstreifenwechselmano¨vern. Diese wird angewendet auf die Fahrzeuge des
umgebenden Verkehrs als auch auf das Ego-Fahrzeug selbst. Die Vorhersage
des Fahrstreifenwechselmano¨vers nach links bzw. rechts erfolgt durch die
Scha¨tzung einer diskreten Wahrscheinlichkeitsverteilung mit einer Vorher-
sagezeit von 0 - 2 s vor Eintritt in den Zielfahrstreifen. Die Verteilung ist
charakterisiert durch jeweils vier a¨quidistante Zeitintervalle von 0,5 s Dauer
sowie den Zustand kein Fahrstreifenwechsel.
Zu diesem Zweck wird die Umfeldwahrnehmungsplattform des Versuchs-
fahrzeuges um ein Modul zur Mano¨vervorhersage erweitert, welches das
Bayes’sche Netzwerk als Scha¨tzmodell entha¨lt und Schnittstellen zu den
Teilmodulen der Umfeldwahrnehmung bietet. Auf Basis des Umfeldmodells
wird die fu¨r das betrachtete Objekt relevante Verkehrsszene aufgestellt und
daraus verfu¨gbare Situationsmerkmale extrahiert. Darauf aufbauend wird die
Inferenz im Bayes’schen Netzwerk durchgefu¨hrt. Schließlich wird die erwei-
terte Zustandsbeschreibung fu¨r jedes betrachtete Objekt um die Information
zu einem bevorstehenden Fahrstreifenwechsels erga¨nzt.
Zur datengetriebenen Struktur- und Parameterbestimmung von Bayes’schen
Netzwerken sind bzgl. Fahrstreifenwechseln referenzierte Lern- und Testdaten
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notwendig. Im Rahmen einer Realfahrstudie wird der umgebende Verkehr
und das Fahrverhalten auf einer Strecke von insgesamt knapp 1 900 km
aufgezeichnet. Durch eine maschinelle Auswertung der Trajektorien des Ego-
Fahrzeuges und aller beobachteten Fahrzeuge der Fahrumgebung werden
im Zuge einer Oﬄine-Prozessierung der Messdaten die Fahrstreifenwechsel
aller beobachteten Fahrzeuge einschließlich des Ego-Fahrzeuges retrospektiv
ermittelt und in eine Referenzdatenbank u¨berfu¨hrt.
Eine wesentliche Herausforderung liegt in der Strukturbestimmung des
Bayes’schen Netzwerks. Durchgefu¨hrte Untersuchungen zur manuellen,
d. h. expertengestu¨tzten Modellierung der Struktur fu¨hrten zu unbefrie-
digenden Ergebnissen. Vor diesen Hintergrund wird die Eingangs aufgestellte
Hypothese u¨berpru¨ft, ob sich das problemspezifische Wissen u¨ber das Fahr-
streifenwechselverhalten von Verkehrsteilnehmern, welches implizit in den
Messdaten der Realfahrstudie enthalten ist, durch maschinelle Lernverfah-
ren in die explizite Repra¨sentationsform eines Bayes’schen Netzwerks zur
Scha¨tzung einer Fahrstreifenwechselwahrscheinlichkeit u¨bertragen la¨sst.
Aufgrund der Gro¨ße des Parametersuchraumes stellt die datengetriebene ma-
schinelle Bestimmung der optimalen Netzwerkstruktur eine Herausforderung
dar. Um die Komplexita¨t dennoch zu beherrschen, werden die Parameter
des Bayes’schen Netzwerks in einem Vorgehen bestimmt, das sich in vier auf-
einander aufbauende Schritte gliedert. In jedem dieser Schritte wird separat
ein lokales Optimum bestimmt.
1.) U¨berfu¨hrung der Situationsmerkmale in diskrete Evidenzvariablen
durch eine informationstheoretische Bestimmung des diskreten Zu-
standsraumes fu¨r jede Variable. Ziel der Optimierung ist die Maxi-
mierung des verbleibenden Informationsgehaltes bei einer minimalen
Anzahl von Zusta¨nden.
2.) Bestimmung eines Naiven Bayes’schen Netzwerks aus der Menge der
zur Verfu¨gung stehenden Evidenzvariablen unter Vernachla¨ssigung
der statistischen Abha¨ngigkeiten zwischen den Evidenzvariablen. Die
Zielfunktion dieses und der nachfolgende Schritte ist jeweils die Maxi-
mierung der Klassifikationsleistung.
3.) Identifizierung latenter Variablen und deren Zustandsraum u¨ber das
HNB-Verfahren. Hierbei wird durch geschicktes Einfu¨gen latenter Va-
riablen in die Struktur des Naiven Bayes’schen Netzwerks versucht,
die in Schritt zwei vernachla¨ssigten statistischen Abha¨ngigkeiten zu
modellieren.
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4.) Auf Basis des gefundenen Hierarchisch Naiven Bayes’schen Netzwerks
werden mithilfe eines Genetischen Algorithmus temporale Kanten
zwischen den Variablen gesucht. Anhand dieser wird die Struktur fu¨r
ein Dynamisches Bayes’sches Netzwerk bestimmt.
Schritt zwei bis drei nutzen jeweils eine gerichtete Suche zur Optimierung
der Struktur. In Schritt vier wird ein evolutiona¨rer Ansatz verfolgt.
Bereits die in Schritt zwei ermittelten Naiven Bayes’schen Netzwerke er-
mo¨glichen eine Vorhersage von Fahrstreifenwechselmano¨vern, wenn auch
mit deutlichen Einschra¨nkungen in der Scha¨tzgenauigkeit. So la¨sst sich mit
einem der ermittelten Naiven Bayes’schen Netzwerke bspw. das Zeitintervall
(0,0; 0,5] s vor einem Fahrstreifenwechsel nach links oder rechts durchschnitt-
lich in 68,16 % und das Zeitintervall (1,5; 2,0] s in 40,18 % aller Fa¨lle korrekt
scha¨tzen. Eine Erweiterung der Netzstruktur durch die Identifikation latenter
Variablen mithilfe das HNB-Verfahrens verbessert das Scha¨tzergebnis nur
leicht. Die Scha¨tzung fu¨r beide Netzwerktypen erfolgt auf Basis von Situati-
onsmerkmalen des Verkehrsumfeldes aus jeweils einem Zeitschritt. Obschon
Merkmale genutzt werden, welche die zeitliche Dynamik des Fahrstreifen-
wechselvorganges beschreiben, kann erst mit der Modellierung zeitlicher
Abha¨ngigkeiten zwischen den Zufallsvariablen u¨ber mehrere Zeitscheiben
in Form eines Dynamischen Bayes’schen Netzwerks eine deutliche Verbesse-
rung des Scha¨tzergebnisses erreicht werden. So la¨sst sich daru¨ber bspw. das
Zeitintervall (0,0; 0,5] s vor einem Fahrstreifenwechsel nach links oder rechts
durchschnittlich in 84,27 % und das Zeitintervall (1,5; 2,0] s in 53,19 % aller
Fa¨lle korrekt als das wahrscheinlichste Intervall bestimmen.
Ein Großteil der verbleibenden Evidenzmasse, welche nicht dem wahrschein-
lichsten Zustand zugeordnet ist, entfa¨llt auf dessen direkt benachbarte Zei-
tintervalle. Entsprechend la¨sst sich, unter Beru¨cksichtigung der gesamten
Wahrscheinlichkeitsverteilung einer Scha¨tzung, der Zeitrahmen bis zu einem
bevorstehenden Fahrstreifenwechsel auf die wahrscheinlichsten Zeitintervalle
eingrenzen und damit das Eintreten des Fahrstreifenwechselereignisses zu
Lasten der zeitlichen Vorhersagegenauigkeit mit einer ho¨heren Sicherheit
bestimmen.
Die Unsicherheit u¨ber den Zustand der Fahrumgebung kann in den betref-
fenden Evidenzvariablen u¨ber weiche Evidenz, d. h. u¨ber die Abbildung
einer beliebigen Unsicherheitsverteilung in der Variable, modelliert werden.
Die Beru¨cksichtigung von weicher Evidenz bei der Bestimmung der Netz-
werkstruktur wurde auf Basis des BN-IPFP-1-Verfahrens untersucht. Im
Ergebnis konnte hiermit keine Verbesserung des Klassifikationsergebnisses
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gegenu¨ber der Verwendung von harter Evidenz, d. h. des Erwartungswertes
statt einer vollsta¨ndigen Unsicherheitsverteilung fu¨r die jeweilige Variable,
erzielt werden. Auf Basis dieser Erkenntnisse wurde die explizite Modellie-
rung der Unsicherheiten bzgl. der Fahrumgebung bei der Parameter- und
Netzwerkstrukturbestimmung der Bayes’schen Netzwerke vernachla¨ssigt.
Ein zu Vergleichszwecken, auf Basis eines Rekurrenten Neuronalen Netz-
werkes, ebenfalls maschinell bestimmtes Scha¨tzmodell besta¨tigt die Vor-
hersageleistung des Dynamischen Bayes’schen Netzwerks durch qualitativ
vergleichbare Vorhersageergebnisse. Die Nachvollziehbarkeit der Ergebnisse
wird jedoch durch eine, gegenu¨ber den Dynamischen Bayes’schen Netzwerken,
deutlich komplexere Netzwerkstruktur erschwert.
Die in Abschnitt 5.6 diskutierten Ergebnisse zeigen, dass sich u¨ber die ein-
gesetzten maschinellen Lernverfahren geeignete Bayes’sche Netzwerke zur
Scha¨tzung einer Wahrscheinlichkeitsverteilung ermitteln lassen, welche den
Zeitraum bis zu einem bevorstehenden Fahrstreifenwechsel beschreibt. Der
Aufwand zur Neubestimmung des Scha¨tzmodells wird durch den Einsatz der
vorgestellten Prozesskette im Wesentlichen auf die Beschaffung repra¨sentati-
ver Fahrdaten und deren Neuprozessierung reduziert.
Ausblick
Die in dieser Arbeit ermittelten Ergebnisse zeigen das Potential fu¨r einen
praxisrelevanten Einsatz des Verfahrens, lassen jedoch bzgl. der Scha¨tzge-
nauigkeit der einzelnen Zeitintervalle Raum fu¨r Verbesserungen. Im Rahmen
des bestehenden Konzeptes werden folgende Maßnahmen zur Verbesserung
der Scha¨tzgenauigkeit vorgeschlagen:
• Fu¨r die zu scha¨tzende Verteilung bzgl. eines bevorstehenden Fahr-
streifenwechsels sollten Untersuchungen zur Neujustierung der Inter-
vallgrenzen und ggf. eine Reduktion der Anzahl an Zeitintervallen
vorgenommen werden.
• Vielversprechend ist die Bereitstellung weiterer Situationsmerkmale
u¨ber die Umfeldwahrnehmungsplattform wie z. B. eine Erkennung des
Fahrtrichtungsanzeigers oder eine Typklassifizierung der umgebenden
Fahrzeuge.
Eine Weiterentwicklung oder Abwandlung des Konzeptes zur Vorhersage
von Fahrstreifenwechselmano¨vern ist unter folgenden Aspekten vorstellbar:
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• Diskrete Bayes’sche Netzwerke zur Fahrstreifenwechselvorhersage wur-
den innerhalb dieser Arbeit intensiv untersucht. Lohnenswert scheint
eine weitere Untersuchung Bayes’scher Netzwerke mit kontinuierlichen
Zufallsvariablen, da fu¨r diese die kontinuierliche Ausgangsform der
Situationsmerkmale nicht diskretisiert werden muss und der damit ver-
bundene Informationsverlust ausbleibt. Ebenfalls scheint eine weitere
Untersuchung alternativer Scha¨tzmethoden lohnenswert.
• Ebenso untersuchenswert ist eine dem vorgestellten Scha¨tzmodell vor-
gelagerte Instanz zur Situationsklassifikation, z. B. nach Fahrstrei-
fenwechselsituation oder keine Fahrstreifenwechselsituation. Erwar-
tet wird hierdurch die Reduktion der falsch-positive Rate bzgl. der
Vorhersage von kein Fahrstreifenwechsel und gleichzeitig das Erzie-
len eines pra¨ziseren Scha¨tzergebnisses des zeitlichen Verlaufs in einer
Fahrstreifenwechselsituation.
• Die Scha¨tzung von Fahrstreifenwechselmano¨vern des Ego-Fahrzeuges
liefert in der vorliegenden Arbeit aufgrund der Datenlage die bes-
ten Ergebnisse. Das Hinzuziehen zusa¨tzlicher Situationsmerkmale,
welche bei einer Scha¨tzung fu¨r Fremdfahrzeuge bislang nicht gege-
ben sind, z. B. Daten der Fahrerzustandserfassung, ko¨nnten das Er-
gebnis weiter verbessern. Fu¨r die Zukunft wa¨re eine U¨bertragung
voraussichtlicher Mano¨ver eines Fahrers oder geplanter Mano¨ver ei-




A.1 Information und Transinformation
Die statistische Abha¨ngigkeit einer Zufallsvariable la¨sst sich durch die Begriffe
Entropie und Transinformation formalisieren:
Der informationstheoretische Begriff der Entropie H gibt den mittleren
Informationsgehalt eines Ereignisse x ∈ X einer Zufallsvariable X an und




P (X = x) · log2 1
P (X = x)
. (A.1)
Mit P (X = x) gleich der Auftrittswahrscheinlichkeit des Ereignisses x und
log2
1








Abbildung A.1: Grafische Darstellung der Zusammenha¨nge von Entropie H
und Transinformation I zweier Zufallsvariablen X und Y als Venndiagramm
nach [Cover u. Thomas 1991]
Ist der Informationsgehalt einer Zufallsvariable in einem bestimmten Maß
in dem Informationsgehalt einer zweiten Zufallsvariable enthalten, so sind
diese statistisch abha¨ngig. Ein Maß, mit dem der Informationsgehalt ei-
ner Zufallsvariable X u¨ber eine andere Zufallsvariable Y und der Ver-
bundverteilung bestimmt werden kann, ist die Transinformation1 I, vgl.






P (X = x,Y = y) · log2 P (X = x,Y = y)
P (X = x) · P (Y = y) (A.2)
1 Transinformation, engl.: mutual information.
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Eine grafische Darstellung der Zusammenha¨nge von Entropie H und Trans-
information I zweier Zufallsvariablen X und Y gibt Abbildung A.1. Die
Entropie beider Variablen ist jeweils als Kreis dargestellt. Die Vereinigung
beider Kreise stellt die Verbundentropie von X und Y dar, der Schnitt
die Transinformation. Anhand des abgebildeten Venndiagramms lassen sich
folgende Eigenschaften nachvollziehen:
• I(X,Y ) ≥ 0: Die Transinformation ist niemals negativ.
• I(X,Y ) = 0⇒ H(X) = H(X|Y ), H(Y ) = H(Y |X): Betra¨gt die Trans-
information zweier Zufallsvariable null, so erha¨lt man mit Kenntnis
u¨ber eine Zufallsvariable keine Kenntnis u¨ber die andere Variable,
d. h. beide Variablen sind statistisch unabha¨ngig.
• MAX(I(X,Y ))⇒ I(X,Y ) = H(X,Y ) = H(Y ) = H(X): Die Transin-
formation zweier Zufallsvariablen ist maximal, wenn mit vollsta¨ndiger
Kenntnis einer Zufallsvariablen auch vollsta¨ndige Kenntnis u¨ber eine
andere Zufallsvariable erlangt wird, d. h. beide Variablen sind vollsta¨n-
dig abha¨ngig.
Die Transinformation ist somit nach Gleichung A.2 die relative Entropie
zwischen einer Verbundverteilung p(x,y) und der Produktverteilung p(x)p(y).
A¨quivalent kann die Transinformation als Summe der Entropie von X und
Y abzu¨glich der Verbundentropie von X und Y ausgedru¨ckt werden, vgl.
[Cover u. Thomas 1991]:
I(X,Y ) = H(X) +H(Y )−H(X,Y ) (A.3)
Die Transinformation einer Zufallsvariable mit sich selbst ist folglich die
Entropie der Zufallsvariable:
I(X,X) = H(X) +H(X)−H(X,X) = H(X) (A.4)
A.2 Hard- & Softwareumgebung
Die Realisierung der Fahrstreifenwechselvorhersage erfolgt in der Program-
miersprache C++ als Softwaremodul innerhalb der Umfeldwahrnehmungs-
plattform des Temporary Autopilot, vgl. Abschnitt 4.3. Hiermit ergeben
sich folgende Randbedingungen bzgl. Hard-, Software und des Laufzeitver-
haltens:
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• Hardware: Als zentraler Umfeldwahrnehmungsrechner steht ein hoch-
kompakter cPCI-Rechner mit Intel T7500 Doppelkernprozessor2, 2 GB
Hauptspeicher und 8 GB compactFlash-Karte als Massenspeicher zur
Verfu¨gung.
• Softwareumgebung: Als Softwareumgebung kommt ADTF3 und ein
Linux-Betriebssystem4 mit Echtzeiterweiterung fu¨r den Online-Betrieb
im Versuchstra¨ger zum Einsatz. Der Oﬄine-Betrieb wa¨hrend der Ent-
wicklung, u. a. zum Prozessieren der Messdateien, erfolgt gro¨ßtenteils
unter Microsoft Windows XP bzw. Windows 7.
• Laufzeitverhalten: Der gesamte Wahrnehmungsprozess weist ein de-
terministisches Zeitverhalten auf. Sowohl die Datenverarbeitungs-, als
auch die Ausgabeprozesse werden zyklisch von einer zentralen Zeit-
steuerung gestartet und in ihrer Ausfu¨hrungszeit u¨berwacht. Das Mo-
dul Mano¨vervorhersage wird u¨ber den Ausgabezyklus von 100ms der
Objektfusion gesteuert. Fu¨r die Berechnung der Fahrstreifenwechsel-
wahrscheinlichkeiten der betreffenden Objekte stehen somit maximal
100ms zur Verfu¨gung, bevor neue Eingangsdaten verarbeitet werden
mu¨ssen.
Zur Umsetzung des Bayes’schen Netzwerks wird die an der Universita¨t von
Pittsburg entwickelte Werkzeugkombination GeNIe/SMILE verwendet, vgl.
[DSL 2013]. SMILE ist eine C++-Bibliothek zur Modellierung Bayes’scher
Netzwerke. GeNIe bildet die grafische Benutzeroberfla¨che. Unsicheres Wissen
aus dem Wahrnehmungsprozess kann mit den in Unterabschnitt 2.3.2.1 gege-
benen Formalismen in eine virtuelle Evidenz transformiert und in Form einer
diskreten Verteilung eingebracht werden ohne eine direkte Manipulation der
Netzstruktur. Das gewa¨hlte Werkzeug erlaubt somit eine durchgehend proba-
bilistische Datenverarbeitung. Ausschlaggebend fu¨r die Auswahl war neben
der obligatorischen Verfu¨gbarkeit in der Programmiersprache C++ und der
Unterstu¨tzung von Windows- und Unix-Betriebssystemen eine große Anzahl
an verfu¨gbaren Inferenzalgorithmen und Parameterlernverfahren, die voll-
sta¨ndige Trennung der grafischen Benutzeroberfla¨che von den Modellierungs-
und Inferenzalgorithmen und nicht zuletzt eine brauchbare Dokumentation
in Form von Online-Hilfe, Wiki und Tutorien.
2 Core2Duo, 2,2 GHz Taktfrequenz.
3 ADTF - Automotive Data and Time-Triggered Framework: Softwareumgebung zur
Realisierung von Fahrerassistenzsystemen, vgl. [AEV 2013].
4 Ubuntu 10.04.3 LTS mit PREEMPT RT-Echtzeitkernel.
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A.3 Herleitung des Eingangsmerkmals Ttlc -
Zeit bis zum Queren der Markierung
Nachfolgend ist die Herleitung des Eingangsmerkmals Ttlc beschrieben durch
Gleichung 4.3b in Unterabschnitt 4.5.1 gegeben:
a = const,




a · t2 + v0 · t+ s0,








· w − 1
2
· wO = 1
2
a · t2 + v0 · t+ s0
gegeben: v0 = vlat, s0 = d,
gesucht: t = ttlc an der Stelle s(t) = 0,
→ 0 != 1
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v2lat − 2a (d− w + wO)
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v2lat − a (2d− w + wO)
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a
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v2lat − a (2d+ w − wO)
)
A.4 Funktionsweise der gewa¨hlten
Diskretisierungsverfahren
In diesem Abschnitt wird die Funktionsweise der in Abschnitt 5.2 angewen-
deten Diskretisierungsverfahren erla¨utert.
A.4.1 Minimum Description Length Principle
Diskretisierung
Minimum Description Length Principle (MDLP) ist ein Entropieminimie-
rungsverfahren nach [Fayyad u. Irani 1993]. Zu Beginn des Verfahrens wird
der Datensatz S entsprechend der Auftretensha¨ufigkeit |S| = N der ent-
haltenen kontinuierlichen Werte aufsteigend sortiert. Alle Nachbarschaften
stellen einen potentiellen Schnittpunkt, d. h. Trennpunkt T zur Bildung von
Teilmengen dar. Ausgehend von der Entropiegleichung A.1 wird nachfol-
gend die Klassenentropie KH fu¨r je zwei Teilmengen S1, S2 bestimmt, mit
S1, S2 ⊂ S, S1
⋃
S2 = S. U¨ber alle potentiellen Schnittpunkte wird jener
als Diskretisierungsschwelle gewa¨hlt, welcher die minimale Klassenentro-
pie aufweist. Das Verfahren wird rekursiv auf alle durch den Trennpunkt























|S| ·H (S1) +
|S2|
|S| ·H (S2) (A.6)
Die Rekursionstiefe wird u¨ber das Abbruchkriterium in Gleichung A.7 be-
stimmt, wobei K die Anzahl der bestimmten Klassen bezeichnet.
AK (S,T ) = H (S)−KH (S,T ) < δ, mit δ = (A.7)[
log2 (N − 1) + log2
(
3K − 2)− [K ·H (S)−K1 ·H (S1)−K2 ·H (S2)]]
N
A.4.2 Diskretisierung nach dem Gini-Verfahren
Ist ein an MDLP angelehntes verfahren nach [Zhang u. a. 2007]. Wie
im MDLP-Verfahren erfolgt eine Sortierung aller kontinuierlichen Wer-
te entsprechend ihrer Ha¨ufigkeit im Datensatz. Ebenso stellen alle Nach-
barschaften einen potentiellen Schnittpunkt zur Bildung von Teilmengen
dar. Zur Auswahl der ersten Intervallgrenzen werden die Teilintervalle
S1, S2 ⊂ S, S1
⋃
S2 = S ausgewa¨hlt, welche nach Gleichung A.8 den gro¨ß-
ten Gini-Gewinn aufweisen. Statt der Entropie der Teilmengen bildet das
Gini-Kriterium aus Gleichung A.9 die Bewertungsgrundlage.
GG (S,S1,S2) = G (S)− |S1||S| ·G (S1)−
|S2|
|S| ·G (S2) (A.8)




Das Verfahren wird rekursiv auf alle die durch den Trennpunkt entstande-
nen Teilintervalle angewendet. Das Abbruchkriterium ist definiert u¨ber die
Gleichung A.10, mit n als Bezeichner fu¨r die Anzahl an Intervallen und p
einem benutzerdefinierten ganzzahligem Wert. In dieser Arbeit wird p = 2
gesetzt.





|S| ·G (Si) (A.11)
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A.4.3 Diskretisierung nach dem χ-Merge Verfahren
χ-Merge stellt ein u¨berwachtes deterministische Diskretisierungsverfahren
dar, welches in [Kerber 1992] beschrieben wird. Ziel des Verfahrens ist es
in jedem Diskretisierungsintervall mo¨glichst geringe Unterschiede bzgl. der
Klassenzugeho¨rigkeitsverha¨ltnisse zu erzielen. Das Verfahren geht von
”
unten
nach oben“ vor, d. h. zu Beginn wird jeder kontinuierliche Wert als eigenes
Diskretisierungsintervall betrachtet. Im Anschluss werden benachbarte Dis-
kretisierungsbereiche iterativ in Abha¨ngigkeit des χ2-Tests zusammengefasst.
Hierbei wird jeweils in jeder Iteration das Paar mit dem kleinsten χ2-Wert
zusammengefasst. Das Verfahren wird wiederholt bis die gegebenen Anzahl
von Diskretisierungsintervallen erreicht wird. Die Abha¨ngigkeit bzgl. der
Klassenzugeho¨rigkeit zweier benachbarter Intervalle wird mit dem χ2-Test









• mit der Anzahl an Klassen k,
• mit der erwarteten Ha¨ufigkeit Eij = Ri·CjN ,
• mit der Gesamtanzahl an Mustern N = ∑kj=1 Cj ,
• mit der Anzahl an Mustern in der j-ten Klasse Cj =
∑2
i=1Aij ,
• mit der Anzahl an Mustern in der i-ten Intervall Ri =
∑k
j = 1Aij ,
• mit der Anzahl an Muster im i-ten Intervall der j-ten Klasse Aij .
A.4.4 A¨quidistante Diskretisierung (A¨DD)
Der Algorithmus bestimmt zuna¨chst das Maximum (max) und Mini-
mum (min) der gegebenen Verteilung. Unter einer gegebenen Inter-





Die Diskretisierungsschwellen threshold lassen sich nun fu¨r jedes Intervall
i ∈ N, [1..NrOfBins] wie folgt bestimmen:
threshold(i) = min+ i · increment (A.13)
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Fu¨r nicht anna¨hernd gleichverteilte Daten besteht die Gefahr, dass einige
Intervalle deutlich mehr Daten5 repra¨sentieren als andere.
A.4.5 Ha¨ufigkeitsbasierte Diskretisierung (HBD)
Mit diesem Algorithmus wird versucht die Beschra¨nkungen des in A.4.4 darge-
legten Algorithmus aufzuheben indem fu¨r jedes Intervall eine gleichma¨chtige
Datenrepra¨sentation angestrebt wird, d. h. jedes Intervall repra¨sentiert die
gleiche Anzahl von Messpunkten. Vergleichbar zu A.4.4 werden zuna¨chst die
Maximum und Minimum bestimmt, die Daten sortiert und die Datenmenge
gleichma¨ßig entsprechend der gegebenen Anzahl von Intervallen aufgeteilt.
Die Diskretisierungsschwellen sind ada¨quat zu den Intervallgrenzen.
A.4.6 K-Means Cluster-Algorithmus
Bei einer gegebenen Anzahl von Clustern, d. h. Diskretisierungsintervallen,
hat der Algorithmus folgende Schritte:
(a) Initialisierungsschritt: zufa¨llige Auswahl von k-Objekten als
Anfangsclusterzentren.
(b) Jedes Objekt wird dem Cluster zugeordnet, dem es am a¨hnlichsten ist.
(c) Die Clusterzentren werden neu bestimmt durch eine Mittelwertbildung
u¨ber alle dem jeweiligen Cluster zugeordneten Objekte.
Die Schritte b - c werden solange wiederholt, bis die Anzahl der Neuzuord-
nungen eine bestimmte Konstante unterschreitet. Der Algorithmus ist so
entworfen, dass die Summe der quadratischen Funktion u¨ber die Zuordnung
der Objekte x zu den Clustern i = 1, 2, .., k minimiert wird, wobei Ci den








5 Anzahl von Tupeln im Datensatz.
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A.5 Algorithmus BN-IPFP-1
Listing A.1: Algorithmus BN-IPFP-1 nach [Peng u. a. 2010]
1 Q0(X) = P (X); k = 1
2 Wiederhole bis Konvergenz eintritt:
3 a = 1 + (k − 1) mod s; l = 1 + ⌊ k−1
s
⌋
4 Konstruiere virtuelle Evidenzen und
Wahrscheinlichkeitsquotienten:




: · · · : qam
Qk−1(xam)
5 Erhalte Qk(X) nach dem Update von Qk−1(X) mit
λa,l1 : · · · : λa,lm
6 k = k + 1
7 Ende
Es finden folgende Bezeichner Verwendung: Q(x) - Posteriorverteilung,
P (X) - Priorverteilung, s - Anzahl der Knoten fu¨r welche weiche Evidenz
vorliegt, m - Anzahl der Zusta¨nde von X, a - Index der aktuellen Lo¨sung,




Es wird sich auf den in Abschnitt 5.3 verwendeten Merkmalsraum von
30 Merkmalen bezogen. Zum Einsatz kommt jeweils ein Naives BN.
A.6.1 Wrapper mit Brute-Force Verfahren
In Listing A.2 ist die Komplexita¨tsanalyse auf Basis des Pseudocodes eines
Wrappers mit Brute-Force Verfahren zur Merkmalsauswahl gegeben.
Es ergibt sich pro Zeile die in Tabelle A.1 gegebene Komplexita¨t, wobei n
die Anzahl der Elemente im Merkmalsraum und m die Anzahl an Tupel im
Datensatz bezeichnet. In Zeile vier werden jeweils zehn Lern- und Testda-
tensa¨tze aus den Lerndaten, vgl. Tabelle 5.3 extrahiert um im Lern- und
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Evaluationsschritt in Zeile sechs und sieben den Einfluss des Datensatzes
zu minimieren. Die Komplexita¨t des Lernschrittes sowie des Evaluations-
schrittes ist unbekannt, da die verwendete Softwarebibliothek smile nicht
quelloffen ist. Von praktischer Relevanz du¨rfte hier insbesondere die Ausle-
gung des EM-Verfahrens bzgl. des Abbruchkriteriums, d. h. der Anzahl der
Iterationen sein.
Listing A.2: Pseudocode Wrapper mit Brute-Force Verfahren
1 Subset = {1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,
17,18,19,20,21,22,23,24,25,26,27,28,29,30}
2
3 for(alle Elemente in der Potenzmenge von Subset) do
4 Lern - & Testdatensa¨tze erzeugen
5 for(jeden Lerndatensatz) do
6 Naives BN anlernen mit EM-Algorithmus




11 Ergebnisse evaluieren , ausgeben
Tabelle A.1: Komplexita¨tsbetrachtung Wrapper-Methode mit Brute-Force
1. O(n) 6. O(Lernen)
3. O(2n) 7. O(Testen)
4. O(n ·m · 2 · 10) 11. O(1)
5. O(10)
Entsprechend ergibt sich aus Listing A.2 und Tabelle A.1 Gleichung A.14:
O(n) =O(n) +O(2n) · [O(n ·m · 2 · 10) +O(10) · [O(Lernen)
+O(Testen)]] +O(1)
(A.14)
Werden Summanden und Multiplikatoren niederer Ordnung nicht betrachtet,
ku¨rzt sich Gleichung A.14 zu Gleichung A.15.
O(n) = O(2n) ·O(n ·m) · [O(Lernen) +O(Testen)] (A.15)
A.6.2 Wrapper-Verfahren mit gerichteter Suche
Im Folgenden ist die Komplexita¨tsanalyse auf Basis des Pseudocodes einer
Wrapper-Methode mit gerichteter Suche zur Merkmalsauswahl analog zu
Unterabschnitt A.6.1 gegeben.
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Listing A.3: Pseudocode Wrapper-Methode mit gerichteter Suche
1 Subset = {1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,
17,18,19 ,20,21,22,23,24 ,25,26,27,28,29 ,30}
2 Pool = {31}
3 for(Anzahl an Elementen aus Subset) do
4 for(alle Elemente , die nicht Element von Pool) do
5 tmpPool = Pool + neues Element
6 Lern - & Testdatensa¨tze erzeugen
7 for(jeden Lerndatensatz) do
8 Naives BN anlernen mit EM-Algorithmus
9 Naives BN mit Testdatensatz evaluieren
10 end
11 end
12 Pool += bestes Netz aus tmpPool
13 end
14
15 Ergebnisse Evaluieren , ausgeben
Es ergibt sich pro Zeile die in Tabelle A.2 gegebene Komplexita¨t, mit p als
Bezeichner der Elemente im Pool. Die weitere Parameterbeschreibung ist
analog zu Unterabschnitt A.6.1.
Tabelle A.2: Komplexita¨t pro Zeile
1. O(n) 7. O(10)
2. O(1) 10. O(Lernen)
3. O(n) 11. O(Testen)
4. O(n− p) 12. O(1)
5. O(1) 15. O(1)
6. O(p ·m · 2 · 10)
Entsprechend ergibt sich aus Listing A.3 und Tabelle A.2 Gleichung A.16.
O(n) =O(n) +O(1) +O(n) · [O(n− p) · [O(1)
+O(p ·m · 2 · 10) +O(10) · [O(Lernen)
+O(Testen)]] +O(1)] +O(1)
(A.16)
Werden Summanden und Multiplikatoren niederer Ordnung nicht betrachtet,
ku¨rzt sich Gleichung A.16 zu Gleichung A.17.
O(n) = O(n) ·O(n− p) · [O(p ·m) +O(Lernen) +O(Testen)] (A.17)
204 A. Anhang
A.7 Konfusionsmatrizen
Nachfolgend ist die Konfusionsmatrix des in Unterabschnitt 5.7.4 auf Sei-
te 183 ermittelten Rekurrenten Neuronalen Netzwerks (RNN) gegeben:
Tabelle A.3: Konfusionsmatrix eines RNN mit zwei versteckten Schichten
zu jeweils 190 Neuronen. Das Netzwerk ist rekurrent u¨ber drei Zeitschritte
zu jeweils 200 ms.
P (LCpr, LCgt) LCpr=
in [%] lc1 lc2 lc3 lc4 lc5 lc6 lc7 lc8 lc9
LCgt=lc1 73,99 1,18 0,43 1,73 6,46 0,48 0,56 1,82 13,35
LCgt=lc2 0,53 51,54 46,96 0,96 0,00 0,00 0,00 0,00 0,00
LCgt=lc3 3,62 0,21 42,64 52,24 1,28 0,00 0,00 0,00 0,00
LCgt=lc4 13,38 0,00 1,18 59,85 25,59 0,00 0,00 0,00 0,00
LCgt=lc5 33,69 0,21 0,32 17,70 47,85 0,00 0,00 0,00 0,21
LCgt=lc6 0,75 0,00 0,00 0,00 0,00 70,78 28,28 0,09 0,09
LCgt=lc7 1,23 0,00 0,00 0,00 0,00 0,85 81,25 14,77 1,89
LCgt=lc8 3,78 0,00 0,00 0,00 0,00 0,38 13,79 42,49 39,57
LCgt=lc9 14,49 0,00 0,00 0,00 0,00 0,19 4,36 13,54 67,42
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