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Abstract. Soit G l’ensemble des points rationnels d’un groupe algébrique réductif non
connexe p-adique de caractéristique 0. Soit G0 la composante neutre de G. On suppose que
G/G0 est commutatif et fini. Notre motivation pour cette note est de rejoindre le cas connexe
d’un papier précédent, Bettäıeb, (2003). Autrement dit, de retrouver une analogue à notre
classification des représentations irréductibles tempérées de G, lorsqueG est connexe. C’est-
à-dire que toute représentation irréductible tempérée de G est irréductiblement induite
d’une limite de série discrète d’un sous-groupe de Lévi cuspidal de G.
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1. Introduction
Soit G l’ensemble des points rationnels d’un groupe algébrique réductif non con-
nexe p-adique de caractéristique 0. Soit G0 la composante neutre de G. On suppose
que G/G0 est commutatif et fini. Notre motivation pour cette note est de rejoindre
le cas connexe d’un papier précédent, [3]. Autrement dit, de retrouver une analogue
à notre classification des représentations irréductibles tempérées de G, lorsque G
est connexe. En effet, afin de développer une théorie similaire à celle des groupes
connexes, Goldberg et Herb [7] suggérent de choisir un sous-groupe de Lévi, bien
spécial, appelé sous-groupe de Lévi cuspidal de G, qu’on va l’adopter. On dit que le
groupe G est cuspidal si G admet une fonction cuspidale (non nulle).
Notons V(G) l’ensemble des caractères virtuels tempérés de G, c’est-à-dire que
V(G) est l’ensemble des combinaisons linéaires finies des caractères des représenta-
tions irréductibles tempérés de G. On dit que l’élément Θ ∈ V(G) est un caractère
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virtuel supertempéré si son terme constant faible ΘwM est nul, pour tout sous-groupe
de Lévi propre cuspidal M de G, [8], [9], [1], [3]. Notons Vst(G) le sous-espace
vectoriel des éléments supertempérés de V(G). On montre que le caractère d’une
représentation irréductible tempérée π est supertempéré si est seulement si π appar-
tient à la série discrète (Théorème 1).
Comme résultat préliminaire, et à l’aide des travaux de Arthur [1], Herb [9] et de
Bernstein et Zelevinsky [2], on démontre que tout élément de V(G) s’écrit comme
combinaison linéaire finie d’induites de caractères virtuels cuspidals supertempérés
(Théorème 6). Soient Θi ∈ Vst(Li), où Li (i = 1, 2) sont deux sous-groupes de Lévi
cuspidaux de G. On note iG,Li(Θi) le caractère induit de Θi. Par analogie avec les
caractères cuspidaux, on démontre que iG,L1(Θ1) = iG,L2(Θ2) si est seulement si, il
existe t ∈ G tel que L1= tL2 et Θ1= tΘ2 (Proposition 8). Ce résultat nous permettra
de déduire (Corollaire 9) qu’à chaque élément Θ ∈ V(G) lui correspond, modulo la
conjugaison par G, une famille finie unique {(Li,Θi)}16i6p, où Θi ∈ Vst(Li) et Li





Notons Π(G) l’ensemble des classes d’équivalence des représentations irréductibles
tempérées de G. Une représentation dans Π(G) est dite elliptique si son caractère est
non nul sur l’ensemble régulier elliptique de G. Notons Πell(G) le sous-ensemble de
Π(G) des représentations elliptiques de G. De même, une représentation irréductible
tempérée de G est dite essentielle (ou limite de série discrète [5]) si elle n’est pas
proprement irréductiblement induite par induction parabolique cuspidal. Notons
Πess(G) le sous-ensemble des représentations essentielles de Π(G).
On se donne (M,σ) une paire cuspidale-discrète de G, c’est-à-dire que M est
un sous-groupe de Lévi cuspidal de G et σ une représentation irréductible de M ,
de carré intégrable modulo la composante déployée AM du centre de M . Notons
iG,M (σ) la classe de la représentation induite IndP=MN (σ) et ℜσ := ℜGσ le ℜ-groupe
correspondant. C’est un groupe fini ayant la propriétée que l’algèbre commutante de
iG,M (σ) est isomorphe à C[ℜσ]ησ l’algèbre du groupe ℜσ tordue par un cocycle ησ
(voir [7], §5). Notons aM (resp. aG), l’algèbre de Lie réelle de la composante déployée
de M (resp. G). Pour tout r ∈ ℜσ, posons:
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Comme conséquence du Corollaire 9, on démontre qu’une composante irréductible
de iG,M (σ) est essentielle si est seulement si le groupe ℜσ est essentiel (Théorème 13).
Ainsi, on aura que si π est essentielle alors toutes les reliées à π le sont aussi (Corol-
laire 14). Rappelons qu’une représentation irréductible tempérée π2 de G est dite
reliée à π1 si π1 et π2 proviennent d’une même paire cuspidale-discrète (M,σ) de G.
Cette classification des représentations irréductibles essentielles de G nous permet
de prouver, aussi, que toute représentation irréductible tempérée π de G est irré-
ductiblement induite d’une essentielle (Proposition 15). De plus, si π = iG,L1(δ1) =
iG,L2(δ2), δi ∈ Πess(Li) et Li sous-groupes de Lévi cuspidaux de G, alors il existe
t ∈ G tel que L1 = tL2 et δ1 = tδ2.
2. L’espace des caractères virtuels V(G)
Dans ce paragraphe on montre que tout caractère virtuel tempéré s’écrit comme
combinaison linéaire finie d’induites de caractères virtuels cuspidaux supertempérés.
Soit G un groupe algébrique (pas forcément connexe) réductif défini sur un corps
local non archimédien F de caractéristique 0. Notons G(F ) l’ensemble des points
F -rationnels de G. Dans toute la suite on note G := G(F ). Soit G0 la composante
neutre de G. On suppose que G/G0 est commutatif et fini. Dans un prochain papier,
on verra le cas ou G0 est d’index premier.
Pour la suite, on fixe une composante de Lévi F -rationnelleM0 d’un certain sous-
groupe parabolique minimal P0 de G défini sur F et de composante déployée A0.
Notons M00 = M0 ∩ G
0 et P 00 = P0 ∩ G
0. On a P 00 est un sous-groupe parabolique






0 le groupe de Weyl de
(G0, A0) où NG0(M00 ) est normalisateur de M
0
0 dans G
0 et WG0 := NG(M0)/M0 le
groupe de Weyl de (G,A0).
On définit WG := NG(P0, A0)/M00 où NG(P0, A0) est l’ensemble de tous les
éléments de G qui normalisent, à la fois, P0 et A0. De ce fait, à partir de ([7],





Un élément semi-simple x0 ∈ G0 est dit régulier si DG0(x0) 6= 0 où DG0 est le
facteur discriminant standard défini dans [11], équation (4.7). Un élément x0 ∈ G0
est dit elliptique si son centralisateur est compact modulo la composante déployée
AG0 de G0. Suivant l’expression (1), on dit que x ∈ G correspond à x0 ∈ G0 s’il existe
w ∈ WG tel que x = wx0. On dit, alors, que x ∈ G est régulier s’il lui correspond
un élément régulier x0 ∈ G0. Notons G
′
l’ensemble des éléments réguliers de G.
De même, on dit que x ∈ G est elliptique s’il lui correspond un élément elliptique
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x0 ∈ G0. Notons Gell (resp. (G0)ell) l’ensemble des éléments réguliers et elliptiques
de G (resp. G0).
Soit π une représentation admissible de G, notons A(π) l’ensemble de toutes les




réunion étant prise sur toutes les représentations admissibles de G. De la même façon
on définitA(G0). Aussi on définit le sous-espaceAT (G0) ⊂ A(G0), des fonctions dites
termes constants dans A(G0), comme dans ([11], §4.5). On sait que si f ∈ A(G)
alors f|G0 ∈ A(G0), ([7], §2). Définissons:
AT (G) := {f ∈ A(G) : l(x)f|G0 ∈ AT (G
0) pour tout x ∈ G}
où l(x)f est la translation à gauche de f par x.
Lorsque π est une représentation admissible irréductible de G, on dit que π est
tempérée si A(π) ⊂ AT (G). On note Π(G) l’ensemble des classes d’équivalence
des représentations irréductibles tempérées de G. Aussi, lorsque π est une représen-
tation irréductible unitaire de G. On dit que π est une série discrète de G si
A(π) ⊂ L2(G/AG) où AG est la composante déployée du centre de G. Notons Π2(G)
l’ensemble des classes des représentations irréductibles de série discrète de G.
Par définition, un sous-groupe de LéviM de G est un sous-groupe algébrique de G
contenant la composante de Lévi M0 du parabolique minimal P0.
Notons C∞c (G) l’ensemble de toutes les fonctions lisses qui sont A(G)-finis, à
valeurs complexes sur G et qui sont à supports compacts modulo AG, [11]. On dit
que f ∈ C∞c (G) est cuspidale sur G, si pour tout sous-groupe parabolique propre
P = MN de G, on a:
∫
N
f(xn) dn = 0 pour tout x ∈ G.
On note 0A(G) l’ensemble des fonctions cuspidales sur G. On dit que G est cuspidal
si 0A(G) 6= {0}.
Dans la suite, tous les sous-groupes de Lévi M de G qu’on va les prendre sont
supposés cuspidaux car sinon on a que Π2(M) est vide [7], Lemma 2.21. Aussi, on
dit qu’un parabolique P = MN de G est cuspidal si sa composante de Lévi M est
cuspidale. Soit, en effet, P = MN un parabolique cuspidal de G. On dit qu’un
sous-groupe parabolique P ′ de G est opposé à P si on a P ∩ P ′ = M . D’après le
Lemme 2.6 et le Lemme 2.10 de [7] le sous-groupe parabolique P ′ est unique et il est
cuspidal. Supposons, de plus, que le sous-groupe de Lévi minimal M0 de G, qu’on
vient de le fixer, est cuspidal.
Si M est un sous-groupe de Lévi cuspidal de G de composante déployée AM , soit
LGcusp(M) := Lcusp(M) l’ensemble des sous-groupes de Lévi de G contenant M et
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L0,cusp(M) = {L ∈ Lcusp(M) : L 6= G}. Si M = M0, on écrit Lcusp := Lcusp(M0) et
L0,cusp := L0,cusp(M0) et A0 := AM0 .
Soient (π, V ) une représentation irréductible admissible de G et P = MN un
sous-groupe parabolique cuspidal de G. Soit Θπ le caractère de π. Notons (πN̄ , VN̄ )
le module de Jacquet normalisé de (π, V ), [11], §2, qui correspond à P̄ où P̄ = MN̄
est le parabolique opposé à P . On introduit le terme constant (Θπ)P := ΘπN̄ de Θπ










Soit V ′ le dual algébrique de V . Pour tout x ∈ G, posons π(x)t : V ′ → V ′,
l’application transposée de π(x). Soit P = MN un parabolique cuspidal de G. On
définit δP la fonction modulaire de P . On dit qu’un quasi-caractère χ de AM est un
exposant dual de π par rapport à P = MN s’il existe un vecteur non nul v′ ∈ V ′ tel
que:
π(n̄)tv′ = v′ et π(a)tv′ = δP̄ (a)
1/2χ(a)v′
pour tout n̄ ∈ N̄ et a ∈ AM . Notons Yπ(P,AM ) l’ensemble des exposants dual de π
par rapport à P = MN et Y wπ (P,AM ) = Yπ(P,AM ) ∩ ÂM . De ce fait le terme





(Θπ)P,χ et (Θπ)wP =
∑
χ∈Y wπ (P,AM )
(Θπ)P,χ
où (Θπ)P,χ est la restriction de (Θπ)P à VN̄,χ vérifiant:
(Θπ)P,χ(ma) = χ(a)(Θπ)P,χ(m) pour tout m ∈ M et a ∈ AM .
On dit que Θ est un caractère virtuel de G et nous écrivons Θ ∈ V(G), s’il existe un





A remarquer que les caractères Θ ∈ V(G) sont localement intégrables car les Θπi le
sont, [6].
Ainsi, on peut définir le terme constant ΘP et le terme constant faible ΘwP de Θ



























Un élément Θ ∈ V(G) est dit supertempéré si ΘwM = 0 pour tout sous-groupe de
Lévi cuspidal propre M de G. Notons Vst(G), le sous-ensemble de V(G) formé par
les caractères virtuels supertempérés.
Théorème 1. Soit π ∈ Π(G). Alors son caractère Θπ appartient à Vst(G) si est
seulement si π ∈ Π2(G).
D ém o n s t r a t i o n. Soient π ∈ Π2(G) et P = MN un sous-groupe parabolique





χ∈Y wπ (P,AM )
(Θπ)P,χ.
Mais comme Y wπ (P,AM ) = Yπ(P,AM )∩ÂM = ∅ ([7], Lemme 3.6), on aura (Θπ)
w
P = 0
donc Θπ ∈ Vst(G). La réciproque se déduit du Lemme 2.21 et du Lemme 3.5 de [7].

Soit π ∈ Π(G). On dit qu’elle est elliptique si Θeπ, la restriction de son caractèreΘπ
à Gell est non nul. Notons Πell(G) le sous-ensemble de Π(G) formé par les elliptiques
de G. Aussi, soient L ∈ Lcusp et τ ∈ Π(L), on note iG,L(τ) la classe de la représen-
tation induite IndQ=LNQ(τ). Le caractère de iG,L(τ) est noté iG,L(Θτ ).
Lemme 2. Si Θ0 ∈ V(G0) alors il existe Θ ∈ V(G) de façon à ce que Θ apparâıt
dans la décomposition de iG,G0(Θ
0).





où π01 , π
0




et ci ∈ C. D’après [7], Lemma 2.20, π0i ∈ Π(G
0) implique qu’il existe πi ∈ Π(G) tel
que la restriction de πi à G0 contient π0i ou encore πi est une composante irréductible
de iG,G0(π0i ). Cela revient à ce que (voir Lemma 2.13 et Lemma 2.14 de [7]):
iG,G0(π
0




où mi est la multiplicité de π0i dans la restriction de πi à G
0, X le groupe des

























Ainsi, il suffit de prendre Θ :=
∑
16i6k
cimiΘπi . Il est clair que Θ ∈ V(G). 
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ciΘτi. Si t ∈ W
G
0 , on note








Soient P1 = L1N1 et P2 = L2N2 deux sous-groupes paraboliques cuspidales de G
où Li ∈ Lcusp pour i = 1, 2. Notons:
WL1,L2 = {t ∈ WG0 :
t(L1 ∩ P0) ⊂ P0 et t
−1
(L2 ∩ P0) ⊂ P0}.
Lemme 3. Soient L1 et L2 deux sous-groupes de Lévi cuspidaux de G et






où L2,t = L2 ∩ tL1.
D ém o n s t r a t i o n. Remarquons que l’expression (2) n’est autre que la for-
mule (3.3) de Herb dans [9] prouvée à partir du Lemme géométrique de Bernstein
et Zelevinsky [2], Theorem 2.12, car, lorsque le groupe G est connexe, l’ensemble
WL1,L2 apparâıt comme l’ensemble des représentants de:
P1 \G/P2 ∼= WL1 \W
G
0 /WL2
et cela est dû à la décomposition de Bruhat sur le groupe connexe G.
Ainsi, pour obtenir une formule similaire dans le cas d’un groupe non connexe, il
suffit de décrire l’ensemble des représentants de P1 \G/P2 et d’appliquer ensuite le
Théorème 5.2 de [2].
En effet, à l’aide de l’expression (1) et de la décomposition de Bruhat sur G0, ona


























Ce qui nous amène à avoir une bijection entre P1 \G/P2 et WL1 \WG/WL2 d’après
le Lemme 3.8 et la preuve du Lemme 3.9 de [7]. De ce fait, décrire l’ensemble
des représentants de P1 \ G/P2 revient à décrire l’ensemble des représentants de
WL1 \WG/WL2 qui n’est autre que W
L1,L2 , d’après [2], §6. 
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Théorème 4. Soit Θ ∈ Vst(G); si Θe = 0 alors Θ = 0.
D ém o n s t r a t i o n. La preuve de ce théorème va suivre, en grande partie,
celle de la démonstration de [9], Theorem 3.2. Soit Θ ∈ Vst(G) si Θe = 0 alors,
par définition des éléments elliptiques de G et G0, on aura Θ|(G0)ell = 0. Ainsi,
[10], [4], Θ|G0 s’écrit comme combinaison linéaire des caractères induit proprement.
Autrement dit il existe une famille {L0i }16i6s de sous-groupes de Lévi propres de G
0
et τ0i ∈ Π(L
0








), ni ∈ C.
Mais, comme pour tout 1 6 i 6 s, il existe τi ∈ Π(Li) avec la condition que Li est un
sous-groupe de Lévi cuspidal de G vérifiant L0i = Li∩G
0 ([7], Proposition 2.10), tels
que la restriction de τi à L0i devrait contenir τ
0
i , ([7], Lemma 2.20). Ce qui revient à
ce que τi apparâıt dans la décomposition de iLi,L0i (τ
0
i ). De plus comme L
0
i est propre
dans G0 alors Li est aussi propre dans G, ([7], Lemma 2.6). Pour tout 1 6 i 6 s,
notons X le groupe des caractères unitaires de G/G0, Yi le groupe des caractères
unitaires de Li/L0i et pour χ ∈ X on note χLi la restriction de χ à Li. Aussi notons:
X(τi) = {χ ∈ X : χLi ⊗ τi = τi},
X1(τi) = {χ ∈ X : iG,Li(τi)⊗ χ = iG,Li(τi)},
Y (τi) = {η ∈ Y : η ⊗ τi = τi}
et soit ci la multiplicité de τ0i dans la restriction de τi à L
0
i .
De ce fait ([7], Lemma 2.13), on a:
iLi,L0i (τ
0







(τ0i ) = iG,Li(iLi,L0i (τ
0




Mais, comme G/G0 et Li/L0i sont commutatifs et finis, alors, l’application χ 7→ χLi
induit un isomorphisme entre X/X(τi) et Y/Y (τi). Ainsi, on aura:
iG,L0
i


































Or, d’après le Lemme 2, Θ apparâıt dans la décomposition de iG,G0(Θ|G0). Sans





où ki = ci · ni · |X1(τi)/X(τi)|. Posons li la dimension de Li et soit l le maximum
des li. L’expression de Θ n’est pas unique, mais on peut supposer que les Li, Θτi
et l sont choisis les plus petit possible et que Li n’est pas conjugué à Lj pour i 6= j.






où Li,t = L1 ∩ tLi. Supposons que Li,t = L1 ∩ tLi = L1 alors L1 ⊂ tLi et par suite
L1 =
tLi car dim(l1) > dim(tLi). Cést une contradiction car on a supposé que L1
n’est conjugué à aucun des Li pour tout i 6= 1. D’où, pour tout i 6= 1 et t ∈ WLi,L1
on a que Li,t est un sous-groupe de Lévi propre de L1. Ainsi, pour m1 ∈ (L1)ell dans
















tΘτ1 ∈ V(L1) est non elliptique
sur L1 car ΘL1 = 0 (Θ ∈ Vst(G)). Donc, il existe (Mj)16j6q des sous-groupes de




hj · iL1,Mj (Θδj ), hi ∈ C.
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hj · iG,Mj(Θδj ). Ce qui veut dire que
iG,L1(Θτ1) s’écrit, aussi, comme combinaison linéaire des induites à partir des sous-
groupes Lévi cuspidaux dont le dimension est strictement plus petite que celle de L1.
Contradiction, d’où Θ = 0. 
On dit que (M,σ) est une paire discrète-cuspidale de G si M ∈ Lcusp et
σ ∈ Π2(M). Soit (M,σ) une telle paire. Notons iG,M (σ) la classe de la représenta-
tion induite IndP=MN (σ) et ℜσ := ℜGσ , le ℜσ-groupe correspondant, ([7], §5). Soit
ℜ̃σ := ℜ̃Gσ l’extension centrale du ℜσ-groupe comme dans ([7], §5):
1 → Zσ → ℜ̃σ → ℜσ → 1.
Il existe un caractère central χσ de Zσ tel que l’ensemble Πσ(G) des constitu-
ants irréductibles de iG,M(σ) soit paramétré par l’ensemble Π(ℜ̃σ, χσ) des classes
d’équivalence des représentations irréductibles ̺ de ℜ̃σ ayant χσ comme Zσ-caractère
central, ([7], Theorem 5.21).
La paramétrisation de Πσ(G) nous permet de classifier l’ensemble Π(G), qui est
réunion disjointe des WG0 -paires discrètes-cuspidales (M,σ) des ensembles Πσ(G),
([7], Theorem 2.22 et Corollary 3.2).
Un triplet (M,σ, r) est appelé triplet virtuel cuspidal de G si (M,σ) est une paire
discrète-cuspidale de G et r ∈ ℜ̃σ. A chaque triplet virtuel cuspidal de G, J. Arthur
([1], §2), fait correspondre une distribution-caractère ΘG(M,σ, r) := Θ(M,σ, r) ap-
pelé caractère virtuel cuspidal de G qui se décompose sous la forme:




où θ̺∨π est le caractère de la contragrédiente de ̺π ∈ Π(ℜ̃σ, χσ) associée à π ∈ Πσ(G).
De plus, on a:
ΘG(wM,wσ,wrw−1) = ΘG(M,σ, r) ∀w ∈ WG0 .







ou encore, ([1], §6):






Notons aM (resp. aG), l’algèbre de Lie réelle de la composante déployée de M
(resp. G). Le groupe ℜσ agit sur aM . Pour r ∈ ℜσ, posons:
a
r











σ,ell = {r ∈ ℜσ ; a
r
M = aG}.
Soit r ∈ ℜσ. On sait qu’il existe un sous-groupe de Lévi Lr de G contenant M tel
que arM = aLr , [3], Lemme 3. A priori, rien n’indique que Lr est cuspidal. Mais,
on peut s’arranger pour qu’il le soit. En effet, soit σ0 une composante irréductible
de la restriction de σ à M0 où M0 est un sous-groupe de Lévi de G0 tel que M0 =
G0 ∩M. Comme σ0 ∈ Π2(M0) ([7], Lemme 2.21), on peut définir le ℜG
0
σ0 -groupe de
la représentation induite IndG
0
P 0=M0N0(σ







où L0r0 est un sous-groupe de Lévi de G
0 contenant M0. On pourra
vérifier que L0r0 = Lr ∩ G
0 pour un certain r ∈ ℜσ et r0 ∈ ℜG
0
σ0 . Par suite Lr serait
un sous-groupe de Lévi cuspidal dans G ([7], Proposition 2.10). Notons:
Lcusp(ℜσ) := L
G
cusp(ℜσ) = {S ∈ Lcusp(M) ; aS = a
r
M pour un r ∈ ℜσ}
On dit que le ℜ-groupe ℜσ est essentiel si a
ℜσ
M = aG. Le triplet virtuel cuspidal
(M,σ, r) est dit elliptique si (M,σ) est une paire discrète-cuspidale de G et r ∈ ℜσ,ell.
Proposition 5. Les caractères des triplets virtuels cuspidaux et elliptiques de G
sont supertempérés.
D ém o n s t r a t i o n. On refait presque la même démonstration que celle de
Herb, ([9], Theorem 3.1), dans le cas connexe tout en utilisant le Théorème 4. 
Dans ([1], §3), Artur a montré que lorsque le groupe G est connexe alors les
caractères ΘG(M,σ, r) des WG0 -triplets virtuels (M,σ, r) de G forment une base
de l’espace V(G). On s’apperçoit que son résultat s’étend, aussi, au groupe non
connexe. On se propose, dans la suite, de munir l’espace V(G) d’une autre base
faisant intervenir les caractères virtuels cuspidaux supertempérés.
Théorème 6. Tout élément dans V(G) s’écrit comme combinaison linéaire finie
d’induites de caractères virtuels cuspidaux supertempérés.
D ém o n s t r a t i o n. Soit Θ ∈ V(G). Par définition, il existe π1, π2, . . . ,
πk ∈ Π(G) et ci ∈ C tel que: Θ =
∑
16i6k
ciΘπi . Le théorème sera démontré si
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on montre que le caractère Θπ, π ∈ Π(G) s’écrit comme combinaison linéaire finie
d’induites de caractères virtuels cuspidaux supertempérés. En effet, soit π ∈ Π(G).
On sait que, modulo la conjugaison par WG0 , il existe une paire discrète cuspidale


















d’après ([3], Lemme 3). Par ailleurs, pour r ∈ ℜ̃Sσ,ell, le triplet (M,σ, r) est un triplet



















































Or, si r ∈ ℜSσ,ell, le caractère virtuel cuspidal Θ
S(M,σ, r) est dans Vst(S) (Proposi-
tion 5). Donc Θπ,S ∈ Vst(S). Comme ℜσ est fini, les S ∈ Lcusp(ℜσ) sont en nombre
fini. Ceci montre que le caractère d’une représentation irréductible tempéré de G est
une combinaison linéaire finie d’induites de caractères virtuels supertempérés. D’où
le théorème. 
Définition 7. (1) On dit que (L,Θ) est une paire cuspidale-supertempérée de G
si L ∈ Lcusp et Θ ∈ Vst(L).
(2) Soient (Li,Θi), i = 1, 2 deux paires cuspidales-supertempérées de G. On dit
que (L1,Θ1) et (L2,Θ2) sont conjuguées sous G s’il existe t ∈ WG0 tel que
tL1 = L2
et tΘ1 = Θ2.
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Proposition 8. Soient (L1,Θ1) et (L2,Θ2) deux paires cuspidales-supertempé-
rées de G. Alors: iG,L1(Θ1) = iG,L2(Θ2) si est seulement si les paires (L1,Θ1) et
(L2,Θ2) sont conjuguées sous G.
D ém o n s t r a t i o n. La démonstration est analogue à celle du Théorème 4
de [6] sur les caractères d’induites cuspidales. En effet, pour tout l1 ∈ (L1)ell, on a:
(7) [iG,L1(Θ1)]L1(l1) = [iG,L2(Θ2)]L1(l1).
En utilisant le Théorème 4, l’expression (2) et le fait que tΘ1 = Θ1 pour tout
t ∈ WL1,L1 tel que tL1 = L1, l’expression (7) est équivalente à:




Si L1 n’est pas conjugué à L2, on aura Θ1 = 0 car il est nul sur (L1)ell d’après le
Théorème 4. Contradiction. D’où L1 est conjugué à L2. Supposons que L2 = sL1
pour un certain s ∈ WG0 ; pour tout l1 ∈ (L1)ell, l’égalité (7) est équivalente à:
|{t ∈ WL1,L1 : tL1 = L1}|(Θ1)(l1) = |{t ∈ W
L1,L1 : tL1 = L1}|(
s−1Θ2)(l1)
ce qui implique, en utilisant de nouveau le Théorème 4, que: Θ2 = sΘ1.
La réciproque est claire. 
Corollaire 9. Soit Θ ∈ V(G), il existe, modulo la conjugaison par G, une famille
finie {(Li,Θi)}16i6k de paires cuspidales-supertempérées de G, non conjuguées deux





D ém o n s t r a t i o n. Se déduit de la Proposition 8 et du Théorème 6. 
Soient π ∈ Π(G) et (L,Θ) une paire cuspidale supertempérée de G. On écrit
Θπ →֒ iG,L(Θ) si Θπ apparâıt dans la décomposition de iG,L(Θ).
Théorème 10. Soient (Li,Θi), i = 1, 2 deux paires cuspidales-supertempérées
de G et π ∈ Π(G). Si Θπ apparâıt dans la décomposition de iG,L1(Θ1) et iG,L2(Θ2)
alors il existe t ∈ G tel que tL1 = L2. De plus
tΘ1 apparâıt dans la décomposition
de Θ2.
D ém o n s t r a t i o n. Si Θπ →֒ iG,L2(Θ2) alors, il est clair que
wΘ2 →֒ rL2,G(Θπ),
pour un certain w ∈ WL2,0 . Ainsi:
wΘ2 →֒ rL2,G(Θπ) →֒ rL2,G ◦ iG,L1(Θ1).
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En appliquant l’expression (2), on retrouve qu’il existe t ∈ WG0 vérifiant
tL1 ⊂ L2 tel
que: wΘ2 →֒ iL2,tL1(
tΘ1), or ceci implique que tΘ1 →֒ rtL1,L2(
wΘ2) = rtL1,L2(Θ2).
Comme Θ2 ∈ Vst(L2), on déduit qu’il existe t ∈ G tel que tL1 = L2 et tΘ1 →֒ Θ2.
Mais ceci implique que: tΘ1 apparâıt dans la décomposition de Θ2. 
Corollaire 11 ([7], Theorem 2.22 et Corollary 3.2). Soient (M1, σ1) et (M2, σ2)
deux paires cuspidales-discrètes de G. Si Πσ1 (G) et Πσ2(G) possèdent un constituant
en commun alors il existe t ∈ G tel que tM1 = M2 et tσ1 = σ2. Réciproquement s’il
existe t ∈ G tel que tM1 = M2 et
tσ1 = σ2 alors Πσ1 (G) = Πσ2(G).
D ém o n s t r a t i o n. Comme Θσ ∈ Vst(G) si est seulement si σ ∈ Π2(G)
(Théorème 1), le résultat se déduit du Théorème 10. La réciproque est claire. 
3. Classification de Π(G)
Soit (M,σ) une paire discrète-cuspidale de G. Le paramétrage de Πσ(G) à travers
Π(ℜ̃σ, χσ) fait par Goldberg et Herb ([7], Theorem 5.21), qui ont d’ailleurs suivi
celle de Arthur [1] dans le cas connexe, fait intervenir beaucoup de choix, pour cela
on se propose de classifier, dans ce paragraphe, Π(G) à travers les limites de séries
discrètes.
Définition 12. Une représentation dans Π(G) est dite essentielle (ou limite de
série discrète [5]) si elle n’est pas proprement irréductiblement induite par induction
parabolique cuspidal. Notons:
Πess(G) := {π ∈ Π(G) : π est essentielle}
A l’aide du Corollaire 11, Πess(G) est une réunion disjointe, modulo la conjugaison
par un élément de G, des paires discrètes-cuspidales (M,σ) des ensembles:
Πσ,ess(G) := Πσ(G) ∩Πess(G).
On dit que le ℜσ-groupe de iG,M (σ) est essentiel si a
ℜσ
M = aG.
Théorème 13. Soient (M,σ) une paire discrète-cuspidale de G et π ∈ Πσ(G).
Alors π ∈ Πσ,ess(G) si et seulement si le groupe ℜσ est essentiel.
D ém o n s t r a t i o n. Si le groupe ℜσ n’est pas essentiel, alors il existe L ∈
L0,cusp(M) tel que a
ℜσ
M = aL et donc tout élément de ℜσ laisse invariant point
par point aL, or cela implique que ℜσ = ℜLσ . Mais |Π(ℜ̃σ, χσ)| = |Πσ(G)| et
|Π(ℜ̃Lσ , χσ)| = |Πσ(L)|. Ainsi ℜσ = ℜ
L
σ implique |Πσ(G)| = |Πσ(L)| et donc chaque
composante irréductible de iG,M (σ) est de la forme iG,L(τ) pour τ ∈ Πσ(L).
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Réciproquement. Supposons queΠσ(G) a un élément proprement irréductiblement
induit. Cest-à-dire qu’il existe π ∈ Πσ(G) tel que π = iG,L(τ) où τ ∈ Π(L) et
L ∈ L0,cusp. Or, τ ∈ Π(L) implique qu’il existe, modulo conjugaison par un élément
de L, une unique paire discrète cuspidale (M1, σ1) de L tel que τ ∈ Πσ1 (L). Dans
ce cas, π ∈ Πσ(G) ∩ Πσ1 (G) et alors il existe t ∈ G tel que (M,σ) = (
tM1,
t σ1)
(Corollaire 11). Si on suppose que (M,σ) = (M1, σ1), alors L ∈ L0,cusp(M) et
τ ∈ Πσ(L). De ce fait le Théorème 6 et l’expression (6) impliquent que le caractère
de π = π̺, ̺ ∈ Π(ℜ̃σ, χσ) s’écrit comme combinaison linéaire finie d’induites de





où, pour S ∈ L0,cusp(ℜσ), la paire (S,Θπ,S) est une paire cuspidale-supertempérée
de G. De même, le caractère de τ = τ̺L , ̺L ∈ Π(ℜ̃
L
σ , χσ) s’écrit comme combinai-







où, pour T ∈ LL0,cusp(ℜ
L
σ ), la paire (T,Θτ,T ) est une paire cuspidale-supertempérée
de L. Ce qui implique, par transitivitée de l’induction, que:






Mais le Corollaire 9, implique que la famille {(S,Θπ,S)}S∈L0,cusp(ℜσ) est conjuguée à
la famille {(T,Θτ,T )}T∈LL0,cusp(ℜLσ ).
En particulier, la famille {S; S ∈ L0,cusp(ℜσ)} est conjuguée à la famille {T ; T ∈
LL0,cusp(ℜ
L
σ )}. Ainsi, si on suppose que ces deux familles sont égales, on obtient:
aG 6= aL ⊂ aS pour tout S ∈ L0,cusp(ℜσ) et alors:











D’où le théorème. 
Corollaire 14. Soit (M,σ) une paire discrète-cuspidale de G. Supposons que:
iG,M (σ) = π1 ⊕ π2 ⊕ . . .⊕ πn
Si π1 ∈ Πess(G) alors tous les πi ∈ Πess(G).
D ém o n s t r a t i o n. Se déduit du Théorème 13. 
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Proposition 15. Toute représent irréductible tempérée de G est irréductiblement
induite d’une essentielle.
D ém o n s t r a t i o n. Soit π ∈ Π(G), on sait qu’il existe, modulo conjugaison
par par un élément de G, une unique paire discrète-cuspidale (M,σ) de G telle que
π ∈ Πσ(G). On va distinguer deux cas:
Si aℜσM = aG, alors, le Théorème 13 implique que, π ∈ Πσ,ess(G).
Si aℜσM 6= aG, alors, aussi le Théorème 13 implique qu’il existe L ∈ L0,cusp(M) et
τ ∈ Πσ(L) tel que π est proprement irréductiblement induite de τ .
Mais aℜσM = aL implique que ℜσ = ℜ
L
σ et alors a
ℜLσ
M = aL, ce qui signifie que ℜ
L
σ
est essentiel est donc, le Théorème 13 appliqué à L implique τ ∈ Πσ,ess(L). D’où la
Proposition. 
Corollaire 16. Soit π ∈ Π(G), si: π = iG,L1(δ1) δ1 ∈ Πess(L1) L1 ∈ Lcusp et
π = iG,L2(δ2) δ2 ∈ Πess(L2) L2 ∈ Lcusp alors il existe t ∈ G tel que
tL1 = L2 et
tδ1 = δ2.
D ém o n s t r a t i o n. Si δ1 ∈ Πess(L1) alors le Théorème 13, implique qu’il existe
une paire discrète-cuspidale (M1, σ1) de L1 vérifiant a
ℜL1σ1
M1
= aL1 tel que δ1 ∈ Πσ1 (L1).
Mais comme π est irréductiblement induite de δ1, on aura ℜσ1 = ℜ
L1




= aL1 . De même δ2 ∈ Πess(L2), implique qu’il existe une paire discrète-
cuspidale (M2, σ2) de L2 vérifiant a
ℜσ2
M2
= aL2 tel que δ2 ∈ Πσ2(L2). Ainsi π =
iG,L1(δ1) = iG,L2(δ2) implique π ∈ Πσ1(G) ∩ Πσ2(G) et donc il existe t ∈ G tel que
(M1, σ1) = (
tM2,
t σ2) d’après le Corollaire 11. Supposons que (M,σ) := (M1, σ1) =
(M2, σ2), alors on aura aL := aL1 = aL2 et donc δ1 = δ2 car |Πσ(G)| = |Πσ(L)|. 
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