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a b s t r a c t
Reducible flowgraphs were first defined by Allen in terms of intervals; another definition
based on two flowgraph transformationswas presented byHecht andUllman. In this paper,
we extend the notion of reducibility to directed hypergraphs, proving that the interval and
the transformation approaches preserve the equivalence when applied to this family.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Directed hypergraphs [2,6] are a generalization of directed graphs (digraphs) and they canmodel binary relations among
subsets of a given set. They are a powerful tool to solve problems in different areas of Computer Science such as database
systems [2], expert systems [16], parallel programming [14], scheduling [13,7], routing in dynamic networks [15] and, more
recently, data mining [3] and bioinformatics [12]. Theoretical graph problems were also studied for the family as planarity
[9], coloring [21] and connectivity [19].
Reducibility of digraphs was defined by Allen [1] and by Hecht and Ullman [10,11]; reducible flowgraphs modeled the
control flow of computer programs. Although theywere initially related to code optimization algorithms, several theoretical
and applied problems have been solved for the class [17,20]. The first known definition of reducible flowgraphswas in terms
of intervals [1]. Hecht and Ullman presented in [10] another definition, this time based on two transformations over the
flowgraph. Tarjan [18] used the second one in order to present an efficient algorithm for testing whether a flowgraph is
reducible.
In this paper, we define flow hypergraphs and we extend the notion of reducibility to this family. Our goal is to specify
restrictions on the hypergraph such that the resulting family is still strong enough to model many real-life problems and, at
the same time, ensures better algorithmic solutions. Two different approaches are considered in the definition: reducibility
by intervals and by transformations on hyperarcs. The equivalence of the definitions is proved and a polynomial-time
recognition algorithm is presented.
2. Basic notions: directed hypergraphs
In this section, some notions about reducible flowgraphs [1,10,11] are reviewed and basic concepts about directed
hypergraphs [5,6] are also presented.
✩ This work was partially financed by CNPq grants 485671/2007-7, 305372/2009-2.∗ Corresponding author. Fax: +55 41 33613205.
E-mail addresses: andre@inf.ufpr.br, alpguedes@gmail.com (A.L.P. Guedes), markenzon@nce.ufrj.br (L. Markenzon), luerbio@cos.ufrj.br (L. Faria).
0166-218X/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2011.02.006
1776 A.L.P. Guedes et al. / Discrete Applied Mathematics 159 (2011) 1775–1785
a b c d
Fig. 1. Example of a reducible flowgraph.
Definition 1 ([1]). A flowgraph is a triple G = (V , A, s), where (V , A) is a digraph, s ∈ V is the origin vertex, and there is a
path from s to every other vertex in V .
Definition 2 ([1]). Let G = (V , E, s) be a flowgraph and v ∈ V . An interval of G with header v, denoted I(v), is a set of
vertices constructed by the following algorithm:
(i) Place v in I(v).
(ii) Ifw is a vertex not yet in I(v),w ≠ s and all edges enteringw leave vertices in I(v), addw to I(v).
(iii) Repeat step (ii) until no more vertices can be added to I(v).
The intervals havemany interesting properties, and some of these properties are important for the following definitions.
An edge enters an interval only at the header; and the maximal intervals of a flowgraph G form a partition of the vertex set
of G.
Definition 3 ([10]). Let G = (V , E, s) be a flowgraph. The derived graph, I(G), of G is defined as follows:
(i) The vertices of I(G) are the maximal intervals of G.
(ii) There is an edge from vertex representing interval I1 to that representing I2 if there is an edge from a vertex in I1 to the
header of I2 and I1 ≠ I2.
(iii) The initial vertex of I(G) is the interval containing s, the initial vertex of G.
Definition 4 ([10]). Let G = (V , E, s) be a flowgraph. The sequence (G = G0,G1,G2, . . . ,Gk) is called the derived sequence
for G if Gi+1 = I(Gi) for 0 ≤ i < k, and I(Gk) = Gk. Gk is called the limit flowgraph of G and is denoted by Iˆ(G).
Definition 5 ([10]). A flowgraph G is called reducible if and only if Iˆ(G) is a single vertex with no self-loop. Otherwise it is
called non-reducible.
In Figs. 1 and 2 we can see examples of reducible and non-reducible flow graphs. The derived sequence is presented in
both cases. In Fig. 1, Iˆ(G) is a single vertex and so the graph is reducible; in Fig. 2 this do not occur.
A directed hypergraph is defined as follows:
Definition 6 ([6]). A directed hypergraph H = (V , A) is a pair, being V a non-empty finite set of vertices and A a collection of
hyperarcs. A hyperarc a = (X, Y ) ∈ A is an ordered pair in which X and Y are non-empty subsets of V ; X = Org(a) is called
the origin and Y = Dest(a) is called the destination of a.
Fig. 3 presents an example: a directed hypergraph H = (V , A) with V = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} and A = {a =
({1, 2}, {3, 4}), b = ({1}, {5}), c = ({4}, {5, 8}), d = ({3}, {7}), e = ({6, 7}, {10}), f = ({3}, {8, 9}), g = ({5}, {9}), h =
({8}, {9, 10})}.
The notation Org and Dest can be extended to a collection A′ of hyperarcs, being Org(A′) = ∪e∈A′ Org(e) and Dest(A′) =
∪e∈A′ Dest(e).
Definition 7 ([6]). Let H = (V , A) be a directed hypergraph and v ∈ V . The collection of hyperarcs entering and leaving
vertex v are denoted by:
– BS(v) = {e ∈ A | v ∈ Dest(e)}, the backward star set of v;
– FS(v) = {e ∈ A | v ∈ Org(e)}, the forward star set of v.
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Fig. 2. Example of a non-reducible flowgraph.
Fig. 3. A representation of a directed hypergraph H = (V , A).
The following concept generalizes the concept of path to hypergraphs. Notice that, although based on the definition
presented in [6], Definition 8 does not require minimality.
Definition 8 ([8]). Let H = (V , A) be a directed hypergraph and u and v be vertices of H . A B-path of size k from u to v is
a sequence P = (ei1 , ei2 , ei3 , . . . , eik) of hyperarcs, such that u ∈ Org(ei1) and v ∈ Dest(eik), and for each hyperarc eip of P ,
1 ≤ p ≤ k, we have:
• Org(eip) ⊆ (Dest(ei1 , ei2 , . . . , eip−1) ∪ {u})• Dest(eip) ∩ (Org(eip+1 , eip+2 , . . . , eik) ∪ {v}) ≠ ∅.
Org(ei1) and Dest(eik) are denoted by Org(P) and Dest(P), respectively.
Based on the known concept of flowgraphs [1,10,11] and Definition 8 we can define flow hypergraphs.
Definition 9. A flow hypergraph H = (V , A, s) is a triple, such that (V , A) is a directed hypergraph, s ∈ V is a distinguished
source vertex, and there is a B-path from s to each other vertex in V .
Fig. 4 shows an example of a flow hypergraph; the sequence (a, c, d) is a B-path from vertex 1 to vertex 6, but the
sequence (a, b, g) is not a B-path from vertex 1 to vertex 9.
3. Reducibility of flow hypergraphs: the interval approach
In this section the concept of interval in a directed hypergraph is defined based on the definitions of reducible flowgraphs
of Allen [1] and Hecht and Ullman [10].
Intervals are the framework for the first definition of flow hypergraph reducibility.
Definition 10. LetH = (V , A, s) be a flow hypergraph and v be a vertex ofH . A partial-intervalwith header v ofH is a subset
of V defined as follows:
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Fig. 4. The flow hypergraph H .
(i) Set {v} is a partial-interval with header v of H;
(ii) If P is a partial-interval with header v of H and a = (X, Y ) is a hyperarc of A such that
(a) ∀y ∈ Y \ {v}, Org(BS(y)) ⊆ P and
(b) v = s or s ∉ Y
then P ∪ Y is also a partial-interval with header v of H .
Lemma 1. Let H = (V , A, s) be a flow hypergraph and v be a vertex of H. There is only onemaximum cardinality partial-interval
with header v of H.
Proof. If a hyperarc a = (X, Y ) satisfies the conditions of Definition 10 for the partial-interval P then the same hyperarc
satisfies these conditions for any partial-intervalQ containing P . So, if a vertex y belongs to somepartial-intervalwith header
v, it belongs to a maximum cardinality partial-interval. Therefore there is only one maximum cardinality partial-interval
with header v. 
Definition 11. Let H = (V , A, s) be a flow hypergraph and v ∈ V . A interval of H with header v, I(v), is the maximum
cardinality partial-interval of H with header v.
We must notice that Definition 11 generalizes the concept of intervals for flowgraphs. Actually the family of reducible
flowgraphs constitutes a subfamily of reducible hypergraphs.
Fig. 5 shows the interval I(2) of the hypergraph H , presented in Fig. 4.
Thenext results show important properties of intervals thatwill be usefulwhendefining reducibility of flowhypergraphs.
Lemma 2. Let H = (V , A, s) be a flow hypergraph and v ∈ V . Then s ∈ I(v) if and only if v = s.
Proof. By Definition 10, if v ≠ s then s is not included in a partial-interval with header v. Therefore, if s ∈ I(v) then
v = s. 
Definition 12. Let H = (V , A, s) be a flow hypergraph and v ∈ V . The layers of I(v) are defined as follows:
(i) I0(v) = {v}
(ii) Ik(v) = {x ∈ (I(v) \k−1i=0 Ii(v)) | Org(BS(x)) ⊆k−1i=0 Ii(v)}.
Fig. 6 shows the layers of the interval I(2), being I1(2) = {4, 5}. Note that the layers of I(v) form a partition of I(v).
Lemma 3. Let H = (V , A, s) be a flow hypergraph and v ∈ V . For each layer Ik(v), k > 0, if a is a hyperarc such that
Dest(a) ∩ Ik(v) ≠ ∅ then Org(a) ⊆k−1i=0 Ii(v).
Proof. Let a be a hyperarc and Ik(v) a layer such that Dest(a) ∩ Ik(v) ≠ ∅. Let x be a vertex satisfying x ∈ Dest(a) ∩ Ik(v).
Since x ∈ Ik(v), then Org(BS(x)) ⊆k−1i=0 Ii(v). Since x ∈ Dest(a), then a ∈ BS(x). Therefore, Org(a) ⊆k−1i=0 Ii(v). 
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Fig. 5. The interval I(2) of H .
Fig. 6. Layers of interval I(2).
Lemma 4. Let H = (V , A, s) be a flow hypergraph and v,w ∈ V . If w ∈ I(v) then I(w) ⊆ I(v).
Proof. Follows by induction (on the layers) from Lemmas 2 and 3 that all layers of I(w) are in I(v). 
Theorem 5. Let H = (V , A, s) be a flow hypergraph and v,w ∈ V . If I(v) ∩ I(w) ≠ ∅ then I(v) ⊆ I(w) or I(w) ⊆ I(v).
Proof. Let y ∈ Ik(v) ∩ Iℓ(w) such that t = min{k, ℓ} is minimum.
If k = 0 then y = v and, by Lemma 4, I(v) ⊆ I(w). Similarly, if ℓ = 0 then y = w and I(w) ⊆ I(v).
Suppose that k ≠ 0 and ℓ ≠ 0. As y ≠ s, by Lemma 2, there exists a hyperarc a such that y ∈ Dest(a). By Lemma 3
Org(a) ⊆ k−1i=0 Ii(v) ∩ ℓ−1i=0 Ii(w), then there exists x ∈ Ik′(v) ∩ Iℓ′(w), with k′ < k and ℓ′ < ℓ, which contradicts the
minimality of t . So k = 0 or ℓ = 0 and I(v) ⊆ I(w) or I(w) ⊆ I(v). 
Definition 13. Let H = (V , A, s) be a flow hypergraph and v ∈ V . If I(v) is not contained in another interval, I(v) is called
maximal.
Theorem 6. The maximal intervals of a flow hypergraph H = (V , A, s) establish a partition of V .
Proof. The maximal intervals are disjoint, by Theorem 5. All v ∈ V belongs to at least one interval, I(v). By Lemma 4 either
the interval I(v) is maximal or I(v) is contained in a maximal interval. So, the union of the maximal intervals equals V . 
The main idea of the definition of reducibility by the interval approach is to iteratively contract the intervals. Firstly,
Definition 14 shows how a set of vertices will be altered by this operation.
Definition 14. Let S and X be vertex sets and v a vertex. Let CS,v(X) be defined as follows:
CS,v(X) =

(X \ S) ∪ {v} if X ∩ S ≠ ∅;
X if X ∩ S = ∅.
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Fig. 7. Flow hypergraph Contract(H, S, 2).
Definition 15. Let H = (V , A, s) be a flow hypergraph, S ⊆ V and v ∈ V . The contraction of S by v on H is the flow
hypergraph Contract(H, S, v) = (V ′, A′, s′), being
– V ′ = CS,v(V );
– A′ = {(CS,v(X),CS,v(Y )) | a = (X, Y ) ∈ A, (X ∪ Y ) ⊈ S};
– if s ∈ S then s′ = v else s′ = s.
Fig. 7 shows an example of the contraction operation.
Based on the contraction operation, it is possible to define reducibility of flow hypergraphs.
Definition 16. Let H = (V , A, s) be a flow hypergraph, I(s1), I(s2), . . . , I(sk) its maximal intervals. The flow hypergraph
I(H) = (V ′, A′, s), called interval hypergraph, is obtained by contracting each maximal interval of H by its header:
I(H) = Contract(. . . Contract(Contract(H, I(s1), s1), I(s2), s2) . . . I(sk), sk).
The source vertex s of the resulting hypergraph remains the same, since s is the header of some maximal interval (by
Lemma 2).
The transformation presented in Definition 16 can be applied several times, generating H, I(H), I2(H), . . . , Ip(H), being
p the smallest integer such that Ip+1(H) = Ip(H). This final hypergraph is denoted I∗(H). Note that I(H) has fewer vertices
than H or it is equal to H . So, this sequence has always an end.
If I∗(H) is trivial (only one vertex and no hyperarcs), then H is called reducible by intervals.
Fig. 8 shows the sequence H, I(H), I2(H). H is reducible by intervals, since I2(H) is a trivial hypergraph.
4. Reducibility of flow hypergraphs: the transformation approach
In [10], Hecht and Ullman presented another definition of reducible flowgraphs, using two simple graph transformations.
The definition of reducibility of flow hypergraphs using this concept is presented now. Firstly, the transformations T1 and
T2 are defined. As for flowgraphs, these transformations, which perform the contraction of a hyperarc, are fundamental for
the development of a recognition algorithm.
Definition 17 (T1). LetH = (V , E, s) be a flow hypergraph and a = ({x}, {x}) ∈ E be a simple loop. The hypergraph T1(H, a)
is defined as:
T1(H, a) = (V , E \ {a}, s).
Definition 18 (T2). Let H = (V , E, s) be a flow hypergraph and a = ({x}, Y ) ∈ E be a hyperarc (with |Org(a)| = 1), such
that ∀y ∈ Y \ {x}, Org(BS(y)) = {x}; x = s or s ∉ Y ; and a is not a simple loop. The hypergraph T2(H, a) is defined as:
T2(H, a) = (V ′, E ′, s)
with V ′ = CY ,x(V ) and E ′ = {(CY ,x(A),CY ,x(B)) | e = (A, B) ∈ E \ {a}}.
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1
Fig. 8. Sequence of interval hypergraphs H , I(H) and I2(H).
a b c d
Fig. 9. Transformation T1 and T2 .
An example of application of the transformations in a flow hypergraph is presented in Fig. 9. Firstly, T2 is applied to the
hyperarc c; T2 is applied to hyperarc d and, finally, T1 is applied to the resulting loop e.
To use transformations T1 and T2 in a practical algorithm it is necessary that any exhaustive sequence1 of hypergraphs
generated by applications of these transformations is finite and ends in the same hypergraph. Transformations with these
properties are, together, a finite ‘‘Church–Rosser’’ transformation [4,10]. This means that starting with flow hypergraph H ,
there is a unique hypergraph, denoted by T ∗(H), that cannot be contracted anymore.
Lemma 7. Any sequence of flow hypergraphs H1,H2, . . . ,Hℓ, . . . ,where Hi+1 is obtained from Hi by the application of T1 or T2,
with i ≥ 1, is finite.
Proof. A flow hypergraph has a finite number of hyperarcs,m. Each transformation, T1 or T2, removes one hyperarc. So the
sequences has at mostm+ 1 hypergraphs. 
The following results show that, no matter the sequence, the last hypergraph is always the same.
Lemma 8. Let a and b be hyperarcs such that transformation T2 can be applied to both. If T2 is applied to a, then T1 or T2 can be
applied to b and vice versa.
1 Until no more transformations can be applied.
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Fig. 10. After applying T2 to a, we can still apply T2 to b′ .
Fig. 11. After applying T2 to a, b becomes a simple loop.
Fig. 12. After applying T2 to a, we can still apply T2 to b′ .
Fig. 13. The ‘‘diamond’’ Church–Rosser property.
Proof. Let a = ({x}, Y ) and b = ({z},W ).
If Y ∩W = ∅, applying T2 to a does not affect b, even if x = z (see Fig. 10). So, T2 can be applied to hyperarc b.
If Y ∩W ≠ ∅ then, by Definition 18, x = z. When applying T2 to a, hyperarc b becomes b′ = ({x},CY ,x(W )). IfW ⊆ Y ,
then b′ is a simple loop and T1 can be applied (see Fig. 11). IfW ⊈ Y , then we can still apply T2 to b′ (see Fig. 12). 
Theorem 9. Let H, H1 and H2, H1 ≠ H2, be flow hypergraphs such that H1 and H2 are obtained from H by the application of one
of the transformations T1 or T2 (applied once). Then there exists a flow hypergraph G that can be obtained from H1 and from H2
applying one of the transformations T1 or T2 (applied once).
Proof. Suppose that to transform H in H1, Ti is applied to hyperarc a, and to transform H in H2, Tj is applied to hyperarc b.
See Fig. 13. There are three possible cases:
i = j = 1
In this case a and b are simple loops and both can be removed in any order. So T1 can be applied in H1 to hyperarc b,
and in H2 to hyperarc a. In both cases we get the same hypergraph, G.
i = j = 2
See Lemma 8.
i = 1 and j = 2 (and vice-versa)
In this case a = ({z}, {z}) is a simple loop and b = ({x}, Y ). Note that, by Definition 18, either z ∉ Y or x = z.
Removing the simple loop a does not affect the hyperarc b, and contracting b does not affect a. So again, the order
does not matter. 
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Theorem 10. Let H be a flow hypergraph. There is a unique flow hypergraph T ∗(H) given by any sequence of applications of T1
and T2 in H and in which T1 and T2 cannot be applied.
Proof. The existence of some T ∗(H) is given by Lemma 7. By Theorem 9, the application of T1 and T2 can be done in any
order. As these are the Church–Rosser properties [4], then T ∗(H) is unique. 
After this theorem, the reducibility can be defined in terms of the transformations.
Flow hypergraph H is called reducible by transformations if and only if T ∗(H) is a trivial flow hypergraph.
5. Equivalence
In this section the equivalence of the approaches considered in the definition of a reducible flow hypergraph is proved.
The first step is to show that the contraction of an interval can be obtained by the use of the transformations T1 and T2.
Lemma 11. Given H = (V , E, s) a flow hypergraph and v ∈ V . Let H ′ = Contract (H, I(v), v). Then H ′ can be obtained from H
using the transformations T1 and T2.
Proof. It must be proved that the transformations can be applied to the hyperarcs of the interval I(v) to obtain the
hypergraph H ′. To get that, we can apply T2 to a sequence of hyperarcs given by the layers of I(v), and T1 to the possibly
resulting loops.
By induction, to prove that each layer can be turned into a single vertex.
(base)
As the first layer (I0(v)) has only the vertex v, transformation T2 cannot be applied. If there exists a simple loop a = ({v}, {v}),
T1 can be applied to a, and this transformation does not affect any other hyperarc. The resulting hypergraph is the same as
H1 = Contract(H, I0(v), v).
(hypothesis)
Suppose that the first k layers (from I0(v) to Ik−1(v)) of the interval I(v) are contracted into a single vertex (v). Let
Sk =k−1i=0 Ii(v) be the vertex set of these layers. The resulting hypergraph is the same as Hk = Contract(H, Sk, v).
(induction step)
Let us transform layer Ik(v), k > 0, assuming that Ik(v) ≠ ∅. By the induction hypothesis the previous layers are already
contracted into a single vertex, v. and we are working on the hypergraph Hk = Contract(H, Sk, v). So, we have four types of
hyperarcs to consider:
(i) hyperarcs a = ({v}, X) such that X ∩ Ik(v) ≠ ∅ and X ⊆ (Ik(v) ∪ {v});
(ii) hyperarcs b = ({v}, Y ) such that Y ∩ Ik(v) ≠ ∅ and Y ⊈ (Ik(v) ∪ {v});
(iii) hyperarcs c = (A, B) such that A ∩ Ik(v) ≠ ∅ and B ∩ Ik(v) = ∅; and
(iv) hyperarcs d = (A, B) such that (A ∪ B) ∩ Ik(v) = ∅.
Note that the case where the origin is not {v} and the destination intersects Ik(v) cannot exist by Lemma 3.
The hyperarcs of type (i) will be removed, the hyperarcs of types (ii) and (iii) are modified, and the ones of type (iv) are
not affected.
We can apply T2 to every hyperarc of type (i), and by Lemma 8, the order does not matter, but all of themwill be removed
(some possibly with T1). By Definition 12 it is known that each vertex u ∈ Ik(v) belongs to the destination of at least one
hyperarc of type (i) and, as so, can be contracted into v.
After this transformations the hyperarcs of type (i) are removed, the hyperarcs of type (ii) are modified to b′ =
({v},CIk(v),v(Y )), and hyperarcs of type (iii) are modified to c ′ = (CIk(v),v(A), B), what means that the resulting hypergraph
is given by Hk+1 = Contract(Hk, Ik(v), v) = Contract(H, Sk+1, v). 
Corollary 12. Let H = (V , E, s) be a flow hypergraph. H can be transformed into I(H) using T1 and T2.
Proof. By Lemma 11 each interval can be contracted into its header. Applying this procedure to the maximal intervals gives
the interval hypergraph I(H) (see Definition 16). 
Hence, if H is reducible by intervals, then H is reducible by transformations.
Lemma 13. If T2 can be applied to hyperarc a = ({x}, Y ) then Y ⊆ I(x).
Proof. By the definitions of T2 (Definition 18) and of interval (Definition 11). 
Theorem 14. A flow hypergraph is reducible by intervals if and only if it is reducible by transformations.
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Proof. Let T be the trivial flow hypergraph.
(→) If H is reducible by intervals, then I∗(H) = T , and there exists k ≥ 0 such that Ik(H) = I∗(H) = T . So, Corollary 12 is
applied k times.
(←) If H is reducible by transformations, then T ∗(H) = T . Suppose that I∗(H) = H ′. Then H can be transformed into H ′ by
a sequence of transformations and H ′ can be transformed into T by another sequence of transformations. If H ′ ≠ T , then we
can apply T1 or T2 in H ′. If T1 can be applied, then there is a simple loop in H ′ and I(H ′) ≠ H ′. If T2 can be applied to hyperarc
a = ({x}, Y ), then Y ⊆ I(x) (by Lemma 13), and again I(H ′) ≠ H ′. So H ′ = T . 
Based on Theorem 14, a flow hypergraph which is reducible by intervals or by transformations can be called simply a
reducible flow hypergraph.
6. Recognition algorithm
The transformations approach leads to a polynomial-time recognition algorithm for reducible flow hypergraphs.
Applying transformations T1 and T2, T ∗(H)must be determined and tested whether or not it is the trivial hypergraph.
The main difficulty of the algorithm is to detect when it is possible to apply T1 or T2 to a hyperarc.
Definition 19. LetH = (V , A) be a directed hypergraph and a ∈ A. The hyperarc a is contractible if one of the transformation
T1 or T2 can be applied to a (see Definitions 17 and 18).
As the order does not matter (by Theorem 9), it is enough to test each hyperarc for being contractible and apply the
appropriate transformation. When there are no more contractible hyperarcs, then the algorithm stops and checks if the
result is the trivial flow hypergraph.
reducible(H = (V , A, s))
T ∗ ← H
repeat
find a contractible hyperarc a in G
apply the appropriate transformation in T ∗ to a
until there is no contractible hyperarc
test if T ∗ = ({s},∅, s)
It is easy to see that this algorithm always stops and leads to the flow hypergraph T ∗(H).
Lemma 15. Algorithm reducible(H = (V , A, s)) has time complexity of O(|V | × |A|3).
Proof. Testing if a hyperarc a = ({x}, Y ) is contractible can be done in time O(|Y |∆), where ∆ is the maximum size of
backward star sets (BS(v)). So, it takes O(|V | × |A|).
Finding a contractible hyperarc in the flow hypergraph H = (V , A, s)may imply that all hyperarcs are tested. So, it takes
O(|V | × |A|2).
If H is reducible then every hyperarc will be contractible, at some point. So, the above test may be performed |A| times.
The whole algorithm takes time O(|V | × |A|3). 
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