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Abstract
Quantum channels can be described via a unitary coupling of system and
environment, followed by a trace over the environment state space. Taking
the trace instead over the system state space produces a different mapping
which we call the conjugate channel. We explore the properties of conjugate
channels and describe several different methods of construction. In general,
conjugate channels map Md 7→ Md′ with d < d′, and different constructions
may differ by conjugation with a partial isometry. We show that a channel
and its conjugate have the same minimal output entropy and maximal output
p-norm. It then follows that the additivity and multiplicativity conjectures
for these measures of optimal output purity hold for a product of channels
if and only if they also hold for the product of their conjugates. This allows
us to reduce these conjectures to the special case of maps taking Md 7→ Md2
with a minimal representation of dimension at most d.
We find explicit expressions for the conjugates for a number of well-known
examples, including entanglement-breaking channels, unital qubit channels,
the depolarizing channel, and a subclass of random unitary channels. For the
entanglement-breaking channels, channels this yields a new class of channels
for which additivity and multiplicativity of optimal output purity can be
established. For random unitary channels using the generalized Pauli ma-
trices, we obtain a new formulation of the multiplicativity conjecture. The
conjugate of the completely noisy channel plays a special role and suggests
a mechanism for using noise to transmit information.
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1 Introduction
The underlying model of noise in a quantum system regards the original system
(typically called Alice) as a subsystem of a larger system which includes both the
original system and the environment, which we call Bob. We assume that Alice
and Bob initially prepare their systems separately after which they evolve in time
according to the unitary group of the Hamiltonian of the combined system. Either
system can be described at a later time by taking a partial trace over the other.
Typically, the unitary interaction entangles the two systems so that each subsystem
is in a mixed state. In the most common scenario, Alice can prepare a variety of
different states, but Bob always uses the same state |φ〉〈φ|. The map which takes
Alice’s state |ψ〉〈ψ| to TrB U(t)|ψ⊗φ〉〈ψ⊗φ|U(t)† ≡ Φ(|ψ〉〈ψ|) at a fixed time t is
called a channel Φ. Taking TrA U(t)|ψ ⊗ φ〉〈ψ ⊗ φ|U(t)† defines a map ΦC whose
output is a state ΦC(|ψ〉〈ψ|) which describes the information available to Bob at
the same fixed time t. We call this map the conjugate channel.
Mathematically, both Φ and ΦC are completely positive trace-preserving (CPT)
maps. The former takes B(HA) 7→ B(HA) and the latter B(HA) 7→ B(HB) where
HA and HB denote the Hilbert spaces of Alice and Bob respectively. In this paper
we develop the properties of conjugate channels for CPT maps when both Hilbert
spaces are finite dimensional. We study the conjugates of several classes of channels,
including entanglement-breaking (EBT) maps and a higher-dimensional analog of
the qubit unital channels, which we call Pauli-diagonal. Conjugate channels have
been studied before in other settings including Appendix B of [4] and [37]. After
completion of this work, we learned that much of our analysis of conjugate maps
was done independently by Holevo [14] for maps which are completely positive, but
3
not necessarily trace-preserving. Holevo obtains most of the results in Sections 2
and 3, with the exception of our Theorem 6. He also obtains a result similar to
Corollary 11.
Although the channels Φ and ΦC are quite different in general, for any pure
input state |ψ〉 the two output states Φ(|ψ〉〈ψ|) and ΦC(|ψ〉〈ψ|) must have the same
nonzero spectrum. This means that the channels Φ and ΦC have the same maximal
output p-norms νp(Φ) = supρ ||Φ(ρ)||p = νp(ΦC), and also the same minimal output
entropy. We show that for any pair of channels, the additivity and multiplicativity
conjectures for these measure of optimal output purity hold if and only if the same
conjecture holds for their conjugate channels. For example
νp(Φ1 ⊗ Φ2) = νp(Φ1)νp(Φ2) ⇐⇒ νp(ΦC1 ⊗ ΦC2 ) = νp(ΦC1 )νp(ΦC2 ). (1)
This equivalence allows to obtain some new results about these conjectures. One
of these is the realization that it would suffice to prove them for the special class
of maps taking Md 7→Md2 with a minimal representation of dimension at most d.
This work was motivated by the observation of a similarity between King’s
proofs of multiplicativity [20] for EBT maps and for Hadamard diagonal channels
[21] which seemed to suggest a kind of duality. The concept of conjugate channels
allows us to make this duality explicit when the EBT map belongs to a subclass
we call extreme CQ and the Hadamard diagonal channel is also trace-preserving.
A large part of the paper considers channels which are convex combinations
of unitary conjugations of the generalized Pauli matrices; we will call these chan-
nels Pauli diagonal. We show that the image of the conjugate of the completely
noisy channel is essentially equivalent to the original state, i.e., when the noise
completely destroys Alice’s state, Bob can recover it. We also show that the con-
jugate of a Pauli diagonal channel can be written as the composition of a simple
Hadamard channel (using only one diagonal Kraus operator) with the conjugate
of the completely noisy map. This allows a simple and appealing reformulation of
the multiplicativity conjecture for these channels. Although it has not yet led to a
proof, this approach provides some new insights.
The paper is organized as follows. In Section 2 we define the conjugate of a
channel, show how to use its Kraus representation to construct its conjugate and
show that it is well-defined up to a partial isometry. We also prove the equivalence
of the multiplicativity problem for a product of channels and their conjugates, and
a reduction theorem. In Section 3 we study the conjugates of EBT channels, and
extend King’s results [21] about Hadamard diagonal channels to a larger class,
which we call simply Hadamard channels. In Section 4 we study the Pauli diago-
nal channels and several related classes of random unitary channels. In Section 5
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we derive a relation between the conjugate channels and the Giovannetti-Lloyd
linearization operators which arose in the study of multiplicativity for integer val-
ues of p [9]. Appendix A summarizes some basic results about representations of
channels and extends them to the less familiar situations of maps between spaces
of different dimension and equivalence via partial isometries. Appendix B gives a
detailed analysis of the issues which arise for the Pauli diagonal channels in the
case of unital qubit maps.
2 Basic definitions and results
2.1 Construction of conjugate channels
We begin with two well-known representations of a CPT map Φ :Md 7→Md′ . The
Lindblad-Stinespring (LS) ancilla representation [35, 26] can be written as
Φ(ρ) = TrC U
(
ρ⊗ |φ〉〈φ|)U † (2)
where |φ〉 is a pure state on an auxiliary space HC , and U : Cd ⊗HC 7→ Cd′ ⊗HC
is a partial isometry. We denote the minimal dimension for the auxiliary space HC
as κ and note that κ ≤ dd′. There is no loss of generality in assuming that the
rank of U is dκ, and we will always assume that dC = dimHC <∞. However, we
will not restrict ourselves to minimal representations.
The standard operator-sum or Kraus-Choi representation of Φ is [23]
Φ(ρ) =
dC∑
k=1
Fk ρF
†
k (3)
where the operators satisfy the trace-preserving condition
∑
F
†
kFk = I. As dis-
cussed in Appendix A, these two representations can be connected by the relation
Fk = TrC
[
U(I⊗|φ〉〈ek|)
]
. Moreover, different Kraus representations can be related
a by partial isometry W of rank κ as explained after (92).
Using the representation (2), we construct the conjugate channel ΦC : Md 7→
MdC as
ΦC(ρ) = TrB U
(
ρ⊗ |φ〉〈φ|)U † (4)
where we identify HB = Cd′. To see how (4) arises from the Kraus representation
(3), define
F(ρ) =
∑
jk
|ej〉〈ek| ⊗ FjρF †k ∈ MdC ⊗Md′ (5)
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Then Φ(ρ) = TrC F(ρ), and the conjugate channel can be written as
ΦC(ρ) = TrB F(ρ) =
∑
jk
Tr
(
FjρF
†
k
)
|ej〉〈ek|. (6)
The channel (6) can itself be written in a Kraus representation
ΦC(ρ) =
d′∑
µ=1
Rµ ρR
†
µ (7)
where the Kraus operators satisfy
(Rµ)jk = (Fj)µk (8)
Two sets of Kraus operators related as in (8) will also be called conjugate.
For a given channel Φ, there are many choices possible for HC , |φ〉 and U in
(2). We denote by C(Φ) the collection of all conjugate channels defined as in (4)
using all representations of the same channel Φ. The following Lemma shows that
these different representations are related by conjugation with a partial isometry.
Lemma 1 For any pair of elements ΦC1 ,ΦC2 ∈ C(Φ) one can find a partial isom-
etry W of rank κ such that
ΦC1 = ΓW ◦ ΦC2 and ΦC2 = ΓW † ◦ ΦC1 (9)
where ΓW (ρ) =WρW
†.
Proof: Let {Fk} and {Gm} be Kraus representations for Φ so that
Φ(ρ) =
∑
k
Fk ρF
†
k =
∑
m
Gm ρG
†
m (10)
and the corresponding conjugate representations can be written as
ΦC1(ρ) =
d′∑
µ
Rµ ρR
†
µ, Φ
C2(ρ) =
d′∑
µ
Sµ ρ S
†
µ. (11)
with Rµ, Sµ given by (8). As explained after (92), there is a partial isometry W of
rank κ such that Fk =
∑
k wkmGm. Then (8) implies that Rµ = WSµ so that
ΦC1(ρ) =
∑
µ
RµρR
†
µ =W
(∑
µ
SµρS
†
µ
)
W † =WΦC2(ρ)W † (12)
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If, in addition, {Gm} is minimal, then W †W = Iκ, and it follows immediately that
ΦC2(ρ) = W †ΦC1(ρ)W . If neither representation is minimal, we can use the fact
proved after (92) that Gm =
∑
j wjmFj which implies Sµ = W
†Rµ QED
In most of our applications and results, the particular choice of element in
C(Φ) will be irrelevant, and we will generally speak of “the” conjugate channel
ΦC with the understanding that it is unique up to the partial isometry described
above. With this understanding we note that the conjugate of the conjugate is the
original channel, that is (ΦC)C = Φ, or Φ ∈ C(ΦC).
Another method of representing a channel is via its Choi-Jamiolkowski (CJ)
matrix (88) which gives a one-to-one correspondence between CP maps Φ : Md 7→
Md′ and positive semi-definite matrices on Md ⊗Md′ . The subset which satisfies
TrBΓAB =
1
d
Id gives the CPT maps. The next result gives a relation between the
CJ matrix of a channel and its conjugate.
Proposition 2 Let Φ be a CPT map with CJ matrix ΓAB = (I ⊗ Φ)(|φ〉〈φ|) as
in (88) and let ΓABC be a purification of ΓAB. Then ΓAC = TrB ΓABC is the CJ
matrix of the conjugate channel ΦC .
The proof, which is given in Appendix A, is a consequence of the fact that the
eigenvectors of the CJ matrix generate a minimal set of Kraus operators. Although
this approach may seem less constructive, in some contexts (see work of Horodecki),
channels are naturally defined in terms of their CJ matrix or “state representation”.
Moreover, this approach has less ambiguity. If the standard basis for HC is used
and ΓAB has non-degenerate eigenvalues, it is unique up to a permutation. More
generally, if one labels the eigenvalues of ΓAB in increasing (or decreasing) order
and labels the basis for HC accordingly, then ΓAC is unique up to conjugation with
a unitary matrix of the form IA ⊗ UC where UC is a unitary matrix which is block
diagonal corresponding to the degeneracies of ΓAB.
2.2 Optimal output purity
Our first result, although straightforward, is a key ingredient, so we state and prove
it explicitly here.
Theorem 3 The output Φ(|ψ〉〈ψ|) of a channel acting on a pure state has the
same non-zero spectrum as the output ΦC(|ψ〉〈ψ|) of its conjugate acting on the
same pure state.
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Proof: Let γAB = U
(|ψ〉〈ψ| ⊗ |φ〉〈φ|)U † = |ΨAB〉〈ΨAB| with U, |φ〉 as in (2) and
|ΨAB〉 = U
(|ψ〉 ⊗ |φ〉). Then γAB is a pure state, Φ(|ψ〉〈ψ|) = γA = TrB γAB
and ΦC(|ψ〉〈ψ|) = γB = TrA γAB. The result then follows from the well-known fact
that the reduced density matrices of a pure state have the same non-zero spectrum.
QED
As an immediate corollary, it follows that a channel Φ and its conjugate ΦC
always have the same maximal output purity and minimal output entropy. Recall
that the maximal output purity is defined for p ≥ 1 by
νp(Φ) ≡ sup
ρ
‖Φ(ρ)‖p = sup
|ψ〉
‖Φ(|ψ〉〈ψ|)‖p (13)
and the minimal output entropy is
Smin(Φ) ≡ inf
ρ
S(Φ(ρ)) = inf
|ψ〉
S(Φ(|ψ〉〈ψ|)), (14)
where the sup and inf are taken over normalized states ρ and |ψ〉.
Corollary 4 For any CPT map Φ, νp(Φ) = νp(Φ
C) and Smin(Φ) = Smin(Φ
C).
For any pair of conjugate channels ΦC1 and Φ
C
2 , the product Φ
C
1 ⊗ΦC2 is again a
channel, and from the definition (4) it follows that ΦC1 ⊗ΦC2 ∈ C(Φ1⊗Φ2). Therefore
given any representative [Φ1 ⊗ Φ2]C there is a partial isometry W such that
[Φ1 ⊗ Φ2]C = ΓW ◦ [ΦC1 ⊗ ΦC2 ] (15)
Combining Corollary 4 and (15) implies the equivalence of the additivity and multi-
plicativity problems for channels and their conjugates. For convenience we restate
the result below in Theorem 5.
νp(Φ1 ⊗ Φ2) = νp(Φ1) νp(Φ2) (16)
Smin(Φ1 ⊗ Φ2) = Smin(Φ1) + Smin(Φ2) (17)
Theorem 5 For any pair of channels Φ1,Φ2, and any p ≥ 1, (16) holds if and
only if
νp(Φ
C
1 ⊗ ΦC2 ) = νp(ΦC1 ) νp(ΦC2 ),
and (17) holds if and only if
Smin(Φ
C
1 ⊗ ΦC2 ) = Smin(ΦC1 ) + Smin(ΦC2 )
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There are also additivity conjectures for the entanglement of formation (EoF)
and Holevo capacity CHolv(Φ). For a bipartite state γAC , define
EoF(γAC) = inf
{∑
j
πjS
[
TrC |ψj〉〈ψj |
]
:
∑
j
πj |ψj〉〈ψj | = γAC
}
. (18)
Following [28] and [34], we use (2) to associate γAC with Φ and a state ρ (as
in the proof of Theorem 3) so that Φ(ρ) = TrC γAC . Then we define χ[Φ(ρ)] =
S[Φ(ρ)] − EoF(γAC) and CHolv(Φ) = supρ χ[Φ(ρ)]. The additivity conjecture for
Holevo capacity is
CHolv(Φ1 ⊗ Φ2) = CHolv(Φ1) + CHolv(Φ2) (19)
and the superadditivity conjecture for EoF is
EoF(γA1C1A2C2) ≥ EoF(γA1C1) + EoF(γA2C2). (20)
Shor [34] has shown that these conjectures are globally equivalent to (17). However,
the validity of (17) for some pair of channels need not imply (19) for the same pair,
or vice versa. In Theorem 7, we use special features of the channel to prove both
separatey. Holevo [14] proved the more general result that if (20) holds for a state
associated with a pair of channels, then it also holds for their conjugates.
Theorem 5 allows one to extend known results on additivity and multiplicativity
to their conjugates. Conversely, if one can prove these conjectures for some class of
conjugate channels, then one can obtain new results about the original class. The
new results obtained thus far are quite modest. This may be partly because the
conjugate channels typically take Md 7→Md′ with d′ > d, and channels of this type
have not been studied as extensively. The next result shows that it would suffice
to prove multiplicativity for a very small and special subset of these maps.
Theorem 6 Suppose that (16) holds for all tensor products Ψ1⊗Ψ2 of CPT maps
with Ψi : Mdi 7→ Mdid′i whose minimal representation has dimension κi ≤ d′i.
Then the multiplicativity conjecture (16) holds for all tensor products of CPT maps
Φ1 ⊗ Φ2 with Φi :Mdi 7→ Md′i.
Proof: First, let κi be the minimum number of Kraus operators needed to represent
Φi and consider the typical case κi = did
′
i. Then Φ
C
i : Mdi → Mdid′i , but by (8)
requires only d′i Kraus operators. Thus, under the hypothesis of the theorem, (16)
holds for ΦC1 ⊗ ΦC2 . But then by Theorem 5, (16) also holds for Φ1 ⊗ Φ2. When
the number of Kraus operators is less than did
′
i, one can simply use a redundant
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representation with did
′
i operators. Alternatively, one could perturb the channel to
(1− ǫ)Φi + ǫN , with N the completely noisy map, and then let ǫ→ 0. QED
Choi showed that a CPT map whose Kraus operators Fj generate a linearly
independent set F †j Fk in Md′ is an extreme point in the set of all CPT maps. Since,
Md′ is a vector space of dimension (d
′)2, this implies that any extreme point can be
represented using at most d′ Kraus operators. In [31] maps which require at most
d′ Kraus operators, but are not true extreme points, are called quasi-extreme and
all those whose minimal representation has rank κ ≤ d′ generalized extreme points.
From a geometric point of view, this extends the extreme points to include some
hyperplanes in regions where the boundary of the convex set of CPT maps is flat.
For qubit maps, the quasi-extreme points are convex combinations of conjugations
with two Pauli matrices; these maps correspond to edges of the tetrahedron of
unital qubit maps.
It was shown in [31] that any qubit map which is a generalized extreme point
has at least two pure output states. For such maps, (16) is trivial. However, using
Theorem 6 to prove multiplicativity for all qubit maps, requires proving (16) for
all maps Φ : M2 7→ M4 which can be written using two Kraus operators.
For d > 2, there are extreme points which do not have pure outputs. In particu-
lar, when d = 3, the Werner-Holevo (WH) counter-example map [36] is an extreme
CPT map, but all pure states are mapped into projections of rank 2. (Note that
the WH map is not even quasi-extreme when d ≥ 4.) Finding all generalized ex-
treme points of CPT maps is a difficult problem which has not yet been solved,
even for maps taking M3 7→M3. Using (8) it would suffice to find all maps taking
M3 7→Md for d ≤ 9 whose CJ matrix has rank ≤ 3.
A non-extreme map Φ :Md 7→Md can have minimal dimension d2; its conjugate
ΦC :Md 7→Md2 has a CJ matrix which is d3×d3. For general maps Ψ :Md 7→ Md2
there are extreme points with minimal dimension d2, but only those with minimal
dimensions d arise from conjugates in this way. The reduction in Theorem 6 to
generalized extreme points with CJ matrix of rank at most d rather than d2 is quite
remarkable.
3 Conjugates of entanglement breaking maps
In this section we review the class of entanglement-breaking maps. An entanglement-
breaking trace-preserving (EBT) map [33] is a CPT map Φ for which (I ⊗Φ)(ρ) is
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separable for all ρ. A number of equivalent criteria are known [16], e.g.,
Φ(ρ) =
∑
m
RmTrEbρ (21)
where {Eb} is a POVM and eachRm is a density matrix. This is the form introduced
by Holevo [12]. Here, we use the fact that any EBT map can be written using Kraus
operators Fk = |xk〉〈wk| with rank one. Then
Φ(ρ) =
∑
k
|xk〉〈xk|〈wk| ρ |wk〉, (22)
and
∑
k〈xk|xk〉 |wk〉〈wk| = I. Using the notation of (5),
F(ρ) =
∑
jk
|ej〉〈ek| ⊗ |xj〉〈xk| 〈wj| ρ |wk〉 (23)
and it follows that
ΦC(ρ) =
∑
jk
|ej〉〈ek| 〈xj|xk〉 〈wj| ρ |wk〉 = X ∗Wρ (24)
where ∗ denotes the Hadamard product, X is the matrix with elements 〈xj |xk〉 and
Wρ is the matrix with elements 〈wj |ρ|wk〉, which can be viewed as a non-standard
“representative” of ρ. Thus in general the conjugate of an EBT map need not itself
be an EBT map. If we choose cjm such that CC
† = X then the Kraus operators
for (24) can be written in the form
Rm =
∑
j
cjm|ej〉〈wj| (25)
where {|ej〉} are orthonormal, but {|wj〉} need not be. Conversely, suppose that
the Kraus operators of a map Φ have the form (25) with {ej} orthonormal. Then
a straightforward calculation shows that ΦC is an EBT map.
A special case of (22) arises when the wk form an orthonormal basis. In this case
Φ is called a classical-quantum or CQ channel. Moreover, the fact that |xk〉〈xk|
are rank one implies that Φ is an extreme point of the set of CPT maps and hence
an extreme point of the set of EBT maps [16]. From (24) it follows that Wρ is
the usual matrix representative of ρ in the O.N. basis wk so that Φ
C(ρ) = X ∗ ρ.
Since X is positive semidefinite this implies that ΦC has simultaneously diagonal
Kraus operators, and one can easily see from (25) that this is the case when the
wk are orthonormal. This class of channels was introduced in [25] where it was
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called “diagonal”. We prefer to call them “Hadamard channels” or “Hadamard
diagonal” maps.1 Thus, the conjugate of an extreme CQ channel is a Hadamard
diagonal channel. King [17, 21] has shown that both CQ channels and arbitrary
(not necessarily trace-preserving) Hadamard diagonal CP maps satisfy the multi-
plicativity (16) for all p. Since this holds trivially for both extreme CQ channels
and Hadamard diagonal CPT maps, we do not obtain a new result.
To get a better understanding of the general case, note that an arbitrary d′× d
matrix, or operator Q : Cd 7→ Cκ, can be written as
Q =
∑
jk
ajk|ej〉〈e′k| =
∑
j
|ej〉〈wj|
with |wj〉 =
∑
k ajk|e′k〉. Thus, the restriction in (25) which distinguishes ΦC from
an arbitrary channel is that the vectors wk are the same for all Kraus operators.
The POVM requirement that
∑κ
k=1 |wk〉〈wk| = Id in (22) implies that {|wk} are
orthonormal when κ = d; this is precisely the CQ case discussed above. In the
general case, we can use Theorem 5 to obtain the following result, which extends
King’s results in [19] to CPT maps with κ > d.
Theorem 7 Let Φ1 : Md 7→ Mκ be a CPT map with the Hadamard form (24) or,
equivalently, a Kraus representation of the form (25). Then for any CPT map Φ2,
the multiplicativity (16) holds for all p ≥ 1, the additivity of minimal ouput entropy
(17) holds, and additivity of Holevo capacity (19) holds.
Proof: The first part of the theorem follows immediately from Theorem 5, the
fact that any channel satisfying the hypothesis can be written as the conjugate of
an EBT map, and the fact that EBT maps satisfy (17) [33] and (16) [19]. To prove
(19), use (2) to define γAC as before (18). Since each |ψj〉〈ψj| in (18) is a pure
state, S
[
TrC |ψj〉〈ψj|
]
= S
[
TrA|ψj〉〈ψj|
]
and it follows immediately that
EoF(γAC) = S[Φ(ρ)]− χ[Φ(ρ)] = S[ΦC(ρ)]− χ[ΦC(ρ)] (26)
If γA1C1A2C2 is associated with a state ρ12 using the product representation (2) for
a pair of channels and any one of Φ1,Φ2,Φ
C
1 ,Φ
C
2 is EBT, then (20) holds. (This
result follows immediately from eqn. (25) in [33], as noted in [5]; the same result
appears in Lemma 3 of [18]). Now let ρ12 achieve the supremum in
CHolv(Φ1 ⊗ Φ2) = sup
ρ12
χ
[
(Φ1 ⊗ Φ2)(ρ12)
]
(27)
1The term “diagonal channel” seems to be a natural choice for a different class of channels,
namely those whose matrix representative in a particular basis is diagonal. In Section 4 we
consider a class which is seems natural to call Pauli diagonal channels.
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Then, as shown in [28], it follows from (20) and the subadditivity of entropy that
CHolv(Φ1 ⊗ Φ2) ≤ CHolv(Φ1) + CHolv(Φ2)
Since the reverse inequality is trivial, (19) holds. QED
4 Conjugates of Pauli diagonal channels
4.1 Basic set-up
In this section we consider a subclass of convex combinations of unitary conjuga-
tions that can be regarded as the generalization to d-dimensions of the unital qubit
channels.
In the case of a unital qubit channel we can assume, without loss of generality,
that Φ(ρ) =
3∑
k=0
akσkρσk where ak ≥ 0,
∑
k ak = 1 and σk are the usual Pauli
matrices, with the convention that σ0 = I. One can write a qubit density matrix
as
ρ = 1
2
[w0I +w · σ] = 12
3∑
k=0
wkσk. (28)
where w0 = 1 ≥ |w|2 =
∑3
k=1w
2
k. Then one can choose Fk =
√
ak σk and
ΦC(ρ) =
√
A


w0 w1 w2 w3
w1 w0 −iw3 iw2
w2 iw3 w0 −iw1
w3 −iw2 iw1 w0


√
A = 4
√
ANC(ρ)
√
A (29)
where A is the diagonal matrix with elements ajδjk and N
C is the conjugate of the
completely noisy map for which all ak =
1
4
.
To generalize this to dimension d > 2, we first observe that any orthonormal
basis for Md yields a set of Kraus operators for the completely noisy channel. (To
see this note that Ejk = |j〉〈k| is a set of Kraus operators satisfying TrE†ikEjℓ =
δijδkℓ, and that any orthonormal basis is unitarily equivalent to {Ejk}.) Let T
denote such a basis with the additional requirement that every element is unitary
and the first is the identity, i.e.,
T = {Tm : T0 = I,TrT †mTn = dδmn, T †mTm = I, m = 0, 1 . . . d2 − 1} (30)
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Then these operators generate the completely noisy channel via
1
d2
d2−1∑
m=0
TmρT
†
m = (Tr ρ)
1
d
I ≡ N(ρ). (31)
Now consider channels
Φ(ρ) =
d2−1∑
m=0
amTmρT
†
m (32)
with am ≥ 0,
∑
m am = 1. The Kraus operators for this channel are Fm =
√
am Tm.
One then finds
ΦC,T (ρ) =
∑
mn
|em〉〈en|√aman TrTmρT †n
= d2
√
ANC,T(ρ)
√
A = d2|α〉〈α| ∗NC,T(ρ) (33)
where A is the diagonal matrix with elements amδmn, |α〉 is the vector with elements√
am, and we use the superscript T to emphasize that NC,T , the conjugate of the
completely noisy channel, is constructed using a specific choice for the set of Kraus
operators. Thus, the conjugate of a channel of the form (32) can be written as the
composition ΦC,T = Ψ ◦NC,T with Ψ a Hadamard diagonal channel with a single
Kraus operator,
√
A.
Now define N T = {NC,T(ρ) : ρ = |ψ〉〈ψ|} to be the image of the conjugate of
the completely noisy channel acting on pure states. Then Corollary 4 allows us to
rewrite the maximal p-norm as a variation over elements of N T .
Theorem 8 Let Φ be a channel of the form (32) in the basis T . Then
νp(Φ) = d
2 sup
γ∈NT
‖
√
Aγ
√
A‖p = d3 sup
γ∈NT
‖γ A γ‖p (34)
where A is the diagonal matrix with elements amδmn.
Proof: For all γ ∈ N T , it follows from Theorem 3 that the non-zero eigenvalues
of γ are 1
d
which implies that dγ is a rank d projection. Therefore,
‖
√
Aγ
√
A‖p = ‖√γ A√γ‖p = d‖γ A γ‖p
Then (34) follows from Corollary 4. QED
Despite the apparent simplicity of (34) and the expressions for ΦC,T above, it
is not easy to exploit Theorem 8. In order to do so, we need to choose a specific
basis and obtain more information about the set N T .
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4.2 Generalized Pauli bases
We will be particularly interested in bases T which satisfy (30) and have the addi-
tional property that
T †mTn = e
iφkmnTk (35)
where k depends on m,n. In this case, TrTmρT
†
n = e
−iφkmnTrTkρ so that each
row of NC,T(ρ) is determined by permuting the elements of the first row after
multiplication by suitable phase factors. When T has the property that Tm ∈ T ⇒
T †m = Tm′ ∈ T then one can interpret (35) as defining a group operation on T .
One particular realization of Tm satisfying (35) is given by the generalized Pauli
matrices XjZk, j, k = 0 . . . d−1 with T0 = I, and, e.g., Tm = XjZk for m =
(d− 1)j + k. Given a fixed orthonormal basis {|ei〉}for Cd, the matrices X and Z
can be defined by
X|ek〉 = |ek+1〉 and Z|ek〉 = e2πi(k/d)|ek〉 (36)
with addition mod d in the subscript. It will then be convenient to identify wjk = vm
for m = (d− 1)j + k.
When d = d1d2, we will also want to consider Tm which are tensor products
of the generalzied Pauli matrices, particularly when studying additivity and multi-
plicativity. Ritter [30] has considered Tm given by the so-called Gell-mann matrices
which arise in the representation theory of SU(n).
The generalized Pauli matrices satisfy the commutation relation
ZX = ei2π/dXZ. (37)
It then follows that the matrix representing a channel Φ of the form (32) in this
basis, is diagonal. In fact
Tr (X iZk)†Φ(XjZℓ) = δijδkℓλjk (38)
with
λjk = e
jk 2pii
d
∑
mn
e(mk−jn)
i2pii
d amn = λd−j,d−k. (39)
Moreover,
Φ : 1
d
[
I +
∑
jk
wjkX
jZk
] 7→ 1
d
[
I +
∑
jk
λjkwjkX
jZk
]
. (40)
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We will call channels of the form (32) in the generalized Pauli basis Pauli diagonal
channels. They are a natural generalization of the unital qubit channels. Pauli
diagonal channels are Weyl covariant which implies [3, 13]
CHolv(Φ) = log d− Smin(Φ). (41)
Any channel Ψ can be represented in a basis T by the matrix X with elements
xmn = TrT
†
mΨ(Tn). When Ψ is trace-preserving, x0n = δ0n and if Ψ is unital
xm0 = δm0. In the case of qubits, any unital channel can be diagonalized in the
usual Pauli basis by using the singular value decomposition and the correspondence
between rotations in R3 and unitaries in M2. (See [22] for details.) One could,
in principle, use the singular value decomposition to diagonalize X. However,
the corresponding change of bases will not normally preserve the properties (30)
and (35). Thus, even a convex combination of conjugation with arbitrary unitary
conjugations can not necessarily be written in diagonal form using the generalized
Pauli basis. In fact, when d = d1d2, a channel which is diagonal in a tensor product
of Pauli bases need not be diagonal in the generalized Pauli basis for d, and vice
versa. (This is easy to check for d = 4, d1 = d2 = 2.)
In at least one non-trivial case it is possible to explicitly compute the maximal
p-norm of this class of channels, that is when p = 2 and d = 3.
Proposition 9 The maximal 2-norm of a Pauli diagonal channel satisfies the
bound
ν2(Φ) ≤ d−1/2
(
1 + (d− 1) sup
(j,k)6=(0,0)
|λjk|2
)1/2
(42)
where λjk is given by (39). When d = 3, the bound is attained for a state of the
form 1
3
[
I +Xj∗Zk∗ + (Xj∗Zk∗)2
]
where j∗, k∗ denote the pair of integers for which
the supremum is attained in (42).
Proof: Using the notation of (40),
‖Φ(ρ)‖22 = Tr [Φ(ρ)]†Φ(ρ)
= 1
d2
∑
ikjℓ
λikwikλjℓwjℓTrZ
−kX−iXjZℓ
= 1
d
∑
jk
|λjk|2|wjk|2
≤ 1
d
[
1 + sup
(j,k)6=(0,0)
|λjk|2
∑
(j,k)6=(0,0)
|wjk|2
]
= 1
d
[
1 + (d− 1) sup
(j,k)6=(0,0)
|λjk|2
]
(43)
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with λjk given by (39). One can then verify that the bound is attained with the
indicated state. QED
Fukuda and Holevo [8] independly proved the inequality (42). Moreover, when
equality holds for some channel Φ1, then the multiplicativity conjecture (16) holds
for p = 2 with Φ2 any other CPT map. In Example 3, we show that that equality
holds for a special class of Pauli diagonal channels.
4.3 Representations of density matrices
Since T is an orthonormal basis for Md, any density matrix can be written as
ρ =
1
d
[
I +
d2−1∑
m=1
vmTm
]
, (44)
with vm = TrT
†
mρ. This implies |vm| ≤ ‖Tm‖Tr ρ = 1. However, finding conditions
on vm which ensure that an expression of the form (44) is positive semi-definite is
far from trivial. When ρ is a pure state, 1 = Tr ρ2 = 1
d2
[
1 +
d2−1∑
m=1
|vm|2
]
, so that
d2−1∑
m=1
|vm|2 = d− 1. (45)
Combining this with |vm| ≤ 1 implies that every pure state has at least d non-zero
coefficients (including v0 = 1). For mixed states, one can have fewer non-zero
coefficients. For example, when d = 4, ρ = 1
4
[I + Z2].
For ρ = |ψ〉〈ψ| a pure state written in the form (44), define S as the subgroup
generated by {Tm : vm 6= 0}. It follows from the fact that at least d coefficients are
non-zero that any subgroups generated by a pure state in this way have |S| ≥ d.
In the generalized Pauli basis, two examples of S are {I,X,X2, . . .Xd−1} and
{I, Z, Z2, . . . Zd−1}. In fact, any choice of W = XjZk with j or k relatively prime
to d generates a cyclic subgroup
S = {I,XjZk, (XjZk)2, . . . , (XjZk)d−1}, (46)
and the projections onto orthogonal eigenvectors of W = XjZk can be written as
|ψn〉〈ψn| = 1d
[
I +
d−1∑
j=0
ωnjW j
]
n = 1, 2 . . . d (47)
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with ω = e2πi/d. We will call such states axis states. When d is prime, there
are d + 1 distinct subgroups of the form (46), whose eigenvectors generate d + 1
orthogonal bases for Cd. These are the d+ 1 mutually unbiased bases.
Example 1 When d = 4, S = {I,X2, Z2, X2Z2}. In this case, the elements
of S do not commute (although the group is formally abelian) and do not have
simultaneous eigenvectors. However, |ψ〉 = (1, 0, 1, 0) satisfies
|ψ〉〈ψ| = 1
4
[
I + Z2 +X2 +X2Z2
]
(48)
and NC,T(|ψ〉〈ψ|) is decomposable.
Example 2 When d = 4, S = {I, Z2, X,XZ2, X2, X2Z2, X3, X3Z2}. is another
subgroup, which has order 2d. For |ψ〉 = (a, b, a, b)
|ψ〉〈ψ| = 1
2
[
(a2 + b2)(I +X2) + (a2 − b2)Z2(I +X2)X2Z2 + 2abX(I +X2)]. (49)
Note that this pure state does not require the full subgroup, i.e., the coefficients
of XZ2 and X3Z2 are zero. (This can not happen for subgroups of order d.) The
terms XZ2 and X3Z2 do arise in the product ρ2, but since ab(XZ2 + Z2X) =
ab(XZ2 −XZ2) = 0 the coefficients are zero.
Example 3 Let WL(ν = 1, 2 . . . d+1) denote a set of fixed generators for κ cyclic
groups of the form (46), chosen so that the groups are mutually disjoint except for
the identity. Let
Ω = sI +
κ∑
L=1
tLΨ
QC
L + uN (50)
where ΨQCL is the channel that maps a state ρ onto its diagonal when it is written
in the axis basis (44) for WL. The condition s +
∑
L tL + u = 1 implies that Ω is
trace-preserving, and the conditions
a0 = s+
1
d
∑
L
tL +
1
d2
u ≥ 0, aL ≡ 1dtL + 1d2u ≥ 0 (51)
are necessary and sufficient for Ω to be CP. With the correspondence Tm ∼ XjZk ∼
W nL , the coefficients in (32) depend only on L and are given by (51). Moreover,
the parameters in (39) also depend only on L and satisfy λjk ∼ λL = s + tL. Let
λ ≡ maxL |λL| ≡ maxL |s + tL|. One can verify that [ν2(Ω)]2 = 1d [1 + (d − 1)λ2] is
attained with the axis states (47) for an L which attains λ. Thus, by Theorem 2
in [8], multiplicativity (16) holds for Ω ⊗ Φ when p = 2 and Φ is any CPT map.
The case of only one non-zero tL was also considered in [8]. Extensions to mutually
unbiased bases when d is a prime power are considered in [32].
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4.4 Image of the completely noisy conjugate
The coefficients vm form the first row of the matrix N
C,T(ρ) so that ρ 6= γ implies
NC,T(ρ) 6= NC,T(γ). This uniqueness allows one to consider NC,T(ρ) as a represen-
tation of the set of density matrices, and (44) might be regarded as a generalization
of the Bloch sphere representation. Indeed, if the (non-unitary standard basis) is
ordered so that Tj+(k−1)d = Ejk = |j〉〈k|, then NC,T(ρ) = 1dId ⊗ ρ. Combining this
observation with Lemma 1 gives
Theorem 10 For any basis T satisfying (30), there is a unitary matrix UT such
that NC,T(ρ) = UT
1
d
Id ⊗ ρU †T .
This result has an interesting interpretation with potential applications. It says,
in the terminology of the introduction, that one can actually use noise to transmit
information for Alice to Bob. In fact, when the noise has completely destroyed
Alice’s information (i.e., her density matrix is 1
d
I), Bob has a faithful copy. This
may be counter-intuitive because his density matrix also has entropy at least log d.
However, Bob’s system has dimension d2 and can be regarded as itself a composite
of two d-dimensional subsystems B1 and B2. Theorem 10 implies that Bob can
make a unitary transformation on his system so that all the noise is in one room
and a faithful copy of Alice’s original quantum state in the other. Note that this
result applies to mixed, as well as pure, inputs.
Combining Theorem 10 with (33) gives the following
Corollary 11 The conjugate of a Pauli diagonal channel can be written as
ΦC,P (ρ) =
√
AUP
1
d
Id ⊗ ρU †P
√
A = F Id ⊗ ρF † (52)
where, UP is the unitary matrix which transforms the standard basis {Ejk} to the
generalized Pauli basis, A is a positive diagonal operator with TrA = 1, and F =
d−1/2
√
AUP .
This is essentially the Stinespring representation for ΦC,P(ρ). Since ΦC,P(ρ) is trace-
preserving, Tr1 F
†F = Tr1
1
d
U
†
PAUP = I2. A similar result holds for other channels
which are diagonal with respect to a set of unitary Kraus operators.
Theorem 12 For any pure state |ψ〉〈ψ|, the state NC(|ψ〉〈ψ|) satisfies the follow-
ing conditions:
a) dNC,T(|ψ〉〈ψ|) is a projection of rank d, and
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b) all diagonal elements of NC,T !(|ψ〉〈ψ|) equal 1
d2
.
In addition, if Tm satisfies (35) then
c) all elements of NC,T(|ψ〉〈ψ|) are ≤ 1
d2
, and
d) d3NC,T(|ψ〉〈ψ|) ∗NC,T !(|ψ〉〈ψ|) is a double stochastic matrix.
Theorem 12 provides a set of necessary conditions for a matrix in Md2 to be
NC,T(|ψ〉〈ψ|) for some pure state. However, there are matrices inMd2 which satisfy
(a), (b), (c), (d) above, but can not be realized as the image NC,T(|ψ〉〈ψ|) of any
pure state density matrix.
A particularly interesting subset of N consists of those for which exactly d of
the wm have |wm| = 1 and the rest are zero. When the operators (36) are used,
NC(ρ) is permutationally equivalent to a block diagonal matrix with d × d blocks
on the diagonal, each of which is rank one and has all elements with magnitude
1. We will call such NC(ρ) d-decomposable. (In general, a decomposable matrix is
one which is permutationally equivalent to a block diagonal matrix). Theorem 12
implies that all decomposable matrices in N T have blocks of the same size.
Let S be the subgroup of T associated with a pure state as in Section 4.3, or,
equivalently, generated by the non-zero elements of the first row of NC,T(|ψ〉〈ψ|).
The cosets TkS define a partition of the integers {0, 1, . . . d2 − 1}. Moreover, if Tm
satisfy (35), and |S| < d, then NC,T(ρ) is decomposable and the decomposition
into blocks corresponds to the partition determined by the cosets of S. When the
order of S is d, it follows from Theorem 12 that each block is a rank 1 projection
with diagonal elements 1
d
; this implies that all of the non-zero coefficients satisfy
|vm| = 1.
Theorem 13 Let d be prime and P ⊗ P the basis for Md2 consisting of tensor
products of generalized Pauli matrices. If NC,P⊗P(|ψ〉〈ψ|) is d2-decomposable, then
|ψ〉 is either a product state or a maximally entangled state.
Proof: First observe that for an arbitrary |ψ〉 ∈ Cd2 ≃ Cd ⊗Cd
|ψ〉〈ψ| = 1
d2
∑
mn
cmnTm ⊗ Tn. (53)
When NC,P⊗P(|ψ〉〈ψ|) is d2-decomposable, at most d2 of the d4 coefficients cmn are
non-zero, and the corresponding Tm ⊗ Tn generate a subgroup of order at most d2.
20
This implies that (53) must reduce to one of the following two forms.
γ12 = |ψ12〉〈ψ12| = 1d2
(
I ⊗ I +
d2−1∑
m=1
eiθmTm ⊗ Tπ(m)
)
(54)
where π is a permutation of {1, 2 . . . d2 − 1}, or,
γ12 = |ψ12〉〈ψ12| = 1d2
d2−1∑
m=0
d2−1∑
n=0
eiθmnV m ⊗W n (55)
where V = X iZk for some fixed i, k and W = XjZℓ for some fixed j, ℓ.
In the first case (54) we have used the fact that the trace-preserving property
requires the term I ⊗ I and the requirement of a group of order d2 implies that
once one goes beyond a cyclic subgroup each Tm can only occur once. In this case,
it is immediate that γ1 = γ2 =
1
d
I which implies that ψ12 is maximally entangled.
In the second case (55), the subgroup is a direct product of cyclic subgroups.
The requirement that |ψ12〉 is pure is equivalent to
eiθmn = 1
d2
∑
s
∑
t
eiθsteiθm−s,n−t (56)
with subscript addition mod d. It then follows fromthe triangle inequality that
1 ≤ 1
d2
∑
st
1 = 1, (57)
which implies eiθm−s,n−tn = eiθmne−iθst
Now, since Tr V m = dδm0, γ1 = Tr γ12 =
1
d
∑
m e
iθm0V m, and the condition
that γ1 is pure is e
iθm0 = 1
d
∑
s e
iθs0eiθm−s,0 . But this holds, since we have already
shown that eiθm−s,0 = eiθm0e−iθs0 . Therefore, ρ1 is a pure state |ψ1〉〈ψ1|; similarly
ρ2 = |ψ2〉〈ψ2|. Since ρ12 is pure, this implies that |ψ12〉 = |ψ1〉 ⊗ |ψ2 is a product.
QED
We conclude this section with an explicit expression for NC,T (|ψ〉〈ψ|) in the
generalized Pauli basis.
Theorem 14 In the generalized Pauli basis,
NC,P(|ψ〉〈ψ|) =
∑
ℓ
XℓR|ψ〉〈ψ|RX−ℓ ⊗ Zℓ|ι〉〈ι|Z−ℓ (58)
where |ι〉 is the vector whose elements are all 1 and R
∑
k
vk|k〉 =
∑
k
vd−k|k〉, i.e.,
R reverses the order of the elements of a vector.
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As an immediate corollary, we find that
N C,P =
{∑
ℓ
Xℓ|ψ〉〈ψ|X−ℓ ⊗ Zℓ|ι〉〈ι|Z−ℓ : ψ ∈ Cd
}
(59)
Proof: By a straightforward calculation one finds
NC,P(|ψ〉〈ψ|) =
∑
jk
∑
mn
|j ⊗m〉〈k ⊗ n|TrXjZm|ψ〉〈ψ|(XkZn)†
=
∑
jk
∑
mn
∑
ℓ
ψℓψℓω
(m−n)ℓ〈ℓ+ j, ℓ+ k〉|j ⊗m〉〈k ⊗ n|
=
∑
ℓ
(∑
jk
ψℓ−jψℓ−k|j〉〈k|
)⊗(∑
mn
|m〉〈n|
)
ω(m−n)ℓ
where ω = e2πi/d. QED
Note that the last line says that each block of NC,P(|ψ〉〈ψ|) is cyclic, and the
expression is consistent with the fact that the first row determines the rest.
4.5 Upper bound on νp(Φ)
Theorem 15 For a channel of the form (32), let bj be a rearrangement of aj in
non-increasing order, and define βj =
∑d−1
i=0 bi+jd, 0 ≤ j ≤ d− 1. Then
νp(Φ) = νp(Φ
C,T ) ≤
( d−1∑
i=0
β
p
i
)1/p
(60)
Moreover, if equality holds, ΦC,T(ρ) is decomposable for a ρ that maximizes the
p-norm.
Proof: By (34), it suffices to bound ||γAγ||p for γ ∈ N T . Every eigenvector of
γAγ corresponding to a non-zero eigenvalue is in the range of γ. Therefore, we can
choose an orthonormal basis for the range of γ consisting of normalized eigenvectors
|fi〉 of γAγ arranged in order of non-increasing eigenvalues λi. (It may be necessary
to include some eigenvectors with eigenvalue zero.) By Theorem 12, dγ is projection
of rank d; therefore, we can write
γ =
1
d
d−1∑
i=0
|fi〉〈fi|. (61)
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Since A is diagonal with elements arδrs in the standard basis {|er〉, we find
λi = 〈fi|γAγ|fi〉 = 1
d2
〈fi|A|fi〉 = 1
d2
d2−1∑
r=0
ar|〈fi|er〉|2 (62)
for i = 1 . . . d. The inequality (60) will follow from standard results [15, 27] if we
can show that the eigenvalues of d3γAγ are majorized by {βi}.
By part (b) of Theorem 12 ,
∑
i
|〈fi|er〉|2 = d〈er|γ|er〉 = 1
d
. (63)
Since |fi〉 is a unit vector, we also have
∑
r |〈fi|er〉|2 = 1. Therefore
k−1∑
i=0
d2−1∑
r=0
|〈fi|er〉|2 = k =
d−1∑
i=0
kd−1∑
r=0
|〈fi|er〉|2. (64)
Removing the common terms
∑k−1
i=0
∑kd−1
r=0 |〈fi|er〉|2 in (64) gives the identity
k−1∑
i=0
d2−1∑
r=kd
|〈fi|er〉|2 =
d−1∑
i=k
kd−1∑
r=0
|〈fi|er〉|2. (65)
Since br is a rearrangement of ar, we can assume without loss of generality that the
basis |er〉 has been chosen to correspond to the ordering of br. Then s < kd < t
implies bs ≥ bkd ≥ bt and it follows that for each k = 1, 2, . . . d−1.
d3
k−1∑
i=0
λi = d
k−1∑
i=0
d2−1∑
r=0
br|〈fi|er〉|2 (66)
= d
kd−1∑
r=0
br
( k−1∑
i=0
|〈fi|er〉|2
)
+ d
d2−1∑
r=kd
br
( k−1∑
i=0
|〈fi|er〉|2
)
≤ d
kd−1∑
r=0
br
( k−1∑
i=0
|〈fi|er〉|2
)
+ d bkd
d−1∑
i=k
kd−1∑
r=0
|〈fi|er〉|2
≤ d
kd−1∑
r=0
br
( d−1∑
i=0
|〈fi|er〉|2
)
≤
kd−1∑
r=0
br =
k−1∑
j=0
βj (67)
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where we used (65) for the first inequality. For k = d, it follows immediately from
(63) and (66) that
d3
d∑
i=0
λi =
d2−1∑
r=0
br =
d∑
j=0
βj
Thus, the eigenvalues of d3γAγ are majorized {βi}. If γ is not decomposable, then
for some r,
0 < |〈f1|er〉|2 <
d−1∑
i=0
|〈fi|er〉|2 = 1
d2
(68)
which implies a strict inequality in (67). QED
Note that the numbers βj define a partition of the integers {0, 1, . . . d2−1}. Let
0, m1, m2, . . .md−1 be the subset which contains 0, and let
S = {I, Tm1 , Tm2 , . . . , Tmd−1}. (69)
If the set S is not a subgroup of T then there is no pure state ρ which will generate
a d-decomposable γ ∈ N T for which the upper bound (60) is attained.
4.6 Applications to Multiplicativity
To use Theorem 15 to prove multiplicativity (16), one would need to show that the
upper bound (60) is attained for both Φ and Φ⊗ Φ. Unfortunately, this is almost
never true for Φ⊗Φ, and for the few exceptions multiplicativity is well-known and
easily proved. One can, however, prove a new result for the p = ∞ norm. Before
doing so, we present two insightful examples.
When a channel has the form (32) in the generalized Pauli basis, we use slight
abuse of notation and write ajk for the weight given to conjugations with X
jZk.
Example 4 QC channels: If ajk = aj does not depend on k, then βj = daj and
it is easy to see that the upper bound (60) can be attained and the corresponding
channel is multiplicative in the sense
νp(Φ
⊗m) =
[
νp(Φ)
]m ∀ p ≥ 1 and ∀ integers m. (70)
However, this does not lead to a new result because
∑
jk
ajX
jZkρ(XjZk)† =
∑
j
ajX
j
(∑
k
ZkρZ−k
)
X−j =
∑
j
ajX
jρdiagX
−j. (71)
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The map ρ 7→ ρdiag is a special type of EBT channel called quantum-classical (QC).
Therefore, (71) is a an EBT map.
Example 5 The depolarizing channel is defined as
Φ(ρ) = bρ+
1− b
d
Tr ρ I, (72)
For this channel, νp(Φ) is easily computed and known to satisfy νp(Φ⊗Φ) = [νp(Φ)]2
When b > 0, Φ can be written in the form (32) with a0 > aj and aj =
1−a0
d2−1
=
(1 − b) 1
d2
for j ≥ 1. The upper bound can be attained with a decomposable
state. However, the tensor product Φ⊗ Φ does not attain the upper bound in the
basis given by tensor products of generalized Pauli matrices. To see why, observe
that in this product basis β0 = a
2
0 + (d
2−1)a0a. But it is known [8, 19] that
this channel is multiplicative for all p, which implies that its largest eigenvalue is[
b+ 1−b
d
]2
= [a0 + (d−1)a]2. Since
[a0 + (d−1)a]2 = a20 + 2(d−1)a0a+ (d−1)2a2 < a20 + (d2−1)a0a = β0
the upper bound is not attained. Although the product density matrix which
attains [νp(Φ)]
2 can be chosen to be decomposable, its blocks do not correspond to
a partition which attains the upper bound.
When −1
d
≤ b < 0, one has a0 < aj for j ≥ 1, but a similar analysis shows that
the upper bound is not attained for Φ⊗ Φ.
The problems which arise in the depolarizing channel are generic. This is most
easily seen by examining the qubit case in detail, which is done in Appendix B.
The most one can hope to obtain is the following result for the infinity norm.
Theorem 16 Let Φ be a Pauli diagonal channel and bjk a rearrangement of ajk
as in Theorem 15 so that βj =
∑
k bjk. Let j∗ denote the index for which a00 = bj∗k
for some k, and
S = {XmZn : amn = bj∗k, k = 0, 1 . . . d−1}. (73)
Then the upper bound (60) is attained if and only if S is a subgroup of T and its
partition into cosets corresponds to the partition defined by the βj, i.e., each coset
has the form
TℓS = {XmZn : amn = bjk, k = 0, 1 . . . d−1} for some j.
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If, moreover, b20,d−−1 > b00 b10 (under the assumption bjk ≥ bj,k+1), then
ν∞(Φ⊗ Φ) =
[
ν∞(Φ)
]2
. (74)
More generally, if br0,d−−1 > b
r−1
00 b10 , then ν∞(Φ
⊗r) =
[
ν∞(Φ)
]r
.
Proof: The first part is essentially a matter of notation and our earlier discussion
about subgroups and partitions. For the second part, it suffices to observe that the
inequality implies that the largest β for Φ⊗ Φ is β20 . QED
5 Giovannetti-Lloyd linearization operators
In [9] a linearization of p-norm functions was introduced and subsequently used
[10, 11] used to prove multiplicativity for integer p and certain special types of
channels. For any integer p, it is possible to find a linear operator X(Φ, p) in H⊗p
such that
Tr (Φ(ρ))p = Tr (ρ⊗pX(Φ, p)) (75)
holds for any ρ. X(Φ, p) is not uniquely defined. Initially [9, 10], the realization
Θ(Φ, p), defined in terms of the Kraus operators Ak of Φ as
Θ(Φ, p) =
∑
k1,··· ,kp
A
†
k1
Ak2 ⊗ A†k2Ak3 ⊗ · · · ⊗ A†kpAk1 (76)
was used. However, (76) satisfies (75) only when the input is a pure state. In [11],
the operator
Ω(Φ, p) ≡ Φ̂⊗p(Lp) (77)
was introduced where Φ̂ denotes the adjoint with respect to the Hilbert-Schmidt
inner product and Lp and Rp are the left shift and the right shift operators
Lp|k1k2 · · ·kp〉 = |k2 · · · kpk1〉,
Rp|k1 · · · kp−1kp〉 = |kpk1 · · ·kp−1〉,
Ω(Φ, p) was shown to give a valid realization of X for arbitrary ρ and satisfy
Ω(Φ, p) = Θ(Φ, p)Lp (78)
We now give some relations between these operators and those of their conjugates.
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Theorem 17 Let Φ be a CPT map and let Θ(Φ, p) and Ω(Φ, p) be the linearizing
operators defined above using a fixed set of Kraus operators. Then
Ω(Φ, p) = Θ(ΦC , p)† = Θ(Φ, p)Lp. (79)
when ΦC is defined used the Kraus representation given by (8).
Proof: The key point is that (8) implies that conjugate sets of Kraus operators
satisfy
〈m|Fµ =
∑
j
〈j|(Fµ)mj =
∑
j
〈j|(Fm)µj = 〈m|Rm. (80)
Then
Ω(Φ, p) = Φ̂⊗p(Lp) = Φ̂
⊗p(
∑
k1,··· ,kp
|k2 · · · kpk1〉〈k1k2 · · · kp|)
=
∑
k1,··· ,kp
Φ̂(|k2〉〈k1|)Φ̂(|k3〉〈k2|)⊗ · · · ⊗ Φ̂(|k1〉〈kp|)
=
∑
k1,··· ,kp
∑
µ1,··· ,µp
F †µ1 |k2〉〈k1|Fµ1 ⊗ F †µ2 |k3〉〈k2|Fµ2 ⊗ · · · ⊗ F †µp |k1〉〈kp|Fµp
=
∑
k1,··· ,kp
∑
µ1,··· ,µp
R
†
k2
|µ1〉〈µ1|Rk1 ⊗ R†k3 |µ2〉〈µ2|Rk2 ⊗ · · · ⊗R†k1 |µp〉〈µp|Rkp
=
∑
k1,··· ,kp
R
†
k2
Rk1 ⊗ R†k3Rk2 ⊗ · · · ⊗R†k1Rkp. QED (81)
Theorem 17 allows one to compute Ω(Φ, p) from the Kraus operators of ΦC without
using shift operators. Conversely, one can compute Θ(Φ, p) = Ω(ΦC , p) directly in
terms of the action of ΦC on components of shift operators, without knowing its
Kraus expansion or requiring a final multiplication by a shift operator.
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A Representations of CPT maps
We review here some facts about representations of CPT maps on finite dimensional
spaces. For proofs and additional details about the history we recommend Chapter
4 of Paulsen [29].
In more general situations, a CPT map is defined as the dual of a unital CP
map and some theorems are more conveniently stated for unital maps. In finite
dimensions, a linear map Φ : Md 7→ Md′ is trace-preserving if and only if its dual
Φ̂ : Md′ 7→Md is unital, where
Tr [Φ̂(A)]†B = TrA†Φ(B), (82)
Here, we will state results for unital maps in terms of Φ̂.
The first and most fundamental result is due to Stinespring [35].
Theorem 18 (Stinespring) Let Ψ : A 7→ B(K) be a CP map from the C∗-algebra A
to the bounded operators on the Hilbert space K. There exists a *-homomorphism
π : A 7→ B(H) from A to the bounded operators on the Hilbert space H and a
bounded operator V : H 7→ K such that
Ψ : (A) = V † π(A)V. (83)
Moreover, Ψ is unital if and only if V †V = I.
This result may seem strange to those familiar with the operator sum representa-
tion; it has the same form, but with only a single term. However, the sum is hidden
in the representation which can contain multiple copies of A. In fact, for Ψ = Φ̂
with Φ a CPT map as above, one can show [29] that π(A) = A⊗Iκ =
∑
k A⊗|ek〉〈ek|
with κ ≤ dd′. Then defining Fk = (Id⊗〈ek|)V , we can write V =
∑
k Fk⊗|ek〉 and
Φ̂(A) = V †A⊗ IκV =
∑
k
F
†
kAFk (84)
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with
∑
k F
†
kFk = V
†V = Id′ . This is equivalent to the usual Kraus-Choi operator
sum representation since, for any A ∈ Cd′ , B ∈ Cd,
TrA†Φ(B) = Tr
∑
k
[F †kAFk]
†B = TrA†
(∑
k
FkBF
†
k
)
, (85)
which implies Φ(B) =
∑
k FkBF
†
k .
Moreover,
TrA†Φ(B) = Tr (A⊗ Iκ)† V BV †
= Tr (A⊗ Iκ)†
(∑
jk
FjBF
†
k ⊗ |ej〉〈ek|
)
= Tr (A⊗ Iκ)† UB ⊗ |e1〉〈e1|U † (86)
where U =
∑
jk Ujk ⊗ |ej〉〈ek| with each Ujk a d × d′ matrix and Uj1 = Fj or,
equivalently, the first d′ columns of U equal V . Since V †V = I, this implies that
U can be chosen to be a partial isometry of rank dκ so that when d = d′, U is a
unitary extension of V . Thus we conclude that any CPT map can be represented
in the form
Φ(B) = Tr2UB ⊗ |e1〉〈e1|U † (87)
with U a partial isometry. This is sometimes referred to as the “Stinespring dila-
tion theorem”, although (87) does not appear explicitly in [35]; Kretschmann and
Werner [?] use the term“ancilla representation”. As far as we are aware Lindblad
[26] was the first to explicitly us a representation of the form (87) and we will refer
to it as the Lindblad-Stinespring ancilla representation.
Next, we consider the Choi-Jamiolkowsi (CJ) representation of a CP map
Γ = (I ⊗ Φ)(|φ〉〈φ|) = 1
d
∑
jk
|ej〉〈ek| ⊗ Φ(|ej〉〈ek|) (88)
where |ei〉 denotes the standard basis for Cd and |φ〉 = d−1/2
∑
k |ek ⊗ ek〉 a max-
imally entangled state. The condition that Φ is also trace-preserving becomes
TrA Γ =
1
d
Id Let z
µ, µ = 1 . . . κ denote the normalized eigenvectors of Γ with
a non-zero eigenvalue. Then Γ =
∑κ
µ=1 λµ|zµ〉〈zµ|. Moreover, the identification
g
µ
mj =
√
dλµ z
µ
(d′−1)m+j , gives a set of Kraus operators G
µ for the channel, and
Γ = 1
d
∑
jm,kt
∑
µ
g
µ
mjg
µ
nk|ej ⊗ e′m〉〈ek ⊗ e′n|. (89)
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where |e′m〉 is the standard orthonormal basis for Cd′ . Note that κ is the minimal
number of Kraus operators and (up to degeneracy of eigenvectors) this provides
a canonical way of defining a set of Kraus operators and shows that the minimal
number is no greater than dd′.
Proof of Proposition 2: We can regard Γ as a density matrix ΓAB on the tensor
product space Cd ⊗Cd′ and obtain a purification
ΓABC =
∑
µ,nu
|Ψµ ⊗ e′′mu〉〈ΨL ⊗ e′′nu|
=
∑
µ,ν
∑
mj,nk
g
µ
mjg
ν
nk|ej ⊗ e′m ⊗ e′′µ〉〈ek ⊗ e′n ⊗ e′′L| (90)
with Ψµ =
∑
jm
g
µ
mj|ej ⊗ e′m〉 and Then, taking the partial trace over HB gives
ΓAC =
∑
µ,ν
∑
jkm
g
µ
mjg
ν
mk|ej ⊗ e′′µ〉〈ek ⊗ e′′L| (91)
which has eigenvectors
∑
jµ g
µ
mj|ej⊗e′′µ〉. Thus, fmµj = gµmj, m = 1 . . . d′ form a set of
Kraus operators for ΦC and ΓAC is the CJ matrix (I⊗ΦC)(|φ〉〈φ|). QED
It is well-known (see [29], Proposition 4.2) that any two minimal representations
in Stinespring’s dilation theorem are unitarily equivalent. Indeed, this is the reason
there is no loss of generality in assuming that π(A) = A ⊗ Iκ in (84). Similarly,
it is easy to show that any two minimal sets of Kraus operators are related by a
unitary transformation. However, it is often useful to consider non-minimal sets,
in which case, the unitary transformation may be replaced by a partial isometry.
Since this situation may be less familiar, we make a precise statement.
Theorem 19 If {Gk} is a minimal set of Kraus operators for the CPT map Φ and
U is partial isometry with U †U = Iκ, then
Fj =
∑
k
ujkGk (92)
is also a set of Kraus operators. Moreover, any two sets of Kraus operators {Fj}
and {F ′j} define the same CPT map if and only if one can find a partial isometry
W of rank κ such that Fj =
∑
k wjkF
′
k.
Proof: The first assertion is easy to verify. Moreover, any set of Kraus operators
defines a set of vector of length dd′ whose span is the range of the CJ matrix.
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When one set GK is minimal, as in (92), the requirement that Φ is trace-preserving
implies that U †U = Iκ. When both {Fj} and {F ′j} they must satisfy (92) with Gk
minimal and U,U ′ partial isometries of rank κ. Then Gk =
∑
j ujkFj . Therefore,
F ′j =
∑
k
∑
m u
′
jkumkFm and W = U
′U † satisfies WW † = U ′U †U(U ′)† = U ′(U ′)†,
which is a projection of rank κ. Although, we do not have W †W = I, reversing
the roles of {Fj} and {F ′j} gives F ′j =
∑
k vjkFk with V = U(U
′)† = W †.
B Qubit channels
In the case of qubits, the decomposable images have the form 1
2
NC
[
I ± σj ] with
j = 1, 2, 3 and are permutationally equivalent to 1
4


1 1 0 0
1 1 0 0
0 0 1 ±i
0 0 ∓i 1

.
A channel of the form (32) can be rewritten as Φ(I +w · σ) = I +∑k λkwkσk
with 1
2
(1 + λk) = a0 + ak and
1
2
(1 − λk) = ai + aj (with i, j, k distinct). With k∗
chosen so that |λk∗| ≥ |λj| ∀ j = 1, 2, 3, one finds
νp(Φ) =
([
1
2
(1 + λk∗)
]p
+
[
1
2
(1− λk∗)
]p)1/p
=
[
(a0 + ak∗)
p + (ai + aj)
p
]1/p
(93)
where we used the convention that i, j, k∗ are distinct. When λk∗ > 0, a0 and ak∗
are the two largest coefficients; when λk∗ < 0, they are the two smallest. Thus, the
bound (60) is attained with either of the two decomposable matrices 1
2
NC(I±σk∗).
In general the upper bound (60) is not attained for the product Φ ⊗ Φ. To
simplify the discussion, we now assume that a0 > a1 > a2 ≥ a3 which implies
1 > λ1 > λ2 ≥ λ3 and λ2 > 0 and involves no fundamental loss of generality.
(One can always conjugate with σk∗ to make a0 the largest and rotate axes to
make a1 the second largest.) King [18] showed that all unital qubit channels are
multiplicative for all p ≥ 1. Therefore the eigenvalues of the optimal output of
Φ⊗ Φ are β21 , β1β2, β2β1, β22 with
β21 = (a0 + a1)
2, β1β2 = (a0 + a1)(a2 + a3) = β2β1, β
2
2 = (a2 + a3)
2.
The first term in the upper bound equals β21 , if and only if a
2
1 ≥ a0a2. Then the
ordering of the product coefficients begins
a20 > a0a1 = a1a0 > a
2
1 > a0a2 = a2a0 . . .
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so that the second term in the upper bound is either 2a0(a2 + a3) or 2(a0 + a1)a2,
neither of which equals β1β2. Thus, the upper bound (60) is never attained with
distinct ak. It is achieved if a0 = a1 and a2 = a3, but this is a QC channel.
Although the multiplicativity of unital qubit channels was established in [18],
it would be desirable to prove this by the methods developed here. This requires
two additional assumptions
a) The state in N T which achieves νp(Φ ⊗ Φ) for a unital qubit channel Φ is
decomposable when T = P ⊗ P is the product Pauli basis.
b) When d = 4 and T is the product Pauli basis, all decomposable states in
N P⊗P are either tensor products of axis states for d = 2 or maximally entan-
gled states formed from evenly weighted superpositions of axis states.
Although (a) seems like a reasonable conjecture, we have no proof. Theorem 13
implies (b); for qubits, an explicit computation can show that these maximally
entangled states must have the form of the usual Bell states in one of the three axis
bases. Then a direct comparison of the short list of possible decomposable states
shows that ‖γAγ‖p is always less for the maximally entangled states than for the
optimal product. This is a tedious process which would be impractical even if (a)
holds in higher dimensions, Nevertheless, it gives some insight and is reminiscent
of the argument used in [22].
The next example exploits the isomorphism C4 ≃ C2 ⊗ C2 to show that de-
composability is a basis dependent property.
Example 6 If ρ = |v〉〈v| with 〈v| = (1, 0, 1, 0) then NC(ρ) is decomposable in
the generalized Pauli basis for d = 4, but not is the basis given by products of
(the usual) Pauli matrices. If ρ = |v〉〈v| with 〈v| = (1, 0, 0, 1) then NC(ρ) is not
decomposable in the generalized Pauli basis for d = 4, but is decomposable in the
basis given by products of (the usual) Pauli matrices.
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