The goal of dialogue practice for a second language learner is to facilitate their production of dialogue similar to that between native speakers. This paper explores the characteristics of student and tutor dialogue in terms of their differences from classic conversational and task-oriented corpora. Interlocutors have the tendency to align to the language of the other in conversational dialogue, creating a symmetry between speakers which learners of a language may be unable at first to achieve. Our hypothesis is that as a learner's competence increases, symmetry between learner and tutor language increases. We investigate this at both a surface and a deeper level, using automatic measures of linguistic complexity, and dialogue act analysis. The data supports our hypothesis.
Introduction
Alignment and entrainment are phenomena of dialogue present to varying degree depending on the nature of the interaction. For second language learners, 1 aligning with their interlocutor allows them to bootstrap their knowledge from the more competent linguistic example being given to them (Robinson, 2011) . Their constrained fluency, however, limits their ability to achieve this in all areas. This leads us to predict differences in alignment and symmetry between learner and native dialogue, whether conversational or task based, due to this difference in speaker status.
Our goal was to understand the patterns and dynamics of student and tutor interaction and the level of synchronisation between the two actors in these dialogues. Likewise we want to compare L2 with native dialogues, in both conversational and task-based styles. To that end, we analyse and compare transcribed dialogues between L2 learners and tutors (an excerpt of which is shown in Figure 1 ), to key characteristics observed in dialogues between native English speakers. We posit that both task-oriented and conversational dialogue corpora are relevant for comparison because on the one hand L2 learner dialogue can be viewed as both a learning or a teaching task, and on the other, the student is trying to participate in and gain conversational skill, while the tutor encourages it. Our assumption is that tutors monitor students' convergence and use this to identify when the student is capable of learning more. This task of pushing the student, yet reassuring them, to promote their production, involves a tutor's constant adaption to remain within the Zone of Proximal Development. 2 2 The Zone of Proximal Development (ZPD) is "the distance between actual developmental level as determined by independent problem solving and the level of potential development as determined through problem solving under adult guidance, or in collaboration with more capable peers" (Vygotsky, 1978, p. 86) . In other words, the ZPD is a space between the learner's current level of development, and their potential development when supported by an interlocutor. The overarching goal of our work is to obtain a better understanding of the patterns of L2 learner dialogues at different levels of expertise in order to inform work in the field of Computer Assisted Language Learning (CALL), specifically dialogue agents for L2 tutoring. This differs from existing work in this domain (Ferreira et al., 2007) as it focusses on one to one tutoring dialogues, and uses automatic measures of complexity in addition to dialogue act analysis. Dialogue agents for tutoring science and engineering subjects, as in Auto Tutor (Graesser et al., 2005) or BEETLE (Dzikovska et al., 2014) have achieved some successes, however dialogue agents for one-to-one L2 conversational learning are less well explored. L2 agents' goals are to practice conversational English as well as to both implicitly and explicitly correct the learner in order to scaffold 3 new vocabulary or grammatical constructs. Examples of dialogue agents for one on one L2 learning are CLIVE (Zakos and Capper, 2008) , an agent which allows learners to practice basic conversation and fall back on their native language for clarification and more teaching oriented work, which varies the explicitness of corrective feedback (Wilske and Wolska, 2011) . Immersive games-based dialogue tutoring has been proven an effective environment for language learning (Johnson and Valente, 2009) and dialogue agents for facilitating collaborative learner dialogue in the context of online courses also exist (Kumar et al., 2007) . None of these expressly focus on adapting the complexity of an agent's language to the learner.
Objectives
This paper is an initial study to compare aspects of L2 learner dialogue across levels, and between native dialogue corpora, both conversational and task based. Our objectives comprise comparing these three dialogue types over the following dimensions: We want to compare multi-level L2 dialogue with that of native speakers, covering different dialogue types. Section 2 describes the choice of corpora to achieve these objectives. The measures with which we will compare these aspects are addressed in section 3. These draw from the fields of Readability Analysis, Automatic Assessment of text, Second Language Acquisition research; and from the Dialogue analysis literature. We present the results of these comparisons in Section 4. Sections 5 and 6 discuss the implications of these findings and propose future work which will build on these conclusions. The L2 dialogues used consist of a section of The Barcelona English Language Corpus (BELC) (Muñoz, 2006) , containing transcripts from 118 semi-guided interviews conducted over the course of 4 sessions; over a long period of time, with the same participants each session. The participants had received each on average about 200 hours of English instruction before the start of the study and between each session. The interviewer's role was that of an encouraging tutor where "Interviewers attempted to elicit as many responses as possible from the learners, and accepted learnerinitiated topics in order to create as natural and interactive a situation as possible". The interviews were semi-guided in that the interviewer "began with a series of questions about the subjects family, daily life and hobbies. This constituted a warming-up phase that helped students feel more at ease.".
Transcripts of one-to-one L2 learner-tutor dialogues do not exist in great quantity and BELC includes the kinds of scaffolding and backchannel acknowledgement aspects of L2 tutoring we want to model. Figure 1 contains a short example of this.
In order to contrast the task element of L2 dialogue with its conversational goal, we use the Map Task corpus (Anderson et al., 1991) and Switchboard corpus (Godfrey et al., 1992) (Table 1 ). The MapTask corpus consists of dialogues between two participants, the Giver and the Follower. They are tasked with describing or marking a route on a map that is marked on only the giver's map, the follower has to follow their partner's instructions and mark the same path on their own copy of the map. This task based dialogue was chosen for its leader and follower dynamic, which we contrast to L2 learner conversation where the learner is much less fluent than their interlocutor. The Switchboard corpus is a large corpus collected from telephone conversations between native speakers on one of a set of pre-defined conversational topics. The speakers did not necessarily know each other, had equal status, and the aim was to produce largely unconstrained conversation.
Comparison Methods
Existing methods for grading dialogue of students and tutors within science tutoring involve latent semantic analysis between student response and documents consisting of relevant syllabus (Graesser et al., 2000) . The challenge in assessing L2 learner dialogue is that the language itself is the syllabus, and although students responding in a relevant manner is important, the main aspects are: a) the level of complexity of the language which they can produce; and b) the level of complexity of the language of their interlocutor to which they are capable of successfully responding. In the latter case, successfully responding means not just responding to a question with silence or signalling they do not understand.
Linguistic Complexity
Existing measures of text complexity developed to predict the readability of discourse have been applied to dialogue in the form of subtitles from television shows of varying age of audience (Vajjala and Meurers, 2014) , successfully differentiating between subtitles aimed at young children, children of school age and adults in terms of the complexity of the language shown. We use the same feature set to train a simple Linear regression model as a way to 'grade' the transcribed dialogue text in order to compare the complexities of language used between the corpora.
The main feature types used by Vajjala and Meurers (2016) to measure readability are described below:
Lexical Lexically complex words are those for which a simpler synonym exists, diversity and density are measured by type-token and part-of-speech ratios
Morphological Morpho-syntactic properties of lemmas, estimated from the Celex (Baayen et al., 1993) database.
Psycholinguistic Concreteness, meaningfulness and Age of Acquisition measures (Kuperman et al., 2012) Simple Counts Average sentence length, word lengths and occurrence frequencies, n-grams, "difficult" words from frequency lists, syllables per word and other weighted combinations such as (Farr et al., 1951) To train our model, we use the graded handsimplified collection of simple discursive articles provided in the Newsela corpus (Xu et al., 2015) . We chose this corpus for two main reasons, firstly the corpus is written for learners (not by learners) at a known level of competence. Secondly, it has a wide and varied vocabulary, large size, and number of distinct level labels (grades 3-12) which will allow us to best deal with the sparse nature of dialogue text.
Dialogue Act Patterns
Dialogue Act (DA) modelling can tell us a lot more about the dynamics of a dialogue such as whether participation is equal, whether certain DAs are more prevalent in particular dialogues, and what the strategy of the individual speakers is. In order to gain this deeper look at the structure of the dialogue, utterances were automatically labelled with a subset of DA labels from Stolcke et al. (1998) selected for their relevance to the dialogues in question, and whether they were simple enough to be captured with a regular expression rule. The resulting utterances for each DA label were manually inspected and found to conform to the pattern specified by the regular expression rule. The regular expression tags were also compared to the gold standard labels of the Switchboard corpus, achieving an F1 score of 0.82 although these labels were not used. Table 2 : Dialogue Acts selected from the 42 labels used in (Stolcke et al., 2000) with their accompanying reg-ex recognition examples. Labels general statement or general question are bucket labels, for any utterance not falling into other categories.
In order to achieve the best quality of labels, the existing hand labelled DAs available in both Switchboard and MapTask were grouped into categories aligning to those we chose to use for our rule based labelling. The alignment is shown in Table 3 and these final tags are compared in the following sections.
Results
To address the aspects of linguistic complexity analysis (Objective O1), we separately analyse the first and second halves of the dialogue, divided by speaker. We then use our complexity model to as- hold before A/agree ** **The remaining switchboard dialogue acts each make up 0.1% or less of the switchboard utterances and would also fall within the STATEMENT label when classified with our rules: negative non no answers, other answers ,dis-preferred answers, 3rd party talk, offers, options and commits, self talk, downplayer, maybe/accept part, apology, thanking Table 3 : Mapping of our rule based dialogue act labels to those used in the Switchboard and Map task corpora. sign the resulting text a 'grade' in order to compare the surface level linguistic complexity (Figure 2) . We observe that for learners at L1, the tutor and student tend towards convergence of complexity, and at a higher level they diverge. Switchboard (SB) has a complexity a little above that of the most advanced of the BELC dialogues, and there is neither significant difference between half nor speaker. MapTask (MT) has a similar difference in complexity between speakers as the L1 & L2 of BELC, although both are more complex. There is no convergence of complexity between speakers, nor significant change over their dialogue. Additionally, a simple word-per-utterance count per speaker across levels and corpora shows the symmetry of Switchboard, asymmetry of MapTask and a trend from asymmetry to symmetry as level increases for BELC in terms of speaker contribution. Table 4 : Dialogue Act distribution across utterances with SB for Switchboard, MT for MapTask and Q for Question. The ↓ means that the act is grouped and this is the percentage for the previous act combined. There are on average a greater proportion of statements in SB, more questions and sig non understand in BELC, and comparatively more yes and no answers in both BELC and MT than in SB.
Following Objective O2, we firstly look at the average distribution of DAs, regardless of speaker, in Table 4 . This shows there is a significantly greater ratio of statements to questions in SB, and the inverse is found in BELC. Continuing this cross-corpora view, Figure 3 shows the distribution of DAs for the average dialogue split by speaker. This shows a general asymmetry of statement contribution in BELC and MT (between student and follower) and a very symmetrical share between speakers in SB. Comparing BELC levels, Figure 3 also shows that learners at a higher level make a more similar proportion of statements to their tutor than at mid level. The proportion of gen other question increases for students as it decreases for tutors. This becomes closer to the symmetrical contribution of native speakers in SB, as does a student's percentage of yes answers, which increases with level.
The distribution of individual speakers' DAs is shown in Figure 4 . This shows that a student's questions, statements, response acknowledgement and yes answers increase, and their signal non understanding, and no answers decrease with the student level. The tutor's general questions decrease with student level, as Table 5 : Dialogue Act bigrams for speakers, statements and questions. T=Tutor, S=Student for BELC corpus, A=speakerA, B=speakerB for Switchboard corpus, F=Follower, G=Giver for MapTask corpus. e.g. TS/AB/GF = tutorstudent/speakerA-speaker-B/giver-follower average bigram percentages.
their statements increase slightly along with WHquestions, and signal non understanding. Table 5 shows the average percentage of DA bigrams for the utterances in each dialogue. This shows a symmetrical contribution of SB speakers. The first bigram type, Speaker, can be interpreted as a higher incidence of single utterance speaker turns in all levels of BELC, compared to the opposite in native SB & MT where multi-utterance turns are most common, particularly for the instruction giver in MT.
Finally, to address O3, Figure 5 shows the average 'grade' of the text in only the Statements and Questions of each type of dialogue. In order to better understand the constant distance in level between the tutor and the student within the question 'grades', we examined the bigrams for statements and questions alone, which can be seen in the bottom two segments of Table 5 . These show an increase in tutor statement bigrams at L3 & 4, and a steady decrease in tutor question bigrams approaching L4.
Analysis and Discussion
From the results discussed in Section 4, it is clear that tutors adapt their conversation strategy to the level of the learner in all dimensions we explored.
In terms of surface level complexity (O1), Figure 2 suggests that it is only when the tutor and student start the dialogue at a similar enough 'grade' Figure 2 : Average Student tutor complexities for first and second halves of dialogues by level. In the BELC results, the convergence and divergence of the tutor's complexity grade in relation to the student's in level (L)1 and 4 is significant (t = 6.25, p = 1.60e-08, t = -4.18e+00, p = 2.95e-04), as is the divergence of complexity between speakers in the second half of the dialogue in L4 (t = 3.18, p = 2.47e-03). There is no significant difference between any grade complexity in the Switchboard corpus, and although the speakers in the MapTask are at a significantly different grade level (t = 6.52, p = 1.12e-10), their dialogue has no significant increase in complexity. that the tutor changes their strategy and increases the complexity of their input, to push the learner as their 'task' is tutoring not conversation. The difference in complexity of student and tutor in L1 & 2 is similar to task based speakers in MT, in L3 it becomes more symmetrical as in the native speakers in SB, and at L4 the tutor changes their complexity to increase this distance once more. We interpret this as the tutor adhering to the zone of proximal development. Additionally, we interpret the change in L2 dialogue from an asymmetrical speaker complexity balance like MT, to a more symmetrical contribution like SB, as a phenomena of tutoring dialogue: to shift from a task-like structure to a conversational one as student competence increases.
Analysis of the DAs (O2) show the general increase in the students' share of the dialogue, not only in terms of statements, but also questions; the production of which takes greater cognitive task than simply responding to them. This increase in asking questions can be seen as the student's taking a more active role in the conversation, which demonstrates an additional dimension to their acquisition of skills. Not only do they proportionally contribute a greater share of the questions and statements to the dialogue at a higher level (Figure 4) , but within their own share of the dialogue For the Statements (upper row), the interviewer's statements between the first and second half of Levels 3 and 4 significantly (t = -2.28, p = 2.72e-02, t = -4.18, p = 2.95e-04) increase in grade complexity. In Levels 3 and 4, the convergence from different grades to a similar grade between speakers is significant (t = -3.08, p = 3.51e-03, t = -5.10, p = 2.58e-05). For the Questions (lower row), the difference between interviewer and participant grade is significant across levels: at Level 1, the interviewer's trend to converge is significant (t = 3.24, p = 1.82e-03), as is the student's at Levels 3 and 4. (t = -3.13, p = 3.01e-03, t = -2.26, p = 3.26e-02).
the proportion of their utterances signalling nonunderstanding (as defined in Table 2 ) decreases, with their participation in question and statement acts increasing (Figure 3) .
The final objective, O3, of this work was to explore whether examining the complexity within certain dialogue acts can better inform us of the patterns of student tutor dialogues. Figure 5 allows us to see at a finer grained level what happens when the tutor changes strategy at Levels 3 & 4. We hypothesise first that although tutor questions tend to align to the complexity level of the students and vice versa in levels 3 & 4, they never converge; and secondly that the tutor adapts their statements to match the complexity of the student. We suggest that this is evidence of the tutors monitoring students' convergence, using this to identify when the student is capable of learning more. These shifts in our view, are signs of the tutor observing the Zone of Proximal Development.
On analysing DA bigrams in order to further investigate the patterns of statement and complexity changes, we note differences in terms of both turn taking and types of turn taking (Table 5) . Our interpretation is that the single-utterance turn taking is a tutoring strategy (as evidenced in BELC), as this is the only aspect where there is no trend towards the symmetry of SB. Our interpretation is that tutor question bigrams are evidence of scaffolding, a key strategy of the Zone of Proximal Development. We see their decrease a sign that the tutor no longer needs to paraphrase themselves to be understood. This helps illuminate Figure 5 , that although the questions asked may not be significantly more complex, it is likely that a lot fewer of them go unanswered at L4 than at L1.
Future Work
As this was an initial study, DAs for the BELC corpus were not annotated by hand, resultantly, our analysis of DAs has to be at a relatively coarse grained level. The algorithmic annotations were developed on the judgement of a single annotator; further work will recruit additional annotators and establish inter-annotator agreement. In future work, we aim to annotate the BELC dialogues with the full 42 DA tag set of the Switchboard corpus, in order to more thoroughly investigate whether there are level-specific sequences we can observe. It would be interesting to work with the tag collaborative completion so as to further examine the use of scaffolding in the tutor's dialogue. In the future, we also plan to expand our comparisons to include that of participant topic introduction and measures of semantic relevance of questions to answers. We also plan to compare the patterns in BELC's L2 dialogues with those of science tutoring dialogues and other spoken and text based language tutoring corpora, to better model tutoring strategy. Our observations will be applied to the task of predicting "good" tutor utterances given a dialogue history window and a student utterance. In other words, we will work towards developing a tutoring language model, constrained both by dialogue act and linguistic complexity.
