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Re´sume´ – Les images astrophysiques issues des te´lescopes au sol sont de´grade´es par la turbulence de l’atmosphe`re terrestre.
Un syste`me d’Optique Adaptative (OA) doit corriger en temps re´el ces perturbations. L’e´tude d’une nouvelle ge´ne´ration de
te´lescopes, de plus de 30 me`tres de diame`tre, avec de nouveaux concepts d’OA ayant de 104 a` 105 d.d.l., appelle de nouveaux
algorithmes pour la commande du syste`me. L’optimisation d’un crite`re nous a conduit a` un controˆle en boucle ferme´e par mode`le
interne. Cette structure confe`re au syste`me des proprie´te´s de stabilite´ inte´ressantes du point de vue de l’OA et permet d’exploiter
les a priori sur la turbulence en utilisant l’algorithme FrIM. Cette me´thode est adapte´e aux syste`mes a` grands nombres de ddl.
Abstract – Astrophysical images coming from ground-based telescopes are spoiled by atmospheric turbulence. Adaptive Optics
systems should provide real-time correction of these disturbances. The study of a new generation of Extremely Large Telescopes,
and of new AO concepts for them with 104 to 105 d.o.f., produced new algorithms for the closed-loop AO system control. First,
we optimise a criterion and come to a closed-loop law with an Internal Model Control. Thanks to this design, prior information
about turbulence statistics can be used to proceed a good regularization, and to benefit from FrIM, a very fast iterative algorithm
adapted to high number of d.o.f.
L’observation d’objets de plus en plus faibles dans l’uni-
vers requiert des te´lescopes au sol toujours plus grands.
Cependant, la re´solution des images fournies par ces grands
te´lescopes est de´grade´e par la turbulence atmosphe´rique.
Pour allier sensibilite´ et haute re´solution angulaire, les
te´lescopes au sol sont de´sormais associe´s a` des syste`mes
d’optique adaptative[1] (OA). L’OA doit corriger en temps
re´el les effets de la turbulence atmosphe´rique graˆce a` une
boucle comprenant un analyseur de front d’onde (AFO),
un syste`me de commande et un miroir de´formable (MD)
pour appliquer la correction, comme sche´matise´ sur la
Fig. 1.
Les syste`mes d’OA actuellement mis en oeuvre en astro-
nomie utilisent des miroirs a` quelques centaines d’action-
neurs, i.e. quelques centaines de degre´s de liberte´. Ils sont
asservis de fac¸on a` ce que les mesures de perturbations re´-
siduelles du front d’onde, fournies par l’AFO, soient nulles.
Pour les futurs syste`mes d’OA, la de´marche est de´sormais
diffe´rente. D’une part, la portion de front d’onde analy-
se´e par l’AFO ne co¨ıncide pas toujours avec la portion de
front d’onde destine´e a` la voie d’observation, ce qui n’im-
plique pas ne´cessairement l’annulation des mesures re´si-
duelles. De plus, il est souvent ne´cessaire d’extrapoler le
front d’onde reconstruit. Nous traitons ici cette recons-
truction par une approche de type proble`me inverse, avec
une re´gularisation de´duite des proprie´te´s statistiques de la
turbulence. D’autre part, les OA en astronomie compte-
ront quelques dizaines de milliers d’actionneurs, d’ou` l’exi-
gence de nouveaux algorithmes de reconstruction rapide,
adapte´s a` ces grands nombres de degre´s de liberte´.
Dans un premier temps, nous expliquons la spe´cificite´
des signaux mis en jeu dans un syste`me d’OA, notam-
ment leur caracte´ristiques statistiques. Puis, nous mon-
trons que l’optimisation d’un crite`re de qualite´ concernant
les images astrophysiques conduit a` un reconstructeur a`
minimum de variance et une loi de commande de type mo-
de`le interne. Enfin, nous proposons un algorithme ite´ratif,
FrIM, reposant sur un pre´conditionneur fractal, qui cal-
cule la commande en moins d’ope´rations qu’aucune autre
me´thode existante.
1 Caracte´riser la phase turbulente
Nous conside´rons ici un syste`me d’OA simple (cf. Fig. 1),
i.e. comprenant un seul AFO et un seul MD, en boucle
ferme´e. Le front d’onde incident sur la pupille du te´les-
cope est de´forme´ par la turbulence atmosphe´rique. D’apre`s
le mode`le de turbulence de Kolmogorov, l’e´nergie cine´-
tique turbulente est transmise en cascade des tourbillons
a` grande e´chelle vers les plus petites structures. Ceci en-
gendre des fluctuations spatiales et temporelles ale´atoires
de tempe´rature dans l’atmosphe`re, et donc de l’indice de
re´fraction de l’air. Apre`s propagation au travers de la tur-
bulence atmosphe´rique, la surface d’onde au niveau de la
pupille pre´sente des retards de phase [2]. D’apre`s le mo-
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Fig. 1 – Sche´ma de principe d’une OA simple
de`le de Kolmogorov, ces fluctuations de phase w suivent
une statistique gaussienne centre´e en chaque point de la
pupille et dont la fonction de structure s’e´crit :
Dw(ρ)
def=
〈
[w(ρ+ ρ′)− w(ρ)]2〉
ρ
= 6.88
(‖ρ‖
r0
)5/3
(1)
ou` 〈.〉 repre´sente l’espe´rance mathe´matique, ρ et ρ′ sont
des vecteurs de position dans la pupille du te´lescope et
r0 est le parame`tre de Fried qui caracte´rise la quantite´ de
turbulence[3]. Par ailleurs, dans le mode`le de Kolmogorov,
la statistique des fluctuations de la phase w de l’onde a la
particularite´ d’eˆtre invariante par changement d’e´chelle,
d’ou` la nature fractale de la phase turbulente.
L’OA vise a` compenser en temps re´el les de´formations
des fronts d’onde. Bien que la phase soit continue dans l’es-
pace et dans le temps, le nombre de degre´s de liberte´ Nact,
le diame`tre D de la pupille ou encore la fre´quence de la
boucle, de´finissent certaines limites de performance. Nous
conside´rons ces valeurs comme fixe´es et nous nous rame-
nons ici a` un syste`me d’OA line´arise´ e´quivalent, discre´tise´
a` la fois spatialement et temporellement. Les vecteurs w
et wc, de RN , sont les valeurs e´chantillonne´es des fronts
d’onde, respectivement incident et corrige´, sur une grille
re´gulie`re a` 2 dimensions, incluant la pupille du te´lescope.
L’AFO fournit le vecteur des mesures de de´rive´es spatiales
locales, a` deux dimensions, d dans RM , et le vecteur des
commandes a est dans RNact . L’e´quation de mesure du
syste`me s’e´crit
dk = S · (wk−1 −wck−1) + nk (2)
avec S le mode`le line´aire de l’AFO et n le vecteur de
bruit et d’erreur de mode´lisation des mesures. Les indices
k permettent de repre´senter les retards caracte´ristiques
du syste`me. ; ici, le temps de pose de l’AFO. Les erreurs
de mesure sont suppose´es Gaussiennes centre´es et inde´-
pendantes entre elles. D’ou` une matrice de covariance du
bruit Cn diagonale.
En conse´quence, l’objectif est de controˆler un syste`me
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Fig. 2 – Nombres d’operations par seconde ne´cessaires
pour diffe´rents algorithmes de reconstruction, en fonction
du nombre de degre´s de liberte´ du syste`me d’OA. Sur
les OA actuelles : Multiplication matrice-vecteur. Re´cem-
ment sugge´re´ : Gradients Conjugue´s Pre´conditionne´s dans
le domaine de Fourier. Mis en oeuvre ici : FrIM, Gradients
Conjugue´s avec Pre´conditionneur fractal.
multi-entre´es multi-sorties a` plusieurs milliers de degre´s
de liberte´ et a` une fre´quence de l’ordre de 1 kHz.
2 L’optimisation du crite`re
La qualite´ des images corrige´es croˆıt lorsque la variance
de la phase re´siduelle sur la pupille,
〈2〉 = 〈‖P · (w −wc)‖2〉 = 〈‖P · (w −M · a)‖2〉 (3)
diminue. M est le mode`le d’influence du miroir. P est
un operateur line´aire qui oˆte a` la phase sa composante
constante sur la pupille, le piston, et annule la phase hors
de la pupille. La norme ‖.‖ repre´sente la norme Eucli-
dienne canonique de RN . Partant du crite`re ci-dessus, nous
avons e´crit, en toute ge´ne´ralite´, la commande a comme
une combinaison line´aire des mesures re´siduelles et de la
commande applique´e pendant la pose
ak = R · dk−1 +Q · ak−2 (4)
Un deuxie`me retard majeur du syste`me est donc implici-
tement pris en compte ici ; le temps de lecture du CCD et
de calcul de la commande d’apre`s l’Eq. (4). Pour simplifier
les notations, on conside`re que ce deuxie`me retard est e´gal
au premier, le temps de pose.
〈
2
〉
est un crite`re quadra-
tique vis-a`-vis deR et deQ. L’Eq. (4) tient compte du fait
que le miroir a influence´ les mesures, graˆce a` l’introduc-
tion d’une matrice Q. Par ailleurs, l’e´quation de mesure
(2) implique
ak = R · (S ·wk−2 +nk−1) + (Q−R · S ·M) · ak−2 (5)
En choisissantQ = R·S·M, le second terme dans l’Eq. (5)
disparaˆıt. On obtient finalement une commande en pseudo
boucle ouverte,
ak = R · d˜k−1 = R · (dk−1 + S ·M · ak−2) (6)
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Fig. 3 – Diagramme du syste`me d’OA en boucle ferme´e
ou` d˜k−1 fournit une estimation de mesures en boucle ou-
verte, i.e. sans la correction du miroir. Ensuite, l’optimisa-
tion du crite`re
〈
2
〉
par rapport a` R fournit la commande
optimise´e
ak = F ·E · d˜k−1 (7)
avec
F = M† ·P (8)
E = Cw,2 ·C−1w,0 · (S
T ·C−1n · S+C−1w,0)−1 · S
T ·C−1n
(9)
ou` M† repre´sente l’inverse ge´ne´ralise´e de la matrice du
MD, Cw,0 = 〈wkwTk 〉 et Cw,2 = 〈wkw
T
k−2〉 sont respec-
tivement des matrices de covariances spatiale et spatio-
temporelle de la phase turbulente.
A partir des pseudo-mesures d˜k−1 dans l’Eq. (7), on es-
time la phase turbulente ŵk−2 graˆce a` R† = (S
T · C−1n ·
S + C−1w,0)
−1 · ST · C−1n . Cet ope´rateur line´aire, R†, est
plus connu sous le nom de reconstructeur a` minimum de
variance. E´tant donne´ le double retard avec lequel les com-
mandes seront envoye´es au miroir, l’Eq. (9) contient un
mode`le d’e´volution temporelle, de´fini a` partir de l’ope´ra-
teur line´aire Cw,2 · C−1w,0, permettant d’estimer la phase
turbulente a` venir. Enfin, F illustre la projection de la
correction de phase sur l’espace des actionneurs.
A partir de ces e´quations, il est possible de repre´senter le
syste`me d’OA discretise´ par le diagramme de la figure (3).
G est le mode`le interne du produit S ·M, utilise´ pour de´-
crire la relation entre la commande et les pentes induites.
Cet ope´rateur G est appele´ la matrice d’interactions.
3 Algorithme rapide, FrIM, pour
la reconstruction
Pour un syste`me a` N = 104 degre´s de liberte´ et environ
2 fois plus de mesures M , d’apre`s les Eq. (7), (8) et (9),
si la matrice F · E est pre´calcule´e, son application a` un
vecteur de pseudo-mesures a` la fre´quence de 1kHz impli-
querait ' 4 ×N2 × 103 ≈ 4.1011 ope´rations par seconde.
On voit sur la Fig. 2 que, meˆme si cette multiplication
matricielle est la me´thode imple´mente´e sur les syste`mes
d’OA existants, elle n’est plus applicable pour de grands
syste`mes. E´tant donne´es les capacite´s des processeurs ac-
tuellement disponibles dans le commerce, et leur suppo-
se´e e´volution, il est ne´cessaire de de´velopper des me´thodes
plus rapides. Pour cela, il a e´te´ sugge´re´[5, 6, 4] de re´soudre
ite´rativement, dans un premier temps, le syste`me
A · ŵk−1 = b (10)
avec
A = ST ·C−1n · S+C−1w,0 et b = ST ·C−1n · d˜k (11)
par un algorithme de gradients conjugue´s pre´conditionne´s.
Puis, il faudra appliquer la pre´diction et la projection. La
structure creuse des matrices S, M†, C−1n , P permet de
les appliquer, elles et leurs transpose´es, a` un vecteur en un
nombre d’ope´rations de l’ordre de N . En revanche, Cw,0
et Cw,2, tout comme leurs inverses, ne sont pas creuses,
d’ou` la difficulte´ de prendre en compte des a priori sur la
turbulence. Une bonne approximation consiste d’abord a`
simplifier l’expression de la commande dans l’Eq. (9) en
n’introduisant pas d’a priori temporels, ce qui revient a`
e´crire Cw,0 = Cw,2. Ceci se justifie par le fait que la tur-
bulence change effectivement peu d’une boucle a` l’autre. Il
reste encore a` appliquer C−1w,0 a` un vecteur pour le calcul
des re´sidus de (10).
Yang et al.[6] ont propose´ d’approximer C−1w,0 dans le
domaine de Fourier par une matrice diagonale. Dans ce
cas, le couˆt d’application des Gradients Conjugue´s pre´-
conditionne´s dans le domaine de Fourier est repre´sente´
sur la Fig. 2. Il est proportionnel a` Nlog(N). Thie´baut &
Tallon[4] ont, eux, utilise´ un ope´rateur fractal, inversible,
K, de´crit par un algorithme de points-milieux et tel que
K·KT ≈ Cw,0. La nature fractale de la turbulence permet
a` cette approximation de respecter la fonction de structure
de Kolmogorov (cf. Eq. (1)) pour la phase et de de´finir une
bijection w = K · u. L’application de l’ope´rateur fractal,
de son inverse ou de sa transpose´e, a` un vecteur ne´cessite
' 6×N ope´rations. u = K−1 ·w est alors un vecteur de
coefficients ale´atoires gaussiens centre´s de variance unite´.
Graˆce a` ce changement de variables comme pre´condition-
nement a` droite et a` gauche des gradients conjugue´s, la
me´thode fractale, de´nomme´e FrIM[4], permet de re´soudre
ite´rativement le syste`me e´quivalent a` (10)
A′ · ûk−1 = b′ (12)
avec
A′ = KT ·ST ·C−1n ·S ·K+ Id et b = KT ·ST ·C−1n · d˜k
(13)
Initialement utilise´e pour la reconstruction de surfaces
d’ondes en boucle ouverte, FrIM est utilise´e ici pour l’es-
timation en boucle ferme´e. Le changement de variables
acce´le`re la convergence des gradients conjugue´s, et nos
simulations montrent que l’ajout d’un pre´conditionneur
diagonal a` gauche[4] permet meˆme d’obtenir la solution
du syste`me (12) en 2 ite´rations, pour un rapport signal a`
bruit moyen.
En conclusion, nous avons vu que l’optimisation du cri-
te`re nous conduit a` une reconstruction de front d’onde
turbulent, a` variance d’erreur minimale. L’utilisation de
la me´thode FrIM pour ce calcul fournit le vecteur de com-
mande en quelques 80×N operations. D’apre`s la Fig. 2, le
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gain en nombre d’ope´rations par seconde sur la multipli-
cation matricielle pour N = 104 est d’un facteur 100. De
fait, la me´thode FrIM permettrait donc de`s aujourd’hui,
avec les processeurs existants, de commander un syste`me
d’OA d’une telle taille.
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