Abstract We consider an evolutionary problem with rapidly oscillating coefficients. This causes the problem to change frequently between a parabolic and an hyperbolic state. We prove convergence of the homogenisation process in the unit square and present a numerical method to deal with approximations of the resulting equations. A numerical study finalises the contribution.
Introduction
In the present article, we discuss an academic example of a partial differential equation with highly oscillatory change of type. In real-world applications this change of type can be observed, when discussing a solid-fluid interaction model. In these kind of models, the solid is modelled by a (hyperbolic) elasticity equation and the fluid is of parabolic type.
An example of the equations to be studied is the following system of equations in the unit square Ω = (0, 1) 2 Ω should be thought of being a chessboard like structure with Ω w being the white areas and Ω b being the black areas. u satisfies natural transmission conditions on the interfaces. Our aim is to study the limit of the white and black squares' diameters tending to zero.
We shall present a convergence estimate for this homogenisation problem as well as a numerical study. Equations with change of type (ranging from elliptic to parabolic to hyperbolic) can be treated with the notion of so-called evolutionary equations, which are due to Picard [7] , see also [8] . The notion of evolutionary equations is an abstract class of equations formulated in a Hilbert space setting and comprises partial differential-algebraic problems and may further be described as implicit evolution equation, hence the name 'evolutionary equations'.
More precisely, given a Hilbert space H and bounded linear operator M 0 , M 1 ∈ L(H) as well as a skew-self-adjoint operator A in H, we consider the problem of finding U : R → H for some given right-hand side F : R → H such that
where ∂ t denotes the time derivative. The solution theory for this equation is set up in an exponentially weighted Hilbert space describing space-time. We shall specify the ingredients in the next section.
For evolutionary equations, a numerical framework has been developed in [4] . In particular, this numerical treatment allows for equations with change of type.
Qualitatively, problems with highly oscillatory change of type (varying in between elliptic/parabolic/hyperbolic) have been considered in [10] in a one-dimensional setting. For a higher dimensional setting of highly-oscillatory type in the context of Maxwell's equations, we refer to [11] . For a solid-fluid interaction homogenisation problem with oscillations between hyperbolic and parabolic parts we refer to [3] .
A quantitative result for equations with change of type has been obtained in [1, 5] . In the latter reference, we have employed results and techniques stemming from [2] to transfer operator-norm estimates on (static) problems posed on R n to corresponding estimates for periodic time-dependent problems on the one-dimensional unit cell.
The present contribution is very much in line with the approach presented in [5] . The major difference, however, is the transference to a higher-dimensional setting.
For the sake of the argument, we restrict ourselves to two spatial dimensions. The higher-dimensional case is then adopted without further difficulties.
We shortly comment on the organisation of this paper. We start by presenting the analytical background in the next section. In this section, we shall also derive the necessary convergence estimates for the homogenisation problem.
Our numerical approach will be provided in Section 3. We conclude the article with a small case study.
Analytical background
In this section, we rephrase and summarise some results from [2] . The key ingredients are [2, Theorem 3.9] as well as [2, Proposition 3.16] .
First of all, we properly define the operators involved. Let Ω = (0, 1) 2 . Then we defineg rad :
where
We define div # := −grad * . It is easy to see, that
# is a well-defined operator extending grad. Note that it can be shown that
for some ρ 0 ≥ 0 and c > 0 and all x ∈ R 2 .
We
and M 1 similarly replacing s 0 by s 1 . Note that we have
in the sense of positive definiteness; furthermore M 0 is selfadjoint. A straight forward application of [7, Solution Theory] leads to the following result. We recall that ∂ t is the distributional derivative with respect to the first variable in the space
It will be obvious from the context, which ρ and which Hilbert space H is chosen.
In the next theorem, we have H = L 2 (Ω ) 3 .
and S ≤ 1/c.
. Then U = (u, v) = SF satisfies the following two equations
Substituting the second equation into the first one, we obtain Next, we aim to study the limit behaviour of S N , which is given as S but with s 0 (N·) and s 1 (N·) respectively replacing s 0 and s 1 . In particular, our aim is to establish the following theorem. For this, we define
endowed with the graph norm of ∂ k t acting as an operator from L 2 ρ (H) into itself. It can be shown that given ρ > ρ 0 that ∂ t is continuously invertible in L 2 ρ (H); so that u → ∂ k t u is equivalent to the graph norm on H k ρ (H).
In order to prove this theorem, we need to introduce the Fourier-Laplace transformation: Let H be a Hilbert space. For φ ∈ C c (R; H) we define
A variant of Plancherel's theorem yields that L ρ extends to a unitary operator from
where m is the multiplication by argument operator in L 2 (R; H) with maximal domain; see [6, Corollary 2.5]. Thus, applying the Fourier-Laplace transformation to the norms on either side of the inequality in Theorem 3, we deduce that it suffices to show that there exists κ ≥ 0 such that for all N ∈ N, z ∈ C ℜ≥ρ and f ∈ L 2 (Ω ) we have
This inequality will be shown using the results of [2] . For this we need some auxiliary statements.
Proof.
Since Ω has continuous boundary, we get that H 1 (Ω ) embeds compactly into L 2 (Ω ). Since grad # ⊆ grad, where grad :
is the distributional gradient and grad # is closed, we obtain that
Using Lemma 4, we define
is the (surjective) orthogonal projection according to the decomposition
Then the following conditions are equivalent:
Proof. The equivalence of 1 and 2 follows from [2, Proposition 3.8] by multiplying 1 by z −1 and by putting ε = 1, θ = 0, n = 1, s = zs 0 + s 1 and a = z −1 in [2, Proposition 3.8]. The implication from 3 to 1 follows upon realising that div # grad # = div # ιι * grad # . Thus, it remains to establish that 2 is sufficient for 3. For this implication, however, note that the second equation in 2, implies that zq ∈ ran(grad # ) and, hence, q ∈ ran(grad # ). Therefore, zq = ιι * zq = zιι * q.
Next, we introduce the Floquet-Bloch or Gelfand transformation:
and for f ∈ L 2 (0, 1)
As in [5] one can show the following result: N) 2 ) denotes the set of (0, N) 2 -periodic L 2 loc (R 2 ) functions endowed with the scalar product from L 2 ((0, N) 2 ).
(b) The mapping G N := V N T N is unitary.
The mapping G N in the previous theorem is also called the Floquet-Bloch or Gelfand transformation. With this tranformation at hand, we are in the position to transform the inequality in (2) into an equivalent form such that [2, Section 2] is applicable. The reason is the following representation:
and [5] ). Let N ∈ N, k ∈ {0, . . . , N − 1} 2 and θ := 2πk/N, f ∈ L 2 (Ω ). Then we have
where div θ and grad θ as well as ι θ are given as in [2, Section 3].
Proof. Let (u, q) :
. By Proposition 5, we have that
Then, by the argument just after [2, Proposition 3.5] (use an adapted version of [2, Proposition 3.5], where the Gelfand transform used there is replaced by the discrete version introduced here), it follows that
Applying G N to zq = − grad # u, we obtain
which yields the assertion. Now, along the lines of [2, Section 3] it is possible to show the following result, which eventually implies Theorem 3.
Theorem 9 ([2, Proof of Theorem 3.1; Eq (14)]).
There exists κ ≥ 0 such that for all N ∈ N, k ∈ {0, . . . , N − 1} 2 with θ = 2πk/N and f ∈ L 2 (Ω ) we have
With this theorem, the assertion of Theorem 3 follows upon applying the inverse Gelfand transformation first and afterwards the inverse Fourier-Laplace transformation; see also [5, Proof of Theorem 3.10] for the precise argument.
Numerical method
In this whole section, we address solving the equation
The analytical results (Theorem 1 and Remark 2) state that given 3 . We will use a discontinuous Galerkin method in time and a conforming Galerkin method in space. For that let 0 = t 0 < t 1 < · · · < t M = T be a mesh for the time interval Again a non-equidistant tensor product mesh with different mesh-sizes in the different dimensions is also possible.
We will approximate U = (u, v) using piecewise polynomials, globally discontinuous in time and piecewise polynomials, globally continuous (H 1 -conforming) in space for u and globally H(div)-conforming for v. Thus our discrete space is given by
where the spatial spaces are
Here, P q (I m , H) is the space of polynomials of degree up to q on the interval I m with values in H and Q p (K i j ) is the space of polynomials with total degree up to p on the cell K i j ⊆ Ω . Furthermore, RT p−1 (K i j ) is the Raviart-Thomas space on K i j , defined by
Note that
Finally, the "#" denotes periodic boundary conditions. This means, that w ∈ V u (Ω ) fulfils
and w ∈ V v (Ω ) fulfils using the outer normal n on ∂ Ω
With these notions at hand, we can now properly specify the numerical method. For any given right-hand side F ∈ U h,τ and initial condition x 0 ∈ H, find U ∈ U h,τ , such that for all Φ ∈ U h,τ and m ∈ {1, 2, . . . , M} it holds
Here, we denote by We can cite the convergence results from [4] which were for Dirichlet boundary conditions. The proof needs only marginal modifications to hold for the periodic case too. We introduce two measures for the error. The first one measures the error in an L ∞ -L 2 sense with
while the second is a discrete version of the L 2 ρ (H)-norm, given by
Note that E Q (a) = a for a ∈ U h,τ .
Theorem 10. We assume for the solution U of Example (3) the regularity
as well as
Then we have for the error of the numerical solution U h,τ of (4) with a generic constant C
Note that the spatial regularity is only needed in each cell K i j of the spatial mesh as local interpolation error estimates are used.
Numerical study
All computations were done in SOFE (https://github.com/SOFE-Developers/SOFE), a finite element suite for Matlab/Octave. For our numerical study let us assume an equidistant rectangular background mesh covering Ω with nodes (x i = i N , y j = j N ), i, j ∈ {0, . . . , N} for an even number N ∈ N. This background mesh will be used in defining the oscillating coefficients.
Our rough coefficient problem is given by
where the coefficient function ε N is defined as ε N (x, y) := 1, ∃i, j ∈ N 0 : (x, y) ∈ (x i , x i+1 ) × (y j , y j+1 ) and i + j is even, 0, otherwise. .
The corresponding homogenised problem is then
The theoretical results of Sections 2 and 3 provide the following expected convergence behaviour
for smooth solutions U hom and U N . In general we cannot expect the solutions to be very smooth. Thus, for our experiments we only chose a polynomial order p = 2 in space and q = 1 in time. Setting furthermore h = τ = 1/(2N) we combine the above expected estimates and obtain 
where the second inequality comes from Sobolev's embedding theorem (see e.g. Figure 1 shows (numerical approximations of) the solutions U 4 , U 8 , U 16 and U hom at different times. In the first row the rough coefficients can be seen quite nicely, while the solution becomes smooth very quickly (lower rows). Furthermore, already for a very coarse background mesh of N = 16 the solutions U N and U hom are very similar. This visualises the homogenisation process.
In Table 1 we see the results for a simulation using polynomial degrees p = q + 1 = 2. As no exact solutions to (5) and (6) are known, we use reference solutions U N andŨ hom computed with polynomial degree p = 3 on a mesh with 256 cells in each space dimension and 384 cells in time dimension. The reference solution mesh is therefore twice as fine as the finest one used in the simulation. Note that we also provided the experimental orders of convergence (eoc), calculated for errors E n and E 2n by eoc n = ln E n E 2n ln 2 .
We observe a first order convergence of the numerical solution U h,τ N towards U N and towards U hom . While the second result confirms the reasoning at the beginning of this section, the first directs to a non-smoothness of the solution as otherwise we would obtain a second order convergence, see Theorem 10. Considering the oscillating coefficients and discontinuous f this reduction is to be expected.
