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SUMMARY
Medical imagery is increasingly evolving towards higher resolution and throughput.
The increasing volume of data and the usage of multiple and often novel imaging modal-
ities necessitates the use of mathematical and computational echniques for quicker, more
accurate and more robust analysis of medical imagery. The fields of computer vision and
machine learning provide a rich set of techniques that are useful in medical image analysis,
in tasks ranging from segmentation to classification and population analysis, notably by
integrating thequalitativeknowledge of experts in anatomy and the pathologies of vari-
ous disorders and making it applicable to the analysis of medical imagery going forward.
The object of the proposed research is exactly to explore various computer vision and ma-
chine learning methods with a view to the improved analysis of multiple modalities of brain
and cardiac imagery, towards enabling the clinical goals oftudying schizophrenia, brain
tumors (meningiomas and gliomas in particular) and cardiovascular disorders.
In the first project, a framework is proposed for the segmentation of tubular, branched
anatomical structures, notably neural fiber bundles and blood vessels. A tubular shape
model is proposed and the corresponding analytical techniques derived for its application
in segmentation. Also, a novel branch detection algorithm is proposed for the automatic
detection of branches in the structure being segmented, andthe proposed framework is
successfully applied to the segmentation of neural fiber bundles and blood vessels.
In the second project, a population analysis framework is bult using the shape model
proposed as part of the first project. This framework is successfully applied to the analysis
of neural fiber bundles towards the detection and understanding of schizophrenia. Alter-
nate co-registration techniques are explored for the neural fiber bundles, and a detailed
discussion of the applicability and generalization of the results is presented.
xiv
In the third and final project, the use of mass spectrometry imag ng for the analysis of
brain tumors is motivated on two fronts - towards the offline classification analysis of the
data, and the end application of intraoperative detection of tumor boundaries. SVMs are
applied for the classification of gliomas into one of four categories towards application in
building appropriate treatment plans, and multiple statistical measures are studied with a
view to feature extraction (or biomarker detection). The problem of intraoperative tumor
boundary detection is formulated as a detection of local mini a of the spatial map of tumor




In Chapter 1, we introduce the fields of computer vision and meical imaging that this
thesis falls under and discuss the specific research problems that are addressed in the scope
of this thesis. We briefly discuss the challenges in these areas and then summarize the
contributions of this thesis.
In Chapter 2, we present a detailed discussion of the first resea ch problem i.e., the seg-
mentation of tubular anatomical structures. The motivation, a discussion on prior work in
this area, as well as the mathematical and implementation details of the proposed segmen-
tation framework are presented in this chapter along with the corresponding results for the
applications of neural fiber bundle and cardiac vessel segmentation.
In Chapter 3, the details of the population study framework (based on the tubular surface
model from Chapter 2) are presented. The mathematical framework is presented and the
results and findings from the population study are presentedwith a discussion of the same.
In Chapter 4, the work in the area of Mass Spectrometry Imaging analysis is discussed.
First, the classification framework for MSI analysis is presented and the use of statistical
measures for biomarker detection is motivated, along with adiscussion of the results ob-
tained. Next, the proposed framework for tumor boundary detection is presented, with a
detailed discussion of the mathematics for the RVM-based regression, the results, and a
short preview of the problems to be addressed in future work twards establishing a com-
plete intraoperative tumor boundary detection framework.
Finally, in Chapter 5, we conclude with some remarks for future research directions on




In this chapter, the fields of computer vision and machine learning are introduced with
specific focus on the analysis of medical imagery of the brainand cardiac regions, and the
contributions of this thesis are summarized.
1.1 Overview
Computer vision is a subset of the field of Artificial Intelligence. It aims to imitate hu-
man vision via computers towards the goal of automatic decision making in such varying
fields as industrial automation, medical image analysis andmilitary tracking [39]. Machine
learning is a related field of research which is aimed at analysing large amounts of data to-
wards extracting complex patterns from the same. Both thesefi lds of research find great
application in the analysis of medical imagery, since with the advances in medical image
acquisition techniques, not only have the resolution and information captured improved
tremendously but also the amount and complexity of the data to be analysed has increased
thereby neccessitating the development of better algorithms that can meaningfully analyse
this data. In line with this, brain and cardiac image acquisition have progressed tremen-
dously in recent years notably with the advent of Diffusion-Weighted Magnetic Resonance
Imaging (DWI) for studying white matter (WM) properties in the brain and Computer
Tomographic Angiography (CTA) for studying the structure of the heart and vasculature.
While both these modalities yield greater resolution than previously available techniques,
their usage presents new challenges by way of the large size of th imaging data sets, the
insufficiency of intensity information for separating out structures of interest and the ab-
sence of adequate ground truth to train detection algorithms with. A third imaging modality
that has captured tremendous interest is Mass SpectrometryImaging. Classically used for
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the analysis of the chemical composition of samples, Mass Spectrometry is gaining interest
as a method of medical imaging wherein the data representingthe chemical composition
of a medical sample is treated as an image and methods for computer vision and machine
learning are applied to the analysis of this data. This modality presents various challenges
in data analysis such as the large size of the data for each sample, but most significantly the
fact that the interpretation of this data as imagery is as yetbeing defined.
The research performed in the scope of this thesis focuses ondealing with each of these
three kinds of imagery towards the goals of detection of disor ers such as schizophrenia,
atheroclerosis and brain tumors (particularly gliomas). We propose a novel segmentation
framework for tubular anatomical structures, especially for the neural fiber bundle segmen-
tation from brain DWI and vessel segmentation from cardiac CTA data. This leads to an el-
egant population analysis framework that uses this novel segmentation framework towards
disorder detection and characterization in brain DWI data,nd acts as a bridge between
our contributions to computer vision (image segmentation)and machine learning (group
studies in schizophrenia) by combining concepts from both fields. Finally, we address the
analysis of Mass Spectrometric Imaging and motivate the application of machine learning
techniques to the same, towards the end-goal of integratingmass spectromety imaging as
an intraoperative medical imaging modality.
3
CHAPTER II
TUBULAR TREE SEGMENTATION FRAMEWORK
2.1 Motivation
In this chapter, we propose a novel segmentation framework,motivated initially by the
problem of segmenting neural fiber bundles from Diffusion-Weighted Magnetic Resonance
Imagery (DW-MRI or DWI). Neural fiber bundles are challenginto segment owing to the
noisy nature of DWI data, and the absence of expert agreementor ground truth on the
boundaries of these structures. We begin by observing that neural fiber bundles display
a tubular geometry with relative uniformity around a center-line. We therefore propose
a Tubular Surface model where each structure of interest (i.e. a neural fiber bundle) is
represented as a tubular surface in 3D space, and we further dev lop some key relationships
that allow us to achieve computational efficiency and further extend the framework into
other applications such as group studies (which is discussed in greater detail in Chapter
3). Further, we observe that the tubular surface assumptionis also applicable to other
structures such as blood vessels and develop the required ext nsions to the framework for
this application.
In this chapter, we present the complete methodology, the background math and deriva-
tions, the implementation details and the experiments and results obtained for the two target
applications of fiber bundle segmentation from brain DWI data and blood vessel segmenta-
tion from cardiac Computer-Tomography Angiography (CTA) data. Note that this frame-
work was inspired by prior work building the level set segmentation framework based on
the Finsler tractography work of [61], to extract structures of interest from imagery in ori-
ented domains (or vector-valued imagery). A short summary of that work is presented in
Appendix B.
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2.2 Anatomical structures of interest and prior work
The proposed framework can be applied to extract any tubularranched structure from ei-
ther scalar or vector-valued imagery. In this work, we focuson segmenting two anatomical
structures - the Cingulum Bundle (CB), which is of potentialinterest in the diagnosis of
schizophrenia, and the human vasculature, which is of interes for studying cardiovascular
disorders such as atherosclerosis. The subsequent sections discuss the physical descrip-
tion and anatomical significance of these structures as wellas prior work in the areas of
segmenting the respective structures. While it is outside the scope of this specific work to
discuss other neural fiber bundles in detail, for the purposeof illustrating the framework’s
usability, we demonstrate that the proposed framework alsoapplies successfully to the ex-
ternal and internal capsules. For further information about these and other neural fiber
bundles, interested readers are referred to [78].
2.2.1 The Cingulum Bundle
The Cingulum Bundle is a 5-7 mm in diameter fiber bundle that interconnects all parts of
the limbic system. It originates within the white matter (WM) of the temporal pole, and runs
posterior and superior into the parietal lobe, then turns, forming a “ring-like belt” around
the corpus callosum, into the frontal lobe, terminating anterior and inferior to the genu of
the corpus callosum in the orbital-frontal cortex [78]. It consists of long, association fibers
that directly connect temporal and frontal lobes, as well asshorter fibers radiating into their
own gyri.
It is a thin, highly curvedstructure that consists of a collection of neural fibers, which
are mostly disjoint, possibly intersecting, roughly aligned and centered around a fiber. The
collection of fibers approximately forms a tube-like structure. Because of its involvement in
executive control and emotional processing, the CB has beeninv stigated in several clinical
studies, including studies of depression and schizophrenia. The CB and other fiber bundles
can be imaged through a modality called diffusion weighted magnetic resonance imaging
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(DW-MRI). This is an image in which each voxel consists of a collection of numbers that
can be used to determine the amount of diffusion of water in various directions. A tensor
at each voxel can be associated with the collection of numbers, and such an image is called
a diffusion tensor magnetic resonance image (DT-MRI). Previous studies of schizophrenia
using DT-MRI demonstrated decrease of FA in anterior part ofthe cingulum bundle [45,
90], at the same time pointing to the technical limitations re t icting these investigations
from following the entire fiber.
The diffusion pattern in the CB varies in orientation and anisotropy smoothly along
the structure, and it has a distinct diffusion pattern from surrounding areas of the brain
(see Fig. 3 for a sagittal slice of the CB). The CB is challenging to segment because of
inhomogeneity of its diffusion patternglobally and the noisy nature of DW-MRI makes it
difficult to detect edges separating the CB from the rest of the image.
There has been much research in detecting and characterizing neural connections be-
tween brain structures in DW-MRI. Early methods for detecting fibers, i.e.,tractography,
are based on streamlines where the fiber path is constructed by following the direction
of the principal eigenvector of diffusion tensors from an initial seed point, e.g., [67, 19].
These methods have been shown to perform poorly in noisy situations and they often termi-
nate prematurely before the fiber ending. To alleviate theseproblems, a number of works,
e.g.,[74, 73, 32, 47, 1, 101, 18], construct an optimal path between a starting and ending
seed. The procedure is repeated to detect all fibers of a bundle.
In this work, we segment the entire fiber bundle as a volumetric region enclosed by a
surface. It is typically difficult to segment the CB using stand rd active surface techniques,
e.g. [98, 99], adapted to DW-MRI, since the DW-MRI of the brain is extremely noisy and
contains many local features that could trap the active surface in unlikely configurations.
Standard region-based techniques adapted to DW-MRI or DT-MRI, e.g. [46], are generally
not applicable to the segmentation of the CB since the statistics of the DW-MRI inside
the CB cannot be described by a fewglobal parameters (e.g. mean). The Mumford-Shah
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energy extended to DT-MRI, [92], which assumes piecewise smooth image data inside the
surface, is applicable to the CB. However, the assumption ofsm othness outside the surface
is not valid because of many different structures outside the brain with varying diffusion
patterns. In [4], the authors perform segmentation of the CBby treating the problem as a
voxel classification problem. An energy is formulated that is maximum when the estimated
probability distributions of the classes are maximally separated (in the sense of entropy).
The method, as the Mumford-Shah approach, assumes two distribution classes one for the
foreground (the CB) and one for the background, which is multi-modal and hence not well
described by a Gaussian distribution as done in the work. Noticing that standard region-
based techniques are not applicable to the CB, an edge-basedactive surface method for
segmenting the CB is considered by [62]. However, the methodis sensitive to the noise in
the DW-MRI. The work of Melonakos et al [63] designs an energyon volumetric regions
that incorporates “local region-based” information and a prior favoring regions that are
close to an initially detected center-line curve. However,the energy is highly dependent on
the correct placement of the detected center-line, which isoften not exactly in the center
of the CB. The work in [29] follows a template-based approachby aligning a deformable
fiber-bundle model to the subject tensor field, which has significant improvements over
tracking individual fibers.
2.2.2 Blood Vessels in Cardiac Imagery
Blood vessel extraction from imagery is vital to surgical planning and the diagnosis of
cardio-vascular disorders such as atherosclerosis. Therear several techniques based on
deformable models for vessel extraction; however, they have limitations that we attempt to
address in this work. In [56], the authors evolve a three dimensional (3D) curve to align it
to the boundary of vessels determined by image edges; the method only provides a single
curve in the vessel not the entire volumetric region. In [88], a flux-maximizing flow on
curves/surfaces is constructed to align the curve/surfacenormal along the gradient direction
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of the image. To take into account the geometrical shape of a vessel, the authors of [68]
construct a geometric shape prior to favor vessel-like structures and combine it with image
region statistics to deform the curve/surface to capture the vessel. In [60], a method based
on image histogram information is used to deform an initial vessel tree that was obtained
by registration of the image to a pre-segmented reference image. The methods [88, 68, 60]
do not explicitly model the tubular nature of the vessel(s) to be detected. Therefore in [50],
the authors model vessels as the envelope of a collection of spheres, thus having a explicit
tube-like model for the vessel. The segmentation is performed based on a minimal path
technique [17]. The centerline is detected without any additional effort in comparison to
methods which process the segmentation to obtain a centerline (e.g. [10]). The drawback
of the method of [50] is that it requires that the user inputs the endpoints of the vessel
branch. There has also been work on modeling vessels as a combination of a center-line
and a chosen cross-sectional shape ([8, 71, 52]). In [31], the center-line is modeled as a 1-D
B-spline curve and a 3D surface evolution approach is employed to fit the vessel wall along
the curve. Similarly, [66] uses a 3D active surface to model th vessel branch, with axial
constraints applied, and [87] puts forth a level set-based approach with an initial centerline.
[48] provides an excellent review of lumen segmentation methods which combine models
of vessel appearance and geometry with image features.
Amongst the reviewed methods, we note the methods that are rel t d to the proposed
method in their use of intensity information and/or incorporation of shape (tubularity).
These include the use of statistical distributions for modeling the intensity range of tis-
sues of interest ([30, 2]), coupled appearance models that combine information about the
intensity distributions of the tissue of interest and the background ([59, 95]), geometric
models such as surface models of tubularity ([31]) and models of center-line and crosssec-
tion ([70, 52]).
The above works are of two forms: 1) vessels are represented by a general deformable
surface allowing one to capture in particular tree-like vessel structures or 2) branches of
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the vessel are modeled by parametric cylinder-like tubes. The former has the disadvantage
of having many degrees of freedom that the approach is susceptible to undesirable local
minima and is computationally costly while the latter is notflexible enough in that it cannot
explicitly deal with branching of the tubular structure (specifically, the blood vessel).
2.2.3 Novelty of the Proposed Framework
In this work, we model the CB as a tubular surface and blood vessels as tubular trees. A
tubular surface is represented as being completely defined by a center-line and an associated
radius function at every point of the center-line (see Figure 1). Since the tubular surfaces
that we consider are determined by this combination of a center-line in 3D space and a
corresponding scalar radius function, the extraction problem can be reduced to optimizing
an energy defined on 4D curves, whichsignificantly reduces the computational cost of the
optimization procedure when compared to an unconstrained deformable surface. A bene-
fit of our approach is that the center-line is automatically obtained through the extraction
process. This provides a skeleton of the vessel tree, which facilitates fly-through visualiza-
tion to gauge plaque deposits and stenosis in the vessel interior. Our method was inspired
by the work of [50] in which the authors model vessels as tubular regions formed by the
union of spheres along a center-line. Energies are constructed on 4D curves that represent
tubes, and these energies are globally minimized using the minimal path technique [17].
The energies we construct cannot be optimized using the minimal path technique since our
energies are directionally dependent - they depend on the position of the 4D curve and
its tangent. Moreover, for the energies that we consider, we are not interes d in a global
minimum but rather certain local minima.
The advantage of our approach over existing methods in bloodvessel extraction is a
model of the vessel tree that is general enough to capture entir vessel trees while having
much fewer degrees of freedom than a general deformable surface alleviating suscepti-
bility to undesirable local minima and keeping the computational cost low. We do this
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by proposing a tubular tree model and a corresponding automatic branch detection and
evolution method that can be initialized by as few as a singleseed point. Other methods
[56, 66, 31, 50] that use tube-like representations for the vessel can either deal with only
a single branch or in order to capture multiple branches of the vessel tree, multiple seed
points or initial regions for each individual branch must bechosen. Further, there is no
guarantee that several of the tubes representing branches by the latter approach will not
overlap in configurations that are unrealistic for vessel tres. Finally, while branch detec-
tion (in the blood vessel tree) has previously been addressed a a problem in itself (e.g.
[102],[91]), it is dealt with as a problem that follows the complete segmentation of the
surface or the skeletonization of the structure of interest.
2.3 Methodology
2.3.1 Tubular Surface Model
We model a tubular surface as being determined by a center line that is an open curve in
R
3, and a radius function defined at each point of this center-lin . Given an open curve
c : [0, 1] → R3, the center line, and a functionr : [0, 1] → R+, the radius function, we can
define the tubular surface,S : S1 × [0, 1] → R3 (S1 is [0, 2π] with endpoints identified) as
follows:
S(θ, u) = c(u) + r(u)[n1(u) cos θ + n2(u) sin θ] (1)
wheren1, n2 : [0, 1] → R3 are normals to the curvec defined to be orthonormal, smooth,
and such that the dot productsc′(u) · ni(u) vanish. See Figure 1 for an illustration of a
tubular surface. The tubular surface is represented as a collecti n of circles each lying in
the plane perpendicular to the center line. Note that the surface in (1) may thus be identified
with a 4D space curve,̃c : [0, 1] → R4:
c̃(u) = (c(u), r(u))T . (2)
This representation of a surface as a space curve has the additional advantage of signif-





Figure 1: Illustration of proposed Tubular Surface model
2.3.2 Defining Energies for Segmentation
We now define a general class of energy functionals on the space of 4D curves - as in Equa-
tion (2) - whose optimum represents the structure of interes, i.e., the CB from brain DWI,
or the blood vessel from cardiac CTA imagery. Note that whilewe derive the expressions
with respect to the structure of DWI data (i.e, imagery in an oriented domain), the scalar
CTA imagery can be thought of as a special case of imagery in anorie ted domain with
only one sampling direction.
Let S2 ⊂ R3 denote the unit sphere, which represents the set of all possible angular
acquisition directions of the scanning device for DWI. LetI : R3 × S2 → R+ be the
diffusion image. We are interested in weighted length functionals on 4D curves as energy
functionals of interest. Indeed, letΨ : R4 × S2 → R+ (Ψ(x, r, v) ∈ R+) be a weighting







) ds̃, c̃ = (c, r) (3)
whereds̃ = |c̃′(u)| du =
√
(r′(u))2 + |c′(u)|2 du is the arclength measure of the 4D curve,
andc′(s̃)/|c′(s̃)| is the unit tangent toc, the center line. When (3) is minimized, the term
ds̃ penalizes the non-smoothness of the center line and the radius function. The energy (3)
is related to the length of a curve in a Finsler manifold [76, 75, 61].
For segmenting the CB, the goal is to chooseΨ so that the energy is optimized by ac̃
which determines a surface enclosing the diffusion patternof the CB in the DW-MRI of the
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brain. The diffusion pattern in the cingulum varies in orientation and anisotropy across the
length of the bundle, although beinglocally similar, and that pattern differs from the pattern
immediately outside the CB. This fact precludes the use of traditional region-based tech-
niques adapted to DT-MRI since these techniques assume homogene us statistics within
the entire region enclosed by the surface, whereas we will assume homogeneity within
local regions. The idea is to chooseΨ at a particular coordinate(x, r, p) to incorporate
statistics of the DT-MRIlocal to the disc determined by(x, r, p) rather than using statistics
global to the entire structure as in traditional region based m thods.
Along similar lines, for vessel segmentation, the weighting function,Ψ, is chosen to
maximize the difference in mean intensities inside and outside the discs centered along the
center-line [65]. Notice that here again, the statistics employed are not global to the entire
structure but rather local to the discs determined by(x, r, p).
In Section 2.3.4, we give examples of potentials that can be employed for the segmen-
tation of the Cingulum Bundle and blood vessels, respectively.
2.3.3 Energy Optimization
In this section, we construct a steepest descent flow to minimize the energy of interest
(3). A steepest descent is considered since we are not necessarily interested in the global
maximizer or minimizer; indeed, the energy corresponding to (14) does not have a global
maximizer. We begin with a tubular surface initialization i.e., an initial 4D curve, and
follow the gradient (or its opposite depending on whether wewant to maximize or minimize
the energy under consideration).
2.3.3.1 Gradient Descent: Fixed Endpoints
The standard technique for calculating the gradient of an energy defined on curves, which
is based on a geometrizedL2 metric on the space of curves, cannot be applied to our energy
of interest. This is because of the fact that when minimizing(3) usingL2, Ψ must satisfy
a certain positivity condition (see [61]) that we cannot guarantee for our choices ofΨ
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otherwise the gradient descent is ill-posed. Moreover, when maximizing (3), we are indeed
maximizing a weighted length, which with respect to the standard geometrizedL2 curve
metric, leads to anunstable reverse diffusion. As shown in [82], such weighted length
functionals may be optimized in astablemanner by moving in the gradient direction of the
energy (3) with respect to ageometrized Sobolev metric:















h′(s̃) · k′(s̃) ds̃, (5)
whereL is the length of of the curvẽc, ds̃ is arclength element of̃c, and the derivatives are
with respect to the arclength parameters̃.
It can be shown that the gradient of (3) with respect to the Sobolev metric above is
1
L
∇SobE(c̃) = K(Ψp̃) + ∂ŝK(Ψ̂v
√

























) s̃1 ≤ s̃2 ≤ L
. (8)
Ψp̃ is the partial derivative of the energy functionΨ with respect to the positionp, and
Ψv is the partial derivative with respect to orientationv (with Ψ̂v denoting the projection
of this 4D vector down to the 3D space in which the tubular surface resides).
The detailed derivation of these expressions is given in theAppendix A.1.
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This expression has the additional numerical advantage that only first order derivatives
are required in comparison to the standardL2 gradient, which needs second order infor-
mation, and which cannot be used anyway since it results in anunstable flow. Note that
as stated in [82], the expression (6) may be computed efficiently in order N complexity,
whereN is the number of sample points of the curve.
2.3.3.2 Evolving Endpoints
In the previous subsection, we derived a gradient descent flow for (3) provided the end-
points of the 4D curve (i.e., the end cross sections of the tub) are fixed. We now describe
how to evolve the endpoints so as to reduce the energy. This isu eful for some choices
of Ψ in (3), for example,Ψ2 defined in (14), and more importantly in applications such as
vessel segmentation where the endpoints of the structure ofinterest are not knownapriori.
To determine the evolution of the endpoints, we compute the variation with respect to the

















which will minimize/maximize the energy (depending on the sign chosen above). There-
fore, the algorithm to reduce the energy is to alternativelyevolve the 4D curve by (6) and
the endpoints by (9).
2.3.4 Examples of Potentials for Segmentation,Ψ
In this section, we give two choices ofΨ that are meaningful for extracting the CB from
brain DWI, both based onlocal region-based statistics and a usable expression for vessel
segmentation which separates the local region statistics as discussed in Section 2.3.2.
The first potentialΨ1 (for CB segmentation) at a coordinate(x, r, v) ∈ R3 ×R+×S2 is
constructed so as to be small when them an diffusion profileinside the disc,D(x, r, v), dif-
fers greatly from the mean diffusion profile inside the annular region,D(x, αr, v)\D(x, r, v)
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whereα > 1, outsideD(x, r, p). This is given by the following expressions:
Ψ1(p̃, v) =
1
1 + ‖µD(p̃,v) − µD((p,αr),v)\D(p̃,v)‖2
(10)












I(x, v̂) dA(x). (12)









wheredS is the surface area element. The energy corresponding toΨ1 is minimized.
The second potential is chosen such that the corresponding ener y is related to a weighted
surface area:
Ψ2(x, r, p) = r
∫ 2π
0
φ(x + rp⊥(θ)) dθ, (14)
and p⊥(θ) = n1 cos θ + n2 sin θ
wheren1, n2 are orthonormal vectors perpendicular top, andφ : R3 → R+ is large near








HereB(x, R) is the ball centered atx of chosen radiusR, |B(x, R)| denotes the volume,
and the norm is defined as in (13). Here, we are interested inmaximizingthe corresponding
energy. The objective is to initialize the tubular surface inside the CB, and increase surface
area until the surface reaches the boundary of differing diffusion patterns.
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For the application of blood vessel segmentation, where we aim to maximize the dif-
ference in mean intensities inside and outside the discs centered along the center-line, the
energy function for vessel segmentation is given as:
Ψ(p̃, v) = µD(p̃,v) − µD((p,αr),v)\D(p̃,v). (16)













In the latter expressiondA is the area element andI(x) ∈ R+ is the image intensity
at a given positionx. Notice that the energy (to be maximized) useslocal region-based
statistics to separate the tube’s interior and exterior in comparison to traditional region-
based approaches which separate the global mean intensities ins de and outside the surface
(e.g. [13]). It is thus suited to vessel structures where theimage intensity varies smoothly
along a vessel (but is not necessarily constant). Note also the dependence ofΨ on v̂, which
is the orientation of the disk.
2.3.5 Initialization Methodology
In this work, we have adopted a variational approach for optimizing the energies used
to segment the CB and blood vessels. Since the approach yields a local minimum (or
maximum) the performance of the proposed framework is sensitive to the initialization, of
both the center-line and the cross-sectional radius of the tubular surface. In segmenting the
blood vessel tree, it is not viable to know the end points of each brancha priori and hence
we only apply the Moving Endpoints implementation to blood vessel segmentation. In
segmenting the CB, since the fiber bundle is made up of distinct fibers, the task of selecting
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a center-line for initialization is analogous to the tractography problem and we can use both
implementations.
In our experiments with the Fixed Endpoints implementationfor fiber bundle segmenta-
tion, we use the Finsler tractography approach of [62, 76, 75, 61], which given a seed region
and a target region, constructs an optimal connection on theFinsler manifold between the
two regions, using an optimal measure of connectivity basedon the Finsler metric. We use
this method since while in data with only 6 gradient directions, the Finsler metric based
approach becomes equivalent to a Riemannian metric-based approach, in the case of high
angular data such as the data used in the experiments for the results included in this the-
sis, the Finsler metric allows more flexibility than the Riemannian metric since it does
not impose an ellipsoidal diffusion profile on the data. We usthe dynamic programming
based approach from [76, 75, 61] which is based on the fast sweeping method, and yields
optimal connectivity maps and characteristic vectors at every point of the domain. Follow-
ing these characteristic vectors back from the target region to the seed region then yields
the ”optimal” path connecting the two regions and we use thisas the center-line (referred
to as theAnchor Tract) to initialize the Fixed Endpoints implementation of the pro osed
framework. Alternate initialization methods that hold potential include streamlining-based
tractography algorithms. It is worth noting that this optimal path is referred to as the “an-
chor tract,” terminology put forth in [76, 75, 61]. Thus, forsegmenting the CB using the
fixed end points implementation of the proposed algorithm, aperturbation of the anchor
tract is used as the initial centerline curve and the smallest po sible radius of 0.5 is used,
with the surface essentially growing out from this initial rdius.
For the Moving Endpoints implementation in both fiber bundleand blood vessel seg-
mentation, initialization is carried out with the user providing a set of one or more seed
points in the structure of interest, preferably close to thecenter-line and a guess for initial
radius. (Note that this implies that the overall proposed segm ntation framework is to be
classified as a semi-automatic segmentation framework.)
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2.3.6 Branch Detection
While we have modeled the CB as a single tubular structure, inr ality, it is a tubular struc-
ture encompassing discrete neural fibers, which further hasbr nches that are essentially
connections from the CB to surrounding gray matter regions in the brain. More impor-
tantly, the vasculature displays a branching and thinning geometry as well, and in order to
meaningfully segment blood vessels, it is necessary to capture an entire vessel tree. The
branching nature of the structures of interest poses a challenge in applying the tubular sur-
face segmentation framework directly, since we want to automatically detect branches in
the vicinity of the evolving structure, as it grows out, and then construct new tube(s) to
capture the detected vessel branches.
The proposed branch detection algorithm is summarized in Algorithm 1. Note that with
the goal of improving computational efficiency, the branch detection step is performed each
time an end point moves significantly (rather than at every iteration).
2.4 Experiments and Results
In this section, we present the results from the applicationof the proposed framework to
fiber bundle and blood vessel segmentation. To illustrate the framework’s utility in fiber
bundle segmentation, the Cingulum Bundle was focused upon.The framework was applied
to a DWI data set (of 54 subjects) that included schizophrenic a d normal control subjects
(27 each), with the DWI being acquired for 51 sampling directions. Results visualized
here show the CB extracted for both the right and left bundlesin some randomly selected
cases out of this data set. The results were also compared qualitatively with the results
from the neural fiber bundle segmentation framework of Melonakos et al [63, 61]. The
experiments to demonstrate the use of the algorithm in bloodvessel segmentation were
conducted on a CTA data set that included data from healthy subjects (with no plaque)
as well as subjects with varying degrees of plaque and stenosis. The framework was also
tested on the Rotterdam CTA data set [77], and quantitative validation is provided.
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Algorithm 1 Branch detection algorithm
Construct a sphereS2 of radiusR (a function of the input guess for typical vessel radius)
centered at the end point under analysis.
SampleN directionsdi∀i ∈ (1, N) uniformly off this sphereS2.
Construct tubes of radius 1 and lengthR along each of theN directions, originating at
the end point under analysis.
Estimate the mean image intensity within each tube asImean(di).
Threshold the estimated mean intensities with respect to the parent branch intensity
Ithres.
Extract the subset of directionsdi off the sphereS2 with mean intensities above the
threshold.
Apply k-means clustering [41, 38] to the extracted directions di∀i ∈ (1, N) and
Imean(di) >= Ithres, with a target of3 clusters.
if Number of non-empty clusters< 3 then
Declare non-existence of branching at end point under analysis
else
Compute the centroid of the directions in each cluster, to yield 3 candidate branch
directions.
Eliminate the candidate direction that has maximum overlapwith the parent branch’s
volume.
Compute the dot products of the 2 remaining candidate directions with the tangent of
the parent branch at the end point.
Extend the parent branch by the candidate direction better aligned with the tangent at
the end point.
Create a new branch in the tree structure using the 1 remaining ca didate direction.
end if
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Figure 2: Results of experiments with Moving Endpoints Implementation on synthetic
imagery: the target structure (green), the segmentation result (red), the extracted center-
line (black), the true centerline (blue), and the initial voume (blue). The first and second
image are structures without branches, and the third image is a structure with a branch that
our algorithm correctly detects.
2.4.1 Synthetic Imagery
In this set of experiments, the proposed framework was applied to both scalar and vector
synthetic images with various curvilinear branched structures. Both the implementations
of the algorithm were tested on these synthetic images. Figure 2 shows the ground truth,
segmentation results and associated center-line for the exp riments with the Moving End-
point implementation of the algorithm on the synthetic vector imagery. On average, the
set-symmetric difference of the result with respect to ground truth was found to be∼ 4%
across different synthetic structures of average radius 3 voxels.
2.4.2 CB Segmentation with Fixed Endpoints
The DW-MRI imagery used in this work was acquired on a 3T magnet using an echo planar
imaging (EPI) DTI Tensor sequence with a double echo option to reduce eddy-current
related distortions with 8 baseline scans and data acquiredin 51 directions. The population
comprised 54 male subjects (27 normal, 27 schizophrenic) spanning the age group of 21-55
years.
In this section, we show the results of applying the Fixed Endpoints implementation
of the proposed framework to brain imagery of 2 subjects fromthis population. We use
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Figure 3: Selected slice-wise views of CB Segmentation results from proposed framework
(with Fixed Endpoints). The top row shows the DW-MRI data andthe bottom row shows
the DW-MRI data with the extracted surface rendered in 3D.
the energy (3) using the potentialΨ1 (10). Figure 3 shows slice-wise views of the CB
segmentation results obtained from the proposed frameworkindicating the homogeneity of
the discs within the captured volume. Figures 4, and 5 show the tubular surface extracted
by the proposed algorithm. The surfaces shown in Figure 3 arethe boundary locations
rounded off to the grid points by the visualization process.
With regard to the parameterα, the ratio between the outer and inner discs of the tube,
we conducted experiments using a range from 2 to 5. We observed that as this value
increases, the statistics for outside the disc are averagedov r a larger area thus rendering
them decreasingly effective in separating intensities within the tube and just outside it.
For instance, with a value ofα larger than 4, we saw that the captured volume begins
to leak into neighboring structures with strong diffusion such as the Corpus Callosum.
From these initial experiments, we observed that a value of3 yielded the most optimal
results, with respect to balancing a capture of the maximum possible crosssectional area
of the CB against leaking into the Corpus Callosum, and hencewe used this in subsequent
experiments.
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Figure 4: CB Segmentation Results (with Fixed Endpoints) for Brain data set 1: Left CB
(yellow), Right CB (magenta)
Figure 5: CB Segmentation Results (with Fixed Endpoints) for Brain data set 2: Left CB
(yellow), Right CB (magenta)
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2.4.3 CB Segmentation with Moving Endpoints
The Moving Endpoints implementation for CB segmentation, requires seed points in the in-
terior of the CB near the start along with a guess for the initial radius. We applied the frame-
work to segment the left and right Cingulum Bundle from all 20data sets in the population
under study (however, all visualizations cannot be presented i this paper). Figures 6 and 7
show the results of applying the Moving Endpoints implementation to segmenting the CB
(both right and left) from brain data of two subjects (one normal and one schizophrenic).
Figure 8 shows the 3D visualization of the segmentations obtained for the Cingulum
bundle and other tubular fiber bundles, i.e., the External Capsule and the Internal Capsule.
Finally, we observe that quantitative studies are not possible in neural fiber bundle anal-
ysis due to the absence of ground truth. However, we compare the results of the proposed
framework with the results of the Geodesic Tractography Segmentation framework of Mel-
onakos et al ([62, 63]). This comparison is provided in Figure 9. Note that the proposed
framework outperforms [62, 63] in some key ways. Firstly, due to the lack of constraints on
the end points, the proposed framework extracts the neural fiber bundle to its true length as
observed by diffusion patterns rather than being limited bythe approximate ROIs provided
by experts. Secondly, since the method enforces the tubulargeometry as it propagates out-
wards, it is more robust to noisy data. This is especially highlighted by the fourth case
(fourth row) in Figure 9, where [62, 63] leaks into the CorpusCallosum while the proposed
framework does not leak. It is also worth noting that the CB extracted by the proposed
framework passes through exactly the ROIs defined by the experts, which is further valida-
tion of the accuracy of the segmentation result.
Finally, it is to be noted that the Tubular Surface model is especially advantageous for
neural fiber bundle analysis since the model naturally allows sampling of features along the
length of the fiber bundles, which is simultaneously useful both in performing population
studies on the neural fiber bundles, as well as characterizing the discrimination ability of




Figure 6: CB Segmentation results (with Moving Endpoints) for Brain data set 3: Left CB





Figure 7: CB Segmentation results (with Moving Endpoints) for Brain data set 4: Left CB
(yellow), Right CB (magenta). (a) shows the 3D visualization, (b),(c) show the slice-wise
views.
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Figure 8: 3D Visualization of segmentation results showingusefulness of framework (with
Moving Endpoints) for multiple fiber bundles: Left CB (Yellow), Right CB (Magenta),
Internal Capsule (Green), External Capsule(Dark blue)
detection in the work of Mohan et al. [64] and the interested rader can find details on
the population analysis framework therein. This population analysis framework is also
described in detail in Chapter 3.
2.4.4 Blood Vessel Segmentation
We apply the Moving Endpoints implementation to vessel segmentation, because it only
requires a seed point for initialization in a single branch.With regard to the parameterα,
the ratio between the outer and inner disc radii, we conducteinitial experiments using a
range from 2 to 5. We observed that as this value increases, thstatistics for outside the
disc are in fact being averaged over a larger area thus rendering them decreasingly effective
in separating intensities within the tube and just outside it, while a lower value rendered
the functional more likely to be affected by noise. From these initial experiments, we
observed that a value of3 yielded good results and hence we have used this in subsequent
experiments.
The algorithm was first tested on a population of cardiac datase s acquired from a
Siemens Sensation 64 slice CTA machine. The framework was initialized with 1 user-
input point at the root of the vessel tree, and a guess for typical vessel radius which guided
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Figure 9: Visual comparison of results from proposed framework with the framework of
Melonakos et al [62]: CB segmentation results from [62, 63] (blue), Left CB segmenta-
tion from proposed framework (yellow), Right CB segmentation from proposed framework
(magenta), expert ROI markings for Rostral Anterior Cingulate (orange) and Parahippcam-
pal gyrus (grey); Each row represents DW-MRI from a different subject, with the first two
rows representing data from schizophrenic subjects, and the last two from normal controls.
The first column shows the 3D visualization of the extracted CB for both frameworks, and
the expert-marked ROIs used as input for [62]. The second column shows a slice visual-
ization of the fiber bundle extracted (for one side) by the framework of [62] and the third
column shows the same view for the proposed framework, both superimposed on the tensor
data. Note that the results from [62] are limited by the inputROIs and leak into neighboring
fiber bundles (note the fourth row), while the proposed framework follows the true diffu-
sion pattern hence capturing greater lengths of the fiber bundles, and it does not leak into
neighboring structures.
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the branch detection process.
We first show here the results for three of the data sets testedon, for the Left Anterior
Descending (LAD) coronary artery. Figures 10 and 12 show the3D visualization of the
segmented vessel trees for two cases. Also shown in these figur s is the extracted center-
line. The algorithm captures the branching structure automa ically and successfully handles
the thinning structure of the vessel tree, from the root to tips. Figures 11 and 13 show
the corresponding slice-wise views of the segmentation result. We can clearly see that
the framework copes well with the non-uniform contrast within the vessel volume, and is
capable of following an entire vessel∼ 200 voxels in length, from the simple 1-point input
used for these CTA datasets. Finally in Figure 14, we show thetubular tree evolving in
3D for a third case, illustrating how the branch detection works to capture the entire tree.
These results have been qualitatively validated by medicalcollaborators.
We have performed quantitative validation via testing on the dataset provided as part
of the Rotterdam Coronary Artery Algorithm Evaluation Framework [77]. The proposed
segmentation framework was applied to all 32 datasets available via this dataset (including
the training and testing data sets), and the results were submitted to the organizers for ex-
tracting the evaluation parameters. Table 1 gives the summary of the evaluation parameters
obtained: OV that quantifies the tracking/overlap of the complete vessel as annotated by the
human experts, OT that quantifies the tracking of the portionof the vessel that is assigned
to be clinically relevant by experts, OF that quantifies the tracking of a coronary artery until
the first error and AI, an accuracy measure of centerline extraction, which is the average of
all the connections between the ground truth and the extracted centerline. We observe that
the framework yields comparable results to the methods evaluated in [77], which also pro-
vides more detailed definitions of the evaluation parameters employed in this work. Also,
we note that the proposed framework fits into Category 3 of evaluated methods as per the
classification of [77] since we use more than one input point for the vessel segmentation
from this data set (an average of 3-5 input points are employed per subject for this data
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Figure 10: 3D Visualization of the vessel tree for Case 1: segmentation result (red), center-
line (green), initialization (blue)
set). Finally, we note that along with yielding good performance, the proposed method also
compares favorably with the methods evaluated in [77], notably in not needing to be trained
for its use in the segmentation of real data along with its useof a limited number of initial
points. Further, as compared to the other methods, the proposed framework simultaneously
detects both the volume in 3D as well as the center-line of thevessel structure. Figures 16
and 17 show visualizations for the results of 2 cases from this dataset.
A potential application of our framework is stenosis evaluation. Since the 3D skeleton
and the associated radius function are direct outputs of themodel, we can do a stenosis
evaluation by looking for local minima of the radius function along the center-line. We
show proof-of-concept of this idea in Figure 15 which shows the cross-sectional area of
one of the branches of the extracted vessel tree shown in Figure 10 and reveals a site of
mild stenosis ( 40% blockage) (corresponding to the minimumof the plotted curve).
2.5 Concluding remarks on the tubular tree segmentation framework
In this chapter, we presented a novel framework for extracting ubular, branched anatomi-
cal structures thatsimultaneously returns the segmented volume and the 3D skeleton of the
structure of interest. We showed that our methodology is successful in segmentings ruc-
tures of interest from imagery of different modalities especially on the Cingulum Bundle
29
Figure 11: Slicewise views of the vessel segmentation result for Case 1
Figure 12: 3D Visualization of the vessel tree for Case 2: segmentation result (red), center-
line (green), initialization (blue)
from DW-MRI of the brain and blood vessels from cardiac CTA imagery. We demon-
strated the generality of the framework by applying it to thesegmentation of other neural
fiber bundles (the Internal Capsule and the External Capsule). W also proposed an auto-
matic branch detection algorithm which we have successfully applied to the segmentation
of entire blood vessel trees. The incorporation of local region-based statistics implies that
the segmentation result captures regions with statistics that can differ over the length of the
entire structure. This is clearly illustrated by the performance of the framework in captur-
ing the entire CB where diffusion patterns vary along the length of the tube, and again in
segmenting the entire length of blood vessels where the contrast varies along each vessel.
Further, the model affords us the advantage of computational efficiency over conventional
surface representations.
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Figure 13: Slicewise views of the vessel segmentation result for Case 2
Figure 14: Visualization of the evolving tubular tree in 3D for Case 3: evolving volume
(red), center-line (blue). Note that the framework captures the entire length∼ 200 voxels
of the vessel starting from a simple initialization.
In future work, it would be of interest to apply the frameworkinto segmenting other
tubular anatomical structures such as carotids in the brain, and veins in the liver region,
and also study in greater detail the other neural fiber bundles. Further, with respect to the
analysis of blood vessels, it would be worthwhile to exploreth potential of the proposed
framework for soft plaque detection and particularly as a tool in evaluating stenoses.
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Figure 15: Cross-sectional area along vessel shown in Figure 10. The left y-axis shows
the cross-sectional area in voxel-square and the red lines highlight the values of area that
correspond to stenosis percentages displayed on the right y-axis. Note that the minimum
of this curve indicates area of mild stenosis.
Table 1: Summary of quantitative validation results on CTA cardiac data from the Rotter-
dam Coronary Artery Algorithm Evaluation Framework [77](it is desirable to have a high
value of evaluation parameters OV, OF , OT and AI, and a low value of rank)
Measure % / mm score rank
min. max. avg. min. max. avg. min. max. avg.
OV 52.8% 100.0% 91.1% 28.0 100.0 53.3 1 16 8.73
OF 4.6% 100.0% 65.3% 2.3 100.0 41.9 1 16 8.15
OT 52.8% 100.0% 92.2% 26.5 100.0 53.9 1 16 8.83
AI 0.25 mm 0.93 mm 0.47 mm 12.4 48.8 24.8 5 16 12.90
Total 1 16 10.73
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Figure 16: Visualization of results from experiments for quantitative validation using the
Rotterdam cardiac data set [77] (Sample case 1): Top row shows 3D visualization with
ground truth (blue and peach) and corresponding vessel trees s gmented by proposed
framework (white and magenta), bottom row shows slice-wisev ualizations of extracted
vessel tree (green) and ground truth (red outline) superimposed on the CTA data
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Figure 17: Visualization of results from experiments for quantitative validation using the
Rotterdam cardiac data set [77] (Sample case 2): Top row shows 3D visualization with
ground truth (blue and peach) and corresponding vessel trees s gmented by proposed
framework (white and magenta), bottom row shows slice-wisev ualizations of extracted
vessel tree (green) and ground truth (red outline) superimposed on the CTA data
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CHAPTER III
GROUP STUDIES IN SCHIZOPHRENIA DETECTION, USING
THE TUBULAR SURFACE MODEL
3.1 Motivation
Schizophrenia is a brain disorder that involves a broad range of functional disturbances, in-
cluding attention, memory, emotion, motivation, thought and language, social functioning,
and mood regulation. A significant body of work [25, 37, 7] supports the speculation that
functional abnormalities in schizophrenia might be causedby disruptions of white mat-
ter (WM) connections. Also, several aspects of behavior associated with Cingulate Gyrus
(CG) function such as attentional processing,memory, motivation and emotion, have been
implicated in Schizophrenia making the study of the CG significant and since the proper
functioning of the CG depends on its connections with other parts of the neuronal network,
the study of the WM interconnecting the CG and other parts of the human brain is crucial.
We propose a novel framework for population analysis of DW-MRI data using the Tubu-
lar Surface Model. To begin with, we focus on the Cingulum Bundle (CB) - a major tract
for the Limbic System and the main connection of the CG (thougthe proposed framework
is equally applicable to other fiber bundles in the brain). Our model represents a tubular
surface as a center-line with an associated radius function. It provides a natural way to
sample statistics along the length of the fiber bundle and reduc s the registration of fiber
bundle surfaces to that of 4D curves. Clinical studies aimedat etection of schizophrenia
have typically focused on using statistics in a volumetric analysis framework, or along in-
dividual fiber tracts [22] (which requires co-registrationf the multiple fiber tracts from
different subjects). In this work, we compare statistics along the length of the fiber bundles
which allows us to both look for local differences and also better address the classical DWI
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issues of noise and low resolution since we don’t look along individual fibers.
3.2 Prior Work on Group Studies in Schizophrenia Detection
Several aspects of behavior associated with Cingulate Gyrus (CG) function such as at-
tentional processing and emotion, are implicated in Schizophrenia making it significant
to study the CG. CG abnormalities include bilateral CG volume and density reduction in
voxel-based morphometric studies. Volume deficits in structural MRI studies have also
been (albeit inconsistently) associated with hallucinations, reduced executive functions,
psychomotor poverty and negative symptoms. The proper functioning of the CG depends
on connections with other parts of the neuronal network, rather han simply its structure
alone. A significant body of work [25, 37, 7] supports the speculation that functional ab-
normalities in schizophrenia might be caused by disruptions f white matter (WM) con-
nections, and it is of great clinical interest to develop robust quantitative methods to fur-
ther study this hypothesis. The CG itself connects to other brain regions via two major
tracts - the Cingulum Bundle (CB) and the Uncinate Fasciculus (UF). Several symptoms
of schizophrenia, including paranoia, hallucinations, and delusions, have been linked to
a disruption in frontal and anterior temporal regions traveling through the UF and CB.
Moreover, these tracts are involved in deficits in executiveatt ntion, memory encoding,
declarative-episodic verbal memory, as well as verbal and visual memory. The study of
these two fiber bundles is therefore believed to be key to understanding schizophrenia.
Diffusion Tensor Imaging (DTI) has become the modality of choi e for studying WM
properties. Many approaches exist in the literature for DTIprocessing towards Schizophre-
nia discrimination motivated by the increasing evidence inthe literature for WM abnormal-
ities in Schizophrenia [25, 83, 100] supporting the hypothesis of Friston et al [33] regard-
ing disordered connectivity between brain regions in Schizophrenia. One set of methods
looks into finding WM deficits associated directly with the disease, by studying Fractional
Anisotropy (FA) and Apparent Diffusion Coefficient (ADC). Caprihan et al [12] used a
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voxel-based strategy and applied Discriminatory PCA (DPCA) to Fractional Anisotropy
(FA) measurements to discriminate between schizophrenic and normal controls. Goodlett
et al [36] performed statistical comparison of fiber bundle diffusion properties between pop-
ulations of DTI images, by using permutation testing based on the HotellingT 2 statistic (for
studying neurodevelopment). Park et al [72] studied hemispherical WM asymmetries by a
statistical comparison of normalized FA images and the flipped images (of FA), and found
evidence of asymmetry in anisotropy patterns between healthy nd schizophrenic subjects.
A second set of methods looks into studying the correlation of WM properties with specific
symptoms and symptom groups rather than outright diagnosisalone, since it is observed
that symptom profiles can vary significantly between subjects in Schizophrenia. Skelly el al
[79] compared FA between schizophrenic and normal controlsand performed a voxel-wise
correlational analysis with the subjects’ Positive and Negative Symptoms Scales (PANSS).
Fujiwara et al [34] studied abnormalities in the CB (anterior and posterior) and their cor-
relation with the psychopathology of schizophrenia, via a correlation analysis of FA with
PANSS scores. Maddah et al [58] reports findings on differences in FA along the genu and
bilaterally in the splenium along with increased eigen value in the Uncinate Fasciculus for
schizophrenia, using their tract-oriented analysis framework described in [57].
The method proposed in this chapter attempts to bridge thesewo categories by provid-
ing a comprehensive method that allows an analysis with respect to the diagnosis as well
as a characterization of regional involvement in the disorder by using both diagnosis as
well as scales of scores such as PANSS. Further, to our knowledge, this is the first group
study that uses DW-MRI data directly (for segmentation) without imposing the elliptical
constraint associated with tensor estimation. Also, by thevery nature of the model used
for the CB, we are better equipped to evaluate its different spa ial regions for abnormalities
caused by Schizophrenia. The work of Fujiwara et al [34] and Wang et al [90] were steps in
the direction of determining local differences in Schizophrenia and the work in this chapter
aims to move along this direction. Both these studies focused on dividing the CB into 2
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regions - anterior and posterior, while our framework allows for subdividing the CB into
as many regions for analysis as desired, while balancing forthe loss of information that
would result from considering too few regions, against the loss of utility from considering
too many regions along the white matter structure.
3.3 Population Analysis Framework
In the proposed framework, we use the Tubular Surface Model to segment the Cingulum
Bundle (CB) from the DWI images. We then build feature vectors by sampling features
along the length of the CB and perform statistical analysis on these feature vectors after
registering them. In this section, we first present the mathematical enhancements that allow
the tubular surface model to be used in an elegant population/gr up study framework. We
then discuss the details of feature selection, coregistration nd statistical analysis.
3.3.1 Application of the model in population studies
The Tubular Surface Model affords a natural way to compare fiber bundles since the para-
metric representation of the surface in 3D as a curve in 4D allows the sampling of features
along the length of the tubular surface. Further, the problem of registering surfaces is re-
duced to one of registering curves. In order to perform population studies using the model,
we need co-registration of the feature vectors formed from the tubular surfaces. Towards
this objective, we define three operations on the tube in our model: average tube, average
of functions defined on/around the the boundary of the tube, and the distance between a
(sample) tube and the average tube.
We define an average tube as represented by a center-line,ĉ a dr̂, with ĉ as:
ĉ, {φi}
N











we have the following constraint on reparameterizationsφi : [0, 1] → [0, 1]:
φi(0) = 0, φi(1) = 1, andφ
′
i > 0 (20)
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that is,φi are monotone diffeomorphisms. Above,ŝ is the arclength function of̂c. In (19),
Kc : [0, 1] → R
n (n ≥ 1) is a pointwise “feature” vector of the curvec. In this paper, the CB
representations were aligned length-wise under the assumption that the different regions of
the CB occupied the same intervals of length along the CB in all subjects. (Alternate criteria
for registration are being explored in future work.)










We also use the correspondence functions,φi, to pullback functions from the tubes
represented by (ci, ri) to the average tubular structure. LetF : R3XR → RM (M ≥ 1) be
some function defined onR3 (and in particular inside the tube). We consider the function
as being defined along the curve in 4D and we define the average functionF̂ as:
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i (ŝ)) (22)
We also define the corresponding standard deviation functioas:
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2 (23)
Finally, to find the distance between the averageF̂ and a new test functionFt defined
on a tubular surface (ct,rt) , we find a correspondence as:






and then we can define a distance between functions:
d({F̂ , ĉ, r̂}, {Ft, ct, rt}) =
∫ 1
0
‖F̂ (ĉ(ŝ), r̂(ŝ)) − Ft(ct ◦ φ
−1





We propose to use the following features to describe the CB: mean curvature, geometric
curvature, normalized cross-sectional area, center-shifted coordinates (as defined in [53]),
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Fractional Anisotropy (FA) and Mean Diffusion (MD). FA and MD characterize the WM
properties while mean curvature, geometric curvature and the center-shifted coordinates
encode shape information. The normalized cross-sectionalare incorporates the thickness
of the WM connections. Note that this usage of a combination of features is a signifi-
cant improvement over prior approaches (E.g. [22, 12]) which fundamentally employed
only WM properties such as FA in a volumetric analysis framework. Further, while we
sample along the center-line, the features are in fact extracted over the entire fiber bundle
volume and hence this choice of sampling while facilitatingre istration, does not reduce
the statistical power of our results. Finally, besides using a combination of these features
for classification, we also compare their discrimination ability, which allows us to make
inferences about which feature (or combination thereof) are the most useful with regard to
the study of schizophrenia.
3.3.3 Coregistration
In order to perform population studies using the model, we need co-registration of the fea-
ture vectors formed from the tubular surfaces. Towards thisobjective, we first define three
operations on the tube in our model: average tube, average offunctions defined on/around
the the boundary of the tube, and the distance between a (sample) tube and the average
tube, all of which are described in detail in Section 3.3.1.
We then define two schemes for coregistering the segmented neural fiber bundles.
In the first scheme, we use the arc length measure along the cent r-line to register two
fiber bundles. The corresponding reparametrizationφi : [0, 1] → [0, 1] is defined as:
φi(s) = s (26)
In the second scheme, we again use the arc length measure along the center-line how-
ever we register two given fiber bundles within defined regions f interest. The reparametriza-


















2 are the beginning and ending lengths for a specific region of iterest,
for the origin fiber bundle and the target fiber bundle respectiv ly.
It is to be noted that the first reparameterization scheme is proposed as the most intu-
itive scheme for registering fiber bundles from different subjects, since it naturally handles
the varying lengths of the bundles caused by the different brain dimensions and anatomy.
However it is observed with neural fiber bundles that when experts mark ROIs, these ROIs
can be used for registration of neural fiber bundles since obsrvations made about the rel-
ative involvement of differentregionsin the disorder can be correlated to regions that are
anatomically of significance. The second scheme is then proposed as an extension of the
first scheme, to address the need of localizing the effects ofschizophrenia with respect to
region, when markings for such regions are available.
3.3.4 Statistical Analysis - Classification
The classification step in this work has the twin goals of robust discrimination between
schizophrenic and normal controls, and also of characterizing the discrimination ability of
the different spatial regions of the CB. In this section, we discuss the methods employed
under the classification section. We perform two sets of classification analyses - supervised
classification using neural networks and unsupervised classification (clustering) using the
k-means algorithm. In this work, towards performing supervised classification using an
Artificial Neural Network, we use the Neural Network toolboxf MATLAB [26] to build
and train a simple feed-forward Backpropagation network with 1 hidden layer (having 5
neurons). The classification results obtained using the same are provide under the results
section 3.4.2. The second technique is unsupervised classific tion (clustering). The goal
for applying clustering techniques in the context of this work is to detect natural clusters
in the feature data extracted, and validate the results fromthe supervised classification to
ensure robustness (details in Section 3.4.1). In this work,we perform clustering using the
K-means algorithm [41, 38] with a target of 2 clusters.
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3.3.5 Statistical Analysis - Characterization of discrimination ability
We perform two sets of statistical analyses aimed at characterizing the discrimination abil-
ity of the local regions of the CB - t-statistical tests and a correlational analysis of the
extracted features with the symptom scores (PANSS) versus simply the diagnosis.
The t-statistical tests are aimed fundamentally at characte izing the spatial variation in
discrimination ability. Since we build multiple features at each sample point along the
center-line of the tubular surface, we estimate t-statistics with respect to all these features,
and subsequently scale each category of features and sum thet-statistics for all features at
each point, to get a comprehensive estimate of the t-statistic in a spatial sense. They also
allow us to compare the discrimination ability of differentcategories of features such as
shape information versus FA. In correlational analysis, welook at the correlation coeffi-
cients for the extracted features along the length of the bundle, with respect to the positive
and negative symptom scores (the PANSS scale). This allows us to interpret regions with
higher correlation with the symptom scores as being significant in Schizophrenia.
3.4 Experiments and Results
The population study using the framework proposed in this chapter, was carried out in two
stages - the first with a limited population of 20 subjects andthe second stage involving the
extension of the framework to a larger population of 54 subjects. The results from both sets
of experiments are given here in for comparison, and to buildtowards the discussion and
comments thereafter on the generalization of population study results.
3.4.1 Data
The DWI imagery used in this work was acquired on a 3T magnet using an echo planar
imaging (EPI) DTI Tensor sequence with a double echo option to reduce eddy-current
related distortions (Heid 2000; Alexander 1997). The data was acquired in 51 directions
with b=900, 8 baseline scans with b=0. Scan parameters are: TR 17000 ms, TE 78 ms,
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Table 2: Local peaks of discrimination ability
CB region T-value (Left, local maximum) T-value (Right, local maximum)
Anterior 4.643 4.372
Posterior 5.529 5.886
Table 3: Classification performance
Classification
method
Type Side Classification Accuracy Sensitivity Specifivity
Neural net-
works
Supervised Left 100% 90% 96%
Neural net-
works
Supervised Right 100% 90% 94%
K-means Unsupervised Left 78% 83% 71%
K-means Unsupervised Right 75% 80% 69%
FOV 24 cm, 144x144 encoding steps, 1.7 mm slice thickness. 85axial slices were acquired
parallel to the AC-PC line covering the whole brain. The population analyzed in the first
stage comprised 20 male subjects - 10 normal controls and 10 schizophrenic - spanning the
age group of 21-55 years (mean of∼ 43 years).
3.4.2 Results
As discussed previously, we use the tubular surface framework of Chapter 2 to segment
the Cingulum Bundle (CB) from the 20 data sets in the population under study. We extract
feature vectors as described in Section 3.3.2 and register the same using Equations 19,21,22
and 23, using the coregistration scheme of Equation 26. Figure 18 shows the t-statistics
visualized over the fiber bundle surface for both the right and left CB, separated by feature.
We can see a correlation in the spatial patterns evidenced bythe FA, Mean Diffusion and
cross-sectional area. Interestingly, while the center-shifted coordinates highlight multiple
regions of the CB as being significant, we do see that the spatial patterns shown by the
geometric curvature correlate with those of the diffusion-related features.
Figure 19 shows us a consolidated view of the spatial t-statistics (with all features
equally weighted). We can see clearly that this visualization highlights regions that are
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most significant in Schizophrenia classification (in red) allowing us to probe for anatomi-
cal explanations of the relevance of these specific regions.Note that the model allows us
to subdivide the CB into as many subregions as desired for study, however in this work,
we have divided it simply into anterior and posterior regions as a proof-of-concept and we
include these statistics in Table 2. The results of the experiments on classification are sum-
marized in Table 3. We obtained excellent classification with Neural Networks. Given the
size of the population under study, to address the potentialconcern of over-fitting, we also
conducted unsupervised clustering. We obtained promisingresults on the feature space
discussed in this work, and are pursuing both the use of a larger population for increased
robustness of the results, as well as additional features todescribe the CB so as to enhance
natural clusters. Note that the sensitivity and specificityreported in Table 3 were estimated
using a Leave-two-out validation strategy for the Neural Network. To estimate comparable
metrics for the K-means algorithm, we ”classified” two data sets at a time using the clusters
obtained for the remaining 18 data sets.
Finally, we performed correlational analysis on the extracted features towards under-
standing their relationship to the symptom scores (versus simply the diagnosis) and the
results of this analysis are summarized in Tables 4 and 5. We use here the PANSS scores of
the 10 schizophrenic cases in the data set under study and theCB is divided into 6 regions
(ordered from anterior to posterior) corresponding to graymatter regions identified by ex-
pert marking: Rostral anterior cingulate, Caudal anteriorcingulate, Posterior cingulate,
Isthmus cingulate, Parahippocampal gyrus and Entorhinal cortex. The correlational anal-
ysis reveals some interesting results in that the Rostral anterior cingulate (RAC) is iden-
tified most consistently as the most significant region alongthe CB fiber bundle volume
with respect to involvement in Schizophrenia (by way of correlation with PANSS scores
as represented by the correlation coefficient). The identifica on of the anterior region as
being significant in Schizophrenia is consistent with the observations made in prior work
[5, 34, 90] and our method allows us to further localize the region of interest to the RAC.
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Mean Curvature 0.8077 0.8078 0.9079 0.9062 RAC RAC RAC
Geometric Cur-
vature
0.7261 0.7230 0.9450 0.8794 RAC RAC RAC
Center-shifted
coordinates
0.4529 0.4778 0.6692 0.9146 RAC RAC RAC
Fractional
Anisotropy
0.7920 0.7957 0.9412 0.9545 PC PC PC
Mean Diffusion 0.8100 0.8096 0.9094 0.9139 PC PC PC
Cross-sectional
area
0.7094 0.6506 0.8957 0.8308 RAC CAC CAC
Bucket-of-
features
- - - - RAC RAC RAC
RAC - Rostral anterior cingulate; CAC - Caudal anterior cingulate; PC - Posterior cingulate
For a more detailed discussion on PANSS scores, the interested reader is referred to the
work of Kay et al [42].
3.4.3 Results with extended population
A key consideration in performing population studies aimedat disorder detection is the
extent of generalization of the observed results, that is the certainty that the observed pat-
terns will be found in new data from previously unseen subjects. Increasing the size of the
population used for training is a reliable way to ensure goodgeneralization of results, and
towards that goal, in the second stage of experiments, the proposed framework was applied
to a population of 54 subjects (27 normal control and 27 schizophrenic). The classification
results from this population are summarized in Table 6.
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Mean Curvature 0.7335 0.7348 0.8415 0.8440 RAC RAC RAC
Geometric Cur-
vature
0.6589 0.6569 0.8637 0.8276 RAC RAC RAC
Center-shifted
coordinates
0.3855 0.3538 0.6690 0.5826 RAC RAC RAC
Fractional
Anisotropy
0.7157 0.7195 0.8917 0.8674 PC PC PC
Mean Diffusion 0.7362 0.7355 0.8519 0.8494 RAC RAC RAC
Cross-sectional
area
0.6862 0.6235 0.8847 0.8141 CAC CAC CAC
Bucket-of-
features
- - - - RAC RAC RAC
RAC - Rostral anterior cingulate; CAC - Caudal anterior cingulate; PC - Posterior cingulate
Table 6: Classification performance on the extended population
Classification
method
Co-registration Side Classification Accuracy Sensitivity Specifivity
Neural net-
works
Using arc length Left 50.6% 51.4% 64.6%
Neural net-
works
Using arc length Right 50.7% 55.8% 39.4%
Neural net-
works
Using ROI Left 50.6% 44.6% 66.4%
Neural net-
works
Using ROI Right 48.3% 55.6% 29.7%
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3.4.4 Discussion of results
We note from Table 6 that on extension to the larger population, he classification perfor-
mance of the proposed framework as applied to the Cingulum Bundle does not general-
ize in a manner that would conclusively allow us to apply the results in the detection of
schizophrenia from data of previously unseen subjects. Given prior work that supports the
hypothesis that the white matter structures (including theCingulum Bundle) display vari-
ations in shape and diffusion properties under schizophrenia, it is of interest to understand
this performance of the framework.
The first observation comes from comparing the segmentationframework used in this
framework to the streamlining-based tractography approaches. We note that the tubular
surface segmentation framework proposed in this thesis captures the white matter bundle
by growing out an initialtube in the primary direction of diffusion of water molecules.
As a result, we note that the framework captures bundles uptoa cr sssection that contains
strongly diffusing voxels while streamlining-based approaches also pick up voxels with
less-strong diffusion characteristics, and hence discriminate between schizophrenic and
normal controls on that feature.
The second observation is that in the experiments presentedin his thesis, we have fo-
cused on the cingulum bundle, while other studies in schizophrenia detection have also
included other white matter structures including the corpus callosum and the uncinate fas-
ciculus among others. It is hence important to also apply thethe framework to other white
matter structures to truly leverage its usefulness in schizophrenia detection.
The third observation is with regards to the classification technique. Since neural net-
works and k-means both innately assume linear separabilityin the data under analysis, it
might be a worthwhile extension to utilize nonlinear techniques such as kernel-PCA and
this is a key direction for future research on this front.
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3.5 Concluding remarks on population studies towards schizophrenia
detection
In this chapter, we propose a novel framework for populationanalysis of neural fiber bun-
dles that utilizes the tubular surface model proposed in Chapter 2 for extracting and rep-
resenting the fiber bundle under study. The framework facilit tes the statistical analysis
towards the dual goals of classification and characterization of discrimination ability by re-
gion. In this chapter, we focus on the application of the framework to the cingulum bundle
and demonstrate via two stages of experiments, its ability to detect differences, its output
with regard to characterizing the role of different regionsi the disorder under study, and
most importantly discuss factors that influence the robustness and generalization of the
results obtained. We obtain excellent classification usingNeural Networks, and are able
to verify natural clusters in the feature data by use of the K-means algorithm, in the first
stage of experiments and subsequently observe in the secondstage that while the data still
displays some natural clustering, it longer yields the sameclassification performance, an
observation that we seek to explain via inferences about thechoice of classification tech-
nique and the white matter structures under study. Using t-statistical tests and correlation
analysis, we demonstrate how the framework naturally characte izes the discrimination
ability of different regions of the Cingulum Bundle in Schizophrenia and helps provide in-
sight into the involvement of different regions in the disorde . This is a useful application of
this framework that is relevant across different population sizes used for analysis. Extend-
ing the study to other white matter structures, coupling with competing techniques such
as streamlining-based tractography, and using nonlinear techniques such as kernel-PCA in
classification are some key directions to be pursued for futue research on this front.
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(a) Mean Curvature (b) Geometric Curvature
(c) Center-shifted coordinates (d) FA
(e) Mean Diffusion (f) Crosssectional area
Figure 18: Visualization of t-statistics (by feature) on Cingulum Bundle surface (discrimi-
nation ability increases from green to red regions)
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Figure 19: Visualization of t-statistics (consolidated) on Cingulum Bundle surface, overlaid
on DTI data of one subject (discrimination ability increases from green to red regions)
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CHAPTER IV
ANALYSIS OF MASS SPECTROMETRY IMAGING
This chapter discusses the research topic on the analysis ofMass Spectrometry Imaging
(MSI), specifically as focused towards the goal of integrating MSI into the surgical work-
flow as an intraoperative imaging modality. There are two broad applications we aim to
address in the context of MSI analysis - classification of tissue samples (into tumor types)
using MSI, and estimation of tumor boundary locations usingMSI. We address each of
these research problems in the respective dedicated sections of this chapter, i.e. Sections
4.3 and 4.4.
4.1 Motivation
The World Health Organization (WHO) recognizes over 125 types of brain tumors based
on histopathological evaluation, and classifies them according to cellular characteristics,
and grades malignancy by proliferation, cellular and nuclear morphology, vascularization,
and certain biomarkers. Gliomas are the most common human primary brain tumors, with
astrocytomas comprising the most common subtype ranging ingrade from WHO grade II
to the most aggressive form, gliobastoma multiforme (gradeIV). The current state of the
art in the diagnosis and grading of gliomas is based on neuropath logical examination of
a biopsy sample and characteristic cytogenetic aberrations [93], along with radiographic
imagery to characterize the tumor anatomy (size, location,etc.), and its relation to the sur-
rounding healthy tissue. However, histopathological evaluation of tissue is of limited use
in surgical intervention since it needs expert evaluation of tissue resected from the tissues
of interest. Hence, during surgery, traditional pathology-based approaches need to be com-
plemented by intraoperative detection of tumors complete wi h tumor classification and
tumor boundary location. Further, this intraoperative detection is required to not interfere
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with the normal surgical workflow. Conventional imaging modalities pose challenges with
regard to their usefulness in intraoperative situations where the structures tend to shift and
change, and hence this motivates the use of alternate modalities such as Mass Spectrometry
Imaging.
Mass spectrometry is a well established analytical technique used for the identification
and characterization of molecules based upon their accurate m ss. With the recent adap-
tation of mass spectrometers to accommodate direct tissue analysis, an increasing number
of studies support the usage of mass spectrometry as an efficient tool to detect and delin-
eate pathology directly from tissue specimens [11, 14]. In 2004, Desorption ElectroSpray
Ionization (DESI) was introduced as an atmospheric pressurionization source and subse-
quently proven to be applicable to tissue imaging [84, 20, 96]. In addition to being a soft
ionization method that allows the analysis of intact biomolecules, DESI provides direct
sampling of the surface of interest, overcoming time and quality limitations that normally
result from specialized sample preparation. This technique paves the way for the integration
of Mass Spectrometry into the clinical environment (which is the theme of the proposed re-
search) for in vivo molecular imaging of tumors, without thesystemic injection of contrast
agents.
Figure 20 gives an idea of the surgical tool that is the final desired outcome of this
overall research. The relative intensities in the vicinityof each peak under analysis for each
of the samples were analyzed and the values scaled to fit the rang 0-255 corresponding to
the color scale and we then use the RGB format to render the coloring in Slicer3, an open-
source visualization tool provided by the NAMIC consortium. Green to red indicates an
increasing relative intensity corresponding to the m/z value. The sites were sized by the true
radius of the samples, scaled to the size of the brain imageryused, and InstaTrak common
figure for accuracy is 2.28 mm, i.e. mean accuracy of the wholesystem (registration and
tracking) which we round to a radius of 2 mm for all sites except site 8, which we visualize
with a radius of 8 mm corresponding to its volume of acquisition. Similar visualization
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of the tumor cell concentration is presented with the 0-255 color scale corresponding to 0-
95% tumor cell concentration as scored by expert neuropathology evaluation of permanent
tissue sections.
A major portion of brain tissue is made up of lipids, and altered levels of lipids in
brain tissue are correlated with several diseases such as Alzheimer’s, neuronal ceroid-
lipfuscinosis and cancer. Especially relevant to this work, altered lipid levels have been
reported in human gliomas [44, 6]. Thus, lipids can act as biomarkers for disease, reflect-
ing the histopathological cell type, state of cellular growth, maturation and differentiation
of a cell. Mass Spectrometry (MS) imaging is an excellent candidate to assist in intra-
operative decision making since the technique yields detailed chemical information about
samples, and the development of an ambient acquisition techique such as Desorption Elec-
troSpray Ionization (DESI) enables the introduction of this tool into the surgical workflow.
The missing link in this integration of MS imaging into the surgical workflow, is the need
for real-time quantitative analysis tools for MS imaging data. In this work, we first address
the question of DESI-MS data classification (into glioma subtypes) as well as identifying
suitable feature selection techniques towards the detection of biomarkers. Figure 4.3 shows
the visualization of sample spectra from the analyzed dataset for all four glioma subtypes.
We then consider the problem of intraoperative tumor boundary etection and motivate the
mathematical framework for this problem along with a discussion of the results obtained.
4.2 Prior Work on Mass Spectrometry Imaging Analysis
Brain tumors are especially challenging to treat due to their location within the complex
and delicate anatomy of the brain and their problematic biological behavior. Primary brain
tumors span a large range of cell types and grades (World Health Organization (WHO)
classification system [81]); moreover within individual tumors there may be considerable
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heterogeneity leading to sampling error. Current diagnosis and treatment rely upon obser-
vations of tissue and cellular characteristics such as prolife ation, cellular and nuclear mor-
phology, vascularization, and limited cytogenetic profiling. Since the appropriate choice
of treatment, as well as estimates of prognosis, rely upon anaccurate diagnosis, current
histopathological approaches need to be augmented by detailed molecular profiles from
each individual’s tumor to maximize treatment efficiency. Also, surgery remains the first
line of treatment for most brain tumors. Moreover, there is acritical tradeoff between the
extent of surgical resection (which affects the prognosis for most brain tumors) and the
preservation of critical cortex and white matter (which directly correlates with brain func-
tion). There has been significant progress in developing imang platforms for visualization
of tumor pathology, critical anatomy, and functional brainreas, which have been used to
guide neurosurgical interventions. However, intra-operative decision-making is still hin-
dered by the lack of information available to the surgeon concer ing tumor margins and
molecular characteristics of the lesion.
In reviewing prior work in the field of the analysis of Mass Spectrometry Imaging, we
find two broad classes of work as aligned with the two distinctstages in MSI analysis -
the first on preprocessing and the second on statistical analysis. Preprocessing of Mass
Spectrometry data includes denoising, normalization, spectral alignment and feature se-
lection for subsequent classification analysis. An excellent comparison between various
feature selection methods such as the student t-test and theP- est as well as an evalua-
tion of dimensionality reduction techniques (such as PCA) as applied to MS data, can be
found in [49]. In [21], the authors use the undecimated discrete wavelet transform to de-
compose mass spectra into noise and signal components, and combine this denoising step
with a baseline correction towards improved peak detection, and apply this to the analysis
of breast cancer data. In [69], the authors put forth a work flow view of MSI processing
and illustrate the value of preprocessing particularly with regard to the benefits associ-
ated with denoising. In the second category of statistical an ysis, existing literature (in
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the subcontext of biomedical research) is primarily targeted at classification between mul-
tiple classes (such as malignant/ benign) or the identification of biomarkers towards the
characterization/understanding of a specific disease [27]. [35] addresses the classification
of MALDI-Imaging data using classical techniques such as PCA and SVMs. [97] com-
pares various statistical methods employed in the classification of ovarian cancer from MS
imagery, including discriminant analysis, k-nearest neighbor classification, SVMs and RF
(Random Forest) and articulates some clear advantages for the RF category of methods. Fi-
nally, in the scope of the proposed research (to be discussedin Chapter 4), we are interested
in meaningfully integrating histopathological and molecular information. While there has
been prior work in integrating histology and Imaging Mass Spectrometry (for instance in
[15]), it is worth noting that most of this work has been focused on the image acquistion
stage, and subsequently on parallel use of the two modalities in a qualitative fashion, and a
quantitative analysis framework linking these two modalities hasn t been identified. This is
a key gap that this work aims to address.
We note that the majority of the existing literature when it uses histological information
for analysis, primarily uses it in classification (for training in a supervised classification
paradigm) or for validation of statistical frameworks. [85, 89, 3] which address classifi-
cation and [27, 51] which address the identification of biomarkers towards the characteri-
zation/understanding of a disease are notable examples under this category. However, the
current work falls under the combined mathematical purviewof classification, feature se-
lection and modeling. We note that prior work in the field of modeling with regard to mass
spectrometry data is focused greatly in modeling mass spectra themselves as a function of
time and/orm/z. For example, [80] puts forth a framework for efficiently pooling mass
spectra by modeling the statistical properties of single-shot spectra in the framework of
linear regression, which yields a maximum-likelihood estimator that is then employed in
pooling at each time interval, and [54] puts forth a regression-based approach for protein
expression profile modeling. Note that while these are very effective modeling approaches,
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their fundamental application lies in the preprocessing ofmass spectrometry data. Our
interest however lies in going beyond acquisition and classification and specifically in Sec-
tion 4.4, we are interested in modeling histopathological information (specifically the tu-
mor cell concentration) as a function of mass spectra towards intraoperative applications
of mass spectrometry such as tumor boundary detection, and to the best of our knowledge,
this is the first work that addresses this specific modeling problem.
4.3 Classification of Tissue Samples and biomarker detection using MSI
The World Health Organization (WHO) recognizes over 125 types of brain tumors based
on histopathological evaluation, and classifies them according to cellular characteristics,
and grades malignancy by proliferation, cellular and nuclear morphology, vascularization,
and certain biomarkers. Gliomas are the most common human primary brain tumors, with
astrocytomas comprising the most common subtype ranging ingrade from WHO grade II
to the most aggressive form, gliobastoma multiforme (gradeIV). The current state of the
art in the diagnosis and grading of gliomas is based on neuropath logical examination of
a biopsy sample and characteristic cytogenetic aberrations [93], along with radiographic
imagery to characterize the tumor anatomy (size, location,etc.), and its relation to the sur-
rounding healthy tissue. However, histopathological evaluation of tissue is of limited use in
surgical intervention since it needs expert evaluation of tissue resected from the tissues of
interest. Hence, during surgery, traditional pathology-based approaches need to be comple-
mented by intraoperative detection of tumors complete withtumor classification and tumor
boundary location. Further, this intraoperative detection is required to not interfere with
the normal surgical workflow.
A major portion of brain tissue is made up of lipids, and altered levels of lipids in
brain tissue are correlated with several diseases such as Alzheimer’s, neuronal ceroid-
lipfuscinosis and cancer. Especially relevant to this work, altered lipid levels have been
56
reported in human gliomas [44, 6]. Thus, lipids can act as biomarkers for disease, reflect-
ing the histopathological cell type, state of cellular growth, maturation and differentiation
of a cell. Mass Spectrometry (MS) imaging is an excellent candidate to assist in intra-
operative decision making since the technique yields detailed chemical information about
samples, and the development of an ambient acquisition techique such as Desorption Elec-
troSpray Ionization (DESI) enables the introduction of this tool into the surgical workflow.
The missing link in this integration of MS imaging into the surgical workflow, is the need
for real-time quantitative analysis tools for MS imaging data. In this work, we specifi-
cally address the questions of DESI-MS data classification (into glioma subtypes) as well
as identifying suitable feature selection techniques towards the detection of biomarkers.
Figure 4.3 shows the visualization of sample spectra from the analyzed dataset for all four
glioma subtypes.
In this work, we apply machine learning techniques towards the classification of the
samples in a glioma data set acquired by DESI-MS imaging, into o e of four subtypes of
gliomas. Further, we move towards biomarker discovery using KS-statistics and the Max-
imum Influence Feature Selection algorithm (MIFS, which wasoriginally proposed for the
analysis of multiclass Comparative Genomic Hybridization(CGH) data in bioinformatics
[55]).
4.3.1 Classification Framework
4.3.1.1 Preprocessing and Feature Selection
We explore two feature selection methods in the scope of thiswork: the Kolmogorov-
Smirnov (KS) statistic-based feature selection, and Maximum Influence based Feaure Se-
lection (MIFS) [55]. The KS test is a nonparametric test of equality for 1-D probability
distributions, and we use it here to estimate adistancebetween the empirical distribution
functions of each set of two samples (each tumor class versusthe others) which allows us to
compare the discrimination potential of the different massto charge (m/z) ratio values, and
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select a subset of thesem/zas features based on p-value. We use the MATLAB Statistics
ToolboxTM for conducting this KS statistic-based feature selection.
The MIFS test is an iterative test to select features that provide the largest incremental
increase in an objective function of discrimination (such as the objective function for the
SVM used for classification). It is performed here as motivated in [55]. Since the MIFS
test is performed offline, we are not concerned with performance issues, and initialize the
feature list for the algorithm by selecting the m/z value that displays greatestdiscrimination
for the various tumor classes as measured using the KS-statistic. As compared to [55],
our implementation differed in that we retrained the SVMs ate ch iteration of MIFS to
assess the change in objective function for each of the remaining features. While this is
computationally expensive, it yielded better results withrespect to overall classification
using the final set of features. Again, since the MIFS algorithm is performed offline, its
computational efficiency does not impact the real-time utility of the overall framework
with respect to integration into a surgical workflow.
4.3.1.2 SVM-based Classification
In this work, we utilize the well-established technique of Support Vector Machines [24] for
classification of the glioma samples. Prior work (such as [89]) has shown that SVMs are
one of the most robust techniques with respect to mass spectromet y imaging data classifi-
cation. Given a set of points in a high-dimensional space such that each point belongs to
one of two classes, an SVM performs classification by estimating as a decision boundary,
the hyperplane maximizing the margin separating the two classes. Thus, the basic SVM is
a tool for binary classification. Since we are dealing with a multiclass classification prob-
lem in this work, there are two approaches available: to partition the overall problem into a
combination of binary classification problems for each of which we can employ a SVM, or
to use the approach of Crammer et al [23] to directly apply a single SVM for the multiclass
problem. In the scope of this paper, we focus on using the firstof these approaches. We use
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a one-versus-all strategy to train multiple SVMs and combine the featurerankingsfrom
the multiple SVMs to obtain an overall feature ranking, which we then use in the feature
selection process. We create four individual SVMs to classify each glioma class versus
all the others, and finally combine the classification outputs of all four SVMs as given in
Equation 28 to obtain the final classification resultsfinal as follows:
sfinal = sas̄bs̄cs̄d + s̄asbs̄cs̄d + s̄as̄bscs̄d + s̄as̄bs̄csd (28)
wheresa, sb, sc andsd denote the outputs from the individual SVMs trained with theon -
versus-all strategy for the four different subtypes (anaplastic astrocytomas, glioblastomas,
oligodendrogliomas and oligoastrocytomas respectively).
4.3.2 Experiments and Results
4.3.2.1 Data
The tissue samples used in this work were obtained from the Neurooncology Program
Biorepository collection at Brigham and Women’s Hospital (BWH), and analyzed under
approved Institutional Review Board (IRB) protocol, with informed written consent ob-
tained by licensed neurosurgeons at BWH. The DESI ion sourcewas a lab-built proto-
type, configured as described in [40]. The data set analyzed comprised 13 subjects - three
each with anaplastic astrocytoma, oligodendroglioma and oligoastrocytoma, and four with
glioblastoma - with multiple spectra from each for a total of398 (profile) spectra. Each of
the samples had entire mass spectrometric images (multiplemass spectra acquired across
the tissue section surface), and each profile spectrum was computed as the sum of the ac-
quisition scans from a complete row. These 398 profile spectra were then put through the
analysis framework described in this work.
4.3.2.2 Experiments and Results
In the first part of this work, we applied SVMs to the classification of the glioma data, with
a view to understanding the impact of preprocessing and featur selection on classification.
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Table 7: Classification performance
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Table 8: Results of feature selection from the KS-statisticand MIFS-based methods (m/z
values): results of the methods are displayed both without and with clustering (centroids
are obtained by clustering the top-ranked 25 features from each method)
Ranking KS statistic-based feature selectionMIFS










We focused on the values from 650-1000 m/z as motivated by thestudy of lipid profiles
in [28]. We employed a one-versus-all strategy to partitionthis multiclass problem into
four separate binary classification problems, and combine the classification results from
the four individual SVMs using Equation 28. We compared the classification performance
of a simple quadratic-kernel-based SVM on the raw data as against the scaled data with
original dimensions, and scaled and dimension-reduced data (using the KS-statistic) with
different thresholds for the p-value and finally with the dimension-reduced data using the
features extracted by the MIFS algorithm. The results of this experiment are reported in
Table 7. 10% of the available data was reserved for evaluation nd the SVMs were trained
on the remaining 90% of the data. The performance metrics report d were averaged over
250 random trials. We observe that feature selection greatly improves the classification
performance, and also reduces classification time from 0.22seconds for the entire mass
range down to 0.01 seconds for classification using a set of 25features. This is a great
benefit from the perspective of integrating DESI-MS into thesurgical workflow since this
approaches real-time operation. Further, we compared the two feature selection methods
by using a target of 25 features, and MIFS and KS statistic-based feature selection were
found to yield comparable results.
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In the second part of this work, we extended the SVM-based classification via the Max-
imum Influence Feature Selection algorithm with a view to extracting biomarkers for the
DESI-MS glioma data set. We compare the features selected byMIFS with the features
selected by the KS statistic-based test. The preliminary results of this experiment are
summarized in Table 8 where we show the top ranked 5 m/z valuesfrom each method. The
table also shows preliminary results of clustering to extract 3 m/z centroids from each set
of peaks. The motivation for this clustering (using k-means) is to extract more meaningful
masses to study since the quantitative techniques are observed to yield m/z values that are
often clustered together on the m/z axis. This approach is currently being explored, but
clustering is found to better highlight mass ranges with agreement between the two feature
selection methods and this motivates future work on combining the two feature selection
methods into one robust technique for biomarker discovery.
Finally, we show in Figure 4.3.2.2, the approach behind performing a molecular ID of
m/z values selected by the MIFS algorithm via tandem mass spectrometry on the selected
m/z. We show this for one selected m/z value of 750.5 (corresponding to the positive mode)
which is one of the selected features.
4.3.3 Concluding remarks on MSI classification and biomarker detection
To conclude, we proposed a complete classification framework for DESI-MS data towards
integrating MS imaging into the surgical workflow. We obtained excellent results in clas-
sification of glioma subtypes using SVMs with preliminary peak(/feature) selection using
the Kolmogorov-Smirnov test. We also demonstrated the potential of the MIFS technique
(originally proposed for CGH data analysis) for the analysis of mass spectrometry imaging,
by obtaining excellent classification results using the extracted features for the SVM-based
classification framework. We found that MIFS and the Kolmogor v-Smirnov test per-
formed comparably well in classification performance, and we propose that SVM-based
classification with an offline feature selection using a combination of these methods is an
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excellent candidate for integration into the surgical workfl w. We also motivated the ap-
plication of the feature selection algorithms towards biomarker discovery and presented
preliminary results on the molecular ID of one selected massvia tandem MS.
In future work, it will be of interest to further analyze the slected m/z values via the
tandem MS technique in order to identify the molecules that tey represent and study their
role as potential biomarkers. It is also a worthy goal to understand the relation of selected
features to prior work such as the lipid profiles identified in[28]. Integration of more
preprocessing techniques such as denoising into the classific tion framework while main-
taining its current real-time performance, and replacing the one-versus-all multiple SVM
strategy with the multiclass SVM implementation of [23] towards a more integrated classi-
fication and biomarker identification framework, are other directions to be pursued in future
work.
4.4 Tumor Boundary Detection
Surgery is the most important, and often the first treatment modality for the majority of
brain tumors. In neurosurgical interventions for brain cancers, the principal challenge is to
maximize the resection of tumor, while minimizing the potential for neurological deficit
by preserving critical tissue. We aim to develop a real-timeanalysis of the tissue us-
ing mass spectrometry in conjunction with radiology for image-guided neurosurgery. A
surgical probe is being integrated with an atmospheric pressure Desorption Electrospray
Ionization (DESI) mass spectrometry source [84, 20] and a neuronavigation system to al-
low Real-Time Stereotactic Mass Spectrometry (RTSMS) analysis of surgical tissue for the
molecular detection of tumor margins. Mass spectrometry isintroduced as a molecular
imaging approach, complementing or bypassing needs for systemic injections of molecular
probes required for standard methods. In this work, we propose a framework where we
use a training set of multiple subjects and build a predictive model to determine tumor cell
concentration from Mass Spectrometry Imaging (MSI), towards detecting tumor margins
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intraoperatively. In the absence of a physical model linking the data (profile spectra) to the
output (the histopathological score), we frame the problemas one of regression using the
Relevance Vector Machine (RVM) techniques of Tipping et al [86]. In Section 4.4.1, we
present the theory behind the proposed framework, specifically the details on the prepro-
cessing of the raw Mass Spectrometry data towards denoisingand feature(/peak) selection,
the details of the RVM-based model for the tumor cell concentration as afunctionof the
spectra and the details of the implementation of the proposed framework, complete with the
libraries and parameters used to obtain the results reported in this paper. In Section 4.4.2,
we discuss the experiments conducted to validate the proposed framework, and present the
results obtained. Finally, in Section 4.4.3, we make concluding remarks and present ideas
for extending this work in the future.
In Figure 4.4, we show the stereotactic sampling sites visualized throughout the tumor
for 1 subject with site markers colored by the absolute intensity values of them/z653.5834
(selected to illustrate the variance of molecular distribution in the sampling sites) and sized
proportional to the true size of the samples acquired for analysis. The numbers 1 to 10 indi-
cate the order of acquisition. Figure 24 shows a sample profile spectrum and corresponding
stained tissue section.
4.4.1 Proposed Framework for Estimation of Tumor Cell Concentration
4.4.1.1 Modeling Tumor Cell Concentration
We formulate the problem of modeling the tumor cell concentration as a function of profile
spectra, in the linear regression framework. We have the following requirements for the
technique to be used - the ability to handle limited number oft aining inputs, the ability to
generalize well and low computational cost. Hence, we propose t use Relevance Vector
Machines (RVM) [86, 9] based regression for this problem, using a Gaussian kernel.
Let x(i,j) denote the profile spectrum of the i-th sampling site from thej-th subject in
our training population, and leth(x) denote the tumor cell concentration of the profile
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spectrum given byx.
In the regression framework,x are the input vectors and the scalar targett can be written
as:
t = h(x) + ǫ (29)






wmφm(x), h = φ(x)w (30)
By the error model assumed, we get:
p(tn|xn) = N(tn|h(xn,w), σ
2) (31)
Sincetn are assumed to be independent, the likelihood of the complete data set can be
written as:
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Using Bayes’ rule, we can write the posterior parameter distibution conditioned on the
data as follows:
p(w|t, α, σ2) =
p(t|w, σ2)p(w|α)
p(t|α, σ2)
= N(µ, Σ) (34)
where
Σ = (A + σ2ΦT Φ)−1 (35)
µ = σ2ΣΦT t (36)
A = diag(α1, α2...αM) (37)
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Formulating the Sparse Bayesian Learning as a Type-II Maximum Likelihood proce-
dure, we write the Marginal Likelihood as:









C = σ−2I + ΦA−1ΦT (40)
By maximizingL(α) with respect toα andσ, we get maximum probable estimates of
the two quantities asαMP andσMP respectively.
We finally obtain the predictive distribution for any new input xnew as:

























Thus, given a new profile spectrumxnew, we will use Equation 43 to predict the tumor
cell concentration.
4.4.1.2 Preprocessing
The high dimensionality of mass spectrometry poses a challenge in the proposed frame-
work. Firstly, since the number of samples typically available for training such a framework
are limited, high dimensionality of input reduces the robustne s of thelearnedmodel. Sec-
ondly, the dimensionality of the input directly affects thecomplexity of the framework. To
66
address these issues, we employ peak selection techniques to s lect the variables to regress
over. We experiment with two techniques: using t-statistics and KS-statistics. We compute
t-statistics (KS-statistics) with respect to the binned tumor cell concentration of the input
samples (as classified by the expert as part of the histopathological evaluation). We then
order the t-statistics (KS-statistics) and select the masses with highest (lowest) values of
t-statistics (KS-statistics) for use in the modeling step i. . these are the peaks at which
the kernels in the model of Equation 30 are centered to begin with. The peak selection is
illustrated in Figure 4.4.1.2.
4.4.1.3 Implementation
In the scope of this work, we implement the proposed framework in MATLAB in conjunc-
tion with C++ code utilizing theDlib open source library [43]. The preprocessing and peak
selection are performed in MATLAB and the RVM-based modeling is carried out using
MEX code that employs theDlib library. We use the sigmoid kernel in the RVM model.
4.4.2 Results
4.4.2.1 Data
The DESI Imaging data used for the experiments in this work was acquired from tis-
sue specimens prepared at the Brigham and Women’s Hospital,and analyzed in the As-
ton Laboratories at Purdue University. A lab-built prototype (configured as described in
[20]) was used for the DESI ion source. The spray solvent usedfor the acquisition was
methanol:water (50:50) with the application of a 5 kV spray voltage, the nitrogen gas pres-
sure was 150 psi and the solvent flow rate was 1.5 L/min. 2D images were recorded con-
sisting of arrays of pixels, with each pixel covering an areaof 200 x 200 m2, and the
samples were then analyzed in negative (m/z150 1000) ion modes. The MS data was
acquired using a LTQ linear ion trap mass spectrometer controlled by the XCalibur 2.0
software (from Thermo Fisher Scientific, San Jose, CA, USA).Spatially accurate images
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were then assembled using the software Biomap (freeware). Finally, for the modeling ex-
periments presented in this paper, five profile spectra corresponding to five different regions
of each specimen were used. In all, 28 tissue samples of gliomas were used leading to 140
mass spectra as input for the modeling process. The glioma saples span different subtypes
(anaplastic astrocytoma, glioblastoma, oligoastrocytoma and oligodendroglioma) and three
tumor grades (WHO grades 2-4). Also, histopathological evauation was performed by a
pathologist on all the samples, yielding assessment of tumor cell concentration per sample,
which was also an input into the modeling process.
4.4.2.2 Experiments and Results
We focus in this study on the mass spectrometry data between (m/z) 650-1000 Daltons,
since we are focused on understanding and using the relationship of the lipid profile to all
characteristics of gliomas (including grades, subtypes and tumor cell concentration). We
perform peak selection using two techniques: t-statisticsand KS-statistics. We bin the
tumor cell concentration into three categories (0 − 35%, 35 − 70% and70 − 100%) and
use these categories to divide the available data into subgro ps over which we compute
the statistics. We then sort the statistics and select the masses with the highest(lowest) t-
statistics (KS-statistics) as peaks to regress over. We conduct experiments to compare the
performance of the two peak selection approaches, as well asthe number of peaks used.
We also explore via our test cases the effect of preliminary normalization on the mass
spectrometry data.
We present our results from the comparison of preprocessingschemes in Table 4.4.2.2.
We compare four schemes against the original data - scaling to lie in the(0, 1) range, scal-
ing by the mean and standard deviation, scaling by the minimum and standard deviation,
and preliminary baseline correction using a moving average. Figure 26 shows a visual
comparison of these preprocessing schemes with the original dat , for three sample spectra
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chosen to represent three different tumor cell concentration levels (5%, 40%, 90%). Ta-
ble 4.4.2.2 shows the corresponding quantitative comparison of these schemes, with the
modeling and prediction errors that were obtained for the respective schemes while using a
sigmoid kernel-based RVM for modeling with 4 peaks selectedusing t-statistics. From ex-
tensive experiments over both peak selection methods and over different numbers of peaks,
we observe that the preprocessing scheme that yields the best performance for this data set
is the one where we scale the data by standard deviation and force the minimum to zero.
Finally, we conducted experiments to ascertain the optimalnumber of peaks to employ
in this framework and these results are presented in Table 4.4.2.2 We compare a wide
range of values for the number of peaks with both peak selection approaches. In looking
at the modeling and prediction errors, we find that for this data set, 4 and 5 are the optimal
number of peaks for the t-statistics-based and KS-statistics- based approaches respectively.
Using a leave-N-out approach, we train the model on80% of the available data set and
test it on the remaining20%. The errors from the respective sets are designated here as
the modeling and prediction errors respectively, with these numbers being estimated as the
average over a 100 independent trials. It is worth noting that while it can be expected
that increasing the number of peaks would increase accuracyin the model by allowing
more degrees of freedom, in our study, we observed diminishig returns when increasing
the number of peaks beyond the optimal described above. We attribute this to the limited
size of the population that we use for training the model, andwe expect that increasing
the number of samples analyzed will lead to higher accuracy (nd allow this for a greater
number of peaks).
4.4.3 Concluding remarks on tumor boundary detection
In this section, we proposed a novel method for intraoperative prediction of tumor cell
concentration from MSI, based on a Relevance Vector Machineapproach to be used in
conjunction with appropriate peak selection methods for dimensionality reduction. The
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Table 9: Comparison of preprocessing schemes: modeling andprediction errors using the
sigmoid kernel for modeling, with t-statistics-based selection of 4 peaks
Preprocessing scheme Modeling Error (%) Prediction Error(%)
NoneOriginal data 25.80 25.72
Scaling (to lie in [0,1]) 24.22 23.95
Scaling (by mean and standard deviation) 25.21 25.31
Scaling (by standard deviation) and minimum zero 13.21 14.59
Baseline correction (by moving average) 22.66 25.48
90mm
Table 10: Quantifying the model performance: comparing different peak selection methods
and the number of peaks used
Peak selection methodNumber of peaks Modeling error (%) Prediction error (%)
T-statistics 50 25.86 25.66
T-statistics 20 25.78 25.82
T-statistics 10 20.40 20.28
T-statistics 6 18.75 18.84
T-statistics 5 17.34 17.71
T-statistics 4 13.21 14.59
T-statistics 3 19.31 21.45
KS-statistics 50 25.74 25.94
KS-statistics 20 14.05 14.72
KS-statistics 10 13.37 14.22
KS-statistics 6 13.38 14.13
KS-statistics 5 13.31 14.02
KS-statistics 4 13.36 14.31
KS-statistics 3 14.07 15.01
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prediction of tumor cell concentration, given a previouslyunseen spectrum acquired by the
DESI-MS modality, was found to be achievable in real-time which makes an excellent case
towards integrating the framework with the surgical workflow.
The framework yields promising results with a reasonably low error of 14% as tested
by a leave-N-out approach to quantifying the prediction capability of the learnedmodel.
These results are especially promising given the limited size of the population we regress
over in training the RVM. This also motivates our first goal for uture work on this front,
which is to increase the robustness of the modeling results and identify more suitable peaks
by including a larger population of mass spectra into the analysis. We will also explore al-
ternate peak selection and preprocessing techniques. We will especially pursue approaches
to increase the model accuracy and its prediction capability y reducing inter-subject, inter-
subtype and inter-grade variance. We aim to develop appropriate techniques for normal-
ization of mass spectra towards this goal. Finally, we will address the issues of tumor
density (as different from tumor cell concentration which is used in this work) and spatial
interpolation, towards enabling the intraoperative use ofthe proposed framework for tumor
boundary location.
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(a) (a) (b) (b)
(c) (c) (d) (d)
Figure 20: Visualization in Slicer3 of MS image data with resp ct to peaks selected by T-
statistics (a,b,c for 768.3, 838.3 and 889.2 Dalton respectively) and tumor cell concentration
(d), superimposed on the stereotactic sampling sites from the original tumor
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Figure 21: Visualization of sample mass spectra from the four glioma subtypes in the
analysed dataset: anaplastic astrocytoma (blue), glioblastoma (green), oligodendroglioma
(maroon) and oligoastrocytoma (cyan). The m/z range of 650-10 0 is displayed.
Figure 22: Tandem mass spectrum of m/z 750.5, assigned as thepositively charged sodium
adduct of GalCer(d18:1/18:0). Neutral loss (NL) of 162, forming m/z 588.4, and NL of
180, forming m/z 570.3, are both highly characteristic patterns in the first-generation prod-
uct ion spectra for precursor ions of galactoceramides. A characteristic NL 18, correspond-
ing to the loss of water is also observed. The fragment peak m/z 484.3 corresponds to the
sodiated C18 sphingosine long-chain base, and represents asignificant mass fragment ion
for galactoceramides ([28]).
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Figure 23: Visualization of stereotactic sampling sites ontumor surface for 1 subject
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Figure 24: Sample tissue section stained with hematoxylin and eosin (H&E)s (left) and
corresponding Profile Spectra (right): each row corresponds to one tumor cell concentration
of 90%, 50%, 30% and 0-5% (top to bottom)
75
Figure 25: Flowchart for peak selection
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Figure 26: Visual comparison of preprocessing schemes: sample spectra with tumor cell
concentrations of 5%(red), 40%(green) and 95% (blue)







































(b) Scaling to lie in(0, 1)














(c) Scaling by mean and standard deviation















(d) Scaling by standard deviation, with0 mini-
mum























This thesis addresses the three research areas of the segmentation of neural fiber bundles
and blood vessels, schizophrenia detection and finally the analysis of mass spectrometry
imaging towards enabling its use as a medical imaging modality. While the work in this
thesis puts forth new mathematical methods in each of these ar as, they each hold further
open research problems of great interest and practical applic tion in the field of medical
imaging.
The segmentation of neural fiber bundles and blood vessels are fields that have spurred
a tremendous amount of research, but open issues abound withregard to the usability of the
segmentation frameworks towards specific end-applications such as group studies in dis-
orders such as schizophrenia and Alzheimer’s disease, as well as quantification in cardiac
disorders such as in plaque detection and evaluation.
Schizophrenia detection is a field that is still largely based on qualitative evaluation and
hence still prone to misdiagnosis. Therefore, it is of vitalimportance to develop quantitative
methods for robust schizophrenia detection. Due to the complexity of the disorder and the
gaps in the understanding of the same from both anatomical and functional perspectives, it
is important to both develop methods that aid in the detection of the disorder and methods
that aid clinicians in expanding their understanding of thedisorder. Methods that serve to
understand white matter structures in a focused and individual manner (such as the frame-
work of Chapter 3) are a useful contribution in the latter direction. It is of further interest
to use different such frameworks in conjunction and understand their relative capabilities
towards interpreting the results ordiagnosis from the different frameworks appropriately.
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For example, while the proposed framework yields no classificat on between normal con-
trol and schizophrenic brains (with regard to the Cingulum Bundle) on the larger extended
population, it does allow a comparison of the spatial variation in features between these
classes. Coupled with the observation that the tubular surface segmentation framework ex-
tracts the tubular structure passing through the high FA voxels, the proposed framework
can be used with alternate tractography algorithms to extract entire lengths of white matter
bundles and subsequently capture a greater cross-section to allow voxels with lower FA
(and hence lower directivity), which can be expected to yield better classification (and with
greater generalization). Also, as mentioned earlier, the sudy of other white matter bun-
dles (using the proposed and competing frameworks) is another area with great potential
remaining to be studied.
Finally, mass spectrometry imaging analysis is a relatively n w entrant in the field of
medical imaging, and specifically the surgical use of the modality targeted by the work
in this thesis is a very novel end-application of this modality. Coupled with the access
to new enabling techniques such as DESI, the mathematical techniques proposed here for
classification, biomarker detection and tumor boundary locati n are of vital significance.
There are still open issues though with regard to the actual use of mass spectrometry in the
surgical workflow and a great number of these stem from two fronts. The first is the paucity
of mass spectrometry data to train quantitative frameworksn, and the associated impact of
the specific natures and volume of data that certain mathematical techniques require, such
as the need for the RVM-based regression framework to be trained on a population that is
not only larger overall but also includes several samples from each subject, and contains
ground truth (or expert markings) for tumor boundaries for enough of these subjects that
the results can be quantitatively verified. The second set ofissues stems from the lack
of understanding around the nature of mass spectrometry data from a signal processing
perspective. Greater understanding of the role of the subject (individual anatomy), the
tumor type, the tumor grade, tumor cell density and so on willenable more accurate and
79
physiologically-motivated filtering and preprocessing techniques for MSI analysis which




DERIVATION OF TUBULAR SURFACE EVOLUTION
A.1 Derivation of Tubular Surface Evolution
In this section, we provide the detailed derivation of the evolutions equations for the pro-
posed Tubular Surface model.
A.1.1 Sobolev Gradient in terms of theL2 Gradient
We begin by expressing the Sobolev gradient as a function of the s andardL2 gradient,
which can be using standard variational calculus. LetΓ : [0, 1] → Rd (d = 3 or d = 4)
define a space curve such thatΓ(0) = Γ0 andΓ(1) = Γ1 whereΓ0, Γ1 ∈ Rd are the fixed
endpoints ofΓ. Let E be an energy defined onΓ, and letg = ∇SobE, f = ∇L2E denote
the Sobolev andL2 gradients ofE, respectively.
By the definition of the inner products (4) and (5),g andf are related as follows:
−L2gss = f, g(0) = g(L) = 0 (44)
wheres represents the arclength parameter ofΓ, L is the length ofΓ, and the boundary
condition corresponds to endpoints that are to be fixed during evolution. Equation 44 can
be solved forg by integrating yielding:




























f(ŝ)(L − ŝ) dŝ. (47)
The expressions (46) and (45) above yield a linear complexity (in the number of sample
points ofΓ) computational algorithm for computingg in terms off .
Since the transformation mappingf to g is a bounded linear operator, it can be ex-




K(s, ŝ)f(ŝ) dŝ =: K(f)(s), (48)
wheres, ŝ are arclength parameters ofΓ, K : [0, L]2 → R is a symmetric kernel, and by
abuse of notation, we also writeg = K(f) to denote the linear operator defined above. By




∂sK(s, ŝ)f(ŝ) dŝ =: (∂sK)(f)(s). (49)
The expressions (48) and (49) are for simplicity of notationand ease of mathematical ma-
nipulation in the subsequent computations. However, for numerical implementation the
expressions (48) and (49) are computed using the expressions (46) and (45), as doing so
results in lower computational complexity.
A.1.2 Sobolev Gradient of Tubular Energy
We begin by computing theL2 gradient of the tubular energy (3). Letc̃ : [0, 1] → R4 and
c̃ = (c, r) wherec : [0, 1] → R3 is immersed andr : [0, 1] → R+. Denote bys in this
subsection, the arclength parameter ofc, by s̃ the arclength parameter ofc̃, and byu ∈ [0, 1]









whereΨ is a function ofp = (x, r) ∈ R4 andv ∈ S2, s̃ is arclength parameter of the curve






































whereΨ̂v = (Ψv, 0)T . Therefore,
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The Sobolev gradient is then computed using (48) and (50) yielding:
∇SobE = K(∇L2E)
= L · K(Ψp) + L · ∂ŝK(Ψ̂v
√
1 + (rs̃/|cs̃|)2 + Ψc̃s̃) (51)
where the expressions for the operatorsK() and∂ŝK() are given in (48) and (49), and they
can be computed using formulas (46), (45), and (47).
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APPENDIX B
FINSLER LEVELSETS FOR IMAGE SEGMENTATION IN
ORIENTED DOMAINS
B.1 Motivation
This work was motivated by the problem of segmenting structures from imagery in oriented
domains. Diffusion-Weighted Magnetic Resonance Imaging (DW-MRI or DWI) is a natu-
ral application scenario for this framework, but we also formulate the problem of textural
segmentation as one of segmentation in an oriented domain (by extracting features that cre-
ate an oriented domain) and subsequently demonstrate the use of the proposed framework
for these two application scenarios.
For image data in oriented domains, the boundaries of objects of interest extremize
energy functionals that depend not only on position but alsoon direction. This is the
fundamental motivation behind the Finsler active contour framework since it attempts to
extremize an energy of exactly this form. Prior work has implemented the dynamic pro-
gramming based approach to this framework [61]. The work here presents the first level
set implementation of this framework in arbitrary dimension and the results obtained with
this implementation for 2D and 3D images. This implementation has the natural advan-
tages of being able to handle topological changes, and beingable to trivially extend our
implementation to arbitrary dimension.
B.2 Theory and math
Let Ψ(p, d) denote the energy that we desire to minimize as a function of the position ’p’
and the direction ’d’ . The expression for the evolution of the hypersurface is obtained as,
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Σt = −∇pΨ.N + Tr(∇ddΨ) + Ψ.T r(dN)N, (52)
whereΣ denotes the hypersurface,Ψ is the local cost,N denotes the unit normal to the
hypersurface andN is the shape operator. The detailed derivation of this expression can
be found in [61].
Denoting the surface of interest as the zero level set of a signed distance function, we
obtain the expression for the evolution of the level set functio as,
ut = ∇pΨ.∇u + Tr(∇ddΨ) + Ψ.T r(dN)||u||, (53)
whereu is the level set function.
B.3 Level Set Implementation
The level set formulation implicitly represents the surface of interest as the zero level set
of an appropriately dened level set function. This work usesth signed distance function
because of its desirable properties with regards to the computation of geometrical quantities
of interest in surface evolution. This choice simplies the computation of the Shape operator,
dN , and a basis for the tangent space (which is equivalent to the surface derivatives with
respect to the arc length parameters).
B.3.1 Shape operator
Let u denote the signed distance function (SDF). Then, the normal can be obtained from





Since the shape operator is the derivative of the normal to the surface with respect to















(1 − N.N t)Hu (56)
where Hu is the pointwise hessian of the levelset function u.
B.3.2 Computation of surface derivatives
It can be seen that that with arc length parameterization andthe fact that the surface deriva-
tives required in the numeric implementation occur under a trace operator (which is invari-
ant under a change of basis of the matrix argument or a change of order of argu- ments), we
can replace the matrix containing surface derivatives by anarbitrary choice of basis for the
tangent space at the point. This basis is trivial to determine if the unit normal to the surface
is known. Since for an SDF, the normal can be obtained from thegradient, we can simply
express the matrix with the tangent space basis as,
dΣ = (1 − N.N t) (57)
wheredΣ denotes the surface derivatives used in the evolution, andN denotes the unit
normal to the surfaceΣ. It can be shown that the eigenvectors of this matrix are in fact
the normal itself - corre- sponding to zero eigenvalue - and the (n-1) tangent directions
corresponding to eigenvalue 1 which represent surface derivatives. The sparse eld approach
of [94] was chosen to implement the level set formulation of the Finsler active contour
framework, in order to achieve fast computations given the large sizes of the directional
datasets being used.
B.3.3 Cost functions
The fundamental motivation to all the cost functions explored in this work is to nd edges
in the directionality of the underlying data. Hence all the cost functions discussed here
yield segmentations that are primarily edge-based in nature. A crucial feature of the avail-
able data is that the object of interest does not homogeneously display a single direction.
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Diffusion profile inside Diffusion profile outside
Original data
Tensor model approximation
Table 11: Diffusion profiles in the synthetic image. Resultsof comparison in Figure 27
There are intermediate areas where (using DW-MRI terminology), the diffusion is possibly
isotropic and sometimes zero. Thus, it is important to suitably compute gradients in these
images to better capture the directionality inside (and outside) the evolving surface. The
cost functions are formulated in such a way that the costs ranges from 0 to 1, and so that
the energy is minimized on the surface of interest. The convergence condition was fairly
simple with the algorithm stopping when the average cost on the surface fell below 0.1 and
stayed there beyond a certain number of iterations.
B.4 Results
The framework was tested via three sets of experiments. The rst aimed to compare it
with the Riemannian approach on a tensor t of the data. The second experiment applied
the framework to the segmentation of a texture image and the third applied it towards






Figure 27: Results on synthetic data comparing Finsler-based framework to Riemannian
approach using tensors. (a) shows the initial level set. (b)shows the result obtained using
the Finsler level set framework, and (c) shows the result of applying Riemannian level sets
on a tensor fit to the data. (Diffusion profiles are provided inTable 11).
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B.4.1 Synthetic data
One of the advantages of the Finsler active contour framework is the fact that the data is not
forced to t a tensor model. This allows greater accuracy in capturing features of interest.
This is demonstrated via a comparison between the proposed framework and a Riemannian
approach applied to a tensor approximation of the same data set (Figure 27). A synthetic
data set was constructed with different diffusion proles within and outside the object of
interest which is a simple circle. It is an extreme example since the diffusion proles within
and outside the circle look identical when t to a tensor model(Table 11). This experiment
though simplied, clearly illustrates the advantage of our framework.
B.4.2 Texture segmentation
For textural segmentation, the transformation of the availble data into an oriented domain
is crucial to the effectiveness of the proposed segmentatiolgorithm. This transformation
is dependent upon the nature of the image that we desire to segment. In the images used in
this work, it is of interest to separate the directionality of the gradients of the image inside
and outside the object. Hence, the transformation that we employ to construct the feature
data for this application is to compute the directional gradients of the given image. The
gradients are comparable to the diffusion prole for DW-MRI imagery and the directions in
which these gradients are computed are analogous to the sampling directions. Figure 28
illustrates this. Figure 29 shows a comparison of the methodwith the intensity edge-based
approach, and clearly demonstrates the advantage we gain bydding directionality into the
segmentation problem via the transformation into an oriented domain. It is observed that
with a purely intensity edge-based approach, for this image, th segmentation process is





Figure 28: Result on texture image. (a) shows the initial levelset and (b) shows the





Figure 29: Comparison between (a) intensity edge-based appro ch and (b) directional edge-
based (proposed) approach for same initial level set.
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Figure 30: Result on DW-MRI data. The structures in yellow and magenta indicate the CB
surface identified in the right and left hemisphere of the brain volume.
B.4.3 CB Segmentation from DWI data
The object of interest in the available DW-MRI imagery is thecingulum bundle. We can
deduce the equivalence between such a dataset and the image on which the textural seg-
mentation has been demonstrated. The stripes in the textural image are analogous to the
bers within the cingulum bundle that we desire to encapsulate within a single surface. The
same cost function was in fact applied to both these data setswith no difference other than
the dimension of the data itself. The initial level set for this application was arrived at by
creating the surface of smallest volume that fully containsthe anchor tract that is obtained
out of the Finsler tractography module discussed in [61]. InDW-MRI data, the task of seg-
menting the cingulum bundle is equivalent to nd disjoint bers in the available brain volume
that are similarly aligned. In the absence of ground truth for the cingulum bundle in the
available data, we use the availability of simple eigenvalue analysis based approximations
to the cingulum bundle along with visual verication to validte the performance of the al-
gorithm on the DW-MRI data. Based on these, the CB extracted is found to be satisfactory
as shown in Figure 30.
92
B.5 Concluding remarks
The proposed framework gives us a method to automatically segment the cingulum bundle
from the DW-MRI volume and the results were validated by comparison with eigen value
based thresholding and visual inspection. Also, the textursegmentation examples shown
in here were chosen because of their similarity to DW-MRI data in the sense of separating
directionality inside and outside the object, and to demonstrate the advantage of adding
directionality to the image segmentation framework.
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