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Abstract 
Our aim is to suggest ways of improving time-domain modelling, for the purpose of more effective forecasting, by 
better interpretation of the sample autocorrelations and partial autocorrelations obtained from raw time-series data. For 
this objective, we assume no specialist knowledge, as we start by surveying all those standard ideas of univariate analysis 
which are needed for the subsequent development of our thesis. 
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0. Introduction 
This paper divides into two halves: Part 1, Sections 1-7, which is mostly orthodox religion; and 
Part 2, Sections 8-14, where the seeds of heresy sown in Part 1 are allowed to take root and flourish. 
Part 1 is intended for the novice to time-series analysis and takes them through all the theory that 
is relevant for an appreciation and understanding of Part 2, assuming some background in statistics. 
Part 2 breaks new ground and is primarily aimed at experts. It is intended to stimulate discussion 
in the time domain to which this paper is restricted. 
Part 1. Orthodox time-domain analysis 
1. What are time series? 
A time series of length n is an ordered sequence of II observations recorded at equispaced instants 
and denoted by ~1, ~2, . . . , zn, say. Such a series can be considered as a realisation of a segment, 
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Fig. 1. Gallup Poll monthly estimates of electoral percentage who will vote Conservative, January 1966 to December 
1973 (96 values). 
{Z,: t = 1, . . . . n>, of a stochastic process, {Z,: t = , . . . , 1, . . . , n, . . . }; where, as usual (in statistics), 
we distinguish between the population and sample values by, respectively, upper- and lower-case 
letters. 
As an example, consider the Gallup Poll data displayed in Fig. 1. (The data are represented by 
the blobs; the line segments, joining them, are just to help guide the eye along the series.) Very 
roughly, the data can be described as first moving upwards (19661968) and then down again 
(1969-1973); although, evidently, one could argue about this. For instance, perhaps 1968 and part 
of 1969 can be interpreted as a flattening out after the initial upward trend; and then the sharp slope 
down might be thought to become slightly shallower from late 1971 to early 1973. However, there 
are no obvious (annual) seasonal patterns displayed by the data, which is not surprising given what 
they represent. In an economy like that of the UK, data on political feelings are not likely to show 
marked seasonal effects. 
The fundamental property of time series is that, unlike most areas of statistics where we go to 
great lengths to ensure observations are independent, time-series data are generally not indepen- 
dent. Indeed, it is the intradependencies within a series which we regard as interesting and 
illuminating. 
Let us look at another example, the monthly UK index shown in Fig. 2. Here we note a general 
linear incline up, although the eagle-eyed might detect the hint of increasing slope as we move from 
left to right suggesting a mildly “exponential” (or explosive) development in the series. However, 
now we have some rather more meaningful localised structure. For instance, look at the “low” in 
January 1974. This reflects other lows in Januaries ‘73, ‘71, ‘69 and (perhaps) ‘68; and near lows in 
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Fig. 2. Monthly index of production for spirits. Seasonally unadjusted, 1970 = 100, January 1968 to June 1974 (78 
values). 
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Fig. 3. Box-Jenkins forecasts made from the base of June 1974. 
‘72 and ‘70. Similarly, the “high” in December 1973 follows other December highs in ‘72, ‘71, ‘70 
and ‘69; and a near high in ‘68. 
So, looking at historic data, we can detect how recent values are (to some extent) related to 
earlier ones. Then, assuming this “memory” property will continue (at least in part) into the future, 
we are able to make tentative forecasts. 
Let us see how this works out for the “Spirit’s Index”. Figs. 3-5 show results obtained using the 
now well-established orthodox Box-Jenkins methodology [14], implemented on most major 
statistical software packages. 
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Fig. 4. Comparison of the forecasts made with the actual Fig. 5. Updated Box-Jenkins forecasts incorporating the 
values which have since been observed. more recent information. 
Fig. 3 repeats the last 18 months of the original data which it then extrapolates for a further 24 
months into the future. These, of course, are point forecasts for future values of the Spirit’s series 
and so are accompanied by upper and lower 95% confidence bounds (which naturally tend to 
become wider as the lead into the unknown future increases). 
However, these forecast results are based on the assumption that conditions do not change; and, 
for such a long final lead of two years into the future, it is wise to check on this assumption 
periodically. 
Fig. 4 compares the next 12 actual values that were observed, for July 1974 to June 1975, with the 
forecasts for those months - and we note that the actuals have drifted away from the forecasts. This 
drift is reflected in the modified plot of updated forecasts, made with the addition of the more recent 
data that had come available and shown in Fig. 5. Comparing Figs. 5 and 3, we see that the updated 
forecasts are in fact getting very close to the lower bounds of the original forecasts. 
In general, as with the Spirit’s Index, there will be associations between 
observations. For instance, a high value of the Dow Jones Index one 
followed by another high the next day. Unemployment for this month will 
month and also to what it was 12 months ago - and so on. 
certain earlier and later 
day will be expectedly 
be related to that of last 
2. How are the intra-associations measured? 
Recall that the association between random variables X and Y is measured by their prod- 
uct-moment correlation coefficient: 
E{W - ECXI)(Y - mw 
p = JE{(X - E[X])2)E{(Y - E[Y]y}' 
Then the intra-associations for {Z,} will be measured by analogous product-moment “autocorrela- 
tions”. 
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Thus, the association between adjacent values of {Z,}, such as 2, and 2, _ 1, is measured by the 
first autocorrelation, pl. That between values, separated by a single observation, like 2, and 2, _ 2, 
by the second autocorrelation, p2. And so on. [For these measures to be illuminating in practice, 
we need to assume that certain aspects of the probabilistic structure of the underlying stochastic (or 
“time”) process are close to being time-invariant over its length of observation.] 
The association between values separated by a general k - 1 observations, e.g., 2, and Zt_k, is 
then given by the kth (or “lag-k”) autocorrelation, Pk, with general product-moment definition: 
E{(Zt - Ei%])(Zt-k -E[&-1‘1)) 
Pk =JE{(Z, - E[z,])2}E{(zt-k - E[&-k])2} = 
EC& - dtzc-k - P)] 
EC& - Id21 ’ 
where p = E [Z,] and we are assuming “weak” stationarity, i.e., all first and second moments of 
{Z,> are time-invariant. (Specifically: the process mean E[Z,], and the process variance, 
E [(Z, - p)‘], and the process autocovariance at any positive lag k, E [(Z, - p) (Ztpk - ,u)], are all 
independent of t.) 
Analogously, the sampled autocorrelations (or, as we prefer to call them, the serial correlations) 
for a series realisation, {zl, . . . , z,}, are defined by 
rk = c:=,+,tzt - z)(zt-k - z, 
c:= 1 (zt - q2 (0 < k < n), 
where Z = (zr + ... + z,)/n is the mean of the observed series. (1) may be rewritten as 
rk = : (0 < k < !I), 
(1) 
with ck a measure of the kth sampled autocovariance and co a measure of the sampled variance). An 
expedient definition is 
ck=~~=~+k(z,-i)(r,-k-i) (O<k<n). (3) 
To see what such serial correlations look like, refer to Fig. 6, which shows those obtained from 
the Gallup Poll data of Fig. 1. Standard practice recommends that one computes the serials for 
about the first-quarter of the possible lags, i.e., for y = 24 lags in this example, but (and here our 
deviancy begins to show) we like to go further. 
The serial correlations of Fig. 6 display the striking feature of a run of declining positive values 
followed by a run of negative values; although, if we had cut off the computations at the more 
orthodox k = 24, the negative run would not have been very evident. 
Such a pattern for observed serials is so common that it seems surprising that virtually no-one 
has thought to comment on it, let alone try to interpret what is happening. One reason for this 
reticence may be that, although common, the pattern is not observed much due to the custom of 
routinely cutting off the serials at lag n/4. (Typically, the “cross-over” from positive to negative 
occurs around lag n/3.) 
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Fig. 6. Serial correlations for Gallup Poll data. 
3. Unemployment and the AR(l) process 
Let us start by considering just thoroughly stable or “stationary” series realisations that proceed 
in a horizontal direction with no evident changes in variability or other statistical characteristics, 
and which may be assumed to have normally distributed values. For convenience we work with 
deviations around the mean, i.e., with 2, - p = gt, say (where, evidently, E [z,] = 0). 
A simple linear time process model is then given by 
2,=$2,-1 +A,, (4) 
with real C$ satisfying 
141-C I 
and the “shocks” 
(5) 
A, N IN(0, c$. (6) 
This model is called the tutoregressive process of order 1, abbreviated to AR(lJ The name arises 
from the fact that each 2, can be considered as regressed on its predecessor, Z,_ 1. 
For instance, a very simple (and naive) model for unemployment could be that “this month’s 
unemployment is a proportion of last month’s unemployment plus the freshly unemployed”. 
Mathematically this is then described by a model (4), with 0 < 4 < 1 - which satisfies (5). 
Model (4) generalises to 
2, = $&-, + && + a.. + c@,-, + A, (74 
subject to a condition on the set of &parameters analogous to (5) and the same (6),’ which is the 
general pth order autoregressive process or AR(p) model. 
‘As indeed will be assumed for all future models cited in this paper. 
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In particular, we have certain other special cases of (7a). For instance, putting 4r = 
& = ..* =4,-r = 0, and writing p = T and $p = @, we have the purely seasonal first-order 
autoregressive process of period T 
5!f=@Zt_T+Ar, [@l<l, (7b) 
which is denoted by AR,(l); or, allowing 4r # 0 (= 4, say), we obtain (for T = 12) the slightly more 
realistic unemployment model 
2, = Q-1 + @Z,-12 + At, I@(, )@I < 1, (7c) 
where this month’s unemployed relates to last month’s, and also to what it was 12 months 
previously (and so incorporates a “seasonal” effect). 
Actually, with more thought, since 2,_ 1 and 2,_ i2 both relate to 2,_ i3 through proportions of 
@ and 4, respectively, we see that (7~) implicitly double counts a contribution of 4@&_ r3. So, 
a better (simplistic) model would be 
& = &z-r + @2,_r2 - M%13 + At, 141, I@1 < 1. (74 
The rather slick simple unemployment model (4) is usually (but erroneously) written in uncen- 
tered form: 
2,=4z,-, +A,. 
This appears sensible, as Z, is then the unemployment level at time t and $Z,_ 1 is the proportion of 
the level carried over from time t - 1. However, note that the A, is meant to represent the freshly 
unemployed which cannot be negative. So E [AJ # 0 which contradicts (6). But, if we rewrite (4) as 
z,=+z,-, +(1-4)p++At=@-r +B,, 
say, where 4 < 1 and B, N IN [(l - +),u, o:], we have a model that indeed fits the situation. 
However, a little thought shows that we are in conceptual difficulty with models (7~) and (7d). 
Perhaps there is high summer and low winter unemployment, say. Then we cannot have stationary 
behaviour because E[Z,] is no longer time-invariant. 
Rewrite (7d) as 
z, = bZ,- 1 + @Z,- 12 - qmz,- 13 + c,, 
where 
Here, as we have a seasonal model, pLr actually denotes pt (mod 12) So this model will have shocks, .
(C,}, with seasonally varying mean values, pF(,,,,d i2) say. 
There is also the difficulty that the Z, cannot take negative values - although, if (as is usual) the 
level of unemployment is high compared to its standard error, this does not represent a practical 
concern. 
The process {A,}, given by (6), is referred to as white noise. Strictly, it is just one example of white 
noise which is particularly convenient for theoretical development. 
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4. Other simple models 
Next we have the moving-average model of order 1, or MA(l), 
2, = A, + &4,-i; 
which generalises to 
2, = A, + f&&i + &4t-2 + **. + eqAf-q, 
the MA(q) model. 
Again, a particular case would be the purely seasonal MA,(l), 
2, = A, + @A,-,; 
and, in all these moving-average models, there are restraints on the thetas analogous to those on 
the phi’s for the autoregressive processes. 
A mixture of the AR and MA models is possible, namely 
2, = &2,-i + *.* + C#$z,_, + A, + &A,-i + *.* + eq4A1-4’ (8) 
the mixed autoregressive moving-average model of order p and q, or ARMA@, q), This has 
a simplest proper case of 
Z=&-,+4,+84,-i, 1+1,181<1, (9) 
the ARMA (1, 1); and a purely seasonal ARMA*(l, 1) model could be written as 
2, = &z,_T + A, + O&r., I@[, 10) < 1. (10) 
It is convenient to introduce the backshift operator, B, with the property that, for any f(t) - in 
particular, A, or 2, - and any t and s, B”f(t) s f(t - s). 
Then we can write, for instance, 
AR(l) (1 - @@t = -4, Ml < 1, (11) 
MA(l) zt = (1 + &?)A,, 101 < 1, (12) 
ARMA(l,l) (1 - @)2, = (1 + BB)A,, l~l,lOl < 1, (13) 
and so on, where the B-operator can be safely manipulated by all the normal rules of elementary 
algebra. 
To see how (11) arises, rewrite (4) as z”, = c$B~‘, + A,. Then 2, - c#JB~‘, = A,, which reduces to 
(I I). 
For the general ARMA@, q) model, the manipulation goes through as follows: from (8), 
2, = (#,B + _. + C#QJW)Z~ + (1 + 8i~ + ... + e,h+i,. 
That is 
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or, more briefly, 
(14) 
We can now formally state the conditions on the autoregressive phi’s mentioned earlier. For 
stationarity (necessary to ensure that, over the longer term, the series proceeds in a “horizontal” 
manner, i.e., without “wandering” up or down or “exploding” off to plus or minus infinity), if we 
replace B in (14) by the complex variable, c, then we require ~$r, . . . , 4p to be such that all the zeros 
of 4,(B) (i.e. roots of 4,(B) = 0) lie outside the unit circle. And a similar (invertibility) condition is 
generally stipulated for the thetas. 
Apart from yielding conciser descriptions, this backshift notation is convenient for manipula- 
tions. For instance, we can use it to show that an MA(l) is equivalent to a particular AR(co). From 
(12), (1 + BB)-‘T’, = A,; and, since 101 < 1, this yields 
(1 - BB + f?2B2 - . ..)2. = A,. 
so 
which gives 
2, = eZ,_, - e22,_, + ..- + A,, 
an AR(co) representation with autoregressive parameters that decay. And, similarly, we can show 
that any MA(q) or ARMA(p, 4) follows an equivalent AR(a), with decaying parameters; or any 
AR(p) or ARMA(p, 4) follows an equivalent MA(co), again with decreasing parameters. 
5. Corresponding autocorrelations 
Evidently, from the definition of Pk as a product-moment correlation, p. E 1 and Pk = P-k, so it 
is only necessary to consider k > 0. 
For an AR(l), it is straightforward to show that 
pk = 6”; 
whilst, for an MA(l), we get 
(15) 
8 
P1 = 1 + (32’ 
Pk = 0, k > 2 
and similarly, but more complicatedly, for other models. 
So, for an AR(l), {Pk} follows a geometric decay (with or without alternating sign, dependent on 
the value of 4). While {&} for an MA(l) “cuts off” at lag k = 1. 
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Fig. 7. Simulated series realisations of length 80 from two AR(l) processes: (a) 2, = O.82,_1 + A,; and 
(b) 2, = -O.82,_1 + A,. [With A, N IN(0, l), in both cases.] 
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Fig. 8. Theoretical autocorrelations for AR(l) processes, 2, = ~$g,_ 1 + A,, with (a) 4 = 0.8 and (b) 4 = -0.8. 
In general, we have the following: for any MA(q), {pk} cuts off at lag 4 - as can be readily verified. 
This has implications for AR and ARMA models, which (as we saw at the end of the last section) 
are equivalent to MA(co) processes with decaying parameters. Thus, for AR and ARMA processes 
we would expect {pk) to “die out” eventually, which is in fact what happens. 
Fig. 7 shows two simulated series realisations, one from each of the AR(l) models 2, = 
+ 0.8 2, _ 1 + A,. Analogous to the use of z,, we replace the series values, .zI, by Zt = z, - 2. [Also, 
look at the definitions (1) and (2) for rk and ck.] As we see, the plot when 4 = 0.8 is “relatively” 
smooth, whereas that for C#J = -0.8 “oscillates” violently. 
For the two processes which gave rise to the simulated series of Fig. 7, the first twenty 
(theoretical) autocorrelations are shown in Fig. 8. They display the characteristic geometric decays, 
without and with alternating sign. 
Fig. 9 shows the corresponding (theoretical) autocorrelation patterns for some particular MA(l) 
and MA(2) models. 
For a (purely) seasonal process, the autocorrelations are directly analogous to those for the 
corresponding nonseasonal model. Thus, for the AR(l) model, pk = 4”; whilst, for the ARlz (1) 
process, p12k = c$~, with all other intermediate p’s zero. So, for @ = 0.8, we get Fig. 10. 
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Fig. 9. Theoretical autocorrelations (displaying cut-off) for four low-order moving-average processes: (a) 2, = 
A, + 0.8A,_,, (b) & = A, -0.8A,-I, (c) 2, = A, + AteI + 0.6A,-*, and (d) 2, = A, - A,-1 + 0.6A,_*. 
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Fig. 10. Theoretical autocorrelations for purely seasonal AR,*(l) model, 2, = 0.8 z,_ 12 + A,. 
6. Identification and the modelling cycle 
The orthodox view to identifying a plausible underlying process model for an observed time 
series is to assume that the serial correlations, {Q), will mimic the appropriate {pk) - at least 
to some extent. Thus if, apart from what could be reasonably taken as sampling error, {Q} appears 
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Fig. 11. Comparison between the theoretical pro_cess autocorrelations and partial autocorrelations, {m} and {q}, 
respectively, for the ARMA(l, 1) model, (1 - O.SS)Z, = (1 + OSB)A,, and the sampled serials and partials, {rk) and {pk}, 
for a series realisation of length 80 simulated from the same process. 
to cut off at lag 4, then this would indicate an MA(q) model as a (tentatively) appropriate 
choice. 
However, the {Q) often do not provide an adequate means of distinguishing between general AR 
and ARMA models, whose theoretical pk-patterns are not always immediately distinguishable. 
Orthodox identification thus looks for a second basic tool, to complement inspection of the {rk}. 
A nonlinear transformation of {pk) yields the theoretical pa_rtial a$ocorrelations, {Q}. These 
can be considered as the conditional autocorrelations between 2, and ZtWk, given all the intermedi- 
ate&(namelyLZ,-r,..., g,-,+ r). This then implies that each 7tk can be interpreted as the & of that 
AR(k) model which comes closest to representing the process. 
Thus, for an AR(p) process, (zk) cuts off at lag p. As opposed to MA and ARMA models which 
have {zk} that eventually die out. (This is because, as we saw in Section 4, they have equivalent 
AR(co) representations with parameters which decay away.) 
So, the sampled partial autocorrelations, { Pk}, from an observed series might (by mimicking the 
theoretical {xk)) be expected to provide a second useful means for identifying the generating model. 
And the {Pk) will often be more illuminating than the Irk}. For instance, when the process is 
autoregressive. 
These are the sort of arguments used in the orthodox Box-Jenkins identification of time-series 
models. 
However, there are difficulties, the sampled (rk} and (pk}, for even quite long-series realisations, 
frequently do not mimic the theoretical { &) and (zk) very closely. For example, see Fig. 11, where 
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Fig. 12. Data fitted exactly, but vacuously, by the multi-parameter expletive “AHA” (model 1); and more meaningfully, 
by the single-parameter model, 2, = 0 (model 2). 
a typical length-80 simulation from a simple ARMA (1,1) process is seen to yield sample serials and 
partials which diverge very markedly from the theoretical process patterns. 
Given the theoretical plots of Fig. 11, one may then rationalise the sampled plots as distortions 
of them. But, just presented with the (rk) and { pk} (as we would be, in practice), can we really claim 
to spot the theoretical patterns hidden within them? (Certainly, considered as estimates of the {pk}, 
and (~1, the {rk) and (Pk} do not seem to be doing too well.) Could it be that the orthodox 
viewpoint of expecting mimicry is a little naive? Such heresy will be addressed in Part 2 of this 
paper. 
Once we have identified a model, we need to estimate its parameters and then check on the 
adequacy of the resulting fit. Any shortcomings in the fitted model, found at the verification stage, 
should indicate how the identification might be sensibly modified, and the estimation and checking 
are then repeated, and so ou, until a satisfactory model obtains. 
But note that the object is not to model the past data perfectly. One can always obtain a model 
which exactly fits the historic data, but this will usually be a gross “overfit” with all the random 
elements completely “explained” and be most misleading (if not useless) for producing forecasts. 
For instance, a perfect fit to the past data is always provided by the model “the data represent the 
data”, but ‘this tells us nothing helpful about what the next value will be. [This model can be 
parametrised by just joining up all the points, in the way we did with the Gallup Poll and Spirits 
data, or indeed by drawing any curve through them all. Fig. 12 shows an example where a knowing 
(many-parameter) expletive appears to have caught the complete essence of the data, but is vacuous 
as far as extrapolation is concerned; whereas even a very naive model (with just one parameter) can 
do moderately well.] 
The three repeating stages of identification, estimation and verification are normally referred to 
as the Box-Jenkins cycle for analysing the time series. However, to be effective, the cycle needs to be 
considerably extended, and we suggest the more complete iterative and interactive procedure: 
Exploratory Analysis (and Communication) 
Specification 
Identification 
Estimation 
Verification 
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Interpretation 
Communication 
Implementation. 
These eight stages can be expanded as follows: 
(1) A thorough preliminary familiarisation with the data, the problem to be solved and its 
general background. (This will require good communication with those who collected the data and 
the “client” who requires the analysis. It may well be that more data are needed; and, as usual, it 
helps greatly if you are able to advise on the actual data collection. Frequently the client will 
initially request something which is difficult or expensive to attain statistically, when he really needs 
an answer to a different, easier, and less costly problem. By analogy, a visitor to London, England, 
may ask where the nearest tube-station is, when they really want to know what is the easiest or 
quickest way which will allow them to get to a main-line station in time to catch a particular 
inter-city train. As always, the statistician has to excavate the real purpose of the work.) Then: 
(2) An informed specification of a realistic model class (say, ARMA), which the investigator is 
prepared to entertain for the series (and general situation) under study. 
Next comes the more usually quoted iterative cycle of identification, estimation and verification. 
Specifically, the analyst has to 
(3) identify (tentatively) a particular chosen model from his restricted specified class; 
(4) estimate (efficiently) the characteristics (i.e., parameters) implicit in this identified choice; 
(5) verify that this now estimated fit does indeed provide an adequate representation for the 
actual data. 
To finish with, there come the further stages of interpretation, communication and application. 
The analyst must 
(6) see what his results imply and, in particular, decide whether they make sense in their given 
context, i.e., satisfactorily interpret his work. 
Generally the investigator will be carrying out his analysis for a client, who will only be more or 
less familiar with the technicalities of the specialist time-series procedures. So, finally, the analyst 
must 
(7) successfully communicate his conclusions to the user, so that he will appreciate them and 
have the confidence to act accordingly; 
(8) ensure that the whole exercise is satisfactorily concluded by appropriate application of the 
insights obtained. 
Failure at any of the stages (6), (7) or (8), should again send the analyst back to modify the 
modelling. Thus, the apparently “best” statistical fit (obtained when (5) is finally satisfied) will still 
need to be modified if either it does not make sense in its context, or it is not readily communicated, 
or it looks unlikely to be implemented. 
Of course, if (8) does not occur, the whole exercise has been in vain. So statisticians must be 
prepared to follow through strongly at this stage. Typically, forecasts will have been obtained 
which either predict outcomes which are undesirable and thus require evasive action, or indicate 
a welcome situation (such as increased demand for a product) which must then be met by 
appropriate embracive action (for instance, by stepping up production). Rather than obtain no 
action, compromise must be realistically entertained at this stage. 
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Evidently (7) and (8) are intertwined, and failure here can be devastating. In 1975, the author 
produced a report indicating expected unemployment in the UK rising to 3 or 4 million by 1985. At 
the time (with unemployment in the hundred thousands) such projections were unbelievable, and 
were dismissed as aberant. Emphasising. them just transferred a lack of credibility from the 
forecasts to the forecaster. With hindsigh‘. it would have been far wiser (and probably effective) to 
have played down the pending disaster, and concentrated on predicting and monitoring the 
short-term upward trend in unemployment. It is by such costly experience that one learns. 
In many cases, failure at a later stage may indicate that more data are needed (and, sometimes, 
one can indeed return to stage (1) to obtain them). Time spent on a pilot study, if possible, is often 
effort well-invested. Also, an analyst may well initially gauge whether his modelling procedure 
appears promising by, say, applying it to the early data and seeing how resulting forecasts compare 
with the actual later data. 
7. Nonstationary models 
We now extend the basic models in a simple way to obtain nonstationary processes by 
marginally relaxing the stationarity condition. We do this by allowing the 4,(B) operator of the 
ARMA@, q) model (14) to have zeros actually on the unit circle. When the zero is B = 1 (perhaps 
repeated) the series realisations can drift up and/or down, rather than be constrained to move 
horizontally - by always experiencing a pull back to a mean level. 
Thus, for the AR(l), we shall also allow 1 cj 1 = 1 (4 real). Then, when 4 = 1, this yields the 
random walk 
z, = z,-1 + A,, 
or 
(1 - B)Z, = A,. (17) 
(There are no tildes, as E [Z,] no longer exists.) 
Evidently, the operator (1 - B) effects a differencing of the process {Z,>. Thus, by taking first (or 
unit) differences, the random walk model is transformed into a completely random process, 
{it = (1 - WG = 4) ( w h ere, since E [Y,] = E[AJ = 0, Y, = f,). 
Generalising this, we find that models of the form 
&(B)(l - B)Z, = @@)A, 
reduce to ARMA@, q) on taking first differences. C&,(B) Y, = 0,(B)A,, with Y, = ?, again]. Such 
models are referred to as “once integrated” ARMA(p, q) processes, or ARIMA(p, 1, q) (autoregres- 
sive integrated moving-average process of order p, 1,q). 
Fig. 13 shows a series which is evidently not tied to a mean value, although the series of first 
differences does move in a “horizontal” manner. 
Similarly, if we have instead of the (1 - B), the repeated factor (1 - B)’ on the AR side; then we 
denote the model by ARIMA(p, 2, q), a “twice integrated” ARMA@, 4). Now, if we take unit 
differences, we will reduce the model to first an ARIMA(p, 1,q); and, then, if we take differences 
a second time, we again obtain a stationary ARMA(p, q) process. 
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Fig. 13. (a) Daily UK stock price data (length 107) (ICI closing prices in pence, 25 August 1972-19 January 1973), 
(b) series of first differences (length 106). 
Fig. 14 shows a simulation from the twice integrated random process, (1 - B)‘Zt = At, together 
with blown-up plots of its first- and second-difference series; the last of which does move 
horizontally. 
For such integrated models, the {pk} may be considered as given by pk s 1. [For instance, given 
an AR(i), Pk = 4k --t 1 as 4 + 1, and the process transforms to a random walk in the limit.] 
However, even orthodox identification recognises that, in practice, (rk x l> is never obtained. 
Rather, an ARIMA(p, d, q) model, with d > 0, will generally be characterized by the rk following 
a slow linear decline from r. = 1. Such a slow, linear decline in the (rk} will thus indicate the need to 
difference the series to “simplify” the situation by transforming it to a (more nearly) stationary 
series. Should the {rk) for the differenced series still follow a slow linear decline from unity, then 
a second differencing is indicated. And so on, until a stationary series is obtained which we will then 
hope to identify as an ARMA@, q). 
The point is that, with a time-series realisation from an ARIMA(p, d, q) process, our orthodox 
identification statistics can tell us little except that the process is integrated. By (successive) unit 
differencing, we first determine d and obtain the nonintegrated ARMA(p, q) part of the original 
series. We can then model this stationary part, as discussed in Section 6, to give us our required 
ARIMA (p, d, q) fit. We difference the ARIMA series to get the simplification of an ARMA series 
which we can then model. 
Figs. 15 and 16 display the first 20 rk obtained for each of the series (and their respective 
differenced series) shown in Figs. 13 and 14, respectively. (Here, and subsequently, the dashed 
horizontal lines indicate two standard error limits on sample correlations, given zero theoretical 
correlations and the length of the actual series involved.) 
Note that, in Fig. 15(a), we have the expected slow linear decline from unity - but also notice the 
cross-over (from positive to negative rk) and subsequent run of negative rk (the characteristic 
pattern, already seen in Fig. 6, which we will discuss in Part 2 of this paper). In Fig. 15(b), the 
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Fig. 14. Simulation of 100 terms from (1 - B)2Z1 = A,, together with the series of first and second differences (with 
expanded scales). 
dashed horizontal lines indicate the two standard error limits for the rk, assuming that the 
differenced process is just the structureless, purely random 
Z, = 4, (18) 
given the length of the differenced series (106 terms). For (18), we have 2, .G Zt, since 
E [Z,] = E[A,] = 0. 
As we see, none of the serials in Fig. 15(b) are significant, which supports the white noise model 
(18) for the differenced series, and so suggests the random walk (17) for the original stock price data. 
Note that, even if the seventh serial in Fig. 15(b) had been significant, it would have been dubious to 
base a model on it. The UK stock market does not operate on a seven-day week, so no ready 
interpretation exists for a lag-7 association. 
Figs. 16(a) and (b) both display the same qualitative linear decay of rk from unity, but 
quantitatively these decays are very different (and we would say immediately distinguishable). 
Moreover, (b) displays a fairly early cross-over; whereas, if we extended (a) to longer lags, we would 
again obtain a cross-over, but this time at a much later lag. (We discuss such points in Part 2.) 
Corresponding to the unit differencing operator (1 - B), which can complete!p remove a linear 
trend (or a number of step jumps, apart from residual blips marking where each actual jump took 
134 O.D. Anderson/Journal of Computational and Applied Mathematics 64 (1995) 117-147 
I I 
t t 
5 5 L .--- ---s-o 0 0 I 20 ,.__________2° 
I k- I k- 
I I 
-II (a) -I i (b) 
Fig. 15. Estimated serial correlations for (a) the daily stock price data, and (b) its series of first differences. 
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Fig. 16. Estimated serial correlations for (a) the simulation from (1 - B)‘Z1 = Al, (b) the series of its first differences, 
and (c) the series of its second differences. 
place), there is a seasonal differencing operator (1 - BT) that will take out a well-defined repetitive 
seasonal pattern (or analogous stochastic seasonal changes). In the same way that we saw in Fig. 14 
that (1 - B)2 can remove a trend with changing slope, (1 - BT)2 will eliminate certain systemati- 
cally modifying seasonal patterns. 
Nonstationary series or processes that can be reduced to their stationary parts by some linear 
“simplifying” transformation (such as taking first differences) are referred to as being homogeneous- 
!y nonstationary. 
Finally, we consider the series displayed in Fig. 17(a) - women unemployed in the UK, 1967-72. 
Anderson [l] modelled this as 
(1 -0.35B)(l - B)(l - P)Z, = At, (19) 
and, in the spirit of “interpretation” introduced in the last section, let us see how we can explain this 
fit. 
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Fig. 17. (a) Monthly numbers of women unemployed in UK, January 1967-July 1972 (length 67). (b) Trend for women 
unemployed series: (c) Seasonal plus irregular for women unemployed data. 
The (1 - B12) factor on the left of (19) arises from the seasonal pattern in Fig. 17(a) and so 
“explains” it. This seasonal pattern is shown in Fig. 17(c) and, in Fig. 17(a), it is superimposed on 
the general trend displayed by Fig. 17(b). This trend would seem to require a factor (1 - B)‘, 
whereas only (1 - B) is available in (19). However, the missing (1 - B) may be obtained by thinking 
of (1 - B12) as (1 - B)(l + B + .+a + B”); and the final factor here can be thought of as forming 
a running sum which, on dividing by 12 would give a running average, a typical way of 
deseasonalising a series to obtain the overall trend - and the one we used to obtain Fig. 17(b). 
Thus (19) can be thought of as equivalent to a classical decomposition of the data into trend and 
additive seasonal (see [16]). To be quite correct, we should note that Fig. 17(c) actually shows the 
“seasonal plus irregular” obtained from subtracting the trend of(b) from the raw plot (a) - rather 
than just the seasonal pattern. 
What the interpretation has done is to show that our optimal statistical fit (19) can be explained 
as a classical decomposition into additive components, which may be far easier to communicate to 
less-specialist decision makers. 
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Of course, had we used some other deseasonalisation protocol, figures rather different to 17(b) 
and 17(c) would have been obtained. 
Part 2. Now the heresy-extensions and modifications to the orthodox methodology 
8. Not just sampling error 
The trouble with the identification strategy discussed in Section 6 is that observed serial 
correlations are not just the result of superimposing sampling error onto the theoretical autocorre- 
lations. The { pk} may indeed be considered as the limiting values of the {E [rk] >, as the series length 
n + co. But, for finite n, the {E [rk] > and {p k } can be very disparate. Moreover, frequently (E [rJ } 
does not come close to approximating (~~1, even for what might be thought of as very long series. 
For instance, for all finite n (however large) and given any length-n series whatsoever, it follows 
from the definition of rk that 
i E[r,J=E i rk =E[-+]=-& 
k=l [ 1 k=l 
Whereas, for an AR(l) process with C$ sufficiently close to unity, C,“= 1 pk = C,“= 1 4k will be as close 
as we like to + n. And, for any positive 4, the geometric decay, pk = c$~, always implies a positive 
Cl= 1 pk. We conclude that the characteristic geometric decay for the serial correlations from an 
AR(l) process is a figment of many imaginations. 
9. Characteristic length-n sample behaviour 
For time-series analysis, we do not need asymptotic formulae (which very badly approximate to 
sample behaviour, for finite n), but formulae directly relevant to finite series. 
The simplest to achieve is 
E(n) = Jw’l 
k ~ cz E [r;‘], E [cb”‘] (20) 
where we are now emphasising the length of the series, with the superscripts (n). 
For thoroughly stationary series - those for which there is no factor of the autoregressive 
operator, 4,(B), that approaches being nonstationary - a closer approximation is needed (see, for 
instance, [lo]). But, for all ARIMA(p, d, q) and indeed a wider class of homogeneously nonstation- 
ary model (the ARUMA models of Sections 12 and 13), and for stationary models with AR factors 
approaching the nonstationary factors of any of these nonstationary models, the approximation of 
Er’ for E [rr’] is a good one [6]. 
What do we mean by “good” ? Let us indicate our meaning with reference to Fig. 18. There we 
plot the serial correlations for a typical single length-100 simulation of the model 
(1 - B)2Zt = (1 - 0.8B)2A,. (21) 
O.D. Anderson/Journal of Computational and Applied Mathematics 64 (1995) I1 7-147 137 
Fig. 18. Comparison between the serial correlation plot and the .Er’ curve for a single length-100 simulation from the 
model (1 - B)2Z1 = (1 - 0.8B)‘A,. 
We superimpose the EFoo) curve to indicate that, not only does this curve closely approximate 
E Cr, (loo)] but it also comes very close to describing all the rk 
That is what we mean by a good approximation. 
(loo) which were actually observed. 
10. Implications for forecasting 
Box and Jenkins (and others) recommend that, when in doubt about whether to difference 
a series, do so - as this prevents forecasts of future values being tied to the mean of the past 
observations. See Fig. 19. 
This recommendation appears to be based on two implicit assumptions. 
First implicit assumption. In practice, one cannot discriminate between the case of needing 
differencing and that of having an AR(l) factor (1 - $B), with 4 less than but getting close to unity. 
[Because, of course, if you could reliably tell when you had a (1 - 4B); it would not be better, in 
such a case, to use differencing, a (1 - B) operator.] 
Second implicit assumption. Given that one cannot distinguish between the two operators, then 
the costs associated with mistakenly modelling what “is” an ARIMA(p, 1, 4) as an ARMA process 
(a Type A mistake, say) are at least as great as those from making the reverse error - modelling 
what “is” in fact an ARMA process by an ARIMAb, 1, q) (a Type B mistake, say). For, otherwise, 
the play-safe strategy would be to always fit an ARMA model. 
We believe that discrimination between “similar” nearly nonstationary and homogeneously 
nonstationary processes is possible, with assessable degrees of certainty (see [9, 131); and that one 
can also compute the expected costs, in terms of forecast errors, associated with each kind of 
discrimination mistake [12]. So the choice between “related” stationary and nonstationary models 
can be more soundly based. 
Thus, the first implicit assumption appears false, while the second - which turns out to be 
true - is, in consequence, less relevant. However, the gains in forecasting accuracy, from using 
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Fig. 19. If series {zi , . , z,} is (a) stationary [with no (1 - B) factor], then its future values and their forecasts are pulled 
back to the mean of the past data, & while, if it is (b) nonstationary (requiring differencing), then the future series and its 
forecast values can wander freely about the current level, z,. 
our tools to discriminate between what most orthodox analysts would consider are ambigu- 
ous cases, tend to be rather small in practice. This is because the forecast error distributions 
associated with the two types of mistake are not the same. Type A mistakes tend to be far 
more costly, and the small probability of making a Type A mistake almost annihilates the 
gain from frequently avoiding Type B mistakes. So, for applications to economic series (where 
the distinction between 1 - B and 1 - c$B is an important one), our discrimination only 
offers a marginal advantage. But, in the physical sciences, where other types of unit-circle 
nonstationarity or near-nonstationarity can occur, the corresponding discrimination tools turn out 
to be very reliable [6]; and, although the asymmetry in forecast error distributions might again 
largely nullify the advantage of using them in the very long run, the chances of a Type A mistake is 
generally so small that it would not usually be entertained for an individual series. (This is a view 
common to modern culture - the devastation of disasters are discounted if they are sufficiently 
unlikely to occur. Thus, for example, people are more concerned with being individually struck 
by lightning in a storm than with humanity being obliterated by a large meteorite striking the 
Earth.) 
Processes whose “ARI” side is “dominated” by any of the operators (1 - 4B) with 4 near 1, 
(1 - B), or (1 - B)d with d > 1 give rise to series realisations whose serial correlations are all 
characterised in the same qualitative way [6]; see Fig. 20. 
An obvious quantitative difference is the point at which the curve passes from positive to 
negative, which can be substantially different for the three cases [4]; see Fig. 21. 
Another informative distinction is the initial slope down of the serial correlation curve: 5/n for 
(1 - B) and 3/n for (1 - B)d, d > 1; and a steeper decline (whose slope depends on 4) for the 
(1 - c$B) case [S]. [It is interesting to note that the 5/n agrees with the result obtained by taking 
a famous formula of Kendall [15] to its limit, viz: For an AR(l) model, E[rr] = C$ - (1 + 44)/ 
n --) 1 - 5/n, as 4 + 1.1 
11. Thompson and Tiao and the “cheat” series 
Fig. 22(a) shows the serial correlation plot for an observed series discussed by Thompson and 
Tiao [18]. The pattern reminds us of a plot in Anderson Cl, p. 1101, which resulted from a typical 
simulation of (1 - B)Z, = (1 - 0.6B)A,, and is displayed as Fig. 22(b). 
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Fig. 20. Schematic “qualitative” characteristic serial correlation curve for models “dominated” by (1 - c#JB) with C#J near 
1, (1 - B), or (1 - B)d with d > 1. 
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Fig. 21. Schematic “quantitative” characteristic serial correlation curves displaying differences in behaviour associated 
with models “dominated” by (a) (1 - 4B) with C#J near 1, (b) (1 - B), and (c) (1 - B)d with d > 1. 
I- 
t 
(a) I’ 
5 IlllL ,,,,, 5 
Oil 0 
20 20 
k- k-- 
Fig. 22. Two serial correlation plots from: (a) an observed series [18], and (b) a simulated series from (1 - B)Z, = 
(1 - 0.68) A,. 
The similarity between the plots tempts us to make the tentative identification of 
(1 - B)Z, = (1 - &?)A, 
for the Thompson and Tiao series, with 8 expected to be about 0.6, on estimation. 
(224 
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Such a model can be considered as intermediate between the nonstationary random-walk 
process 
(1 - B)Z, = A, (22b) 
and 
(1 - B)Z, = (1 - @A,, 
which, by cancellation of the differencing operator on both sides, yields the (random) white-noise 
process 
Z, = A,. PC) 
That is, the moving-average operator, (1 - BB), in (22a) may be considered as partially cancelling 
out the differencing operator, 1 - B: an idea originally suggested by Wichern [19]. 
However, the plot (b) was in fact derived from a simulation of (22a) (with 0 = 0.6) which was of 
length 50. And that is the vital point: when making inferences concerning a plausible generating 
model for a series, from serial correlations, one must always pay attention to the actual length of 
the observed series. 
The series which gave plot (a) had length, not of 50, but of 190. The serial correlations for a series 
of length n generated by (22) (with 8 not too close to 0 or 1,O < 0 < 1) are expected to follow a slow 
(roughly linear) decline, emanating from a positive value at lag zero markedly less than unity, which 
gives rise to first a run of positive serials at low lags k that are then followed by a run of negative 
ones for higher lags - the cross-over from positive to negative occurring at a lag k*, given 
approximately by k* = n/(2 + a) [6]. 
Thus, for n = 50, the cross-over is expected at lag 14.6, which is virtually exactly where it is 
observed in plot (b). In plot (a), the cross-over is observed in almost the same place; but, for n = 190 
(and given the same model), one would expect it to occur at k* = 55.6. 
However, a cross-over for an appropriate autoregressive moving average model, 
(1 - @)Z, = (1 - 6B)A, (23) 
with an autoregressive parameter 0 x 0.9, would yield an expected cross-over at about the 
observed lag-value of k z 15, when n = 190. 
To see this, note the deduction from a result in Anderson [3, Eq. (32)]. For a length II series 
realisation of model (23), the expected cross-over k* is approximately given by 
n+ k*_*_ 1--24e+e2 - (4 - e)(i - 4e) + i ! 4’ 
which for C#J = 0.85, and n = 190, yields k* w 15 when 0 = 0.73. 
So, rather than model (22) for the Thompson and Tiao series, we should identify model (23) with 
initial estimates of 6 = 0.85, e = 0.73. In fact, eventually, Thompson and Tiao [lS] fitted 
(1 - 0.92B)Z, = (1 - 0.66B)A,. 
The moral is that, when looking at serial autocorrelation plots, one must always remember the 
length of the series from which the serials were derived. A further clue to the fact that plot (b) 
perhaps arose from a shorter series can be seen in its rather less smooth “linear decline”, indicating 
greater sampling variability in the rk (whose standard errors are proportional to l/h). 
O.D. Anderson/Journal of Computational and Applied Mathematics 64 (1995) I1 7-147 141 
Table 1 
Serials and partials for a series 
k 1 2 3 4 5 
rk 0.498 0.245 0.118 0.053 0.019 
Pk 0.498 -0.003 - 0.004 -0.005 -0.006 
The closeness with which 8 can be allowed to get to 1 in model (22a) depends on the size of n. 
Values of 0 closer to 1 will require longer series for the behaviour to become apparent, as they 
correspond to processes closer to model (22~). As 8 --) 0, the process approaches model (22b), and 
the decline will tend to emanate from values close to 1; as they will also do for - 1 < 8 < 0. 
We now look at another example. Table 1 shows the serials and partials for an actual series. Can 
you identify a plausible model? 
The rk = OS“, for k = 1 to 5, which appears to suggest a first-order autoregressive model close to 
z, = 0.5z,_ 1 + A,. (24) 
However, this would imply pk approximately distributed as N(0, l/n) from Quenouille [17], for 
k > 1, which is clearly not what is observed. 
In fact, a smooth sequence of slightly negative pk, from k = 2 onwards, indicates strong 
nonstationarity (see Section 14), and the table of rk and pk was in fact obtained for the deterministic 
sequence 
zi = 1, 
Z, = 2Z,_ 1 + A, (t = 2, . . . ,37), 
with A, = 0; although virtually the same results would have occurred had we allowed 
distributed as IN(0, l), say. 
(25) 
A, to be 
Again, the length of series, II = 37, is relevant. For such a relatively short length, a series 
realisation from (24) would display rk with far greater sample variability about the theoretical 
decay, pk = 0.5k, than was actually observed. This “cheat” series has been discussed by Anderson 
[7] - it makes time-series analysts mad when they fall into the trap at seminars! 
12. Other nonstationary models 
Define the ARUMA models as an extension of the ARIMA class obtained by replacing the 
d-times differencing operator (1 - B)d with ud(B) = 1 - ulB - .a. - #dBd, a polynomial in B all of 
whose zeros lie precisely on the unit circle - but not necessarily all (or any) taking a value of plus 
unity. For instance, U,(B) = (1 + B) or Uz(B) = (1 + 2B cos w + B2) - given some o; which 
provide linear and quadratic (homogeneous) nonstationarities, respectively. 
We find that the E [cf”] exist and can be exactly (and uniquely) determined for any ARMA or 
ARIMA@, 1,q) model [4], giving the Er’ precisely. But, for the remaining ARUMA cases 
[including ARIMA(p, d, q) with d > 11, we can only obtain the EF’ in a limiting sense, as follows. 
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Fig. 23. Typical shape for the serial correlations associated with the (1 + B) operator. (From r0 = 1, the magnitudes 
decrease steadily to “r”” = 0 with increasing lag and the signs alternate between positive and negative.) 
Given any ARUMA(p, d, q) process, consider the associated ARMA@ + d, q) model obtained 
by replacing the U,(B) operator with Ud(aB) where o! < 1. Then Ef’ clearly exists uniquely for this 
ARMA model. Moreover, as o! + 1, a unique limit for this E, (“) also exists, which is takzn as the 
EF’ for the original ARUMA(p, d, q) process [4]. 
Consider an observed series which gave rise to a set of serial correlations which followed 
a slow linear decline from a value close to unity at lag zero. In such a case, disciples of Box 
and Jenkins [14] might suggest differencing the original series; i.e. apply a simplifying oper- 
ator (1 - B) to the observed data. This is done because the serial correlation pattern appears 
to indicate that one is dealing with a nonstationary situation and the series is in fact a realisation 
of an integrated process. Taking differences then transforms the original series to a stationary 
one. 
But the real reason for differencing must surely be that the correlation structure associated with 
the integrated part, the “slow linear decline from one” dominates the serial correlations for the raw 
series and obscures the relatively weak contribution made by the stationary ARMA part. So model 
identification is not immediately possible. On taking differences, however, the dominant non- 
stationarity is removed and the characteristics of the remaining ARMA part are revealed by serial 
correlation structure which now is amenable to identification. 
Similarly, when one has a process with a (1 + B) factor, the serial correlations will be dominated 
by the typical shape for this type of nonstationarity and any remaining stationary part will be 
obscured. So, again, one should first recognise the nonstationarity from the dominant pattern 
-which is as shown in Fig. 23 [6] - and then simplify the situation in the same way by operating on 
the original series with (1 + B). Having removed the nonstationarity, any remaining ARMA part 
can then be identified in the usual manner. 
We deal with general quadratic nonstationarities in a similar way. If we observe serial correla- 
tions which follow a well-defined sinusoidal pattern (possibly with sign switching), whose ampli- 
tude declines linearly, then we know we have a factor of the form (1 + 2B cos o + B2) dominating 
the behaviour [6]. As the pattern is well-defined, we find that w can be estimated very precisely and 
the identified U,(B) can then be used to simplify the data, by removing the nonstationary, and so 
allows us to get at the remaining stationarity part of the model [6]. 
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Analogously, when CI is near to + 1, we find that factors (1 + aB) and (1 + 2aB cos o + a2 B’) in 
otherwise thoroughly stable models will give rise to distinctive dominant behaviour. This time 
a will also need to be estimated but then we simplify as before [6]. 
In all these cases, we find that the dominant patterns are not as might have been predicted by 
asymptotic theory. The actually observed {Y:‘} tend to follow the {Ef”) closely but to differ very 
considerably from the theoretical autocorrelations, (pk}, in the case of nearly nonstationary 
models, and from certain appropriate values for any nonstationary case. (These last are taken as the 
limits of the {pk}, for an associated ARMA@ + d, q), when the zeros of a particular d of the AR 
zeros approach the unit circle all at the same rate.) 
In the case of repeated nonstationary factors distinctions can also be made. Box and Jenkins [ 141 
suggest that an ARIMA(p, d, q), with d > 1, will again be characterised by series having serial 
correlations following a slow linear decline from plus unity. In fact, again, we get our gentle 
(catenary-like) cure but this time (as we saw in Fig. 21) it is even less steep to start with and has 
a cross-over even further along the run of serial correlations. Moreover, this curve is now fixed for 
all d > 1 ([3]). 
For other repeated nonstationarities, the typical shape remains identical with that for the factor 
when unrepeated [6]. But, although the serials associated with (1 - B)’ follow their typical shape 
very closely, those from (1 - B)d with d > 2 follow it “miraculously” well - so a distinction between 
d = 2 and d > 2 is possible here. Similarly, for the other nonstationarity factors, the serial 
correlations due to an unrepeated factor follow the typical shape closely, whilst those resulting 
from a repeated factor do so miraculously and, once more, a distinction can be made. Combina- 
tions of nonstationary factors can be dealt with in an analogous manner C(6)]. 
Note, however, that near cancellation of Ud(B) with a moving-average factor U,(/?B), p near 1, 
only occurs for U,(B) = 1 - B, which we refer to as weak nonstationarity. 
This perhaps needs clarification. Of course, if /3 is sufficiently close to 1 (given n), the process will 
still approximate to (22~). However, for n = 100 say, whereas very marked partial cancellation 
behaviour occurs for (1 - B)Z, = (1 - 0.8B)A, [19], negligible cancellation behaviour occurs for 
(1 + B)Z, = (1 + 0.8B)A, which will yield serial correlations visually indistinguishable from those 
generated by (1 + B)Z, = A, [6]. 
As an example of how identification proceeds for ARUMA processes; consider the model 
1 - 2Bcos; + B2 
> 
(1 - 0.9B)Z; = (1 + 0.8B)A,. (26) 
The serial correlations for a typical simulation from (26) of length 100 are shown in Fig. 24, where 
the circular blobs indicate the Epoo) 
Eroo) with the rroo) 
values for this model. Note the good agreement of the 
(not just with the E[r, (loo)]), which is typical of all nonstationary ARUMA 
models excluding the weak-nonstationarity cases [6]. 
In Fig. 24, the serials definitely suggest a Uz(B) operator (or something very close to it) of the 
form (1 - 2Bcos w + B2) with o close to x/4, as the pattern has an obvious linearly decaying 
sinusoidal shape with period very near to 8. We therefore “simplify” the situation by forming a fresh 
series wt = (1 - 2B cos 7r/4 + B’)z, [whose generating model will of course be (1 - 0.9B) W, = 
(1 + 0.8B)A,] and the stationary parts of (26) are then no longer swamped by the dominant 
nonstationarity (which has been removed) and can consequently be identified in the normal way. 
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Fig. 24. Serial correlation plot and Epoo’ points for a single length-100 simulation from the model: 
(1 - 2Bcos$n + B’)(l - 0.9E)Z, = (1 + O.US)A,. 
40 
k- 
Fig. 25. Intuitive (orthodox) schematic plot of serial correlations for a series of length 100 from (1 - B’)Z, = 
(1 - 0.68*) A,, by analogy with observed serials for a series of length 50 from (1 - B)Z, = (1 - 0.6B)A,. 
13. The (1 - B2) case 
A purely seasonal model 
(1 - B2)Z, = (1 - 0.6B2)A, 
has theoretical autocorrelations which are all zero at odd lags, i.e. 
P2k+l = 0, 
(27) 
and those at even lags given by 
P2k=d, 
where {p:} are the theoretical autocorrelations for the nonseasonal model (22) with 8 = 0.6. 
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Fig. 26. Actual serial correlations from a typical length-100 series realisation of (1 - B2jz, = (1 - 0.6B2)A, with 
IT:“” lines superimposed. 
Fig. 27. Complete correlation patterns for the “cheat” 
series. 
Fig. 28. First 20 partials from the simulation of length 
100 for the mode1 (1 - B)2 Z, = A,. 
Thus, the orthodox intuition suggests, for a realisation of length 100, a plot of serial correlations 
similar to Fig. 22(b) but having the lags going from 0 to 40 (instead of 20) with small inserted odd 
lag serials - something like Fig. 25. 
In fact, this is completely mistaken and a typical simulation of model (27) (warmed up with 400 
discarded initial terms) yielded the serial correlations shown in Fig. 26. 
What is happening is that (1 - B2) = (1 - B)(l + B), where the (1 + B) dominates the weak 
(1 - B), so that the characteristic serial correlation pattern associated with (1 - B2) is the same as 
that for (1 + B) - which we showed in Fig. 23. So Fig. 26 in fact reproduces what is predicted by 
small sample (as opposed to asymptotic) theory and empirical observation. [The operator (1 - B2) 
is of course the only quadratic one whose zeros are not complex conjugates.] 
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Fig. 29. First 20 partials from singly differencing the 
series which gave Fig. 28. 
Fig. 30. First 20 partials from doubly differencing the 
series which gave Fig. 28. 
14. Analogous pacf results 
In this second part of our presentation, we have concentrated on the serial correlation properties 
for finite lengthed series and demonstrated how these depart from those for the theoretical 
autocorrelations of the generating process. Related results which are equally striking distinguish 
the {pr’) and (7~~) [S]. 
For instance, the full set of partials from (25) are shown in Fig. 27 and it can be proved that, even 
with a nonzero stochastic element, this is the characteristic pattern expected for length-37 realisa- 
tions of the model [S]. This example again drives analysts wild when they are caught by it (see [7]). 
Another example of these unexpected (but inevitable) long smooth runs of small negative partials 
can easily be achieved by simulating any other strongly nonstationary model of reasonable length 
from the explosive or integrated classes. Thus, if we look at the partials associated with the 
simulation which gave rise to the serials of Fig. 16, Fig. 28 is achieved. 
Note the other surprising feature in Fig. 28. Rather than a pair of initial significant spikes, as 
would be expected for an AR(2) operator (1 - EB)~, tl close to 1, we just get a single large spike. 
Qualitatively, we are again getting behaviour of (1 - Z3)2 similar to that of (1 - II), as was 
manifested by the serial correlations. But, quantitatively, the p2 onwards clearly distinguish these 
two cases. Fig. 29 shows the partials obtained by singly differencing the series which gave rise to 
Fig. 28 to get { wt = (1 - B)z,} whose model then becomes (1 - B) W, = A,. No confusion is 
possible between the two patterns of Figs. 28 and 29. 
A further property of partials is demonstrated by Fig. 30 which displays. the partials obtained 
from doubly differencing the simulation from (1 - II)’ 2, = A, to give {xt = (1 - B)2 z1 [ = 
(1 - fM) ( w h ose model is thus simplified to just X, = A,). 
Theory [S] predicts that (apart. from, the last one) the partials in Fig. 30 should be approximately 
the mirror image of those in Fig. 29, with the first spike removed (by the differencing). That is 
{p;‘)(v) N -p:::(w)). This prediction is clearly very closely followed for the lower lags. 
It can also be easily shown that, when the early rk or pk are all small rk N pk (for low lags, k). Thus 
the small values observed for the,first 20 pk in Fig. 30 suggest that none of the rk or pk for k = 1 to 20 
are significant, with a possible exception at lag 6. [This is confirmed by referring to Fig. 16(c) 
- which is very similar to Fig. 30.1 
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This means that complete Box-Jenkins model identification is possible from Fig. 29. For, there, 
we just have one slightly significant spike for lags 2 to 20, which is to be expected by chance even 
when none of 7c2 onwards are nonzero. Thus, one can argue that all of n2 to n20, for the singly 
differenced process are plausibly zero; and, as they are also small, conclude then that all of nl to 
xl9 and p1 to pig, for the doubly differenced process, are also plausibly zero. This then gives the 
identification X, = A, or (1 - B)2 2, = A, (which, as we know, is in fact correct). 
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