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Summary
We present a uniform framework generalising and extending the classical theories
of projective differential geometry, c-projective geometry, and almost quaternionic ge-
ometry. Such geometries, which we call projective parabolic geometries, are abelian
parabolic geometries whose flat model is an R-space G · p in the infinitesimal isotropy
representation W of a larger self-dual symmetric R-space H · q. We also give a classi-
fication of projective parabolic geometries with H · q irreducible which, in addition to
the aforementioned classical geometries, includes a geometry modelled on the Cayley
plane OP2 and conformal geometries of various signatures.
The larger R-space H ·q severely restricts the Lie-algebraic structure of a projective
parabolic geometry. In particular, by exploiting a Jordan algebra structure on W, we
obtain a Z2-grading on the Lie algebra of H in which we have tight control over Lie
brackets between various summands. This allows us to generalise known results from
the classical theories. For example, which riemannian metrics are compatible with the
underlying geometry is controlled by the first BGG operator associated to W.
In the final chapter, we describe projective parabolic geometries admitting a 2-
dimensional family of compatible metrics. This is the usual setting for the classical
projective structures; we find that many results which hold in these settings carry over
with little to no changes in the general case.
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chapter
1
Introduction
Given a riemannian manifold (M,g), it is natural to ask whether M admits any other
metrics gˆ with the same geodesics as g, viewed as unparameterised curves. Such gˆ are
said to be projectively equivalent to g, leading to the notion of a projective equivalence
class of metrics. This is the classical formulation of projective differential geometry, as
studied by authors such as Beltrami [23], Dini [71], Painleve´ [154], Levi-Civita [127]
and E´. Cartan [64, 65], to name just a few.
More properly, geodesics are a feature of linear connections rather than metrics.
Discarding the metrics g, gˆ then allows us to talk about a projective equivalence class
[∇]r of linear connections ∇ on TM , leading to the notion of a projective manifold
(M, [∇]r). By results of Cartan [63, 64, 65] and Thomas [173], there is an equivalence
of categories between projective structures on M and Cartan connections on the frame
bundle of M . Thus, in modern language, projective differential geometry is an exam-
ple of an abelian parabolic geometry modelled on the projective space RPn, which is
naturally a projective manifold when equipped with the projective equivalence class
of its spherical metric. This gives leverage to the theory of parabolic subalgebras and
their representation theory: for example, [∇]r is identified with the space of Weyl
connections, which are induced by splitting the parabolic filtration of the Lie algebra
sl(n+ 1,R) of trace-free (n+ 1)×(n+ 1) real matrices.
There is now no guarantee that [∇]r contains the Levi-Civita connection of a met-
ric. In the classical picture with a background metric g, Sinjukov [166] found that a
second metric gˆ is projectively equivalent to g if and only if an endomorphism A(g, gˆ),
constructed solely from g, gˆ, satisfies a certain first-order differential equation. The
2-dimensional version of this equation was essentially known to Liouville [129]; see also
[136]. An invariant version of Sinjukov’s equation was later discovered by Eastwood
and Matveev [77], which controls whether the Levi-Civita connection of a given metric
lies in [∇]r. In parabolic language, this invariant equation coincides with the first BGG
operator [49, 61] associated to the natural representation W := S2Rn+1 of sl(n+1,R).
The important point is that metrisability of [∇]r is controlled by a projectively invariant
first-order linear differential equation with a representation-theoretic origin.
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Moving to the holomorphic category, O¯tsuki and Tashiro [153] found that Ka¨hler
metrics g, gˆ are projectively equivalent if and only if they are affinely equivalent, render-
ing projective equivalence uninteresting in this context. C-projective geometry arises as
the natural adaptation of projective differential geometry to an almost complex mani-
fold (M,J): a curve γ is a c-geodesic of a connection ∇ if and only if ∇XX lies in the
linear span 〈X,JX〉 for all vectors X tangent to γ, leading to a notion of c-projective
equivalence. An (almost) c-projective structure is then the choice of a c-projective
equivalence class [∇]c of linear connections on TM . The classical theory proceeds in
much the same way as for projective structures, and many results known for projective
structures were adapted to the c-projective setting; see [73, 146, 172]. In particular,
Domashev and Mikesˇ [73] found that two Ka¨hler metrics have the same c-geodesics if
and only if a particular endomorphism A(g, gˆ) satisfies a first-order linear differential
equation similar to Sinjukov’s equation. There is also an interpretation in terms of
hamiltonian 2-forms, as described by Apostolov et al. [10, 11, 12, 13, 14].
Complex projective space CPn is naturally a c-projective manifold when equipped
with the c-projective equivalence class of its Fubini–Study metric. Via the general
theory of parabolic geometries [60], we obtain an equivalence of categories between
almost c-projective structures on M and parabolic geometries modelled on CPn [51,
102]. This again opens the door to methods from parabolic geometries and the BGG
machinery, and one finds that metrisability of [∇]c is controlled by the first BGG
operator associated to the real representation W := (Cn+1 ⊠ Cn+1)R of sl(n + 1,C).
Using this language, the recent survey [51] has obtained many results which mirror
known results in projective differential geometry.
The classical theory of almost quaternionic manifolds can also be made to fit into
this projective picture. An almost quaternionic structure on a manifold M is a rank
three subbundle Q ≤ gl(TM) which is pointwise isomorphic to the unit quaternions
sp(1); see [6, 161, 162]. A connection is (almost) quaternionic if it preserves Q; it
turns out [9] that the quaternionic connections form an affine space modelled on T ∗M ,
leading to a notion of quaternionic equivalence. On the other hand, a curve γ is
called a q-geodesic of ∇ if ∇XX lies in the quaternionic span of X. Fujimura [82]
proved that connections have the same q-geodesics if and only if are quaternionically
equivalent, thus fitting quaternionic geometry into the same framework as projective
and c-projective geometries. We will see later that compatible metrics (i.e. quaternion-
Ka¨hler metrics) are controlled by a first-order linear differential equation resembling
Sinjukov’s equation.
Salamon [162] originally described quaternionic manifolds as manifolds modelled
locally on the quaternionic projective space HPn, which lends itself to a parabolic de-
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scription. The general theory gives an equivalence of categories between almost quater-
nionic structures on M and parabolic geometries modelled on HPn, with quaternionic
connections corresponding to Weyl connections. Metrisability is controlled by a first
BGG operator, now associated to the representation W := (∧2CC
2n+2)R of sl(n+1,H).
These three classical theories evidently have similar descriptions: all are abelian
parabolic geometries modelled on a projective space FPn, with a well-defined metris-
ability problem controlled the first BGG operator associated to a representation W.
Moreover, many results in the three theories have proofs which differ only in places
where the base field F has influence. The objectives of this thesis are as follows:
(1) Construct a general framework in which the classical projective structures may
be described as special cases, using the language of abelian parabolic geometries;
(2) Give a general interpretation for the representation W to which the metrisability
problem is associated, and develop algebraic tools for other key representations;
(3) Interpret solutions of the first BGG operator associated to the representationW as
(pseudo-riemannian) metrics compatible with the underlying geometric structure;
(4) Generalise results which have similar statements in the three classical cases and
adapt them to the general framework;
(5) Describe 2-dimensional families of compatible metrics, in order to make contact
with the classical approaches to the projective structures.
The first key observation to achieve (1) is as follows. For projective differential
geometry we have g := sl(n+1,R) andW := S2Rn+1, with p given by crossing the final
node of the Satake diagram. We may identify RPn with a generalised flag manifold
G/P , where P is the adjoint stabiliser of a lowest weight vector in V∗ for any irreducible
g-representation V whose highest weight is supported on the final node of the Satake
diagram of g [60, Prop. 3.2.5]. We thus obtain a projective embedding RPn →֒ P(V∗)
for any such representation; since these representations are of the form Vk := S
k
Rn+1∗
for k > 0, we recover the Veronese embeddings RPn →֒ P(SkRn+1). The case k = 2 is
our previous representation W, thus giving an embedding into the projectivisation of
the representation which sets up the metrisability problem.
Secondly, we notice that Rn+1⊕ Rn+1∗ is naturally a symplectic vector space when
equipped with the symplectic structure ω((u, α), (v, β)) := β(u) − α(v). The adjoint
representation of h := sp(Rn+1 ⊕ Rn+1∗, ω) ∼= sp(2n + 2,R) then decomposes as
h = S2(Rn+1 ⊕ Rn+1∗) ∼= S2Rn+1 ⊕ gl(n+ 1,R)⊕ S2Rn+1∗,
where gl(n + 1,R) is the reductive Lie algebra of endomorphisms of h which preserve
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the block decomposition of h. Moreover gl(n + 1,R) = g ⊕ R, so we may recover our
original algebra g = sl(n + 1,R) from h as the semisimple part of gl(n + 1,R). Thus
W may be regarded as the infinitesimal isotropy representation h/q of the abelian
parabolic subalgebra q := (g⊕R)⊕W∗. This supplies a larger symmetric R-space H ·q
(see Definition 2.20), isomorphic to the space of lagrangian subspaces of R2n+2, which
contains G · p ∼= RPn.
These observations equally apply to the flat models CPn and HPn of c-projective and
quaternionic geometry. For CPn we have g = sl(n + 1,C) and W = (Cn+1 ⊠ Cn+1)R,
and we find a projective embedding CPn →֒ P(W) as before. The g-representation
h := W ⊕ (g ⊕ R) ⊕ W∗ also has a graded Lie algebra structure, now isomorphic to
su(n+1, n+1), yielding a larger symmetric R-space H ·q of maximal isotropic subspaces
of C2n+2 of a hermitian inner product of signature (n + 1, n + 1). For HPn we have
g = sl(n+ 1,H) and W = (∧2CC
2n+2)R, with a Plu¨cker-type embedding HP
n →֒ P(W).
There is again a graded Lie algebra structure on h := W ⊕ (g ⊕ R) ⊕ W∗, this time
isomorphic to the real form so∗(4n + 4) of sl(2n + 2,C), yielding a larger symmetric
R-space H · q of isotropic quaternionic subspaces of Hn+1.
The final necessary observation is that all three R-spaces H · q are self-dual in the
sense of [44]; for abelian parabolic subalgebras q, qˆ ≤ h which satisfy q ⊕ qˆ⊥ = h, this
amounts to asking that q, qˆ are conjugate by an element of H. Self-duality provides
the final ingredient in our general definition.
Definition. Let H · q be a self-dual symmetric R-space with infinitesimal isotropy
representation W := h/q. A projective parabolic geometry is a parabolic geometry
modelled on the R-space G · p given by the stabiliser of a lowest weight orbit in W.
We will describe how to recover G · p from H · q later. This “top-down” approach
is beneficial because H · q contains the Lie-algebraic structure of both g and its rep-
resentation W. Note however that the R-space G · p is not a priori symmetric, as we
find for the classical projective structures, and some work involving the root data of h
and g is required to show this. The key step is relating self-duality of H · q to a Jordan
algebra structure on W, which is a commutative but non-associative algebra satisfying
a power associativity relation. An idempotent decomposition of W then gives detailed
information about the graded components of both g and W, in particular allowing us
to construct a Z2-grading on h with respect to algebraic Weyl structures q and p.
Theorem. With notation as above, G · p is a symmetric R-space. Moreover W admits
the structure of a Jordan algebra and decomposes into three graded components as a
p-representation. Thus h ∼=W⊕ (g⊕ R)⊕W∗ admits a Z2-grading, with Lie brackets
between the various summands given by Table 7.1.
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It is not such a surprise that W admits a Jordan algebra structure: the relation
between self-dual symmetric R-spaces and Jordan algebras has been extensively studied
by Tits [174], Koecher [116, 117], Meyberg [143] and Bertram [26, 27, 28]. In outline,
any Jordan algebra (W, ◦) can be embedded into the Kantor–Koecher–Tits algebra
h :=W⊕der(W)⊕W∗, where der(W) is the Lie algebra generated by the multiplication
maps Lx◦y : z 7→ (x ◦ y) ◦ z. Then q := der(W) ⊕ W∗ becomes an abelian parabolic
subalgebra of h, and the corresponding R-space can be shown to be self-dual [143]. Thus
we obtain a 1-to-1 correspondence between Jordan algebras and self-dual symmetric
R-spaces; Loos [130] extends this to a 1-to-1 correspondence between so-called Jordan
triple systems and symmetric R-spaces.
A Jordan algebra is called formally real if the trace form τ(x, y) := tr(Lx◦y) is
positive definite. The classification of formally real Jordan algebras was obtained by
Jordan, von Neumann and Wigner [107], who showed that they comprise four infinite
families and a single exceptional algebra. The four families consist of the symmetric
real matrices, the hermitian matrices, the quaternion-hermitian matrices, and the spin
factors, which may be described as a Clifford algebra. The exceptional Albert algebra
consists of 3×3 octonion-hermitian matrices and was described by Albert [2].
Of interest to us is the intimate relationship between formally real Jordan algebras
and projective geometry [16, 26]: the space idem(W) of primitive idempotents may be
stratified by their trace, and the idempotents with trace one may be viewed as points
in a projective space. The Jordan algebras of symmetric, hermitian and quaternion-
hermitian matrices yield the classical projective spaces RPn, CPn and HPn [141], while
the spin factors allow us to view the conformal sphere Sn as “one dimensional projective
geometry over Rn” [126, 123]. For the Albert algebra, one obtains Moufang’s octonionic
projective plane OP2 [16, 148]. Moreover by work of Hirzebruch [99], the trace form
induces a riemannian metric on idem(W), which may then is a 2-point homogeneous rie-
mannian symmetric space of rank one. Thus we recover Cartan’s classification [66, 67]
of rank one riemannian symmetric spaces. There is also a complex analytic description
in terms of bounded symmetric domains of tube type; see [80, 118, 130].
Returning to the case of a projective parabolic geometry, it turns out that the
Jordan algebra structure of W strictly confines the Lie brackets between the various
summands of the Z2-grading of h, allowing us to calculate many brackets independently
of the projective parabolic geometry in question. This often means that, once one has
reduced a result to the verification of an algebraic identity, the proof may be com-
pleted via a series of formal manipulations using the Killing form and Jacobi identity.
Although the reader may express dissatisfaction at these (often long) algebraic manip-
ulations, the author would argue that the strictness of the algebraic framework deftly
10
explains why many results in the classical theories have only subtly different proofs. In
particular, our fourth goal above may be achieved by framing a desired result in purely
algebraic terms, where it can be solved by algebraic manipulations.
Theorem. Consider a projective parabolic geometry on M with flat model G · p and
infinitesimal isotropy representation W. Then solutions of the first BGG operator as-
sociated to W induce metrics compatible with the underlying geometric structure. In
particular, Einstein metrics correspond to so-called normal BGG solutions.
Using the classification of self-dual symmetric spaces, it is straightforward to clas-
sify the projective parabolic geometries with H · q irreducible. This classification may
be phrased in terms of a pair of integers (r, n), which arise from the idempotent decom-
position of the Jordan algebra W and play an important role in the algebraic theory.
In addition to the classical projective structures coming from the formally real Jordan
algebras W, the classification includes geometries modelled on the grassmannian of 2-
planes, a symmetric R-space associated to the split real form of e6(C), and conformal
geometries of various signatures.
Overview. The first two chapters provide relevant background material. Chapter 2
introduces parabolic subalgebras and R-spaces, focusing primarily on their structure
theory and Lie algebra homology. Chapter 3 reviews the theory of parabolic geometries,
including their tractor calculus and the curved BGG machinery.
Next we study the three classical projective structures. Chapter 4 gives a detailed
introduction to projective differential geometry, both from the classical and parabolic
perspectives. Chapters 5 and 6 describe c-projective geometry and almost quaternionic
geometry in a similar way. Hopefully the reader will excuse some repetition: these
chapters serve primarily as a literature review and as general motivation, although
there are some (apparently) original results in the quaternionic case.
The general framework uniting these geometries is defined and studied in Chapter
7. In particular, we undertake a detailed investigation of the algebraic structure of
a projective parabolic geometry. Afterwards we examine the metrisability problem,
obtaining results similar to the classical cases.
In light of goal (5) above, Chapter 8 is devoted to the study of projective parabolic
geometries admitting a 2-dimensional family of compatible metrics. Notably, we obtain
results on the geodesic flow of a metric, and a family of commuting vector fields.
Finally, the two appendices contain supplementary material. Appendix A contains
some algebraic identities, whose proofs are long and would have disrupted the flow
of the text. Appendix B summaries some representation-theoretic data relating to
projective parabolic geometries for the reader’s convenience.
11
Notation. While notation should not pose a significant problem, a few points are
worth mentioning. For valence one tensors α, β, our conventions for the wedge and
symmetric product are α ∧ β := α ⊗ β − β ⊗ α and α ⊙ β := 12(α ⊗ β + β ⊗ α). We
denote the external tensor product by ⊠, and the Cartan product by ⊚. Hamiltonian’s
quaternions and Cayley’s octonions are denoted by H and O respectively. Finally,
unless stated otherwise, all differential geometric objects are smooth. An index of
notation is provided on page 218.
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chapter
2
Background from
Lie theory
We begin with a review of some necessary ingredients from Lie theory. We shall assume
that the reader has a working knowledge of the structure theory and representation
theory of semisimple Lie algebras; see [60, 84, 103] for a thorough introduction.
The structure theory and representation theory of parabolic subalgebras of semisim-
ple Lie algebras shall feature heavily throughout this thesis, so we spend some time
describing the pertinent results in Section 2.1. In particular, the theory of R-spaces
and their projective embeddings shall be important.
As we shall see in Section 3.3, the invariant differential operators associated to
a parabolic geometry are related to the Lie algebra homology of its flat model. We
introduce Lie algebra homology and cohomology in Section 2.2, as well as describing
the algorithm for its computation provided by Kostant’s version of the Bott–Borel–Weil
theorem. The standard reference for this material is [119], but readable accounts may
also be found in [22, 60, 104].
2.1 Parabolic subalgebras
Let g be a complex semisimple Lie algebra. A maximal solvable subalgebra b ≤ g is
called a Borel subalgebra, while a subalgebra p ≤ g is called parabolic if p contains a
Borel subalgebra. However, the following equivalent definition is available; see [44, 50].
Definition 2.1. A subalgebra p of a semisimple Lie algebra g is parabolic if the Killing
polar p⊥ is a nilpotent subalgebra of g. We say p is an abelian parabolic if p⊥ ≤ g is an
abelian subalgebra.
Lemma 2.2. [38, Thm. 1] Let p ≤ g be parabolic. Then p⊥ is a nilpotent ideal of p.
Proof. By invariance of the Killing form, we have 〈[p⊥, p], p〉 = 〈p⊥, [p, p]〉 ⊆ 〈p⊥, p〉 = 0
and hence [p, p⊥] ⊆ p⊥.
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In fact, one can show [72, Lem. 1.1] that p⊥ coincides with the nilpotent radical of
p. Then the quotient p0 := p/p⊥ is a reductive Lie algebra, called the reductive Levi
factor of p. It is always possible to choose a splitting of the projection p ։ p0, so we
may identify p0 with a subalgebra complementary to p⊥ in p such that p ∼= p0 ⋉ p⊥ is
a semi-direct sum [50].
The benefit of Definition 2.1 is that it works over any field of characteristic zero,
whereas the definition via Borel subalgebras only works over C. One may also use
this idea to define parabolic subalgebras p of a reductive Lie algebra g [151], by asking
that p⊥ is a nilpotent subalgebra of p ∩ [g, g]. However, we shall restrict attention to
semisimple Lie algebras g, where g = [g, g].
In Subsection 2.1.1 we shall develop the basic structural theory of parabolic subalge-
bras from the root data of g. This suggests a filtration associated to any parabolic sub-
algebra, which we discuss in Subsection 2.1.2. The representation theory of a parabolic
subalgebra is discussed in Subsection 2.1.3. Finally, we discuss conjugacy classes of
parabolics in Subsection 2.1.4, which forms the basis of central definitions and results
in this thesis.
2.1.1 Standard parabolics
Let g be a complex semisimple Lie algebra, which we fix henceforth. By appealing to
the structure theory of g, we may identify a family of so-called standard parabolics.
Choose a Cartan subalgebra t ≤ g with roots ∆ ⊂ t∗, and choose a positive subsystem
∆+ ⊂ ∆ with simple roots ∆0. From the root space decomposition g = t ⊕⊕α∈∆ gα
of g, it is easy to see that b := t ⊕⊕α∈∆+ g−α is a Borel subalgebra of g, called the
standard Borel with respect to t and ∆+.
Definition 2.3. A parabolic subalgebra p ≤ g is called a standard parabolic with
respect to t and ∆+ if it contains the standard Borel.1
Thus a standard parabolic is the direct sum of t, all negative root spaces, and some
positive root spaces. Since the Weyl group of g acts transitively on the set of positive
subsystems of ∆, any Borel subalgebra of g is conjugate to the standard one via the
adjoint action of G. Consequently any parabolic is conjugate to a (unique) standard
parabolic, yielding the following [60, Thm. 3.2.1].
Lemma 2.4. Let p ≤ g be a parabolic subalgebra. Then t and ∆+ can be chosen such
that p is a standard parabolic.
1Many authors, notably [22, 60, 84], define the standard Borel to contain all positive root spaces.
We choose the opposite convention to better facilitate the treatment of homology and subsequently
BGG operators; see Section 2.2.
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The set of standard parabolics with respect to t and ∆+ may also be enumerated
using the set ∆0 ⊂ ∆ of simple roots [84, p. 384].
Proposition 2.5. There is a bijection between standard parabolics p ≤ g and subsets
Σ ⊆ ∆0, given by mapping p ≤ g to Σp := {α ∈ ∆0 | gα 6≤ p} and conversely by mapping
a subset Σ ⊆ ∆0 to the standard parabolic with positive root spaces 〈∆0 r Σ〉 ∩∆+.
Since elements of ∆0 are the nodes of the Dynkin diagram of g, this suggests an
obvious notation for standard parabolics p ≤ g: we represent p by crossing the nodes
corresponding to elements of the associated subset Σp ⊆ ∆0. Thus the Dynkin diagram
with no nodes crossed is the non-proper parabolic g, while crossing all nodes yields the
standard Borel; other examples may be found in [22, §2.2].
Lemma 2.6. The subspace 〈α∨ | α ∈ ∆0 r Σ〉 ≤ t forms a Cartan subalgebra for the
semisimple part of p0, while z(p0) = 〈H ∈ t | α(H) = 0 ∀α ∈ ∆0 r Σ〉.
These two subspaces of t are complementary and orthogonal with respect to the
Killing form [60, Thm. 3.2.1]. In particular, the dimension of z(p0) is equal to the
number of elements of the corresponding subset Σp, i.e. the number of crossed nodes.
Let us also mention briefly how to deal with parabolic subalgebras of a real semisim-
ple Lie algebra. In this case p ≤ g is called a standard parabolic if its complexification is
a standard parabolic in the sense of Definition 2.3, and any parabolic is conjugate to a
standard parabolic by the adjoint action of a maximal compact subgroup K ≤ Int(g).
It turns out that there is a bijection between standard parabolics of g and subsets
Σ ⊆ ∆0 which are disjoint from the set ∆0c of compact simple roots and stable un-
der the non-compact root involution, which are themselves in bijection with subsets
of restricted simple roots. Therefore real standard parabolics are classified by crossing
white nodes of the Satake diagram2 of g, with the caveat that we must also cross all
nodes connected by an arrow. Details and examples may be found in [60, §3.2.9].
2.1.2 Filtrations and gradings
Let V be a vector space over a field k, which for us will be R or C.
Definition 2.7. A filtration of V is a family {Vi}i∈Z of subspaces satisfying Vi+1 ⊃ Vi
for all i ∈ Z, and ⋃i∈ZVi = V and ⋂i∈ZVi = {0}. A grading of V is a vector space
decomposition V =
⊕
i∈Z V(i).
Typically we are interested in filtrations for which Vi 6= 0, V for only finitely many
i ∈ Z. Any filtration {Vi}i∈Z of V gives rise to a graded vector space gr V with
2Our convention is that black nodes of the Satake diagram represent compact simple roots, while
white nodes represent non-compact simple roots.
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components V(i) := Vi/Vi−1 called the associated graded of V . Although there are no
natural linear maps between V and gr V in either direction, there is an isomorphism
V ∼= gr V given by choosing a splitting of each projection Vi ։ V(i), thus identifying
V(i) with a complement to Vi−1 in Vi. Given such splittings of filtered V,W , a linear
map f : V → W has homogeneity k if f(V(i)) ⊆ W(i+k) for all i ∈ Z, giving a grading
of Hom(V,W ) by homogeneous degree.
Now consider a Lie algebra g over k. A filtration of g is a filtration {gi}i∈Z of the
underlying vector space such that [gi, gj ] ⊆ gi+j for all i, j ∈ Z. Then gi is a subalgebra
of g for all i ≤ 0 and an ideal for i < 0 [60, Cor. 3.2.1]. Given an unfiltered g with
a representation on a filtered vector space V , we obtain a filtration of g by defining
gi := {X ∈ g | X · v ∈ Vi+j ∀v ∈ Vj}.
Let p be a parabolic subalgebra of g. Then by definition p⊥ is nilpotent, so that
the lower central series (p⊥)1 ⊃ (p⊥)2 ⊃ · · · ⊃ 0 terminates after a finite number of
steps, where (p⊥)1 := p⊥ and (p⊥)k+1 := [p⊥, (p⊥)k]. We shall say that p has height n
if (p⊥)k = 0 for all k > n. It is straightforward to check that
g0 := p, g−1 := p⊥ and gk :=
[p⊥, g−k+1] k < 0(g−1−k)⊥ k > 0
defines a filtration of g, which we refer to as the p⊥-filtration of g. If p has height n
then clearly g−(n+1) = 0 and gn = g, so that there are 2n proper filtration components.
The associated graded Lie algebra gr g has components g(i) := gi/gi−1 satisfying
[g(i), g(j)] ⊆ g(i+j) for all i, j ∈ Z. Clearly if p has height n then g(i) = 0 for |i| > n,
so that there are 2n+ 1 non-zero graded components. Notice also that g(0) := p/p
⊥ is
precisely the reductive Levi factor p0 of p.
Lemma 2.8. There is a unique ξ0 ∈ z(p0) such that [ξ0,X] = iX for all X ∈ p(i).
The element ξ0 ∈ z(p0) is called the grading element of p. From the definition of
the filtration, a choice of splitting of the projection p ։ p0 := p/p⊥ evidently induces
splittings of all projections gi ։ g(i); such splittings always exist [50, Lem. 2.2].
Definition 2.9. An algebraic Weyl structure for p is a choice of lift of the grading
element ξ0 ∈ z(p0) to p with respect to the projection p։ p0.
Thus an algebraic Weyl structure induces an isomorphism g ∼= gr g; for abelian
parabolics this amounts to an isomorphism g ∼= g/p⊕ p0 ⊕ p⊥. Since the space of such
lifts is an affine space modelled on p⊥, we obtain the following [50, Lem. 2.5].
Lemma 2.10. The subgroup exp p⊥ ≤ P acts simply transitively on the affine space of
algebraic Weyl structures for p.
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It follows that the stabiliser of an algebraic Weyl structure ξ ∈ p is a subgroup of
P projecting isomorphically onto P 0 := P/ exp p⊥, so that ξ also splits the quotient
group homomorphism P ։ P 0. This is the basis of Cˇap and Slova´k’s treatment of
Weyl structures [59]; see [50, App. A] for a detailed comparison.
Definition 2.11. Parabolics p, pˆ ≤ g of the same height and with associated filtrations
{gi}i∈Z, {gˆ}i∈Z are said to be opposite if gi ∩ gˆi is complementary to gi−1 in gi.
For abelian parabolics p, pˆ, this amounts to asking that p⊥ ∩ pˆ = 0. Generally, the
complement gi∩ gˆi to gi−1 splits the projection gi ։ g(i); thus the choice of an opposite
parabolic is equivalent to the choice of an algebraic Weyl structure [50, Lem. 2.5].
Lemma 2.12. exp p⊥ acts simply transitively on the set of parabolics opposite to p.
Choose a Cartan subalgebra t ≤ g and a simple subsystem ∆0 with respect to which
p is a standard parabolic corresponding to a subset Σ ⊆ ∆0 = {α1, . . . , αk}. Each root
α =
∑k
i=1aiαi has an associated Σ-height htΣ(α) :=
∑
i :αi∈Σ ai, and Lemma 2.4 can
be adapted to show that each graded component g(i) consists of those root spaces of
Σ-height i. In particular g(0) = p
0 consists of the root spaces of height zero, while
p⊥ consists of root spaces with negative height. It also follows that all parabolics
conjugate to p have the same height, being given by the Σ-height of the highest root
of g. Moreover Lemma 2.12 implies that the data (t,∆+,Σ) may be chosen in such a
way that pˆ is the standard parabolic corresponding to the data (t,−∆+,−Σ).3
Lemma 2.13. Suppose that g is simple with abelian parabolic p. Then [p⊥, g] = p.
Proof. Invariance of the Killing form gives 〈[p⊥, g], p⊥〉 = 〈g, [p⊥, p⊥]〉 = 0, so that
[p⊥, g] ⊆ (p⊥)⊥ = p by non-degeneracy. Conversely, choose an algebraic Weyl structure
for p and hence an isomorphism g ∼= g/p⊕ p0⊕ p⊥. Since g is simple, [p⊥, p0] = p⊥ and
[p⊥, g/p] = p0 by [60, Prop. 3.1.2(4)]; thus p ∼= p0 ⊕ p⊥ = [p⊥, g/p ⊕ p0] ⊆ [p⊥, g].
2.1.3 Representations of a parabolic
Generally speaking the representation theory of a parabolic subalgebra p ≤ g is quite
complicated, but there are significant simplifications for completely reducible represen-
tations. Let p0 := p/p⊥ be the reductive Levi factor of p.
Lemma 2.14. [60, Prop. 3.2.12(1)] Every completely reducible p-representation V is
the trivial lift of a completely reducible p0-representation. Moreover, the grading ele-
ment ξ0 ∈ z(p0) acts by a scalar on each p0-irreducible component of V .
3That is, pˆ is defined as in Proposition 2.5 but with the roles of positive and negative roots exchanged.
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Indeed, in this case the corresponding linear map p → gl(V ) factors through the
projection p ։ p0, giving a representation of p0 on V which pulls back to the given
p-representation. Since p0 is not semisimple, its representations are not automatically
completely reducible. In fact, a p0-representation is completely reducible if and only if
its centre z(p0) acts diagonalisably [60, §3.2.12].
The representation theory of p can also be described in terms of highest weights.
For this, choose a Cartan subalgebra t ≤ g and a simple subsystem ∆0 with respect
to which p is the standard parabolic corresponding to a subset Σ ⊆ ∆0. Recall that
(isomorphism classes of) irreducible g-representations are in bijection with dominant
integral weights [84, Thm. 14.18], i.e. those which can be written as a non-negative
integral linear combination of the fundamental weights. By Lemma 2.14, irreducible
p-representations are given by a representation of the semisimple part p0ss and a linear
functional on the centre z(p0). We say that a weight λ ∈ t∗ is p-dominant (respectively,
p-integral) if the Cartan number 2〈λ,α〉〈α,α〉 is non-negative (respectively, integral) for all
α ∈ ∆0 r Σ.
Proposition 2.15. [60, Cor. 3.2.12] There is a bijection between isomorphism classes
of irreducible p-representations and p-dominant and p-integral weights λ ∈ t∗.
In Dynkin diagram notation, the p-dominant and p-integral weights are precisely
those with non-negative integer coefficients over the uncrossed nodes. If we are only
interested in p-representations there is no restriction on the coefficients over crossed
nodes. However if we ask that a representation integrates to a representation of a
parabolic subgroup P with Lie algebra p, it turns out that the coefficients over crossed
nodes must be integers [60, §3.2.12].
In the sequel we shall restrict to the following subclass of p-representations.
Definition 2.16. A p-representation V is filtered if there is a finite p-invariant filtration
V = VN ⊃ VN−1 ⊃ · · · ⊃ V0 ⊃ 0
such that each graded component V(i) is a completely reducible p-representation. We
henceforth redefine a p-representation to mean a filtered p-representation.
Since each V(i) is completely reducible, the grading element ξ0 ∈ z(p0) acts by
a scalar on each irreducible component of the induced p0-representation, called its
(geometric) weight. An algebraic Weyl structure ξ for p then splits the filtration on V
into the eigenspaces of ξ.
The restriction to p of a g-representation V is a filtered p-representation. To see
this, note that since p⊥ ≤ g is a nilpotent subalgebra, it acts nilpotently on V by
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Engel’s theorem. Consequently we obtain a finite filtration
V = VN ⊃ p⊥ · V ⊃ · · · ⊃ (p⊥)N · V = V0 ⊃ 0 (2.1)
of V, which we call the p⊥-filtration of V. Clearly p⊥ acts trivially on each graded com-
ponent V(i), while the identity [p, p
⊥] = p⊥ implies that (2.1) is p-invariant. Moreover
Lemma 2.4 allows us to choose a Cartan subalgebra t ≤ g and a simple subsystem ∆0
with respect to which p is a standard parabolic, implying that z(p0) ≤ t acts diagonal-
isably on V and hence that the V(i) are completely reducible.
The lowest filtration component V0 in (2.1) is sometimes called the socle of V, with
N the height of V. Dually, the first graded component H0(p
⊥;V) := V(N) = V/(p⊥ ·V)
is called the top of V. The homological notation will be explained in Section 2.2.
Let H0(p⊥;V) := {v ∈ V | α · v = 0 ∀α ∈ p⊥} denote the kernel of the p⊥-action
on V, which is a p-subrepresentation of V since [p, p⊥] = p⊥. We have the following
relation between g-subrepresentations of V and p-subrepresentations of H0(p⊥;V).
Proposition 2.17. [60, Prop. 3.2.13] There is a bijection between irreducible g-subrep-
resentations of V and irreducible p-subrepresentations of H0(p⊥;V). In particular if V
is the irreducible g-representation with lowest weight λ, then H0(p⊥;V) is the irreducible
p-representation with the same lowest weight.
Corollary 2.18. H0(p⊥;V) coincides with the socle V0 of the p⊥-filtration (2.1).
Proof. Since the action of p⊥ preserves the g-irreducible components of V, it suffices
to consider the case that V is an irreducible g-representation. Then H0(p⊥;V) is an
irreducible p-representation by Proposition 2.17. However V0 is a p-subrepresentation
of H0(p⊥;V) by construction, giving equality as claimed.
Then since f ∈ V∗0 = H0(p⊥;V∗) if and only if (α · f)(v) = −f(α · v) = 0 for all
α ∈ p⊥ and v ∈ V, the socle V∗0 of V∗ equals the annihilator of p⊥ · V. Therefore
(V∗0)
∗ ∼= V/(p⊥ ·V) = H0(p⊥;V). Then if V has highest weight λ as a g-representation,
Proposition 2.17 implies immediately that H0(p
⊥;V) has highest weight λ as a p-
representation, so that H0(p
⊥;V) is obtained by “putting the crosses in” to the Dynkin
diagram of V; we shall interpret this homologically in Section 2.2.
Proposition 2.17 also allows us to compute the weight of an irreducible p-representa-
tion V as follows. Choosing data so as to identify p with the standard parabolic
associated to a subset Σ of simple roots, the weight of V is given by the Σ-height
htΣ(λ) of the highest weight λ of V . Writing λ in terms of the fundamental weights
using the inverse Cartan matrix C−1 of g, it follows easily that V has weight ρ⊤p C−1λ,
where ρp is the p-dominant weight with a one over each crossed node. Tables of the
inverse Cartan matrices for complex simple Lie algebras may be found in [60, Tbl. B.4].
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Example 2.19. Consider the standard parabolic subalgebra p of e6(C) and its irreducible
representation V defined by
p = acting on
1 0 3 0 -5
1
= V.
Numbering the nodes of the Dynkin diagram “clockwise” starting with the left-most
node, the weight of V is
ρ⊤p C
−1λ = 13
(
0 0 0 0 1 0
) 4 5 6 4 2 35 10 12 8 4 66 12 18 12 6 9
4 8 12 10 5 6
2 4 6 5 4 3
3 6 9 6 3 6
 103
0−5
1
 = 1.
2.1.4 R-spaces and projective embeddings
Let G be a semisimple Lie group with Lie algebra g and recall that the adjoint action
of G takes parabolic subalgebras to parabolic subalgebras.
Definition 2.20. An R-space for G is an adjoint orbit of parabolic subalgebras. An
R-space is symmetric if its parabolic subalgebras are abelian.
The R-space G ·p is also known as the generalised flag manifold G/P , where P ≤ G
is a parabolic subgroup with Lie algebra p; see [22]. The link is formalised as follows
[44, Lem. 1.6].
Proposition 2.21. Given an R-space G · p, the stabiliser P ′ := StabG p′ ≤ G of a
parabolic p′ ∈ G ·p is a parabolic subgroup such that G/P ′ is diffeomorphic to G ·p.
In the complex setting, this result can be stretched considerably further: then
G/P is a compact projective Ka¨hler manifold with a holomorphic G-action [60, §3.2.6].
In particular, the complex symmetric R-spaces are precisely the hermitian symmetric
spaces of compact type for the maximal compact subgroup [44].
Suppose now that G is complex and connected, choose a Cartan subalgebra t ≤ g
and a positive subsystem ∆+, and let V be an irreducible g-representation with highest
weight λ ∈ t∗. Then −λ is the lowest weight of the dual representation V ∗, and since
the weight space V ∗−λ is 1-dimensional we obtain a well-defined point in P(V
∗).
Proposition 2.22. Let V be the irreducible g-representation of highest weight λ ∈ t∗.
Then the stabiliser p of the lowest weight space in V ∗ is the standard parabolic defined
by Σ := {α ∈ ∆0 | 〈λ, α〉 6= 0}, hence giving a projective embedding G · p →֒ P(V ∗).
Sketch proof. We outline the proof from [60, Prop. 3.2.5]. The dual representation V ∗
has lowest weight −λ, so let v0 ∈ V ∗−λ be a lowest weight vector and define p to be
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the stabiliser {X ∈ g | X · V ∗−λ ⊆ V ∗−λ} of V ∗−λ. It follows easily that p is the standard
parabolic with corresponding subset Σ := {α ∈ ∆0 | gα 6≤ p}.
Choose a simple root α ∈ ∆0, and an sl2-triple e ∈ gα, f ∈ g−α and h := [e, f ] ∈ t.
By considering the root reflection through α, one then shows that e · v0 = 0 if and only
if 〈α, λ〉 = 0; since gα ≤ p if and only if gα · v0 = 0, the claimed form of Σ follows.
To obtain the projective embedding note that the adjoint action of P := StabG p
preserves V ∗−λ; we easily conclude that P ≤ StabG[v0], which is actually an equality
by Proposition 2.21. Therefore the holomorphic submersion G → G · [v0] given by
g 7→ g · [v0] = [g · v0] factors to a holomorphic bijection G · p ∼= G/P → G · [v0], which
is a diffeomorphism and hence a biholomorphism by compactness of G/P .
It is straightforward to determine the Dynkin notation for p from the highest weight
λ ∈ t∗ of V . Given a simple root α ∈ ∆0, the coefficient of the corresponding funda-
mental weight is 2〈λ,α〉〈α,α〉 , which is the number we write over the node of the Dynkin
diagram. Thus 〈λ, α〉 6= 0 if and only if there is a non-zero coefficient over that node,
meaning p is given by crossing nodes in the support of λ.
Corollary 2.23. There is a projective embedding G · p →֒ P(V ∗) for any irreducible
g-representation V whose highest weight is supported on the crossed nodes of p.
Example 2.24. Consider the R-space G · p = of g = sl(n + 1,C),
where we have crossed the kth node. The corresponding fundamental representation is
the exterior power ∧kCC
n+1 of the standard representation of g on Cn+1. If {ei}i and
{εi}i are the standard dual bases of Cn+1 and Cn+1∗ then vk := ε1∧ · · ·∧ εk ∈ ∧kCCn+1∗
is a lowest weight vector for g, and the stabiliser of the line through vk coincides with
the stabiliser of the k-dimensional subspace 〈ε1, . . . , εk〉 ≤ Cn+1∗. Thus G · p is the
complex grassmannian Grk(C
n+1∗) ∼= Grn+1−k(Cn+1). In particular k = n gives the
grassmannian of hyperplanes in Cn+1∗, which is just CPn.
Notice that there is a minimal projective embedding G · p →֒ P(V ∗), defined by
taking V to be the irreducible g-representation whose highest weight has a one over
each crossed node of p. Generally speaking, choosing V to have a strictly larger weight
results in G · p having larger codimension in P(V ∗). Thanks to a result of Kostant, it
is possible to describe the image of G · p inside P(V ∗) as an intersection of quadrics.4
For this, recall that the Cartan square⊚2V ∗ is the highest weight subrepresentation
of S2V ∗ and appears with multiplicity one. Viewing S2V as the space of homogeneous
quadratic polynomials on V ∗, the projection S2V ∗ ։ U∗ := S2V ∗/⊚2V ∗ is dual to the
inclusion U →֒ S2V , which identifies U ≤ S2V with the annihilator of ⊚2V ∗.
4Kostant never published this result, and it appears (with attribution) in [122, 128]; also see [158,
p. 368]. The author is grateful to Fran Burstall for his patient explanation of Kostant’s results.
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Now if v0 ∈ V ∗−λ is a lowest weight vector for g and [v] ∈ G · [v0], we have v = g · v0
for some g ∈ G and hence v ⊗ v = (g · v0) ⊗ (g · v0) = g · (v0 ⊗ v0). Since v0 ⊗ v0 is a
lowest weight vector for ⊚2V ∗, this gives an inclusion
G · [v0] ⊆ {v ∈ V ∗ | f(v ⊗ v) = 0 ∀f ∈ U} (2.2)
of G·p ∼= G·[v0] into the intersection of quadrics cut out by U . By computing the action
of Casimir elements it is possible to deduce that (2.2) is an equality, hence describing
exactly which quadratic equations cut out G · p inside P(V ∗).
Theorem 2.25 (Kostant). Suppose that G is a complex semisimple Lie group with Lie
algebra g, and let V be an irreducible g-representation of highest weight λ. Let G · [v0]
denote the lowest weight orbit in V ∗ and let U ≤ S2V be the annihilator of ⊚2V ∗.
Then:
(1) G · [v0] is the intersection of quadrics cut out by U , so that (2.2) is an equality.
(2) The ideal of G · [v0] is generated by U .
(3) The homogeneous coordinate ring of G · [v0] is ⊚•V :=
⊕∞
i=0⊚
iV .
Example 2.26. Continuing notation from Example 2.24, consider the resulting embed-
ding G · p →֒ P(∧kCCn+1∗) which identifies p with the stabiliser 〈ε1, . . . , εk〉 ≤ Cn+1∗.
In the case k = n we have G · p = CPn, and the Cartan square of ∧nCCn+1∗ ∼= Cn+1
coincides with its symmetric square, representing the fact that CPn →֒ P(Cn+1) is the
minimal projective embedding. In the case k = n− 1 we have G · p = Gr2(Cn+1), with
S2∧n−1Cn+1 = S2
(
0 0 0 1 0
)
=
0 0 0 2 0
⊚2∧n−1Cn+1
⊕ 0 0 0 1 0 0 0
U = ∧n−3Cn+1
.
Identifying U ∼= ∧4Cn+1∗, we see that G·[v0] consists of those elements [v] ∈ P(∧2Cn+1)
for which v ∧ v = 0, which is just the Plu¨cker embedding Gr2(Cn+1) →֒ P(∧2Cn+1).
2.2 Lie algebra homology and cohomology
Lie algebra homology and cohomology were introduced by Kostant [119] to provide an
algebraic backdrop for the Bott–Borel–Weil theorem, which computes the sheaf coho-
mology of generalised flag manifolds [22, 70]. Parabolic geometries are modelled on
such manifolds, so we shall be interested in a “curved” analogue of Kostant’s results
provided by [49, 61]. We introduce the necessary definitions and basic results in Subsec-
tion 2.2.1, before outlining the description of the Hasse diagram and Kostant’s version
of the Bott–Borel–Weil theorem in Subsection 2.2.2.
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2.2.1 Basic definitions
Let g be any Lie algebra and V a g-representation. We define the space Ck(g;V ) :=
∧
kg⊗ V of k-chains on g with values in V and a boundary map
∂ : Ck(g;V )→ Ck−1(g;V )
β ⊗ v 7→∑i (βy εi)⊗ (ei · v) +∑i<j [ei, ej ] ∧ ((βy εi)y εj)⊗ v,
where {ei}i is a basis of g with dual basis {εi}i. It can be checked directly [49, Lem. 3.2]
that ∂ is independent of the choice of basis and satisfies ∂2 = 0, so that (C•(g;V ), ∂)
forms a chain complex.
Definition 2.27. The homology H•(g;V ) of (C•(g;V ), ∂) is called the Lie algebra
homology of g with values in V .
In particular, the zeroth homology H0(g;V ) = V/(g·V ) is the space of co-invariants
of V . Evidently Ck(g;V ) carries a natural action of g given by extending the adjoint
action of g on itself by the representation V . Moreover it is clear that ∂ is g-equivariant,
so there is an induced representation on Hk(g;V ).
Now suppose that g is semisimple, p ≤ g is parabolic and V is a g-representation.
Since [p, p⊥] = p⊥, the chain space Ck(p⊥;V ) is naturally a p-representation.
Lemma 2.28. [49, Lem. 3.3] ∂ : Ck(p
⊥;V ) → Ck−1(p⊥;V ) is p-equivariant, so that
there is a natural representation of p on Hk(p
⊥;V ).
For g simple and p abelian, Lemma 2.13 immediately yields the following.
Corollary 2.29. Let g be simple with abelian parabolic p. Then H0(p
⊥; g) = g/p.
Lie algebra cohomology may be defined by a dual approach. For any Lie algebra g,
the space Ck(g;V ) := ∧kg∗ ⊗ V of k-cochains on g with values in V may be identified
with Ck(g;V
∗)∗, with differential5
∂∗ : Ck−1(g;V )→ Ck(g;V )
β ⊗ v 7→∑i εi ∧ β ⊗ (ei · v) +∑i<j εi ∧ εj ∧ ([ej , ei]yβ) ⊗ v
given by (minus) the transpose of ∂ : Ck(g;V
∗)→ Ck−1(g;V ∗). Then (∂∗)2 = 0 again,
so that (Ck(g;V ), ∂∗) is a cochain complex whose cohomology H•(g;V ) is called the
Lie algebra cohomology of g with values in V . In particular, the zeroth cohomology
H0(g;V ) is the kernel of the g-action on V .
5Note that our use of ∂, ∂∗ is reversed compared to some authors’ conventions: one often sees
∂ : Ck−1(g;V )→ Ck(g;V ) as the differential and ∂∗ : Ck(g;V )→ Ck−1(g;V ) as the boundary map.
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Returning to the case that g is semisimple and p ≤ g is parabolic, the duality
(g/p)∗ ∼= p⊥ induced by the Killing form means that Ck(p⊥;V ) ∼= Ck(g/p;V ). Choos-
ing a parabolic pˆ opposite to p, it follows that ∂∗ : Ck−1(p⊥;V ) → Ck(p⊥;V ) is
pˆ-equivariant (but notably not p-equivariant). Therefore Hk(p⊥;V ) is not naturally
a p-representation, but only a p0-representation with respect to the chosen algebraic
Weyl structure. For this reason, we prefer to work with homology over cohomology.
Continuing to work with an algebraic Weyl structure, it is possible to find positive
definite inner products on g and V with respect to which ∂ : Ck(p
⊥;V )→ Ck−1(p⊥;V )
is (minus) the adjoint of ∂∗ : Ck−1(p⊥;V )→ Ck(p⊥;V ), where here and below we use
that Ck(p
⊥;V ) = Ck(g/p;V ). This allows us to define a laplacian-like operator [119].
Definition 2.30. The p0-homomorphism  := ∂∂∗ + ∂∗∂ : Ck(p⊥;V )→ Ck(p⊥;V ) is
called the algebraic laplacian.
Kostant proves [119, Prop. 2.1] that  also induces a Hodge decomposition
Ck(p
⊥;V ) = im ∂ ⊕ ker ⊕ im ∂∗, (2.3)
of chain spaces, where ker ∂ = im ∂ ⊕ ker and ker ∂∗ = ker ⊕ im ∂∗; also see [60,
§3.3.1] Consequently Hk(p⊥;V ) ∼= ker, identifying homology classes with harmonic
representatives in ker = ker ∂ ∩ ker ∂∗. In particular we have isomorphisms
Hk(p
⊥;V ) ∼= Hk(g/p;V ) ∼= Hk(g/p;V ∗)∗ ∼= Hk(p⊥;V ∗)∗ (2.4)
of p0-representations for all k ∈ Z; see [49, p. 12].
2.2.2 Computation of homology components
Given a g-representation V , it will often be useful to compute the p0-irreducible compo-
nents of Hk(p
⊥;V ) explicitly. We saw how to do this for H0(p⊥;V ) in Subsection 2.1.3:
it is the top of the p⊥-filtration of V , so is the p-representation with highest weight
given by “putting the crosses in”. For arbitrary degree, the Hodge decomposition (2.3)
implies that the p0-irreducible components of Hk(p
⊥;V ) may be identified with the
p0-irreducible components of Ck(p
⊥;V ) which lie in the kernel of .
If V has highest weight λ ∈ t∗ for g, we may restrict V to a p0-representation and
decompose into irreducible p0-subrepresentations. The subspace V µ generated by all
highest weight vectors of weight µ ∈ t∗ for p0 is called the µ-isotypical component ;
evidently only finitely many isotypical components are non-zero. One can show that V
is the direct sum of its isotypical components, with V µ isomorphic to a direct sum of a
number of copies of the irreducible representation with highest weight µ [60, §2.2.14].
The action of  on V µ is given by Kostant’s spectral theorem [119]; see also [62].
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Theorem 2.31. Let V be an irreducible g-representation of highest weight λ. Then
 : Ck(p
⊥;V )→ Ck(p⊥;V ) acts on the µ-isotypical component of Ck(p⊥;V ) by multi-
plication by −12(‖λ+ ρg‖2 − ‖µ+ ρg‖2), where ρg is the lowest form of g.6
To analyse the resulting weight condition ‖λ + ρg‖ = ‖µ + ρg‖, it is necessary to
introduce some machinery called the Hasse diagram of p. We shall not need the details,
so only give a synopsis; see [22, 60] for details.
First observe that the Weyl group Wg of g may be given the structure of a directed
graph, with vertices the elements of Wg and an edge w
α→ w′ if and only if ℓ(w′) =
ℓ(w) + 1 and w′ = σαw for some α ∈ ∆+. Moreover since Wg acts transitively on the
set of Weyl chambers, the vertex set of Wg is in bijection with the Weyl orbit of ρg ∈ t∗.
Thus, considering the form of the Cartan matrix, all elements of Wg are obtained by
repeatedly applying the simple root reflection rules from Figure 2.1 to ρg; see [22, §4.1].
Now suppose that p ≤ g is a standard parabolic corresponding to a subset Σ ⊆ ∆0
and let Wp be the Weyl group of the semisimple part of p
0, which may be naturally
viewed as a subgraph of Wg. The Hasse diagram W
p of p is the subgraph of Wg
with vertices the elements whose action sends any g-dominant weight to a p-dominant
weight. By [119, Prop. 5.13], every w ∈Wg may be written as w = wpwp for elements
wp ∈Wp and wp ∈Wp of minimal length. Moreover the stabiliser of the lowest form ρp
of p in Wg is precisely Wp, so that the Weyl orbit of ρp is in bijection with the vertex
set of Wp. Thus the vertices of the Hasse diagram may be computed by repeatedly
applying simple reflections to ρp.
σαi
( a b c )
=
a+b −b b+c
σαi
( a b c )
=
a+b −b 2b+c
σαi
( a b c )
=
a+b −b b+c
Figure 2.1: Recipes for performing a simple root reflection at the central node.
If b is the coefficient that node, we add b to adjacent nodes, with multiplicity if
there are multiple edges, and then replace b by −b.
Example 2.32. The first few columns of the Hasse diagram of the parabolic p ≤ g =
e6(C) from Example 2.19 are given in the first diagram of Figure 2.2, where the edges
are labelled by the node number corresponding to the simple reflection.
6The lowest form ρg of g is the sum of the fundamental weights of g, so is represented by a one over
each node of the Dynkin diagram.
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A careful analysis of the weight condition ‖λ+ρg‖ = ‖µ+ρg‖ now leads to Kostant’s
version of the Bott–Borel–Weil theorem [119, Thm. 5.14], which calculates the irre-
ducible components of H•(p⊥;V ) using the Hasse diagram of p. For notational conve-
nience, we define the affine action of Wg on weights by w · µ := w(µ + ρg)− ρg.
Theorem 2.33. Let V a complex irreducible g-representation with highest weight λ
and consider the µ-isotypical component H•(p⊥;V )µ of H•(p⊥;V ). Then:
(1) H•(p⊥;V )µ 6= 0 if and only if µ = w · λ for some w ∈Wp.
(2) Each isotypical component H•(p⊥;V )w·λ is irreducible, and the multiplicity of w·λ
as a weight of C•(p⊥;V ) is one.
(3) The component H•(p⊥;V )w·λ is contained in Hℓ(w)(p⊥;V ).
Therefore the set of p0-irreducible components of H•(p⊥;V ) is in bijection with the
vertex set of Wp. The calculation of the p0-irreducible components of Hk(p
⊥;V ) is now
completely algorithmic: first, determine the Hasse diagram of p up to the (k + 1)st
column; for each weight in this column, take a sequence leading back to ρp labelled
from left-to-right by simple roots αi1 , . . . , αik ; then the corresponding component of
Hk(p
⊥;V ) has highest weight given by the affine action αi1 ·(· · ·αik ·λ) = (αi1 · · ·αik) ·λ
applied to the p-dominant weight induced by λ.
Example 2.34. Continuing notation from Example 2.32, we can compute the homology
H•(p⊥; g) valued in the adjoint representation of g. The components of H•(p⊥; g) up
to degree five are given in the corresponding column of the second diagram of Figure
2.2, where we have retained the arrow labelling from Example 2.32 purely for clarity.
Finally, it is straightforward to extend Theorem 2.33 to other cases of interest; we
summarise the results from [60, Prop. 3.3.6]. Firstly for a family {Vi}i∈I of com-
plex irreducible g-representations, there is a natural p-representation isomorphism
Hk(p
⊥;
⊕
i∈I Vi) ∼=
⊕
i∈I Hk(p
⊥;Vi) for each degree k. If on the other hand g1, g2
are complex semisimple Lie algebras with parabolic subalgebras pi ≤ gi and irreducible
representations Vi, the external tensor product V1⊠ V2 is an irreducible representation
of g1 ⊕ g2 for which
Hk(p
⊥
1 ⊕ p⊥2 ;V1 ⊠ V2) ∼=
⊕
i+j=k
(
Hi(p
⊥
1 ;V1)⊠ Hj(p
⊥
2 ;V2)
)
as a representation of p1 ⊕ p2.
If now g is a real semisimple Lie algebra and V a complex g-representation, it is easy
to see that the complexification of the real homology Hk(p
⊥;V ) is naturally isomorphic
to the complex homology Hk(p
⊥
C
;V ) as a representation of p ≤ pC. If on the other hand
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0 0 0 0 1
0
5 0 0 0 1 -1
0
4 0 0 1 -1 0
0
3 0 1 -1 0 0
1
2
6
1 -1 0 0 0
1
0 1 0 0 0
-1
1
6
2
-1 0 0 0 0
1
1 -1 1 0 0
-1
6
1
3
· · ·
· · ·
0 0 0 0 0
1
5 0 0 0 1 -2
1
4 0 0 1 0 -3
1
3 0 1 0 0 -4
2
2
6
1 0 0 0 -5
3
0 3 0 0 -6
0
1
6
2
0 0 0 0 -6
4
1 2 0 0 -7
1
6
1
3
· · ·
· · ·
Figure 2.2: Top: the Hasse diagram of the parabolic subalgebra of e6(C) from
Example 2.32. Bottom: The components of the homology of the adjoint repre-
sentation of e6(C) from Example 2.34, up to degree five.
V is a real representation, there is a natural isomorphism Hk(p
⊥;V )C ∼= Hk(p⊥C ;VC) of
pC-representations and one of two cases may occur. Indeed, for simplicity assume that
V is irreducible and admits no g-invariant complex structure, and let W ≤ Hk(p⊥C ;VC)
be a pC-irreducible subrepresentation. Then either:
• W =W is the complexification of a real irreducible component of Hk(p⊥;V ); or
• W is an irreducible subrepresentation of Hk(p⊥C ;VC), with W ⊕W the complexi-
fication of a single complex irreducible component in Hk(p
⊥;V ).
In either case, no irreducible component of the real homology Hk(p
⊥;V ) admits a
quaternionic structure. We shall see applications of these results in later chapters.
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chapter
3
Background from
parabolic geometry
Having described the structure theory of parabolic subalgebras, we turn now to Cartan
geometries and parabolic geometries. We shall assume that the reader is familiar with
the basic concepts of differential geometry, such as vector bundles, principal bundles and
principal connections; see [29, 79, 113, 114, 124, 125, 165] for comprehensive accounts.
Unless stated otherwise, all objects will be assumed to be smooth and all principal
bundles carry right actions. Given a manifold M and a vector bundle E ։ M , the
space of sections of ∧kT ∗M ⊗ E will be denoted by Ωk(M ;E).
Intuitively, a Cartan geometry is a curved analogue of a homogeneous space, while a
parabolic geometry is a Cartan geometry modelled on a generalised flag manifold. Then
the theory of parabolic subalgebras developed in Chapter 2 imbues a parabolic geometry
with a rich algebraic structure, which (in most circumstances) can be exploited to obtain
an equivalence of categories between parabolic geometries of a certain type and simpler
underlying geometric structures; we describe this in Section 3.1. There is also a well-
developed theory of invariant differential operators on parabolic geometries, which will
be important for us in later chapters; we describe this theory in Section 3.3.
3.1 Cartan geometries and parabolic geometries
We begin by reviewing the basic theory of Cartan geometries and parabolic geometries
in Subsections 3.1.1 and 3.1.2, from the modern perspective of principal bundles and
principal connections. This differs from Cartan’s original approach [63, 64, 65] which
was phrased in terms of gauge transformations [165, §5.1].
3.1.1 Cartan geometries
Let G be a (real) Lie group with Lie subgroup P ≤ G, and let p ≤ g be their Lie
algebras. The left-invariant vector fields on G induce a naturally defined trivialisation
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TG ∼= G×g, whose inverse can be conveniently encoded in a canonical g-valued 1-form
ωG ∈ Ω1(G; g) called the Maurer–Cartan form of G, defined by ωGg (ξ) := Lg−1∗(ξ) for
all g ∈ G and ξ ∈ TgG. Clearly ωG reproduces the generators of left-invariant vector
fields and defines an isomorphism TgG ∼= g for each g ∈ G, and moreover we have the
Maurer–Cartan equation dωG + 12 [ω
G ∧ ωG] = 0. Viewing this as a “zero curvature”
condition on the canonical principal P -bundle G ։ G/P ,1 a Cartan geometry is a
curved geometry modelled locally on the homogeneous space G/P .
Definition 3.1. A Cartan geometry (FP ։ M, ω) of type G/P on a manifold M of
dimension dimM = dim(G/P ) is a principal P -bundle p : FP ։M , called the Cartan
bundle, equipped with a g-valued 1-form ω ∈ Ω1(FP ; g), called the Cartan connection,
such that:
(1) ω is P -invariant, i.e. R∗gω = Ad(g−1)ω for all g ∈ P ;
(2) ω(Xξ) = ξ for all fundamental vector fields Xξ ∈ Ω0(FP ;TFP ) with ξ ∈ p; and
(3) ωu defines a linear isomorphism TuF
P → g at each u ∈ FP .
The homogeneous space G/P with its Maurer–Cartan form ωG ∈ Ω1(G; g) is called the
flat model of the Cartan geometry. We refer to item (3) as the Cartan condition.
A principal P -bundle FP ։ M does not determine a unique Cartan condition.
Indeed, the possible Cartan connections on FP form an open subset of an affine space
modelled on the P -invariant horizontal subspace of Ω1(FP ; g); see [60, §1.5.2].
Example 3.2. (1) Let G be the euclidean group O(n) ⋉ Rn, and let P = O(n). Since
a P -structure is a riemannian metric g, a Cartan geometry of type G/P is equivalent
[165, §6.3] to a principal P -connection on the orthonormal frame bundle of g, and
hence a metric connection on TM . If torsion-free, this connection coincides with the
Levi-Civita connection of g.
(2) Let G = SO(n + 1, 1) be the Lorentz group. Inside Rn+1,1 is the light-cone of
non-zero null vectors, whose projectivisation is the conformal n-sphere Sn. The action
of G on Rn+1,1 preserves the light-cone, so descends to an action on Sn which identifies
G with the Mo¨bius group of conformal transformations of Sn. The pointwise stabiliser
of this action is a subgroup P isomorphic to CO(n)⋉Rn∗, which identifies Sn with the
homogeneous space G/P . Using the lorentzian metric on Rn+1,1, a Cartan geometry of
type G/P induces a conformal connection on TM . A careful treatment of conformal
geometry as a Cartan geometry may be found in [43, 60, 165].
Suppose that F ։ M is any principal P -bundle. The following definition is stan-
dard but of vital importance to later developments.
1But note that ωG is not a principal P -connection, since it is g-valued rather than p-valued.
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Definition 3.3. Let V be a P -representation. The associated bundle VM := F ×P V
is the quotient of F × V by the right P -action defined by (u, v) · g := (u · g, g−1 · v).
Then VM is a vector bundle over M with standard fibre V . Moreover the map
Ω0(F ;V )P → Ω0(M ;VM ) given by mapping a P -equivariant function f : F → V to
the section s of VM defined by s(p(u)) := [u, f(u)], the class of (u, f(u)) in VM , is an
isomorphism. We may then think of sections of VM as P -equivariant functions F → V .
For a Cartan geometry (FP ։ M, ω), the Cartan condition allows us to identify
many geometric bundles with bundles associated to FP , hence linking the geometry of
FP with the geometry of M . As a fundamental example, item (3) above determines a
trivialisation TFP ∼= FP × p, while (2) implies that the vertical bundle of FP ։ M
may be identified with pM = F
P ×P g. In this picture the fundamental vector fields
generating the P -action are Xξ = ω−1(ξ) for ξ ∈ p, so the natural trivialisation of
the vertical bundle is provided by the constant vector fields ω−1(ξ) for ξ ∈ p; on the
flat model these fields are just the left-invariant vector fields on FP = G. Moreover,
differential forms on FP are determined uniquely by their values on the ω−1(ξ).
Items (1) and (3) of Definition 3.1 also imply that ωu : TuF
P → g descends to an
isomorphism ωu mod p : Tp(u)M → g/p for each u ∈ FP , thus identifying TM with
the associated bundle (g/p)M = F
P ×P g/p. This means that M inherits the “first
order” geometry of G/P . By functoriality of the associated bundle construction, this
also identifies all tensor bundles with associated bundles.
Definition 3.4. The curvature of a Cartan geometry (FP ։ M, ω) on M is the
g-valued 2-form
K := dω + 12 [ω ∧ ω] ∈ Ω2(FP ; g).
A Cartan geometry is flat if its curvature vanishes identically.
Via the isomorphism between sections of associated bundles and P -equivariant func-
tions, K induces a curvature function κ : FP → ∧2g∗ ⊗ g defined by
κu(ξ, η) = K(ω
−1
u (ξ), ω
−1
u (η))
= [ξ, η] − ωu
(
[ω−1u (ξ), ω
−1
u (η)]
)
.
Thus the curvature K is the obstruction to ωu defining a Lie algebra homomorphism
TuF
P → g. The P -invariance of ω implies that ξ 7→ ω−1(ξ) is P -equivariant, so that
differentiating gives [ω−1(ξ), ω−1(η)] = ω−1([ξ, η]). It follows that K is P -invariant and
horizontal (that is, XyK = 0 for any vertical vector field on FP ), so may be viewed as
a 2-form KM ∈ Ω2(M ; gM ) on M ; equivalently κ takes values in ∧2(g/p)∗ ⊗ g. In the
case of Example 3.2(1), KM coincides with the curvature of the metric connection.
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Proposition 3.5. [165, Thm. 5.5.1] A Cartan geometry (FP ։ M, ω) is flat if and
only if it is locally isomorphic2 to its flat model (G։ G/P, ωG).
Clearly the restriction (FP |U ։ U, ω|U ) to an open set U ⊆ M is also a Cartan
geometry of type G/P . Then Proposition 3.5 means that every point in M has a
neighbourhood U such that (FP |U ։ U, ω|U ) is isomorphic to the restriction of (G։
G/P, ωG) to a neighbourhood of 0 ∈ G/P .
Definition 3.6. The torsion of ω is the g/p-valued 2-form T ∈ Ω2(FP ; g/p) defined by
projecting values of K to g/p. A Cartan geometry is torsion-free if its torsion vanishes.
Since K is P -invariant and horizontal, the torsion descends to a 2-form TM ∈
Ω2(M ;TM). In Example 3.2, torsion-freeness amounts to torsion-freeness of the metric
connection or conformal connection induced on TM .
3.1.2 Parabolic geometries
Due to the algebraic properties of parabolic subalgebras discussed in Section 2.1, Cartan
geometries modelled on generalised flag manifolds have a rich algebraic structure.
Definition 3.7. A parabolic geometry is a Cartan geometry modelled on a generalised
flag manifold G/P , with G a semisimple Lie group and P ≤ G a parabolic subgroup.
We retain any adjectives applied to either the Cartan geometry or the parabolic
subalgebra p of P . In particular, a parabolic geometry is abelian if p is an abelian
parabolic; for example, conformal geometry from Example 3.2(2) is abelian.
A natural question for Cartan geometries is whether they are equivalent to simpler
underlying first-order structures. For conformal geometry, the conformal equivalence
problem states that a conformal manifold is equivalent to a certain kind of conformal
Cartan geometry [165, §7.3]. We shall discuss this further in Subsection 3.2.3, but as
a first step we can obtain the underlying geometric structure.
Let (FP ։M, ω) be a parabolic geometry of type G/P on M , and suppose that p
has height n. Via the trivialisation TFP ∼= FP × g induced by ω, the p⊥-filtration of
g induces a filtration
TFP = TFPn ⊃ · · · ⊃ TFP−n ⊃ 0 (3.1)
by smooth subbundles, where TFPi := ω
−1(gi) has rank equal to dim(gi). Since
exp p⊥ ≤ P acts freely on FP , the orbit space F 0 := FP / exp p⊥ is a principal P 0-
bundle. Moreover p preserves the filtration (3.1), hence inducing filtrations TF 0 =
TF 0n ⊃ · · · ⊃ TF 00 ⊃ 0 and TM = TMn ⊃ · · · ⊃ TM1 ⊃ 0 of TF 0 and TM by smooth
2That is, there is a principal P -bundle isomorphism Ψ : G/P → FP such that Ψ∗ω = ωG.
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subbundles. For convenience we choose an algebraic Weyl structure for p, thus iden-
tifying g ∼= gr g and splitting the natural projection P ։ P 0. For each u0 ∈ F 0 and
ξ ∈ Tu0F 0i , choose lifts u ∈ FP of u0 and ξ˜ ∈ TuFP of ξ. It turns out [60, Prop. 3.1.5]
that
ω0(i)(ξ) := ω(ξ˜) mod gi−1
is a well-defined smooth section of Hom(TF 0i , g(i)), which is P
0-equivariant and has
kernel TF 0i−1. The graded vector bundle gr(TM) is associated to g/p ∼= g(1)⊕ · · ·⊕ g(n)
and the adjoint action of P 0 on g/p preserves this grading, giving a homomorphism
Ad : P 0 → GL(g/p)gr into the group of grading-preserving automorphisms of g/p. This
allows us to talk about reductions of gr(TM) to structure group P 0.
The data (TMi, ω
0
(i)) constitutes an infinitesimal flag structure of type G/P on M .
In fact, these data are equivalent to a filtration TM = TMn ⊃ · · · ⊃ TM1 ⊃ 0 in which
the rank of TMi equals dim(gi/p), together with a reduction of gr(TM) to structure
group P 0 with respect to Ad : P 0 → GL(g/p)gr; see [60, Prop. 3.1.6]. For abelian
parabolic geometries this amounts to a reduction of TM to structure group P 0.
Example 3.8. In the case of conformal geometry, G = SO(n+1, 1) and P is the stabiliser
of a given isotropic line. The choice of an algebraic Weyl structure and the adjoint
action induces an isomorphism P 0 ∼= CO(n), so that an infinitesimal flag structure of
type G/P is a first-order CO(n)-structure, i.e. a conformal structure.
3.2 Tractor calculus and the equivalence of categories
It is often beneficial to “linearise” the Cartan connection, by inducing linear connections
on associated tractor bundles; we discuss this in Subsection 3.2.1. Geometric analogues
of algebraic Weyl structures are introduced in Subsection 3.2.2, after which we conclude
the discussion of the parabolic equivalence problem in Subsection 3.2.3.
3.2.1 Tractor bundles and tractor connections
Let F ։ M be a principal P -bundle with principal P -connection θ ∈ Ω1(F ; p), and
let V be a P -representation. If H ≤ TF is the horizontal distribution of θ, then
H × {0} ≤ TF × V is P -invariant and therefore descends to a horizontal distribution
on the associated bundle VM := F ×P V , so that θ induces a linear connection on
each associated bundle. In the case of a Cartan geometry (FP ։ M, ω), the Cartan
connection ω is not a principal P -connection so cannot be used to induce connections
on associated bundles. We can remedy this by forming the extended Cartan bundle
FG := FP ×P G associated to the restriction of the adjoint action of G on itself.
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Proposition 3.9. [60, Thm. 1.5.6] The extended Cartan bundle FG is a principal G-
bundle, with a unique principal G-connection induced by the Cartan connection ω.
We shall also denote this principal G-connection by ω ∈ Ω1(FG; g). Then for
any G-representation V, the associated vector bundle V := FG ×G V inherits a linear
connection from ω. Clearly restriction to P give an isomorphism V ∼= FP ×P V, so that
V may be viewed as a bundle associated to FP .
Definition 3.10. Let V be the restriction to P of a G-representation. Then V :=
FP ×P V is the tractor bundle associated to V, while the linear connection ∇V induced
by ω is the tractor connection.
In order to obtain a formula for the tractor connection on each tractor bundle, we
define the invariant derivative by
∇ω : Ω0(FP ;V)→ Ω0(FP ; g∗ ⊗ V)
∇ωξ s = ds(ω−1(ξ))
(3.2)
for all ξ ∈ g, which evidently depends only on the Cartan connection ω and the rep-
resentation V. It is straightforward to see that if f is P -equivariant then so is ∇ωf ,
so that we may view ∇ω : Ω0(M ;V) → Ω0(M ; g∗M ⊗ V) as a map of sections. Given
ξ, η ∈ g, one can verify by direct calculation that ∇ω satisfies a Leibniz rule
∇ωξ (s1 ⊗ s2) = ∇ωξ s1 ⊗ s2 + s1 ⊗ ∇ωξ s2
on tensor products V1 ⊗ V2, and a Ricci identity
∇ωξ (∇ωη s)−∇ωη (∇ωξ s) = ∇ω[ξ,η]s−∇ωκ(ξ,η)s, (3.3)
where κ : FP → ∧2g∗M ⊗ gM is the curvature function of ω. The final term in (3.3) is
first order in general due to torsion, and if ω is torsion-free then ∇ω[X,Y ]s = −κ(X,Y ) ·s.
Moreover the map Ω0(M ;V) ∋ s 7→ (s,∇ωs) ∈ Ω0(M ;V ⊕ (g∗M ⊗V)) identifies the first
jet bundle J 1(V) of V with an associated bundle [49, Prop. 1.3].
Lemma 3.11. ∇ω is vertically trivial in the sense that ∇ωξ f + ξ · f = 0 for all P -
equivariant functions f : FP → V and all ξ ∈ p.
The modified map (s, ξ) 7→ ∇ωξ s + ξ · s then vanishes for ξ ∈ p, so takes values in
(g/p)∗ ⊗ V and therefore defines a linear connection on V by the Cartan condition.
Proposition 3.12. The linear connection induced by (s, ξ) 7→ ∇ωξ s + ξ · s coincides
with the tractor connection ∇V on V.
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Direct calculation using Proposition 3.12 and equation (3.2) yields the following.
Corollary 3.13. The curvature of ∇V is given by RVX,Y · s = KM (X,Y ) · s for all
X,Y ∈ Ω0(M ;TM) and s ∈ Ω0(M ;V).
An important example of a tractor bundle is the adjoint tractor bundle gM :=
FP×P g given by the restriction of the adjoint action of G on g. The projection g։ g/p
exhibits TM as a natural quotient of gM , while dually the inclusion (g/p)
∗ →֒ g∗
exhibits T ∗M as a natural subbundle of g∗M . For parabolic geometries, TM and T
∗M
are bundles of nilpotent Lie algebras modelled on g/p and p⊥ respectively.
Viewed as a P -equivariant bilinear map [ · , · ] : g × g → g, the Lie bracket on g
induces a bilinear map J · , · K : Ω0(M ; gM )× Ω0(M ; gM )→ Ω0(M ; gM ) of sections.
Definition 3.14. The map J · , · K : Ω0(M ; gM )×Ω0(M ; gM )→ Ω0(M ; gM ) of sections
of gM is called the algebraic bracket.
Note also that the pointwise action of g on V extends to a map · : Ω0(M ; gM ) ×
Ω0(M ;V)→ Ω0(M ;V) of sections of the associated bundles, called the algebraic action;
this identifies V with a bundle of representations for the Lie algebra bundle gM .
Proposition 3.15. Let V be a g-representation with tractor bundle V. Then:
(1) Js1, s2K · t = s1 · (s2 · t)− s2 · (s1 · t); and
(2) The algebraic bracket and algebraic action are tractor-parallel, i.e.
∇gXJs1, s2K = J∇gXs1, s2K + Js1,∇gXs2K
and ∇VX(s · t) = (∇gXs) · t+ s · (∇VX t)
for all s, s1, s2 ∈ Ω0(M ; gM ) and t ∈ Ω0(M ;V).
3.2.2 Weyl structures
Recall that an algebraic Weyl structure is a choice of lift of the unique grading element
ξ0 ∈ z(p0) to p, and this choice splits the p⊥-filtration of g. Since ξ0 is unique and P -
invariant, we obtain a unique grading section ξ0M , which is a section of p
0
M := F
P ×P p0.
Definition 3.16. A Weyl structure is a smooth lift of the grading section ξ0M ∈
Ω0(M ; p0) to a section of pM := F
P ×P p.
Equivalently, a Weyl structure is a smooth choice of an algebraic Weyl structure
at each point of M . By Lemma 2.10, the space of Weyl structures is an affine bundle
modelled on p⊥M ∼= T ∗M .
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Applying the results of Subsection 2.1.3 pointwise, a Weyl structure induces iso-
morphisms ξV : gr V → V of each associated bundle with its associated graded bundle;
in particular we obtain an isomorphism ξg : TM ⊕ p0M ⊕ T ∗M → gM . This allows us
to use the invariant derivative (3.2) to induce linear connections on tractor bundles.
Definition 3.17. Let V be a g-representation with associated bundle V := FP ×P V.
(1) The Ricci-corrected Weyl connection is the linear connection ∇(1) on V defined
by restricting the invariant derivative ∇ω to TM using ξg, i.e. ∇(1)X s := ∇ωξgXs.
(2) The Weyl connection is the linear connection ∇ on V induced by ∇(1) on gr V,
i.e. ∇s := (ξ−1V ◦ ∇(1) ◦ ξV)s for all s ∈ Ω0(M ;V).
If V is a completely reducible P -representation then exp p⊥ acts trivially, so that
V ∼= gr V canonically. In this case the connections ∇(1) and ∇ agree.
We may equivalently view ξM as an isomorphism F
P × (g/p⊕ p0 ⊕ p⊥)→ FP × g,
also denoted by ξM . Using this we may decompose the Cartan connection ω as
ω = ξMωg/p ⊕ ωp, where ωp = ξMωp0 ⊕ ωp⊥ , (3.4)
ωg/p := ω mod p ∈ Ω1(M ; g/p) is the solder form, and ωp0 := ωp mod p⊥ ∈ Ω1(M ; p0).
Since the space w of algebraic Weyl structures is a homogeneous space for exp p⊥, the
fundamental vector fields generated by elements of p⊥ induce a Maurer–Cartan form
η : Tw→ p⊥, trivialising Tw ∼= w× p⊥ via the affine structure. We may then view ξM
as a P -equivariant function ξw : F
P → w. It turns out to be fruitful to write
ωp = (ξMωp0 − ξ∗wη) + (ωp⊥ + ξ∗wη) (3.5)
for the following reasons [50, Prop. 4.2].
Proposition 3.18. Let ξM be a Weyl structure. Then:
(1) ωp is a principal P -connection on F
P , inducing ∇(1) on associated bundles.
(2) ξMωp0−ξ∗wη is a principal P -connection on FP , inducing ∇ on associated bundles.
(3) ωp⊥+ξ
∗
wη is a horizontal P -invariant p
⊥-valued 1-form on FP ; if r∇ is the T ∗M -
valued 1-form induced on M then ∇(1)X s = ∇Xs+ r∇X · s.
Definition 3.19. The T ∗M -valued 1-form r∇ ∈ Ω1(M ;T ∗M) induced by ωp⊥ + ξ∗wη
on M is called the normalised Ricci tensor of the Weyl structure ξM .
Since ∇(1) is induced by the invariant derivative on V, Lemma 3.11 and Proposi-
tion 3.18(3) allow us to write the tractor connection on V as
∇VXs = X · s+∇Xs+ r∇X · s. (3.6)
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Using the Weyl structure, the Lie algebra differential ∂∗ : ∧kp⊥ ⊗ V → ∧k+1p⊥ ⊗ V
induces a bundle map ∂∗ : ∧kT ∗M⊗V → ∧k+1T ∗M⊗V. Equation (3.6) then becomes
∇Vs = ∂∗s+∇s+ r∇ · s, as in [55, 95].
Remark 3.20. If we choose a point x ∈ M and hence an algebraic Weyl structure, a
Weyl structure is equivalent to a P 0-equivariant section of the projection FP ։ F 0 :=
FP / exp(p⊥); see [50, App. A]. This is the original approach of Cˇap and Slova´k [59].
It is natural to ask how the Weyl connection ∇ and normalised Ricci tensor r∇
change when we change the Weyl structure ξM . Viewing ξM as the P -equivariant
function ξw : F
P → w from above, any other Weyl structure may be written ξ′M =
(Ad q)ξM for some P -equivariant function q : F
P → exp p⊥. Let q(t) : FP → exp p⊥
be a P -equivariant curve with q(0) = id and q′(0) = γ ∈ Ω1(M). Then for any object
F (ξM ) depending on the Weyl structure, we define the first-order variation of F by
(δγF )(ξM ) :=
d
dt
F
(
(Ad(q(t)−1)) ξM
) ∣∣∣
t=0 .
By the fundamental theorem of calculus, F is independent of ξM if and only if δγF = 0
for all γ ∈ Ω1(M). Moreover for any γ ∈ Ω1(M), Taylor’s theorem allows us to write
F
(
(Ad γ)ξM
)
= F (ξM ) + (δγF )(ξM ) +
1
2(δγδγF )(ξM ) + · · · , (3.7)
where we view γ as a P -equivariant function FP → p⊥.
Proposition 3.21. [50, App. B] Let ξM be a Weyl structure and let γ ∈ Ω1(M). Then:
(1) δγ∇X = JX, γKp0 +∇Xγ; and
(2) δγr
∇
X = −∇Xγ + JX, γKp⊥ ,
where JX, γKp0 and JX, γKp⊥ are the projections of the algebraic bracket JX, γK to the
appropriate summands using ξM .
For completely reducible P -representations, exp p⊥ acts trivially and we do not see
the ∇Xγ terms. By projecting to F 0 and writing γ = (γ−k, . . . , γ−1) etc., we can also
recover the componentwise formulae given by Cˇap and Slova´k [59]; see also [60, §5.1].
3.2.3 The equivalence of categories
A morphism between two Cartan geometries (FP1 ։M, ω1) and (F
P
2 ։M, ω2) of type
G/P over M is a principal P -bundle morphism Ψ : FP1 → FP2 for which Ψ∗ω2 = ω1.
This makes Cartan geometries of type G/P over M into a category, and the conformal
equivalence problem may be restated as an equivalence of categories between conformal
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manifolds and “normal” conformal Cartan geometries. Modulo a minor restriction, a
similar statement holds for all parabolic geometries, where the conformal structure is
replaced with the underlying infinitesimal flag structure from Subsection 3.1.2.
Definition 3.22. A parabolic geometry (FP ։ M, ω) with curvature form KM ∈
Ω2(M ; gM ) is regular if KM (TMi, TMj) ⊆ (gM )i+j−1 for all i, j > 0.
In particular, abelian parabolic geometries are automatically regular. More gener-
ally, a Weyl structure yields an isomorphism TM ∼= gr(TM). The algebraic bracket
satisfies JTM(i), TM(j)K ⊆ TM(i+j−1) for all i > 0, making (gr(TM), J · , · K) into a
bundle of nilpotent Lie algebras modelled on g/p. Regularity is equivalent to local triv-
iality of (gr(TM), J · , · K), together with a reduction of the frame bundle of gr(TM)
with respect to Ad : P 0 → Aut(g/p)gr; see [60, p. 252]. Thus regularity ensures a close
relationship between the filtration of TM and the reduction of gr(TM).
The next natural question to ask is which Cartan connections induce the same
underlying infinitesimal flag structure. The difference Φ := ωˆ−ω of Cartan connections
is a horizontal g-valued 1-form on FP , so may be viewed as a section of T ∗M ⊗ gM .
Lemma 3.23. [60, Prop. 3.1.10] Cartan connections ω and ωˆ on FP ։M induce the
same infinitesimal flag structure if and only if Φ(TMi) ⊆ (gM )i−ℓ for some ℓ ≥ 1.
In this case the difference Kˆ − K of curvatures maps TMi × TMj to (gM )i+j−ℓ,
thus yielding a map gr(Kˆ − K) : gr(TM) × gr(TM) → gr(gM ). On the other hand,
regularity implies that Φ := ωˆ − ω descends to a map gr Φ : gr(TM) → gr(gM ). If
∂∗ : gr(T ∗M ⊗ gM ) → gr(∧2T ∗M ⊗ gM ) is the graded bundle map induced by the
Lie algebra differential, it is straightforward to check that gr(ℓ)(Kˆ −K) = ∂∗(gr(ℓ)Φ),
where gr(ℓ) denotes the ℓth graded component. This suggests a normalisation condition
where gr(K) takes values in a natural subbundle complementary to im ∂∗. By Kostant’s
Hodge decomposition (2.3), such a subbundle is provided by ker ∂.
Definition 3.24. A Cartan connection ω is normal if its curvature K satisfies ∂K = 0.
In this case, the harmonic curvature K◦ is the image of K in H2(p⊥; gM ).
Normality is particularly simple for abelian parabolic geometries; we will give a
characterisation in terms of torsion before Theorem 3.36.
Theorem 3.25. If K(TMi, TMj) ⊆ (gM )i+j−ℓ for some ℓ ≥ 1 then ∂∗(gr(ℓ)K) = 0.
Moreover if ω is normal then gr(ℓ)K is a section of ker.
Choosing an algebraic Weyl structure, it follows that gr(ℓ)K coincides with the
graded component of harmonic curvature K◦ of degree ℓ.
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Corollary 3.26. For regular normal parabolic geometries, K = 0 if and only if K◦ = 0;
thus the harmonic curvature is a complete obstruction to local flatness.
A regular Cartan connection can always be modified to produce a normal Cartan
connection inducing the same underlying infinitesimal flag structure [60, Thm. 3.1.13].
To obtain a uniqueness result, note that ∧kp⊥⊗g ∼= Hom(∧k(g/p), g) inherits a natural
filtration by “homogeneous degree” from the filtrations of ∧k(g/p) and g. Since ∂ is
filtration preserving, this descends to a filtration of Hk(p
⊥; g).
Theorem 3.27. [58, Thm. 3.22] Suppose that H1(p
⊥; g)1 = 0. Then associating the
underlying infinitesimal flag structure to any parabolic geometry induces an equivalence
of categories between regular normal parabolic geometries of type G/P over M and
regular infinitesimal flag structures of type G/P over M .
For abelian parabolic geometries withH1(p
⊥; g)1 = 0, Theorem 3.27 yields an equiv-
alence of categories between normal parabolic geometries and first-order P 0-structures.
Remark 3.28. The condition H1(p
⊥; g)1 = 0 ensures that the reduction of the frame
bundle of gr(TM) to structure group P 0 contains geometric information, other than
an orientation. It turns out that H1(p
⊥; g)k = 0 for all k > 0 unless p or its complexi-
fication contain a simple ideal isomorphic to either
or ; (3.8)
see [184, Prop. 5.1]. It is possible [60, §3.1.16] to obtain a similar equivalence of
categories in the case that H1(p
⊥; g)1 6= 0, by associating to each parabolic geometry a
stronger underlying structure called a P -frame bundle of degree one. Only the first case
of (3.8) is problematic for us, so we postpone this discussion until Subsection 4.2.2.
3.3 BGG operators and curvature decomposition
Parabolic geometries also have a well-developed theory of invariant differential op-
erators thanks to the curved Bernstein–Gelfand–Gelfand (BGG) sequence, which we
introduce in Subsection 3.3.1. This allows us to describe the decomposition of the Car-
tan curvature with respect to a Weyl structure in Subsection 3.3.2. Finally, it turns out
that the solution space of the first BGG operator can be prolonged to a closed system
of PDEs on an auxiliary tractor bundle; we discuss this is Subsection 3.3.3.
3.3.1 The curved BGG sequence
The invariant differential operators between tractor bundles over the flat model G/P
have a complete description in terms of generalised Verma modules, which are g-
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representations Mp(λ) := U(g)⊗U(p)Vλ classified by the p-highest weights modules Vλ.
As in Subsection 2.2.2, the affine action of the Hasse diagram of p determines a graph
of weights of p, and it turns out there is a non-trivial homomorphism Mp(λ)→Mp(µ)
whenever λ, µ are joined by a single arrow in this diagram. Thus the Hasse diagram
determines a sequence of generalised Verma module homomorphisms for each V, which
may be viewed as homomorphisms between irreducible components of H•(p⊥;V) via
Theorem 2.33. Taken together, these yield a resolution
0←− Hdim p⊥(p⊥;V)←− · · · ←− H1(p⊥;V)←− H0(p⊥;V)←− V←− 0
of V called the Bernstein–Gelfand–Gelfand complex. On the other hand, a differential
operator between two tractor bundles over G/P is invariant if and only if it is dual to a
homomorphism of generalised Verma modules. In this picture the Hasse diagram of p
determines a complex of invariant differential operators between irreducible components
of homology modules, which can be computed algorithmically using Kostant’s version
of the Bott–Borel–Weil theorem; see Theorem 2.33.
Now let (FP ։ M, ω) be a parabolic geometry. Following work of Baston in con-
formal geometry [19, 20, 21], a curved Bernstein–Gelfand–Gelfand sequence for general
parabolic geometries was constructed by Cˇap, Slova´k and Soucˇek [61]. The construction
was later simplified by Calderbank and Diemer [49]; we follow this account here.
Fix a g-representation V with tractor bundle V := FP ×P V. By Lemma 2.28, the
Lie algebra boundary map ∂ : ∧kp⊥ ⊗ V → ∧k−1p⊥ ⊗ V induces a complex of bundle
maps ∂ : ∧kT ∗M⊗V → ∧k−1T ∗M⊗V, with homology Hk(p⊥;V) := FP×PHk(p⊥;V).
Theorem 3.29. [49, Thm. 3.6] There is a natural sequence
Ω0(M ;H0(p
⊥;V)) DV,0−−−→ Ω0(M ;H1(p⊥;V)) D
V,1−−−→ Ω0(M ;H2(p⊥;V)) D
V,2−−−→ · · · (3.9)
of linear differential operators whose symbols depend on (G/P,V) but not on (M,ω).
Moreover if ω is flat then (3.9) is locally exact.
The BGG operators DV,k are defined by constructing linear differential operators
∧
kT ∗M ⊗ V → ∧k+1T ∗M ⊗ V which vanish on im ∂ and take values in ker ∂, thus
yielding differential operators Hk(p
⊥;V) → Hk+1(p⊥;V) on homology. On the level of
p-representations, the Lie algebra differential ∂∗ : ∧kp⊥ ⊗ V→ ∧k+1p⊥ ⊗ V is a likely
candidate, but unfortunately does not determine a map of associated bundles due to its
lack of P -invariance.3 Ignoring this for now, by choosing an algebraic Weyl structure
for p we can identify Hk(p
⊥;V) ∼= ker using Kostant’s Hodge decomposition (2.3).
3At least, not without choosing a Weyl structure.
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Since  is invertible on its image and commutes with ∂∗, the projection onto ker is
id −−1 = id −−1∂ ◦ ∂∗ − ∂∗ ◦−1∂. (3.10)
The lack of P -equivariance can be remedied by replacing ∂∗ with the exterior covariant
derivative dV : Ωk(M ;V)→ Ωk+1(M ;V) induced by the tractor connection ∇V, where
(dVs)(X0, . . . ,Xk) =
∑k
i=0(−1)i∇VXis(X0, . . . , Xˆi, . . . ,Xk)
+
∑
i<j(−1)i+js([Xi,Xj ],X0, . . . , Xˆi, . . . , Xˆj , . . . ,Xk)
and hat denotes omission. Extending dV to Ω0(M ;∧kg∗M ⊗ V) in the obvious way, one
can show that dV is a first-order P -invariant modification of the bundle map ∧kg∗M ⊗
V → ∧k+1g∗M ⊗V induced by the Lie algebra differential ∂∗ : ∧kg∗⊗V→ ∧k+1g∗⊗V,
prompting the definition of the following first-order operator [49, Eqn. (4.1)].
Definition 3.30. The operator M := d
V◦∂+∂◦dV : Ωk(M ;V)→ Ωk(M ;V) is called
the first-order laplacian.
By choosing a Weyl structure, the algebraic laplacian on ∧kp⊥⊗V induces a bundle
map  : ∧kT ∗M ⊗ V → ∧kT ∗M ⊗ V. One can show that
(M −)s =
∑
i ε
i · (∇eis+ r∇ei · s) (3.11)
for any local frame {ei}i of M with dual coframe {εi}i. Thus (M − )s has strictly
lower weight than s; in particular the restriction of M to each graded component of
V ∼= gr V coincides with , since there p⊥M ∼= T ∗M acts trivially. By writing
M = (id −N ) where N := −−1(M −), (3.12)
we arrive at the following.
Proposition 3.31. M is invertible on im ∂, with finite-order differential inverse given
by the Neumann series −1M =
(∑
k≥0N k
)
−1.
Proposition 3.31 suggests that we consider the differential operator4
ΠV,k := id −−1M ∂ ◦ dV − dV ◦−1M ∂
as an analogue of (3.10). From the definition and algebraic properties of ∂, it straight-
forward to see that ΠV,k maps ∧kT ∗M ⊗ V to itself; vanishes on im ∂; takes values in
4We will often suppress mention of V in this and later formulae.
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ker ∂; and induces the identity map on homology. Therefore we have natural differential
projections to and representations of homology classes given by
πV,k := proj ◦ ΠV,k : Ωk(M ;V)→ Ω0(M ;Hk(p⊥;V))
LV,k := ΠV,k ◦ repr : Ω0(M ;Hk(p⊥;V))→ Ωk(M ;V),
(3.13)
where proj is the projection to homology and repr is the choice of a representative.
Moreover πk ◦M = 0, while Lk provides the unique representative in kerM .
Definition 3.32. The BGG operator is DV,k := πV,k+1 ◦ dV ◦ LV,k.
Since πk+1 and Lk may be differential operators themselves, the BGG operators are
generally higher than first order. The first BGG operator D0 is always finite order, with
the order of D0 equal to the difference in (geometric) weights of the p-representations
H0(p
⊥;V) and H1(p⊥;V); see [149, §3].
In general the composition Dk+1 ◦ Dk does not vanish due to the curvature of ω; it
is straightforward to compute that Dk+1 ◦Dk = πk+2 ◦RV ◦Lk, so that we recover the
BGG complex on the flat model G/P .
There is also a bilinear pairing Hk(p
⊥;V1)×Hℓ(p⊥;V2)→ Hk+ℓ(p⊥;V3) associated
to any triple of g-representations V1,V2,V3 with a bilinear pairing V1 × V2 → V3.
Indeed, the associated wedge product ∧ : V1 × V2 → V3 induces
⊔ := πV3,k+ℓ ◦ ∧ ◦ (LV1,k, LV2,ℓ), (3.14)
a bilinear differential pairing on homology. Up to curvature corrections, the BGG
operators DV,k satisfy a Leibniz rule over ⊔, with ⊔ a cup product on homology [49,
Prop. 5.7]. One can also show that the symbol of ⊔ depends only on (G/P,V1,V2,V3)
but not on (M,ω). We will see an explicit example (for k = ℓ = 0) in Chapter 8.
Remark 3.33. One can define other multilinear differential pairings associated to the
BGG complex, and these pairings have a rich algebraic structure which is encapsulated
in a curved A∞-algebra; see [49, §6] and [110].
3.3.2 Curvature decomposition
The P -invariant decomposition of the Cartan connection ω with respect to a Weyl
structure ξM provided by (3.4) and (3.5) also induces a P -invariant decomposition of
the Cartan curvature K := dω + 12Jω ∧ ωK ∈ Ω2(FP ; g). Indeed, writing
ω = ξMωg/p + (ξMωp0 − ξ∗wη)︸ ︷︷ ︸
=:ωw
+(ωp⊥ + ξ
∗
wη)︸ ︷︷ ︸
=: ρ
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yields a P -invariant decomposition K = ξMKg/p + ξMKp0 +Kp⊥ , where
Kg/p := ξM (dωg/p +
1
2Jωg/p ∧ ωg/pK)
+ JξMωg/p ∧ ωwK + JξMωg/p ∧ ρKg/p
Kp0 := (dωw +
1
2Jωw ∧ ωwK)
+ JξMωg/p ∧ ρKp0
and Kp⊥ := (dρ+
1
2Jρ ∧ ρK) + Jωw ∧ ρK
+ JξMωg/p ∧ ρKp⊥ .
(3.15)
Moreover since K is horizontal, (3.15) descends to a decomposition KM = T
∇+W∇+
C∇ of the curvature form KM ∈ Ω2(M ; gM ) of ω.
Definition 3.34. The components T∇ ∈ Ω2(M ;TM), W∇ ∈ Ω2(M ; p0M ) and C∇ ∈
Ω2(M ;T ∗M) are known respectively as the torsion, theWeyl curvature and the Cotton–
York tensor of the Weyl structure ξM .
It follows immediately from Corollary 3.13 that the curvature RV of the tractor
connection ∇V on V := FP ×P V acts via
RVX,Y · s = (T∇X,Y +W∇X,Y + C∇X,Y ) · s
for all s ∈ Ω0(M ;V). If the Cartan connection ω is normal then ∂K = 0 by definition,
and since ∂ preserves the p⊥-filtration of g we must also have ∂T∇ = 0, ∂W∇ = 0 and
∂C∇ = 0 as elements of Ω1(M ;TM), Ω1(M ; p0M ) and Ω
1(M ;T ∗M) respectively.
In general it is quite difficult to describe the components Kg/p, Kp0 and Kp⊥ ex-
plicitly. As a first step, Proposition 3.18(2) implies the expressions on the first lines
of these components in (3.15) descend to the Cartan torsion TM , the curvature R
∇ of
the Weyl connection ∇, and the exterior covariant derivative d∇r∇ of the normalised
Ricci tensor. The remaining terms are described as follows. [60, Thm. 5.2.9].
Theorem 3.35. Choose a Weyl structure and let ∂∗ : T ∗M ⊗ gM → ∧2T ∗M ⊗ gM be
the resulting bundle map induced by the Lie algebra differential ∂∗. Then
KM = (T
∇, R∇, C∇) + ∂∗r∇
as an element of Ω2(M ;TM ⊕ p0M ⊕ T ∗M). In particular, the harmonic curvature K◦
of ω coincides with the components of KM lying in kerM .
In the sequel we shall be exclusively interested in abelian parabolic geometries, for
which the curvature decomposition is straightforward to describe. Then since g/p and
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p⊥ are irreducible p-representations, (3.15) becomes
Kg/p = ξMdωg/p + JξMωg/p ∧ ωwK
Kp0 = (dωw +
1
2Jωw ∧ ωwK) + JξMωg/p ∧ ρK
and Kp⊥ = dρ+ Jωw ∧ ρK.
The solder form ωg/p defines an isomorphism TM ∼= gr(TM), so that the section of
T ∗M ⊗ TM induced by ξMωg/p is just the identity map. We conclude that
T∇ = TM , W∇ = R∇ + Jid ∧ r∇K and C∇ = d∇r∇, (3.16)
where Jid ∧ r∇KX,Y := JX, r∇Y K − JY, r∇XK. In particular T := T∇ is just the torsion
of ∇, which is independent of ∇ by Proposition 3.21 and the fact that JJX, γK, Y K =
JJY, γK,XK for all X,Y ∈ Ω0(M ;TM) and γ ∈ Ω1(M).
Normality of the Cartan connection is equivalent to having ∂T = 0; in this case,
since ∂W∇ = 0 also, r∇ is the unique solution of ∂R∇ + ∂Jid ∧ r∇K = 0. Using that
∂r∇ = 0 automatically, Jid ∧ r∇K = ∂∗r∇ and that M agrees with the algebraic
laplacian  = ∂∂∗ + ∂∗∂ on T ∗M , it follows that r∇ = −−1M ∂R∇.
Theorem 3.36. Let (FP ։ M, ω) be a normal abelian parabolic geometry of type
G/P , and let ξM be a Weyl structure. Then:
(1) The Weyl connections are precisely those with ∂-closed torsion, which is invariant
and coincides with the degree one component of the harmonic curvature.
(2) r∇ = −−1M ∂R∇, and the remaining components of the harmonic curvature are
given by the components of W∇ := R∇ + Jid ∧ r∇K and C∇ := d∇r∇ in kerM .
(3) Under infinitesimal change of Weyl structure, we have δγT = 0, δγW
∇ = JT , γK,
δγr
∇ = ∇γ, δγR∇ = −Jid ∧ ∇γK + JT , γK and δγC∇ =W∇ · γ.
For proof of parts (1) and (2) of Theorem 3.36, see [59, §4.7] and [60, §5.2.3]. Part
(3) follows easily from Proposition 3.21 and the relations (3.16).
3.3.3 Prolongation of BGG operators
The first BGG operator DV on a tractor bundle V := FP ×P V is of finite type [49,
61], so that its kernel is finite dimensional. Such differential operators are typically
studied by prolongation (i.e., by further differentiation) to obtain a closed system of
PDEs describing the solutions. Branson et al. described a (non-invariant) method of
prolongation for abelian parabolic geometries [39] which generalised examples from
conformal geometry [93] and projective differential geometry [77, 78]. An invariant
prolongation of the whole BGG sequence was later obtained by Hammerl et al. [95, 96].
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Theorem 3.37. [95, Thm. 4.2] There is a unique (im ∂)-valued differential opera-
tor Φ : Ωk(M ;V)→ Ωk+1(M ;V) such that the splitting operator LV : Hk(p⊥;V) →
∧
kT ∗M ⊗ V induces an isomorphism between kerDk and ker(dV +Φ) ∩ (ker ∂).
To describe this prolongation, note that the operators dV, Lk and Dk from the BGG
sequence may be arranged as in Figure 3.1. The key result is as follows [95, Thm. 3.2].
Proposition 3.38. Figure 3.1 commutes if and only if ∂ ◦ dV ◦ dV vanishes on imLk.
In this case, Lk restricts to an isomorphism between kerDk and (ker dV)∩ (ker ∂).
It will not generally be the case that ∂ ◦dV ◦dV = 0. To arrange this we will modify
each dV by a finite-order differential operator Φ so as not to change the resulting BGG
operator Dk, and such that dV := dV + Φ satisfies ∂ ◦ dV ◦ dV = 0. We thus obtain a
bijection between kerDk and (ker dV) ∩ (ker ∂) as above.
∧
kT ∗M ⊗ V dV−−−−→ ∧k+1T ∗M ⊗ V
Lk
x xLk+1
Hk(p
⊥;V) −−−−→
Dk
Hk+1(p
⊥;V).
Figure 3.1: The kth square of the curved BGG sequence on V .
To construct Φ, note that the p⊥-filtration V = VN ⊃ · · · ⊃ V0 ⊃ 0 of V induces
a P -invariant filtration of the Lie algebra chain space Ck(p
⊥;V) := ∧kp⊥ ⊗ V in the
obvious way. This in turn induces a filtration5 A = Ak ⊃ · · · ⊃ A0 ⊃ 0 of
A := Hom(∧kp⊥ ⊗ V,∧k+1p⊥ ⊗ V),
where Φ ∈ Ai if and only if Φ(∧kp⊥) ⊗ Vj ⊆ ∧k+1p⊥ ⊗ Vi+j for all j. This is clearly
P -invariant, so induces a filtration of A := FP ×P A by smooth subbundles Ai.
Lemma 3.39. Let Φ ∈ Ω0(M ;A1) with imΦ ⊆ im ∂. Then the BGG operators Dk
and Lk are unchanged by the replacement of dV with dV +Φ.
Such a replacement clearly does not affect the conclusion of Proposition 3.38, so it
remains to construct a suitable Φ. Recalling that dV ◦ dV = RdV is just the curvature
of dV, we define
Φ(s) := −−1M ∂(Rd
V · s)
for each s ∈ Ωk(M ;V), which is well-defined by Proposition 3.31. Then Φ takes values
in im ∂, since M (and hence 
−1
M ) commutes with ∂, and moreover Φ ∈ Ω0(M ;A1) by
5This is the “diagonal” filtration from [95, p. 12].
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properties of ∂ and dV. Therefore by Lemma 3.39 we may replace dV with dV := dV+Φ
at each stage without affecting the BGG operators, for which
∂(Rd
V · s) = ∂(RdV · s)− ∂dV−1M ∂(Rd
V · s)
= ∂(Rd
V · s)−M−1M ∂(Rd
V · s) = 0
since M = ∂ ◦ dV on im ∂ ⊆ ker ∂. By Proposition 3.38, the splitting operator
constructed from dV then provides the prolongation of the BGG operator Dk. It is
easy to see that Φ is the unique differential correction with the desired properties.
Definition 3.40. dV := dV −−1M ∂(Rd
V
) is the prolongation operator of Dk.
Note that Φ := −−1M ∂(Rd
V
) is not algebraic in general. Indeed, each term M −
appearing in the Neumann series (3.12) for −1M is typically first-order, so that Φ has
order bounded above by the height N of the p⊥-filtration of V.
When the representation V is given, the correction Φ can be computed using a
Weyl structure; independence from the choice of Weyl structure is ensured by the
uniqueness of Φ. Then the Lie algebra differential and the algebraic laplacian induce
commuting bundle maps ∂∗ and  = ∂∂∗ + ∂∗∂. By Theorem 2.31,  acts by a scalar
on each irreducible graded component of V, while (3.11) and the Neumann series of
Proposition 3.31 allow us to compute the action of −1M on graded components.
For first BGG operators, where Rd
V
= dV ◦ dV is just the tractor curvature RV, we
obtain a modification Φ := −−1M ∂(RV). In general Φ is not algebraic, so that dV is
not necessarily a connection on V. In cases where Φ is algebraic, we refer to ∇V := dV
as the prolongation connection on V. Due to a differential Bianchi identity, it will turn
out that Φ is indeed algebraic in all cases that we are interested in; see Section 7.4.
Remark 3.41. Hammerl et al. [96, §1.4] also provide an iterative method for constructing
a prolongation connection ∇V on V. The process starts with ∇0 := ∇V. Then if φi is
the non-zero graded component of ∂(R∇
i
) of highest weight, one defines ∇i+1 := ∇i −
−1φi, eventually reaching an invariant prolongation connection ∇V whose curvature
satisfies ∂(R∇
V
) = 0. However, in the sequel we shall calculate using −1M due to the
aforementioned differential Bianchi identity.
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4
Projective differential geometry
Projective differential geometry is a classical subject which studies the behaviour of
unparametrised geodesics. This leads to an equivalence relation among riemannian
metrics, where two metrics are projectively equivalent if they have the same geodesics (as
unparametrised curves). We begin in Section 4.1 with a review of the classical approach
to the theory, including the so-called main equation describing the set of projectively
equivalent metrics. We describe projective differential geometry as an abelian parabolic
geometry in Section 4.2, where the pertinent Lie algebras are g = sl(n + 1,R) with
parabolic p given by crossing the last node. The flat model is then G · p ∼= RPn which,
as we saw in Remark 3.28, is problematic for the general equivalence of categories. We
indicate how to obtain an equivalence using P -frame bundles in Subsection 4.2.2.
In the parabolic picture, the main equation may be interpreted as the first BGG
operator associated to the representation W = S2Rn+1 of g. We describe the resulting
differential equation in Section 4.3, as well as obtaining the prolongation given by
Eastwood and Matveev [77] in index-free notation. Finally, we make an observation
regarding the representation W which is crucial for later generalisations: the direct
sum h :=W⊕ (g⊕ R)⊕W∗ is a graded Lie algebra isomorphic to sp(2n + 2,R).
4.1 Classical definition and results
We begin by reviewing the classical formulation of projective differential geometry. For
greater generality we allow non-degenerate metrics of arbitrary signature, reserving the
adjective riemannian for positive definite metrics. In what follows, suppose that (M,g)
is an n-dimensional (pseudo-)riemannian manifold with Levi-Civita connection ∇.
Definition 4.1. A smooth curve γ ⊂ M is a geodesic of g if ∇XX ∈ 〈X〉 for every
vector field X tangent to γ. Two metrics g, gˆ are called projectively equivalent if they
have the same geodesics (as unparameterised curves).
Note that we do not require geodesics to be affinely parameterised. The term
geodesically equivalent is also used in the literature; however, we will use the former
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to emphasise the underlying projective geometry. The following characterisation of
projectively equivalent metrics is well-known [34, 77, 178].
Lemma 4.2. Metrics g, gˆ are projectively equivalent if and only if their Levi-Civita
connections ∇, ∇ˆ are related by
∇ˆXY = ∇XY + JX,αKr · Y
where JX,αKr · Y := 12 (α(X)Y + α(Y )X)
(4.1)
for some α ∈ Ω1(M) and all X,Y ∈ Ω0(M ;TM).
Proof. Since ∇, ∇ˆ have the same unparametrised geodesics, it follows from Defini-
tion 4.1 that ∇ˆXX−∇XX = α(X)X for some smooth function α : TM → R. By basic
properties of linear connections we see that in fact α ∈ Ω1(M), so that X 7→ α(X)X
defines a quadratic form Ω0(M ;TM)×Ω0(M ;TM)→ Ω0(M ;TM). Polarisation yields
(∇ˆXY −∇XY ) + (∇ˆYX −∇YX) = α(X)Y + α(Y )X (4.2)
which, upon noting that the left-hand side in (4.2) equals 2(∇ˆXY −∇XY ) since both
∇, ∇ˆ are torsion-free, gives (4.1).
Remark 4.3. We call the endomorphism JX,αKr ∈ gl(TM) the algebraic bracket of X
and α. It is clear that JX,αKr · Y is symmetric in X,Y , and we may write J · , αKr =
id⊙α ∈ Ω1(M ; gl(TM)). Note that the factor 12 in the definition (4.1) is a non-standard
normalisation convention; the reason for this choice will become apparent later.
Fix a local frame {ei}i of TM with dual coframe {εi}i. Using the standard formula
divgX =
1
2∂ei(log(det g)ε
i(X)) for the divergence of X with respect to g (see for
example [125, p. 436]), taking a trace in (4.1) yields
α = 1n+1 d
(
log
det gˆ
det g
)
.
(4.3)
In particular, α is an exact 1-form which depends only on g and gˆ.
A na¨ıve first approach to studying projectively equivalent pairs g, gˆ might be via
the endomorphism G satisfying gˆ = g(G · , · ); equivalently G = ♯ ◦ ♭ˆ, where ♭ = ♯−1
and ♭ˆ = ♯ˆ−1 are the usual musical isomorphisms of g and gˆ respectively. However, it
turns out to be more fruitful to instead study the endomorphism
A(g, gˆ) :=
(
det gˆ
det g
)1/(n+1)
♯ˆ ◦ ♭. (4.4)
Clearly A(g, gˆ) is invertible with inverse A(gˆ, g), and is self-adjoint with respect to both
g, gˆ. The endomorphisms G and A := A(g, gˆ) are related by A = (detG)1/(n+1)G−1, or
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equivalently G = (detA)−1A−1. Moreover gˆ can be recovered from the pair (g,A) as
gˆ = (detA)−1g(A−1 · , · ). (4.5)
The following result explains the key benefit of using A over G: it satisfies a first-
order linear differential equation. We reproduce the proof from [34, Thm. 2] here for
completeness, which the authors attribute to [79] (although see Remark 4.5 below).
Proposition 4.4. Let g, gˆ be metrics with Levi-Civita connections ∇, ∇ˆ respectively.
Then g, gˆ are projectively equivalent if and only if A = A(g, gˆ) defined by (4.4) satisfies
the first-order linear differential equation
g((∇XA) · , · ) = X♭ ⊙ µ (4.6)
for some µ ∈ Ω1(M) and all X ∈ Ω0(M ;TM). In this case ∇ˆ = ∇ + J · , αKr, where
α ∈ Ω1(M) satisfies µ = −α(A · ) = d(trA).
Proof. By Lemma 4.2, g, gˆ are projectively equivalent if and only if ∇ˆ = ∇ + J · , αKr
for some α ∈ Ω1(M). In this case, differentiation gives
(∇X gˆ)(Y,Z) = (∇ˆX gˆ)(Y,Z)− (JX,αKr · gˆ)(Y,Z)
= gˆ(JX,αKr · Y,Z) + gˆ(Y, JX,αKr · Z)
= α(X)gˆ(Y,Z) + 12α(Y )gˆ(X,Z) +
1
2α(Z)gˆ(X,Y )
= (detA)−1
[
α(X)g(A−1Y,Z) + 12α(Y )g(A
−1X,Z) + 12α(Z)g(A
−1X,Y )
]
.
On the other hand, (4.5) and the identity ∇XA−1 = −A−1 ◦ ∇XA ◦ A−1 give
∇X gˆ = ∇X
(
(detA)−1g(A−1 · , · ))
= −(detA)−2d(detA)(X)g(A−1 · , · )− (detA)−1g(∇XA ◦A−1 · , A−1 · )
= (detA)−1
[−d(log detA)(X)g(A−1 · , · )− g(∇XA ◦A−1 · , A−1 · )]
= (detA)−1
[
α(X)g(A−1 · , · )− g(∇XA ◦ A−1 · , A−1 · )
]
,
where the last line follows by (4.3). Comparing these two expressions and precomposing
with A−1 in both slots yields (4.6), with µ := −α(A · ). Raising an index using g yields
(∇XA)Y = 12
(
g(X,Y )µ♯ + µ(Y )X
)
, so that taking a trace over Y in the last display
equation gives µ = d(trA) as required.
Remark 4.5. Equation (4.6) was known to Sinjukov [166], and is referred to as the
Sinjukov equation in a sizeable amount of the literature (see for example [30, 34, 111]).
Equivalent equations may also be found in [98]. To avoid any historical misattribution,
we shall call it the main equation of projective differential geometry.
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Mikesˇ later prolonged the main equation to obtain a closed differential system con-
trolling the metrics projectively equivalent to g [145]. We shall study the invariant
version of this prolongation, described by Eastwood and Matveev [77], in Section 4.3.
It is clear from (4.6) that projectively equivalent metrics g, gˆ are affinely equivalent
if and only if A(g, gˆ) is a multiple of the identity, if and only if µ = d(trA) vanishes.
Proposition 4.4 states that a solution (g,A) of the main equation is equivalent to
a projectively equivalent pair of metrics g, gˆ := (detA)−1g(A−1 · , · ). Linearity of
(4.6) also implies that (g,At := A − tid) is a solution for all t ∈ R with detAt 6= 0.
We then have a 1-parameter family of metrics gt := (detAt)
−1g(A−1t · , · ) projectively
equivalent to g; we will study this metrisability pencil in more detail in Chapter 8.
Finally, let us indicate the link between the classical theory above and the descrip-
tion as a parabolic geometry outlined in the following section. Since geodesics are really
a feature of connections rather than metrics, call two linear connections ∇, ∇ˆ projec-
tively equivalent if ∇ˆX = ∇X+JX,αKr for some α ∈ Ω1(M), with JX,αKr the algebraic
bracket from (4.1). A projective structure on M is an equivalence class [∇]r of projec-
tively equivalent connections; J · , αKr defines an embedding Ω1(M) →֒ Ω1(M ; gl(TM)),
exhibiting the projective class [∇]r as an affine space modelled on Ω1(M).
Lemma 4.6. There is a bijection between connections ∇ ∈ [∇]r and connections on
the line bundle L := (∧nTM)2/(n+1), where ∇, ∇ˆ ∈ [∇]r are related by α ∈ Ω1(M) if
and only if α is the change of induced connection on L.
Proof. Firstly, note that since ∧nTM is an oriented line bundle it admits oriented
roots; thus L is well-defined. Now recall that an element of gl(TM) acts on ∧nTM
by its trace. Using (4.1), this means that JX,αKr acts on ∧nTM by multiplication by
1
2 (n+1)α(X), and hence on L by multiplication by α(X). It follows that the difference
of the connections induced on L by ∇, ∇ˆ is precisely α.
We may also consider projective structures [∇]r whose connections have torsion.
The symmetry of JX,αKr ·Y in X,Y implies that all connections in [∇]r have the same
torsion T , which is then an invariant of the projective structure.
4.2 Description as a parabolic geometry
Real projective space RPn may be described equivalently as either the set of lines
through the origin in Rn+1, or as the quotient of the n-sphere Sn by the Z2-action
induced by its antipodal map. The sphere has a canonical round metric for each
signature (p, q), given by pulling back the euclidean metric of signature (p+1, q) on Rn+1
to Sn, with respect to which the antipodal map is a local isometry. Thus RPn inherits a
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canonical metric gFS of constant curvature and signature (p, q) which we call the Fubini–
Study metric. Let ∇FS be the Levi-Civita connection of gFS. It is straightforward to
describe the geodesics of the projective structure [∇FS]: the embedded projective lines
RP
1 →֒ RPn are totally geodesic, so the geodesics of [∇FS] are the smooth curves
contained in such a line. In an affine chart these curves lie within a line in Rn so that,
from the point of view of geodesics, RPn is the natural compactification of Rn. For this
reason, RPn is a good candidate for the flat model of projective differential geometry.
Of course, projective differential geometry was first described as a Cartan geometry
by Cartan [63, 64], and the projective equivalence problem was solved by Thomas
[173] shortly afterwards. A modern version of Cartan and Thomas’ work may be
found in [165, §8] and [18] respectively. Readable accounts of projective differential
geometry from the point of view of parabolic geometry may be found in [60, §4.1.5]
and [42, 75, 77].
4.2.1 The flat model RPn
As a generalised flag manifold, RPn may be identified with G/P for
G := PGL(n+ 1,R) := GL(n+ 1,R)/〈id〉
and P ≤ G the (projection to G of) the GL(n+1,R)-stabiliser of a chosen line 〈v0〉 in
Rn+1. The Lie algebra of G is the split real form g := sl(n+1,R) of sl(n+1,C), while
the parabolic subalgebra p corresponds to crossing the last node:
p := ≤ = g. (4.7)
Thus projective differential geometry is an abelian parabolic geometry, with Killing
polar p⊥ ∼= Rn∗ and reductive Levi factor p0 := p/p⊥. A choice of algebraic Weyl
structure splits the p⊥-filtration g ⊃ p ⊃ p⊥ ⊃ 0 of g, determining an isomorphism
g ∼= g/p ⊕ p0 ⊕ p⊥. Evidently such a choice is equivalent to a choice of a subspace of
Rn+1 complementary to 〈v0〉, thus yielding a decomposition
sl(n + 1,R) =
{(
− trA α
X A
)∣∣∣∣∣ X ∈ Rn, α ∈ Rn∗, A ∈ gl(n,R)
}
(4.8)
of g. There is a corresponding decomposition of PGL(n + 1,R) in which the Levi
subgroup P 0 := P/ exp p⊥ consists of (equivalence classes of) block-diagonal matrices in
G; clearly the adjoint action of P 0 on g/p ∼= Rn induces an isomorphism p0 ∼= gl(n,R).
Then p⊥ ∼= Rn∗ consists of matrices with only the α-block, p0 ∼= gl(n,R) of block-
diagonal matrices, and p ∼= gl(n,R)⋉Rn∗ of block upper-triangular matrices.
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Suppose we have chosen an algebraic Weyl structure, so that g ∼= Rn⊕gl(n,R)⊕Rn∗.
Using the description (4.8) we can write down the Lie bracket between elements of the
three summands: if X,Y ∈ Rn, A,B ∈ gl(n,R) and α, β ∈ Rn∗ then
[X,Y ] = 0 = [α, β], [A,B] = AB −BA, [A,X] = AX and [A,α] = −α ◦ A,
so that Rn,Rn∗ form abelian subalgebras on which gl(n,R) acts in the natural way;
meanwhile Rn and Rn∗ bracket into p0 ∼= gl(n,R) according to
[[X,α], Y ] = α(X)Y + α(Y )X. (4.9)
After appropriately normalising the inclusion [Rn,Rn∗] →֒ gl(n,R), Proposition 3.21
implies that a change of Weyl structure is precisely a change of connection within the
projective class according to (4.1). We will justify this normalisation in Chapter 7.
Finally, the Satake diagram (4.7) and Proposition 2.22 tells us that there is a
projective embedding G · p →֒ P(V∗) for any irreducible g-representation V whose
highest weight is supported on the right-most node. These representations are precisely
the symmetric powers Vk := S
k
Rn+1∗ of the co-standard representation, so that the
embedding RPn →֒ P(SkRn+1) is the (degree k) Veronese embeddings defined by [v] 7→
[v ⊗ · · · ⊗ v]; see [97]. Of course, the Veronese embeddings are not minimal for k > 1,
and Kostant’s Theorem 2.25 identifies RPn with the intersection of quadrics given
by projection away from the Cartan square in S2Vk. For later developments we are
mostly interested in the case k = 2, corresponding to the representation W∗ := V2 =
S2Rn+1∗. By the description of the Cartan product in g = sl(n + 1,R) from [74], the
g-representation S2W∗ decomposes into irreducible pieces as
S2W = S2
(
2 0 0 0
)
=
4 0 0 0
S4Rn+1
⊕ 0 2 0 0 0
⊚2∧2Rn+1
,
where the first summand is the Cartan square. Thus
U
∗ :=
0 0 0 2 0
=⊚2∧2Rn+1∗
is the space of homogeneous quadratic equations which cut out RPn as an intersection
of quadrics. In particular, U∗ is an irreducible g-representation.
4.2.2 Recovering the Cartan connection
Recall from Subsection 3.2.3 that the general equivalence of categories result for a
parabolic geometry requires that the first homology H1(p
⊥; g) has no component in
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homogeneity one. We shall see why this condition is problematic for g = sl(n + 1,R)
shortly, but it is already possible to see that the underlying infinitesimal flag structure
carries no information. Indeed, the choice of an algebraic Weyl structure determines
an isomorphism of the Levi subgroup P 0 := P/ exp p⊥ with GL(n,R). Then the prin-
cipal P 0-bundle F 0 := FP / exp p⊥, from which one obtains the Cartan bundle FP by
prolongation, is simply the full GL(n,R)-frame bundle of M . Of course, a principal
GL(n,R)-bundle with its solder form contains no geometric information.
To see why the homogeneity condition is problematic for sl(n+1,R), suppose that
g is a simple Lie algebra. Choose a Cartan subalgebra t and a positive subsystem ∆+
with respect to which β ∈ t∗ is the highest root of g, and suppose that p ≤ g is a
standard parabolic corresponding to a subset Σ ⊆ ∆0 of simple roots. It is proved in
[60, Prop. 3.3.7] that H1(p
⊥; g) can have no irreducible components in homogeneity one
unless Σ = {α} consists of a single simple root; in this case the irreducible components
are in bijection with the simple roots αi for which the Cartan integers
2〈β,αi〉
〈αi,αi〉 and
2〈β,α〉
〈α,α〉
are equal and non-zero. The highest root of g = sl(n + 1,R) is
g =
1 0 0 1
, (4.10)
so that only the parabolics
and
have a non-trivial component of H1(p
⊥; g) of homogeneity one. Of course, the resulting
R-spaces are dual projective spaces and correspond to our choice from (4.7).
Given the problems above, we must work a little harder to achieve an equivalence
of categories between projective structures onM and normal Cartan connections. This
entails constructing a so-called P -frame bundle of degree one over M , which is a prin-
cipal P -bundle FP over M together with a (g/p⊥)-valued 1-form θ such that:
• θ is invariant under the P -action induced on g/p⊥ by the adjoint action;
• ker θ is the space of vector fields generated by the action of p⊥ ⊂ p; and
• θ maps the vertical bundle of FP to p/p⊥, via η(Xξ) = ξ + p⊥ for all ξ ∈ p.
It turns out that a P -frame bundle of degree one contains just enough geometric infor-
mation to obtain an equivalence of categories for projective differential geometry. We
outline the proof of this equivalence, whose full proof may be found in [60, Prop. 4.1.5].
Theorem 4.7. There is an equivalence of categories between projective structures onM
and P -frame bundles of degree one of type G/P . A projective structure is torsion-free
if and only if the corresponding P -frame bundle is normal.
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Sketch proof. Fix an algebraic Weyl structure for g, so that g/p ∼= Rn, p0 ∼= gl(n,R) and
p⊥ ∼= Rn∗. Suppose first that [∇]r is a projective structure onM and consider the frame
bundle F 0 := GL(TM) of M with its canonical solder form η ∈ Ω1(F 0; g/p). Then
each ∇ ∈ [∇]r induces a principal p0-connection 1-form γ∇ on the full frame bundle F 0
ofM . We construct a principal P -bundle FP over M with fibre FPu := {γ∇u | ∇ ∈ [∇]r}
over F 0, with action of g = g0 expα ∈ P ∼= P 0 ⋉ exp p⊥ given by
(γ∇u · g)(X) = γ∇u·g0(X) + [α, η(X)]. (4.11)
One then checks that FP is indeed a principal P -bundle over M , and for each γ∇u ∈ FPu
the 1-form η+ γ∇u pulls back to a P -frame form θ on FP . Moreover, as we vary α ∈ p⊥
in (4.11) the γ∇ · g run over all connections in the projective class.
Conversely, suppose that (FP , θ) is a P -frame bundle of degree one. The quotient
bundle F 0 := FP / exp p⊥ is the frame bundle of M , and projecting the values of θ onto
g/p yields the solder form η on F 0. Choosing a local section σ : U → FP , it turns
out that σ pulls back the p0-component of θ to a principal p0-connection γσ on F 0|U .
Replacing the local section σ by σˆ = σ · g0 expα for local functions g0 : U → P 0 and
α : U → p⊥, the principal connections on F 0 change according to γσˆ = γσ + [ · , α].
Equation (4.9) then implies that the space of linear connections determined by all such
σ constitute a projective structure [∇]r over U ⊂ M . Patching these local projective
structures together yields a projective structure on M .
If γ∇ is the principal connection 1-form corresponding to∇ ∈ [∇]r, viewed as the p0-
component of the P -frame form θ, its torsion coincides with the torsion of the P -frame
bundle. A P -frame bundle is normal if and only if its torsion lies in the kernel of the
principal bundle map induced by the Lie algebra homology map ∂ : ∧2p⊥⊗g→ p⊥⊗g,
which turns out to be injective for this choice of g. Thus the P -frame bundle is normal
if and only if the torsion of the projective structure vanishes.
4.2.3 Representations of sl(n + 1,R)
For later use let us describe some important g- and p-representations, as well as their
associated bundles. The adjoint representation of g has highest weight given by (4.10),
so that the isotropy representation g/p and its dual (g/p)∗ ∼= p⊥ have highest weights
g/p =
1 0 0 1
and p⊥ =
0 0 0 1 -2
respectively as p-representations. By the Cartan condition, the corresponding as-
sociated bundles are TM and T ∗M , and a Weyl structure gives an isomorphism
gM ∼= TM ⊕ gl(TM) ⊕ T ∗M . The top exterior power of g/p is the derivative of
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the group character det : GL(n,R)→ R, so its highest weight has coefficient n+1 over
the crossed node; it follows that the line bundle L := (∧nTM)2/(n+1) of Lemma 4.6 is
associated to the 1-dimensional representation
L =
0 0 0 2
. (4.12)
Note that L is the zeroth homology H0(p
⊥;W∗), whereW := S2Rn+1 is the g-represent-
ation from Subsection 4.2.1. Since the other fundamental representations of g are exte-
rior powers of the standard representation, every tensor bundle onM can be associated
to a particular p-representation.
We are yet to describe another obvious representation of g: the standard represen-
tation on T := Rn+1, which has highest weight
T =
1 0 0 0
. (4.13)
The reason for this omission is that due to our choice of group G = PGL(n + 1,R)
with Lie algebra g = sl(n+ 1,R), not all g-representation integrate to globally defined
representations of G. Indeed, if n + 1 is even then the connected component of the
identity in G˜ := SL(n + 1,R) is a double cover [165] of G = PGL(n + 1,R), and a g-
representation integrates to G if and only if it integrates to G˜ with the element −id ∈ G˜
acting trivially. If the representation in question has highest weight λ =
∑
iλiωi,
written here in terms of the fundamental weights, −id acts trivially if and only if∑iλi
is even [84], thus giving a simple integrability criterion which of course fails for T. Note
that there is no problem when n+ 1 is odd, since then G = G˜.
We can still form bundles associated to g-representations which do not integrate to
G by locally extending the Cartan bundle to G˜. More precisely, we let P˜ ≤ G˜ denote
the stabiliser of a chosen line in Rn+1 (previously denoted v0), which corresponds to
crossing the last node of the Satake diagram. We then form the extended Cartan
bundle F P˜ = FP ×
P˜
P˜ with structure group P˜ , and there is a canonical extension of
the unique normal Cartan connection on FP to a normal Cartan connection on F P˜ .
We can then integrate all g-representations to G˜, form the associated bundles, and
quotient by the Z2-action coming from the double cover F
P˜ ։ FP if necessary. Note
that G˜/P˜ ∼= Sn and, by modifying the proof of Theorem 4.7 slightly [60, Prop. 4.1.5],
we obtain an equivalence of categories between oriented projective structures on M
and P˜ -frame bundles of degree one of type G˜/P˜ .
For the standard representation (4.13), the associated bundle T := F P˜×
P˜
T is a rank
n+1 vector bundle called the standard tractor bundle. Since an element
[
(det C)−1 α
0 C
]
∈
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P˜ acts on the line T0 := 〈v0〉 in T stabilised by P˜ by multiplication by (det C)−1,
F P˜ ×
P˜
T0
∼=
0 0 0 -1
= L−1/2
is a square root of the line bundle L∗ from Lemma 4.6. The relations T0 = p⊥ · T and
p⊥ · T0 = 0 exhibit T0 as the socle of the height one p⊥-filtration T ⊃ T0 ⊃ 0 of T; the
decomposition (4.8) of g implies that the top T/T0 = H0(p
⊥;T) has associated bundle
F P˜ ×P˜ (T/T0) ∼=
1 0 0 0
= L−1/2 ⊗ TM.
In particular, a Weyl structure yields a decomposition T ∼= (L−1/2 ⊗ TM)⊕ L−1/2.
Remark 4.8. In fact, the extension of the Cartan bundle from FP to F P˜ is equivalent
to a choice of square root of L∗ [18, 56]. Indeed, the 1-jet bundle J 1(L−1/2) of L−1/2
fits into the canonical short exact sequence
0 −→ L−1/2 ⊗ T ∗M −֒→ J 1(L−1/2)−։ L−1/2 −→ 0,
a splitting of which is equivalent to a linear connection on L−1/2. Choosing such a
splitting yields an isomorphism J 1(L−1/2) ∼= (L−1/2 ⊗ T ∗M) ⊕ L−1/2, so that we
recover the standard tractor bundle by defining T := J 1(L−1/2). It remains to recover
the normal Cartan connection from the tractor connection on T , which is the subject
of Thomas’ work [173].
4.2.4 Harmonic curvature
Having identified the tensor bundles, we may analyse the harmonic curvature of the
canonical Cartan connection, which lies in the Lie algebra homology H2(p
⊥; g). The
Hasse diagram computing this homology is given in Figure 4.1, so that the harmonic
curvature has a single irreducible component lying in
1 0 0 1 1 -4
= ∧2T ∗M ⊚ sl(TM),
where ⊚ is the Cartan product and sl(TM) = T ∗M ⊚ TM . This single piece may be
identified with the Weyl curvature W , which is a totally trace-free and projectively
invariant sl(TM)-valued 2-form. This is as we expect: normality of the Cartan connec-
tion implies that the Weyl connections are torsion-free, so there is no torsion component
of the harmonic curvature.
Since projective differential geometry is abelian, Theorem 3.35 states that the cur-
vature any Weyl connection ∇ decomposes as R∇ = W − Jid ∧ r∇Kr, where r∇ is the
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1 0 0 1 1 0 0 2 -3 1 0 0 1 1 -4
· · ·
Figure 4.1: The Hasse diagram of the adjoint representation of g = sl(n+1,R),
which computes the homology H•(p
⊥; g).
normalised Ricci tensor defined by r∇ := −−1M ∂R∇. Recalling that the Cartan curva-
ture vanishes if and only if the harmonic curvature vanishes, we recover the well-known
classical result which states that a projective manifold is locally diffeomorphic to RPn
(i.e. is projectively flat) if and only if its Weyl curvature vanishes [42, 181]. Of course,
(∂R∇)X(Y ) = εi(R∇ei,X · Y ) is simply the Ricci curvature Ric∇ of ∇. The following
result is well-known (see for example [75]) and included for completeness.
Proposition 4.9. The normalised Ricci tensor r∇ of ∇ ∈ [∇]r is given by
r∇ = − 2n−1 sym(∂R∇)− 2n+1 alt(∂R∇). (4.14)
In particular if ∇ has a nowhere-vanishing parallel section of L, then r∇ = − 2n−1∂R∇.
Proof. Applying the Lie algebra boundary map to R∇ =W − Jid ∧ r∇Kr yields
∂R∇ = −n−12 sym r∇ − n+12 alt r∇,
so that sym r∇ = − 2n−1 sym(∂R∇) and alt r∇ = − 2n+1 alt(∂R∇). Then (4.14) follows
by writing r∇ = sym r∇+alt r∇. If ℓ ∈ Ω0(M ;L) is nowhere-vanishing and ∇-parallel,
we have R∇ · ℓ = 0 and, since W is totally trace-free, R∇X,Y · ℓ = 0 = Jid ∧ r∇KrX,Y · ℓ =
r∇Y (X)ℓ− r∇X(Y )ℓ. Since ℓ is nowhere-vanishing we conclude that r∇ is symmetric; the
last claim now follows easily.
Recall the Cotton–York tensor C∇ := d∇r∇ of ∇, which is a T ∗M -valued 1-form.
The following identities involving W and C∇ are well-known in projective differential
geometry (see for example [77]) and will be useful in Section 4.3.
Proposition 4.10. Let ∇ ∈ [∇]r be a Weyl connection. Then:
(1) There are Bianchi identities
WX,Y · Z +WY,Z ·X +WZ,X · Y = 0
and C∇X,Y (Z) + C
∇
Y,Z(X) + C
∇
Z,X(Y ) = 0
(2) εi(∇eiWX,Y ) = −12(n− 2)C∇X,Y with respect to any local frame {ei}i of TM with
dual coframe {εi}i.
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Proof. (1) Since JX,αKr ·Y is symmetric in X,Y , the algebraic Bianchi identity for R∇
gives the desired Bianchi identity for W . The differential Bianchi identity d∇R∇ = 0
yields d∇W + Jid ∧ C∇Kr = 0 and hence
(∇XW )Y,Z + (∇YW )Z,X + (∇ZW )X,Y
= −JX,C∇Y,ZKr − JY,C∇Z,XKr − JZ,C∇X,Y Kr
(4.15)
for all X,Y,Z ∈ Ω0(M ;TM). Taking the trace of both sides, terms of the form
εi ((∇XW )Y,Z · ei) vanish since W is totally trace-free. Since εi
(JX,C∇Y,ZKr · ei) =
1
2 (n+ 1)C
∇
Y,Z(X), the Bianchi identity for C
∇ follows.
(2) Taking a trace over X in (4.15) and using that ∂W = 0, we obtain
εi
(∇eiWX,Y ) = −εi ◦ (Jei, C∇X,Y Kr + JX,C∇Y,eiKr + JY,C∇ei,XKr) .
Evaluating on a vector field Z and expanding the algebraic brackets, this simplifies to
εi
(∇eiWX,Y ) · Z = −12 ((n − 1)C∇X,Y (Z) + C∇Y,Z(X) + C∇Z,X(Y )) ,
which yields the desired result by the Bianchi identity for C∇.
4.3 Metrisability of projective structures
We say that the projective class [∇]r is metrisable if it contains a metric connection,
in which case its geodesics are those of a (pseudo-riemannian) metric.
Suppose that g ∈ Ω0(M ; S2T ∗M) is a metric. We would like to reduce the question
of whether the Levi-Civita connection of g lies in the projective class [∇]r to a differen-
tial equation on ∇, as we did for the endomorphism A defined by (4.4) in the classical
description. For this, observe that there is a natural decomposition
T ∗M ⊗ S2TM = (id ⊙ TM)⊕ (T ∗M ⊗◦ S2TM) (4.16)
into the image and kernel of the natural trace T ∗M ⊗ S2TM → TM . This suggests
that a differential system involving successive differentials and traces of the inverse
metric g−1 ∈ Ω0(M ; S2TM) may close. This is indeed the case [77], and it is a matter
of tensoring with an appropriate weight to achieve projective invariance.
Proposition 4.11. The first-order linear differential equation (∇h)◦ = 0 is projectively
invariant on sections of L∗⊗S2TM , where the subscript “◦” denotes the trace-free part.
Proof. We calculate the variation δγ∇h = J · , γKr · h with respect to γ ∈ Ω1(M).
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Viewing h as a bundle map T ∗M → L∗ ⊗ TM , the Leibniz rule gives
(JX,αKr · h)(β) = JX,αKr · h(β, · )− h(JX,αKr · β, · )
= −α(X)h(β, · ) + 12(α(X)h(β, · ) + α(h(β, · ))X)
+ 12h(α(X)β + β(X)α, · )
= (X ⊙ h(α, · ))(β).
Thus δγ∇h lies in the summand id ⊙ TM of (4.16), giving projective invariance.
The equation (∇h)◦ = 0 will be called the linear metric equation, which may equiv-
alently be written as
∇h = id ⊙ Z∇ (4.17)
for some section Z∇ of L∗ ⊗ TM depending on ∇. Taking a trace in (4.17) easily
yields Z∇ = 2n+1∂(∇h). Moreover, the proof of Proposition 4.11 implies that δγZ∇ =
h(γ, · ), i.e. Z∇ 7→ Z∇ + h(γ, · ) under change of Weyl connection ∇ 7→ ∇ + J · , γKr.
Proposition 4.11 should be compared with Proposition 4.4; this comparison will be
made more precise in Remark 4.13 below.
Since ∧nTM ∼= L(n+1)/2, a metric g induces a section of L∗ ⊗ S2TM defined by
h := (det g)1/(n+1)g−1,
which we call the linear metric associated to g. Then det h = (det g)−1/(n+1) ∈
Ω0(M ;L∗), so that we may recover g = (det h)−1h−1 from h; cf. equation (4.5).
Corollary 4.12. There is a bijection between non-degenerate solutions of the linear
metric equation and metric connections in [∇]r.
Proof. If h is a non-degenerate solution of the linear metric equation (4.17) with ∇h =
id ⊙ Z∇, then h−1(Z∇, · ) ∈ Ω1(M) and hence ∇g := ∇ − J · , h−1(Z∇, · )Kr ∈ [∇]r is
independent of∇ and satisfies∇gh = 0. It follows that∇g is the Levi-Civita connection
of g := (det h)−1h−1. Conversely if ∇g ∈ [∇]r is the Levi-Civita connection of some
metric g, we have ∇gh = 0 for its linear metric h := (det g)1/(n+1)g−1. Since the linear
metric equation is projectively invariant, this h is a solution for any ∇ ∈ [∇]r.
Corollary 4.12 reduces the metrisability problem for a projective structure to the
study of a projectively invariant first-order linear differential equation. We shall hence-
forth refer to all solutions of the linear metric equation as linear metrics.
Remark 4.13. Given a “background” metric g and a projectively equivalent metric gˆ,
the associated linear metrics h, hˆ define an endomorphism A of T ∗M by hˆ = h(A · , · ).
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Evidently (the transpose of) A is precisely the endomorphism (4.4) featured in the
main equation (4.6), clarifying the relation between the main equation and the linear
metric equation. We shall return to this topic in Chapter 8.
The linear metric equation is over-determined, so its solution space may be pro-
longed to a closed differential system on an auxiliary bundle. In the presence of a
background metric, a (non-invariant) prolongation was obtained by Mikesˇ [145] (see
also [98, p. 151]). An invariant prolongation was found by Eastwood and Matveev [77],
which we translate into index-free notation below.
Theorem 4.14. There is a linear isomorphism between the space of solutions of the
metric equation and the parallel sections of the projectively invariant connection
∇WX
hZ
λ
 =
 ∇Xh−X ⊙ Z∇XZ − h(r∇X , · )− λX
∇Xλ− r∇X(Z)
− 2n
 0−Wei,X · h(εi, · )
h(C∇ei,X , ε
i)
 (4.18)
on sections (h,Z, λ) of W := (L∗ ⊗ S2TM)⊕ (L∗ ⊗ TM)⊕ L∗.
Proof. Suppose that h ∈ Ω0(M ;L∗⊗ S2TM) is a solution of the linear metric equation
(4.17), so that ∇h = id⊙Z∇ for some Z∇ ∈ Ω0(M ;L∗⊗TM). Recalling that normality
implies zero torsion, differentiating again and using the Ricci identity gives
WX,Y · h = R∇X,Y · h+ Jid ∧ r∇KrX,Y · h = −X ⊙ Q∇Y + Y ⊙ Q∇X , (4.19)
where Q∇X := ∇XZ∇ − h(r∇X , · ). Taking a trace over X in (4.19) with respect to a
local frame {ei}i with dual frame {εi}i gives
Wei,Y · h(εi, · ) = 12
(−nQ∇Y −Q∇Y +Q∇Y + (trQ∇)Y ) = n2 (−Q∇Y + λ∇Y ) ,
where λ∇ := 1n(trQ
∇) ∈ Ω0(M ;L∗). Rearranging and substituting for Q∇ then gives
the second slot of ∇W . Differentiating again and skew-symmetrising, we obtain
WX,Y · Z∇ − Jid ∧ r∇KrX,Y Z∇ − h(C∇X,Y , · )
= (X ⊙ Z∇)(r∇Y , · )− (Y ⊙ Z∇)(r∇X , · ) + (∇Xλ∇)Y − (∇Y λ∇)X
− 2n
(
(∇XWei,Y ) · h(εi, · ) +Wei,Y · ∇Xh(εi, · )
)
+ 2n
(
(∇YWei,X) · h(εi, · ) +Wei,X · ∇Xh(εi, · )
)
Expanding the algebraic bracket on the left-hand side and tracing over X yields
(n − 1) (∇Y λ∇ − r∇Y (Z∇))− h(C∇ei,Y , εi)
=− 2nεj
(
(∇ejWei,Y ) · h(εi, · )− (∇YWei,ej) · h(εi, · )
+Wei,Y · ∇ejh(εi, · )−Wei,ej · ∇Y h(εi, · )
)
.
(4.20)
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On the right-hand side the second and fourth terms vanish, because Wei,ej is skew in
i, j while h(εi, εj) is symmetric in i, j; the third term also vanishes by straightforward
calculation, using that W acts trivially on L∗. The first term equals n−2n h(C∇ei,Y , εi) by
Proposition 4.10(2), so that (4.20) becomes
(n − 1) (∇Y λ∇ − r∇Y (Z∇)) = 2n−2n h(C∇ei,Y , εi).
Dividing by n− 1 and rearranging now gives the final slot of ∇W .
The projective invariance of ∇W can be checked directly: the first piece in (4.18)
is projectively invariant because δγZ
∇ = h(γ, · ) and δγλ∇ = γ(Z∇); projective invari-
ance of the curvature correction follows from Theorem 3.36(3).
A few remarks and observations regarding Theorem 4.14 are in order. We may
write the bundle W := (L∗ ⊗ S2TM)⊕ (L∗ ⊗ TM)⊕ L∗ in the form
W ∼= S2((L−1/2 ⊗ TM)⊕ L−1/2 ) ∼= S2T
where T is the standard tractor bundle from Subsection 4.2.3. Therefore W is as-
sociated to the representation W := S2Rn+1 whose projectivisation appears as the
codomain of the Veronese embedding RPn →֒ P(S2Rn+1). Moreover, the first piece
of the prolongation connection ∇W in (4.18) may be reconciled with the connection
induced on S2T by the standard tractor connection; see [86, Eqn. (2.8)]. The point
is that the prolongation connection ∇W is, up to a curvature correction, the tractor
connection on the bundle associated to the projective embedding of the flat model.
The observations above may be understood in terms of BGG operators. The first
BGG operator associated to the representation W is a differential operator
DW : 2 0 0 0 0
L∗ ⊗ S2TM
−→ 2 0 0 1 -2
(L∗ ⊗ S2TM)⊚ T ∗M
,
which is easily seen to be first-order by using the last row of the inverse Cartan matrix.
In this picture, the prolongation connection ∇W is described by the general scheme of
Subsection 3.3.3. In particular, the BGG operator is finite type and has a linear solution
space whose dimension, called themobility of [∇]r, is bounded above by dim(S2Rn+1) =
1
2 (n+ 1)(n + 2); this was known to Sinjukov [166].
However, something special happens here which does not happen for generic first
BGG operators: the graded g-representation h :=W⊕ (g⊕ R)⊕W∗ may be written
h = S2Rn+1 ⊕ (Rn+1 ⊗ Rn+1∗)⊕ S2Rn+1∗ ∼= S2(Rn+1 ⊕ Rn+1∗).
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This is precisely the adjoint representation of the Lie algebra sp(Rn+1⊕Rn+1∗, ω), where
ω ∈ ∧2(Rn+1 ⊕ Rn+1∗) is the canonical symplectic form defined by ω(u+ α, v + β) :=
α(v)− β(u), thus giving an isomorphism of h with the graded vector space underlying
sp(2n+ 2,R). The graded Lie algebra structure on sp(2n+ 2,R) induces a graded Lie
algebra structure on h in which the summands W and W∗ are abelian subalgebras,
while the grading implies that q := (g ⊕ R) ⋉W∗ and qˆ := W⋊ (g ⊕ R) are opposite
abelian parabolics. The corresponding Satake diagrams are
q = ≤ = sp(2n+ 2,R),
so that H · q is the grassmannian of lagrangian subspaces of R2n+2.
Conversely, choose an algebraic Weyl structure for h. The infinitesimal isotropy
representation h/q of h descends to a representation W of the semisimple part g :=
[q0, q0] ∼= sl(n + 1,R) of the Levi factor q0 := q/q⊥ ∼= gl(n + 1,R) of q. Since W is
induced by the adjoint representation of h = sp(2n + 2,R), it has highest weight
W =
2 0 0 0
as a g-representation. The dual representationW∗ has highest weight supported on the
final node, so determines a symmetric R-space G · p by crossing this node. Of course,
G · p is just RPn. We shall see later that similar isomorphisms exist in c-projective and
quaternionic geometries, and are key for generalising the classical projective structures.
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5
C-projective geometry
O¯tsuki and Tashiro [153] observed that two Ka¨hler metrics are projectively equivalent if
and only if they are affinely equivalent, implying that the na¨ıve application of projective
differential geometry to complex manifolds is essentially uninteresting. C-projective
geometry arises as a natural generalisation, where we replace geodesics with a complex
analogue. We begin by reviewing the rudiments of almost complex geometry in Section
5.1, before describing the classical theory of c-projective geometry in Section 5.2. This
develops in two parallel threads: a similar formulation to the theory of Section 4.1
using Ka¨hler metrics, or via so-called hamiltonian 2-forms.
We describe c-projective geometry as an abelian parabolic geometry in Section 5.3,
with g the real Lie algebra underlying sl(n+1,C) and p the stabiliser of a given complex
line. ThusG·p ∼= CPn, and the general theory gives an equivalence of categories between
(almost) c-projective structures and normal Cartan geometries of type CPn.
The metrisability of a c-projective structure proceeds in much the same way as
in Section 4.3, with compatible Ka¨hler metrics given by solutions of the first BGG
operator associated to W := (Cn+1 ⊠ Cn+1)R. The first BGG operator associated to
W∗, called the c-projective hessian, is also important to the theory; we discuss these
two BGG operators in Section 5.4.
5.1 Background on almost complex geometry
We begin by reviewing the basic theory of almost complex manifolds, primarily to
fix conventions and notation; comprehensive introductions may be found in [69, 109,
114, 179]. An almost complex structure on a manifold M is an endomorphism J ∈
Ω0(M ; gl(TM)) satisfying J2 = −id. For each x ∈ M , the choice of such a J equips
the tangent space TxM with the structure of a complex vector space in which we
identify multiplication by i :=
√−1 ∈ C with the application of J |x ∈ gl(TxM). In
particular, it follows that dimM = 2n is even. The pair (M,J) is called an almost
complex manifold ; equivalently, an almost complex structure is a reduction of the frame
bundle of M to structure group GL(n,C) ≤ GL(2n,R).
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By the Newlander–Nirenberg theorem [150], an almost complex manifold admits
holomorphic coordinates if and only if the Nijenhuis torsion
NJX,Y := (JLXJ − LJXJ)Y
= [X,Y ] + J [JX, Y ] + J [X,JY ]− [JX, JY ]
(5.1)
of J vanishes. In this case, we drop the prefix “almost” in “almost complex structure”
and “almost complex manifold”, and say that J is integrable. Equivalently, a complex
structure is a torsion-free GL(n,C)-structure.
Since J2 = −id, it has eigenvalues ±i on each tangent space. Thus J is diagonalis-
able on the complexification CTM := TM ⊗R C of the tangent bundle; if T 1,0M and
T 0,1M are respectively the (±i)-eigensubbundles of J , we have
CTM = T 1,0M ⊕ T 0,1M = {X | JX = iX} ⊕ {X | JX = −iX}
and clearly T 1,0M = T 0,1M . There is a corresponding decomposition of the complexi-
fied cotangent bundle: we define ∧1,0M := (T 1,0M)∗, which identifies ∧1,0M with the
annihilator of T 0,1M in CTM , and similarly for ∧0,1M . It follows that
CT ∗M = ∧1,0M ⊕ ∧0,1M = {ω | Jω = −iω} ⊕ {ω | Jω = iω}, (5.2)
where Jω := −ω◦J . Note that some authors (for example [109]) define ∧1,0M to be the
(+i)-eigensubbundle of J , in which case ∧1,0M = (T 0,1M)∗ instead. Given arbitrary
X ∈ Ω0(M ;CTM) and ω ∈ Ω0(M ;CT ∗M), the (1, 0)- and (0, 1)-parts are given by
X1,0 := 12 (X − iJX) , X0,1 := 12 (X + iJX) ,
and ω1,0 := 12 (ω + iJω) , ω
0,1 := 12 (ω − iJω) .
If X ∈ Ω0(M ;T 1,0M) then taking XR := 12(X + sX) gives X = 12(XR − iJXR). It
follows that the map TM → T 1,0M given by X 7→ 12(X − iJX) is a vector bundle
isomorphism; similar statements hold for (0, 1)-vectors and complex forms.
The decomposition (5.2) induces a decomposition
∧
k
CT ∗M = ∧k
(
∧
1,0M ⊕ ∧0,1M) = ⊕
p+q=k
(
∧
p
∧
1,0M ⊗ ∧q∧0,1M) (5.3)
of ∧kCTM for each k ∈ N, where the (p, q)th summand ∧p,qM := ∧p∧1,0M⊕∧q∧0,1M
in (5.3) is called the space of (p, q)-forms on M ; clearly ω ∈ Ω0(M ;∧p,qM) has p + q
covariant indices, p of type (1, 0) and q of type (0, 1). The decomposition (5.3) may be
described in representation-theoretic terms: if F 0 is the reduction of the frame bundle
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of M to structure group P 0 := GL(n,C), then ∧kCCT
∗M is the bundle associated to
F 0 and ∧kR2n∗ ⊗ C. The GL(n,C)-representation ∧kR2n∗ ⊗ C decomposes as
∧
k
R
2n∗ ⊗ C =
⊕
p+q=k
(∧p
C
C
n∗ ⊗C ∧qCCn∗),
where overline denotes the complex conjugate representation. Of course, ∧p,qM is the
bundle associated to ∧p
C
C
n∗ ⊗ ∧q
C
Cn∗. We shall often need the decomposition
∧
2
CCT
∗M = (∧2,0M ⊕ ∧0,2M)⊕ ∧1,1M (5.4)
of complex 2-forms, where the two summands are respectively the complexifications of
the bundles ∧2−T
∗M and ∧2+T
∗M of J-anti-invariant and J-invariant 2-forms. Decom-
positions analogous to (5.3) and (5.4) exist for k-vectors and symmetric k-tensors, for
which we write ∧kCCTM =
⊕
p+q=kT
p,qM and SkCCT
∗M =
⊕
p+q=kS
p,qT ∗M .
The natural connections on an almost complex manifold (M,J) are those which
preserve J , i.e. ∇J = 0. The space of such connections is affine, modelled on 1-forms
with values in the complex-linear endomorphisms gl(TM, J) of TM . The (complexifi-
cation of the) torsion T∇ ∈ Ω2(M ;TM) of ∇ splits into (2, 0)-, (1, 1)- and (0, 2)-parts
as in (5.4), and it is easy to show that the (0, 2)-part is proportional to the Nijenhuis
torsion (5.1) of J . Moreover ∇ may be deformed in such a way as to remove the (2, 0)-
and (1, 1)-parts [51], so that (M,J) admits a torsion-free complex connection if and
only if J is integrable, if and only if its Nijenhuis torsion (5.1) vanishes.
Finally, the class of (pseudo-)riemannian metrics g of interest are the hermitian met-
rics, i.e. those satisfying g(JX, JY ) = g(X,Y ). If gˆ is an arbitrary metric, g(X,Y ) :=
1
2 (gˆ(X,Y ) + gˆ(JX, JY )) is hermitian, so that almost complex manifolds always admit
hermitian metrics. The complexification of a hermitian metric g defines a hermitian
inner product on each CTxM , thus giving a section of S
1,1CT ∗M ; equivalently g is
a section of the J-invariant subbundle S2+T
∗M . It follows that ω := g(J · , · ) is a
J-invariant 2-form, called the hermitian form of g. Evidently g and ω may be viewed
respectively as the real and imaginary parts of a hermitian metric on CT ∗M . If ω is
closed, we call g a (pseudo-)Ka¨hler metric and ω its Ka¨hler form.
Suppose that J is integrable, and that∇ is the Levi-Civita connection of a hermitian
metric g. Then it is straightforward to check that dω = 0 if and only if ∇ω = 0. Since
ω = g(J · , · ), it follows that g is Ka¨hler if and only if ∇J = 0, i.e. if and only if ∇ is a
complex connection.1 The condition ∇J = 0 and the exchange identity imply that the
riemannian curvature tensor R∇ is a J-invariant gl(TM, J)-valued 2-form, which also
implies that the Ricci curvature Ricg of g is symmetric and J-invariant. Moreover since
1Evidently any two of the conditions ∇g = 0, ∇J = 0 and ∇ω = 0 imply the third.
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∇ preserves more than just a riemannian metric, R∇ admits a finer decomposition than
a generic riemannian curvature tensor; we shall not need this decomposition and refer
the interested reader to [29, §2D] and [11, Eqn. (3)].
5.2 Classical definition and results
C-projective geometry2 was introduced by O¯tsuki and Tashiro in [153] as a generali-
sation of projective differential geometry to the holomorphic category. They observed
that two Ka¨hler metrics on a complex manifold (M,J) that are projectively equivalent
in the sense of Definition 4.1 are affinely equivalent, meaning that projective equivalence
is uninteresting for Ka¨hler manifolds. Many results analogous to those in projective
differential geometry have natural generalisations [146], as well as generalisations to
almost complex structures [172]. We study this formulation in Subsection 5.2.1.
Later, c-projective differential geometry was unknowingly rediscovered under the
guise of hamiltonian 2-forms by Apostolov et al. while studying Ka¨hler metrics with
special curvature properties [10, 11, 12, 13, 14]. The authors observed that the existence
of a hamiltonian 2-form imbued the Ka¨hler metric with an isometric torus action, which
allowed them to give both local and global classifications of Ka¨hler metrics admitting
hamiltonian 2-forms. An overview of hamiltonian 2-forms is given in Subsection 5.2.2.
For greater generality we allow non-degenerate metrics of arbitrary signature, re-
serving the term riemannian Ka¨hler for positive definite Ka¨hler metrics.
5.2.1 Classical approach
Let (M,g, J) be a 2n-dimensional Ka¨hler manifold with Levi-Civita connection ∇.
Definition 5.1. A smooth curve γ ⊂ M is a c-geodesic of g if ∇XX ∈ 〈X,JX〉 for
every vector field X tangent to γ. If gˆ is a second Ka¨hler metric, g and gˆ are called
c-projectively equivalent if they have the same c-geodesics (as unparameterised curves).
Evidently any two metrics on a Riemann surface (i.e. n = 1) are c-projectively
equivalent, so that a different approach is required to avoid triviality. We shall discuss
this further in Subsection 5.4.2; for now we assume that n > 1. The following char-
acterisation of c-projectively equivalent Ka¨hler metrics was obtained by O¯tsuki and
Tashiro [153] and Ishihara and Tachibana [105]; its proof follows a similar argument to
that of Lemma 4.2.
2The classical literature uses the term “H-projective” rather than “c-projective”. The latter was
recently adopted to reflect the fact that a generic c-projective class does not contain a holomorphic
connection; see [139, Rmk. 1].
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Lemma 5.2. Ka¨hler metrics g, gˆ are c-projectively equivalent if and only if their Levi-
Civita connections ∇, ∇ˆ are related by
∇ˆXY = ∇XY + JX,αKc · Y
where JX,αKc · Y := 12 (α(X)Y + α(Y )X − α(JX)JY − α(JY )JX)
(5.5)
for some α ∈ Ω1(M) and all X,Y ∈ Ω0(M ;TM).
Remark 5.3. The endomorphism JX,αKc will be called the algebraic bracket of X and
α, which is easily seen to be complex-linear and symmetric in X,Y .
As in projective differential geometry, taking a trace in (5.5) yields
α = 12n+2 d
(
log
det gˆ
det g
)
,
(5.6)
so that α is an exact 1-form; cf. equation (4.3). Given c-projectively equivalent Ka¨hler
metrics g, gˆ, we follow the lead of (4.4) by considering the endomorphism
A(g, gˆ) :=
(
det gˆ
det g
)1/(2n+2)
♯ˆ ◦ ♭. (5.7)
It is straightforward to see that A(g, gˆ) is invertible with inverse A(gˆ, g) and is self-
adjoint with respect to both g and gˆ; moreover since g, gˆ are hermitian, A := A(g, gˆ) is
complex-linear. The second Ka¨hler metric gˆ may be recovered from the pair (g,A) as
gˆ = (detA)−1/2 g(A−1 · , · ); (5.8)
cf. equation (4.5). Calculating as in Proposition 4.4, Domashev and Mikesˇ [73] found
that A satisfies a first-order linear differential equation.
Proposition 5.4. Let g, gˆ be Ka¨hler metrics with Levi-Civita connections ∇, ∇ˆ re-
spectively. Then g, gˆ are c-projectively equivalent if and only if A := A(g, gˆ) defined by
(5.7) satisfies the first-order linear differential equation
g((∇XA) · , · ) = X♭ ⊙ µ+ JX♭ ⊙ Jµ (5.9)
for some µ ∈ Ω1(M) and all X ∈ Ω0(M ;TM). In this case ∇ˆ = ∇ + J · , αKc, where
α ∈ Ω1(M) satisfies µ = −α(A · ) = 12d(trA).
Remark 5.5. Although the lineage of (5.9) is less contentious than that of (4.6), we refer
to it as the main equation of c-projective geometry to develop the analogy between the
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two theories. Domashev and Mikesˇ obtained a prolongation of the main equation [73,
Thm. 2]; also see the survey [146].
Thus a solution (g,A) of (5.9) is equivalent to a pair of c-projectively equivalent
Ka¨hler metrics g, gˆ := (detA)−1/2g(A−1 · , · ). Linearity then yields a metrisability
pencil of c-projectively equivalent Ka¨hler metrics induced by At := A− tid and (5.8).
Finally, let us indicate the link between the classical theory above and the descrip-
tion as a parabolic geometry outlined in Section 5.3. Lemma 5.2 shows that c-geodesics
are really a feature of linear connections, so let us call ∇, ∇ˆ c-projectively equivalent if
∇ˆX = ∇X + JX,αKc for some α ∈ Ω1(M), where JX,αKc is the algebraic bracket from
(5.5). Here we make no assumption on the torsions of ∇, ∇ˆ. A c-projective structure
on M is then an equivalence class [∇]c of c-projectively equivalent connections, with
α 7→ J · , αKc defining an embedding of Ω1(M) →֒ Ω1(M ; gl(TM, J)). Thus [∇]c is an
affine space modelled on Ω1(M), leading to the following analogue of Lemma 4.6.
Lemma 5.6. There is a bijection between connections ∇ ∈ [∇]c and connections on
the line bundle L := (∧2nTM)1/(n+1), where ∇, ∇ˆ are related by α ∈ Ω1(M) if and
only if α is the change of induced connection on L.
A quantity is c-projectively invariant if it is independent of ∇ ∈ [∇]c. By the
symmetry of JX,αKc · Y in X,Y , the relation ∇ˆXY = ∇XY + JX,αKc · Y implies that
∇, ∇ˆ have the same torsion, which is then a c-projective invariant of [∇]c.
5.2.2 Hamiltonian 2-forms
An equivalent approach to c-projective geometry was developed independently by Apos-
tolov et al. [10, 11] while studying Ka¨hler metrics with special curvature properties.
Definition 5.7. Let (M,g, J) be a 2n-dimensional Ka¨hler manifold. A hamiltonian
2-form on M is a J-invariant 2-form φ satisfying
∇Xφ = 12(dσ ∧ JX♭ − Jdσ ∧ X♭) (5.10)
for some smooth function σ ∈ Ω0(M) and all X ∈ Ω0(M ;TM).3
It is straightforward to see that the main equation (5.9) and the hamiltonian 2-form
equation (5.10) are equivalent. Indeed, an endomorphism A satisfies the main equation
if and only if φ := g(JA · , · ) is a hamiltonian 2-form. Taking a trace in (5.10) with
respect to the Ka¨hler form ω yields σ = trω φ, so that dσ coincides with µ =
1
2d(trA)
3Equation (5.10) is trivial when n = 1, so we additionally assume that σ is a Killing potential, i.e.
that J gradg σ is a Killing vector field.
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from Proposition 5.4. The c-projectively equivalent metric determined by φ is given by
(5.8). A more detailed account of the relationship between may be found in [52].
Since the hamiltonian 2-form equation is over-determined, it may be prolonged to
a closed system. For this the authors of [11] inverted (5.10) using the metric g, thus
obtaining a closed differential system on ∧2+TM ⊕ TM ⊕ (M × R). This system is
equivalent to the prolongation given by Domashev and Mikesˇ discussed in Remark 5.5.
Apostolov et al. were able to obtain a local classification of hamiltonian 2-forms
[11, Thm. 1] by utilising an intrinsic torus action afforded by a pair of c-projectively
equivalent metrics. Firstly, if φ is a hamiltonian 2-form then so is φt := φ− tω for all
t ∈ R; cf. the paragraph following Remark 5.5. The pfaffian pf φt := ∗( 1n!φ∧nt ) ∈ Ω0(M)
of φt, induced by the Hodge star ∗ of g, equips M with a 1-parameter family of vector
fields Kt := J gradg(pf φt). It turns out that the Kt are commuting hamiltonian Killing
vector fields [11, Prop. 3], and the rank of the family t 7→ Kt is constant on a dense open
subset of M . The Kt therefore generate an isometric torus action, from which a local
classification may be obtained by specialising Pedersen and Poon’s description [156]
of Ka¨hler manifolds admitting such a torus action. This classification may be viewed
as a complex version of Levi-Civita’s classification of riemannian metrics admitting a
projective equivalent metric [127]. A global classification was obtained for compact
manifolds in [12], by appealing to Guillemin’s construction [48, 91, 92] of toric Ka¨hler
manifolds via the Delzant polytope [83] of the acting torus. Applications of hamiltonian
2-forms in Ka¨hler geometry were developed in [13, 14]. A local classification of pseudo-
Ka¨hler metrics admitting a c-projectively equivalent metric was recently obtained by
Bolsinov et al. [36] by a combination of the aforementioned toric methods and appealing
to the local classification of projectively equivalent metrics [30, 31, 35].
5.3 Description as a parabolic geometry
Complex projective space CPn may be defined as either the set of complex lines through
the origin in Cn+1, or as the quotient of the (2n+1)-sphere S2n+1 by its S1-action; the
latter is the famous Hopf fibration S2n+1 ։ CPn [29]. The standard metric on Cn+1
of a given signature induces a Ka¨hler metric gFS of constant holomorphic sectional
curvature on CPn, called the Fubini–Study metric of that signature [114]. Much like
in the case of RPn, the embedded complex projective lines CP1 →֒ CPn are totally
geodesic with respect to the Levi-Civita connection ∇FS of gFS. It follows that the
c-geodesics of [∇gFS] are the smooth curves contained within such a complex line, so
that with respect to an affine chart Cn →֒ CPn the c-geodesics lie within a complex line
in Cn. Thus, from the point of view of c-geodesics, CPn is the natural compactification
of Cn and therefore is suitable as the flat model of c-projective geometry.
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We shall assume henceforth that n > 1, so that we consider almost complex mani-
folds (M,J) of dimension 2n ≥ 4. Evidently any two connections on a riemann surface
are c-projectively equivalent, so that the case n = 1 requires a different approach to be
non-trivial; we shall discuss this in Remark 5.16.
5.3.1 The flat model CPn
As a generalised flag manifold CPn is isomorphic to G/P for the real Lie groups
G := PGL(n+ 1,C) := GL(n+ 1,C)/〈id〉C
and P ≤ G the (projection to G of) the GL(n + 1,C)-stabiliser of a chosen complex
line 〈v0〉C in Cn+1. It is important to note that we view both G and P as real Lie
groups. The Lie algebra of G is the underlying real Lie algebra g := sl(n+ 1,C), with
complexification gC := sl(n + 1,C) ⊕ sl(n + 1,C), while the parabolic subalgebra p
corresponds to crossing the last node of each factor:
p = ≤ = g. (5.11)
Therefore c-projective geometry is an abelian parabolic geometry, with Killing polar
p⊥ ∼= Cn∗ := HomR(Cn,R) and reductive Levi factor p0 := p/p⊥. An algebraic Weyl
structure splits the p⊥-filtration g ⊃ p ⊃ p⊥ ⊃ 0 of g, determining an isomorphism
g ∼= g/p⊕ p0 ⊕ p⊥. Such an isomorphism is equivalent to a complex subspace of Cn+1
complementary to 〈v0〉C, thus yielding a decomposition
sl(n+ 1,C) =
{(
− trA α
X A
)∣∣∣∣∣ X ∈ Cn, α ∈ Cn∗, A ∈ gl(n,C)
}
(5.12)
akin to (4.8). In the corresponding decomposition of PGL(n + 1,C), the Levi sub-
group P 0 := P/ exp p⊥ consists of (equivalence classes of) block-diagonal matrices in
G; clearly the adjoint action of P 0 on g/p ∼= Cn induces an isomorphism p0 ∼= gl(n,C).
Then p⊥ ∼= Cn∗ consists of matrices with only the α-block, p0 ∼= gl(n,C) of block-
diagonal matrices, and p ∼= gl(n,C)⋉Cn∗ of block upper-triangular matrices.
Choose an algebraic Weyl structure, so that g ∼= Cn ⊕ gl(n,C) ⊕ Cn∗. Using the
decomposition (5.12), we can write down the Lie brackets between the three summands:
if X,Y ∈ Cn, A,B ∈ gl(n,C) and α, β ∈ Cn∗ then
[X,Y ] = 0 = [α, β], [A,B] = AB −BA, [A,X] = AX, [A,α] = −α ◦ A,
so that Cn,Cn∗ form abelian subalgebras on which gl(n,C) acts naturally. The bracket
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Cn × Cn∗ → gl(n,C) requires a little more work to compute: if J is the complex
structure used to identify Cn ∼= R2n, Hrdina [102] calculates that
[[X,α], Y ] = α(X)Y + α(Y )X − α(JX)JY − α(JY )JX.
Up to normalisation conventions, we see in particular that change of algebraic Weyl
structure corresponds to change of connection in the c-projective class via (5.5).
Observe that CPn has a projective embedding defined as follows. The complex
representation Cn+1 of gC = sl(n + 1,C) ⊕ sl(n + 1,C) has a complex structure given
by multiplication by i, which we view as a linear map on the underlying real vector
space. There is a conjugate-linear isomorphism σ : Cn+1 → Cn+1 given by complex
conjugation, so that σ2 = id and σiσ−1 is the complex structure on Cn+1. Noting that
representations of gC are external tensor products of representations of each factor,
4 it
is clear that i⊠ σi is a real structure on Cn+1⊠Cn+1; the fixed-point set of σ⊠σ is the
underlying real representation W := (Cn+1 ⊠ Cn+1)R of g = sl(n + 1,C). Identifying
[v] ∈ CPn with the real 2-plane 〈v, iv〉C and Cn+1 with σ(Cn+1), the map [v] 7→ [v⊠σv]
defines an embedding CPn →֒ P(Cn+1 ⊠ Cn+1) = P(WC). Since (σ ⊠ σ)(v ⊠ σv) =
σv⊠ σ2v = v⊠ σv, this map takes values in the underlying real representation W, thus
yielding a projective embedding CPn →֒ P(W).
Evidently this embedding is not minimal, so that Kostant’s Theorem 2.25 tells us
that CPn is the intersection of quadrics in P(W) given by projection away from the
Cartan square in S2W∗. In notation explained properly in the next subsection,
S2W∗ = S2

0
0
0
0
0
0
1
1
 =
0
0
0
0
0
0
2
2
⊕
0
0
0
0
0
0
1
1
0
0
,
where the first summand is the Cartan square ⊚2W∗ = (S2CC
n+1∗
⊠ S2CC
n+1∗)R and
U
∗ :=
0
0
0
0
0
0
1
1
0
0
= (∧2CC
n+1
⊠ ∧
2
CC
n+1)R
is the space of homogeneous quadratic polynomials which cuts out CPn as an intersec-
tion of quadrics. As in Subsection 4.2.1, U is an irreducible g-representation.
Finally, since g = sl(n + 1,C) is again one of the problematic Lie algebras for
the equivalence of categories guaranteed by Theorem 3.27. A prolongation can be
constructed by methods similar to Theorem 4.7; see [51, Thm. 2.8].
4We will relate g- and gC-representations more carefully in the next subsection.
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Theorem 5.8. On any almost complex manifold (M,J) of dimension 2n ≥ 4, there is
an equivalence of categories between almost c-projective structures and regular normal
parabolic geometries of type CPn. The flat model is CPn with its canonical complex
structure and c-projective structure determined by the Fubini–Study metric gFS.
Normality implies that the Weyl connections have torsion of type (0, 2) only [51].
The discussion following Lemma 5.6 then implies that this torsion T is a c-projectively
invariant TM -valued (0, 2)-form, being proportional to the Nijenhuis torsion NJ of J .
5.3.2 Representations of sl(n + 1,C)
The description of g- and p-representations proceeds more smoothly if we consider
the complexification gC := sl(n + 1,C) ⊕ sl(n + 1,C) of g. Representations of gC are
external tensor products of representations of the two factors, with one factor notated
on each line of the Satake diagram (5.11). However, some care must be taken. Firstly,
a representation of gC is the complexification of a representation of g if and only if it is
self-conjugate. Secondly, a complex representation of gC may be reducible over C but
irreducible over R: for example, consider the gC-representations
5
a
a
b
b
c
c
d
d
and
a
0
b
0
c
0
d
0
⊕
0
a
0
b
0
c
0
d
.
The first is irreducible over both R and C, being the complexification of an irreducible
g-representation6; while the second is reducible over C but irreducible over R, since the
second summand is the complex conjugate of the first.
With these technicalities in mind let us describe some important representations of
g and p, as well as their associated bundles. By the Cartan condition, the complexified
isotropy representation (g/p)C and its dual (g/p)
∗
C
∼= p⊥C have associated bundles
CTM =
1
0
0
0
0
0
0
0
1
0
⊕
0
1
0
0
0
0
0
0
0
1
= T 1,0M ⊕ T 0,1M (5.13)
and CT ∗M =
0
0
0
0
0
0
1
0
-2
0
⊕
0
0
0
0
0
0
0
1
0
-2
= ∧1,0M ⊕ ∧0,1M. (5.14)
5Note that we denote representations of the complexifications gC, pC on their respective Dynkin
diagrams, rather than on the Satake diagrams (5.11) of g, p.
6With highest weight given by “putting the arrows in”.
71
The decomposition (5.3) of ∧kCCT
∗M into (p, q)-forms complex irreducible subrepre-
sentations is given by taking exterior powers of (5.14); similar statements hold for the
decompositions of ∧kCCTM , S
k
CCT
∗M and SkCCTM , with ∧
p,pM and ∧p,qM ⊕ ∧q,pM
complexifications of real representations for all p+ q ∈ {1, . . . , 2n}.
The line bundle L := (∧2nTM)1/(n+1) from Lemma 5.6 is associated to the (n+1)st
root L of ∧2n(g/p). Since the top exterior power of g/p is the derivative of the real
character det : GL(n,C)→ R, equation (5.13) implies that L has highest weight
L :=
0
0
0
0
0
0
1
1
.
(5.15)
Note that L = H0(p
⊥;W∗), where W = (Cn+1 ⊠ Cn+1)R is the g-representation from
Subsection 5.3.1 admitting a projective embedding CPn →֒ P(W).
As Subsection 4.2.3, our choice of group G = PGL(n + 1,C) with Lie algebra g =
sl(n+1,C) means that not all g-representations integrate to global representations of G.
Indeed, a representation integrates if and only if the central circle in G˜ = SL(n+1,C)
acts trivially. As before we can locally avoid this problem by forming the extended
Cartan bundle F P˜ := FP ×P P˜ , where P˜ ≤ G˜ is the parabolic stabiliser of a given
complex line in Cn+1 (previously denoted 〈v0〉C). Then all g-representations integrate to
G˜-representations with respect to which we may form associated bundles, before taking
the (local) quotient to FP . We obtain a G-integrability criterion by complexifying:
since GC ∼= PGL(n+1,C)×PGL(n+1,C), a gC-representation integrates to GC if and
only if the sum of the weight coefficients on each branch is even [84].
The standard representation of g = sl(n+ 1,C) on T := Cn+1 has highest weight
T :=
1
0
0
0
0
0
0
0
and therefore does not integrate to G. The associated bundle T := F P˜ ×P˜ T is called
the standard tractor bundle of c-projective geometry, a complex bundle of (real) rank
2n + 2 over M . The decomposition (5.12) implies that an element
[
(detCC)
−1 α
0 C
]
∈ P˜
acts on T0 := 〈v0〉C ≤ T by multiplication by (detC C)−1, so that
T0 =
0
0
0
0
0
0
-1
0
and T/T0 =
1
0
0
0
0
0
0
0
(5.16)
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are the socle and top of the p⊥-filtration T ⊃ T0 ⊃ 0 of T. In particular, L−1,0 := T0 is
an (n+1)st root of the bundle ∧n,0M of holomorphic n-forms. Writing L0,−1 := L−1,0
and L1,0 := (L−1,0)∗, the representation Lp,q := (L1,0)⊗p ⊠ (L0,1)⊗q has highest weight
Lp,q :=
0
0
0
0
0
0
p
q
for all (p, q) ∈ Z2; thus L1,1 ∼= LC, the complexification of (5.15). A choice of Weyl
structure then gives a grading T ∼= (L−1,0 ⊗ T 1,0M)⊕ L−1,0, where Lp,q is the bundle
associated to Lp,q. As in Remark 4.8, the choice of a representation L−1,0 with L−1,0⊠
L−1,0 ∼= L∗C is equivalent to the extension of the Cartan bundle to structure group P˜ ;
see [51, §3.1].
5.3.3 Harmonic curvature
We next compute the harmonic curvature of the canonical Cartan connection, which
lies in the Lie algebra homology H2(p
⊥; g). The adjoint representation of g is given by
sl(n+ 1,C) =

1
0
0
0
0
0
1
0
⊕
0
1
0
0
0
0
0
1

R
,
so that the beginning of the Hasse diagram computing this homology is given by taking
the real p-representation underlying the direct sum of each complex pC-representation
in Figure 5.1 and its complex conjugate. Each complex representation in the third
column of Figure 5.1 contributes a component to the harmonic curvature, which is a
section of the real bundle associated to the direct sum of that representation and its
complex conjugate. From top to bottom these bundles are(
∧
2,0M ⊚C sl(T
1,0M)⊕ ∧0,2M ⊚C sl(T 0,1M)
)
R
,(
∧
1,1M ⊚C sl(T
1,0M)⊕ ∧1,1M ⊚C sl(T 0,1M)
)
R
and
(
∧
0,2M ⊚C T
1,0M ⊕ ∧2,0M ⊚C T 0,1M
)
R
,
which may be identified with subbundles of ∧2−T
∗M⊚ sl(TM, J), ∧2+T
∗M⊚ sl(TM, J)
and ∧2−T
∗M ⊚ TM respectively. The components of the harmonic curvature lying
in ∧2+T
∗M ⊚ sl(TM, J) and ∧2−T
∗M ⊚ sl(TM, J) are called the (1, 1)- and (2, 0)-
parts W∇+ and W∇− of the Weyl curvature W∇ of ∇. The Weyl curvature is totally
trace-free, complex-linear and satisfies the algebraic symmetries of a curvature tensor.
73
However, unlike in projective differential geometry, W∇ is not c-projectively invariant
in general; this is discussed further below. The (2, 0)-part W∇− vanishes if and only if
the c-projective class contains a holomorphic connection [51].
The component in ∧2−T
∗M ⊚ TM may be identified with the torsion T of a con-
nection in [∇]c, which we identify with the Nijenhuis torsion NJ of J . This component
vanishes if and only if J is integrable. As usual, the harmonic curvature vanishes
entirely if and only if (M,J, [∇]c) is locally isomorphic to the flat model CPn.
By Theorem 3.36, the curvature tensor R∇ of a Weyl connection ∇ ∈ [∇]c decom-
poses as R∇ =W∇− Jid∧ r∇Kc, where r∇ := −−1M ∂R∇ is the normalised Ricci tensor
of ∇. Since δγW∇ = JT , · Kc by Theorem 3.36(3) and T has type (0, 2), we conclude
that W+ := W∇+ is c-projectively invariant and δγW∇− = JTX,Y , γKc; in particular,
W∇− is c-projectively invariant if and only if J is integrable.
1
0
0
0
0
0
1
0
1
0
0
0
0
0
2
0
-3
0
1
0
0
0
0
0
0
1
1
-2
1
0
0
0
0
0
1
0
1
0
-4
0
1
0
0
0
0
0
0
0
2
1
-3
-2
1
0
0
0
0
0
0
1
0
0
1
-3
· · ·
· · ·
Figure 5.1: The Hasse diagram of sl(n+1,C)⊠C (drawn here for n ≥ 5) which,
together with its complex-conjugate, computes the homology H•(p
⊥; g)C.
The Cotton–York tensor C∇ := d∇r∇ of ∇ splits into components C∇± according
to the decomposition (5.4) of ∧2T ∗M . For later use we collect together some curvature
identities, the proof of which are similar, modulo handling torsion, to the corresponding
results of Propositions 4.9 and 4.10. Detailed proofs may be found in [51].
Proposition 5.9. Let ∇ ∈ [∇]c be a Weyl connection. Then:
(1) W+ is c-projectively invariant and valued in sl(TM, J), while W∇− is c-projec-
tively invariant if and only if J is integrable. Both W∇± satisfy ∂W∇± = 0, with
W+ totally trace-free; if J is integrable then W∇− is also totally trace-free.
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(2) W+ and W∇− satisfy the Bianchi identities
W+X,Y · Z +W+Y,Z ·X +W+Z,X · Y = 0
and W∇−X,Y · Z +W∇−Y,Z ·X +W∇−Z,X · Y = (d∇T )X,Y,Z .
(5.17)
(3) C∇ and C∇ ◦ J also satisfy Bianchi identities
C∇X,Y (Z) + C
∇
Y,Z(X) + C
∇
Z,X(Y ) = 0
and C∇X,Y (JZ) + C
∇
Y,Z(JX) + C
∇
Z,X(JY ) = 0.
(5.18)
(4) We have εi(∇eiW+X,Y ) = (n−1)C∇+X,Y and εi(∇eiW∇−X,Y ) = (n−2)C∇−X,Y with respect
to any local frame {ei}i with dual coframe {εi}i.
(5) r∇ is related to the Ricci curvature ∂R∇ of ∇ by
r∇ = − 1n−1(sym ∂R∇)− 1n+1(alt ∂R∇) + 2n2−1(sym ∂R∇)+
In particular, if r∇ is symmetric and J-invariant then r∇ = − 1n+1∂R∇.
5.4 Associated BGG operators
Metrisability of a c-projective structure may be handled in a similar way to metris-
ability of real projective structures. As in the real projective case, the flat model
CP
n embeds into the projectivisation of an irreducible g-representation W, and the
first BGG operator associated to W has kernel isomorphic to the space of compatible
Ka¨hler metrics. We will make this correspondence explicit in Subsection 5.4.1 below.
The dual representation W∗ also has an associated first BGG operator, which, for
reasons discussed in Subsection 5.4.2, we did not consider for projective differential ge-
ometry. In c-projective geometry this operator, called the c-projective hessian, controls
which Weyl connections have symmetric J-invariant normalised Ricci tensor.
For the remainder of this chapter we assume that J is integrable, so that W− :=
W∇− and hence W :=W∇ are c-projectively invariant.
5.4.1 Metrisability of c-projective structures
Let (M,J, [∇]c) be a c-projective manifold of dimension 2n. Describing the metrisability
of [∇]c proceeds in much the same way as in the real projective case, except that now
we are concerned with (pseudo-)Ka¨hler metrics. Such metrics are smooth sections of
S2+T
∗M , suggesting we consider the natural decomposition
T ∗M ⊗ S2+TM = (id ⊙ TM)+ ⊕ (T ∗M ⊗◦ S2+TM) (5.19)
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in place of (4.16), where the first summand is the image of Z 7→ id ⊙ Z + J ⊙ JZ
and the second summand is the kernel of the natural trace T ∗M ⊗ S2+TM ։ TM .
Projection onto T ∗M ⊗◦ S2+TM in (5.19) shall be denoted by the subscript “◦”. The
proof of the following proposition is analogous to the proof of Proposition 4.11.
Proposition 5.10. The first-order linear differential equation (∇h)◦ = 0 is c-projec-
tively invariant on sections of L∗ ⊗ S2+TM .
We refer to the equation (∇h)◦ = 0 as the linear metric equation of c-projective
geometry, and its solutions as linear metrics. We may equivalently write
∇Xh = X ⊙ Z∇ + JX ⊙ JZ∇ (5.20)
for some Z∇ ∈ Ω0(M ;L∗ ⊗ TM) and all X ∈ Ω0(M ;TM), which should be compared
with (4.17) and (5.9). Taking a trace in (5.20) easily yields Z∇ = 2n∂(∇h).
Identifying ∧2nTM ∼= Ln+1, a non-degenerate Ka¨hler metric g induces a section of
L∗ ⊗ S2+TM defined by
h := (det g)1/(2n+2)g−1,
which we call the linear metric associated to g. Then det h = (det g)−1/(n+1) is a
section of L2, so that we may recover g = (det h)−1/2h−1 from h; cf. equation (5.8) and
the discussion prior to Corollary 4.12.
Corollary 5.11. There is a linear isomorphism between solutions of the linear metric
equation and almost complex metric connections in [∇]c.
Thus we have reduced the metrisability problem for c-projective structures to the
study of a c-projectively invariant first-order linear differential equation. Since the
linear metric equation is over-determined, we next seek its prolongation.
Theorem 5.12. There is a linear isomorphism between the space of solutions of the
linear metric equation and parallel sections of the c-projective invariant connection
∇WX
hZ
λ
 =
∇Xh−X ⊙ Z − JX ⊙ JZ∇XZ − h(r∇, · )− λX
∇Xλ− r∇X(Z)
− 1n
 0−W+ei,X · h(εi, · )
h(C∇+ei,X , ε
i)
 (5.21)
on sections (h,Z, λ) of W := (L∗ ⊗ S2+TM)⊕ (L∗ ⊗ TM)⊕ L∗.
Proof. The only necessary modification of the proof of Theorem 4.14 is the following
observation. Since every Weyl connection ∇ ∈ [∇]c is complex, we may assume that
every local frame {ei}i satisfies ei+n = Jei. Then since W−X,JY = J ◦W−X,Y by Propo-
sition 5.9, we have W−ei,X · h(εi, · ) =W−Jei,X · h(Jεi, · ) = −W−ei,X · h(εi, · ) so only the
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J-invariant piece W+ of the Weyl curvature contributes to the curvature correction. A
similar observation applies to the Cotton–York tensor C∇.
In the presence of a background Ka¨hler metric, writing the prolongation connection
(5.21) with respect to its Levi-Civita connection yields the prolongation obtained by
Domashev and Mikesˇ. The invariant version was obtained by Calderbank in the context
of hamiltonian 2-forms [47], and in the language of Theorem 5.12 in [51].
Unsurprisingly, the linear metric may be interpreted as a first BGG operator. As
described in Subsection 5.3.1, the flat model CPn admits a projective embedding
CP
n →֒ P(W) for W := (Cn+1 ⊠ Cn+1)R. Identifying Cn+1 with the standard rep-
resentation T := Cn+1 and using (5.16), an algebraic Weyl structure yields
WC =
(
(L−1,0 ⊗ T 1,0M)⊕ L−1,0)⊠ ((L0,−1 ⊗ T 0,1M)⊕ L0,−1)
∼= (L−1,−1 ⊗ S1,1(g/p)C)⊕ (L−1,−1 ⊗ (g/p)C)⊕ L−1,−1, (5.22)
so that the algebraic Weyl structure gives an isomorphism of the real bundle associated
to W and the bundle W = (L∗ ⊗ S2+TM)⊕ (L∗ ⊗ TM)⊕ L∗ from Theorem 5.12. The
first BGG operator associated to W is a differential operator
DW :
1
1
0
0
0
0
0
0
L∗ ⊗ S2+TM
→

1
1
0
0
0
0
1
0
-2
0
⊕
1
1
0
0
0
0
0
1
0
-2

R
(L∗ ⊗ S2+TM)⊚ T ∗M
,
which is easily seen to be first order. The prolongation connection ∇W calculated
in Theorem 5.12 is then precisely the prolongation connection of this BGG operator.
The dimension of the space of parallel sections of ∇W is called the mobility of the
c-projective structure, which is bounded above by dimW = (n+ 1)2.
Remark 5.13. We could equally identify the summand L−1,−1 ⊗ (T 1,0M ⊠ T 0,1M) in
(5.22) with L−1,−1⊗∧1,1CTM ; indeed the p-representations S2+(g/p) and ∧2+(g/p) are
isomorphic via J . This explains the existence of the theory of hamiltonian 2-forms.
Recall from Section 4.3 that in projective differential geometry, the sl(n + 1,R)-
representation S2Rn+1 ⊕ gl(n + 1,R) ⊕ S2Rn+1∗ has a graded Lie algebra structure
isomorphic to sp(2n + 2,R). It turns out that a similar phenomenon occurs in c-
projective geometry: since gC = sl(n+ 1,C)⊕ sl(n+ 1,C), we have
gC ⊕ C = s(gl(n+ 1,C)⊕ gl(n+ 1,C))
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and the complexification of h :=W⊕ (g ⊕ R)⊕W∗ may be written as
hC ∼= (Cn+1 ⊠ Cn+1∗)⊕
(
(Cn+1 ⊚ Cn+1∗)⊕ (Cn+1 ⊚ Cn+1∗))
⊕ (Cn+1∗ ⊠ Cn+1∗)
∼= (Cn+1 ⊕ Cn+1)⊚ (Cn+1∗ ⊕ Cn+1∗),
(5.23)
where we have used that the Cartan product Cn+1 ⊚ Cn+1∗ is the space of trace-free
complex-linear maps of Cn+1 and that Cn+1 ⊚ Cn+1 = Cn+1 ⊠ Cn+1. This is precisely
the adjoint representation of the complex Lie algebra sl(Cn+1⊕Cn+1∗), so that hC has
a graded Lie algebra structure isomorphic to sl(2n + 2,C). The grading implies that
WC,W
∗
C
are abelian subalgebras of hC, while qC := (gC⊕C)⋉W∗ and qˆC :=W⋊(gC⊕C)
are opposite abelian parabolics. Given the evident real structure present in (5.23), we
see that h is isomorphic to the real form
q = ≤ = su(n+ 1, n + 1) ∼= h
of sl(2n+2,C), so that H · q is grassmannian of maximal isotropic subspaces of C2n+2
for a hermitian inner product of signature (n + 1, n + 1); see [44, Ex. 2.2.2] and [60,
Ex. 2.3.4(3)] for details regarding su(n+ 1, n+ 1).
5.4.2 The c-projective hessian
In the previous subsection, we showed that the metrisability of a c-projective structure
is controlled by the first BGG operator associated to the g-representationW := (Cn+1⊠
Cn+1)R. There is also a first BGG operator associated toW
∗, which we did not consider
in the real projective case. By way of justification for this omission recall that in
projective differential geometryW := S2Rn+1, so that the first BGG operator associated
to W∗ is a linear differential operator
DW∗ : 0 0 0 0 2 → 0 0 0 3 -4 .
Using the inverse Cartan matrix of sl(n+ 1,R), we easily see that DW∗ is third-order.
Choosing an algebraic Weyl structure for W we see that W∗ ∼= L ⊕ (L ⊗ T ∗M) ⊕
(L ⊗ S2T ∗M) is the full 2-jet bundle J 2(L) of L, so that the first BGG operator
associated to W∗ is simply the third-order Ricci-corrected derivative DW∗(ℓ) = ∇3ℓ+
2(∇r∇)ℓ + 4∇ℓr∇; see [50, p. 169]. For ℓ ∈ Ω0(M ;L) non-vanishing, writing this
equation with respect to the special connection ∇ℓ ∈ [∇]c defined by ∇ℓℓ = 0 yields
DW∗(ℓ) = 2(∇r∇)ℓ, so that the kernel of DW∗ may be interpreted as a space of “Einstein
scales” [54, 86]; there is also a relation to Tanno equations [171].
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The c-projective hessian has a significantly different character, which is arguably
more important to the underlying c-projective geometry. HereW∗ = (Cn+1∗⊠Cn+1∗)R
so that the associated first BGG operator is a linear differential operator
DW∗ :
0
0
0
0
0
0
0
0
1
1
L
−→

0
0
0
0
0
0
1
0
-3
1
⊕
0
0
0
0
0
0
0
1
1
-3

R
L ⊗ S2−T ∗M
called the c-projective hessian. Using the inverse Cartan matrix of gC, it is straightfor-
ward to check that DW∗ must be second order; it follows that DW∗ is projection onto
L ⊗ S2−T ∗M of the Ricci-corrected second derivative [50], i.e.
DW∗X,Y (ℓ) = (∇2X,Y ℓ+ ℓr∇X(Y ))−. (5.24)
It is straightforward to check that DW∗ is c-projectively invariant. By Lemma 5.6, a
section ℓ ∈ Ω0(M ;L) uniquely determines a connection ∇ℓ in the c-projective class by
∇ℓℓ = 0. The kernel of DW∗ has the following geometric interpretation [51, Prop. 4.9].
Proposition 5.14. A nowhere-vanishing section ℓ ∈ Ω0(M ;L) satisfies DW∗(ℓ) = 0 if
and only if the normalised Ricci tensor r∇
ℓ
of ∇ℓ is symmetric and J-invariant.
Proof. Since ℓ is nowhere-vanishing, R∇ℓ · ℓ = 0 if and only if r∇ℓ is symmetric. Cal-
culating with respect to ∇ℓ, (5.24) gives DW∗(ℓ) = 0 if and only if r∇ℓ has vanishing
J-anti-invariant part.
Corollary 5.15. Let h ∈ Ω0(M ;L∗ ⊗ B) be a linear metric. Then (det h)1/2 lies in
the kernel of the c-projective hessian.
Proof. By Corollary 5.11, the Levi-Civita connection ∇g of the Ka¨hler metric g :=
(det h)−1/2h−1/2 lies within the c-projective class and satisfies∇g(det h)−1/2 = 0. Since
the normalised Ricci tensor rg of g is symmetric and J-invariant, the result follows by
Proposition 5.14.
Remark 5.16. As remarked in the introduction to Section 5.3, all connections on a Rie-
mann surface are c-projective and hence the case n = 1 must be dealt with differently.
Indeed there is an isomorphism CP1 ∼= S2, so that 1-dimensional c-projective geometry
coincides with 2-dimensional conformal geometry until we specify an additional piece
of structure. This structure is called a Mo¨bius structure, and is essentially the choice
of a c-projective hessian; see [43, §6.3] and [46] for details.
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Since DW∗ is a first BGG operator, its solution space is isomorphic to the space of
parallel sections of a connection ∇W∗ on W∗ ∼= L ⊕ (L ⊗ T ∗M)⊕ (L ⊗ S2+T ∗M).
Theorem 5.17. There is a linear isomorphism between the space of solutions of the
c-projective hessian DW∗ and parallel sections of the c-projectively invariant connection
∇W∗X
ℓη
θ
 =
 ∇Xℓ− η(X)∇Xη + ℓr∇X − θ(X, · )
∇Xθ + r∇X ⊙ η + Jr∇X ⊙ Jη
+
 00
(W+·,J · · η)(JX) + ℓC∇+·,J · (JX)
 (5.25)
on sections (ℓ, η, θ) of W∗ ∼= L ⊕ (L ⊗ T ∗M)⊕ (L ⊗ S2+T ∗M).
Proof. Define η∇ := ∇ℓ and θ∇ := (∇2ℓ+ ℓr∇)+, so that θ∇ = ∇η∇ + ℓr∇ if and only
if ℓ is in the kernel of DW∗ . It remains to establish the third slot of ∇W∗.
Note first that ∇Xθ∇ = ∇X(∇η∇) + ℓ(∇Xr∇) + η∇(X)r∇, which contracting with
Y ∈ Ω0(M ;TM) and alternating in X,Y yields
(d∇θ∇)X,Y =WX,Y · η∇ + ℓC∇X,Y + Jid ∧ r∇KcX,Y · η∇
+ η∇(X)r∇Y − η∇(Y )r∇X .
(5.26)
Expanding the algebraic bracket and simplifying, the last three terms on the right-hand
side above evaluate to
Jid ∧ r∇KcX,Y · η∇ + η∇(X)r∇Y − η∇(Y )r∇X
= (r∇Y ⊙ η∇ + Jr∇Y ⊙ Jη∇)(X,Z)− (r∇X ⊙ η∇ + Jr∇X ⊙ Jη∇)(Y,Z).
Since θ∇ is symmetric and J-invariant, (∇Xθ∇)(JY,Z) is skew in Y,Z and hence
2(∇Xθ∇)(Y,Z) = (∇Xθ∇)(Y,Z) + (∇Xθ∇)(JZ, JY )
= (d∇θ∇)X,Y (Z) + (∇Y θ∇)(X,Z)
+ (d∇θ∇)X,JZ(JY ) + (∇JZθ∇)(X,JY )
= (d∇θ∇)X,Y (Z) + (d∇θ∇)X,JY (JZ) + (d∇θ∇)Y,JZ(JX).
Substituting (5.26) in the last display, we find that
2(∇Xθ∇)(Y,Z) = (W+X,Y · η∇)(Z) + (W+X,JZ · η∇)(JY ) + (W+Y,JZ · η∇)(JX)
+ ℓC∇+X,Y (Z) + ℓC
∇+
X,JZ(JY ) + ℓC
∇+
Y,JZ(JX)
− 2(r∇X ⊙ η∇ + Jr∇X ⊙ Jη∇)(Y,Z).
(5.27)
where the J-anti-invariant partsW− and C∇− vanishes automatically because the left-
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hand side is J-invariant. Using the Bianchi identity (5.17) for W+, the first line on the
right-hand side of (5.27) simplifies to
(W+X,Y · η∇)(Z) + (W+X,JZ · η∇)(JY ) + (W+Y,JZ · η∇)(JX)
= −η∇(−W+Y,Z ·X −W+Z,X · Y −W+JZ,JY ·X
−W+JY,X · JZ +W+Y,JZ · JX)
= 2(W+Y,Z · η∇)(X)
(5.28)
while the second line simplifies to
ℓC∇+X,Y (Z) + ℓC
∇+
X,JZ(JY ) + ℓC
∇+
Y,JZ(JX)
= −ℓC∇+Y,Z (X)− ℓC∇+Z,X(Y )− ℓC∇+JZ,JY (X)
− ℓC∇+JY,X(JZ) + ℓC∇+Y,JZ(JX)
= 2ℓC∇+Y,Z (X)
(5.29)
by (5.18). Substituting (5.28) and (5.29) into (5.27), we arrive at the third slot of (5.25).
C-projective invariance may be checked directly, as in the proof of Theorem 4.14, or
by observing that ∇W∗ is the prolongation connection of a first BGG operator.
It is straightforward to check that the tractor parts of ∇W∗ and ∇W are dual, as
expected. In particular, the prolongation connections ∇W and ∇W∗ are dual on the
flat model.
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6
Quaternionic geometry
Following Berger’s classification of riemannian holonomy groups [24] and developments
in almost complex geometry, it was natural to consider manifolds with a “quater-
nionic” structure. According to definitions given by Salamon [162] and Alekseevsky
and Marchiafava [4, 5], an almost quaternionic manifold is a first order G-structure
with structure group GL(n,H) ·Sp(1). We review the classical theory of almost quater-
nionic manifolds in Section 6.1, as well as describing a projective interpretation which
develops in parallel with Sections 4.1 and 5.2.
In Section 6.2 we describe almost quaternionic geometry as an abelian parabolic
geometry modelled on G · p = HPn, so that g = sl(n+ 1,H) and p is given by crossing
the penultimate node. The flat model has a projective embedding HPn →֒ P(W) for
W := (∧2CC
2n+2)R, and, as for projective and c-projective geometries, the first BGG
operator associated toW controls metrisability of the quaternionic structure. The first
BGG operator associated toW∗ is again a second-order hessian equation; we investigate
both of these operators in Section 6.3.
6.1 Background on almost quaternionic geometry
After briefly reviewing the quaternion algebra in Subsection 6.1.1, we study the basic
theory of almost quaternionic manifolds in Subsection 6.1.2. This theory is ostensibly
better suited to description as a parabolic geometry than the classical theories of pro-
jective differential geometry or c-projective geometry, and we develop this parabolic
viewpoint in Section 6.2. Before that however we give a “projective” interpretation of
almost quaternionic geometry, in the style of Sections 4.1 and 5.2.
6.1.1 Background on quaternions
The quaternions are the elements of the (unique up to isomorphism) normed associative
division algebra H of dimension four over R.1 As a real algebra, H is spanned by the real
1Hopefully the reader will allow us to forgo the obligatory anecdote about Hamilton and the bridge—
but see [182, §1.1.1] for a nice historical review.
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unit 1 and three imaginary units {ia}3a=1 satisfying Hamilton’s quaternionic relations
i2a = −id, iaib = ic = −ibia (6.1)
for all cyclic permutations (a, b, c) of (1, 2, 3). In particular, the quaternions are non-
commutative. A generic quaternion is of the form q = q01+
∑3
a=1qaia for real numbers
q0, qa. Then the euclidean norm gives a notion of a norm in H, while reversing the signs
of imaginary components gives a notion of conjugation. A quaternion is imaginary if
q = −q, and the imaginary quaternions form a 3-dimensional subspace sp(1) ≤ H. In
particular if q ∈ sp(1) then q2 = −‖q‖21, so that the square roots of −1 form a 2-sphere
in H. Thus the choice of {ia}3a=1 satisfying (6.1) is not canonical, being equivalent to an
oriented orthonormal basis of sp(1); such a basis determines the isomorphism H ∼= R4.
Due to non-commutativity, the automorphism group of H is quite large. Firstly
q 7→ q defines an automorphism of H to its opposite algebra; moreover each q ∈
Sp(1) := {q ∈ H | ‖q‖ = 1} determines an automorphism p 7→ qpq by conjugation. The
latter yields a homomorphism Sp(1)→ Aut(H) with kernel ±1 which is orthogonal with
respect to the euclidean norm on H. Restricting to sp(1) gives a surjective homomor-
phism Sp(1)։ SO(sp(1)) which realises the exceptional isomorphism Sp(1) ∼= Spin(3).
On the other hand if φ ∈ Aut(H) then φ preserves the 2-sphere of imaginary units, so
is an orthogonal map. For orthogonal p, q ∈ sp(1) we have 0 6= pq ∈ sp(1), so that
{p, q, pq} is an oriented orthogonal basis of sp(1); in fact all such bases arise in this
way. Due to the large automorphism group, it is interesting to consider a larger class
of maps than just the quaternion-linear ones. Namely, we consider all real linear maps
f : V →W such that f(vq) = f(v)φ(q) for some φ ∈ Aut(H) and all v ∈ V and q ∈ H.
Here H acts on V,W on the right to ensure the usual matrix multiplication conventions.
Finally, a quaternionic structure on a real vector space V is a 3-dimensional sub-
space Q ≤ gl(V ) admitting a basis {Ja}3a=1 satisfying analogues of the quaternionic
relations (6.1). In particular, the choice of basis {Ja}3a=1 for Q is an additional choice.
Evidently a quaternionic vector space is a right H-module, so is isomorphic to Hn for
some n; in particular, dim V = 4n is divisible by four. Choosing a particular Ja allows
us to form the complex vector space VC in which i :=
√−1 ∈ C acts via Ja. Then
(V,Q) may be identified with VC together with the conjugate-linear map j determined
by the action of Jb; this alternative viewpoint will frequently be useful.
6.1.2 Classical theory
We now review the basic theory of almost quaternionic manifolds as described by
Alekseevsky and Marchiafava [4, 5, 9]. Let M be a smooth manifold of dimension
m > 4. An almost quaternionic structure on M is a rank three subbundle Q ≤ gl(TM)
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with fibres isomorphic to sp(1). A linear connection ∇ on TM is then called almost
quaternionic if ∇ preserves Q, i.e. ∇XQ ⊆ Q for all X ∈ Ω0(M ;TM). We define
an almost quaternionic manifold to be such a pair (M,Q) which admits an almost
quaternionic connection. Equivalently an almost quaternionic structure is a reduction
of the frame bundle of M to structure group P 0 := GL(n,H) · Sp(1), the quotient
of GL(n,H) × Sp(1) by its natural Z2-action, which admits a principal P 0-connection
satisfying a certain torsion condition; see [4, §4].
Remark 6.1. In dimension four the structure group GL(1,H) · Sp(1) is isomorphic to
the conformal group CO(4,R), so that a 4-dimensional quaternionic manifold is just a
4-dimensional conformal manifold [90]. To retain the features of almost quaternionic
geometry one must stipulate that the anti-self-dual part of the conformally invariant
Weyl curvature vanishes, so that we define a 4-dimensional almost quaternionic mani-
fold as a self-dual conformal 4-manifold; see [29] and [60, §4.1.9], as well as the extensive
literature on self-dual conformal manifolds.
Let (M,Q) be an almost quaternionic manifold. Since the fibres of Q are isomorphic
to sp(1), in a neighbourhood of any point in M there is a local quaternionic frame
{Ja}3a=1 of Q satisfying the usual multiplicative properties (6.1) of the quaternions:
JaJb = −δabid +
∑3
c=1ǫabcJc (6.2)
for all a, b, c ∈ {1, 2, 3}, where ǫabc is Levi-Civita’s alternating symbol. Then the tangent
space TxM is a quaternionic vector space in which application of Ja|x corresponds to
multiplication by ia, so that dimM = 4n is divisible by four. Note that the Ja need not
extend to global almost complex structures on M : it is well known that quaternionic
projective space HPn is an almost quaternionic manifold, but admits no almost complex
structures [133].
Identifying sp(1) ∼= so(3), the natural action of SO(3) on gl(TM) preserves Q. We
therefore have an SO(3)-freedom in choosing a local quaternionic frame {Ja}3a=1; let
us fix such a frame once and for all, noting that we must take care to ensure that
any expression involving the Ja is invariant under this SO(3) action. For notational
convenience we will assume from now on that (a, b, c) is a cyclic permutation of (1, 2, 3),
and occasionally employ the summation convention for quaternionic indices.
It is easy to show that a linear connection ∇ on TM is almost quaternionic if and
only if there are 1-forms {αa}3a=1 such that
∇Ja = αb ⊗ Jc − αc ⊗ Jb. (6.3)
Then ∇ is almost quaternionic if and only if the fundamental form ΩQ :=∑3a=1Ja⊗ Ja
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is ∇-parallel. This form was discovered by Kraines [120] and is often written as a
4-form using a compatible metric. Note in particular that ΩQ is invariant under the
natural action of SO(3) on Q, so that the class [∇]q of almost quaternionic connections
is determined by Q. Since an almost quaternionic structure has structure group P 0 :=
GL(n,H)·Sp(1), the difference of two almost quaternionic connections ∇, ∇ˆ compatible
with Q is a p0-valued 1-form, where p0 := gl(n,H)⊕ sp(1). Fujimura gives the following
characterisation of quaternionically equivalent connections [82], which is a quaternionic
analogue of Lemmas 4.2 and 5.2; also see [7, 8, 9].
Lemma 6.2. Let ∇ be an almost quaternionic connection on (M,Q) and suppose that
∇ˆ is some other linear connection. Then ∇ˆ is almost quaternionic if and only if
∇ˆXY = ∇XY + JX,αKq · Y, where
JX,αKq · Y := 12(α(X)Y + α(Y )X −
∑3
a=1 [α(JaX)JaY + α(JaY )JaX])
(6.4)
for some α ∈ Ω1(M) and all X,Y ∈ Ω0(M ;TM).
Using (6.4) and the quaternionic relations (6.2), it is easy to see that [JX,αKq, Ja] =
α(JbX)Jc − α(JcX)Jb, so that JX,αKq takes values in the normaliser of Q.
Remark 6.3. In keeping with Lemmas 4.2 and 5.2, we shall call the endomorphism
JX,αKq the algebraic bracket of X and α. Clearly JX,αKq is symmetric in X,Y . Note
also that since we may write J · , αKq = id ⊙ α +∑3a=1Ja ⊙ Jaα, the algebraic bracket
is independent of the choice of local quaternionic frame {Ja}3a=1.
Lemma 6.2 exhibits [∇]q as an affine space modelled on 1-forms, with an embedding
Ω1(M) →֒ Ω1(M ; p0) given by the algebraic bracket. This may be understood as fol-
lows. Since an almost quaternionic structure is a P 0-structure, the difference of two P 0-
connections is a 1-form valued in the first prolongation (p0⊗Hn+1∗)∩(Hn+1⊗S2Hn+1∗)
of p0. In our case, the first prolongation is isomorphic to Hn∗, with isomorphism given
explicitly by α 7→ J · , αKq. Alekseevsky and Marchiafava [9] give an algebraic proof of
this fact, while Salamon gives a representation-theoretic proof [162].
As in projective differential geometry and c-projective geometry, the following char-
acterisation of almost quaternionic connections is available; cf. Lemmas 4.6 and 5.6.
Lemma 6.4. There is a bijection between linear connections on the line bundle L :=
(∧4nTM)1/(2n+2) and connections in [∇]q.
The 1-forms {αa}3a=1 from (6.3) vanish identically if and only if the induced connec-
tion on Q is flat, in which case its holonomy reduces to GL(n,H) ≤ GL(n,H) · Sp(1).
Such manifolds are called hypercomplex, since (M,J) is an almost complex manifold
with respect to each unit norm J ∈ Ω0(M ;Q); see [108, 155].
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A quantity on (M,Q) is quaternionically invariant if it is independent of the choice
of connection in [∇]q. Since JX,αKq · Y is symmetric in X,Y , two almost quaternionic
connections ∇, ∇ˆ have the same torsion; thus the torsion is a quaternionic invariant.
In terms of first-order P 0-structures, the torsion coincides with the intrinsic torsion of
a P 0-structure, as determined by the Spencer complex. We drop the prefix “almost” in
“almost quaternionic” if (M,Q) admits a torsion-free almost quaternionic connection,
in which case∇ is simply called a quaternionic connection. In this case the quaternionic
structure constitutes a “1-integrable” first-order P 0-structure. Note that, unlike in
almost complex geometry, the vanishing of the intrinsic torsion does not guarantee
that any member of a quaternionic local frame is integrable, nor that we may choose
quaternionic coordinates. Indeed, Kulkarni [121] proves that a simply connected almost
quaternionic manifold admits quaternionic coordinates if and only if it is diffeomorphic
to HPn with its canonical quaternionic structure.
Finally, the natural class of (pseudo-)riemannian metrics on an almost quaternionic
manifold are those g with g(JX, JY ) = g(X,Y ) for all unit norm J ∈ Ω0(M ;Q). Such
metrics are called Q-hermitian; evidently it suffices that g(JaX,JaY ) = g(X,Y ) for all
a = 1, 2, 3 and X,Y ∈ Ω0(M ;TM). A Q-hermitian metric g is (pseudo-)quaternion-
Ka¨hler if its Levi-Civita connection ∇ is almost quaternionic; since a Levi-Civita con-
nection is torsion-free, it is immediate that such an almost quaternionic structure is
quaternionic. Equivalently, ∇ preserves the subbundle Q, or the fundamental form ΩQ
is ∇-parallel. The following is well-known; see [29, Thm. 14.39] for two different proofs.
Proposition 6.5. Every quaternion-Ka¨hler metric is Einstein.
In particular a quaternion-Ka¨hler manifold of dimension 4n ≥ 8 has constant scalar
curvature, and quaternion-Ka¨hler manifolds are often called positive or negative de-
pending on the sign of their scalar curvature. A quaternion-Ka¨hler metric is equivalent
to a reduction of structure group to the maximal compact subgroup Sp(n) · Sp(1) of
P 0, which is one of the groups on Berger’s holonomy list [24]. Surveys of the state of
quaternion-Ka¨hler geometry may be found in [6, 161, 164] and [29, Chpt. 14].
If the quaternionic structure underlying a quaternion-Ka¨hler manifold (M,g,Q) is
hypercomplex, (M,g,Q) is called (pseudo-)hyperka¨hler [100, 101]; in this case g has
vanishing Ricci tensor [25], with riemannian holonomy contained in Sp(n). Note that
some authors require quaternion-Ka¨hler manifolds to have non-zero scalar curvature.
6.1.3 Projective interpretation
We can give a projective interpretation of quaternion-Ka¨hler metrics whose Levi-Civita
connections lie in the same quaternionic class by emulating the theory of Section 4.1
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and Subsection 5.2.1. Let (M,g,Q) be a 4n-dimensional (pseudo-)quaternion-Ka¨hler
manifold with Levi-Civita connection ∇.
Definition 6.6. A smooth curve γ ⊂ M is called a q-geodesic of ∇ if ∇XX ∈
〈X,JaX | a = 1, 2, 3〉 for every vector field X tangent to γ. Quaternion-Ka¨hler metrics
g, gˆ are q-projectively equivalent if they have the same (unparameterised) q-geodesics.
If n = 1 this definition is vacuous, so we shall assume that n > 1. Following
Fujimura [82], the following characterisation of q-projectivity is available.
Lemma 6.7. Two quaternion-Ka¨hler metrics are q-projectively equivalent if and only
if their Levi-Civita connections are quaternionically equivalent.
Thus q-projective equivalence is determined by the underlying quaternionic geome-
try. Denote the Levi-Civita connections of q-projectively equivalent quaternion-Ka¨hler
metrics g, gˆ by ∇, ∇ˆ. Then ∇ˆ = ∇ + J · , αKq for some α ∈ Ω1(M), and taking a trace
in (6.4) yields
α = 14n+4 d
(
log
det gˆ
det g
)
,
so that α is an exact 1-form as in (4.3) and (5.6). We consider the endomorphism
A(g, gˆ) :=
(
det gˆ
det g
)1/(4n+4)
♯ˆ ◦ ♭ (6.5)
analogous to (4.4) and (5.7). When g, gˆ are clear from the context, we will write
A := A(g, gˆ). Evidently A(g, gˆ) is invertible with inverse A(gˆ, g), and is self-adjoint
with respect to both g and gˆ; moreover since g, gˆ are Q-hermitian, A is quaternion-
linear. The second quaternion-Ka¨hler metric gˆ may be recovered from (g,A) as
gˆ = (detA)1/4 g(A−1 · , · ). (6.6)
Calculating as in Propositions 4.4 and 5.4, we find that A satisfies the anticipated
first-order linear differential equation.
Proposition 6.8. Let g, gˆ be quaternion-Ka¨hler metrics with Levi-Civita connections
∇, ∇ˆ respectively. Then g, gˆ are q-projectively equivalent if and only if A := A(g, gˆ)
defined by (6.5) satisfies the first-order linear differential equation
g((∇XA) · , · ) = X♭ ⊙ µ+
∑3
a=1JaX
♭ ⊙ Jaµ (6.7)
for some µ ∈ Ω1(M) and all X ∈ Ω0(M ;TM). In this case ∇ˆ = ∇ + J · , αKq, where
α ∈ Ω1(M) satisfies µ = −α(A · ) = 14d(trA).
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6.2 Description as a parabolic geometry
Quaternionic projective space HPn is defined as the set of quaternionic lines through
the origin in Hn+1, or equivalently as the base of the quaternionic Hopf fibration of the
(4n+3)-sphere S4n+3 by its natural S3-action [152]; other characterisations are provided
in [7, 131]. The standard Q-hermitian metric on Hn+1 descends to a quaternion-
Ka¨hler metric gFS on HP
n, called the Fubini–Study metric. The embedded quaternionic
projective linesHP1 →֒ HPn are the q-geodesics with respect to the class of quaternionic
connections determined by the Levi-Civita∇FS of gFS, so are totally geodesic by a result
of Gray [89, 90]. With respect to an affine chart Hn →֒ HPn these q-geodesics lie within
a quaternionic line in Hn, so that from the point of view of q-geodesics HPn appears
as the natural compactification of HPn. Therefore HPn is a good candidate for the
flat model of almost quaternionic geometry; indeed, Salamon defines [162] an almost
quaternionic manifold as one locally modelled on HPn.
As we shall explain in Subsection 6.2.1, the complexification of the flat model
HP
n may be viewed as the grassmannian of complex 2-planes. A careful treatment
of parabolic geometries modelled on grassmannians may be found in [17, 88]; see also
[96]. The first of these references in particularly amenable to our discussion of repre-
sentations in Subsection 6.2.2. Throughout this section we shall assume that n > 1, so
that we consider almost quaternionic manifolds (M,Q) of dimension 4n ≥ 8.
6.2.1 The flat model HPn
Recalling Salamon’s description [162], quaternionic projective space is a good candidate
for the flat model of almost quaternionic geometry. As a generalised flag manifold HPn
may be identified with G/P for the real Lie groups2
G := PGL(n+ 1,H) := GL(n+ 1,H)/〈id〉,
and P ≤ G the (projection to G of) the GL(n+1,H)-stabiliser of a given quaternionic
line 〈v0〉H in Hn+1.
The Lie algebra of G is the real form g := sl(n + 1,H) of sl(2n + 2,C), which
consists of all (n + 1)×(n + 1) quaternionic matrices with vanishing real trace. To
understand the parabolic subalgebra p ≤ g, we identify Hn+1 with C2n+2 together with
a conjugate-linear map j : C2n+2 → C2n+2 which satisfies j2 = −id and anti-commutes
with multiplication by i ∈ C. In this picture the quaternionic line 〈v〉H ≤ Hn+1 is
identified with the complex 2-plane 〈v, jv〉C, which may in turn be identified with the
2Non-commutativity of H means that the centre of GL(n+1,H) consists of all real multiples of the
identity matrix.
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span of the 2-vector v ∧ jv ∈ ∧2CC2n+2. It follows that the Satake diagram of p is given
by crossing the penultimate node:
p = ≤ = g. (6.8)
Therefore almost quaternionic geometry is an abelian parabolic geometry, with Killing
polar p⊥ ∼= Hn∗ := HomR(Hn,R) and reductive Levi factor p0 := p/p⊥. An algebraic
Weyl structure for the p⊥-filtration g ⊃ p ⊃ p⊥ ⊃ 0 of g is evidently equivalent to
a choice of quaternionic subspace of Hn+1 complementary to 〈v0〉H, thus yielding a
decomposition
sl(n+ 1,H) =
{(
q α
X A
)∣∣∣∣∣ X ∈ H
n, α ∈ Hn∗, A ∈ gl(n,H),
q ∈ H s.t. Re[q] = − trA
}
.
(6.9)
In the induced decomposition of PGL(n + 1,H), the Levi subgroup P 0 := P/ exp p⊥
consists of (equivalence classes of) block-diagonal matrices in G; clearly the adjoint
action of P 0 on g/p ∼= Hn induces an isomorphism p0 ∼= gl(n,H) ⊕ sp(1). Then
p⊥ ∼= Hn∗ consists of matrices with only the α-block, p0 of block-diagonal matrices, and
p ∼= (gl(n,H)⊕sp(1))⋉Hn∗ of block upper-triangular matrices. There is a corresponding
decomposition on the group level.
Choose an algebraic Weyl structure, so that g ∼= Hn ⊕ (gl(n,H) ⊕ sp(1)) ⊕ Hn∗.
The decomposition (6.9) allows us to calculate the Lie bracket between elements in the
three summands: if X,Y ∈ Hn, A,B ∈ gl(n,H)⊕ sp(1) and α, β ∈ Hn∗ then
[X,Y ] = 0 = [α, β], [A,B] = AB −BA,
[A,X] = AX and [A,α] = −α ◦ A,
so that Hn,Hn∗ form abelian subalgebras on which p0 acts naturally. The bracket
Hn × Hn∗ → p0 may be computed by adapting Hrinda’s calculation in c-projective
geometry [102]; this calculation is surely known in the literature, but the author could
not find a reference.
Lemma 6.9. The Lie bracket [[X,α], Y ] between X,Y ∈ Hn and α ∈ Hn∗ satisfies
[[X,α], Y ] = α(X)Y + α(Y )X −∑3a=1 [α(JaX)JaY + α(JaY )JaX] ,
where {Ja}3a=1 is a quaternionic structure on Hn.
Proof. We must first identify g = sl(n + 1,H) with a subalgebra of gl(4n + 4,R) as
follows. Given A = (aij) ∈ g, writeH ∋ aij = a0ij1+a1iji1+a2iji2+a3iji3 for akij ∈ R. Then
A may be identified with the (4n×4n)-matrix given by replacing each entry aij ∈ H
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with the (4×4) block 
a0ij a
1
ij a
2
ij a
3
ij
−a1ij a0ij −a3ij a2ij
−a2ij a3ij a0ij −a1ij
−a3ij −a2ij a1ij a0ij

.
In particular, the action of the real unit 1 is given by the (4n×4n) identity matrix I,
while the quaternionic units {ia}3a=1 act via the real endomorphisms {Ja}3a=1 given by
a direct sum of n copies of the (4×4) blocks
J1 =
( 0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0
)
,
J2 =
( 0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
)
and J3 =
( 0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0
)
.
(6.10)
Choose X,Y ∈ Hn and α ∈ Hn∗, and write Xi, Yi ∈ H and αi ∈ H∗ for their compo-
nents. Using the decomposition (6.9), the bracket [[X,α], Y ] is given by
[[X,α], Y ] =
[[( 0 0 ··· 0
X1 0 ··· 0
...
...
. . .
...
Xn 0 ··· 0
)
,
( 0 α1 ··· αn
0 0 ··· 0
...
...
. . .
...
0 0 ··· 0
)]
,
( 0 0 ··· 0
Y1 0 ··· 0
...
...
. . .
...
Yn 0 ··· 0
)]
=
( 0 0 ··· 0
α1X1 + ··· +αnXnY1 + α1Y1 + ··· +αnYnX1 0 ··· 0
...
...
. . .
...
α1X1 + ··· +αnXnYn + α1Y1 + ··· +αnYnXn 0 ··· 0
)
. (6.11)
Identifying α ∈ H∗ and Xi ∈ H with the (4×4)-matrices
αi =
 α0i α1i α2i α3i−α1i α0i −α3i α2i
−α2i α3i α0i −α1i
−α3i −α2i α1i α0i
 and Xi =
 X0i X1i X2i X3i−X1i X0i −X3i X2i
−X2i X3i X0i −X1i
−X3i −X2i X1i X0i

as above, multiplying out the matrices in one of the constant factors αiXi ∈ H shows
that the factor (α1X1 + · · ·+ αnXn) is given by summing over terms of the form
αiXi = (α
0
iX
0
i − α1iX1i − α2iX2i − α3iX3i )I
+ (α0iX
1
i + α
1
iX
0
i + α
2
iX
3
i − α3iX2i )J1
+ (α0iX
2
i − α1iX3i + α2iX0i + α3iX1i )J2
+ (α0iX
3
i + α
1
iX
2
i − α2iX1i + α3iX0i )J3,
(6.12)
where we identify I with the (4×4) identity matrix and {Ja}3a=1 with the matrices from
(6.10). Equating the entries on the leading diagonal with the real part, we note that
α0iX
1
i + α
1
iX
0
i + α
2
iX
3
i − α3iX2i
= −Re
 α0i α1i α2i α3i−α1i α0i −α3i α2i
−α2i α3i α0i −α1i
−α3i −α2i α1i α0i
 0 1 0 0−1 0 0 0
0 0 0 −1
0 0 1 0
 X0i X1i X2i X3i−X1i X0i −X3i X2i
−X2i X3i X0i −X1i
−X3i −X2i X1i X0i

= −Re[αiJ1Xi]
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and similarly for the other terms in (6.12). Therefore
αiXi = Re[(αiXi)I − (αiJ1Xi)J1 − (αiJ2Xi)J2 − (αiJ3Xi)J3] ;
upon recalling that α(X) ∈ R by the definition Hn∗ := Hom(Hn,R), this yields
(α1X1 + · · · + αnXn)Yi = α(X)Yi − α(J1X)J1Yi − α(J2X)J2Yi − α(J3X)J3Yi
for all i = 1, . . . , n. The desired formula now follows from (6.11).
In particular Lemma 6.9 implies that, up to normalisation conventions, change of
Weyl structure corresponds precisely to change of connection in the quaternionic class.
Note that HPn has a projective embedding defined as follows. As above we view
Hn+1 as C2n+2 with a conjugate-linear map j, so that HPn is identified with the set of
j-invariant 2-planes in C2n+2, i.e. with the subspace
HP
n =
{
W ∈ Gr2(C2n+2)
∣∣ jW =W }
of the grassmannian Gr2(C
2n+2). Note that since j2 = −id, the even wedge powers
∧
2k
C C
2n+2 admit real structures given by ∧2kj : ∧2kC C
2n+2 → ∧2kC C2n+2, so we may
form the underlying real representations (∧2kC C
2n+2)R. Identifying [v] ∈ HPn with
the 2-plane 〈v, jv〉C, the map [v] 7→ [v ∧ jv] defines a projective embedding HPn →֒
P(∧2CC
2n+2). Since (∧2j)(v ∧ jv) = −jv ∧ v = v ∧ jv, this embedding takes values
in the underlying real representation W := (∧2CC
2n+2)R, thus yielding an embedding
HP
n →֒ P(W) which generalises the Plu¨cker embedding.
A dimension count shows that HPn has non-zero codimension in P(W). Indeed,
Kostant’s Theorem 2.25 tells us that HPn is the intersection of quadrics in P(W) with
defining equations given by projecting away from the Cartan square in S2W. Explicitly,
S2W∗ = S2
(
0 0 010
)
∼=
0 0 020
⊚2W∗
⊕ 0 0 00010
(∧4CC
2n+2∗)R
,
so that U∗ := (∧4CC
2n+2∗)R is the space of homogeneous quadratic polynomials which
cuts out HPn as an intersection of quadrics. As in the real and complex cases, U∗ is an
irreducible g-representation.
Finally, since g = sl(n + 1,H) is not one of the problematic Lie algebras for the
equivalence of categories provided by Theorem 3.27, the following is immediate.
Theorem 6.10. On any manifold M of dimension 4n ≥ 8, there is an equivalence
of categories between almost quaternionic structures and regular normal parabolic ge-
ometries of type HPn. The flat model is HPn with its canonical quaternionic structure
determined by the Fubini–Study metric gFS.
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Normality implies that T is the intrinsic torsion of the almost quaternionic structure
generated by the Weyl connections, which we describe more carefully in Subsection
6.2.3. In dimension four we obtain a similar equivalence of categories between regular
normal parabolic geometries of type HP1 ∼= S4 and self-dual conformal structures.
6.2.2 Representations of sl(n + 1,H)
In order to describe g- and p-representations, it will be convenient to consider the
complexification gC := sl(2n+2,C) of g. Then completely reducible pC-representations
are trivial extensions of representations of the complexified reductive Levi factor p0
C
∼=
gl(2n,C)⊕sl(2,C), so are external tensor products of representations of the two factors.
The fundamental representations of gC are the exterior powers of C
2n+2. Identifying
Hn+1 with C2n+2 as above, the odd exterior and symmetric powers of C2n+2 evidently
admit quaternionic structures, while the even powers admit real structures. Thus if a
gC-representation has even coefficients over the odd nodes of the Dynkin diagram, it is
the complexification of a g-representation.
Let us now describe some important g- and p-representations, as well as their associ-
ated bundles. The complexified isotropy representation (g/p)C and its dual (g/p)
∗
C
∼= p⊥C
decompose as external tensor products according to3
(g/p)C =
1 0 0 0 0 1
= E ⊠ H
and p⊥C =
0 0 0 1 -2 1
= E∗ ⊠ H∗,
where
E :=
1 0 0 0 0 0
, H :=
0 0 0 0 0 1
and E∗ =
0 0 0 1 -1 0
, H∗ =
0 0 0 0 -1 1
(6.13)
are the natural representations of gl(n,H)C = gl(2n,C) on E := C
2n ∼= Hn and of
sp(1)C = sl(2,C) on H := C
2 ∼= H,4 each of which carry a quaternionic structure.
By the Cartan condition, the complexified tangent and cotangent bundles decompose
as external tensor products CTM ∼= E ⊠ H and CT ∗M ∼= E∗ ⊠ H∗, where E ,H are
the bundles associated to E,H.5 Note that E ,H need not be defined globally, for
reasons discussed below. Decompositions of ∧kCCTM , S
k
CCTM and their duals may
3Note that we denote representations of the complexifications gC, pC on their respective Dynkin
diagrams, rather than on the Satake diagrams (6.8) of g, p.
4The non-commutativity of the quaternions makes it necessary to view E as a left gl(2n,C)-module,
whereas we view H as a right sl(2,C)-module.
5Thus almost quaternionic geometry is an almost grassmannian geometry ; see [88] and [60, §4.1.3].
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then be given by representation-theoretic means, for example using Schur functors [84];
decompositions for small values of k may be obtained by more direct methods. The
case k = 2 shall be important for us in the sequel, for which
∧
2
C(E ⊠ H)
∼=
0 1 0 0 0 0 2
∧
2
CE ⊠ S
2
CH
⊕ 2 0 0 0 0 1 0
S2CE ⊠ ∧
2
CH
and S2C(E ⊠ H)
∼=
0 1 0 0 0 1 0
∧
2
CE ⊠ ∧
2
CH
⊕ 2 0 0 0 0 0 2
S2CE ⊠ S
2
CH
.
(6.14)
Each summand in (6.14) admits a real structure, so is the complexification of an un-
derlying real representation. In particular sl(2,C) acts trivially on ∧2CE ⊠ ∧
2
CH, so its
associated bundle may be identified with the subbundle S2+TM of Q-invariant bilinear
forms on T ∗M . The complementary subbundle is associated to (S2CE⊠S
2
CH)R and shall
be denoted by S2−TM , although note that S
2
−TM does not consist of Q-anti-invariant
bilinear forms. Salamon [163, Prop. 9.2] provides similar decompositions of the bun-
dles of 3- and 4-forms, while Swann [167, 168] refines these decompositions and gives a
decomposition for the bundle of 5-forms; summaries may also be found in [147, 164].
The line bundle L := (∧4nTM)1/(2n+2) from Lemma 6.4 is associated to the (2n+
2)nd root L of ∧4n(g/p), which has highest weight
L :=
0 0 00 1 0
. (6.15)
Since E,H have complex dimension 2n, 2 respectively, both ∧2CH and ∧
2n
C E are com-
plex line bundles isomorphic to the complexification of L; cf. the spinor bundles
from [17, 88]. As in real projective and c-projective cases, L is the zeroth homol-
ogy H0(p
⊥;W∗), whereW = (∧2CC
2n+2)R is the g-representation from Subsection 6.2.1
admitting a projective embedding HPn →֒ P(W).
Following the discussion of Subsection 6.1.2, the bundle Q of almost complex struc-
tures is pointwise isomorphic to sp(1) and has a natural action of SO(3). Extending
the adjoint action of so(3) ∼= sp(1) ∼= (S2CH)R trivially to p0 ∼= gl(n,H)⊕ sp(1), we may
view Q as the bundle associated to the adjoint representation
Q =
0 0 00 0 2
= (S2CH)R
of the simple factor sp(1).
As before, our choice of group G = PGL(n+1,H) with Lie algebra g = sl(n + 1,H)
means that not all g-representations integrate to global G-representations, which causes
problems for forming some tractor bundles. Since the centre of GL(n+1,H) consists of
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all real multiples of the identity, the topology of PGL(n+1,H) is much like the topology
of PGL(n + 1,R) discussed in Subsection 4.2.3. Thus an irreducible g-representation
with highest weight λ integrates to G if and only if the central Z2 of G˜ := SL(n+1,H)
acts trivially, which is the case if and only if the coefficient sum of λ is even [84]. We
then form the extended Cartan bundle F P˜ := FP ×P P˜ , where P˜ ≤ G˜ is the parabolic
stabiliser of a given quaternionic line in Hn+1 (previously denoted 〈v0〉H), form tractor
bundles with respect to F P˜ , and take the local quotient by Z2 if necessary.
Obvious examples of representations which do not integrate to G are E,H defined
by (6.13), as well as the standard representation of g on
T :=
1 0 0 0 0
= Hn+1.
It follows from the decomposition (6.9) that an element [ q α0 A ] ∈ P˜ acts on the quater-
nionic line T0 := 〈v0〉H ≤ T by multiplication with q. Therefore
T0 =
0 0 0 -1 1
= H∗ and T/T0 =
1 0 0 0 0
= E
as P˜ -representations, which we identify with the socle and top of the p⊥-filtration
T ⊃ T0 ⊃ 0. Thus T ∼= E ⊕ H∗ with respect to an algebraic Weyl structure; the
associated bundle T is called the standard tractor bundle of quaternionic geometry.
In terms of structure groups, the extended bundle F P˜ is equivalent to the double
cover of the quaternionic frame bundle F 0 with structure group P 0, giving a bundle F˜ 0
with structure group P˜ 0 := GL(n,H)×Sp(1). In fact, all g-representations integrate to
G provided that a certain cohomology class vanishes [132, 162, 167, 169]. In particular
this class vanishes when n+1 is odd, since then G = G˜, which is the origin of Salamon’s
result stating that a quaternion-Ka¨hler manifold of dimension 8n is spin [161].
6.2.3 Harmonic curvature
We turn now to computing the harmonic curvature of the canonical Cartan connection,
which lies in the second Lie algebra homology H2(p
⊥; g). The Hasse diagram computing
this homology is given in Figure 6.1, from which we see that the harmonic curvature
has two components, one for each summand in the third column. From top to bottom
the complexifications of these p-representations are
(∧2CE
∗ ⊗ ∧2CH∗)⊚C (E ⊗ H)⊚C S2CH
and (S2CE
∗ ⊗ ∧2CH∗)⊚C (E ⊚C E∗),
(6.16)
whose underlying real representations have associated bundles S2+T
∗M ⊚ TM ⊚Q and
∧
2
+T
∗M ⊚ (E ⊚C E∗)R.
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The component in S2+T
∗M ⊚ TM ⊚Q coincides with the intrinsic torsion T of any
Weyl connection. To see this, observe that there is a natural map S2+T
∗M ⊗ Q →֒
∧
2T ∗M defined by g ⊗ J 7→ g(J · , · ), which is clearly injective. Moreover for each
J ∈ Ω0(M ;Q) there is a unique J ′ ∈ Ω0(M ;Q) such that {J, J ′, J ◦ J ′} is a local
quaternionic frame of Q. With respect to this frame it is easy to check that g(J · , · ) is
J-anti-invariant, so that this map takes values in the irreducible summand ∧2−T
∗M . A
dimension count then implies that S2+T
∗M⊗Q ∼= ∧2−T ∗M , so that T may be identified
with a section of ∧2−T
∗M ⊚ TM . Cˇap and Slova´k prove [60, Prop. 4.1.8] that T takes
values in the irreducible subbundle given by the intersection of the kernels of the natural
contractions S2+T
∗M⊗TM⊗Q։ T ∗M⊗Q and S2+T ∗M⊗TM⊗Q։ S2+T ∗M⊗TM .
1 0 0 0 1 1 0 10 -2 2
1 0 010 -3 3
1 0 300 -4 0 · · ·
Figure 6.1: The Hasse diagram of the adjoint representation of g = sl(n+1,H),
which computes the homology H•(p
⊥; g), drawn here for n ≥ 4.
The component of (6.16) in ∧2+T
∗M ⊚ (E ⊚C E∗)R is the Weyl curvature W∇ of
∇. Since the complexification of gl(TM) is associated to (E ⊠ H) ⊗ (E∗ ⊠ H∗), the
description of the Cartan product in [74] gives
(E ⊠ H)⊗ (E∗ ⊠ H∗) ∼= ((E ⊚C E∗)⊠ (H ⊚C H∗))⊕ (C⊠ (H ⊚C H∗))
⊕ ((E ⊚C E∗)⊠ C)⊕ (C⊠ C).
(6.17)
The second summand may be identified with QC via a dimension count, while the
final two summands respectively produce the complexifications of the trace-free part
sl(TM,Q) and trace part of gl(TM,Q). It follows that W∇ is Q-invariant, sl(TM)-
valued, and totally trace-free.
By Theorem 3.36, the curvature tensor R∇ of a Weyl connection ∇ ∈ [∇]q decom-
poses as R∇ =W∇− Jid∧ r∇Kq, where r∇ := −−1M ∂R∇ is the normalised Ricci tensor
of ∇. Then δγW∇ = JT , γKq by Theorem 3.36(3), so that W∇ is quaternionically
invariant if and only if T vanishes, if and only if each Weyl connection is quaternionic.
The Cotton–York tensor C∇ := d∇r∇ of∇ splits into components C∇± according to
the decomposition (6.14) of ∧2T ∗M . For later use we collect some curvature identities;
their proofs are similar to the corresponding identities in Subsections 4.2.4 and 5.3.3.
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Proposition 6.11. Let ∇ ∈ [∇]q be a Weyl connection. Then:
(1) W∇ satisfies the Bianchi identity
W∇X,Y · Z +W∇Y,Z ·X +W∇Z,X · Y = (d∇T )X,Y,Z . (6.18)
(2) W∇ is a Q-invariant and valued in sl(TM,Q); thus W∇ is totally trace-free,
and W∇ · J = 0 and W∇JX,JY = W∇X,Y for all unit norm J ∈ Ω0(M ;Q) and all
X,Y ∈ Ω0(M ;TM). Moreover W∇ is quaternionically invariant if and only if
the intrinsic torsion T of [∇]q vanishes.
(3) C∇ satisfies the Bianchi identities
C∇X,Y (Z) + C
∇
Y,Z(X) + C
∇
Z,X(Y ) = 0
and C∇X,Y (JZ) + C
∇
Y,Z(JX) + C
∇
Z,X(JY ) = 0
(6.19)
for each J ∈ Ω0(M ;Q).
(4) We have εi(∇eiW∇X,Y ) = (2n − 1)C∇+X,Y with respect to any local frame {ei}i of
TM with dual coframe {εi}i.
(5) r∇ is related to the Ricci curvature ∂R∇ of ∇ by
r∇ = − 12n(sym ∂R∇)− 12n+2(alt ∂R∇) + 1n2+2n(sym ∂R∇)+.
In particular if r∇ is symmetric and Q-invariant, then r∇ = − 12n+4∂R∇.
We have already proved the claims in Proposition 6.11(2); more direct proofs can be
found in [9, Prop. 1.3(2)] and [37, Prop. 4]. The Bianchi identities (6.19) follow upon
precomposing the differential Bianchi identity d∇R∇ = 0 with J , before evaluating the
algebraic bracket with respect to the local quaternionic frame determined by J and
taking a trace. Note that Q-invariance of W∇ means that we do not get an identity
for C∇− in Proposition 6.11(3), as we did in Proposition 5.9(4).
6.3 Associated BGG operators
Unsurprisingly, the metrisability of a quaternionic structure may be handled in a similar
way to the metrisability of projective and c-projective structures. The flat model HPn
embeds into the projectivisation of an irreducible g-representationW, and the first BGG
operator associated to W has kernel isomorphic to the space of compatible quaternion-
Ka¨hler metrics. We study this BGG operator in Subsection 6.3.1.
As in c-projective geometry, the first BGG operator associated to the dual repre-
sentation W∗ is a hessian operator whose theory proceeds in much the same way as
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that of Subsection 5.4.2. We study this quaternionic hessian in Subsection 6.3.2, which
controls which Weyl connections have symmetric Q-invariant normalised Ricci tensor.
For the remainder of this chapter we assume that the intrinsic torsion T of Q
vanishes, in which case Weyl curvature W :=W∇ is quaternionically invariant.
6.3.1 Metrisability of quaternionic structures
Let (M,Q, [∇]q) be a quaternionic manifold of dimension 4n. By definition, compatible
metrics are quaternion-Ka¨hler or locally hyperka¨hler, depending on their scalar cur-
vature, so are smooth sections of the Q-hermitian subbundle S2+T
∗M . Following the
programmes of Sections 4.3 and 5.4, we are interested in the natural decomposition
T ∗M ⊗ S2+TM = (id ⊙ TM)+ ⊕ (T ∗M ⊗◦ S2+TM), (6.20)
where the first summand is the image of Z 7→ id ⊙ Z +∑3a=1Ja ⊙ JaZ and the second
summand is the kernel of the natural trace T ∗M ⊗ S2+TM ։ TM . We shall denote
projection onto T ∗M⊗◦S2+TM in (6.20) by the subscript “◦”. The proof of the following
is similar to Propositions 4.11 and 5.10.
Proposition 6.12. The first-order linear differential equation (∇h)◦ = 0 is quater-
nionically invariant on sections of L∗ ⊗ S2+TM .
We refer to the equation (∇h)◦ = 0 as the linear metric equation of quaternionic
geometry, and its solutions as linear metrics. We may equivalently write
∇Xh = X ⊙ Z∇ +
∑3
a=1JaX ⊙ JaZ∇ (6.21)
for some Z∇ ∈ Ω0(M ;L∗⊗TM) and all X ∈ Ω0(M ;TM), which should be compared to
(6.7) and the corresponding equations (4.6) and (5.9) in projective differential geometry
and c-projective geometry. Taking a trace in (6.21) yields Z∇ = 12n−1∂(∇h).
Identifying L2n+2 ∼= ∧4nTM , a non-degenerate quaternion-Ka¨hler metric g induces
a section of L∗ ⊗ S2+TM defined by
h := (det g)1/(4n+4) g−1,
which we call the linear metric associated to g. Then det h = (det g)−1/(n+1) is a
section of L4, from which we may recover g = (det h)−1/4h−1; cf. equation (6.6).
Corollary 6.13. There is a linear isomorphism between solutions of the linear metric
equation and quaternionic metric connections in [∇]q.
Thus we have reduced the metrisability problem for quaternionic structures to the
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study of a quaternionically invariant first-order linear differential equation. Its prolon-
gation proceeds as for Theorems 4.14 and 5.12.
Theorem 6.14. There is a linear isomorphism between solutions h of the metric equa-
tion and parallel sections of the quaternionically invariant connection
∇WX
hZ
λ
 =
∇Xh−X ⊙ Z −
∑3
a=1JaX ⊙ JaZ
∇XZ − h(r∇X , · )− λX
∇Xλ− r∇X(Z)
− 12n
 0−Wei,X · h(εi, · )
h(C∇+ei,X , ε
i)
 (6.22)
defined on sections (h,Z, λ) of W := (L∗ ⊗ S2+TM)⊕ (L∗ ⊗ TM)⊕ L∗.
Proof. We may choose a local quaternionic frame {Ja}3a=1 and apply the observations
in the proof of Theorem 5.12 for each Ja. Then only the Ja-invariant pieces of the Weyl
and Cotton–York tensors contribute to the curvature correction for each a, so that only
the Q-invariant pieces contribute.
The linear metric equation may be interpreted as a first BGG operator as follows. As
described in Subsection 6.2.1, the flat modelHPn enjoys a projective embeddingHPn →֒
P(W) for W := (∧2CC
2n+2)R. Identifying C
2n+2 with the standard representation T =
Hn+1, an algebraic Weyl structure gives a decomposition
WC = ∧
2
C(E ⊗ H∗) ∼= ∧2CE ⊕ (E ⊗ H∗)⊕ ∧2CH∗
∼= (∧2CH∗ ⊗ (∧2CE ⊗ ∧2CH))⊕ (∧2CH∗ ⊗ CTM)⊕ ∧2CH∗
of the complexification of W, hence giving an isomorphism of the bundle associated to
the underlying real representation W with the bundleW form Theorem 6.14. The first
BGG operator associated to W is a differential operator
DW : 0 1 0 00 0 0
L∗ ⊗ S2+TM
−→ 0 1 0 10 -2 1
(L∗ ⊗ S2+TM)⊚ T ∗M
,
which is clearly first order. The prolongation connection ∇W from Theorem 6.14 is
precisely the prolongation connection of this BGG operator. We shall call the dimension
of the space of parallel sections of ∇W the mobility of the quaternionic structure. On
the flat model, the space of solutions is pointwise isomorphic to the g-representation
W = (∧2CC
2n+2)R, so that the mobility is bounded above by dimW = (n+1)(2n+1).
A BGG solution is called normal if it is parallel for the tractor connection, i.e. if
the tractor and curvature correction parts of the prolongation connection independently
act trivially. We have the following characterisation of normal solutions of the linear
metric equation; a similar characterisation for projective differential geometry is given
in [15, 57, 85], while the c-projective case is handled in [51, Prop. 4.8].
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Proposition 6.15. A non-degenerate ∇W-parallel section (h,Z, λ) of W is normal if
and only if the corresponding Q-hermitian metric g := (det h)−1/4h−1 is Einstein.
Proof. Let ∇ be the Levi-Civita connection of g. Calculating with respect to ∇, if
(h,Z, λ) is a normal solution then (6.22) reads
∇WX
 hZ∇
λ∇
 =
 0−h(r∇X , · )− λ∇X
∇Xλ∇
 = 0,
since Z∇ = 12n−1∂(∇h) = 0. We deduce that λ∇ is a constant multiple of the
global trivialisation (det h)1/4 of L determined by h, say λ = c(det h)1/4, so that
h(r∇X , · ) = −c(det h)1/4X. Applying h−1 to both sides gives r∇X = −cg(X, · ) for all
X ∈ Ω0(M ;TM), so that g is Einstein by Proposition 6.11(5).
Conversely suppose that g is an Einstein metric with r∇ = −cg. We must show that
the curvature correction in (6.22) vanishes. Calculating with respect to the Levi-Civita
connection ∇ of g, evidently C∇ := d∇r∇ = −c(d∇g) vanishes. For the Weyl term
Wei,X ·h(εi, · ), sinceW acts trivially on L it suffices to show thatWei,X ·g−1(εi, · ) = 0.
By the curvature decomposition, we have
Wei,X · g−1(εi, · ) = R∇ei,X · g−1(εi, · ) + c Jid ∧ gKqei,X · g−1(εi, · ). (6.23)
For the first term on the right-hand side of (6.23),
g(R∇ei,X · g−1(εi, · ), Y ) = (R∇ei,X · εi)(Y ) = −(∂R∇)X(Y ) = (2n + 4)r∇X(Y )
for all X,Y ∈ Ω0(M ;TM), so that R∇ei,X · g−1(εi, · ) = −(2n + 4)cX. For the second
term, direct calculation yields
c Jid ∧ gKqei,X · g−1(εi, · ) = 12c
(
εi(X)ei −
∑3
a=1[g(X,Jaei)Jaε
i♯ − εi(JaX)Jaei]
− εi(ei)X +
∑3
a=1[g(ei, JaX)Jaε
i♯ − εi(Jaei)JaX]
)
= −(2n+ 4)cX,
so that substitution in (6.23) shows that Wei,X · h(εi, · ) = 0 as well.
Since by Proposition 6.5 all non-degenerate quaternion-Ka¨hler metrics are Einstein,
the following is immediate from Proposition 6.15.
Corollary 6.16. All non-degenerate solutions of the metric equation are normal.
Given the developments of Sections 4.3 and 5.4, we should expect that quaternionic
geometry admits a “big” Lie algebra of the form h :=W⊕ (g⊕R)⊕W∗. This is indeed
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the case: complexifying gives gC = sl(2n + 2,C) and gC ⊕ C = gl(2n + 2,C), so that
hC ∼= ∧2CC2n+2 ⊕ (C2n+2 ⊗ C2n+2∗)⊕ ∧2CC2n+2∗
= ∧2C(C
2n+2 ⊕ C2n+2∗),
which is the adjoint representation of the complex Lie algebra so(C2n+2 ⊕ C2n+2∗).
Thus hC has a graded Lie algebra structure isomorphic to so(4n + 4,C), with abelian
subalgebrasWC,W
∗
C
and opposite abelian parabolics qC := (gC⊕C)⋉W∗ and qˆC :=W⋊
(gC ⊕ C). To introduce the appropriate real form h, we note that, up to isomorphism,
there is a unique Q-hermitian bilinear form on Hn+1 with skew-symmetric real part
and symmetric imaginary part. The algebra preserving this form is
so∗(4n+ 4) :=
{(
A B
−B⊤ A
) ∣∣∣∣∣ A⊤ = −A, B⊤ = B
}
,
(6.24)
which is evidently a (real) subalgebra of so(4n + 4,C). The quaternionic structure on
W implies that so∗(4n + 4) is the appropriate real form of so(4n + 4,C), so that the
Satake diagrams of q ≤ h are
q = ≤ = h.
Then H · q is the grassmannian of maximal isotropic quaternionic subspaces of Hn+1.
In terms of associated bundles, hM ∼=W ⊕ gl(T )⊕W∗, where gl(T ) is the Lie algebra
bundle of quaternion-linear automorphisms of T .
6.3.2 The quaternionic hessian
As in c-projective geometry, the first BGG operator associated to the g-representation
W∗ := (∧2CC
2n+2∗)R is a second order hessian operator: the first BGG operator is
DW∗ : 0 0 00 1 0
L
−→ 0 0 20 -3 2
L⊗ S2−T ∗M
,
where S2−T ∗M := (S
2
CE∗ ⊗ S2CH∗)R is the complement to the Q-invariant subbundle
S2+T
∗M in S2T ∗M . We call DW∗ the quaternionic hessian. Using the inverse Cartan
matrix of gC it is straightforward to see that DW∗ is second order, so that DW∗ is given
by projection of the Ricci-corrected second derivative onto L ⊗ S2−T ∗M , i.e.
DW∗X,Y (ℓ) = (∇2X,Y ℓ+ ℓr∇X(Y ))−. (6.25)
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A simple calculation shows that DW∗ is quaternionically invariant. By Lemma 6.4,
a section ℓ ∈ Ω0(M ;L) uniquely determines a quaternionic connection ∇ℓ defined by
∇ℓℓ = 0. We may then characterise solutions of the quaternionic hessian in a similar
way to the c-projective hessian; cf. Proposition 5.14 and Corollary 5.15.
Proposition 6.17. A nowhere-vanishing section ℓ ∈ Ω0(M ;L) satisfies DW∗(ℓ) = 0 if
and only if the normalised Ricci tensor r∇ℓ of ∇ℓ is symmetric and Q-invariant.
Corollary 6.18. Let h ∈ Ω0(M ;L∗ ⊗ S2+TM) be a linear metric. Then (det h)1/4 lies
in the kernel of the quaternionic hessian.
Remark 6.19. As remarked above, 4-dimensional almost quaternionic structure is just a
4-dimensional conformal structure, corresponding to the identification of S4 with HP1.
The aforementioned self-duality condition is equivalent to the choice of a quaternionic
hessian or Mo¨bius structure; see [43, §6.4].
Since DW∗ is a first BGG operator, its solution space is linearly isomorphic to the
space of parallel sections of a connection ∇W∗ onW∗ ∼= L⊕ (L⊗T ∗M)⊕ (L⊗S2+T ∗M).
Theorem 6.20. There is a linear isomorphism between the space of solutions of the
quaternionic hessian DW∗ and the parallel sections of the quaternionically invariant
connection
∇W∗X
ℓη
θ
 =
 ∇Xℓ− η(X)∇Xη − θ(X, · ) + ℓr∇X
∇Xθ + r∇X ⊙ η +
∑3
a=1Jar
∇
X ⊙ Jaη
 (6.26)
on sections (ℓ, η, θ) of W∗ ∼= L ⊕ (L ⊗ TM)⊕ (L ⊗ S2+T ∗M).
Proof. Choose a unit norm section J ∈ Ω0(M ;Q) and form the local quaternionic
frame {Ja}3a=1 with J1 = J . We define η∇ := ∇ℓ ∈ Ω1(M ;L) and θ∇ := (∇2ℓ+ ℓr∇)−,
so that DW∗(ℓ) = 0 if and only if θ∇ = ∇η∇ + ℓr∇. In this case θ∇ is Q-invariant,
and by applying (6.3) we find that the same is true for ∇Xθ∇. Imitating the proof of
Theorem 5.17 and using Proposition 6.11, we conclude that DW∗(ℓ) = 0 if and only if
(ℓ, η∇, θ∇) is parallel for the quaternionically invariant connection
∇˜W∗X
ℓη
θ
 =
 ∇Xℓ− η(X)∇Xη − θ(X, · ) + ℓr∇X
∇Xθ + r∇X ⊙ η +
∑3
a=1Jar
∇
X ⊙ Jaη
+
 00
(W·,J · · η)(JX) + ℓC∇+·,J · (JX)

for each such J . Since the tractor part is independent of J , it follows that the curvature
correction Ψ(Y,Z) := η∇(WJY,Z · JX)− ℓC∇+JY,Z(JX) is also independent of the choice
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of J . Exploiting this independence and the fact that Ψ is Q-invariant, taking J = Ja
in the definition of Ψ gives
Ψ(JbY,Z) = η
∇(WJcY,Z · JaX)− ℓC∇+JcY,Z(JaX)
= η∇(WJaJcY,JaZ · JaX)− ℓC∇+JaJcY,JaZ(JaX)
= η∇(WJbJcY,JaZ · JbX)− ℓC∇+JbJcY,JaZ(JbX)
= η∇(WJaY,JaZ · JbX)− ℓC∇+JaY,JaZ(JbX)
= η∇(WJbY,JbZ · JbX)− ℓC∇+JbY,JbZ(JbX)
= Ψ(Y, JbZ)
for all cyclic permutations (a, b, c) of (1, 2, 3), which contradicts the Q-invariance of Ψ.
Therefore Ψ = 0 and hence ∇˜W∗ = ∇W∗ as required.
Corollary 6.21. All solutions of the quaternionic hessian are normal.
Note that the authors of [17] refer to solutions of DW∗ as Einstein scales. The metric
prolongation connection ∇W defined by (6.22) is dual to ∇W∗ modulo a curvature
correction. In particular, Corollary 6.16 implies that these connections are dual if
(M,Q) admits a non-degenerate linear metric.
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chapter
7
Projective parabolic
geometries
The primary goal of this thesis is to describe the classical projective structures using a
common framework. The general definition is presented in Definition 7.7 and exploits
the existence of a “big” R-space H · q for each classical projective structure, induced
by the graded Lie algebra h :=W⊕ (g⊕R)⊕W∗ in each case. Section 7.1 is dedicated
to setting up this definition, which requires some preliminary work regarding duality
for R-spaces. We will see in Section 7.2 that the algebraic structure of the classical
projective structures generalises in almost every detail to the projective parabolic ge-
ometry framework; in particular, there is a Z2-graded Lie algebra in which we have
tight control over the possible Lie brackets. This is made possible by a Jordan algebra
structure on the infinitesimal isotropy representation W := h/q of q.
The constraints on a projective parabolic geometry are quite strict, resulting in a
short classification which we describe in Section 7.3. Via the algebraic work of Section
7.2, the classification over C can be phrased entirely in terms of a pair of integers (r, n)
which have a purely Lie-theoretic origin; in particular dimM = rn.
Finally, we describe the BGG operators associated to the representations W and
W∗ in Section 7.4. As for the classical structures, a projective parabolic geometry has
a well-defined metrisability problem controlled by the first BGG operator associated
to W, while the first BGG operator associated to W∗ is a hessian-type equation. The
algebraic work of Section 7.2 gives considerable information about these operators and
their solutions, allowing us to obtain relatively explicit prolongations.
7.1 Definition and self-duality
In the previous three chapters we studied the theories of projective differential geometry,
c-projective geometry and quaternionic geometry, both from their classical perspectives
and as abelian parabolic geometries. Even the most inattentive reader will have no-
ticed a great deal of similarity within these developments. We collect the appropriate
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observations in Subsection 7.1.1, before introducing a notion of duality for R-spaces in
Subsection 7.1.2. This allows us to present a general framework in Subsection 7.1.3,
which generalises all three classical structures.
7.1.1 Key features of classical projective geometries
As explained in the corresponding chapters, projective differential geometry, c-projec-
tive geometry and almost quaternionic geometry are all abelian parabolic geometries,
respectively modelled on the symmetric R-spaces RPn, CPn and HPn. Each of these
models enjoys a projective embedding G · p →֒ P(W) for an appropriate irreducible
g-representation W, with associated graded representation
grW ∼= (L∗ ⊗ B)⊕ (L∗ ⊗ g/p)⊕ L∗.
Here L∗ is the 1-dimensional socle of the p⊥-filtration of W and B is an irreducible p0-
subrepresentation of S2(g/p), such that L∗⊗B ∼= H0(p⊥;W) may be identified with the
zeroth Lie algebra homology. For projective, c-projective and quaternionic geometries,
we had W = S2Rn+1, W = (Cn+1 ⊠ Cn+1)R and W = (∧
2
CC
2n+2)R respectively, where
⊠ denotes the external tensor product.
We also observed in each case that h :=W⊕ (g⊕R)⊕W∗ admits the structure of a
graded Lie algebra: for projective, c-projective and almost quaternionic geometries, we
had h ∼= sp(2n+2,R), h ∼= su(n+1, n+1) and h ∼= so∗(4n+4) respectively. Moreover
it follows that the trivial central extension q0 := g⊕ R is a reductive Lie algebra, with
q := q0⋉W∗ and qˆ :=W⋊q0 opposite abelian parabolic subalgebras of h; in particular,
H · q is a symmetric R-space. The crucial observation about the R-spaces H · q is as
follow. For the classical projective structures, the Satake diagrams of q ≤ h are
≤ sp(2n+ 2,R), ≤ su(n+ 1, n + 1)
and ≤ so∗(4n + 4).
If wh is the longest element of the Weyl group of h, −wh induces an automorphism
of the Satake diagram, which is the identity for sp(2n + 2,R) and so∗(4n + 4), and
the involution indicated by the arrows for su(n + 1, n + 1). In each case the single
crossed node of q is preserved by this automorphism. To interpret this in terms of
projective embeddings as in Subsection 2.1.4, choose a Cartan subalgebra t and simple
subsystem with respect to which q is a standard parabolic. Then by Corollary 2.23
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there is a projective embedding H · q →֒ P(V∗) for any irreducible h-representation V
whose highest weight λ ∈ t∗ is supported on the single crossed node of q. The highest
weight of V∗ is −wh(λ), which in each case is also supported on the single crossed node
of q, and thus the R-spaces induced by the projective embeddings into P(V∗) and P(V)
are isomorphic; we will interpret this as a self-duality condition in the next subsection.
7.1.2 Duality for R-spaces
We continue now to describe a form of duality for R-spaces, following [44]. Let H · q
be an R-space and consider the set (H · q)∗ of parabolic subalgebras of h which are
opposite to some q′ ∈ H · q. By the following [44, Prop. 2.3], (H · q)∗ is an R-space.
Lemma 7.1. (H · q)∗ is a single conjugacy class of parabolic subalgebras of h.
Proof. Let q1, q2 ∈ (H · q)∗, with q1, q2 opposite to q, h · q for h ∈ H. Then h−1 · q2 is
opposite to q, giving qh−1 ·q2 = q1 for a unique element q ∈ exp q⊥ by Lemma 2.12.
Clearly (H · q)∗ has the same height as H · q. Moreover since we obviously have
(H · q)∗∗ = H · q, we make the following definition [44, Defn. 2.4].
Definition 7.2. (H ·q)∗ is the dual of H ·q. An R-space is called self-dual if it coincides
with its dual.
There is always a non-canonical diffeomorphism between H ·q and its dual. Indeed,
the Cartan involution θ corresponding to a maximal compact subgroup of H induces
a diffeomorphism H · q ∋ q′ 7→ θ(q′) ∈ (H · q)∗; see [44, p. 8].
Corollary 7.3. H ·q is self-dual if and only if q is conjugate to every opposite parabolic.
Proof. Let qˆ be opposite to q. Then H ·q is self-dual if and only if for all h1 · qˆ ∈ (H ·q)∗
and h2 · q ∈ H · q, there exists an h ∈ H such that hh1 · qˆ = h2 · q.
It is straightforward to detect self-duality from the Satake diagram of q. For this
recall that if wh ∈Wh is the longest element of the Weyl group of h, then −wh permutes
the simple roots, hence inducing an involution of the Satake diagram of h.
Lemma 7.4. [44, p. 8] H · q is self-dual if and only if the set of crossed nodes of the
Satake diagram of H · q is preserved by −wh.
Proof. First note that parabolics q, q′ ≤ h are opposite if and only if their complexifi-
cations are opposite, so we may assume that H · q is complex.
Now choose a Cartan subalgebra t ≤ h and a simple subsystem ∆0 with respect
to which q is a standard parabolic, corresponding to a subset Σ ⊆ ∆0. Then since
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H · q and (H · q)∗ each contain a unique standard parabolic, it suffices to see when
these coincide. Using that wh is an involution, the standard parabolic determined by
−wh(Σ) ⊆ ∆0 is conjugate, via wh, to the standard parabolic opposite to q, i.e. the
parabolic subalgebra of h consisting of t and root spaces hα for which h−α ≤ q. In
particular the parabolic determined by −wh(Σ) lies in (H · q)∗, with equality if and
only if −wh(Σ) = Σ.
Equivalently, for any h-representation V whose highest weight is supported on the
crossed nodes of H · q, the R-spaces determined by projective embeddings into P(V∗)
and P(V) are isomorphic. While this gives a convenient characterisation of self-duality
when we know the Satake diagram, it will be useful to have a more theoretical condition.
Lemma 7.5. (exp(x) · q)⊥ = exp(x) · q⊥ for all x ∈ h.
Proof. Since exp(x) is an automorphism of h, we have 〈exp(x)·q⊥, exp(x)·q〉 = 〈q⊥, q〉 =
0 by invariance of the Killing form.
By combining results from [44, §4], we arrive at the following characterisation of
self-duality for symmetric R-spaces.
Proposition 7.6. Let H ·q be a symmetric R-space. Then the following are equivalent:
(1) H · q is self-dual;
(2) There is an f ∈ q⊥ such that ker(ad f)2 = q;
(3) For any parabolic qˆ opposite to q, there exists e ∈ qˆ⊥ and f ∈ q⊥ such that [e, f ]
equals twice the algebraic Weyl structure ξ induced by qˆ.
Proof. Since q⊥ is abelian we have [h, q⊥] ≤ q and [q, q⊥] ≤ q⊥, and hence (ad x)2
vanishes on q for all x ∈ qˆ⊥. Since Ad exp(x) = exp(adx), we have
exp(x) · y = y + [x, y] + 12 (adx)2(y) (7.1)
for all y ∈ h by the series expansion of the exponential map.
(1)⇒(2): This is mostly [44, Lem. 4.1]. Denote by Ωq the set of parabolic subalgebras
of h which are opposite to q, which is a dense open subset of H · q by [170]. Therefore
if qˆ ∈ Ωq, the set Ωq ∩ Ωqˆ is also open and dense; Lemma 2.12 then provides an f ∈ q⊥
such that exp(f) · qˆ ∈ Ωq ∩ Ωqˆ.
For arbitrary x ∈ q⊥, we have exp(x) · qˆ ∈ Ωq∩Ωqˆ if and only if exp(x) · qˆ is opposite
to qˆ, if and only if exp(x) · qˆ⊥ ∩ qˆ = 0. Taking y ∈ qˆ⊥, the first two terms in (7.1) live
in qˆ, while the third lives in q⊥. Since q, qˆ are opposite, we have h = qˆ⊕ q⊥ and hence
exp(x) · y ∈ exp(x) · qˆ⊥ ∩ qˆ if and only if (adx)2(y) = 0. Therefore exp(x) · qˆ ∈ Ωq ∩ Ωqˆ
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if and only if (ad x)2 is injective on qˆ⊥; since also h = qˆ⊥ ⊕ q and ker(ad x)2 ⊆ q, this
is equivalent to ker(ad x)2 = q.
(2)⇒(3): This is a special case of [44, Prop. 4.3]. If ker(ad f)2 = q for some f ∈ q⊥
then q, qˆ and exp(f) · qˆ are mutually opposite. Then by Lemma 2.12 there are unique
elements e ∈ qˆ⊥ and x ∈ (exp(f) · qˆ)⊥ = exp(f) · qˆ⊥ such that exp(f) · qˆ = exp(e) ·q and
qˆ = exp(x) ·q. If ξ is the algebraic Weyl structure of the pair (q, qˆ), it is straightforward
to see that the algebraic Weyl structure of (q, exp(f) · qˆ) is exp(f) ·ξ = ξ+f , where the
last equality follows by (7.1). Since exp(f) · qˆ = exp(e) · q, the algebraic Weyl structure
of (qˆ, exp(f) · qˆ) is similarly exp(e) · (−ξ) = −ξ + e. Writing the pair (q, exp(f) · qˆ) as
(exp(−x) · qˆ, exp(e) · q), it follows that exp(f) · ξ = − exp(−x) exp(e) · ξ. Using (7.1)
and that x ∈ exp(e) · q⊥, we have exp(−x) exp(e) · ξ = exp(e) · ξ − x. Therefore
x = exp(f) · ξ + exp(e) · ξ = 2ξ − e+ f
and hence we obtain
[exp(f) · ξ , exp(e) · ξ] = [x, exp(e) · ξ] = x = 2ξ − e+ f. (7.2)
On the other hand, we have
[exp(f) · ξ, exp(e) · ξ] = [ξ + f, ξ − e]
= −[ξ, e] + [f, ξ] − [f, e] = −e+ f + [e, f ].
(7.3)
Comparing (7.2) and (7.3) now gives [e, f ] = 2ξ.
(3)⇒(1): Let qˆ be opposite to q with corresponding algebraic Weyl structure ξ, and
suppose that e ∈ qˆ⊥ and f ∈ q⊥ satisfy [e, f ] = 2ξ. Then applying (7.1) gives
exp(e) exp(−f) exp(e) · ξ = exp(e) exp(−f) · (ξ − e)
= exp(x) · (ξ − f − e− 2ξ + f)
= exp(x) · (−ξ − e)
= −ξ.
It follows that exp(e) exp(−f) exp(e) is a graded automorphism of gr h, sending the
graded component h(i) to h(−i) for all i ∈ {+1, 0,−1}. In particular since ξ induces
isomorphisms q ∼= h(0)⊕h(−1) and qˆ ∼= h(1)⊕h(0), we have exp(e) exp(−f) exp(e) · qˆ = q.
Thus qˆ is conjugate to q and hence H · q is self-dual by Corollary 7.3.
Elements f ∈ q⊥ satisfying ker(ad f)2 = q are called regular. Equivalently, (ad f)2
factors to an isomorphism Ff : h/q → q⊥. With notation as in Proposition 7.6(3), we
immediately see that Ff (e) = [f, [f, e]] = −[f, 2ξ] = −2f and hence e = −2F−1f (f).
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7.1.3 General definition
A symmetric R-space H ·q induces an R-space of smaller dimension using the projective
embeddings of Subsection 2.1.4. For this, let q0 := q/q⊥ be the reductive Levi factor of
q, and let W := h/q. We may decompose q0 into its semisimple part g := [q0, q0] and
centre z(q0), whose dimension equals the number of simple factors of h by Lemma 2.6.
Since q is a subalgebra of h, the adjoint representation of h induces a representation
of q on W via y · (x + q) = [y, x] + q. Since [q⊥, h] = q by Lemma 2.13, the action
of q on W = h/q descends to an action q0 := q/q⊥, thus defining a representation of
g on W. There is an R-space G · p associated to both of the projective embeddings
G · p →֒ P(W) and G · p →֒ P(W∗), given respectively by crossing the nodes on which
the highest weights ofW∗ andW are supported. We take this “top down” view of H ·q
and G · p for our general definition.
Definition 7.7. Let H · q be a symmetric R-space with infinitesimal isotropy repre-
sentation W := h/q.
(1) The R-space G · p →֒ P(W) will be called the isotropy R-space of H · q.
(2) A projective parabolic geometry is a parabolic geometry modelled on the isotropy
R-space of a self-dual symmetric R-space.
Recall that for the classical projective structures the R-space G · p is abelian, with
the p⊥-filtration ofW of height two. These are not a priori true for a general projective
parabolic geometry, and establishing these properties will be the focus of Section 7.2.
For later use, we record the following method [60, Prop. 3.2.2] for determining the
Dynkin (or Satake) diagram of g from that of H · q.
Proposition 7.8. Let H · q be a symmetric R-space. Then the Satake diagram of g is
given by removing all crossed nodes from q and their associated edges.
Proof. It suffices to consider the case that h is complex, so choose a Cartan subalgebra
t ≤ h and a simple subsystem ∆0 with respect to which q is the standard parabolic
corresponding to a subset Σ ⊆ ∆0. These choices induce an algebraic Weyl structure
of q, identifying g with a subalgebra of h. By Lemma 2.6 we know that ∆0 r Σ forms
a simple subsystem for g, so it remains to describe the Cartan matrix.
Suppose first that α, β ∈ ∆0 r Σ lie in different simple factors of g. Then α, β are
orthogonal with respect to the Killing form of g. On the other hand, since [hα, hβ ] = 0
we cannot have α + β as a root of h. But α − β is also not a root, so by considering
the α-root string through β we see that 〈α, β〉 = 0 in h.
Suppose now that α, β lie in the same simple factor of g. Since the Killing form of
g is determined uniquely up to scale on each simple factor, it must coincide with the
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restriction of the Killing form of h. Thus the Cartan integers with respect to g coincide
with the Cartan integers with respect to h.
Since Proposition 7.8 will form the basis of our classification, we give an example.
Example 7.9. (1) Let h = e6(C) and consider its R-space
H · q := −֒→ P(C27),
where C27 is the 27-dimensional representation of e6(C). The longest element of h
induces the usual automorphism of the Dynkin diagram, so that H · q is not self-dual
by Lemma 7.4. Nevertheless, Proposition 7.8 tells us that the Dynkin type of the
semisimple part g of q0 is
g = = so(10,C).
(2) By way of consistency with the classical projective structures, the reader can check
that for h = sp(2n+2,R) we obtain g = sl(n+1,R); for h = su(n+1, n+1) we obtain
g = sl(n+ 1,C); and for h = so∗(4n + 4) we obtain g = sl(n+ 1,H).
7.2 Algebraic structure
Fix a self-dual symmetric R-space H ·q with infinitesimal isotropy representation W :=
h/q and isotropy R-space G · p. Our goal in this section is to investigate the algebraic
structure of a projective parabolic geometry in more detail. Indeed, we do not yet know
whether G · p consists of abelian parabolics as in the classical cases, or the structure of
W. It suffices to consider the case that h is simple by the following [60, Lem. 3.2.3].
Lemma 7.10. Let h be semisimple with abelian parabolic q, such that with respect to
any algebraic Weyl structure no simple ideal of h is contained in q0. Then each simple
factor of h has an abelian parabolic, such that q is the direct sum of these parabolics.
The key step in the determination of the algebraic structures of g and W is the
relationship between self-dual symmetric R-spaces and Jordan algebras, which we de-
scribe in Subsection 7.2.1. In Subsection 7.2.2 we show that the structure found for
the classical cases carries over in almost every detail; in particular, we see in Subsec-
tion 7.2.3 that this gives h the structure of a Z2-graded algebra, which allows us to
determine Lie brackets between many of its summands. Finally, in Subsection 7.2.4 we
study a 1-dimensional representation L parametrising the space of Weyl connections,
which also provides key information regarding traces of certain Lie brackets.
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7.2.1 Relation to Jordan algebras
We shall see that the algebraic structure of W is neatly described in terms of Jordan
algebras. Fix a field k, which for us will be R or C.
Definition 7.11. A Jordan algebra over k is a commutative (but non-associative)
k-algebra (J, ◦) satisfying the Jordan identity
(x ◦ y) ◦ (x ◦ x) = x ◦ (y ◦ (x ◦ x)) (7.4)
for all x, y ∈ J. The Jordan identity implies that J is “power associative”, meaning
that (xm ◦ y) ◦ xn = xm ◦ (y ◦ xn) for all x, y ∈ J and m,n ∈ Z>0.
Example 7.12. Given any associative k-algebra J, it can be given the structure of
a Jordan algebra via x ◦ y := 12(xy + yx), where juxtaposition denotes the original
multiplication in J. Jordan algebras obtained in this way are called special.
Jordan algebras were introduced by Jordan [106] as an algebraic framework for the
system of observable quantities in quantum mechanics. A detailed history of Jordan
algebras and their role in physics may be found in McCrimmon’s excellent book [142].
Our interaction with Jordan algebras shall be limited to the close relationship between
self-dual symmetric R-spaces and Jordan algebras, where we will almost exclusively
favour Lie-theoretic language. By Proposition 7.6, self-duality is equivalent to the
existence of a regular element f ∈ q⊥ with Ff := (ad f)2 : h/q→ q⊥ an isomorphism.
Theorem 7.13 (Meyberg). Suppose that H · q is a self-dual symmetric R-space and
choose an algebraic Weyl structure ξq. Let f ∈ W := h/q be a regular element with
corresponding isomorphism Ff := (ad f)
2 :W→W∗. Then
x ◦ y := 12 [[x, f ], y]
makes (W, ◦) into a semisimple Jordan algebra with identity element e := −2F−1f (f).
Sketch proof. Since W ≤ h is an abelian subalgebra with respect to the algebraic Weyl
structure, commutativity of ◦ follows immediately from the Jacobi identity. The Jordan
identity (7.4) follows by a direct calculation via the Jacobi identity which we omit;
see [143]. To see that e is a unit for ◦, note that e = −2F−1f (f) is the element from
Proposition 7.6(3) which satisfies [e, f ] = 2ξq. Therefore e◦x = 12 [[e, f ], x] = [ξq, x] = x
for all x ∈W as required.
Further details may be found in [118, 130, 143]; see also [27, §1.4] and [28, §7].
Dually,W∗ becomes a unital semisimple Jordan algebra with product α◦β := 12 [[α, e], β]
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for all α, β ∈ W∗. The sl2-triple (e, [e, f ], f) integrates to a group homomorphism
ϕ : SL(2,C) → H such that the adjoint action of ϕ ([ 0 1−1 0 ]) induces an isomorphism
of Jordan algebras between W and W∗; see [115, §2]. Of course, the regular element
f ∈ W∗ need not be unique. Jordan products induced by different regular elements
correspond to different isotopes of W; see [142].
Remark 7.14. Following work of Tits [174], Koecher [116, 117] and Meyberg [143], a
Jordan algebra (W, ◦) can conversely be embedded into a semisimple Lie algebra h as
follows. By defining
{x, y, z} := (x ◦ y) ◦ z − y ◦ (x ◦ z) + x ◦ (y ◦ z),
we give (W, { · , · , · }) the structure of a Jordan triple system, meaning that { · , · , · }
is symmetric in the last two entries and Lx,y : W → W defined by Lx,y(z) := {x, y, z}
satisfies [Lx,y, Lz,w] = Lz,{x,y,w} − L{y,x,z},w. The space der(W) := {Lx,y | x, y ∈W} is
then a Lie algebra under commutator, acting naturally on W and W∗ in the obvious
way. If the trace form 〈x, y〉 := tr(Lx,y) is non-degenerate, the direct sum
h :=W⊕ der(W)⊕W∗
is a graded semisimple Lie algebra with the brackets
[x, α] = Lx,α, [x, y] = 0 = [α, β], [A, x] = Ax and [A,α] = −α ◦A,
called the Kantor–Koecher–Tits algebra of W; see [28, 68] and the references therein.
An element e in a Jordan algebra (J, ◦) is called an idempotent if e ◦ e = e. Given
multiple idempotents e1, . . . , en, they are orthogonal if ei ◦ ej = δijei for all i, j. As for
commutative rings, there is a Peirce decomposition of J defined as follows. Denote by
me : J→ J the multiplication map by e ∈ J. Then if e is idempotent, Albert proves [3,
Eqn. (13)] that me has minimal polynomial
1
2me(2me − id)(me − id),
i.e. me has eigenvalues 0, 1/2 and 1. Denoting the eigenspaces by Je(λ), it follows that
Je(0) and Je(1) are mutually orthogonal Jordan subalgebras of J, while [3, Thm. 6]
Je(1/2) ◦ Je(1/2) ≤ Je(0) ⊕ Je(1), Je(1) ◦ Je(1/2) ≤ Je(1/2)
and Je(0) ◦ Je(1/2) ≤ Je(1/2).
(7.5)
On the other hand, if e1, e2 are orthogonal idempotents of J then one finds that (a ◦
e1) ◦ e2 = (a ◦ e2) ◦ e1 for all a ∈ J, which lies in the intersection Je1(1/2) ∩ Je2(1/2).
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Suppose now that {e1, . . . , en} is a set of of idempotents for which e1 + · · · + en = e
is the identity in J, and write Ji := Jei(1) and Jij := Jei(1/2) ∩ Jej (1/2) for all i 6= j.
Then Ji is a 1-dimensional vector space, spanned by ei, while the Jij are non-empty by
the above.
Theorem 7.15. Suppose that (J, ◦) is a Jordan algebra with unit e ∈ J, and let
e1, . . . , en ∈ J be pairwise orthogonal idempotents satisfying e1 + · · · + en = e. Then
there is a Peirce decomposition
J =
n⊕
i=1
(
Ji ⊕
⊕
j>i Jij
)
,
where Ji := Jei(1) and Jij := Jei(1/2) ∩ Jej (1/2) for i 6= j.
The Peirce decomposition was first considered by Jordan, von Neumann and Wigner
in the seminal paper [107] for so-called “totally real” Jordan algebras. The general case
was developed by Albert [3, p. 559]. For later use, (7.5) and the Peirce decomposition
allow us to prove the following multiplication properties for the eigenspaces [3, Thm.
12].
Corollary 7.16. The idempotent eigenspaces satisfy
Ji ◦ Ji ≤ Ji, Ji ◦ Jij ≤ Jij , Ji ◦ Jj = Jij ◦ Jkℓ = 0,
Jij ◦ Jjk ≤ Jik and Jij ◦ Jij ≤ Ji ⊕ Jj
for all distinct indices i, j, k, ℓ.
The Peirce decomposition provides the crucial structural step in analysing the alge-
braic structure of the isotropy R-space G · p; this is the subject of the next subsection.
7.2.2 Structure of g and W
The aim of this subsection is to describe the structure of G · p and the g-representation
W. This is done in the following.
Theorem 7.17. Let H · q be a self-dual symmetric R-space with infinitesimal isotropy
representation W := h/q and isotropy R-space G · p. Then:
(1) G · p is a symmetric R-space; and
(2) The p⊥-filtration of the g-representation W induced by h/q has height two.
The proof of Theorem 7.17 will require some preliminary work involving the struc-
ture theory of h and g, as well as their parabolic subalgebras q and p. It suffices to
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see that both g and W decompose into a direct sum of three eigenspaces with respect
to an algebraic Weyl structure for p. The graded properties of g and W are clearly
unchanged by complexification, so we may assume that H · q is complex. Moreover by
Lemma 7.10, it suffices to consider the case when h is simple.
Remark 7.18. Using the classification of symmetric R-spaces [22], one can easily check
that Theorem 7.17 does not require that H · q is self-dual. F. Burstall has recently
provided a much simpler proof than the one presented here, that benefits from not
requiring self-duality.
Choose algebraic Weyl structures ξq ∈ z(q0) for q ≤ h and ξp ∈ z(p0) for p ≤ g.
Then ξq and ξp are linearly independent, since otherwise ξp would act trivially on the
whole of g, implying that ξp = 0. As in Lemma 2.6, we can extend {ξq, ξp} to a basis
for a Cartan subalgebra t with root system ∆ ⊂ t∗ and positive subsystem ∆+ ⊂ ∆ of
h. This identifies q and p with standard parabolic subalgebras of h and g. Evidently
any two such Cartan subalgebras are conjugate by the action of P 0; since P 0 preserves
the graded structure of g and W, the choice of t is inconsequential for our purposes.
Convention 7.19. We normalise the Killing form of h so that 〈α,α〉 = 2 for all long
roots α ∈ ∆ ⊂ t∗.
Let ∆0 ⊂ ∆+ be the set of simple roots and let β ∈ t∗ be the corresponding highest
root of h. It is well-known that β is a long root, whence 〈β, β〉 = 2 by Convention 7.19.
Since h is simple, q is the standard parabolic given by crossing a single simple root
αr ∈ ∆0. Writing β =
∑
iniαi as a sum of simple roots, by assumption we have
htq(β) = nr = 1; equivalently, β(ξr) = 1 for ξ1, . . . , ξℓ ∈ t dual to α1, . . . , αℓ ∈ ∆0.
As in the discussion following Lemma 2.12, the algebraic Weyl structure ξq provides
an isomorphism h ∼= W ⊕ q0 ⊕ W∗, with the grading given by q-height. In particular
htq(α) ∈ {+1, 0,−1} for all α ∈ ∆, with htq(β) = 1 and therefore hβ ≤W.
Lemma 7.20. [45, Lem. 3.7]. αr is a long root.
Proof. Consider the dual root system ∆∗, consisting of roots α∗ := 2〈α,α〉α for α ∈ ∆.
A simple subsystem for ∆∗ is then given by the duals α∗i of the simple roots αi ∈ ∆0.
Write the highest root β =
∑
iniαi ∈ ∆. Therefore
β∗ =
2
〈β, β〉 β =
∑
i
2
〈αi, αi〉
ni〈αi, αi〉
〈β, β〉 αi =
∑
i
ni〈αi, αi〉
〈β, β〉 α
∗
i ,
so that the ni
〈αi,αi〉
〈β,β〉 are integers. However by assumption we have htq(β) = nr = 1, so
that we necessarily have αr long.
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Consider the fundamental weight ωr corresponding to αr. Then if α =
∑
iniαi ∈ ∆
is any root, 〈ωr, α〉 =
∑
ini〈ωr, αi〉 = 12nr〈αr, αr〉 = nr = htq(α). Therefore the
q-height is given by the inner product with ωr.
Recall that roots α, β ∈ ∆ are strongly orthogonal if neither of α± β are roots. In
particular, strongly orthogonal roots α, β generate commuting sl2-triples [1].
Lemma 7.21. Roots α, β ∈ ∆ of q-height one are strongly orthogonal if and only if
they are orthogonal.
Proof. It is well-known that strong orthogonality implies orthogonality: indeed, if nei-
ther of α±β are roots then the β-root string through α consists solely of α, so we must
have 〈α, β〉 = 0. Conversely, suppose that α, β are orthogonal. Then α+β cannot be a
root since it would have q-height two; the β-root string through α then consists solely
of α again, from which 〈α, β〉 = 0 implies that α− β is not a root either.
We are going to construct a maximal sequence (βn, . . . , β0) of orthogonal long roots
of q-height one. We will fix a particular sequence shortly; for now, take (βn, . . . , β0)
to be any maximal sequence of such roots. In particular, the βi are mutually strongly
orthogonal by Lemma 7.21 and satisfy 〈βi, βj〉 = 2δij .
Assumption 7.22. We assume henceforth that n > 0.
We will interpret this later as excluding projective parabolic geometries over zero-
dimensional manifolds; in the mean time, the reader may consult the tables in [1,
§3–5] for reassurance. To construct our particular choice of (βn, . . . , β0), we need the
following lemma from [159, §2]; we shall need details from the proof, so include it for
the reader’s convenience. Let Wg be the Weyl group of g, viewed as a subgroup of the
Weyl group Wh of h via the algebraic Weyl structure ξ
q.
Lemma 7.23. Let Wg be the Weyl group of g. Then:
(1) Wg acts transitively on the set of q-height one long roots.
(2) For each n ≥ 0, Wg acts transitively on all orthogonal sequences (βn, . . . , β0) of
q-height one roots of a fixed length.
(3) Every maximal orthogonal sequence of q-height one long roots has the same length.
Proof. (1) This is a special case of [159, Lem. 2.6]. Let α ∈ ∆0 r {αr} be a q-height
zero simple root. Then for any β ∈ ∆ with htq(β) = 1, we have
〈σα(β), ωr〉 = 〈β − 2〈β,α〉〈α,α〉 α, ωr〉 = 〈β, ωr〉 − 2〈β,α〉〈α,α〉 〈α, ωr〉 = 1,
so that σα(β) is also of q-height one. Since these simple reflections generate the Weyl
group Wg of g (viewed as a subgroup of Wh), it follows that Wg preserves the set
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of q-height one roots. Now consider two orbits, represented by roots β, β′ which we
suppose are chosen to be maximal with respect to the root partial ordering. Then for
any α ∈ ∆0 r {αr} we have that σα(β) = β − 2〈β,α〉〈α,α〉 α is a root of q-height one, so that
〈β, α〉 ≥ 0 by maximality of β within its orbit. Moreover 〈β, αr〉 ≥ 0 since otherwise
σαr(β) = β + αr would be a root of q-height two. Therefore 〈β, α〉 ≥ 0 for all α ∈ ∆0,
so that β is dominant. Similarly β′ is dominant; but there is a unique dominant long
root, so that the two orbits must coincide.
(2) This is [159, Prop. 2.8]. By (1) we may conjugate the sequence by an element of
Wg and assume that βn = β, the highest root of h. If 〈βn, αr〉 6= 0 then since βn+αr is
not a root, we must have 〈βn, αr〉 > 0. Since βn is a dominant weight for h, it is a non-
negative integral linear combination of the fundamental weights. Then 〈βn, αr〉 > 0
implies that the coefficient of ωr is positive, so that 〈βn, α〉 > 0 for all positive roots
α ∈ ∆+. However any root of q-height one is necessary positive, having a coefficient
one of the simple root αr, so since 〈βn, βn−1〉 = 0 we must have 〈βn, αr〉 = 0.
Now αr and the remaining βi lie in the root subsystem 〈βn〉⊥ ⊂ ∆. Although
this may not be irreducible, its irreducible component containing αr also contains the
remaining βi since they have q-height one. Writing ∆0 for the roots of g, the Weyl
group of ∆0 ∩ 〈βn〉⊥, viewed as a subgroup of Wg, acts transitively on the q-height
one roots in 〈βn〉⊥. Therefore we may assume that βn−1 is the highest root of the
irreducible component of 〈βn〉⊥ containing αr. Proceeding inductively, we see that Wg
acts transitively as required.
(3) This follows immediately from (2).
We may therefore assume that our maximal sequence (βn, . . . , β0) is constructed as
follows: βn = β, the highest root of h, and we inductively define βi to be the highest
root of the irreducible component of 〈βn, . . . , βi+1〉⊥ containing αr. This construction is
familiar in the context of hermitian symmetric spaces [183, Eqn. (3.2)], and apparently
is originally due to Harish-Chandra.
Lemma 7.24. β0 = αr.
Proof. Since H · q is self-dual, the standard parabolic q is conjugate to the standard
opposite parabolic qˆ, which occurs if and only if the corresponding parabolic normalisers
Q := NH(q) and Qˆ := NH(qˆ) of H are conjugate. There is a natural isomorphism of
the Weyl group Wh of h with the quotient NH(t)/ZH (t) of the adjoint normaliser of
the Cartan subalgebra t by the centraliser of t [60, Thm. 3.2.19(1)], and it follows from
the Bruhat decomposition [158, §6.4] that Q, Qˆ are in fact conjugate by an element
w ∈Wh; see Remark 7.25(2) below. It is proved in [159, Prop. 3.12] that we may take
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w to be the element wn := σβ0 ◦ · · · ◦ σβn . In particular, wn takes roots of q-height
k ∈ {+1, 0,−1} to roots of q-height −k.
Since αr ≤ β0 in the root partial ordering, if β0 6= αr then maximality of the
sequence (βn, . . . , β0) implies that 〈αr, β0〉 6= 0. We must then have 〈αr, β0〉 > 0, since
β0+αr is not a root. Therefore the Cartan integer 〈αr, β0〉 = 1; indeed, 〈αr, β0〉 ∈ {1, 2}
and 〈αr, β0〉 = 2 would imply that β0 = αr by the Cauchy–Schwarz inequality. In
particular, σαr(β0) = β0 − αr is a positive root of q-height zero. Since 〈αr, βi〉 = 0 for
i > 0 by construction, it follows that
wn(αr) := αr −
n∑
i=0
〈βi, αr〉βi = αr − β0,
so that wn takes a root of q-height one to a root of q-height zero. But this contradicts
self-duality of H · q by the first paragraph, implying that β0 = αr as required.
Remark 7.25. (1) One can check that β0 6= αr when H · q is not self-dual. As an
example, crossing node k ≤ n + 1 in sl(2n + 2,C) yields a maximal orthogonal se-
quence given by βi = αk−i + · · · + α2n+2−k+i for i = k − 1, . . . , 0. In particular,
β0 = αk + · · · + α2n+2−k 6= αk unless k = n+ 1, i.e. unless we cross the central node.
(2) More carefully, it suffices to see that w and wn lie in the same coset of the Cartan
subgroup ZH(t) in Wh ∼= NH(t)/ZH (t). This is because elements of ZH(t) act on H
preserving the grading, thus having no effect on the conjugacy between Q and Qˆ.
Choose an sl2-triple {ei, hi, fi} corresponding to each βi, where ei ∈ hβi ≤ W,
fi ∈ h−βi ≤ W∗ and hi := [ei, fi] ∈ t. By Convention 7.19, the corresponding co-
root is β∨i :=
2
〈βi,βi〉hi = hi. Moreover since the βi are strongly orthogonal, we have
[ei, fj ] = δijhi for all i, j. It follows that
e :=
n∑
i=0
ei ∈W, f :=
n∑
i=0
fi ∈W∗, and h :=
n∑
i=0
hi ∈ t
satisfies h = [e, f ] and hence {e, h, f} is also an sl2-triple for h. Thus the {ei, hi, fi}
generate commuting subalgebras isomorphic to sl(2,C), with the subalgebra generated
by {e, h, f} the diagonal subalgebra in their direct sum.
Lemma 7.26. Ff := (ad f)
2 :W→W∗ is a linear isomorphism.
Proof. We will show that the linear map 14(ad e)
2 : W∗ → W is inverse to Ff . For
α ∈ ∆ a root of q-height one and all x ∈ hα ≤W, the Jacobi identity yields
(ad e)2(ad f)2(x) = [e, [e, [f, [f, x]]]]
= [e, [h, [f, x]]] + [e, [f, [h, x]]]
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= −2[e, [f, x]] + 2[h, [h, x]]
= −2[h, x] + 2[h, [h, x]]
= 2α(h) (α(h) − 1) x. (7.6)
Since 〈βi, βj〉 = 2δij , the root reflections σβi through βi mutually commute and hence
wn(α) := (σβ0 ◦ · · · ◦ σβn)(α) = α−
n∑
i=0
〈α, βi〉βi
is a root of q-height 1 −∑ni=0〈α, βi〉 ∈ {+1, 0,−1}. Since the βi are all long roots,
〈α, βi〉 = 2〈α,βi〉〈βi,βi〉 is integral for all i = n, . . . , 0. Therefore either 〈α, βi〉 = 2 for a
unique i, with 〈α, βj〉 = 0 for j 6= i; or 〈α, βi〉 = 1 for at most two i, with 〈α, βj〉 = 0
otherwise; or 〈α, βi〉 = 0 for all i. The last case cannot occur, since by Lemma 7.24
the root subsystem 〈βn, . . . , β0〉⊥ ⊆ 〈αr〉⊥ contains no roots of q-height one. The
case where 〈α, βi〉 = 1 for a unique i also cannot occur, since this contradicts self-
duality of H · q as in the proof of Lemma 7.24. The remaining two cases both give
α(h) =
∑n
i=0〈α, βi〉 = 2, yielding (ad e)2 ◦ (ad f)2 = 4 id by (7.6).
Note that Lemma 7.26 gives an alternative proof of the implication (1)⇒(2) from
Proposition 7.6. Indeed, we have explicitly constructed a regular element f ∈ q⊥.
Corollary 7.27. h = [e, f ] is equal to twice the algebraic Weyl structure ξq of q.
Proof. Lemma 7.26 equivalently states that f ∈W∗ is a regular element. Since Ff (e) =
[[e, f ], f ] = [h, f ] = −2f , we obtain that e = −2F−1f (f) is the corresponding element
from Proposition 7.6(3) with [e, f ] = 2ξq.
By Meyberg’s Theorem 7.13, the sl2-triple {e, h, f} induces dual Jordan algebra
structures on W and W∗, defined by
x ◦ y := 12 [[x, f ], y] and α ◦ β := 12 [[α, e], β]
for all x, y ∈W and α, β ∈W∗. Since we have chosen the βi with root spaces contained
in W, we shall work predominantly with the Jordan multiplication on W.
Lemma 7.28. The ei ∈W are mutually orthogonal Jordan idempotents.
Proof. Lemma 7.21 gives ei ◦ ej = 12 [[ei, f ], ej ] = 12 [hi, ej ] = δijei for all i, j.
By Theorem 7.15 we consequently have a Peirce decomposition1
W =
n⊕
i=0
(
Wi ⊕
⊕
j>iWij
)
, (7.7)
1The idea to utilise the Peirce decomposition and strongly orthogonal roots comes from [115].
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where the Jordan eigenspaces are defined by
Wi := {x ∈W | ei ◦ x = x}
and Wij := {x ∈W | ei ◦ x = 12x = ej ◦ x}.
(7.8)
In terms of root data, if x ∈ hα ≤ Wi then x = ei ◦ x = 12 [hi, x] = 12〈α, βi〉x, giving
〈α, βi〉 = 2 and hence α = βi by the Cauchy–Schwarz inequality. On the other hand
for x ∈ hα ≤ Wij , a similar line of argument gives 〈α, βi〉 = 〈α, βj〉 = 1. Combined
with the multiplication properties of Corollary 7.16, it follows that
Wi = hβi = 〈ei〉
and Wij = 〈hα | 〈βi, α〉 = 〈βj , α〉 = 1 and 〈βk, α〉 = 0 ∀k 6= i, j〉.
In particular, Wi is 1-dimensional spanned by ei. There is a dual Peirce decomposition
W∗ =
⊕n
i=0
(
W∗i ⊕ ⊕j>iW∗ij
)
defined in much the same way.
Now we turn to describing the root data of the semisimple part g of q0. The roots
of g are precisely the roots of h of q-height zero, with simple subsystem ∆0r {αr}. By
Lemma 2.6, the corresponding Cartan subalgebra is
t0 := 〈α∨ | α ∈ ∆0 r {αr} 〉 = {H ∈ t |ωr(H) = 0} . (7.9)
The isotropy R-space G · p is, by definition, induced by the stabiliser of the lowest
weight orbit in W. IdentifyingW = h/q = H0(q
⊥;W) using Corollary 2.29, the highest
weight of g on W is the restriction βn|t0 of the highest root of h to t0. Note that
βn|t0 = 0 if and only if 〈βn, α〉 = 0 for all α ∈ ∆0 r {αr}; since n > 0, we have
〈βn, αr〉 = 0 automatically, and thus βn|t0 6= 0. Moreover αr|t0 6= 0: the expansion of
αr in fundamental weights is αr = 2ωr+
∑
i 6=r
2〈αr ,αi〉
〈αi,αi〉 ωi, which has a non-zero coefficient
for at least one other ωi by connectedness of the Dynkin diagram of h.
Lemma 7.29. Let wg be the longest element of Wg. Then wg(βn) = αr.
Proof. Since αr and βn are both long roots of q-height one, Lemma 7.23(1) provides
an element w ∈ Wg such that w(βn) = αr. Then w ≤ wg in the Bruhat order on Wg,
implying that αr = w(βn) ≥ wg(βn) since βn is dominant. But by definition αr is the
least root of q-height one, so that wg(βn) = αr as required.
Since the highest weight of the g-representation W∗ is −wg(βn|t0), it follows from
Proposition 2.22 that the standard parabolic p ≤ g is associated to the subset
Σ :=
{
α ∈ ∆0 r {αr}
∣∣ 〈α,αr〉 6= 0} ⊆ ∆0 (7.10)
of q-height zero simple roots.
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As a final ingredient, consider the Lie algebra automorphism σ : h→ h induced by
the sl2-triple (e0, h0, f0), defined by
σ(y) := exp(e0) exp(−f0) exp(e0) · y. (7.11)
The inverse is given explicitly by σ−1(y) = exp(−e0) exp(f0) exp(−e0) · y.
Lemma 7.30. [53, Prop. 2.33] Consider the automorphism σ defined by (7.11). Then:
(1) σ preserves t, where it restricts to the root reflection through β0 = αr.
(2) For every α ∈ ∆, we have σ(hα) = hσ(α).
Proof. (1) The automorphism σ restricts to the identity on ker β0 and maps hβ0 to
h−β0 , so that σ(H) = H − β0(H)h0 = σβ0(H) for all H ∈ t.
(2) For all x ∈ hα and H ∈ t we have
[H,σ(x)] = σ([σ−1(H), x]) = σ([σ(H), x])
= σ(α(σ(H))x) = (σ(α))(H)σ(x),
giving σ(hα) ⊆ hσ(α). Since both root spaces are 1-dimensional and σ is an automor-
phism, this is an equality.
We are finally in a position to prove Theorem 7.17.
Proof of Theorem 7.17. It suffices to describe the eigenspaces of the algebraic Weyl
structure ξp of p, so our first task is to identify ξp. We first calculate how σ(ξq) = 2σ(h)
acts on root spaces hα contained in g. Then htq(α) = 0, so we may write α =
∑
i 6=r aiαi
for some ai ∈ Z with the same signs. For all x ∈ hα we have
[σ(h), x] = σ([h, σ−1(x)])
= σ((σ−1(α))(h)σ−1(x))
= α(h − 2h0)x
= α(h)x − 2∑i 6=r ai〈αr, αi〉x
by Lemma 7.24. The first term here vanishes, since it equals α(h)x = [h, x] =
2(htq(α))x = 0 by Corollary 7.27. Since αi + kαr is not a root for k > 1, it fol-
lows from (7.10) that 〈αr, αi〉 = −1 for all αi ∈ Σ. On the other hand, 〈αr, αi〉 = 0 for
αi ∈ ∆0 r ({αr} ∪ Σ), and the above gives [σ(h), x] = 2
(∑
i :αi∈Σ ai
)
x = 2(htp(α))x.
Therefore σ(h) acts by twice the p-height on root spaces contained in g. Since h ∈
t ≤ g ⊕ z(q0), we conclude that σ(h) ∈ z(p0) ⊕ z(q0). In particular since z(q0) is 1-
dimensional and spanned by ξq, we have ξp = σ(ξq) − kξq for some k ∈ R for which
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ξp ∈ t0. By the description (7.9) of t0, we require that k satisfies
0 = ωr(ξ
p) = ωr(σ(ξ
q)− kξq)
= ωr((1− k)ξq − β0(ξq)h0)
= 12ωr ((1− k)(hn + · · ·+ h0)− β0(hn + · · ·+ h0)h0)
= 12(1− k)(n + 1)− 1.
Therefore k = n−1n+1 and consequently
ξp = σ(ξq)− n−1n+1ξq = 2n+1ξq − h0 (7.12)
We can now complete the proof.
(1) Since ξq acts trivially on g ≤ q0, we have [ξp, x] = σ([ξq, σ−1(x)]) = htq(σ(α))x and
thus htp(α) = htq(σ(α)) for all α ∈ ∆ with hα ≤ g. Since q is an abelian parabolic, it
remains to prove that each eigenspace occurs. For this, note that p0 ≤ q0 has p-height
zero, while σ(W0i) and σ(W
∗
0i) consist respectively of root spaces of p-height ±1.
(2) It remains to identify the eigenspaces of ξp on W. Given a root α of q-height one,
the descriptions (7.8) give hα ≤Wi if and only if α = βi, so that σ(α) = α for i 6= 0 and
σ(α) = −α for i = 0. On the other hand, hα ≤Wij if and only if 〈α, βi〉 = 1 = 〈α, βj〉
and 〈α, βk〉 = 0 for all k 6= i, j, so that σ(α) = α for j 6= 0 and σ(α) = α−β0 for j = 0.
It follows that σ(ξq) acts on Wi by the identity for i > 0, and by −1 for i = 0; while it
acts on Wij by +1 for j > i > 0, and trivially for j > i = 0. Since ξ
q acts on all root
spaces contained in W by the identity, we conclude from above that
[ξp, x] = 2n+1x ∀x ∈
n⊕
i=1
(
Wi ⊕
⊕
j>iWij
)
[ξp, x] = −n−1n+1x ∀x ∈
n⊕
i=1
W0i
and [ξp, x] = − 2nn+1x ∀x ∈W0,
(7.13)
which is the eigenspace decomposition of W as a p0-representation. Therefore W has
three graded components, hence height two as a g-representation.
Remark 7.31. We observed above that a simple root α ∈ ∆0 r {αr} lies in Σ if and
only if 〈αi, αr〉 = −1. Since both α and αr are simple roots, α− αr is not a root and
hence 〈α,αr〉 ≤ 0. Moreover since q is an abelian parabolic α + 2αr is not a root.
Consequently 〈α,αr〉 = −1 is the only non-zero option. In particular, to form p we
cross the nodes of the Dynkin diagram of g that were connected to crossed nodes in the
Dynkin diagram of q. This makes the classification in Section 7.3 very straightforward.
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7.2.3 The Z2-grading
Theorem 7.17 describes the structure of g and W as p0-representations, with respect
to algebraic Weyl structures for q and p. We can use this to describe h as a p0-
representation, and the Lie brackets between various irreducible components. For this,
we first identify the summands of W with certain p0-representations.
Consider an irreducible g-representation V whose p⊥-filtration has height k and
socle V0. Since H0(p
⊥;V) := V/(p⊥ · V), there is a natural linear map
Ψ : H0(p
⊥;V)→ Hom(⊗kp⊥,V0)
Ψ[v](α1 ⊗ · · · ⊗ αk) := α1 · (α2 · · · (αk · v)).
(7.14)
Then Ψ is well-defined since V0 is, by definition, the kernel of the p
⊥-action; moreover
since p⊥ is abelian, Ψ takes values in Hom(Skp⊥,V0). In the case that V is an irreducible
g-representation, H0(p
⊥;V) is an irreducible p-representation and therefore by Schur’s
lemma Ψ is an isomorphism onto its image, which is an irreducible p-subrepresentation
of Hom(Skp⊥,V0). Applying this to the case V =W, we deduce the following.
Proposition 7.32. Let L∗ := W0 be the p⊥-socle of W. Then with respect to any
algebraic Weyl structure for p, we have
W ∼= (L∗ ⊗ B)⊕ (L∗ ⊗ g/p)⊕ L∗
for a p-subrepresentation B ≤ S2(g/p).
Proof. By Lemma 7.10, it suffices to suppose that h is simple, in which case W is
an irreducible g-representation and L∗ is 1-dimensional by the theory of Subsection
7.2.2. By Theorem 7.17(2) there are three graded components of W, and hence k = 2
in (7.14). Then by definition, the lowest and highest weight summands are L∗ and
H0(p
⊥;W) := W/(p⊥ ·W) respectively, and using the map Ψ from (7.14) we identify
H0(p
⊥;W) with L∗ ⊗ B ≤ Hom(S2p⊥, L∗) for some irreducible p-subrepresentation
B ≤ S2(g/p). Thus it remains to identify the graded component W(1) := (p⊥ ·W)/L∗.
Since p is an abelian parabolic by Theorem 7.17(1), the action of p⊥ in the filtration
W ⊃ p⊥ ·W ⊃ L∗ ⊃ 0 ofW can only lower the weight by at most one. Then the action of
g on L∗ induces a linear map L∗⊗g→ p⊥ ·W. By composing with the quotient by L∗ we
obtain a linear map L∗⊗g։ (p⊥ ·W)/L∗ which vanishes identically on L∗⊗p since the
action of p is filtration preserving, thus giving a linear map q : L∗⊗ (g/p)→ (p⊥ ·W)/L∗
which surjects by construction. Finally, observe that an element λ⊗ (X+p) ∈ L∗⊗ g/p
lies in ker q if and only if X · λ ∈ L∗, if and only if X ∈ p, so that q is also injective
and hence an isomorphism.
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We will frequently omit the tensor product symbol when tensoring with elements
of L or L∗. The following is immediate from the isomorphism W(1) ∼= L∗ ⊗ g/p.
Corollary 7.33. Under the identifications of Proposition 7.32, the Lie bracket between
λ ∈ L∗ and X ∈ g/p is given by [λ,X] = λX ∈ L∗ ⊗ g/p.
In terms of the Peirce decomposition (7.7), we may identify2
L∗ ⊗ B =
n⊕
i=1
(
Wi ⊕
⊕
j>iWij
)
L∗ ⊗ g/p =
n⊕
i=1
W0i
L∗ =W0.
Moreover, by (7.13) any algebraic Weyl structure for p acts on these summands by
multiplication by 2n+1 , −n−1n+1 and − 2nn+1 respectively. This is precisely the idempotent
decomposition of W with respect to the single idempotent e0.
It follows from Lemma 7.23(2) that the Jordan eigenspaces Wij all have the same
dimension, say r := dimWij .
3 This leads to the following dimension formulae.
Corollary 7.34. We have dimW = 12(n+ 1)(rn + 2) and dim(g/p) = rn, and conse-
quently dimB = 12n(rn− r + 2).
For projective parabolic geometries, the Cartan condition then implies that M has
dimension rn. This justifies why we ignored the case n = 0 in Assumption 7.22, since
it corresponds to a projective parabolic geometry over a zero-dimensional manifold.
Definition 7.35. We shall refer to r and n respectively as the scalar parameter and
projective dimension of a projective parabolic geometry.
Recall that a Lie algebra h is said be Z2-graded if h =
⊕
(i,j)∈Z2 h(i,j) such that
[h(i1,j1), h(i2,j2)] ⊆ h(i1+i2,j1+j2). That is, each h(i) :=
⊕
j∈Z h(j,i−j) is a graded com-
ponent of h. We have the following as a direct consequence of Theorem 7.17 and
Proposition 7.32, which is the key result that allows us to compute Lie brackets in h.
Theorem 7.36. The choice of algebraic Weyl structures for q ≤ h and p ≤ g induces
the Z2-grading of the Lie algebra h pictured in Figure 7.1.
Using the Z2-grading, each (a, b) ∈ Z induces a Z-grading of h: this is the grading
with algebraic Weyl structure bξq + aξp, which corresponds to the grading given by
2This is why we labelled the highest root of h by βn, rather than β0 as is arguably more logical.
3Alternatively, Albert proves this directly using Jordan-theoretic methods [3, Thm. 13].
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h∼=
W ∼= (L∗ ⊗ B) ⊕ (L∗ ⊗ g/p) ⊕ L∗
⊕ ⊕ ⊕ ⊕
q0 ∼= g/p ⊕ (p0 ⊕ z(q0)) ⊕ p⊥
⊕ ⊕ ⊕ ⊕
W∗ ∼= L ⊕ (L⊗ p⊥) ⊕ (L⊗ B∗).
(7.15)
Figure 7.1: The Z2-grading on h described by Theorem 7.36.
stepping a line of gradient b/a through (7.15). For example, choosing (1, 0) yields the
grading h ∼=W⊕ q0 ⊕W∗, while the slope (1, 1) yields a |2|-grading
h ∼= (L∗ ⊗ B)⊕ (g/p⊕ (L∗ ⊗ g/p)) ⊕ (L⊕ (p0 ⊕ z(q0))⊕ L∗)
⊕ ((L⊗ p⊥)⊕ p⊥)⊕ (L⊗ B∗).
Note that this map from Z2 to Z-gradings of h is not injective: for example, the pairs
(ka, kb) yield the same “diagonal” Z-grading for all k ∈ N.
The automorphism σ defined by (7.11) may be viewed as a “reflection” of the
diagram (7.15) as follows.4 From the relation (7.12), for any x ∈ L∗ ⊗ g/p we have
[ξq, x] = x and [ξp, x] = −n−1n+1x by (7.13). Consequently Lemma 7.30(2) gives
[ξq, σ(x)] = σ([σ(ξq), x]) = σ([ξp + n−1n+1ξ
q, x]) = 0
and [ξp, σ(x)] = σ([ξq − n−1n+1σ(ξq), x]) = σ([ξq − n−1n+1(ξp + n−1n+1ξq), x]) = x,
implying that σ(x) ∈ g/p. Therefore σ(L∗⊗ g/p) = g/p; similarly we have σ(L⊗ p⊥) =
p⊥, σ(L) = L∗, while σ preserves L∗ ⊗ B, L ⊗ B∗ and p0 ⊕ z(q0). In particular,
σ exchanges the horizontal and vertical gradings of h. Consequently σ induces dual
Jordan algebra structures on W˜ := (L∗⊗B)⊕ g/p⊕ L and W˜∗ := L∗⊕ p⊥⊕ (L⊗B∗),
with Jordan products defined by x ◦˜ y := σ(σ−1(x) ◦ σ−1(y)).
Up to the overall normalisation fixed by Convention 7.19, the Killing form on h
is the orthogonal direct sum of the Killing form on g, the standard inner product
on z(q0) and the (symmetrised) pairing W ×W∗ → C. We chose the normalisation
Convention 7.19 so that the Killing form between dual summands is simply the natural
contraction. In particular,
〈h, θ〉 = θyh, 〈Z, η〉 = η(Z), 〈ℓ, λ〉 = ℓλ and 〈X,α〉 = α(X)
for (h,Z, λ) ∈ W, (X,α) ∈ g/p⊕ p⊥ and (ℓ, η, θ) ∈ W∗. We can now calculate a large
4But note that perhaps σ2 6= id in general, since Lemma 7.30(2) only guarantees that σ2(hα) = hα.
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number of algebraic brackets between the summands of (7.15).
Theorem 7.37. Consider elements
(h,Z, λ) ∈W ∼= (L∗ ⊗ B)⊕ (L∗ ⊗ g/p) ⊕ L∗,
(X,A,α) ∈ q0 ∼= g/p⊕ (p0 ⊕ z(q0))⊕ p⊥
and (ℓ, η, θ) ∈W∗ ∼= L⊕ (L⊗ p⊥)⊕ (L⊗ B∗),
(7.16)
as well as their primed counterparts. Then with normalisation conventions as above,
Lie brackets between the various summands in h are given by Table 7.1.
h′ Z ′ λ′ X ′ A′ α′ ℓ′ η′ θ′
h 0 0 0 0 [h,A
′]
∈L∗⊗B
h(α′, · )
∈L∗⊗g/p 0
−h(η′, · )
∈ g/p
[h, θ′]
∈ p0⊕z(q0)
Z 0 0 [Z,X
′]
∈L∗⊗B
[Z,A′]
∈L∗⊗g/p
α′(Z)
∈L∗
−ℓ′Z
∈ g/p
[Z, η′]
∈ p0⊕z(q0)
−θ′(Z, · )
∈ p⊥
λ 0 λX
′
∈L∗⊗g/p
2(tr A′)
r(n+1) λ
∈L∗ 0
[λ, ℓ′]
∈ p0⊕z(q0)
−λη′
∈ p⊥ 0
X 0 −A′X∈ g/p
[X,α′]
∈ p0 0
η′(X)
∈L
θ′(X, · )
∈L⊗p⊥
A AA
′−A′A
∈ p0
−α′ ◦ A
∈ p⊥
2(tr A)
r(n+1)ℓ
′
∈L
[A, η′]
∈L⊗p⊥
[A, θ′]
∈L⊗B∗
α 0 ℓ
′α
∈L⊗p⊥
[α, η′]
∈L⊗B∗ 0
ℓ 0 0 0
η 0 0
θ 0
Table 7.1: Lie brackets between the various summands of h according to the Z2-
grading (7.15), where the entry labelled by row x and column y is the bracket [x, y].
Elements are defined in (7.16), the colouring pertains to the proof of Theorem 7.36,
and the empty part of the table may be determined by skew-symmetry.
Proof. SinceW andW∗ are abelian Lie algebras, all brackets in the top-left and bottom-
right squares of Table 7.1 are zero. Moreover [X,X ′] = 0 and [α,α′] = 0 by Theo-
rem 7.17(1), while the form of the Z2-grading implies that the brackets [h,X ′], [λ, α′],
[h, ℓ′], [λ, θ′], [X, ℓ′] and [α, θ′] all vanish. This accounts for all the zeroes in Table 7.1.
Next, we have [λ,X] = λX ∈ L∗ ⊗ g/p by Corollary 7.33. From the Z2-grading
we know that [η, λ] ∈ p⊥. Since the Killing form between L⊗ p⊥ and L∗ ⊗ g/p is just
the contraction, it follows that 〈[η, λ],X〉 = 〈η, [λ,X]〉 = η(λX) for all X ∈ g/p, so
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that [η, λ] = λη ∈ p⊥ by non-degeneracy. Similarly [X, η] ∈ L, for which 〈[X, η], λ〉 =
〈X, [η, λ]〉 = η(λX) and hence [X, η] = η(X) ∈ L.
The reflection σ allows us to ascertain the Lie bracket [ℓ, α]: since L = σ(L∗)
and p⊥ = σ(L ⊗ p⊥), we may write ℓ = σ(λ) and α = σ(η), for which [ℓ, α] =
σ([λ, η]) = −σ(λη). Since σ is defined in terms of the adjoint action, the Leibniz rule
gives σ(λη) = σ(λ) ⊗ σ(η) = ℓα and hence [ℓ, α] = −ℓα. Arguing as in the previous
paragraph, it follows also that [Z,α] = α(Z) ∈ L∗ and [Z, ℓ] = −ℓZ ∈ g/p.
The bracket [h, α] may be calculated using the map (7.14). By construction, h ∈
L∗ ⊗ B is identified with the linear map α ⊗ β 7→ h(α, β) := [α, [β, h]]. Since [β, h] ∈
L∗⊗g/p, the above gives h(α, β) = −α([β, h]) ∈ L∗, which implies that [h, α] = h(α, · ).
For [θ,X] ∈ L⊗ p⊥, we identify L⊗ B∗ = H0(p⊥;W∗) ∼= H0(g/p;W∗) by (2.4). Thus
θ may be identified with the linear map X⊗ Y 7→ θ(X,Y ) = [X, [Y, θ]], giving [θ,X] =
−θ(X, · ). Writing η = ℓα = [α, ℓ], we then have [h, η] = [[h, α], ℓ] = −ℓh(α, · ) =
−h(η, · ) by the previous computations; [θ, Z] = θ(Z, · ) similarly.
By the grading on g, we view p0 as a subalgebra of gl(g/p) ∼= gl(rn,C) and the
brackets of p0 with g/p and p⊥ are the natural actions; whence [B,X] = BX and
[B,α] = −α◦B for all B ∈ p0. Since z(q0) is abelian and acts trivially on g, the brackets
involving X, A and α follow. Finally, the entries highlighted in light grey depend on
the Lie algebra h and may be determined on a case-by-case basis as in Remark 7.41;
entries highlighted in dark grey will follow from the forthcoming Proposition 7.38.
Note that elements h ∈ L∗ ⊗ B may be viewed as L∗-valued symmetric bilinear
forms on p⊥; indeed (7.14) gives h(α, β) = [[h, α], β] for all α, β ∈ p⊥, for which
h(α, β) = h(β, α) since p⊥ is abelian by Theorem 7.17(1). Similarly, elements θ ∈ L⊗B∗
may be viewed as L-valued symmetric bilinear forms on g/p.
7.2.4 Characterisation of L
Here we describe the role of L, as well as completing the entries of Table 7.1.
Proposition 7.38. ∧rn(g/p) and Lr(n+1)/2 are isomorphic as p0-representations.
Proof. Since dim(g/p) = rn, both ∧rn(g/p) and L are 1-dimensional and hence irre-
ducible p0-representations. By Schur’s lemma the action is by a scalar, so it suffices
to compare the actions of the grading element of p. By (7.13), the algebraic Weyl
structure of p acts on L ∼= W∗0 by multiplication by 2n/(n + 1). Since g/p has weight
one, ∧rn(g/p) has weight
rn =
r(n+ 1)
2
· 2n
n+ 1
and hence the isomorphism follows.
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The isomorphism afforded by Proposition 7.38 may be used to gain information
about the Lie bracket [X,α] ∈ p0 between elements X ∈ g/p and α ∈ p⊥.
Lemma 7.39. [[X,α], ℓ] = α(X)ℓ and [[X,α], λ] = −α(X)λ for all ℓ ∈ L and λ ∈ L∗.
Proof. We have [[X,α], ℓ] = [[X, ℓ], α] + [X, [α, ℓ]] by the Jacobi identity, where the
first summand vanishes since the bracket between g/p and L is trivial. The second
summand equals [X, ℓα] = α(X)ℓ by Table 7.1.
Corollary 7.40. [A, ℓ] = 2r(n+1)(trA)ℓ ∈ L for all A ∈ p0 and ℓ ∈ L. In particular,
[X,α] has trace 12r(n+ 1) as an endomorphism of g/p for all X ∈ g/p and α ∈ p⊥.
Proof. The action of A ∈ P 0 on ∧rn(g/p) is given by multiplication by the determinant
of A. Since the derivative of the determinant is the trace, the action of A ∈ p0 is given
by multiplication by the trace of A. The first claim now follows from Proposition 7.38,
while the second claim follows from Lemma 7.39.
Remark 7.41. Note that Corollary 7.40 proves the dark grey entries in Table 7.1. Indeed,
the brackets [A, ℓ] and [A,λ] follow immediately, while we have
[A,h](α, β) = [A,h(α, β)] − h([A,α], β) − h(α, [A,α])
= − r(n+1)2 h(α, β) + h(α ◦ A, β) + h(α, β ◦ A)
by the Leibniz rule. It also allows us to calculate the light grey entries in terms of
the Lie bracket g/p × p⊥ → p0, which depend on the Lie algebra h in question. For
example, for Z ∈ L∗ ⊗ B and X ∈ g/p we have [Z,X] ∈ L∗ ⊗ B by the Z2-grading.
Therefore by the Jacobi identity
[Z,X](α, β) := [[[Z,X], α], β]
= [[α(Z),X], β] + [[Z, [X,α]], β]
= [αZX, β] + [β(Z), [X,α]] + [Z, [[X,α], β]]
= α(Z)β(X) + α(X)β(Z) + [[X,α], β](Z)
for all α, β ∈ p⊥. The brackets [α, η], [λ, ℓ], [Z, η] and [h, θ] may be determined similarly.
For example, in the case h = sp(2n + 2,C) one finds that p0 = gl(n,C) and [X,α] =
1
2 (α(X)id +X ⊗ α), yielding [Z,X] = X ⊙ Z and [α, η] = α⊙ η.
For the classical projective structures, there was a bijection between the affine space
of Weyl structures and the induced connections on the bundle L associated to L.
Corollary 7.42. For any projective parabolic geometry, there is a bijection between
Weyl structures and their induced connections on L.
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Proof. Let ∇, ∇ˆ be the Weyl connections associated to two Weyl structures, and sup-
pose that ∇ˆ = ∇ + J · , γK for some γ ∈ Ω1(M). Then on sections of L we have
∇ˆℓ = ∇ℓ+ ℓγ, so that the induced connections coincide if and only if γ = 0.
In the terminology of [59, §3.5], this means that L is a bundle of scales for the
underlying parabolic geometry. Corollarys 7.40 and 7.42 may then be viewed as special
cases of Proposition 3.2(2) and Theorem 3.8(1) from [59]. We shall not need this level
of generality here.
Remark 7.43. The Z2-grading from Theorem 7.36 and the Lie brackets calculated in
Theorem 7.37 only require that p is an abelian parabolic andW has height two. There-
fore they go through in the non-self-dual case alluded to in Remark 7.18. The key
difference is that we do not have a Peirce decomposition for W, and cannot identify
an integer r := dimWij. In this case, we find that L ∼= (∧m(g/p))(2w−1)/mw , where
m := dim(g/p) and w := 〈ωr, ωr〉.
7.3 Classification
Having described the algebraic structure associated to a projective parabolic geometry,
we are overdue writing down a classification. This is a straightforward application
of the classification of symmetric R-spaces, which is well-known; see for example [60,
Prop. 3.2.3]. We first give a classification over C in Subsection 7.3.1, before selecting
appropriate real forms in Subsection 7.3.2.
7.3.1 Classification over C
Suppose that h is a complex semisimple Lie algebra with parabolic q, and choose a
Cartan subalgebra t and simple subsystem ∆0 with respect to which q is the standard
parabolic associated to a subset Σ ⊆ ∆0. These choices carry an algebraic Weyl
structure for q with them, hence splitting the q⊥-filtration of h, with grading given
by the Σ-height of roots of h. In particular, the height of q is therefore equal to the
Σ-height of the highest root. It follows that q is an abelian parabolic if and only if the
crossed node corresponds to a one in the highest root, leading to a short and simple
classification of irreducible symmetric R-spaces. Tables of highest roots may be found
in [60, Tbl. B.2] and [103].
To classify the flat models of projective parabolic geometries, it suffices then to
decide which symmetric R-spaces are self-dual, and consider their isotropy R-spaces.
This is straightforward thanks to Proposition 7.8, so it remains to go through each
Dynkin type, determine whether H · q is self-dual, and if so find the algebra g, the
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g-representation W and the parabolic p. The integer n, which by definition equals the
maximal number of orthogonal roots of q-height one, may be read off from the tables
of [1, §3-5]; Corollary 7.34 then gives r = dim(g/p)/n. Equivalently r := dimWij and
n = dim(g/p)/r, so that one may calculate (r, n) from the Peirce decomposition.
Type Ak. The highest root of h = sl(k + 1,C) is the sum of all simple roots, so we
may cross any node to obtain an abelian parabolic q. Crossing the ℓth node determines
a symmetric R-space H · q with minimal embedding H · q →֒ P(∧ℓCCk+1) which, since
the usual involution flips the Dynkin diagram, is self-dual if and only if k = 2m − 1
is odd and we cross the mth node. Thus there is a single self-dual symmetric R-space
of this type, corresponding to h = sl(2m,C) and H · q →֒ P(∧mCC2m), given by the
grassmannian Grm(C
2m) of complex m-planes in C2m.
The Dynkin diagram of the semisimple part g of q0 is given by
g = = sl(m,C)⊕ sl(m,C).
In particular, g is not simple. The adjoint representation of h and the g-representation
W induced by h/q have highest weights
h =
1
1
0
0
0
0
0
0
0 and W =
1
1
0
0
0
0
0
0
= Cm ⊠ Cm.
Then the highest weight of W∗ is supported on the final node of each branch, so that
G · p = = CPm−1 × CPm−1
is a product of projective spaces. The Jordan algebraW is the (complexification of) the
space of m×m hermitian matrices under multiplication, with r = 2 and n = m− 1 =
1
2 (k − 1). In future, it will be convenient to talk about type A2n+1.
Type Bk. The highest root of h = so(2k+1,C) has a coefficient of one for only the first
simple root, so there is a symmetric R-space H · q determined by crossing this node.
The corresponding minimal projective embedding is H ·q →֒ P(C2k+1), identifying H ·q
with the complex conformal sphere CS2k−1.
The Dynkin diagram of g is given by removing the first node of h, so that g =
so(2k − 1,C). The adjoint representation of h has highest weight
h =
0 1 0 0 0 0
and hence W =
1 0 0 0 0
= C2k−1
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as a g-representation. Then, since the fundamental representations in type B are
isomorphic to their duals, we have G · p = , which is the complexified
conformal sphere CS2k−3. The Jordan algebra W should be viewed as C2k−2 ⊕ C, the
algebra of spin factors [142], with product given by Clifford multiplication; this may
equally be viewed as 1-dimensional projective geometry over C2k−3 as in [123]. The
integers (r, n) are given by r = 2k − 3 and n = 1.
Type Ck. The long simple root alone has coefficient one in the highest root of h =
sp(2k,C), giving a single symmetric R-space H · q given by crossing this node. It has
minimal projective embedding H · q →֒ P(∧k0C2k) into the space of primitive k-forms,
which identifies H · q with the complex grassmannian of langrangian subspaces of C2k.
The Dynkin diagram of g is given by removing the long node of h, so that g =
sl(k,C). The adjoint representation of h has highest weight
h =
2 0 0 0 0
and hence W =
2 0 0 0
= S2CC
k
as a g-representation. It follows that G · p = , which is the complex
projective space CPk−1. The Jordan algebraW is the space of k×k complex symmetric
matrices, with r = 1 and n = k − 1; thus we shall talk about type Cn+1 in future.
Type Dk. The highest root of h = so(2k,C) has a one over either the first node, or
either half-spin node, so we may cross any of these. Crossing the first node yields the
self-dual R-space H · q = CS2k−2, with g = so(2k − 2,C) and G · p = CS2k−4. The
Jordan algebra is W = C2k−2, with r = 2k − 4 and n = 1. Types Bk+2 and Dk+2 may
therefore be treated concurrently, which we refer to as type BDn+4.
On the other hand, crossing either spin node yields two isomorphic symmetric R-
spaces H · q with minimal projective embeddings H · q →֒ P($±). The usual involution
preserves this crossed node if and only if k is even, so we obtain a self-dual R-space
only when k = 2m. The Dynkin diagram of g is then given by removing one spin node,
yielding g = sl(2m,C). The adjoint representation of h is
h =
0 1 0 0 0 0
0
and hence W =
0 1 0 0 0 0
= ∧2CC
2m
as a g-representation. Therefore G·p = , which is the grassmannian
of complex 2-planes in C2m−2. The Jordan algebra W is the complexification of the
space of m×m quaternion-hermitian matrices under multiplication, with r = 4 and
n = m− 1 = 12(k − 2); it will be convenient to talk about type D2n+2 in future.
Type E6. Temporarily writing the coefficients of simple roots in the Dynkin diagram,
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the highest root of h = e6(C) is given by
1 2 3 2 1
2 ,
so that we get isomorphic symmetric R-spaces by crossing either the left-most or right-
most node. However the usual involution exchanges these two nodes, so there are no
self-dual symmetric R-spaces in this type.
Type E7. Returning to usual fundamental weight notation, the highest root of h =
e7(C) is given by
0 0 0 0 0 1
0 ,
so we get a single symmetric R-spaceH ·q by crossing the right-most node, which is self-
dual since the usual involution is just the identity. Its minimal projective embedding is
H · q →֒ P(C∗56), where C56 is the 56-dimensional representation of e7(C), so that H · q
is an exceptional manifold of dimension 27.
The Dynkin diagram of g is given by removing the right-most node, so that g =
e6(C). The adjoint representation of h has highest weight
h =
1 0 0 0 0 0
0
and hence W =
1 0 0 0 0
0
= C27.
The symmetric R-space G · p is given by
G · p =
,
which is Rosenfeld’s projective plane P(C⊗ O) over the bi-octonions C ⊗ O; see [160,
§1.5], [16, §4.3], and [29, pp. 313–316] for further details.
Types E8, F4 and G2. Temporarily writing the coefficients of simple roots over the
nodes of the Dynkin diagram, the highest roots of e8(C), f4(C) and g2(C) are
2 3 4 5 6 4 2
3
,
2 3 4 2
and
3 2
respectively, so there are no symmetric R-spaces in these types.
In summary, we have the following classification of irreducible projective parabolic
geometries over the complex numbers. Here we choose the rank of h to ensure a simple
expression for n and consequently the dimension of G · p.
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Theorem 7.44. The data {h, g,W} describing the flat model of an irreducible projective
parabolic geometry is contained in Table 7.2.
Type h g W r n
Cn+1 sp(2n + 2,C) sl(n+ 1,C) S
2
CC
n+1 1 n
A2n+1 sl(2n + 2,C) sl(n+ 1,C)⊕ sl(n+ 1,C) Cn+1 ⊠ Cn+1 2 n
D2n+2 so(4n+ 4,C) sl(2n + 2,C) ∧
2
CC
2n+2 4 n
E7 e7(C) e6(C) C27 8 2
BDn+4 so(n+ 4,C) so(n+ 2,C) C
n+2 n 1
Table 7.2: The classification of the complexified flat models of projective
parabolic geometries.
Note in particular that there is a unique r for each admissible simple type, so that
the classification may be phrased entirely in terms of r.
Remark 7.45. Note that there are some special isomorphisms between the symmetric
R-spaces G · p. Namely, the complexified conformal spheres CS1, CS2 and CS4 are
isomorphic to CP1, CP1×CP1 and Gr2(C4); moreover CS8 may be viewed as Rosenfeld’s
P(C ⊗ O). This is the origin of Remarks 5.16 and 6.19 which identified CPn and HPn
with self-dual conformal structures of dimensions two and four.
We collect some useful numerical data in Table 7.3. By Corollary 7.40, the bracket
[X,α] has trace 12r(n+1)α(X); the value tr[X,α] =
1
2(n+1)α(X) in type Cn+1 justifies
our unusual normalisation convention for the algebraic bracket (4.1) in Chapter 4.
Finally, the highest weights of the graded components ofW andW∗ are collected in
Tables B.3 and B.4 respectively. Note in particular that we recover the 1-dimensional
representations L defined by (4.12), (5.15) and (6.15) for the classical cases.
Type r n dimW dim(g/p) dimB 12r(n+ 1)
Cn+1 1 n
1
2(n + 1)(n+ 2) n
1
2n(n+ 1)
1
2(n+ 1)
A2n+1 2 n (n+ 1)
2 2n n2 n+ 1
D2n+2 4 n (n+ 1)(2n + 1) 4n n(2n− 1) 2n+ 2
E7 8 2 27 16 10 12
BDn+4 n 1 n+ 2 n 1 n
Table 7.3: Some useful numerical data for each complex projective parabolic
geometry, written in terms of the integers (r, n).
7.3.2 Real forms
Using Table 7.2, it is a simple task to classify irreducible projective parabolic geometries
over R: we look for real forms where q is formed by crossing a single white nodes in h,
131
which is not joined to any other nodes by an arrow. Tables of simple real Lie algebras
may be found in [60, Tbl. B.4]. This classification is also summarised in Table B.2.
Type Cn+1. There is a single permitted real form, the split real form h = sp(2n+2,R)
of sp(2n+ 2,C). Then g = sl(n+ 1,R), with Satake diagrams
h = and g = .
The R-space G · p is the real projective space RPn while W = S2Rn+1 is the space of
symmetric real (n+ 1)×(n+ 1) matrices, so that this projective parabolic geometry is
projective differential geometry as studied in Chapter 4.
Type A2n+1. There are two permitted real forms:
• The split real form h = sl(2n + 2,R) of sl(2n + 2,C), so that g = sl(n + 1,R) ⊕
sl(n+ 1,R) and the corresponding Satake diagrams are
h = and g =
.
The R-space G·p is RPn×RPn, a product of projective spaces; the resulting geometry
should perhaps be called “para-c-projective” geometry. The Jordan algebra W is
the external tensor product Rn+1 ⊠ Rn+1.
• The real form h = su(n + 1, n + 1) of sl(2n + 2,C), so that g = sl(n + 1,C) is the
underlying real Lie algebra and the corresponding Satake diagrams are
h = and g =
.
The R-space G · p is complex projective space CPn, viewed as a real manifold with
complex structure, corresponding to c-projective geometry as studied in Chapter 5.
The Jordan algebra W is the real representation underlying Cn+1 ⊠ Cn+1, which
may be viewed as the space of (n+ 1)×(n + 1) hermitian matrices.
Type D2n+2. There are two suitable real forms:
• The split real form h = so(4n + 4,R) of so(4n + 4,C), so that g = sl(2n + 2,R) is
the split real form of sl(2n+ 2,C) and the Satake diagrams of interest are
h = and g = .
The R-space G·p is the grassmannian of real 2-planes in R2n+2, with Jordan algebra
W = ∧2Rn+1.
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• The real form h = so∗(4n + 4) of so(4n + 4,C), with g = sl(n + 1,H) and Satake
diagrams
h = and g = .
The Lie algebra so∗(4n + 4) is described in (6.24). The R-space G · p is the
quaternionic projective space HPn, so that this projective parabolic geometry is
almost quaternionic geometry as studied in Chapter 6. The Jordan algebra W is
the real representation underlying ∧2CC
2n+2, which may be viewed as the space of
(n+ 1)×(n+ 1) quaternion-hermitian matrices.
Type E7. There are again two permitted real forms:
• The split real form h = e7(7) of e7(C) (sometimes called EV), so that g = e6(6)
(sometimes called EI) and the Satake diagrams are
h = and g =
.
The R-space G · p appears to not have a name, but could perhaps be understood in
terms of Freudenthal’s magic square [81].
• The real form h = e7(−25) of e7(C) (sometimes called EVII), so that g = e6(−26)
(sometimes called EIV) with Satake diagrams
h = and g =
.
The R-space G · p is the octonionic (Cayley) plane OP2, a non-Desarguesian projec-
tive plane discovered by Moufang [148]; see also Baez’s treatise [16] on the octonions.
The Jordan algebra W is the exceptional Albert algebra
alb(3) :=
{(
a α β
α b γ
β γ c
) ∣∣∣∣ a, b, c ∈ R, α, β, γ ∈ O}
of 3×3 octonion-hermitian matrices.
Type BDn+4. There are a number of real forms, parameterised by the number of
white nodes of the Satake diagram. If there are p white nodes, we have the indefinite
real form h = so(p + 2, n − p + 2) of so(n + 4,C). Then g is formed by removing the
left-most white node, giving g = so(p + 1, n− p+ 1) and Satake diagrams
h =
p+ 2
and g =
p+ 1 .
The R-spaces H · q and G · p are conformal spheres of signatures (p+1, n− p+1) and
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(p, n − p) respectively. Note that we allow p = 0 and p = n + 2, leading to positive-
definite and negative-definite conformal geometries. The Jordan algebra W is the
indefinite real inner product space Rp+1, n+1−p, equipped with Clifford multiplication.
This classification is summarised in Table B.2. Except in Subsection 8.3.4, we will
not need to distinguish between different real forms of each type.
Remark 7.46. Notice that our classification includes the compact rank one riemannian
symmetric spaces RPn, CPn, HPn, OP2 and Sn, which are precisely the flat models G ·p
admitting a positive definite metric. By a result of Hirzebruch [99], we obtain a one-
to-one correspondence between rank one riemannian symmetric spaces and formally
real Jordan algebras. Roughly, the riemannian metric on G · p has isometry group
a maximal compact subgroup K ≤ G, giving G · p ∼= G/P ∼= K/(K ∩ P ) by the
second isomorphism theorem. Then the resulting Cartan decomposition g = k⊕m and
homogeneity of G/P allow us to equip m with the structure of a formally real Jordan
algebra. Koecher’s theorem establishes a one-to-one correspondence between formally
real Jordan algebras and so-called symmetric cones; G · p may be viewed as the space
of primitive idempotents in the corresponding cone.
In particular, we could have classified the flat models which admit positive definite
metrics either via Cartan’s classification of rank one riemannian symmetric spaces
[66, 67] or by Jordan, von Neumann and Wigner’s classification of formally real Jordan
algebras [107]. The data describing G · p as a riemannian symmetric space is listed in
Table 7.4.
Type h G W G · p K
Cn+1 sp(2n+ 2,R) PGL(n+ 1,R) S
2
Rn+1 RP
n PSO(n+ 1)
A2n+1 su(n+ 1, n+ 1) PGL(n+ 1,C) (C
n+1 ⊠ Cn+1)R CP
n PSU(n+ 1)
D2n+2 so
∗(4n + 4) PGL(n+ 1,H) (∧2CC
2n+2)R HP
n PSp(n+ 1)
E7 e7(−25) E6(−26) R27 OP2 F4(−52)
BDn+4 so(n+ 2, 2) SO(n+ 1, 1) R
n+1, 1 Sn SO(n+ 1)
Table 7.4: The flat models G · p admitting a positive definite metric, together
with the corresponding Jordan algebraW and maximal compact subgroupK ≤ G.
7.4 Calculus and associated BGG operators
In this subsection, we develop the theory of the important BGG operators for a projec-
tive parabolic geometry. For the classical projective structures, the first BGG operator
associated toW controls the family of compatible metrics, while the first BGG operator
associated to W∗ is a hessian-type equation.
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We begin by deriving some curvature identities in Subsection 7.4.1, some of which
hold for general abelian parabolic geometries and others which result from the Z2-
grading of Table 7.1. This allows us to describe the first BGG operator associated to
W, which again controls the space of compatible metrics. We do this in Subsection
7.4.2, in particular obtaining a relatively explicit prolongation.
In Subsection 7.4.3 we study the normalised Ricci tensor of a compatible metric,
in particular showing that it defines a section of B∗. In c-projective geometry, this
corresponds to the fact that the normalised Ricci tensor of a Ka¨hler metric is symmetric
and J-invariant. We also characterise so-called normal solutions, which correspond to
compatible Einstein metrics. Finally, we describe the first BGG operator associated
to W∗ in Subsection 7.4.4, which is again a hessian-type equation. Notably, every
compatible metric determines a solution of the hessian.
We fix a projective parabolic geometry over M with parameters (r, n), where we
continue to assume that n > 0.
7.4.1 Projective parabolic calculus
Theorem 3.36 says that the curvature tensor R∇ of a Weyl structure ∇ decomposes
into Weyl and normalised Ricci parts according to
R∇ =W∇ − Jid ∧ r∇K, (7.17)
where by construction ∂W∇ = 0 and r∇ := −−1M ∂R∇. The algebraic work of Sec-
tion 7.2 allows us to extract other useful curvature identities. For this we fix a local
frame {ei}i of M with dual coframe {εi}i, often omitting the summation symbol when
summing over i = 1, . . . , rn.
Proposition 7.47. There is the Bianchi identity
W∇X,Y · Z +W∇Y,Z ·X +W∇Z,X · Y = (d∇T )X,Y,Z (7.18)
with respect to any Weyl structure.
Proof. Since TM is abelian, (7.17) and the Bianchi identity for R∇ give the result.
Corollary 7.48. The Weyl curvature satisfies tr(W∇X,Y ) = ε
i((d∇T )ei,X,Y ). In partic-
ular, if T = 0 then W∇ is totally trace-free.
Proof. The result follows immediately from ∂W∇ = 0 and Proposition 7.47.
By Corollary 7.42, every nowhere-vanishing section ℓ of L uniquely determines a
Weyl structure ∇ℓ by decreeing that ∇ℓℓ = 0. If ℓ1, ℓ2 are two such sections related
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by ℓ1 = e
f ℓ2 for some f ∈ Ω0(M), a general section is of the form ℓ = hℓ1 = hef ℓ2 for
h ∈ Ω0(M). Then ∇ℓ1ℓ = dh⊗ ℓ1 and
∇ℓ2ℓ = d(hef )⊗ ℓ2 = dh⊗ ℓ1 + df ⊗ ℓ = ∇ℓ1ℓ+ df ⊗ ℓ,
so that ∇ℓ2 = ∇ℓ1+ J · ,dfK as Weyl connections. In particular ∇ℓ1 and ∇ℓ2 are related
by an exact 1-form, so the class of Weyl connections obtained in this manner form an
affine space modelled on the exact 1-forms; for this reason they are referred to as exact
Weyl structures in the literature [59, 60].
Corollary 7.49. r∇
ℓ
X (Y )− r∇
ℓ
Y (X) = − tr(W∇
ℓ
X,Y ) for every exact Weyl structure ∇ℓ ∈
[∇]. In particular, if T = 0 then r∇ℓ is symmetric.
Proof. Since ∇ℓℓ = 0 by construction, R∇ℓX,Y · ℓ = 0 also and hence Jid ∧ r∇ℓKX,Y · ℓ =
W∇
ℓ
X,Y · ℓ by the decomposition (7.17). Applying Lemma 7.39 and Corollary 7.40 then
proves the first claim, while the second follows from Corollary 7.48.
The differential Bianchi identity d∇R∇ = 0 also yields some useful curvature iden-
tities, generalising Propositions 4.10, 5.9, and 6.11. Since we will soon impose the
condition T = 0 anyway, we make this assumption now for convenience. In this case
Theorem 3.36(3) says that the Weyl curvatureW∇ is invariant, so we writeW := W∇.
Proposition 7.50. Suppose that T = 0. Then with respect to any Weyl structure:
(1) d∇W = −Jid ∧ C∇K = −∂∗C∇;
(2) There is a Bianchi identity C∇X,Y (Z) + C
∇
Y,Z(X) + C
∇
Z,X(Y ) = 0; and
(3) εi ((∇eiW )X,Y ) = −(C∇)X,Y .
Proof. (1) Applying d∇ to the decomposition (7.17), the differential Bianchi identity
d∇R∇ = 0 yields d∇W = d∇Jid ∧ r∇K = −Jid ∧ C∇K as required.
(2) Taking a trace of both sides in (1), the left-hand side vanishes since W is totally
trace-free by Corollary 7.48. On the right-hand side we obtain
0 = tr
[JX,C∇Y,ZK + JY,C∇Z,XK + JZ,C∇X,Y K]
= 12r(n+ 1)
[
C∇X,Y (Z) + C
∇
Y,Z(X) + C
∇
Z,X(Y )
]
by Corollary 7.40. Since r(n+ 1) 6= 0, the result follows.
(3) We apply ∂ to the differential Bianchi identity. On the left-hand side we obtain
∂(d∇W∇)X,Y =
∑
i ε
i · (d∇W∇)ei,X,Y
=
∑
i ε
i · (∇eiW∇X,Y +∇XW∇Y,ei +∇YW∇ei,X
−W∇[ei,X],Y −W∇[X,Y ],ei −W∇[Y,ei],X
)
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=
∑
i ε
i · ((∇eiW∇)X,Y + (∇XW∇)Y,ei + (∇YW∇)ei,X)
=
∑
i ε
i · (∇eiW )X,Y
since ∂W = 0. On the right-hand side, since T ∗M acts trivially on itself, we have
∂Jid ∧ C∇K = ∂∂∗C∇ = C∇.
Therefore εi ((∇eiW )X,Y ) = ∂(d∇W )X,Y = −(C∇)X,Y as required.
Here C∇ is a section of ∧2T ∗M ⊗ T ∗M , which in general is not an irreducible
P -bundle. Therefore  may scale each component independently, as we see in Propo-
sition 5.9(4) for c-projective geometry; in particular, there is not a general formula for
C∇ in terms of the integers (r, n).
We previously described the components of the harmonic curvature for the classical
projective structures, and completeness demands that we do the same for types E7 and
BDn+4. By Subsection 7.3.1, the Hasse diagrams computing the homologies H•(p⊥; g)
are given by Figures 7.2 and 7.3 respectively.
0 0 0 0 0
1
0 0 0 1 -2
1
0 0 1 0 -3
1
· · ·
Figure 7.2: The Hasse diagram computing the homology H•(p
⊥; e6(C)).
0 1 0 0 0 0
0
0 0
-2 2 0 0 0 0
0
0 0
-4 0 2 0 0 0 0
0
0 0
· · ·
Figure 7.3: The Hasse diagram computing the homology H•(p
⊥; so(n+ 2,C)).
We find a single component of harmonic curvature in type E7, which lives in the
bundle associated to
0 0 1 0 -3
1
=
0 0 0 0 0
1
⊚C ∧
2
C
 0 0 1 0 -2
0

= C(TM ⊚ ∧2T ∗M)
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and may therefore be identified with the Cartan torsion T . In particular, the T is the
only obstruction to local flatness for type E7, giving flat M locally isomorphic to a real
form of P(O⊗C). This makes the assumption T = 0 rather unfortunate, but seemingly
necessary to obtain any interesting results in the following subsections.
For type BDn+4 we again find a single component of harmonic curvature, which of
course coincides with (the complexification of) the conformal Weyl curvature W . In
particular, the torsion component T vanishes automatically. It is well-known that W
gives a complete obstruction to local conformal flatness [29, 43, 165].
7.4.2 Metrisability of projective parabolic geometries
Recall that metrisability of each classical projective structure is controlled by an in-
variant first-order differential equation, which we called the linear metric equation.
In each case, this equation was the first BGG operator associated to the irreducible
g-representation W.
Definition 7.51. The differential equation DW(h) = 0 determined by the first BGG
operator DW associated toW is called the linear metric equation, and its solutions will
be called linear metrics.
We will see shortly that the (non-degenerate) solutions of DW correspond to metrics
compatible with the underlying geometric structure. For this, fix a Weyl structure and
hence an isomorphism W ∼= (L∗ ⊗ B) ⊕ (L∗ ⊗ TM) ⊕ L∗ by Proposition 7.32. Here
L∗ ⊗ B ∼= H0(p⊥;W) and L ∼= H0(p⊥;W∗), for B associated to a p0-subrepresentation
B ≤ S2(g/p). By applying the results of Subsection 7.2.3 to the associated bundles,
sections h of L∗ ⊗ B may be viewed as L∗-valued symmetric bilinear forms on T ∗M ,
defined by h(α, β) := JJh, αK, βK. Here J · , · K is the algebraic bracket on hM .
Definition 7.52. A section h of L∗⊗B is non-degenerate if it is non-degenerate as an
L∗-valued symmetric bilinear-form on T ∗M .
Recall that Proposition 7.38 provides an isomorphism L ∼= (∧rnTM)2/r(n+1). Then
(det h)1/r is a section of ∧rn(L∗ ⊗ B)1/r ∼= L, and evidently h is non-degenerate if and
only if (det h)1/r is nowhere-vanishing. In this case it follows that g := (det h)1/rh−1 is
a non-degenerate section of S2T ∗M , i.e. a metric onM . Recall that an element f ∈W∗
is called regular if (ad f)2 factors to an isomorphismW→W∗. Non-degenerate sections
of L∗ ⊗ B are a source of regular elements.
Proposition 7.53. Let h be a non-degenerate section of L∗⊗ B. Then at every point,
f := h−1 + (det h)1/r is a regular element of W∗.
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Proof. Since h is non-degenerate, λ := (det h)−1/r is a nowhere-vanishing section of
L∗, thus yielding a section λ−1 of L. Applying Proposition 7.6 pointwise, if ξ is the
Weyl structure of q inducing the splitting hM ∼=W ⊕ q0M ⊕ W∗ then it suffices to find
a section e of W for which Je, fK = 2ξ; we show that e := h+ λ is such a section.
We first compute the two brackets Jh, h−1K and Jλ, λ−1K. Since both are sections of
p0M ⊕ z(q0)M by the Z2-grading, we can write Jh, h−1K = A+ aξ and Jλ, λ−1K = B+ bξ
for some A,B ∈ Ω0(M ; p0M ) and a, b ∈ Ω0(M). By Table 7.1 we have
JJh, h−1K,XK = −Jh, h−1(X, · )K = −X
and JJλ, λ−1K,XK = JλX, λ−1K = X
for all X ∈ Ω0(M ;TM), giving A = −id and B = id since ξ acts trivially on TM ≤ q0M .
The Jacobi identity implies that Jh, h−1K acts trivially on sections ℓ of L. Then
0 = J−id + aξ, ℓK =
(
2
r(n+1) tr(−id)− a
)
ℓ =
(
− 2nn+1 − a
)
ℓ
by Corollarys 7.34 and 7.40, whence a = − 2nn+1 . On the other hand, Jλ, λ−1K acts
trivially on sections θ of L ⊗ B∗. Then for all X,Y ∈ Ω0(M ;TM), we have
JJλ, λ−1K, θK(X,Y ) = JJλ, λ−1K, θ(X,Y )K
− θ(JJλ, λ−1K,XK, Y )− θ(X, JJλ, λ−1K, Y K)
= Jid + bξ, θ(X,Y )K
− θ(JλX, λ−1K, Y )− θ(X, JλY, λ−1K)
=
(
2
r(n+1)(tr id)− b+ 2
)
θ(X,Y )
=
(
2n
n+1 − b+ 2
)
θ(X,Y ) = 0,
whence b = 2nn+1 + 2. By Table 7.1 and the previous calculations, we then obtain
Jh+ λ, h−1 + λ−1K = Jh, h−1K + Jλ, λ−1K
=
(
−id − 2nn+1ξ
)
+
(
id +
(
2n
n+1 + 2
)
ξ
)
= 2ξ
as required. The result now follows by Proposition 7.6.
Remark 7.54. In the non-self-dual theory mentioned in Remarks 7.18 and 7.43, Propo-
sition 7.53 implies that L∗ ⊗ B admits non-degenerate sections only when H · q is
self-dual. This is the first place that self-duality becomes a necessary assumption.
Since we are looking for compatible metric connections in the class [∇] of Weyl
connections, we shall assume henceforth that the torsion T of any Weyl connection
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vanishes. As mentioned previously, this assumption has the regrettable side-effect of
local flatness for projective parabolic geometries modelled on real forms of e6(C). Since
δγW
∇ = JT , γK = 0, the Weyl curvature W :=W∇ is an invariant.
Our first task is to give an explicit formula for the linear metric equation. For this,
we shall need the tractor connection ∇W on W and its curvature RW.
Lemma 7.55. The tractor connection ∇W on W and its curvature RW may be written
∇WX
hZ
λ
 =
 ∇Xh− JZ,XK∇XZ − λX − h(r∇X , · )
∇Xλ− r∇X(Z)
 (7.19)
RWX,Y ·
hZ
λ
 =
 W
∇
X,Y · h
W∇X,Y · Z − h(C∇X,Y , · )
C∇X,Y (Z)
 (7.20)
with respect to any Weyl structure.
Proof. This is immediate from the general formulae ∇WXs = X · s+∇Xs+ r∇X · s and,
since the torsion is assumed to vanish, RWX,Y · s =W∇X,Y · s+ C∇X,Y · s.
Via the Weyl structure, the algebraic laplacian induces a bundle map  :W →W
which acts on p-irreducible components according to Kostant’s Spectral Theorem 2.31.
Lemma 7.56.  acts trivially on L∗ ⊗ B, by multiplication with 12(rn − r + 2) on
L∗ ⊗ TM , and by multiplication with rn on L∗.
Proof. The first slot is clear, since L∗ ⊗ B is the zeroth homology of W. Since ∂ acts
trivially on W, the algebraic laplacian is given by s = ∂∂∗s for all s ∈ Ω0(M ;W).
Then for the second slot,5
Z = ∂∂∗Z = ∂(εi ⊗ Jei, ZK) = Jεi, Jei, ZKK = −JJei, εiK, ZK − Jei, εi(Z)K
Breaking Z ∈ Ω0(M ;L∗ ⊗ TM) into L∗- and TM -factors, Corollary 7.40 and the
symmetry of the bracket imply that JJei, εiK, ZK = −εi(ei)Z+12r(n+1)Z = −12(rn−r)Z.
Since Jei, εi(Z)K = −Z by Table 7.1, the claim for L∗ ⊗ TM follows. Finally, we easily
compute that  acts on L∗ by
λ = −Jεi, λeiK = εi(eiλ) = rnλ
by the previous results and Corollary 7.34.
5We continue to suppress summation signs when contracting with respect to a local (co)frame.
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Proposition 7.57. The BGG splitting operator associated to W is given by
LW : h 7→
 hZ∇
λ∇
 :=
 h2rn−r+2εi(∇eih)
2
rn(rn−r+2)(∇2ei,ejh)(εi, εj)− 1rnh(r∇ei , εi)

.
(7.21)
Proof. By definition LW := ΠW ◦ repr : Ω0(M ;H0(p⊥;W)) → Ω0(M ;W) where, since
im(repr) ⊆ ker ∂, we have ΠW(s) = s − −1M ∂(dWs); see (3.13) The exterior covariant
derivative dW coincides with the tractor connection (7.19) on W, so that
∂
(
dWrepr(h)
)
= ∂
 ∇h−h(r∇, · )
0
 =
 0Jεi,∇eihK
−Jεi, h(r∇ei , · )K
 =
 0−εi(∇eih)
h(r∇ei , ε
i)

with respect to any local frame of M . To compute the action of −1M , we use the
Neumann series (3.12). With respect to any Weyl structure, we have
(M −)−1∂
 ∇h−h(r∇, · )
0
 =
 00
2
rn−r+2ε
i(∇eiεj(∇ejh))

by (3.11) and Lemma 7.56. Therefore

−1
M ∂
 ∇h−h(r∇, · )
0
 = (id −−1(M −))−1∂
 ∇h−h(r∇, · )
0

=
 0− 2rn−r+2εi(∇eih)
1
rnh(r
∇
ei , ε
i)− 2rn(rn−r+2)(∇2ei,ejh)(εi, εj)

.
Using that ΠW = id −−1M ∂ ◦ dW, the result follows.
By the general theory, the first BGG operator is given by DW := proj ◦ ΠW,1 ◦
∇W ◦ LW. The projection ΠW,1 acts by the identity on homology, so the linear metric
equation is the projection of (7.21) onto the non-zero graded component of highest
weight. For r = 1, 2, 4 and 8 this gives
DW(h) = ∇h− JZ∇, · K, (7.22)
where Z∇ := 2rn−r+2 ε
i(∇eih) ∈ Ω0(M ;L∗ ⊗ TM) is a non-zero multiple of ∂(∇h).
Equivalently, we may write
∇h = 0 mod L∗ ⊗ TM,
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where we identify L∗⊗TM with its injective image in L∗⊗B via the bracket Z 7→ JZ, · K.
Equation (7.22) is satisfied tautologically when r = n: there L∗ ⊗ B ∼= L is 1-
dimensional, spanned by the (inverse) conformal metric c, and the Weyl connections
are conformal in the sense that ∇c = 0 for all ∇ ∈ [∇]. Therefore if h = fc we have
Jεi(∇eih), · K = Jc(df, · ), · K = df ⊗ c via the isomorphism L∗ ⊗ B ∼= L provided by c.
Therefore the first BGG equation is given by
DW∗(h) = ((∇2ei, · h)(εi, · )− h(r∇, · ))
− 1n
(
(∇2ei,ejh)(εi, εj)− h(r∇ei , εi)
)
id.
(7.23)
Identifying L∗⊗B ∼= L as above, (7.23) may be written as DW∗(ℓ) = (∇2ℓ−ℓr∇)◦, where
the subscript “◦” denotes the trace-free part with respect to c. This is the Einstein scale
equation from conformal geometry, whose solutions parametrise Einstein metrics in the
conformal class. In particular, the conformal metric equation has more in common
with the previous hessian-type equations; we shall explain this in Subsection 7.4.4.
The invariance of (7.22) and (7.23) of course follow from the fact that they are first
BGG operators, so there is no need to do calculations as in Propositions 4.11, 5.10,
and 6.12. The variations of the quantities (h,Z∇, λ∇) with respect to a Weyl structure
are also easily calculated: one finds that
δγZ
∇ = h(γ, · ) and δγλ∇ = γ(Z∇). (7.24)
By the Taylor expansion (3.7), it follows that Z∇ 7→ Z∇ + h(γ, · ) and λ∇ 7→ λ∇ +
γ(Z∇) + 12h(γ, γ) under change of Weyl structure according to ∇ 7→ ∇+ J · , γK.
Corollary 7.58. There is a bijection between non-degenerate solutions h of (7.22) and
metric connections in the class [∇] of Weyl connections.
Proof. If h ∈ Ω0(M ;L∗⊗B) is a non-degenerate solution of (7.22) with ∇h = JZ∇, · K,
then h−1(Z∇, · ) is a 1-form. Hence ∇g := ∇− J · , h−1(Z∇, · )K ∈ [∇] is independent
of ∇ ∈ [∇] and satisfies ∇gh = 0, so that ∇g is the Levi-Civita connection of the
corresponding metric g := (det h)1/rh−1 ∈ Ω0(M ; S2T ∗M). Conversely if ∇g ∈ [∇]
is the Levi-Civita connection of a metric g ∈ Ω0(M ;B∗), we have ∇gh = 0 for h :=
(det g)1/r(n+1)g−1 ∈ Ω0(M ;L∗ ⊗ B), meaning that h is a solution of (7.22).
Since the linear metric equation is a first BGG operator, its solutions are in bijec-
tion with the parallel sections of a prolongation operator dW . Thanks to Table 7.1,
we can compute this prolongation fairly explicitly. By the differential identity from
Proposition 7.50(3), it turns out that in fact dW is a prolongation connection ∇W .
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Theorem 7.59. There is a linear isomorphism between solutions of the linear metric
equation and the parallel sections of the prolongation connection
∇WX
hZ
λ
 =
 ∇Xh− JZ,XK∇XZ − λX − h(r∇X , · )
∇Xλ− r∇X(Z)
−
 0w ∂JW,hKX

−1∂JC∇ − wC∇, hKX
 (7.25)
on sections of W ∼= (L∗⊗B)⊕ (L∗⊗ TM)⊕L∗, where w ∈ R is the eigenvalue of −1
on ∂JW,hK. The isomorphism is given explicitly by the splitting operator (7.21).
Proof. We apply the general prolongation procedure. Equation (7.20) gives
∂
RW ·
hZ
λ

 =
 0∂JW,hK
∂JW,ZK + ∂JC∇, hK

.
The term ∂JW ,ZK vanishes, since∑i Jεi,Wei,X ·ZK = −∑iεi(Wei,X ·Z) = 0. Next we
have
(M −) ∂
R∇ ·
hZ
λ

 = εi ·
(∇ei + r∇ei)
 0∂JW,hK
∗

 =
 00
∂(∇∂JW,hK)

,
where we do not care about the L∗-slot since it “drops off the bottom” upon application
of εi anyway. The Neumann series then gives

−1
M ∂
R∇ ·
hZ
λ

 =
 0−1∂JW,hK
−1∂JC∇, hK − ∂(∇−1∂JW,hK)

.
We next simplify the term ∂(∇−1∂JW,hK). Since −1 acts on ∂JW,hK by a scalar
w ∈ R, it suffices to consider ∂(∇∂JW,hK), which equals
∂(∇∂JW,hK)X
=
∑
i,j ε
i · (∇ei(εj · JWej ,X , hK)− εj · JWej ,∇ei ·X,hK)
= −∑i,j εi · (∇ei(Wej ,X · h(εj , · ))−Wej ,∇eiX · h(εj , · ))
= −∑i,j εi · ((∇eiW )ej ,X · h(εj , · ) +Wej ,X · (∇eih)(εj , · ))
= −∑i,j (Jεi, J(∇eiW )ej ,X , h(εj , · )KK + Jεi,Wej ,X · (∇eih)(εj , · )K)
= −∑i,j (JJεi, (∇eiW )ej ,XK, h(εj , · )K + J(∇eiW )ej ,X , Jεi, h(εj , · )KK
+ Jεi,Wej ,X · JZ∇, eiK(εj , · )K
)
.
(7.26)
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The second term on the right-hand side vanishes, since
J(∇eiW )ej ,X , h(εi, εj)K = J∇eiWej ,X −Wej ,∇eiX , h(εi, εj)K
= ∇eiJWej ,X , h(εi, εj)K − JWej,X ,∇eih(εi, εj)K
− JWej ,∇eiX , h(εi, εj)K
= 0
as WX,Y acts trivially on L∗ by Corollary 7.48. The third term in (7.26) equals
Jεi, JWej ,X , JJZ∇, eiK, εjKKK
= Jεi, JWej ,X , εj(Z∇)ei + JZ∇, Jei, εjKKKK
= −εj(Z∇)(trWej ,X) + Jεi, JWej ,X , JZ∇, Jei, εjKKKK
= Jεi, JJWej ,X , Z∇K, Jei, εjKKK + Jεi, JZ∇, JJWej,X , eiK, εjKKK
= JJεi, JWej ,X , Z∇KK, Jei, εjKK + JJWej,X , Z∇K, Jεi, Jei, εjKKK
+ Jεi, JZ∇, JJWej,X , eiK, εjKKK
(7.27)
The first term here is −εj(ei)εj(Wej ,X · Z∇ = −(∂W )X(Z∇) = 0 by Lemma 7.39,
while the second term equals 12r(n + 1)JJWej ,X , Z∇K, εjK = 12(∂W )X(Z∇) = 0 by
Corollary 7.40. Applying the Bianchi identity (7.18) to the third term and using (7.27)
yields
Jεi, JWej ,X , JJZ∇, eiK, εjKKK
= −Jεi, JZ∇, JJWX,ei , ejK + JWei,ej ,XK, εjKKK
= JJZ∇, JJWX,ei , ejK, εjKK, εiK + JJZ∇, JJWei,ej ,XK, εjKK, εiK
= Jεi(Z∇), JJWX,ei , ejK, εjKK + JZ∇, JJJWei,ej ,XK, εjK, εiKK
+ Jεi(Z∇), JJWei,ej ,XK, εjKK + JZ∇, JJJWei,ej ,XK, εjK, εiKK
The first term on the right-hand side equals εi(Z∇) tr(WX,ei) = 0 by Corollary 7.48.
The third term is −εi(Z∇)(∂W )ei(X) = 0. The last term is symmetric under exchange
of εi and εj, but skew-symmetric under exchange of ei and ej ; since we are summing
over i, j, this term must vanish. Consequently
Jεi, JWej ,X , JJZ∇, eiK, εjKKK = JZ∇, JJJWX,ei , ejK, εjK, εiKK.
The inner algebraic bracket is a section of T ∗M ; contracting with a vector field Y yields〈JJJWX,ei, ejK, εjK, εiK, Y 〉 = 〈WX,ei , Jej , JJY, εiK, εjKK〉
=
〈
WX,ei , JY, JJej, εiK, εjKK + JJY, εiK, Jej , εjKK
〉
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= 12r(n+ 1)〈WX,ei ,−JY, εiK + JJY, εiK, idK〉
= −12r(n+ 1)εi(WX,ei · Y )
= 12r(n+ 1)(∂W )X(Y ) = 0
Therefore the third term in (7.27) also vanishes, leaving
∂(∇∂JW,hK)X = −JJεi, (∇eiW )ej ,XK, h(εj , · )K
= −εi((∇eiW )ej ,Xh(εj , · ))
= h((C∇)ei,X , ε
i)
by the differential Bianchi identity of Proposition 7.50(3). Reintroducing the eigenvalue
w ∈ R of −1 on ∂JW,hK now gives the desired formula for the curvature correction.
The eigenvalue w of −1 on ∂JW,hK empirically equals rn/2, but unfortunately
the author could not find a general argument for this.
7.4.3 Normalised Ricci curvature and Einstein metrics
Having described the metrisability of projective parabolic geometries, our next goal
is to better understand the normalised Ricci tensor rg of a compatible metric g. As
observed with the classical projective structures, there is a close relationship between
rg and the Ricci curvature Ricg of the riemannian curvature tensor, which we describe
in Proposition 7.64. This allows us to understand the role of Einstein metrics in the
theory, generalising Proposition 6.15 in quaternionic geometry. First however, we must
develop some algebraic tools for dealing with sections of B∗.
Lemma 7.60. Let g ∈ Ω0(M ;B∗) be non-degenerate and suppose that A is a g-self-
adjoint section of gl(TM). Then gˆ := g(A · , · ) is a section of B∗ if and only if A is a
section of the subbundle p0M ≤ gl(TM).
Proof. Suppose first that gˆ := g(A · , · ) is a section of B∗ and let π := (det g)−1/r(n+1).
Then since g is non-degenerate, π is nowhere-vanishing and so we may write
AX = g−1(gˆ(X, · ), · ) = π−1g−1(πgˆ(X, · ), · )
for all X ∈ Ω0(M ;TM). Using Table 7.1 this gives
AX = −π−1g−1(Jπgˆ,XK, · ) = Jπ−1g−1, Jπgˆ,XKK = JJπ−1g−1, πgˆK,XK,
where the last equality holds since π−1g−1 ∈ Ω0(M ;L∗ ⊗ B) has zero bracket with
X ∈ Ω0(M ;TM). Here Jπ−1g−1, πgˆK is a section of p0M ⊕ z(q0)M . But since z(q0)M
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acts trivially on TM , it has trivial intersection with gl(TM); thus the component of
Jπ−1g−1, πgˆK in z(q0)M vanishes.
Conversely suppose that A ∈ Ω0(M ; p0M ). Then since A is self-adjoint with respect
to g, we may write
πg(AX,Y ) = 12(πg(AX,Y ) + πg(X,AY ))
= −12π(A · g)(X,Y )
= −12JA, πgK(X,Y ) + 12JA, πKg(X,Y )
= −12JA, πgK(X,Y ) + trAr(n+1)πg(X,Y )
by Corollary 7.40. Since the action of p0M preserves the subbundle L ⊗ B∗ ≤ W∗, it
follows that πg(A · , · ) is a section of L ⊗ B∗, and hence g(A · , · ) is a section of B∗
since π is nowhere-vanishing.
Lemma 7.60 frames an intuitive notion from c-projective and quaternionic geometry
in Lie-theoretic terms: the composition of a hermitian inner product with a self-adjoint
endomorphism is hermitian if and only if the endomorphism is complex- or quaternion-
linear.
Corollary 7.61. Suppose that A ∈ Ω0(M ; p0M ) is self-adjoint with respect to g. Then
Ak ∈ Ω0(M ; p0M ) for all k ∈ N.
Proof. Suppose that Ak ∈ Ω0(M ; p0M ) for some k ∈ N. Then gk := g(Ak · , · ) is a
section of B∗ by Lemma 7.60, so that gk+1 := gk(A · , · ) = g(Ak+1 · , · ) is a section of
B∗ as well. Then Ak+1 ∈ Ω0(M ; p0M ) by Lemma 7.60 again; now apply induction.
We next show that rg is a section of B∗ whenever g is a compatible metric. Note
that this is tautological for conformal geometries: there the metric equation is the
Einstein scale equation, and a solution necessarily has rg a multiple of the metric g in
the conformal class. We extract the following technical lemma for later use.
Lemma 7.62. Let h be a non-degenerate linear metric with corresponding metric g :=
(det h)1/rh−1. Then X 7→ (det h)1/r∂JW,hKX defines a g-self-adjoint section of p0M .
Proof. Denote the given endomorphism by Φ : X 7→ (det h)1/r∂JW,hKX . As an initial
sanity check, we note that ∂JW ,hK is an (L∗ ⊗ TM)-valued 1-form, so that Φ(X) is a
section of TM as required.
We first prove that Φ is self-adjoint with respect to g. Since W acts trivially on L,
g(Φ(X), Y ) = (det h)1/rg(Jεi,Wei,X · hK, Y ) = −g(Wei,X · εi♯, Y )
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since Wei,X · εi = 0 by virtue of ∂W = 0. Then by the Leibniz rule,
g(Wei,X · εi♯, Y ) = −(Wei,X · g)(εi♯, Y )− g(εi♯,Wei,X · Y )
= −(Wei,X · g)(εi♯, Y )− (∂W )X(Y ).
By Corollary 7.58, the Levi-Civita connection ∇g of g lies in [∇]. Then since Rg ·g = 0
we have W · g = Jid ∧ rgK · g by (7.17), giving
(Wei,X · g)(εi♯, Y ) = g(JJid ∧ rgKei,X , εi♯K, Y ) + g(εi♯, JJid ∧ rgKei,X , Y K)
= g(JJei, rgXK, εi♯K, Y )− g(JJX, rgeiK, εi♯K, Y )
+ εi(JJei, rgXK, Y K)− εi(JJX, rgeiK, Y K)
= 〈JJei, rgXK, εi♯K♭, Y 〉 − g(JJX, rgeiK, εi♯K, Y )
+ 12r(n+ 1)r
g
X(Y )− εi(JJX, rgeiK, Y K),
(7.28)
where we have evaluated the third term using Corollary 7.40. Using Lemma A.1, the
first term above equals
〈JJei, rgXK, εi♯K♭, Y 〉 = 〈JJe♭i, rgX♯K, εiK, Y 〉
= 〈JJrgX♯, e♭iK, Y K, εi〉
= (2− r)rgX(Y )
by Lemma A.3(1), which is also symmetric in X,Y by Corollary 7.49. For the second
term on the right-hand side of (7.28), we note that
g(JJX, rgeiK, εi♯K, Y ) = 〈JJX, rgeiK, εi♯K♭, Y 〉 = εi(JJY,X♭K, rg ♯ei K) (7.29)
by using Lemma A.1 again. Writing ρ : X 7→ rg ♯X , the symmetry of rg implies that ρ is
self-adjoint with respect to g. Alternating (7.29) in X,Y then yields
εi(JJY,X♭K, rg ♯ei K − JJX,Y ♭K, rg ♯ei K) = − tr(Jid ∧ gKX,Y ◦ ρ).
However, Jid ∧ gKX,Y is skew-adjoint with respect to g by Corollary A.2, while ρ is
self-adjoint; therefore the trace vanishes identically and the term g(JJX, rgeiK, εi♯K, Y ) is
symmetric in X,Y . Since the fourth term in (7.28) is evidently symmetric in X,Y , we
conclude that g(Wei,X · εi♯, Y ) is symmetric in X,Y , i.e. that Φ is g-self-adjoint.
The proof that Φ defines a section of p0M unfortunately requires some case-by-case
analysis using the classification of Subsection 7.3.2. For r = 1 we have p0M = gl(TM),
so there is nothing to prove. For r = 8 we have one of two octonionic geometries, for
which the Weyl curvature vanishes identically (see Figure 7.2); thus there is nothing
to prove since Φ is identically zero. For r = n we have various conformal geometries,
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and a linear metric defines an Einstein metric g. Then rg is proportional to g, giving
Jid ∧ rgK · g = 0 and hence JW,hK = 0; thus Φ = 0 again.
For the remaining geometries, we are going construct a subbundle Z ≤ p0M in
which the Weyl curvature takes values, and which may be identified with the gl(TM)-
centraliser of a finite-dimensional subbundleA ≤ p0M spanned by endomorphisms {Ai}i
that satisfy A2i = ±id, all with the same sign, and g(Ai · , Ai · ) = g( · , · ). Supposing
that we have done this, for each A ∈ Ω0(M ;A) we may decompose W into ±A-
hermitian parts as
WX,Y =
1
2(WX,Y +WAX,AY )︸ ︷︷ ︸
=:WA+X,Y
+ 12(WX,Y −WAX,AY )︸ ︷︷ ︸
=:WA−X,Y
,
where WA±AX,AY = ±WA±X,Y . Henceforth we write “±” to mean the sign of A2 = ±id.
Then since A commutes with WX,Y , the Bianchi identity (7.18) gives
WA±AX,Y · Z = 12(WAX,Y · Z +WX,AY · Z)
= −12(WY,Z · AX +WZ,AX · Y +WAY,Z ·X +WZ,X · AX)
= −12A(WY,Z ·X ±WZ,AX · AY ±WAY,Z ·AX +WZ,X · Y )
= 12A(WX,Y · Z ±WAX,AY · Z)
= AWA±X,Y · Z,
i.e. WA±AX,Y = A ◦WA±X,Y . Since A is invertible, {Aei}i is a local frame of TM with dual
coframe {∓Aεi}; indeed, ∓Aεi(Aej) = ±εi(A2ej) = +δij as required. Moreover, since
g is A-hermitian, we have AX♭ = ∓(AX)♭. Then
WA±ei,X · εi♯ =WA±Aei,X ·Aεi♯
= ∓A2WA±ei,X · εi♯ = −WA±ei,X · εi♯,
which consequently vanishes. Thus the only component of W which contributes to
Wei,X · εi♯ is the component W∓ which is ∓A-hermitian with respect to all A in our
chosen basis of A, giving Wei,AX · εi♯ = AWei,X · εi♯. By construction of A, this implies
that Φ : X 7→ Wei,X · εi♯ takes values in the subbundle Z ≤ p0M in which W takes
values; in particular, Φ defines a section of p0M . It remains to construct the subbundles
Z and A, which we do on a case-by-case basis:
• For the real form g = sl(n + 1,C) in type A2n+1, we have p0 = gl(n,C) and are
dealing with c-projective geometry. We may identify p0M with the gl(TM)-centraliser
of the complex structure J , which preserves g and satisfies J2 = −id. Thus we may
take Z = p0M and A = 〈J〉 ≤ p0M in this case.
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• For the split real form g = sl(n + 1,R) ⊕ sl(n + 1,R) in type A2n+1 we have p0 =
gl(n,R) ⊕ gl(n,R), embedded into gl(2n,R) as block-diagonal matrices [ A 00 B ]. A
generic element of gl(2n,R) lies in p0 if and only if it commutes with I =
[
id 0
0 −id
]
,
which satisfies I2 = id, so that p0 = zgl(I). Moreover from Table B.4 we have
B∗ =
0
0
0
0
0
0
1
1
-2
-2
= Rn∗ ⊠ Rn∗,
where conjugate denotes representations of the second factor. Since I acts by id on
Rn∗ and by −id on Rn∗, we conclude that elements of B∗ are I-hermitian. Thus
we may take Z = p0M again, and A to be the span of the endomorphism of TM
induced pointwise by I.
• For the real form g = sl(n+1,H) in type D2n+2, we have p0 = gl(n,H)⊕ sp(1) and
are dealing with quaternionic geometry. We may take Z to be the quaternion-linear
endomorphisms gl(TM,Q) of TM , and A to be the quaternionic bundle Q. The
Weyl curvature is quaternion-linear by Proposition 6.11(2).
• The split real form g = sl(2n+2,R) in type D2n+2 is the only tricky case. We have
p0 = s(gl(2n,R)⊕ gl(2,R)), giving grassmannian geometry as studied in [60, §4.1.3]
and [88]. We embed p0 into gl(4n,R) using the outer matrix product
(
A,
[
a b
c d
]) 7→ (aA bA
cA dA
)
.
The tangent bundle has highest weight
TM =
1 0 0 0 0 1
= E ⊠ H,
where E ,H are associated to the representations E := R2n and H := R2, giving
gl(TM) = (E ⊗ E∗)⊠ (H⊗ H∗) = gl(E)⊠ sl(H)⊕ gl(E)⊠ R;
cf. (6.17). The summand gl(E)⊠Rmay be viewed as the space of all endomorphisms
commuting with sl(H) ∼= sl(2,R), which is 3-dimensional with basis[
id 0
0 −id
]
,
[
0 id
id 0
]
and
[
1√
2
id id
1
2 id − 1√2 id
]
.
(7.30)
These all satisfy A2 = id. Moreover
B∗ = 0 0 0 1 0 -2 0 = ∧2E∗ ⊠ ∧2H∗
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and sl(H) acts trivially on ∧2H∗ ∼= R, so that sl(H) preserves elements of B∗. Thus
we take A = sl(H) with the basis (7.30). By [60, p. 377], the Weyl curvature takes
values in sl(E) ≤ Z := gl(E)⊠ R.
This exhausts all the remaining real forms, so we are done.
Theorem 7.63. Let h be a non-degenerate solution of the linear metric equation with
Levi-Civita connection ∇ ∈ [∇]. Then rg is a section of B∗.
Proof. Since g := (det h)−1/rh−1 is a section of B∗, by Lemma 7.60 it suffices to show
that X 7→ (rgX)♯ is a section of p0M . Evaluating the metric prolongation connection
(7.25) with respect to ∇ = ∇g, we find that Z∇ = 0 and hence
g−1(rg, · ) = −πλg id − π−1∂JW,hK.
The first term on the right-hand side clearly lies in p0M , and X 7→ π∂JW,hKX is a
section of p0M by Lemma 7.62. Since p
0
M acts on W preserving the grading, JW,hK
lies in the irreducible subbundle L∗ ⊗ B, which implies that ∂JW,hK also lies in an
irreducible subbundle of T ∗M ⊗ W. Therefore −1 acts by a scalar, so we see that
X 7→ g−1(rgX , · ) is a section of p0M as required.
For projective differential geometry, B∗ = S2T ∗M and this statement is vacuous. In
c-projective and quaternionic geometries, Theorem 7.63 amounts to saying that rg is
J- or Q-hermitian. As noted above, this result is tautological for conformal geometries.
With the technical work completed, it is straightforward to relate rg and Ricg.
Proposition 7.64. Let g be a non-degenerate compatible metric with Levi-Civita con-
nection ∇g ∈ [∇]. Then
Ricg = −12(rn+ 3r − 4)rg. (7.31)
Proof. Since g is non-degenerate and rg is symmetric, we may write rg = g(ρ · , · ) for
some endomorphism ρ ∈ Ω0(M ; gl(TM)) which is evidently self-adjoint with respect to
g. Then ρ ∈ Ω0(M ; p0M ) by Lemma 7.60 and Theorem 7.63. We have
(ρX)♭(Y ) = g(ρX, Y ) = g(X, ρY ) = X♭(ρY ) = −Jρ,X♭K(Y )
by self-adjointness, so the Ricci curvature Ricg is given by
Ricg(X,Y ) := εi(Rgei,X · Y ) = εi(Wei,X · Y )− εi(JJid ∧ rgKei,X , Y K)
= −εi(JJei, (ρX)♭K, Y K − JJX, (ρei)♭K, Y K)
since ∂W = 0. By Corollary 7.40, the first term on the right-hand side evaluates to
−εi(JJY, (ρX)♭K, eiK) = −12r(n+ 1)(ρX)♭(Y ) = −12r(n+ 1)rgX(Y ).
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For the second term, the Jacobi identity yields
εi(JJX, (ρei)♭K, Y K) = −εi(JJX, Jρ, e♭iKK, Y K
= −εi(JJJX, ρK, e♭iK, Y K + JJρ, JX, e♭iKK, Y K)
= −εi(−JJρX, e♭iK, Y K + JJρ, Y K, JX, e♭iKK + Jρ, JJX, e♭iK, Y KK)
= εi(JJρX, e♭iK, Y K) + εi(JJX, e♭iK, ρY K − εi(ρJJX, e♭iK, Y K)
= (2− r)g(ρX, Y ) + (2− r)g(X, ρY )− (2− r)g(ρX, Y )
= (2− r)rgX(Y )
by Lemma A.3. Therefore
Ricg(X,Y ) = −12r(n+ 1)rgX(Y ) + (2− r)rgX(Y )
= −12(rn+ 3r − 4)rgX(Y )
as claimed.
Note that (7.31) is much simpler than the formula relating Ric∇ and r∇ for an
arbitrary Weyl connection ∇ ∈ [∇], which will contain, for example, skew-symmetric
components. Indeed, generally we only have that r∇ is a section of T ∗M ⊗ T ∗M ,
which is not irreducible. The reducible nature of T ∗M ⊗ T ∗M explains why we see
different scalings on the irreducible components of r∇ in the classical cases. Note also
that rg := −−1M Ricg, so Proposition 7.64 calculates the action of −1M on sections of
B∗ ≤ T ∗M ⊗ T ∗M .
The classification of Theorem 7.44 implies that the constant 12(rn+3r−4) is always
positive for n > 1, which equals 12(n − 1) when r = 1; equals n + 1 when r = 2; and
equals 2n + 4 when r = 4. Thus Proposition 7.64 is consistent with Propositions 4.9,
5.9(5) and 6.11(5). It is interesting to note that 12(rn+3r− 4) = 2(r− 1) when n = 1,
implying in particular that rg cannot be recovered from Ricg = 0 for 1-dimensional
projective structures.
Our description of normalised Ricci curvature allows us to understand the role of
Einstein metrics in the theory: they are normal solutions of the linear metric equation.
Definition 7.65. A solution σ ∈ Ω0(M ;H0(p⊥;V)) of a first BGG equation is normal
if it is of the form σ = πV(s) for some ∇V-parallel section s ∈ Ω0(M ;V).
Equivalently, a solution σ is normal if the curvature corrections of the prolongation
connection act trivially on LV(σ).
Theorem 7.66. A non-degenerate linear metric h ∈ Ω0(M ;L∗ ⊗ B) is a normal solu-
tion if and only if the corresponding metric g := (det h)−1/rh−1 is Einstein.
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Proof. The proof is similar to the quaternionic case of Proposition 6.15. First suppose
that (h,Z∇, λ∇) is ∇W-parallel. Then writing ∇W with respect to the Levi-Civita
connection ∇g of g := (det h)1/rg−1, we have Zg = 2rn−r+2∂(∇gh) = 0 and hence
∇WX
 hZg
λg
 =
 0−λgX − h(r∇X , · )
∇Xλg
 = 0.
Therefore λ∇ is a constant multiple of the global trivialisation (det h)−1/r of L∗, say
λ∇ = c(det h)−1/r. Since Ricg = −12(rn+ 3r − 4)rg by Proposition 7.64, we obtain
Ricg(X, · ) = 12 (rn+ 3r − 4)h−1(λ∇X, · ) = 12c(rn+ 3r − 4)g(X, · )
for all vector fields X, i.e. that g is Einstein.
Conversely, suppose that g is an Einstein metric. Then rg = cg for some constant
g by Proposition 7.64, a section of B∗. We must show that the curvature corrections in
(7.25) vanish identically. Calculating ∇W with respect to the Levi-Civita connection
∇g of g, the Cotton–York tensor Cg := d∇grg = c(d∇gg) = 0 clearly vanishes, so it
remains to show that ∂JW,hK = 0. SinceW acts trivially on L, it suffices to show that
Wei,X · εi♯ = 0 for all X ∈ Ω0(M ;TM), for which
Wei,X · εi♯ = Rgei,X · εi♯ + cJid ∧ gKei,X · εi♯. (7.32)
For the first term on the right-hand side of (7.32),
g(Rgei,X · εi♯, Y ) = −εi(R
g
ei,X
· Y )
= −Ricg(X,Y ) = 12 (rn+ 3r − 4)rgX(Y )
by Proposition 7.64, so that Rgei,X · εi♯ = 12(rn + 3r − 4)cX. For the second term on
the right-hand side of (7.32),
g(Jid ∧ gKei,X · εi♯, Y ) = −g(g−1(εi, · ), Jid ∧ gKei,X · Y )
= −εi(JJei,X♭K, Y K − JJX, e♭iK, Y K)
= −12r(n+ 1)g(X,Y ) + (2− r)g(X,Y )
= −12(rn+ 3r − 4)g(X,Y )
by Corollary A.2 and Lemma A.3. Therefore
Wei,X · εi♯ = 12 (rn+ 3r − 4)rgX(Y )− 12(rn+ 3r − 4)cg(X,Y ) = 0
as required.
152
7.4.4 The hessian equation
For c-projective and quaternionic geometries, the first BGG operator associated to the
dual g-representation W∗ was a second order hessian equation. For the most part, the
same is true in general. As for the metric equation, we start by obtaining an explicit
formula for the first BGG operator. We continue to fix a Weyl structure and assume
that T = 0.
Lemma 7.67. The tractor connection ∇W∗ and its curvature RW∗ may be written
∇W∗X
ℓη
θ
 =
 ∇Xℓ+ η(X)∇Xη + θ(X, · ) + ℓr∇X
∇Xθ + Jr∇X , ηK

RW
∗
X,Y ·
ℓη
θ
 =
 0WX,Y · η + C∇X,Y ℓ
WX,Y · θ + JC∇X,Y , ηK

with respect to any Weyl structure.
Proof. This follows from the general formulae and the algebraic brackets.
Note the different sign conventions in Lemma 7.67 compared to the c-projective
hessian (5.25) and quaternionic hessian (6.26), which we intentionally chose to avoid
having minus signs throughout those derivations. The signs above are those dictated
by our conventions from Chapter 3.
Lemma 7.68.  acts trivially on L, by the identity on L⊗T ∗M , and by multiplication
with r on L ⊗ B∗.
Proof. The ℓ-slot is immediate, since L ∼= H0(p⊥;W∗). For the η-slot, we have
η = ∂∂∗η = Jεi, Jei, ηKK = Jεi, η(ei)K = η(ei)εi = η.
For the θ-slot, we have θ =
∑
i Jεi, θ(ei, · )K and hence
(θ)(X,Y ) = JJJεi, θ(ei, · )K,XK, Y K
= −JJJX, εiK, Y K, θ(ei, · )K + JJX, εiK, θ(ei, Y )K + JJY, εiK, θ(ei,X)K
= −θ(ei, JJX, εiK, Y K) + 2θ(X,Y )
by the Jacobi identity. Suppose first that θ is non-degenerate as an L-valued bilinear
form on TM . Then we may write θ = ℓg for a non-degenerate section g of B∗, for
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which the first term equals
−ℓg(ei, JJX, εiK, Y K) = −ℓ〈e♭i , JJX, εiK, Y K〉
= −ℓεi(JJX, e♭iK, Y K)
= (r − 2)θ(X,Y )
by Lemma A.3. Combining this with the previous expression, we obtain θ = rθ in
the case that θ is non-degenerate. Since the non-degenerate bilinear forms constitute
a dense open subset of L ⊗ B∗, the general result follows by continuity.
Proposition 7.69. The BGG splitting operator associated to W∗ is given by
LW
∗
: ℓ 7→
 ℓ−∇ℓ
1
r Jεi,∇ei∇ℓ− ℓr∇eiK

.
(7.33)
with respect to any Weyl structure.
Proof. We calculate the operator ΠW
∗
: Ω0(M ;W∗) → Ω1(M ;W∗), which is given by
ΠW
∗
(s) := s−−1M ∂(∇W
∗
s) since ∂s = 0 for all s ∈ Ω0(M ;W∗). We have
∂
(∇W∗repr(ℓ)) = εi ·
∇eiℓℓr∇ei
0
 =
 0(∇eiℓ)εi
Jεi, ℓr∇eiK

,
where we note that (∇eiℓ)εi = ∇ℓ. To compute the action of −1M , we note that
(M −)−1∂
(∇W∗repr(ℓ))
= εj · ∇ej
 0−1∇ℓ
−1Jεi, ℓr∇eiK
+ εi · r∇ej ·
 0−1∇ℓ
−1Jεi, ℓr∇eiK
 =
 00
Jεi,∇ei∇ℓK

.
The Neumann series (3.12) for −1M then gives

−1
M ∂
(∇W∗repr(ℓ)) = (id −−1(M −))−1∂(∇W∗repr(ℓ))
=
 0∇ℓ
1
r Jεi, ℓr∇ei −∇ei∇ℓK

by Lemma 7.68. The claimed form of LW
∗
now follows.
It follows easily that the first BGG operator DW∗ is given by the projection to the
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first homology of
proj
 0−(∇2ℓ− ℓr∇) + 1r Jεi,∇ei∇ℓ− ℓr∇eiK
1
r∇Jεi,∇ei∇ℓ− ℓr∇eiK

.
(7.34)
Using Corollary 7.48 and the assumption T = 0, it is easy to see that ∇2ℓ− ℓr∇ defines
a section of L ⊗ S2T ∗M . The term 1r Jεi,∇ei∇ℓ − ℓr∇eiK should then be viewed as the
projection to L ⊗ B∗ of ∇2ℓ − ℓr∇; this is made more precise by Proposition 7.72. If
the second slot is non-zero, we then have
DW∗(ℓ) = −(∇2ℓ− ℓr∇) + 1r Jεi,∇ei∇ℓ− ℓr∇eiK, (7.35)
the projection away from L⊗B∗ inside L⊗S2T ∗M . For h simple and not of type Cn+1,
observe that B∗ is complementary to the Cartan square ⊚2T ∗M inside S2T ∗M .
For type Cn+1, we have B∗ = S2T ∗M and one can check that (7.35) is trivial. The
first BGG equation is given by projection onto the third slot of (7.34), i.e. by the
third-order “Tanno equation” [135, 137, 171]
ℓ 7→ Jεi,∇(∇ei∇ℓ)− (∇ℓ)r∇ei − ℓ(∇r∇)eiK − Jr∇,∇ℓK.
This is precisely the third-order operator considered in Subsection 5.4.2. This difference
is already visible from the representation theory: for type Cn+1 we have
H0(p
⊥;W∗) =
0 0 0 0 2
and H1(p
⊥;W∗) =
0 0 0 3 -4
,
which have weights 2nn+1 and −n+3n+1 respectively, so that the first BGG operator has
order 1n+1(2n+ (n+ 3)) = 3. There is in fact a second order operator defined on L1/2,
but we will not need this here; for r = 1 we shall understand that the hessian is trivial.
Definition 7.70. Equation (7.35) is called the hessian equation.
Remark 7.71. In the conformal case (r = n), the representation W is isomorphic to its
dual via the conformal metric. Therefore the conformal hessian and conformal metric
equation coincide: they are both the Einstein scale equation
DW∗ : 1 0 0 0
0
0
0 0
→ -3 2 0 0
0
0
0 0
parametrising the family of Einstein scales.
As for the c-projective and quaternionic hessians, solutions of the hessian equation
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may be characterised using exact Weyl structures.
Proposition 7.72. A nowhere-vanishing section ℓ ∈ Ω0(M ;L) satisfies DW∗(ℓ) = 0 if
and only if the normalised Ricci tensor r∇ℓ of ∇ℓ is a section of B∗.
Proof. Suppose first that DW∗(ℓ) = 0. Then calculating with respect to ∇ℓ gives
ℓr∇
ℓ
= 1r Jεi, r∇
ℓ
ei K, where using Corollary 7.49 we view r∇
ℓ
as a section of S2T ∗M on
the left-hand side, and as a T ∗M -valued 1-form on the right-hand side. In particular
ℓr∇
ℓ
is a section of L ⊗ B∗ which, since ℓ is nowhere-vanishing, gives that r∇ℓ is a
section of B∗. On the other hand, suppose that r∇ℓ is a section of B∗. Then
Jεi, ℓr∇ℓei K(X,Y ) = JJJεi, ℓr∇
ℓ
ei K,XK, Y K
= JJJεi, Jei, ℓr∇ℓKK,XK, Y K
= JJJJεi, eiK, ℓr∇ℓK,XK, Y K
= −JJJJei, εiK,XK, ℓr∇ℓK, Y K − JJJei, εiK, ℓr∇ℓX K, Y K
= −12r(n+ 1)JJX, ℓr∇
ℓK, Y K − (rn− 12r(n+ 1))Jℓr∇
ℓ
X , Y K
= 12r(n+ 1)ℓr
∇ℓ
X (Y )− (rn− 12r(n+ 1))ℓr∇
ℓ
X (Y )
= r ℓr∇
ℓ
X (Y ),
which implies that DW∗(ℓ) = ℓr∇ℓ − 1rrℓr∇
ℓ
= 0 as required.
Corollary 7.73. Let h ∈ Ω0(M ;L∗ ⊗ B) be a non-degenerate solution of the linear
metric equation. Then ℓ := (det h)1/r ∈ Ω0(M ;L) is a solution of the hessian.
Proof. If h is non-degenerate then π := (det h)1/r is a nowhere-vanishing section of L
which is parallel with respect to the Levi-Civita connection ∇g of h, and rg ∈ Ω0(M ;B∗)
by Theorem 7.63. The result now follows from Proposition 7.72.
Finally, the general theory gives an isomorphism between the solution space of the
hessian equation and the space of parallel sections of a prolongation connection onW∗.
Theorem 7.74. For r > 1, there is a linear isomorphism between the solutions of the
hessian equation (7.35) and the parallel sections of the prolongation connection
∇W∗X
ℓη
θ
 =
 ∇Xℓ+ η(X)∇Xη − θ(X, · ) + ℓr∇X
∇Xθ + Jr∇X , ηK
−−1
 00
Wei,X · Jεi, ηK + Jεi, ℓC∇ei,XK
 (7.36)
on sections of W∗ ∼= L ⊕ (L ⊗ T ∗M)⊕ (L ⊗ B∗). The isomorphism is given explicitly
by the splitting operator (7.33). For r = 1 the hessian equation is trivial, with solution
space isomorphic to Ω0(M ;L).
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Proof. The distinction between r = 1 and r > 1 is discussed above; for r > 1 this is a
straightforward application of the general theory. By Lemma 7.67 we have
∂
RW∗ ·
ℓη
θ

 =
 00
∂(W · η + ℓC∇)
 (7.37)
Since the nilpotent differential operator M −  appearing in the Neumann series
(3.12) necessarily lowers the weight, it acts trivially in (7.37). Therefore

−1
M ∂
RW∗ ·
ℓη
θ

 = −1
 00
∂(W · η + ℓC∇)

.
To obtain (7.36), it remains to calculate the action of ∂. This is immediate for the
Cotton–York term, while for the Weyl term we have
∂JW,ηKX =∑i Jεi, JWei,X · η, KK =∑iWei,X · Jεi, ηK
by the Jacobi identity, since ∂W = 0 implies that Jεi,Wei,XK = εi ◦Wei,X = 0.
Unfortunately the author was unsuccessful in finding a general expression for the
action of −1 in (7.36). Closed expressions are given by Theorems 5.17 and 6.20
in c-projective and quaternionic geometries. For octonionic geometry, the harmonic
curvature consists solely of the Cartan torsion T ; in particular the Weyl curvature
vanishes identically. The prolongation of the conformal hessian (i.e. the Einstein scale
equation) is discussed by Hammerl in [93, 94].
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8
Projective parabolic geometries
of mobility two
The classical formulations of projective, c-projective and quaternionic geometries pro-
ceed by assuming the existence of a “background” metric and imposing an appropriate
equivalence condition. The linear metric equations then become the main equations
(4.6), (5.9) and (6.7), with equivalent metrics inducing a 1-parameter family called a
metrisability pencil. We describe a similar formulation for projective parabolic geome-
try in Section 8.1, as well as generalising results of Matveev and Topalov [140, 178] on
the geodesic flow. A metrisability pencil also induces a 1-parameter family of commut-
ing vector fields, defined using the bilinear differential pairings from the BGG complex,
which we study in Section 8.2.
Given a metrisability pencil, it is common to look at the eigenvalues of the corre-
sponding solution A of the main equation. These turn out to be tightly controlled in
the classical cases; as we shall see in Section 8.3, similar results hold in the general case.
In c-projective geometry these eigenvalues give insight to a classification of pencils [11];
unfortunately the author was unable to make any progress in this direction.
We fix, once and for all, a manifold M supporting a projective parabolic geometry
with parameters (r, n), where we assume that n > 0 as per Assumption 7.22. We also
continue to assume that the Cartan torsion T vanishes.
8.1 Metrisability pencils and integrability
The linearity of the metric equation (7.22) implies that any two linearly independent
solutions h, hˆ span a two-dimensional real vector space V of solutions. More invariantly,
we can avoid choosing a basis by supposing that a projective parabolic geometry admits
a two-dimensional family h of linear metrics parameterised by V .
Definition 8.1. A (metrisability) pencil is a family h ∈ Ω0(M ;L∗⊗ B⊗ V ∗) of linear
metrics parameterised by a two-dimensional real vector space V .
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Sometimes it will be fruitful to “projectivise” Definition 8.1 as follows. Let OV (1)
denote the tautological line bundle over the projective line P(V ), whose fibre OV (1)[v]
over [v] ∈ P(V ) is the line spanned by v. There is a natural map P(V )× V ∗ → OV (1)
given by ([v], α) 7→ α(v) ∈ OV (1)[v], which induces an isomorphism of V ∗ with the space
of algebraic functions P(V )→ OV (1) and therefore a natural lift ♮ : P(V )→ V ⊗OV (1).
We may then identify a pencil h, which is by definition a section of L∗ ⊗ B ⊗ V ∗ over
M , with a section of L∗⊗B⊗OV (1) over M ×P(V ). Indeed, the terminology “pencil”
more typically refers to the projective line P(V ).
While the previous definition is more natural, the concreteness obtained by choosing
a basis {h, hˆ} of V is often beneficial. This picture may be projectivised by identifying
h, hˆ with the points at∞, 0 respectively in an affine chart for P(V ) with affine parameter
t; then any linear metric in the pencil, other than h, is proportional to ht := hˆ − th
for some t ∈ R. As a final ingredient, introduce the endomorphism A = A(h, hˆ) of
T ∗M defined by hˆ = h(A · , · ). Clearly A is self-adjoint with respect to both h, hˆ,
and moreover defines a section of p0M by Lemma 7.60. It follows that A is self-adjoint
with respect to any metric ht in the pencil; of course, we may write ht = h(At · , · ) for
At := A− tid.
Remark 8.2. For conformal geometries, L∗⊗B ∼= L is spanned by the (inverse) conformal
metric c. Since here p0M = co(TM) = so(TM)⊕ (M×R), any self-adjoint section of p0M
is necessarily a (functional) multiple of the identity. However, note that this does not
obstruct the existence of metrisability pencils: for conformal geometries the first-order
linear metric equation (7.22) is trivial, and the second-order equation (7.23) coincides
with the hessian equation (7.35). Linear metrics are then Einstein metrics in the
conformal class; pencils of Einstein metrics do exist, although they are rare [40, 41].
8.1.1 The pfaffian of a linear metric
Here we formalise a concept used previously. Recall the g-representationW := h/q, and
consider its zeroth homology H0(p
⊥;W) ∼= L∗ ⊗ B, where B is a p0-subrepresentation
of S2(g/p). Any element h ∈ L∗⊗B may be viewed as a linear map h : p⊥ → L∗⊗ g/p,
whose determinant is a linear map
det h : L−r(n+1)/2 → L−rn ⊗ Lr(n+1)/2
since ∧rn(g/p) ∼= Lr(n+1)/2 by Proposition 7.38. By an abuse of notation we obtain an
element det h ∈ Lr by dualising, which coincides with the square of the volume form
of h. As usual, det h vanishes if and only if h is degenerate.
Definition 8.3. The pfaffian of h is the element pf h := (det h)1/r of L.
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In terms of associated bundles, the determinant of a section h of L∗ ⊗ B defines a
section of Lr, yielding a pfaffian pf h ∈ Ω0(M ;L). For a pencil h of linear metrics, h
is, by definition, a linear functional on V , so that det h is a homogeneous polynomial
of degree rn on V . We will see in Corollary 8.8 that the pfaffian pi := pf h defines a
section of L ⊗ SnV ∗ over M , or equivalently a section of L ⊗ OV (n) over M × P(V ),
thus giving a polynomial of degree n in any affine chart.
As before, the pfaffian allows us to transform more efficiently between a (non-
degenerate) linear metric h ∈ Ω0(M ;L∗ ⊗ B) and a metric in the usual sense. Indeed,
g := (pf h)−1h−1 is a section of S2T ∗M , and taking the top exterior power gives
det g = (pf h)−rn(det h)−1 = (pf h)−r(n+1)
so that h = (det g)1/r(n+1)g−1. As an immediate result, we may give a more concrete
relation between the linear metric equation and the main equations (4.6), (5.9) and (6.7)
of projective, c-projective and quaternionic geometries. Consider the endomorphism
A associated to two linear metrics h, hˆ. Substituting h = (det g)1/r(n+1)g−1 and hˆ =
(det gˆ)1/r(n+1) gˆ−1 into the defining equation hˆ = h(A · , · ), we see that
A =
(
det gˆ
det g
)1/r(n+1)
♯ˆ ◦ ♭ (8.1)
is just the familiar endomorphism featured in these main equations. Moreover, we have
the following characterisation of the section Zˆ∇ of L∗ ⊗ TM defined by (7.21).
Proposition 8.4. Let h be a metrisability pencil with non-degenerate linear metrics
h, hˆ at ∞, 0 in an affine chart, and form the endomorphism A = A(h, hˆ). Let ∇ be the
Levi-Civita connection of g := (pf h)−1/rh−1 and consider the section Zˆ∇ of L∗ ⊗ TM
satisfying ∇X hˆ = JZˆ∇,XK. Then (pf h)Zˆ∇ = 1r gradg(trA).
Proof. Differentiating the identity hˆ = h(A · , · ) with respect to ∇ yields ∇X hˆ =
h((∇XA) · , · ), so that ∇XA = h−1 ◦ JZˆ∇,XK. Taking a trace with respect to a
local frame {ei}i with dual coframe {εi}i, the left-hand side gives
(
(∇XA)(εi)
)
(ei) =
d(trA)(X). The right-hand side gives
h−1
(JZˆ∇,XK(εi, · ), ei) = 〈Jei, h−1K, JJZˆ∇,XK, εiK〉
= 〈h−1, JJJZˆ∇,XK, εiK, eiK〉
= 〈h−1, JJei, εiK, JZˆ∇,XKK〉
by the invariance of 〈 · , · 〉 and the Jacobi identity. Since JJei, εiK,XK = 12r(n + 1)X
for all vector fields X by Corollary 7.40, we obtain JJei, εiK, Zˆ∇K = −12r(n − 1)Zˆ∇ by
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the Leibniz rule and hence
qJei, εiK, JZˆ∇,XK
y
= (−εi(ei) + 12r(n+ 1)JZˆ∇,XK + 12r(n+ 1)JZˆ∇,XK
= rJZˆ∇,XK
by the Jacobi identity. Then tr
(
h−1 ◦ JZˆ∇,XK) = r〈h−1, JZˆ∇,XK〉 = rh−1(Zˆ∇,X).
Thus d(trA) = rh−1(Zˆ∇, · ), so that writing h−1 = (pf h)g and applying ♯ to both
sides completes the proof.
8.1.2 Adjugate tensors
In addition to the pfaffian, there is another operation that we can perform on linear
metrics. By definition the flat model of a projective parabolic geometry has a projective
embedding G · p →֒ P(W), so that Kostant’s Theorem 2.25 tells us that G · p is an
intersection of quadrics whose defining equations are given by projection away from
the Cartan square in S2W. We let U := S2W/⊚2W, so that (2.2) identifies U∗ ⊆ S2W∗
with the quadratic defining equations of G · p.
Proposition 8.5. H0(p
⊥;U∗) ∼= L2 ⊗ B∗.
Proof. It suffices to consider the case that h is simple. Then by Proposition 7.32, the
g-representationW∗ has associated graded representationW∗ ∼= L⊕(L⊗p⊥)⊕(L⊗B∗)
with respect to any algebraic Weyl structure for p. Therefore
S2W∗ ∼= L2 ⊕ (L2 ⊗ p⊥)⊕ (L2 ⊗ B∗)⊕ (L2 ⊗ S2p⊥)
⊕ (L2 ⊗ p⊥ ⊗ B∗)⊕ (L2 ⊗ S2B∗),
(8.2)
so it suffices to exhibit L2 ⊗ B∗ as the highest weight summand not lying in ⊚2W∗.
By (7.13), the summands of (8.2) are written in order of non-increasing weight.
Since ⊚2W∗ is the highest weight g-subrepresentation of S2W∗, its associated
graded representation must contain the highest weight summand L2 of S2W∗. Du-
alising, it follows also that ⊚2W∗ contains the lowest weight irreducible summand,
which is an irreducible p0-subrepresentation of L2⊗ S2B∗. Then the associated graded
of ⊚2W∗ must contain at least one irreducible summand of each weight between the
weights of its highest and lowest components; cf. [50, Eqn. (2.3)]. The only summand
in (8.2) of the same weight as p⊥ ·L2 is L2⊗ p⊥, so this must lie in ⊚2W∗. In all cases
except r = 1, Table 7.2 implies that B∗ is complementary to the Cartan square in S2p⊥;
thus in these cases L2 ⊗ B∗ cannot lie in ⊚2W∗, so is the highest weight summand.
For r = 1, we have B∗ = S2p⊥ and thus have two copies of L2 ⊗ S2p⊥. The kernel of
the anti-diagonal action of p⊥ on (L2 ⊗ B∗) ⊕ (L2 ⊗ B∗) lies in ⊚2W∗ by the results
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of [74], so that its complement forms a highest weight component of U∗ isomorphic to
L2 ⊗ B. Thus in all cases, L2 ⊗ B∗ is a highest weight summand in gr(U∗). Since
B∗ is irreducible and the remaining summands in (8.2) have strictly lower weights, we
conclude that H0(p
⊥;U∗) ∼= L2 ⊗ B∗.
Let us calculate the complex representation U∗ ≤ S2W∗ for each irreducible com-
plex projective parabolic geometry, as well as its graded components, using Table 7.2.
For notational convenience, we identify all representations and Lie algebras with their
complexifications. This information is summarised in Table B.5.
Type Cn+1. Here g = sl(n + 1,C) and W
∗ = S2Cn+1∗, giving S2W∗ ∼= S4Cn+1∗ ⊕
⊚2∧2Cn+1∗. The Cartan square is ⊚2W∗ = S4Cn+1∗, so that
U
∗ =
0 0 0 2 0
=⊚2∧2Cn+1∗
∼=
0 0 0 2 0
L2 ⊗ B∗
⊕ 0 0 0 1 1 -1
L2 ⊗ p⊥ ⊚ ∧2p⊥
⊕ 0 0 0 2 0 -2
L2 ⊗⊚2∧2p⊥
.
Type A2n+1. Here g = sl(n + 1,C) ⊕ sl(n + 1,C) and W∗ = Cn+1∗ ⊠ Cn+1∗, giving
S2W∗ ∼= (S2Cn+1∗⊠ S2Cn+1∗)⊕ (∧2Cn+1∗⊠ ∧2Cn+1∗). The first summand here is the
Cartan square, so that
U
∗ =
0
0
0
0
0
0
1
1
0
0
= ∧2Cn+1∗ ⊠ ∧2Cn+1∗
∼=
0
0
0
0
0
0
1
1
0
0
L2 ⊗ B∗
⊕

0
0
0
0
0
0
1
0
0
1
-1
0
⊕ Cc

(L2 ⊗ ∧1,0M ⊚ ∧0,2M)⊕ Cc
⊕
0
0
0
0
0
0
1
1
0
0
-1
-1
L2 ⊗ ∧1,1M
where by Cc we mean the complex-conjugate representation.
Type D2n+2. Here g = so(4n + 4,C) and W
∗ = ∧2C2n+2∗, thus giving S2W∗ ∼=
⊚2∧2C2n+2∗⊕∧4C2n+2∗. By [74] the Cartan square consists of the trace-free symmetric
elements; therefore
U
∗ =
0 0 1 0 0 0
= ∧4C2n+2∗
∼=
0 0 1 0 0 0
∧
2E∗ ⊗ ∧2H
⊕ 0 0 1 0 0 -1 1
∧
3E∗ ⊗ H
⊕ 0 0 1 0 0 0 -1 0
∧
4E∗
.
The representations E ∼= C2n and H ∼= C2 are defined in (6.13).
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Type E7. Here g = e6(C) and W
∗ is dual to the 27-dimensional representation C27 of
e6(C). Calculating using LiE,
1 the symmetric square decomposes as
S2
 0 0 0 0 1
0
 ∼= 0 0 0 0 2
0
⊕
1 0 0 0 0
0 ,
where the first summand is the Cartan square and the second is C27. Therefore
U
∗ =
1 0 0 0 0
0
= C27
∼=
1 0 0 0 0
0
L∗ ⊗ B
⊕
0 0 0 0 -1
1
L∗ ⊗ g/p
⊕
0 0 0 0 -1
0
L∗
∼=W.
Notice in particular that U∗ ∼=W.
Type BDn+4. Here g = so(n + 2,C) and W
∗ = Cn+2∗. Since the Cartan product
in the orthogonal algebras is the trace-free symmetric product, S2W∗ ∼= S2◦W∗ ⊕ C.
Therefore U∗ is the trivial representation,
U
∗ =
0 0 0 0 0
0
0 0
= C
This conforms with what we know already: in type BDn+4 we haveW ∼=W∗ and hence
L2 ⊗ B∗ ∼= L⊗ L∗ ∼= C must be the trivial representation.
Recalling that L∗ ⊗ B = H0(p⊥;W) and L = H0(p⊥;W∗), the pairing (L2 ⊗ B∗)×
(L∗ ⊗ B) → L is really a pairing on Lie algebra homology, so is induced by a p-
invariant pairing U∗ × W → W∗ of g-representations. Dualising then yields a map
adj : L∗⊗B → L2⊗B∗ such that the contraction 〈adj h, h〉 equals pf h for all h ∈ L∗⊗B.
Definition 8.6. The image of h ∈ L∗ ⊗ B under the map adj : L∗ ⊗ B → L2 ⊗ B∗ is
called the adjugate of h, denoted by h∗ := adjh.
Clearly if h ∈ L∗ ⊗ B is non-degenerate then the condition 〈h∗, h〉 = pf h implies
that h∗ = (pf h)h−1 = (det h)1/rh−1.
Proposition 8.7. Given linearly independent elements h, hˆ ∈ L∗ ⊗ B, the adjugate of
ht := hˆ− th is a polynomial of degree n− 1 in t.
1An online service is available at http://wwwmathlabo.univ-poitiers.fr/~maavl/LiE/form.html.
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Proof. We complexify ht and proceed on a case-by-case basis using Theorem 7.44. In
each case, the construction is evidently polynomial of degree n− 1 in t.
For r = 1, we view ht as a linear map p
⊥ → L∗ ⊗ g/p. Via the non-degenerate
pairing ∧ : g/p×∧n−1g/p→ ∧ng/p ∼= Lr(n+1)/2, the (n−1)-fold wedge power ∧n−1ht :
∧
n−1p⊥ → L−n+1⊗∧n−1g/p may be viewed as the adjugate linear map g/p→ L2⊗p⊥.
The contraction with ht is the n-fold wedge power, which is det ht = pf ht by definition.
For r = 2 we have (L∗ ⊗ B)C ∼= L−1,−1 ⊗ S1,1C (g/p), where we retain notation from
Chapter 5. Then ht defines a conjugate-linear map ht : ∧
1,0
C
→ L−1,−1 ⊗ T 0,1, whose
(n − 1)-wedge power yields a conjugate-linear adjugate map T 1,0 → L2,2 ⊗ ∧0,1
C
via
the pairings ∧1,0 ×∧n−1
C
∧
1,0 → ∧nC∧1,0 ∼= L−(n+1),0 and T 1,0 ×∧n−1C T 1,0 → ∧nCT 0,1 ∼=
L0,n+1. This may equivalently be viewed as an element of (L2⊗B∗)C, whose contraction
with h is the usual matrix pfaffian pf h = (det h)1/2.
For r = 4, the complexification of g/p decomposes as (g/p)C = E ⊠H for E ∼= C2n
and H ∼= C2, where ∧2nC E ∼= ∧2CH. The complexification of ht may be viewed as an
element of ∧2CE, so that its (n− 1)-fold wedge power defines an element of ∧2n−2C E ∼=
∧
2
CE
∗
⊠ ∧
2
CH
∼= (L2 ⊗ B∗)C via the induced pairing ∧2CE × ∧2n−2C → ∧2CH. The
contraction with ht is an element of ∧
n
C(∧
2
CE)
∼= ∧2CH which equals pf ht = (det ht)1/4.
For r = 8, we have n = 2 and ht is an element of the standard representation of
p ∼= co(10,C), defining metrics on the 16-dimensional half-spin representations. These
are dual, with contraction the conformal quadratic form on the standard representation
C10. This must be a non-zero multiple of pf ht = (det ht)
1/8 by homogeneity, so that
h∗t = ht up to normalisation. Finally, L2 ⊗ B∗ is the trivial representation for r = n
and thus h∗t = 1 up to normalisation.
Corollary 8.8. The pfaffian pf ht is a polynomial of degree n in t.
Proof. Since ht := hˆ − th is affine in t, the result follows immediately from Proposi-
tion 8.7 and the defining relation 〈h∗t , ht〉 = pf ht.
Moving to associated bundles, h∗t and pf ht are polynomials of degrees n− 1 and n
in t, whose coefficients are sections of L2 ⊗ B∗ and L respectively.
8.1.3 Integrals of the geodesic flow
Recall from Chapter 4 that the Weyl connections of projective differential geometry
are those linear connections with the same (unparameterised) geodesics. If a projective
manifold admits a pencil of compatible metrics, it does not seem unreasonable to expect
the dynamics of the (co)geodesic flow to have special properties. In this subsection we
describe the geodesic flow of a metric as a hamiltonian mechanical system and recall
some related results from projective and c-projective geometry.
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We first recall the basic elements of symplectic geometry and hamiltonian mechan-
ics; a detailed introduction may be found in [69]. A symplectic structure on a manifold
M is the assignment of a closed non-degenerate 2-form ω ∈ Ω2(M). Then ω induces
an inverse 2-vector ω−1 ∈ Ω0(M ;∧2TM) and hence a Poisson bracket
{ · , · } : Ω0(M)× Ω0(M)→ Ω0(M)
{f, g} := ω−1(df,dg),
i.e. a skew-symmetric bilinear pairing on Ω0(M) satisfying the product rule {fg, h} =
{f, h}g + f{g, h}; the Poisson bracket also equips Ω0(M) with a Lie bracket. Then
h 7→ {f, h} is a derivation of Ω0(M) for all f ∈ Ω0(M), giving a hamiltonian vector
field Xf which satisfies ∂Xfh = {f, h}. Given a symplectic form ω, we may also write
Xf = ω
−1(df, · ). The assignment f 7→ Xf is linear and satisfies [Xf ,Xg] = X{f,g} .
A choice of H ∈ Ω0(M) makes the triple (M,ω,H) into a hamiltonian mechanical
system, where H is the hamiltonian (or energy function). This yields a favoured vector
fieldXH , the hamiltonian vector field ofH, whose integral curves provide a 1-parameter
family of transformations of M which describe the evolution of the hamiltonian system
according to Hamilton’s equations [125, Eqn. 22.11]. In this picture, a function f ∈
Ω0(M) is preserved by the system if and only if it is constant along the integral curves
of XH ; such a function is called an integral of the hamiltonian system.
Proposition 8.9. f ∈ Ω0(M) is an integral of (M,ω,H) if and only if {f,H} = 0.
In particular {H,H} = 0 by skew-symmetry, which corresponds to conservation
of energy. If f1, f2 ∈ Ω0(M) are integrals, the Jacobi identity implies that {f1, f2} is
again an integral, so that the space of integrals is a Lie subalgebra of Ω0(M). Two
integrals are said to be in involution if they also Poisson-commute, i.e. {f1, f2} = 0.
If dimM = 2n then the linear space of hamiltonian vector fields corresponding to
integrals is isotropic, so has dimension at most n. The system is (Liouville) integrable
if it admits n linearly independent integrals in involution.
We can apply this to the geodesic flow of a riemannian manifold (M,g). The
cotangent bundle π : T ∗M →M of M admits a canonical 1-form defined by
Θα(X) := α(π∗(X))
for all α ∈ T ∗M , viewed as maps α : TM → R, and all X ∈ Ω0(T ∗M ;TT ∗M).
Clearly Ω = dΘ defines a symplectic form on T ∗M , called the canonical symplectic
form, so that (M,Ω) is a symplectic manifold. The inverse metric g−1 ∈ Ω0(M ; S2TM)
may be viewed as a homogeneous quadratic function on T ∗M , so may be used as a
hamiltonian function, and the integral curves of its hamiltonian vector field Xg−1 ∈
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Ω0(T ∗M ;TT ∗M) project to geodesics on M under π. Pulling everything back to TM
using the musical isomorphisms of g, we obtain the geodesic flow of (M,g). It is
straightforward to show that the g−1 is constant along geodesics.
Definition 8.10. A smooth function f : TM → R is an integral of g if s 7→ f(γ′(s)) is
constant for all affinely parameterised geodesics γ.
For homogeneous polynomial functions, we may reformulate being an integral of g
in terms of its Levi-Civita connection ∇g, see [177, Prop. 1].
Lemma 8.11. A homogeneous polynomial function Q : TM → R is an integral of g if
and only if the symmetrisation sym(∇gQ) of ∇gQ vanishes.
Note that for homogeneous quadratic functions Q ∈ Ω0(M ; S2T ∗M),
sym(∇gQ)(X,Y,Z) = (∇gXQ)(Y,Z) + (∇gYQ)(Z,X) + (∇gZQ)(X,Y )
for all X,Y,Z ∈ TM .
As remarked previously, one might expect a metrisability pencil on a projective
manifold (i.e. r = 1) to admit integrals of the metrics of the pencil. Given metrics g, gˆ
at ∞, 0, a 1-parameter family of homogeneous quadratic integrals defined by
It := (det(A− tid))g((A − tid)−1 · , · )
were discovered by Matveev and Topalov [140, 178] and studied further by Topalov [175,
176], where A is the usual endomorphism (8.1). In particular, the It are polynomial of
degree n− 1 in t and mutually Poisson-commuting with respect to the Poisson bracket
on TM induced by g. Similar integrals were discovered in the c-projective setting by
Kiyohara and Topalov [112] (see also [51]), where the Weyl connections are those linear
connections with the same c-geodesics. The c-projective integrals are also polynomial
and mutually Poisson-commute. In the next subsection, we will define an analogous
1-parameter family of Poisson-commuting integrals of any metric of the pencil.
8.1.4 Killing 2-tensors
Consider a non-degenerate linear metric h ∈ Ω0(M ;L∗⊗ B) on M , with corresponding
metric g := (pf h)−1h−1. Our next goal is to describe homogeneous polynomial integrals
of g independently of ∇ ∈ [∇]. This may be done by introducing weights to counteract
the effect of changing the connection in [∇], and by using Lemma 8.11.
Proposition 8.12. For sections k of L2 ⊗ B∗, the equation
(∇Xk)(Y,Z) + (∇Y k)(Z,X) + (∇Zk)(X,Y ) = 0 (8.3)
is independent of ∇ ∈ [∇].
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Proof. Since δγ∇Xk = JX, γK · k, the Leibniz rule gives
δγ((∇Xk)(Y,Z)) = (JX, γK · k)(Y,Z)
= JX, γK · k(Y,Z)− k(JJX, γK, Y K, Z)− k(Y, JJX, γK, ZK)
= 2γ(X)k(Y,Z) − k(JJX, γK, Y K, Z)− k(Y, JJX, γK, ZK) (8.4)
since k(Y,Z) is a section of L2. To analyse the remaining algebraic bracket terms, we
write k = ℓθ for some ℓ ∈ Ω0(M ;L) and θ ∈ Ω0(M ;L⊗ B∗). Then k(JJX, γK, Y K, Z) =
ℓθ(JJX, γK, Y K, Z), for which
θ(JJX, γK, Y K, Z) = JZ, JJJX, γK, Y K, θKK
= JZ, JJJX, θK, γK, Y KK + JZ, JJX, γK, JY, θKKK
= JZ, JJθ(X, · ), γK, Y KK + JZ, JJX, γK, θ(Y, · )KK
= JJθ(X,Z), γK, Y K + JJθ(X, · ), JZ, γKK, Y K
+ JJZ, JX, γKK, θ(Y, · )K + JJX, γK, θ(Y,Z)K
= −Jθ(X,Z)γ, Y K − Jθ(X,Y ), JZ, γKK + Jθ(X, · ), JJZ, γK, Y KK
− θ(Y, JJX, γK, ZK) + γ(X)θ(Y,Z)
= γ(Y )θ(X,Z) + γ(Z)θ(X,Y )− θ(X, JJZ, γK, Y K)
− θ(Y, JJX, γK, ZK) + γ(X)θ(Y,Z). (8.5)
By symmetry of JJX, γK, Y K in X,Y and (8.4), we have
1
2δγ ((∇Xk)(Y,Z) + (∇Y k)(Z,X) + (∇Zk)(X,Y ))
= γ(X)k(Y,Z) + γ(Y )k(Z,X) + γ(Z)k(X,Y )
− k(JJX, γK, Y K, Z)− k(JJY, γK, ZK,X)− k(JJZ, γK,XK, Y ).
Taking the tensor product of (8.5) with ℓ and substituting the result on the right-hand
side, it is clear that all terms cancel. Therefore (8.3) is independent of ∇ ∈ [∇].
Calculating with respect to the Levi-Civita connection of h, Lemma 8.11 implies
immediately that k ∈ Ω0(M ;L2 ⊗ B∗) is a solution if and only if (pf h)−2k, viewed as
a section of S2T ∗M , is a homogeneous quadratic integral of g := (pf h)−1h−1.
Definition 8.13. The equation (8.3) is called the Killing 2-tensor equation, and its
solutions k ∈ Ω0(M ;L2 ⊗ B∗) are called Killing 2-tensors.
In projective differential geometry, it is known [144] that the Killing 2-tensor equa-
tion is the first BGG operator associated to the representation U∗ from Subsection
8.1.2. The same holds in c-projective geometry [51, Cor. 5.8]. In these cases (8.3)
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prolongs to a linear connection on the associated bundle U∗ := FP ×P U∗, and the
dimension of the solution space is bounded above by dimU∗. The Killing 2-tensor
equation is trivial for conformal geometries, since there U∗ is the trivial representation,
and more naturally one studies the conformal Killing equation; see [87, §2.4].
Proposition 8.14. The adjugate of any linear metric h is a Killing 2-tensor.
Proof. If h is non-degenerate then by Corollary 7.58, the Levi-Civita connection ∇g of
h lies in [∇]. Since we may write h∗ = (pf h)h−1, it follows that h∗ is ∇g-parallel and
hence (8.3) holds. In the general case, note that the 1-jet of h∗ is polynomial in the
1-jet of h, so the result follows by continuity.
If M admits a pencil h ∈ Ω0(M ;L∗ ⊗ B ⊗ V ∗) of linear metrics, then every linear
metric hv defines a Killing 2-tensor h
∗
v. Applying Proposition 8.7 to the metrisability
pencil h we may view its adjugate h∗ as a section of L2⊗B∗⊗OV (n−1) overM×P(V ),
i.e. as a homogeneous polynomial of degree n − 1 in the parameters of the pencil.
Choosing an affine chart, the 1-parameter family h∗t of Killing 2-tensors is polynomial
of degree n − 1 in t, whose coefficients are also Killing 2-tensors. Trivialising L with
respect to the pfaffian pf hu ∈ Ω0(M ;L) of some metric hu in the pencil, each Killing
2-tensor h∗v yields a quadratic integral of the geodesic flow of gu = (pf hu)−1h−1u .
Viewing h instead as a section of L∗ ⊗ B ⊗ OV (1) over M × P(V ) and choosing
an affine chart with metrics h, hˆ at ∞, 0 respectively, every metric in the pencil is
proportional to a metric in the 1-parameter family ht = hˆ − th. This yields a 1-
parameter family h∗t of Killing 2-tensors, and it is straightforward to check that we
recover the quadratic integrals of the geodesic flow of g = (pf h)−1h−1 by trivialising
L with respect to the metric at ∞. Indeed, in this trivialisation
(pf h)−2h∗t = (pf ht)(pf h)
−1 [(pf ht)−1h−1(A−1t · , · )]
= (pf ht)(pf h)
−1g(A−1t · , · )
= (detAt)
1/rg(A−1t · , · ),
(8.6)
where At ∈ Ω0(M ; p0M ) denotes both the endomorphism satisfying ht = h(At · , · ) and
its transpose. It is clear from (8.6) that we recover Topalov and Matveev’s integrals
[140, 175, 177] of the geodesic flow in the projective case, and Kiyohara and Topalov’s
integrals [112, Prop. 2.1] in the c-projective case. It is well-known that the correspond-
ing integrals of the geodesic flow mutually commute with respect to the Poisson bracket
induced on TM by any metric in the pencil. The same result holds in general.
Theorem 8.15. Let h be a metrisability pencil. Then the components of h∗ Poisson-
commute with respect to the Poisson bracket on TM induced by any metric in h.
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To prove Theorem 8.15, we shall first need to describe the Poisson bracket on
TM induced by a linear metric in more detail. We restrict attention to homogeneous
polynomial functions on T ∗M of degree k, which may equivalently be viewed as sections
of SkTM over M . In this picture the canonical Poisson bracket becomes the Schouten–
Nijenhuis bracket on symmetric multivectors, given by2
{ · , · } : Ω0(M ; SkTM)× Ω0(M ; SℓTM)→ Ω0(M ; Sk+ℓ−1TM),
{Q,R} := sym (k(εiyQ)⊗ ∇eiR− ℓ(εiyR)⊗ ∇eiQ)
for any local frame {ei}i of TM with dual coframe {εi}i. In particular, the Schouten–
Nijenhuis bracket between homogeneous quadratic functions is given by
{Q,R} = 2 sym (Q(εi, · )⊗ ∇eiR−R(εi, · )⊗ ∇eiQ), (8.7)
a section of S3TM , where evaluating the symmetrisation of Q(εi, · )⊗ (∇eiR), a section
of TM ⊗ S2TM , on α, β, γ ∈ Ω1(M) entails taking the cyclic sum over α, β, γ.
Lemma 8.16. Let h be a non-degenerate linear metric, with pfaffian π := pf h and
adjugate h∗ := adjh. Then
∇Xh∗ = h−1(Z∇,X)h∗ + π ⊗ Jh−1(X, · ), h−1(Z∇, · )K (8.8)
for all ∇ ∈ [∇], where Z∇ ∈ Ω0(M ;L∗ ⊗ TM) satisfies ∇Xh = JZ∇,XK.
Proof. By Corollary 7.58 there is ∇h ∈ [∇] with ∇hh = 0; therefore also ∇hπ = 0 and
∇hh∗ = 0. For any other ∇ ∈ [∇] we can write ∇ = ∇h + J · , γK for some γ ∈ Ω1(M),
and it follows that ∇Xh = JJX, γK, hK = Jh(γ, · ),XK by the Jacobi identity. Applying
∂ then gives γ = h−1(Z∇, · ).
By non-degeneracy of h, we can write h∗ = πh−1. Then since ∇h∗ = J · , γK · h∗,
the Leibniz rule yields
∇Xh∗ = JJX, γK, πK ⊗ h−1 + π ⊗ JJX, γK, h−1K
= γ(X)πh−1 + π
(JJX,h−1K, γK + JX, Jγ, h−1KK)
= γ(X)h∗ + πJh−1(X, · ), γK,
Substituting γ = h−1(Z∇, · ) from above gives the result.
Proof of Theorem 8.15. Choose an affine chart for h with linear metrics h, hˆ at ∞, 0
2This may be more familiar in Penrose’s abstract index notation [157]. Writing Q,R with k, ℓ
contravariant indicies, employing the summation convention and letting round brackets denote sym-
metrisation, the Schouten–Nijenhuis bracket reads {Q,R}a···e = kQf(a···b∇fR
cd···e)− ℓ∇
(a···bc
f R
d···e)f .
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respectively. It then suffices to consider the 1-parameter family ht := hˆ − th of linear
metrics, for which ∇Xht = JZ∇t ,XK with Z∇t = Zˆ∇ − tZ∇ for all t ∈ R.
The 1-parameter family h∗t of Killing 2-tensors yields a 1-parameter family Qt ∈
Ω0(M ; S2TM) of quadratic integrals of g := (pf h)−1h−1, which may be written as
Qt(α, β) = h
∗
t (h(α, · ), h(β, · ))
for α, β ∈ Ω1(M). We must show that the Schouten–Nijenhuis bracket (8.7) vanishes
for all s, t ∈ R. Since {Qs, Qt} = 0 trivially when s = t, we assume that s 6= t. It
suffices also to assume that hs, ht are non-degenerate; the general case will then follow
by continuity.
Let ∇ ∈ [∇] be the Levi-Civita connection of h. Then since ∇h = 0,
(∇XQt) (α, β) = (∇Xh∗t ) (h(α), h(β))
for all α, β ∈ Ω1(M), where we write h(α) := h(α, · ) for notational convenience. Since
h is non-degenerate and π := pf h is ∇-parallel, it suffices to take 1-forms of the form
π−1h−1(X, · ) and prove that
sym
[
h∗s(h(ε
i), · )⊗ ∇eih∗t − h∗t (h(εi), · )⊗ ∇eih∗s
]
= 0 (8.9)
as a section of L3 ⊗ S3T ∗M . Notice that we may write
h = 1s−t
(
(hˆ− th)− (hˆ− sh))
= 1s−t(ht − hs)
for any s 6= t, so that (8.9) holds if and only if
sym
[
h∗s(ht(ε
i) · )⊗ ∇eih∗t − h∗s(hs(εi) · )⊗ ∇eih∗t
− h∗t (ht(εi) · )⊗ ∇eih∗s + h∗t (hs(εi) · )⊗ ∇eih∗s
]
= 0. (8.10)
Let us analyse the terms inside the symmetrisation one at a time. Writing π(t) := pf ht,
for the third term above we have
h∗t (ht(ε
i, · ),X) (∇eih∗s)(Y,Z) = π(t)h−1t (ht(εi),X) (∇eih∗s)(Y,Z)
= π(t)εi(X) (∇eih∗s)(Y,Z)
= π(t) (∇Xh∗s)(Y,Z),
whose symmetrisation in X,Y,Z vanishes because h∗s is a Killing 2-tensor. Switching
the roles of s, t, the second term in (8.10) also vanishes.
Observe now that, since we are computing with respect to the Levi-Civita connec-
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tion ∇ of h, Z∇ = 0 and therefore Z∇t = Zˆ∇ − tZ∇ = Zˆ∇ for all t ∈ R. By Lemma
8.16 it follows that the first term in (8.10) is given by
h∗s(ht(ε
i, · ),X)⊗ ∇eih∗t
= π(s)εi (ht(h
∗
s(X, · ), · ))
(
h−1t (Zˆ
∇, ei)h∗t + π(t)⊗ Jh−1t (ei, · ), h−1t (Zˆ∇, · )K
)
= π(s)π(t)
(
h−1s (Zˆ
∇,X)h−1t + Jh−1s (X, · ), h−1t (Zˆ∇, · )K
)
.
We note that h−1s (X, · ) ∈ Ω0(M ;L ⊗ T ∗M) and h−1t (Z∇t , · ) ∈ Ω1(M), so that the
algebraic bracket term is a section of L ⊗ B∗ as required. Writing αs := h−1s (Zˆ∇, · ) ∈
Ω1(M), the previous two calculations imply that (8.10) is equivalent to
π(s)π(t) symX,Y,Z
[
αs(X)h
−1
t (Y,Z) + Jh−1s (X, · ), αtK(Y,Z)
+ αt(X)h
−1
s (Y,Z) + Jh−1t (X, · ), αsK(Y,Z)
]
= 0, (8.11)
where by symX,Y,Z we mean the cyclic sum over X,Y,Z. Since π(t) ∈ Ω0(M ;L), we
have
π(t)αs(X)h
−1
t (Y,Z) = JJX,αsK, π(t)K ⊗ h−1t (Y,Z), (8.12)
a section of L3. The Jacobi identity then yields
Jh−1t (X, · ), αsK = JJX,h−1t K, αsK = JJX,αsK, h−1t K
since the bracket between T ∗M and L ⊗ B∗ is zero. Therefore, combining this with
(8.12) and omitting the evaluation on vector fields Y,Z, the first and last terms inside
the symmetrisation in (8.11) equal
π(s)⊗ (JJX,αsK, π(t)K ⊗ h−1t + π(t)⊗ JJX,αsK, h−1t K)
= π(s)⊗ (JX,αsK · π(t)h−1t )
= π(s)⊗ (δαs∇Xh∗t ) , (8.13)
where δαs is the linear variation of Weyl structure with respect to αs. The symmetri-
sation of (8.13) is zero by Proposition 8.12. Therefore, upon symmetrisation, the first
and last terms in (8.11) sum to zero; exchanging s, t, so do the middle two terms. Since
(8.11) was equivalent to commutativity of the h∗t , we are done.
8.2 Canonical vector fields
In c-projective geometry, the role of the canonically defined Killing vector fields as-
sociated to a metrisability pencil has been emphasised by a number of authors, most
notably in [11, 12, 36, 138]. These Killing fields are defined as symplectic gradients
171
J gradg σi for certain functions σi associated to the pencil, and mutually commute.
More recently, analogous gradient fields gradg σi have been discovered in projective ge-
ometry by Eastwood [76] and developed further in the c-projective setting in [36, 51].
While these gradient fields mutually commute, they are not Killing in general. The
present author believes that these gradient fields X(t) play the more fundamental role,
and it is merely a happy accident that the symplectic gradients of c-projective geometry
are Killing fields. Indeed, in quaternionic geometry the vector fields JaX(t) are not
Killing unless the manifold is hypercomplex.
In this section, we develop the theory of the canonically defined gradient vector fields
associated to a pencil. Subsection 8.2.1 is devoted to an invariant description of these
vector fields, using the bilinear pairing provided by the general BGG calculus, while
Subsection 8.2.2 undertakes a somewhat gruesome proof that they mutually commute.
8.2.1 Definition using BGG pairings
By Proposition 7.32, an algebraic Weyl structure for p induces decompositions
W ∼= (L∗ ⊗ B)⊕ (L∗ ⊗ g/p) ⊕ L∗
W
∗ ∼= L⊕ (L⊗ p⊥)⊕ (L⊗ B∗)
(8.14)
of W and W∗, where B ≤ S2(g/p) is a p0-subrepresentation and, by Proposition 7.38,
L ∼= (∧rng/p)2/r(n+1). Since also g ∼= g/p⊕ p0⊕ p⊥, taking Lie brackets of appropriate
elements in (8.14) yields a bilinear pairing
W×W∗ → g. (8.15)
The (g/p)-valued component of (8.15) is p-invariant, so descends to a pairing (L∗ ⊗
B)×L→ g/p on zeroth homology modules. The theory of Section 3.3.1 then provides
a bilinear differential pairing (L∗ ⊗ B) × L → TM between associated bundles of the
form (3.14). In terms of the BGG splitting operators (7.21) and (7.33) this is
(h, π) 7→ X(h, π) := h(η∇, · )− πZ∇ (8.16)
for any ∇ ∈ [∇], where η∇ := ∇π and Z∇ := 2rn−r+2∂(∇h) as in (7.25) and (7.36).
Lemma 8.17. X(h, π) is independent of ∇ ∈ [∇].
Proof. From Section 7.4 we have δγZ
∇ = h(γ, · ) and δγη∇ = JJ · , γK, πK = πγ, so that
δγX(h, π) = h(πγ, · )− πh(γ, · ) = 0.
If h is non-degenerate then X(h, π) is a gradient vector field with respect to g :=
(pf h)−1h−1: we may trivialise the line bundle L with respect to pf h and write X(h, π)
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with respect to the Levi-Civita connection ∇ of h, yielding
X(h, π) = h(∇π, · ) = g−1(d((pf h)−1π), · ) = gradg((pf h)−1π). (8.17)
Since this simple fact shall be important in the sequel, we record the following property
of gradient vector fields.
Lemma 8.18. Let (M,g) be a (pseudo-)riemannian manifold with Levi-Civita connec-
tion ∇. Then ∇X is self-adjoint with respect to g for all gradient vector fields X.
Proof. Suppose that X = gradg f . Then for all vector fields Y,Z, we have g(∇YX,Z) =
g(∇Y df ♯, Z) = (∇Y df)(Z) = ∂Y ∂Zf − df(∇Y Z). Since ∇ is torsion-free, we obtain
g(∇YX,Z)− g(Y,∇ZX) = ∂[Y,Z]f − df([Y,Z]) = 0 as required.
Observe also that X(h,pf h) = 0 for all h ∈ Ω0(M ;L∗⊗B): either h is degenerate,
in which case pf h = 0 and η∇ = 0; or else h is non-degenerate and we may evaluate
X(h,pf h) with respect to the Levi-Civita connection∇ of h, giving η∇ = 0 and Z∇ = 0.
Suppose now that we have a pencil h ∈ Ω0(M ;L∗ ⊗ B ⊗ V ∗) of compatible linear
metrics. The pfaffian pi := pf h is a section of L ⊗ SnV ∗, so may be viewed as a
homogeneous polynomial of degree n in the parameters of the pencil. We would like to
define the vector fields X(h,pi), but since X(h,pf h) = 0 some care is needed to avoid
making a trivial definition. There are two equivalent approaches:
• We may choose an affine chart on P(V ) with linear metrics h, hˆ at∞, 0 respectively.
Then each metric in the pencil is proportional to some ht := hˆ− th and π(t) := pf ht
is a polynomial of degree n in t by Corollary 8.8. Since (8.16) is linear in h,
X(hs, π(t)) = X(hs, π(t)) −X(ht, π(t))
= X(hˆ − sh, π(t))−X(hˆ− th, π(t)) = (t− s)X(h, π(t))
(8.18)
for each s, t ∈ R, where X(t) := X(h, π(t)) is independent of s and polynomial of
degree n− 1 in t.
• More invariantly, we view h and pi respectively as sections of L∗ ⊗ B ⊗ V ∗ and
L⊗ SnV ∗ over M , so that X(h,pi) is a section of TM ⊗ V ∗ ⊗ SnV ∗. The Clebsch–
Gordan formula [84] gives
V ∗ ⊗ SnV ∗ ∼= Sn+1V ∗ ⊕ (Sn−1V ∗ ⊗ ∧2V ∗)
and, since X(h,pf h) = 0 for each h ∈ Ω0(M ;L∗⊗B), the Sn+1V ∗-component must
vanish identically. It follows that we may write X(h,pi) =X ⊙ ε for a section X of
TM ⊗ Sn−1V ∗ and a constant area form ε ∈ ∧2V ∗. Of course, X is identified with
X(t) from above in an affine chart, while the evaluation of ε on (1, s), (1, t) ∈ V is
(proportional to) the coefficient (t− s) in (8.18).
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The pencil h therefore induces a homogeneous family X of gradient vector fields.
For concreteness, we shall often work with the vector fields X(t) in an affine chart.
Definition 8.19. The homogeneous family X ∈ Ω0(M ;TM ⊗ Sn−1V ∗) will be called
the family of canonical vector fields associated to the pencil h.
Remark 8.20. In an affine chart, X(t) =
∑n−1
i=1 (−1)itiXi is polynomial of degree n−1 in
t. Identifying X(t) with the gradient field gradg((pf h)
−1π(t)), we have Xi = gradg σi
for σi the elementary symmetric function of the n roots of π(t); these are Eastwood’s
gradient fields in projective geometry [76]. In c-projective geometry, since J is parallel
and Xi is gradient, the symplectic gradients Ki := J gradg σi are Killing fields.
Proposition 8.21. Choose an affine chart for P(V ) with non-degenerate linear metrics
h, hˆ at∞, 0 respectively, and let ∇g be the Levi-Civita connection of g := (pf h)−1/rh−1.
Then ∇gX(t), is a g-self-adjoint section of p0M for all t ∈ R.
Proof. The fact that ∇X(t) is self-adjoint with respect to g follows from (8.17) and
Lemma 8.18. Differentiating (8.16) using the prolongation (7.25) gives
∇YX(t) = JZ∇, Y K(∇π(t), · ) + h(∇Y∇π(t), · )
− (∇Y Z∇)π(t)− (∇Y π(t))Z∇
= JJZ∇,∇π(t)K, Y K + JZ∇,∇Y π(t)K + h(∇Y∇π(t)− π(t)r∇Y , · )
− (∇Y π(t))Z∇ − λ∇π(t)Y − π(t)−1∂JW,hKY
= JJZ∇,∇π(t)K, Y K + h(∇Y∇π(t)− π(t)r∇Y , · )
− λ∇π(t)Y − π(t)−1∂JW,hKY
for all vector fields Y . The bracket JZ∇,∇π(t)K lies in p0M ⊕ z(q0)M ; however gl(TM)
has zero intersection with z(q0)M , so JZ∇,∇π(t)K is a section of p0M . Since ht is a
linear metric for each t ∈ R, its pfaffian π(t) defines a solution of the hessian equation
by Corollary 7.73. Thus ∇2π(t) − π(t)r∇ is a section of L ⊗ B∗, implying that Y 7→
h(∇Y∇π(t) − π(t)r∇Y , · ) is a section of p0M by Lemma 7.60. Since λ∇π(t) is just
a smooth function, the third term is proportional to the identity map and hence a
section of p0M . Finally, the Weyl curvature term defines a section of p
0
M by Lemma 7.62.
Therefore the right-hand side above is the image of Y under a section of p0M .
By Proposition 8.4, the vector field πZˆ∇ may be identified with the vector field Λ :=
µ♯ appearing in the main equation (5.9) of c-projective geometry. Thus Proposition 8.21
generalises the well-known fact that Λ is holomorphic; see [52, 138]. In quaternionic
geometry, one finds that in fact ∇X(t) is quaternion-linear, implying that X(t) is a
gradient quaternionic vector field by [8, Lem. 1(2)].
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8.2.2 Commutativity
The objective of this subsection is to prove that the canonical vector fields mutually
commute. This is well-known in c-projective geometry [11, 12, 36, 138], where one
usually works with the canonical Killing fields K(t) := JX(t).
Theorem 8.22. The components of X(h,pi) mutually commute.
The proof of Theorem 8.22 will require some preliminary technical work. Note that
is suffices to proof that the components of X ∈ Ω0(M ;TM ⊗ Sn−1V ∗) from above
commute; equivalently, we may choose an affine chart on P(V ) with metrics h, hˆ at
∞, 0 respectively and show that [X(s),X(t)] = 0 for all s, t ∈ R.
Lemma 8.23. Let g be a non-degenerate section of B∗ and suppose that A ∈ Ω0(M ; p0M )
is self-adjoint with respect to g. Then for all vector fields X, we have:
(1) JJX,X♭K,X♭K = −g(X,X)X♭; and
(2) JJAX,X♭K,X♭K = −g(AX,X)X♭,
where ♭ : TM → T ∗M is the musical isomorphism X 7→ g(X, · ) of g.
Proof. (1) Let h := (det g)1/r(n+1)g−1 be the corresponding section of L∗ ⊗ B. For an
arbitrary vector field Y , we may write
JJX,X♭K,X♭K(Y ) = h(JJX,X♭K,X♭K, h−1(Y, · ))
= 〈h−1(Y, · ), h(JJX,X♭K,X♭K, · )〉
= 〈JY, h−1K, Jh, JJX,X♭K,X♭KK〉
= 〈Y, Jh−1, Jh, JJX,X♭K,X♭KKK〉 (8.19)
by the Jacobi identity and invariance of the Killing form on hM . Using Table 7.1,
successive applications of the Jacobi identity to last display yield
Jh−1, Jh, JJX,X♭K,X♭KKK
= Jh−1, JJX, Jh,X♭KK,X♭KK + Jh−1, JJX,X♭K, Jh,X♭KKK
= Jh−1, JJX,h(X♭, · )K,X♭KK + Jh−1, JJX,X♭K, h(X♭, · )KK
= JJJh−1,XK, h(X♭, · )K,X♭K + JJX, Jh−1, h(X♭, · )KK,X♭K
+ JJJh−1,XK,X♭K, h(X♭, · )K + JJX,X♭K, Jh−1, h(X♭, · )KK
= −JJh−1(X, · ), h(X♭, · )K,X♭K − JJh−1(X, · ),X♭K, h(X♭, · )K
+ 2JJX,X♭K,X♭K. (8.20)
Writing π := pf h 6= 0, we have h(X♭, · ) = π−1X and h−1(X, · ) = πX♭. Making this
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substitution in (8.20) and using the Jacobi identity on the second term, we obtain
Jh−1, Jh, JJX,X♭K,X♭KKK
= −JJπX♭, π−1XK,X♭K − JJπX♭,X♭K, π−1XK + 2JJX,X♭K,X♭K
= −2JJπX♭, π−1XK,X♭K − JπX♭, JX♭, π−1XKK + 2JJX,X♭K,X♭K. (8.21)
Consider the first term on the right-hand side of (8.21). Since we may write π−1X =
Jπ−1,XK, the Jacobi identity yields
JJπX♭, Jπ−1,XKK,X♭K = JJJπX♭, π−1K,XK,X♭K + JJπ−1, JπX♭,XKK,X♭K
= JJX♭,XK,X♭K − JJπ−1, πg(X,X)K,X♭K, (8.22)
where we have used that the inner-most brackets are the contractions JπX♭, π−1K = X♭
and JπX♭,XK = −πg(X,X). The bracket between π−1 ∈ Ω0(M ;L∗) and X♭ ∈ Ω1(M)
vanishes, so applying the Jacobi identity to the second term in (8.22) gives
JJπX♭, Jπ−1,XKK,X♭K = −JJX,X♭K,X♭K − Jπ−1, Jπg(X,X),X♭KK
= −JJX,X♭K,X♭K + Jπ−1, πg(X,X)X♭K
= −JJX,X♭K,X♭K − g(X,X)X♭. (8.23)
Consider now the second term in (8.21). Since the inner algebraic bracket is (minus)
the contraction, we have
−JπX♭, JX♭, π−1XKK = JπX♭, π−1g(X,X)K = g(X,X)X♭. (8.24)
Now substituting (8.22), (8.23) and (8.24) into (8.19), we obtain
〈Y, JJX,X♭K,X♭K〉 = 〈Y, 4JJX,X♭K,X♭K + 3g(X,X)X♭〉.
and therefore
〈Y, JJX,X♭K,X♭K + g(X,X)X♭〉 = 0
by rearranging. Since this holds for all vector fields Y , the result follows by non-
degeneracy of the Killing form.
(2) Following the steps of (1) with JJX,X♭K,X♭K replaced by JJAX,X♭K,X♭K until we
reach equations analogous to (8.22) and (8.23), we find that
〈Y, JJAX,X♭K,X♭K〉 = 〈Y,−2JJ(AX)♭,XK,X♭K − 2JJπ−1, Jπ(AX)♭,X♭KK,X♭K〉
=
〈
Y,− 2JJ(AX)♭,XK,X♭K + 2g(AX,X)X♭
+ g(X,X)(AX)♭ + 2JJAX,X♭K,X♭K〉. (8.25)
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Consider the first term above. Since A is self-adjoint with respect to g, we have
(AX)♭(Y ) = g(X,AY ) = (X♭ ◦ A)(Y ) = JX♭, AK(Y ), and thus (AX)♭ = JX♭, AK. By
the Jacobi identity, the first term on the right-hand side above equals
JJ(AX)♭,XK,X♭K = JJJX♭, AK,XK,X♭K
= JJJX♭,XK, AK,X♭K + JJX♭, AXK,X♭K
= JJJX♭,XK,X♭K, AK − JJX♭,XK, (AX)♭K
+ JJX♭, AXK,X♭K. (8.26)
The first term on the right-hand side equals −Jg(X,X)X♭, AK = −g(X,X)(AX)♭ by
part (1), while the second term equals −JJ(AX)♭,XK,X♭K by symmetry in X♭ and
(AX)♭. Since this term equals the negative of the left-hand side, rearranging (8.26)
gives
JJ(AX)♭,XK,X♭K = −12
(
g(X,X)(AX)♭ + JJAX,X♭K,X♭K). (8.27)
Substituting (8.27) into (8.25), the g(X,X)(AX)♭ terms cancel and we obtain
〈Y, JJAX,X♭K,X♭K〉 = 〈Y, 3JJAX,X♭K,X♭K + 2g(AX,X)X♭〉. (8.28)
Noting that the first term on the right-hand side of (8.28) equals three times the left-
hand side, rearranging and dividing by two gives
〈Y, JJAX,X♭K,X♭K + g(AX,X)X♭〉 = 0
and hence the result by the non-degeneracy of the Killing form on gM .
Remark 8.24. Lemma 8.23 is trivial to verify when working with a particular geometry,
since the algebraic bracket J · , · K : TM × T ∗M → p0M is known explicitly. However,
care must be taken in the conformal case: the bracket in Lemma 8.23(2) equals
JJAX,X♭K,X♭K = −2g(AX,X)X♭ + g(X,X)(AX)♭ ,
so one must use that the g-self-adjoint sections of p0M are multiples of the identity.
It will be convenient henceforth to work with the Levi-Civita connection ∇ of h,
so that X(t) = h(∇π(t), · ). We can also trivialise the line bundles L and L∗ using
the pfaffian π := pf h ∈ Ω0(M ;L) and its inverse π−1 ∈ Ω0(M ;L∗). As discussed in
Subsection 8.2.1, if ht is degenerate then π(t) = 0 and hence X(t) = 0 identically.
Form the usual endomorphism A = Jh−1, hˆK and denote its transpose map by
the same symbol. The following result is well-known in the projective [32, 33] and
c-projective [36, 51] cases. However, we pursue a different proof to these sources.
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Proposition 8.25. Let ∇, ∇ˆ be the Levi-Civita connections of h, hˆ respectively and
suppose that Zˆ∇ ∈ Ω0(M ;L∗⊗ TM) satisfies ∇hˆ = JZˆ∇, · K. Then the endomorphisms
A,∇(πZˆ∇) ∈ Ω0(M ; gl(TM)) commute.
Proof. From the prolongation (7.25) of the linear metric equation, we have
∇XZˆ∇ = λˆ∇X + hˆ(r∇X , · ) +−1∂JW , hˆKX . (8.29)
Since we are assuming that ∇ is torsion-free, the Weyl curvature W and hence also
the final Weyl curvature term −1∂JW , hˆK in (8.29) are projectively invariant, and
therefore may be computed with respect to either ∇ or ∇ˆ; in the latter case we obtain

−1∂JW, hˆKX = −λˆ∇ˆX − hˆ(r∇ˆX , · )
since Zˆ∇ˆ = 0. Substituting this into (8.29), we obtain
∇XZˆ∇ = (λˆ∇ − λˆ∇ˆ)X − hˆ(r∇X − r∇ˆX , · ).
Using Corollary 7.49 and that A is self-adjoint with respect to h−1, it follows that
h−1(∇AXZˆ∇, Y ) = (λˆ∇ − λˆ∇ˆ)h−1(AX,Y )− h−1(hˆ(r∇AX − r∇ˆAX , · ), Y )
= (λˆ∇ − λˆ∇ˆ)h−1(AY,X) − (r∇AY − r∇ˆAY )(AX)
= h−1(∇AY Zˆ∇,X) (8.30)
for all vector fields X,Y . Since h−1 = πg, (8.30) now implies that ∇(πZˆ∇) ◦ A is
self-adjoint with respect to g. But by Proposition 8.4, πZˆ∇ is a gradient vector field
with respect to g, so is g-self-adjoint by Lemma 8.18. Then since A, ∇(πZˆ∇) and
∇(πZˆ∇) ◦ A are all self-adjoint, it follows easily that A commutes with ∇(πZˆ∇).
Lemma 8.26. Choose t ∈ R such that ht is non-degenerate. Then for all vector fields
X and all ∇ ∈ [∇], the following identities hold:
(1) ∇Xπ(t) = h−1t (Zˆ∇,X)π(t); and
(2) ∇Xh−1t = Jh−1t (X, · ), h−1t (Zˆ∇, · )K.
Proof. Since ht is non-degenerate, there is a connection ∇t ∈ [∇] with ∇tht = 0.
Writing ∇ = ∇t + J · , γtK for some γt ∈ Ω1(M), we then have ∇Xht = JJX, γtK, htK =
Jht(γt, · ),XK. But also ∇Xht = JZ∇t ,XK for a section Zˆ∇ of L∗ ⊗ TM , which is
independent of t; applying ∂ to both expressions gives γt = h
−1
t (Zˆ
∇, · ).
(1) Since∇tht = 0 we also have∇tπ(t) = 0, giving∇Xπ(t) = JJX,h−1t (Zˆ∇, · )K, π(t)K =
h−1t (Zˆ
∇,X)π(t) as claimed.
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(2) Also ∇th−1t = 0, so that ∇Xh−1t = JJX,h−1t (Zˆ∇, · )K, h−1t K. Applying the Jacobi
identity and observing that the bracket between h−1t (Zˆ
∇, · ) and h−1t is trivial, we
immediately obtain
∇Xh−1t = JJX,h−1t K, h−1t (Zˆ∇, · )K = Jh−1t (X, · ), h−1t (Zˆ∇, · )K
as required.
We are finally in a position to prove that the vector fields X(t) mutually commute.
Proof of Theorem 8.22. The result is trivial if s = t, so assume that s 6= t. Moreover
if ht is degenerate then X(t) = 0 identically, so we may assume that hs, ht are both
non-degenerate.
By Lemma 8.26(1) we have ∇π(t) = π(t)h−1t (Zˆ∇, · ), so that writing X(t) with
respect to the Levi-Civita connection ∇ of h yields
X(t) = π(t)h
(
h−1t (Zˆ
∇, · ), · ). (8.31)
Using both parts of Lemma 8.26, we find that the covariant derivative of X(t) with
respect to ∇ is given by
∇YX(t) = π(t)h−1t (Zˆ∇, Y )h(h−1t (Zˆ∇)) + π(t)h
(Jh−1t (Y ), h−1t (Zˆ∇)K(Zˆ∇))
+ π(t)h(h−1t (∇Y Zˆ∇)),
(8.32)
where we have written h(α) := h(α, · ) and h−1t (X) := h−1t (X, · ) for notational
convenience. Since the algebraic bracket between π(t)h−1t (Zˆ
∇, Y ) ∈ Ω0(M ;L) and
h(h−1t (Zˆ
∇)) ∈ Ω0(M ;L∗ ⊗ TM) is just the contraction, the first term on the right-
hand side of (8.32) equals Jh−1t (π(t)Zˆ∇, Y ), h(h−1t (Zˆ∇))K. Writing h(h−1t (Zˆ∇)) =
Jh, h−1t (Zˆ∇)K and noting that the bracket between Jπ(t)Zˆ∇, h−1t (Y )K ∈ Ω0(M ;L) and
h ∈ Ω0(M ;L∗ ⊗ B) is trivial, applying the Jacobi identity to this term yields
Jh−1t (π(t)Zˆ∇, Y ), h(h−1t (Zˆ∇))K
=
qJπ(t)Zˆ∇, h−1t (Y )K, Jh, h−1t (Zˆ∇)K
y
=
q
h, JJπ(t)Zˆ∇, h−1t (Y )K, h−1t (Zˆ∇)K
y
=
q
h, JJπ(t)Zˆ∇, h−1t (Zˆ∇)K, h−1t (Y )K
y
+
q
h, Jπ(t)Zˆ∇, Jh−1t (Y ), h−1t (Zˆ∇)KK
y
= −h(JJπ(t)Zˆ∇, h−1t (Zˆ∇)K, h−1t (Y )K, · )
− h(Jh−1t (Y ), h−1t (Zˆ∇)K(π(t)Zˆ∇, · ), · ). (8.33)
The second term on the right-hand side of (8.33) cancels with the second term on the
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right-hand side of (8.32), so that
∇YX(t) = −h
(JJπ(t)Zˆ∇, h−1t (Zˆ∇)K, h−1t (Y )K, · )+ π(t)h(h−1t (∇Y Zˆ∇)). (8.34)
Now let Y = X(s) = π(s)h(h−1s (Zˆ∇)). We first deal with the second term on the
right-hand side above. Since we may write ht = h(At · , · ) for an invertible self-adjoint
endomorphism At : T
∗M → T ∗M , we have h(h−1t (Y )) = A−1t Y , where we use the
same symbol to denote the transpose endomorphism At : TM → TM . Trivialising
L with respect to π := pf h and writing π(t) = p(t)π for all t ∈ R, (8.31) becomes
X(t) = p(t)A−1t (πZˆ
∇). Therefore, the term under scrutiny becomes
π(t)h(h−1t (∇X(s)Zˆ∇)) = p(s)p(t)A−1t ∇A−1s (πZˆ∇)(πZˆ∇). (8.35)
Since A = hˆ ◦ h−1 : TM → TM and ∇(πZˆ∇) commute by Proposition 8.25, so also
do A−1t and ∇(πZˆ∇); combining this with the fact that A−1s and A−1t commute for all
s, t ∈ R, we see that (8.35) is symmetric in s, t. Thus, it suffices to show that the first
term alone in (8.34) (with Y = X(s)) vanishes upon alternation in s, t.
Since we may write h = 1s−t(ht − hs), we have
h−1t (X(s), · ) = 1s−tπ(s)
(
h−1s (Zˆ
∇)− h−1t (Zˆ∇)
)
,
and the first term on the right-hand side of (8.34) becomes
− 1s−tp(s)p(t)h
(JJπZˆ∇, h−1t (Zˆ∇)K, πh−1s (Zˆ∇)− πh−1t (Zˆ∇)K, · ).
Since both 1s−tp(s)p(t) and πh
−1
s (Zˆ
∇)−πh−1t (Zˆ∇) are skew-symmetric in s, t, alterna-
tion yields
1
s−tp(s)p(t)h
(JJπZˆ∇, h−1s (Zˆ∇)− h−1t (Zˆ∇)K, πh−1s (Zˆ∇)− πh−1t (Zˆ∇)K, · ). (8.36)
Considering the metric g := π−1h−1 corresponding to the linear metric h, we have
h−1s (Zˆ∇) − h−1t (Zˆ∇) = g
(
(A−1s − A−1t )(πZˆ∇), ·
)
. It is straightforward to see that
A−1s −A−1t = (s− t)A−1s A−1t , so that the previous expression yields
πZˆ∇ = 1s−tAsAt
(
h−1s (Zˆ
∇)− h−1t (Zˆ∇)
)♯
.
Then (8.36) is of the form JJAs,tX,X♭K, πX♭K, where
As,t :=
1
(s−t)2 p(s)p(t)AsAt
and X := h
(
h−1s (Zˆ
∇)− h−1t (Zˆ∇), ·
)
.
Here As,t is a g-self-adjoint element of p
0
M by Lemma 7.60, so the Leibniz rule and
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Lemma 8.23(2) yield
JJAs,tX,X♭K, πX♭K = JJAs,tX,X♭K, πK ⊗ X♭ + π ⊗ JJAs,tX,X♭K,X♭K
= g(X,As,tX)X
♭ − g(As,tX,X)X♭ = 0.
We conclude that ∇X(s)X(t) is symmetric in s, t; since we assume that ∇ is torsion-free,
it follows that [X(s),X(t)] = ∇X(s)X(t)−∇X(t)X(s) = 0 for all s, t ∈ R.
Remark 8.27. The author suspects a more conceptually satisfactory proof of Theo-
rem 8.22 is available, which exploits the facts that h and pi are in the kernels of the
appropriate BGG operators, and that X(h,pi) is the result of the BGG bilinear pairing
operator W ×W∗ → g. One might expect strong restrictions on the pairings when
there is a 2-dimensional family of solutions of each BGG operator. Unfortunately, the
author was unable to make progress in this direction.
8.3 Relative eigenvalues and the order of a pencil
Suppose thatM admits a pencil h of linear metrics containing a non-degenerate metric,
which we view as a section of L∗ ⊗ B ⊗ OV (1) over M × P(V ). The pfaffian pi := pf h
lies in the kernel of the hessian (7.35) by Corollary 7.73. Choosing an affine chart on
P(V ) with linear metrics h, hˆ at∞, 0, Corollary 8.8 allows us to view pi as a polynomial
π(t) of degree n in t. Writing hˆ = h(A · , · ) as before,
π(t) := pf ht = (det(A− tid))1/r(pf h)
and therefore the (possibly complex-valued) roots ξ : M → C of π(t) are precisely the
eigenvalues of A. The following is immediate from Corollary 8.8.
Corollary 8.28. The eigenvalues of A have algebraic multiplicity divisible by r.
Forgetting the affine chart on P(V ) and viewing pi as a homogeneous polynomial of
degree n in the parameters of the pencil, the roots of pi are functions ξ :M → PC(V⊗C).
Definition 8.29. The (relative) eigenvalues of h are the roots ξ : M → PC(V ⊗ C) of
the pfaffian pi = pf h. In an affine chart, we identify these with functions ξ : M → C.
Note that since A is self-adjoint with respect to all metrics in the pencil, its eigen-
values are either real-valued or occur in complex-conjugate pairs. In particular, if h
contains a positive definite linear metric then the eigenvalues are necessarily real-valued.
Since we will not assume this, it will be necessary to deal with the Jordan normal form
of h, whose details we recall in Subsection 8.3.1. The eigenvalues of h are not a priori
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smooth functions ξ : M → C, so we must deal with the set of points on which the
eigenvalues are “well-behaved”. There are two relevant notions of well-behaved here;
we study both in Subsection 8.3.2 and show them to be equivalent, following Topalov’s
treatment in the projective case [175] and in PQǫ-projective geometry [177].
In Subsection 8.3.3 we define an integer invariant of a pencil, called its order. This
definition is well-known (and more readily accessible) in riemannian c-projective ge-
ometry, where the order equals the maximal dimension of the pointwise span of the
canonical Killing fields [11]. Recently this definition has been extended to pseudo-
riemannian c-projective geometry [51, §5.6]. Finally, we contemplate pencils containing
a riemannian metric in Subsection 8.3.4.
8.3.1 Review of Jordan normal forms
The theory of Jordan normal forms over the complex numbers is well-known, but less
common over the real numbers. We review this theory here for completeness; a readable
introduction may be found in [180].
Let V be a complex vector space and A ∈ gl(V ) an endomorphism. The minimal
polynomial of A splits as mA(t) =
∏k
i=1(t − ξi)mi for ξi the eigenvalues of A. If an
eigenvalue ξ has geometric multiplicity m, the Jordan decomposition theorem states
that there is a basis of V in which the restriction of A to the generalised eigenspace
GA(ξ) := ker(A− ξid)m of ξ is represented by a sum of the Jordan blocks of the form
Jk(ξ) =

ξ 1 · · · 0 0
0 ξ · · · 0 0
...
...
. . .
...
...
0 0 · · · ξ 1
0 0 · · · 0 ξ
,
(8.37)
with A represented by a direct sum of such blocks. For later use, we note that if ξ 6= 0
then the Jordan block Jk(ξ) is invertible, with inverse
Jk(ξ)
−1 =

ξ−1 −ξ−2 · · · (−1)k+1ξ−k
0 ξ−1 · · · (−1)kξ−k+1
...
...
. . .
...
0 0 · · · ξ−1

.
(8.38)
The part v1, . . . , vk of the Jordan basis spanning GA(ξ) is called the Jordan chain, and
satisfies Avi = ξvi + vi−1. The following lemma will be useful later.
Lemma 8.30. Let v1, . . . , vk be generalised eigenvectors of an endomorphism A corre-
sponding to distinct eigenvalues ξ1, . . . , ξk. Then v1, . . . , vk are linearly independent.
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Proof. By definition, there aremi ∈ N such that (A−ξiid)mivi = 0 for each i = 1, . . . , k.
Suppose first that v ∈ ker(A − ξi)mi ∩ ker(A − ξj) for i 6= j. Then Av = ξjv yields
(A− ξiid)miv = (ξj − ξi)miv = 0, so that ξi 6= ξj implies v = 0 and hence
ker(A− ξiid)mi ∩ ker(A− ξj id) = 0.
Now suppose that v ∈ ker(A − ξiid)mi ∩ ker(A − ξjid)mj for i 6= j and mj > 1.
Then (A − ξjid)mj−1v ∈ ker(A − ξiid)mi ∩ ker(A − ξjid) = 0 by the above, so that
v ∈ ker(A− ξiid)mi ∩ ker(A− ξjid)mj−1. By induction we conclude that v = 0.
We prove the lemma by induction on k. It is obvious for k = 1, so assume it
holds for some k ≥ 1 and let vi ∈ ker(A − ξiid)mi for i = 1, . . . , k + 1. Suppose that∑k+1
i=1 aivi = 0. Applying (A− ξk+1id)mk+1 to this linear combination, we obtain∑k+1
i=1 ai(A− ξk+1id)mk+1vi =
∑k
i=1ai(A− ξk+1id)mk+1vi = 0.
By the first paragraph we must have (A − ξk+1id)mk+1vi 6= 0 for i 6= k + 1, so that
(A − ξk+1id)mk+1vi ∈ ker(A − ξiid)mi implies that ai = 0 for i = 1, . . . , k by the
induction hypothesis. Since vk+1 6= 0, it follows also that ak+1 = 0.
The Jordan normal form over a real vector space V may be described as follows.
The inclusion gl(n,C) →֒ gl(2n,R) identifies each complex entry z = a + ib ∈ C of a
matrix in gl(n,C) with the 2×2 real matrix [ a −bb a ] ∈ gl(2,R). Complexifying V and
writing each complex eigenvalue of A in real and complex parts, this substitution in
the Jordan normal form (8.37) yields we arrive at the real Jordan normal form of A.
If v1, . . . , vk ∈ V ⊗C comprise a Jordan chain for an eigenvalue ξ ∈ C, we can write
ξ = a + ib and vi = xi + iyi for xi, yi ∈ V . Comparing real and imaginary parts, the
identity Avi = ξvi + vi−1 gives Axi = axi − byi + xi−1 and Ayi = ayi + bxi + yi−1.
However, it is often convenient to complexify and avoid the real Jordan normal form
altogether.
8.3.2 Stable and regular points
This subsection acts mainly as a technical stepping stone for defining the order of a
pencil in Subsection 8.3.3. Since we are not assuming our metrisability pencil h admits
riemannian members, we must entertain the possibility that h admits non-trivial Jordan
blocks. Choosing an affine chart with linear metrics h, hˆ at∞, 0 respectively, this means
that the minimal and characteristic polynomials of the usual endomorphism A = h−1◦hˆ
of T ∗M need not coincide. The minimal polynomial yields a section π˜(t) of L, which
is polynomial in t of degree at most n = deg π(t) and whose roots are the eigenvalues
of h. Denote by rkh|x the degree of π˜(t) at x ∈M , and write rkh = maxx∈M{rkh|x}.
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Definition 8.31. Let x ∈M .
(1) Call x a stable point if there is an open neighbourhood U ∋ x on which rkh|y is
constant for all y ∈ U(x). Denote the set of stable points in M by M0. A point
is singular if it is not regular.
(2) Call x a regular point if the rank rkh|x is maximal among all points in M , i.e.
rkh|x = rkh. Denote the set of regular points by M reg.
The goal of this subsection is to show that, ifM is connected, the stable setM0 and
regular set M reg coincide. We adapt the proof given by Topalov in PQǫ-projective ge-
ometry [177], which is largely algebraic and depends critically on the quadratic integrals
of the geodesic flow constructed in Subsection 8.1.4.
Lemma 8.32. Fix x ∈ M and suppose that U ⊂ R is an open interval containing no
eigenvalues of h|x. Then:
(1) dim〈h∗t |x | t ∈ U〉 = rkh|x;
(2) dim〈h∗t |x(X, · ) | t ∈ U〉 ≤ rkh|x for every X ∈ TxM , with equality for X lying
in a dense open subset of TxM ; and
(3) if t1, . . . , tk ∈ U are k := rkh|x distinct real numbers, the pointwise Killing 2-
tensors h∗t1 |x, . . . , h∗tk |x are linearly independent elements of L2x ⊗ B∗x.
Proof. For notational simplicity, we omit the evaluation at x from all tensors in this
proof. Since by Proposition 8.7 the Killing 2-tensor h∗t is a polynomial of degree n− 1
in t, we may write h∗t =
∑n−1
i=0 (−1)iki ti, where the ki are Killing 2-tensors by linearity
of the Killing equation (8.3). Since this is a Vandermonde system (see [11, App. B])
and therefore invertible, we have
〈h∗t | t ∈ U〉 = 〈k0, . . . , kn−1〉
and 〈h∗t (X, · ) | t ∈ U〉 = 〈k0(X, · ), . . . , kn−1(X, · )〉
(8.39)
for each X ∈ TxM . Let ℓ ∈ N denote the maximal rank of the h∗i (X, · ), i.e.
ℓ := maxX∈TxM{dim 〈h∗0(X, · ), . . . , h∗n−1(X, · )〉}.
The remainder of the proof is more straightforward if we assume without loss of gen-
erality that the linear metric h at ∞ is in Jordan normal form, for which we should
complexify our current picture. Denoting the set of eigenvalues of h|x by S ⊂ C, com-
plexifying yields complex Killing 2-tensors h∗z for z ∈ C r S. As above, we may write
h∗z =
∑n−1
i=0 (−1)ikCi zi for complex Killing 2-tensors kCi ∈ (L2x ⊗ B∗x)⊗ C. Clearly then
dim〈h∗0, . . . , h∗n−1〉 = dimC〈kC0 , . . . , kCn−1〉C, (8.40)
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and arguing using a Vandermonde system as above yields a complex analogue of (8.39):
〈h∗z | z ∈ Cr S〉C = 〈kC0 , . . . , kCn−1〉C
and 〈h∗z(X, · ) | z ∈ Cr S〉C = 〈kC0 (X, · ), . . . , kCn−1(X, · )〉C
(8.41)
for each X ∈ CTxM . Combining (8.39), (8.40) and (8.41) we obtain
dim〈h∗t | t ∈ U〉 = dimC〈h∗z | z ∈ Cr S〉C
and ℓ = maxX∈CTxM{dimC〈h∗z(X, · ) | z ∈ Cr S〉C}.
(8.42)
With these preliminaries in hand, we may continue with the proof of the lemma.
(1) Continue to work with the complexification hC of h, given in Jordan normal form.
By the formula h∗z = (detC hz)1/r(hCz )−1 for z ∈ C r S, the direct sum decomposition
of hC contains a Jordan block Jk(ξ) if and only if the direct sum decomposition of h
∗
z
contains a Jordan block π(t)Jk(ξ − z)−1. Since the size k of this block is at most the
multiplicity of ξ as a root of π(z), it is clear that rkhC|x = dimC〈h∗z | z ∈ Cr S〉C by
(8.38). Combining this with (8.42) completes the proof.
(2) We have dimC〈h∗z(X, · ) | z ∈ Cr S〉C ≤ ℓ = rkh|x by (8.40) and the second equa-
tion of (8.42). By definition of ℓ, there is an X ∈ TxM and a multi-index I = (i1, . . . , iℓ)
for ij ∈ {0, . . . , n− 1} such that the weighted ℓ-covector
h∗I(X, · ) := h∗i1(X, · ) ∧ · · · ∧ h∗iℓ(X, · ) ∈ L2ℓx ⊗ ∧ℓT ∗xM
is non-zero, with h∗J(X, · ) = 0 for multi-indices J of length greater than ℓ. Choosing a
basis in TxM , the equation h
∗
I(X, · ) = 0 is a homogeneous polynomial of degree ℓ in the
components of X. It follows that the set of tangent vectors X for which h∗I(X, · ) 6= 0
is open and dense in TxM .
(3) Writing h∗t =
∑n−1
i=1 (−1)iki ti as above, evidently the ki are linearly independent
and independent of t. If t1, . . . , tk are k := rkh|x = dim〈k0, . . . , kn−1〉 distinct real
numbers, a linear combination of the h∗ti has the form∑k
i=1aih
∗
ti =
∑k
i=1
∑n−1
j=1 (−1)jaikjtji
= (−1)n−1kn−1
∑k
i=1ait
n−1
i + · · ·+ k0
∑k
i=1ai.
(8.43)
This is a k×k Vandermonde system relating the ti and ai, which is invertible because
the ti are distinct. Thus, a linear combination (8.43) is zero if and only if the ai all
vanish, i.e. h∗t1 , . . . , h
∗
tk
are linearly independent.
Our next task is to show that a generic point of M is stable.
Proposition 8.33. The set M0 ⊆M of stable points in M is open and dense.
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Proof. Clearly M0 ⊆ M is open by construction. We claim that if x ∈ M is singular,
then every open neighbourhood U ∋ x contains a point y ∈ U for which rkh|y > rkh|x.
To prove the claim, choose k := rkh|x distinct real numbers t1, . . . , tk which are
not eigenvalues of A|x. Using Lemma 8.32(3), the Killing 2-tensors h∗t1 |x, . . . , h∗tk |x
are linearly independent elements of L2x ⊗ B∗x, and by the smoothness of h∗t and the
implicit function theorem there is an open neighbourhood U ∋ x on which this linear
independence holds. By Lemma 8.32(1),
dim〈h∗t |y | t ∈ R〉 = rkh|y
for all y ∈ U , so that the fact that h∗t1 |y, . . . , h∗tk |y are linearly independent implies that
rkh|y ≥ k = rkh|x for all y ∈ U . However x is singular, so that rkh is non-constant on
every open neighbourhood of x. In particular, every open neighbourhood of x contains
a point y for which rkh|y > rkh|x.
It remains to show that M0 ⊆ M is dense. Suppose that S ⊂ M is an open set
consisting of singular points, and take x1 ∈ S with rkh|x1 = k1. Applying the previous
claim to x = x1 yields a singular point x2 ∈ S with rank rkh|x2 = k2 > k1. Iterating
now yields a singular point xℓ ∈ S of maximal rank, any neighbourhood of which
contains a point of strictly larger rank. This contradicts the maximality of rkh|xℓ ,
so that the singular open subset S cannot exist. It follows that the singular subset
S := M rM0 has empty interior; equivalently, the closure of M0 = M r (M r S)
equals the whole of M , so that M0 is dense in M .
The inclusion M reg ⊆M0 was proved in the final paragraph of Proposition 8.33.
Corollary 8.34. Every regular point is stable, i.e. M reg ⊆M0.
Theorem 8.35. If M is connected, every stable point is regular; thus M reg =M0.
Proof. Suppose that x ∈ M0 with rkh|x = k. By Lemma 8.32(3) there are distinct
real numbers t1, . . . , tk ∈ R such that the pointwise Killing 2-tensors h∗t1 |x, . . . , h∗tk |x are
linearly independent. By smoothness this also holds in a neighbourhood U ∋ x and,
shrinking U if necessary, we may assume that h has constant rank k on U . It follows
that h∗t =
∑k
i=1aih
∗
ti on U for smooth functions ai ∈ Ω0(U ;R). Trivialising L2 with
respect to the metric h at ∞, both (pf h)−2h∗t and the (pf h)−2h∗ti are integrals of the
geodesic flow of g := (pf h)−1h−1, so by Proposition 8.9 they Poisson-commute with
the hamiltonian of g. By linearity of the Poisson bracket, it follows that the functions
ai are also integrals of g, so are constant on U .
Viewing h∗t |x as a quadratic function on TxM , we have dXh∗t |x = 2h∗t |x(X, · )
for all X ∈ TxM once we make the canonical identification TXTxM ∼= TxM . By
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Lemma 8.32(2), there is a dense open subset V ⊂ TxM for which h∗t1 |x(X, · ), . . . ,
h∗tk |x(X, · ) are linearly independent, so that dXh∗t1 |x, . . . ,dXh∗tk |x are also linearly in-
dependent on V . By the implicit function theorem, their linear independence holds in
a small neighbourhood of x which, shrinking U if necessary, coincides with U .
Now let x0 ∈ M0 and x ∈ M reg have ranks k0 ≤ k respectively, and suppose that
k0 < k. By the above, there are k distinct real numbers t1, . . . , tk and a neighbourhood
U ∋ x on which h∗t1 |x, . . . , h∗tk |x are functionally independent. Suppose that x, x0 may
be connected by a geodesic γ, with γ(0) = x and γ(1) = x0. If γ
′(0) ∈ TxM does not
lie in the subset V ⊂ TxM from above, replace γ with a geodesic with γ(0) = x and
γ′(0) ∈ V . Since V is dense in TxM and the exponential map is smooth, γ′(0) ∈ V can
be chosen so that γ(1) = exp γ′(0) lies in the neighbourhood of x0 on which rkh|x0 = k0
is constant. Replacing x0 with γ(1) ∈ M0, we may assume without loss of generality
that γ′(0) ∈ V . By the above, dγ′(0)h∗t1 |x, . . . , dγ′(0)h∗tk |x are linearly independent at
x. Moreover since dXh
∗
t |x = 2h∗t |X(X, · ) from above, the (pf h)−2|xdXh∗ti |X are also
integrals of g. Noting that dγ′(1)h
∗
ti |x0 is the image of dγ′(0)h∗ti |x under the 1-parameter
family of diffeomorphisms of TM induced by the geodesic flow of g, we conclude that
dγ′(1)h
∗
t1 |x0 , . . . ,dγ′(1)h∗tk |x0 are linearly independent at x0.
On the other hand, by Lemma 8.32(2) we know that the h∗ti |x0 have span at most
k0 < k, and therefore by the previous paragraph we must have h
∗
tk0+1
|x0 =
∑k0
i=1aih
∗
ti |x0
for constants ai. Differentiating gives dγ′(1)h
∗
tk0+1
|x0 =
∑k0
i=1aidγ′(1)h
∗
ti |x0 , contradicting
the linear independence of dγ′(1)h
∗
t1 |x0 , . . . ,dγ′(1)h∗tk |x0 deduced in the previous para-
graph. Thus it is impossible that k0 < k, giving k0 = k by maximality of k, and
therefore all stable points which are geodesically connected to a regular point are them-
selves regular. Finally, if M is connected, any two points may be connected by a finite
sequence of geodesic segments, so that M reg ⊆M0.
Recall that a set of functions are functionally independent if their differentials are
linearly independent on a dense open subset. The following is immediate.
Corollary 8.36. If t1, . . . , tk are k := rkh distinct real numbers which are not eigen-
values of h, the Killing 2-tensors h∗t1 , . . . , h
∗
tk
are functionally independent on TM .
When M is connected, we shall dispense with the notation M reg and simply write
M0 for the subset of regular points, which necessarily have maximal rank rkh.
8.3.3 The order of a pencil
The order of a metrisability pencil h will be a canonical integer ℓ ∈ Z associated to the
eigenvalues of h. To define it, we will split the study of the eigenvalues of h into the
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study of the constant and non-constant eigenvalues. We begin by analysing eigenvalues
of higher geometric multiplicity, following the methods of [31, Prop. 1].
Theorem 8.37. Let U ⊂ M0 be an open subset of regular points of M , and suppose
that ξ : U → C is a smooth eigenvalue of h with geometric multiplicity at least two at
all points of U . Then:
(1) ξ is a constant function; and
(2) if M is connected, ξ is an eigenvalue of h of geometric multiplicity at least two
at all points of M .
Proof. (1) Choose an affine chart for h with non-degenerate linear metrics at∞, 0, and
form the usual endomorphism A defined by hˆ = h(A · , · ). Since A is self-adjoint with
respect to any metric in the pencil, there are two cases to consider: either (a) ξ : U → R
is real-valued; or (b) ξ, ξ : U → C is a pair of complex-conjugate eigenvalues. We treat
these two cases individually.
(a) Suppose that ξ : U → R is real-valued and non-constant. Then there is a point
x0 ∈ U such that dξ|x0 6= 0, and, shrinking U if necessary, it follows that x0 is a regular
value of ξ. Then by Sard’s theorem, the level set
U0 := {x ∈ U | ξ(x) = ξ(x0)} ⊆ U
is a regular submanifold of U of codimension one. By the assumption that ξ is non-
constant, we can choose a point y ∈ U with y /∈ U0. Let γx,y be a geodesic joining a
point x ∈ U0 to y with γx,y(0) = x and γx,y(1) = y, and consider all such geodesics
as x ∈ U0 varies. Choose y /∈ U0 in a small neighbourhood of x0 onto which the
exponential map is a diffeomorphism from a neighbourhood of zero in Tx0M . Since U0
has codimension one, it follows that for such y the subset
Vx0,y :=
⋃
x∈U0
〈γ′x,y(1)〉 ⊆ TyM (8.44)
contains a non-empty open subset of TyM . Since ξ is also a root of π(t) := (det ht)
1/r,
the linear metric hξ(x0)|x is degenerate and hence (pf hξ(x0))h∗ξ(x0)|x = 0 for all x ∈ U0.
In particular, (pf hξ(x0))h
∗
ξ(x0)
|x(γ′x,y(0), γ′x,y(0)) = 0, yielding (pf hξ(x0))h∗ξ(x0)|y(v, v) =
0 for all v ∈ Vx0,y. Since (pf hξ(x0))h∗ξ(x0)|y is bilinear and Vx0,y contains a non-empty
open subset of TyM , it follows that (pf hξ(x0))h
∗
ξ(x0)
|y = 0 and hence pf hξ(x0)|y = 0.
Thus ξ(x0) is an eigenvalue of h at y, so that ξ is constant in a neighbourhood of x0.
This contradicts our assumption that dξ|x0 6= 0.
(b) Suppose now that ξ, ξ : U → C are a pair of complex-conjugate eigenvalues. For
each z ∈ C, h∗z is a complex Killing 2-tensor, so both its real and imaginary parts
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are real Killing 2-tensors. Suppose that x0 ∈ U is a point with dξ|x0 6= 0, and let
U0 := {x ∈M | ξ(x) = ξ(x0)} as in (a).
Suppose first that the differentials of Re[ξ] and Im[ξ] are proportional. Then, shrink-
ing U if necessary, U0 is a regular submanifold of codimension one in U . Arguing as in
(a), we conclude that both Re[ξ] , Im[ξ] and hence ξ are constant in a neighbourhood
of x0, contradicting our assumption that dξ|x0 6= 0.
Suppose instead that the differentials of Re[ξ] and Im[ξ] are not proportional. Then,
shrinking U if necessary, U0 is regular submanifold of U of codimension two. Let y ∈ U
and, as before, consider all geodesics γx,y connecting points x ∈ U0 to y; we suppose
that γx,y(0) = x and γx,y(1) = y. Arguing as in (a), if y lies in a sufficiently small open
subset of x0 then the subset Vx0,y defined by (8.44) contains a non-empty submanifold
of TyM of codimension one. Then, since
h∗ξ(x0)|y(X,X) = h∗ξ(x0)|x
(
γ′x,y(0), γ
′
x,y(0)
)
= 0
for all X ∈ Vx0,y, we conclude that Re
[
h∗ξ(x0)|y(X,X)
]
and Im
[
h∗ξ(x0)|y(X,X)
]
are
proportional for all X ∈ TyM . Since these components are Killing 2-tensors, the
function of proportionality must be constant, so that there is a complex number 0 6=
a+ bi ∈ C satisfying
(a+ bi)h∗ξ(x0)|y(X,X) = (a− bi)h∗ξ(x0)|y(X,X) (8.45)
for all X ∈ TyM . At points y ∈ U with y /∈ U0, ξ(y) 6= ξ(x0) and thus hξ(x0)|y is
non-degenerate. Taking a trace in (8.45) with respect to the linear metric h at ∞
yields that h∗ξ(x0)|y and h∗ξ(x0)|y are proportional, implying that ξ(x0) = ξ(x0). This
contradicts our assumption that ξ is not real.
(2) Suppose now that ξ : U → C is a constant (real- or complex-valued) eigenvalue
of h of geometric multiplicity at least two. Choose a point y ∈ M r U which can be
connected to a point x ∈ U by a geodesic γ, with γ(0) = y and γ(1) = x ∈ U ; thus
γ = γy,γ′(0). Consider also the geodesics γy,Y with γy,Y (0) = y and γ
′
y,Y (0) = Y ∈ TyM .
Since the exponential map is smooth, there is an open neighbourhood V ⊂ TyM of γ′(0)
such that γy,Y (1) = expy Y lies in U for all Y ∈ V . Now, because ξ is an eigenvalue
of geometry multiplicity at least two, we have h∗ξ |x(γ′y,Y (1), γ′y,Y (1)) = 0 for all Y ∈ V .
Since (pf h)−2h∗ξ is an integral of g := (pf h)
−2h−1, this yields h∗ξ |y(γ′y,v(0), γ′y,v(0)) =
h∗ξ |y(Y, Y ) = 0 for all Y ∈ V also. Then h∗ξ |y vanishes on a non-empty open subset of
TyM , so vanishes identically on the whole of TyM by bilinearity, and it follows that ξ
is an eigenvalue of geometric multiplicity at least two at y.
Any point in a neighbourhood U0 ∋ y is also geodesically connected to a point in
U , so ξ is an eigenvalue of geometric multiplicity at least two in U0. Finally, if M is
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connected, then any two points may be connected by a piecewise geodesic curve.
In particular, the contrapositive of Theorem 8.37(1) implies that there is a single
Jordan block for each non-constant eigenvalue of h. Note however that the opposite
implication does not hold in general: constant eigenvalues may still have geometric
multiplicity one.
Next we would like to analyse the derivatives of the eigenvalues of the pencil h. In
c-projective geometry, Calderbank et al. have recently shown [51, Cor. 5.17] that dξ
is an eigenform with eigenvalue ξ; see also [36]. This is not quite true for a general
projective parabolic geometry. We will need the following lemma; this is presumably
well-known, but the author could not find a reference.
Lemma 8.38. Suppose that A : V → V is a linear endomorphism of a vector space V ,
and let ξ of be an eigenvalue of A with generalised eigenspace GA(ξ). Then the linear
map given by projection onto GA(ξ) is polynomial in A.
Proof. Let m denote the multiplicity of ξ as a root of the minimal polynomial mA(t)
of A. Then q(t) := mA(t)/(t − ξ)m is polynomial in t which is coprime to (t− ξ)m, so
by Euclid’s algorithm there are polynomials a(t), b(t) such that
a(t)q(t) = 1− b(t)(t− ξ)m. (8.46)
Substituting the linear operator A in place of t, we have(
a(A)q(A)
)2
= a(A)q(A)
(
1− b(A)(A− ξid)m)
= a(A)q(A) − a(A)b(A)q(A)(A − ξid)m
= a(A)q(A) − a(A)b(A)mA(A)
= a(A)q(A)
since mA(A) = 0 by definition, so that a(A)q(A) is a projection. Moreover, since GA(ξ)
coincides with the kernel of (A − ξid)m, the identity (A − ξid)mq(A) = mA(A) = 0
implies that q(A) takes values in GA(ξ). Since A preserves GA(ξ), it follows that
a(A)q(A) also takes values in GA(ξ). Finally, (8.46) implies that a(A)q(A) restricts
to the identity on GA(ξ). Therefore a(A)q(A) is the projection to GA(ξ), which is
polynomial in A as required.
Theorem 8.39. Let ξ : M → C be an eigenvalue of the pencil h in a neighbourhood
U of regular points. Choose an affine chart for h with non-degenerate metrics h, hˆ at
∞, 0, and form the usual endomorphism A defined by hˆ = h(A · , · ). Then dξ is a
generalised eigenform of A with eigenvalue ξ on U .
190
Proof. Choose an affine chart of h with metrics h, hˆ at ∞, 0, with h non-degenerate,
and form the usual endomorphism A defined by hˆ = h(A · , · ). Then ξ is an eigenvalue
of A, and in a neighbourhood of a point x ∈ U , we can choose a local frame with
respect to which A is in Jordan normal form. If ξ is constant then dξ = 0 and there is
nothing to prove. Therefore we assume that dξ|x 6= 0 for at least one point x ∈ U .
Suppose that the generalised eigenspace GA(ξ) has dimension k. Then by the
contrapositive of Theorem 8.37(1), GA(ξ) is spanned by a single Jordan chain αk, . . . , α1
of generalised eigenforms, which satisfy Aαi = ξαi+αi−1 with α0 := 0. Let Xk, . . . ,X1
be the dual coframe. Then the transpose endomorphism A⊤ : TM → TM satisfies
αi(A
⊤Xi) = (Aαi)(Xj)
= (ξαi + αi−1)(Xj) = αi(ξXj +Xj+1),
(8.47)
so that the restriction of A⊤ to GA(ξ) is also in Jordan normal with respect to the Xi,
providing we reverse their order. In particular A⊤Xi = ξXi +Xi+1, where Xk+1 := 0.
Let ∇ ∈ [∇] be the Levi-Civita connection of h provided by Corollary 7.58. Then
∇X hˆ = JZˆ∇,XK for some Zˆ∇ ∈ Ω0(M ;L∗ ⊗ TM) by (7.25), so that the defining
relation hˆ = h(A · , · ) gives (∇XA)α = Jh−1, JJZˆ∇,XK, αKK for all α ∈ Ω1(M). For all
i = 1, . . . , k, differentiating the identity Aαi = ξαi + αi−1 then gives
Jh−1, JJZˆ∇,XK, αiKK +A(∇Xαi) = dξ(X)αi + ξ(∇Xαi) +∇Xαi−1. (8.48)
Now (8.47) implies that
(A∇Xαi)(Xi) = (∇Xαi)(A⊤Xi) = (∇Xαi)(ξXi +Xi+1),
so that by contracting (8.48) with Xi and rearranging we obtain
dξ(X) = 〈Jh−1, JJZˆ∇,XK, αiKK,Xi〉
+ (∇Xαi)(ξXi +Xi+1)− ξ(∇Xαi)(Xi)− (∇Xαi−1)(Xi)
= 〈Jh−1, JJZˆ∇,XK, αiKK,Xi〉
+ (∇Xαi)(Xi+1)− (∇Xαi−1)(Xi).
Summing over i = 1, . . . , k, the two terms on the last line telescopically cancel, leaving
k dξ(X) =
k∑
i=1
〈Jh−1, JJZˆ∇,XK, αiKK,Xi〉. (8.49)
For each i, invariance of the Killing form gives
〈Jh−1, JJZˆ∇,XK, αiKK,Xi〉 = 〈JJαi, JXi, h−1KK, Zˆ∇K,X〉.
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On the other hand dξ(X) = 〈dξ,X〉, thus giving
k dξ =
k∑
i=1
JJαi, JXi, h−1KK, Zˆ∇K (8.50)
by non-degeneracy of the Killing form. For each summand, the Jacobi identity yields
JJαi, JXi, h−1KK, Zˆ∇K = JJJαi,XiK, h−1K, Zˆ∇K
= JJJαi,XiK, Zˆ∇K, h−1K + JJαi,XiK, Jh−1, Zˆ∇KK
= h−1
(JJXi, αiK, Zˆ∇K, · )− JJXi, αiK, h−1(Zˆ∇, · )K. (8.51)
For notational convenience, write π := pf h and suppose that g := π−1h−1 is the metric
associated to h. Then we can write Zˆ∇ = π−1Λ for Λ := πZˆ∇ ∈ Ω0(M ;TM),3 and
the first term on the right-hand side of (8.51) evaluates to
h−1
(JJXi, αiK, π−1ΛK, · ) = −h−1(αi(Xi)π−1Λ, · ) + h−1(π−1JJXi, αiK,ΛK, · )
= −Λ♭ + JJXi, αiK,ΛK♭
It follows from (8.51) and Lemma A.1 that
JJαi, h−1(Xi, · )K, Zˆ∇K = −Λ♭ + JJXi, αiK,ΛK♭ − JJXi, αiK,Λ♭K
= −Λ♭ + JJXi, αiK,ΛK♭ + JJα♯i,XiK,ΛK♭
= −Λ♭ + JJid ⊙ gK
Xi,α
♯
i
,ΛK♭.
Substituting the last display into (8.50), applying ♯ to both sides and dividing by k 6= 0,
we obtain
dξ♯ = −Λ+ 1k
k∑
i=1
JJid ⊙ gK
Xi,α
♯
i
,ΛK. (8.52)
We next evaluate the symmetrised algebraic bracket. First observe that since A is g-
self-adjoint, the musical isomorphisms ♭ = ♯−1 : TM → T ∗M restrict to isomorphisms
of the ξ-generalised eigenspaces GA⊤ of A
⊤ and GA(ξ) of A. Since {Xi}ki=1 is a basis
of GA⊤(ξ) with dual basis {αi}ki=1, for any Y ∈ Ω0(M ;TM) and any β ∈ Ω1(M) we
have
k∑
i=1
β(JJXi, αiK, Y K) =
k∑
i=1
αi(JJY, βK,XiK) = tr(JY, βK|G
A⊤
(ξ)), (8.53)
where · |G
A⊤
(ξ) denotes the restriction to GA⊤(ξ). If Πξ : Ω
0(M ;TM) → Ω0(M ;TM)
is the projection onto GA⊤(ξ) then it is easy to see that Πξ is self-adjoint with respect
to g. Moreover Πξ is polynomial in A
⊤ ∈ Ω0(M ; p0M ) by Lemma 8.38, hence itself a
3By Proposition 8.4, Λ coincides with the vector field of the same name appearing in [36, 52, 138].
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section of p0M by Corollary 7.61. Therefore we may apply Lemma A.4 to (8.53), yielding
tr(JY, βK|GA(ξ)) = tr(JY, βK ◦ Πξ) = 12
(
(tr Πξ)β(Y ) + rβ(ΠξY )
)
.
Since GA(ξ) has dimension k by assumption, the projection Πξ has trace k. Moreover if
Y lies in a generalised eigenspace for an eigenvalue µ 6= ξ, we have ΠξY = 0 and hence
tr(JY, βK|G
A⊤
(ξ)) =
k
2β(Y ). Since β ∈ Ω1(M) is arbitrary, we conclude from (8.53) that
k∑
i=1
JXi, αiK = k2 id mod GA⊤(ξ).
Since {X♭i }ki=1 and {α♯i}ki=1 are also dual bases of GA(ξ) and GA⊤(ξ), we similarly obtain∑k
i=1JX♭i , α♯iK = k2 id mod GA⊤(ξ), thus giving
k∑
i=1
Jid ⊙ gK
Xi,α
♯
i
= k id mod GA⊤(ξ). (8.54)
Now write Λ =
∑
µΛµ according to the generalised eigenspace decomposition of
A⊤, where the sum runs over all distinct eigenvalues of A, and Λµ ∈ GA⊤(µ). Applying
(8.54) to the expression (8.52) for dξ♯, we conclude that
dξ♯ = −Λξ +
k∑
i=1
JJid ⊙ gK
Xi,α
♯
i
,ΛξK. (8.55)
It remains to see that JXi, αiK preserves GA⊤(ξ). If ξ has multiplicity m as a root of the
minimal polynomial of A then GA⊤(ξ) coincides with the kernel of A
m
ξ := (A
⊤− ξid)m,
which is a section of p0M by Corollary 7.61. Then for any Y ∈ GA⊤(ξ), we have
Amξ
(JJXi, αiK, Y K) = JJJAmξ ,XiK, αiK, Y K + JJXi, JAmξ , αiKK, Y K
+ JJXi, αiK, JAmξ , Y KK
= 0,
whence JJXi, αiK, Y K ∈ GA⊤(ξ) also. Similarly Jα♯i,XiK preserves GA⊤(ξ), so that (8.55)
implies that dξ♯ ∈ GA⊤(ξ). Finally, we recall that ♭ restricts to an isomorphism between
GA⊤(ξ) and GA(ξ), giving dξ ∈ GA(ξ) as required.
Corollary 8.40. There is an integer ℓ ∈ N, equal to the number of distinct non-
constant eigenvalues of h, such that the span of the dξi|x has dimension ℓ for all
x ∈M0. In particular, the ξi are functionally independent on M .
Proof. Suppose x ∈ M0 is a regular point. Then, by the results of Subsection 8.3.2,
the minimal polynomial of h has constant and maximal degree in a neighbourhood
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U ∋ x; equivalently, the number of distinct eigenvalues of h|y is constant and maximal
for all y ∈ U . It follows that if ξj(x) = ξk(x) for j 6= k then x /∈ M0, so that the ξi
are pointwise distinct on M0; cf. [51, Rmk. 5.4]. Applying Theorem 8.39, the dξi|x lie
in distinct generalised eigenspaces of h|x and are therefore linearly independent at x
by Lemma 8.30. Since M0 ⊂M is open and dense by Proposition 8.33, it also follows
that the ξi are functionally independent.
The integer ℓ ∈ N from Corollary 8.40 is then an invariant of the metrisability pencil
h, prompting the following definition; cf. [11, 12, 36].
Definition 8.41. The integer ℓ := dimC〈dξ1|M0 , . . . ,dξn|M0〉C satisfying 0 ≤ ℓ ≤ n
from Corollary 8.40 is called the order of the metrisability pencil h.
In the case ℓ = n, all roots of π(t) are distinct and non-constant. Then the minimal
and characteristic polynomials of h coincide, i.e. π˜(t) = π(t), and each eigenvalue
has both characteristic and geometric multiplicities equal to one. In particular, h is
semisimple. On the other hand, if ℓ = 0 then h has no non-constant eigenvalues.
Applying Proposition 8.4 to an affine chart we conclude that Zˆ∇ = 0, so that all linear
metrics in h are affinely equivalent.
Remark 8.42. In c-projective geometry (and also hypercomplex geometry), the existence
of Killing vector fields allows us to replace “geometric multiplicity” with ”algebraic
multiplicity” in the previous results. Indeed, the Killing fields provide linear integrals
of the geodesic flow, and let us argue using the characteristic polynomial π(t) of A
rather than the minimal polynomial π˜(t); see [51, Lem. 5.16] for details.
8.3.4 Special features of riemannian pencils
Let h be a non-degenerate pencil of linear metrics. Choosing an affine chart with linear
metrics h, hˆ at ∞, 0 respectively, we remarked above that the eigenvalues of a pencil h
are either real-valued or come in complex-conjugate pairs. In particular, if it is possible
to choose h, hˆ to be positive definite, the eigenvalues of h are real-valued. This is the
situation most commonly encountered in the literature.
Definition 8.43. A riemannian pencil is a pencil admitting an affine chart with linear
metrics of riemannian signature at ∞, 0.
Note that it is sufficient for the pencil to admit a single linear metric hˆ of riemannian
signature. Indeed, putting this metric at 0 and any other linear metric h at ∞ defines
an affine chart, and ht := hˆ− th will have riemannian signature for t close to zero.
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In projective geometry, it is known that the (necessarily real-valued) eigenvalues of
such a pencil have a global ordering [34, 134, 178], and a similar result is implicit in c-
projective by the results of [12]. Adapting the proof given by Bolsinov and Matveev in
[34, Thm. 3], we generalise this result to all projective parabolic geometries admitting
a riemannian pencil h. We fix an affine chart with riemannian linear metrics h, hˆ at
∞, 0 and denote the (possibly indistinct) n roots of π(t) := pf ht by ξ1, . . . , ξn.
Lemma 8.44. Let x ∈ M , and consider the roots t1(x,X) ≤ · · · ≤ tn−1(x,X) of the
degree n− 1 polynomial h∗t |x(X,X) at x. Then:
(1) ti(x,X) ∈ R and satisfies ξi(x) ≤ ti(x,X) ≤ ξi+1(x) for all X ∈ TxM and every
i = 1, . . . , n− 1; and
(2) if ξi(x) < ξi+1(x) then for every c ∈ R the set
Vc := {X ∈ TxM | ti(x,X) = c} ⊆ TxM
has zero Lebesgue measure.
Proof. (1) Let g := (pf h)−1h−1 be the metric associated to h. Since h, hˆ are riemannian
and the ξi are the eigenvalues of the usual endomorphism A, we can decompose TxM =⊕n
i=1EA(ξi)|x into the eigenspaces of A|x ∈ gl(TxM). In this decomposition, h∗t |x ∈
L2x ⊗ B∗x takes the diagonal block form
h∗t |x = (pf h|x)2
n∑
i=1
(∏
j 6=i(ξj(x)− t)
)
gi|x, (8.56)
where gi := g|EA(ξi) is the restriction of g to the ξi-eigendistribution EA(ξi). Let
X ∈ TxM and write X = X1 + · · ·+Xn according to the eigenspace decomposition of
TxM . Since the coefficients of h
∗
t |x(X,X) depend continuously on the ξi(x) and X, it
suffices to prove (1) when all ξi(x) are distinct and X 6= 0.
Write ci := ξi(x) for notational convenience. Reordering if necessary, we may
suppose that the ξi are labelled so that c1 ≤ · · · ≤ cn. By (8.56) we obtain
h∗ci |x(X,X) = (pf h|x)2
∏
j 6=i
(cj − ci)gi(X,X)
= (pf h|x)2 (c1 − ci) · · · (ci−1 − ci)︸ ︷︷ ︸
sign (−1)i−1
(ci+1 − ci) · · · (cn − ci)︸ ︷︷ ︸
> 0
g(Xi,Xi)︸ ︷︷ ︸
≥ 0
.
If g(Xi,Xi) = 0 then ci = ti(x,X) is a root of h
∗
t |x, and likewise for ci+1; otherwise
h∗ci |x and h∗ci+1 |x have opposite signs, so that there is a root ti(x,X) of h∗t |x in the
interval (ci, ci+1). Since h
∗
t (v, v) has degree n− 1 and there n − 1 such roots, we have
accounted for all possible roots and (1) follows.
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(2) Suppose first that ξi(x) < c < ξi+1(x). Then h
∗
c |x is not identically zero, so that
Vc = {X ∈ TxM | h∗c |x(X,X) = 0} is a non-zero quadric in TxM . Any such quadric
has zero Lebesgue measure.
Now suppose that c = ξi(x) or c = ξi+1(x); without loss of generality we assume
the former. Let ki be the multiplicity of ξi(x) as a root of π(t). Then every direct
summand of (8.56) has a factor (ξi(x)− t)ki−1, so that
hˆ∗t |x = (ξi(x)− t)−ki+1h∗t |x
is a non-zero quadratic form which is polynomial of degree n − ki in t. Moreover hˆ∗t |x
vanishes on Vc, so that Vc is contained in a non-trivial quadric in TxM . As above, this
quadric has zero Lebesgue measure.
Theorem 8.45. Suppose that M is connected and consider a riemannian pencil with
linear metrics h, hˆ at ∞, 0. Let ξ1, . . . , ξn denote the roots of π(t) := pf ht. Then:
(1) ξi(x) ≤ ξi+1(y) for all x, y ∈M ; and
(2) if ξi(x) < ξi+1(x) at some x ∈M , then ξi(y) < ξi+1(y) at almost every y ∈M .
Proof. (1) Take x, y ∈ M and join them by a piecewise geodesic γ : [0, 1] → M with
γ(0) = x and γ(1) = y. As in Lemma 8.44, let X ∈ TxM and consider the 1-parameter
family (pf h)−2h∗t (X,X) of integrals of the geodesic flow of g := (pf h)−1h−1 and its
ordered roots t1(x,X) ≤ · · · ≤ tn−1(x,X). Since (pf h)−2h∗t (X,X) is an integral of the
geodesic flow of g, so are the ti(x,X). It follows that ti(γ(0), γ
′(0)) = ti(γ(1), γ′(1)),
so that by Lemma 8.44(1) we have
ξi(x) = ξi(γ(0)) ≤ ti(γ(0), γ′(0)) = ti(γ(1), γ′(1)) ≤ ξi+1(γ(1)) = ξi+1(y)
as required.
(2) Suppose that ξi(y) = ξi+1(y) holds for every y in some open subset U ⊂M . Then
item (1) implies that
ξi(y1) ≤ ξi+1(y2) = ξi(y2) ≤ ξi+1(y1) = ξi(y1)
for every y1, y2 ∈ U , so that ξi equals a constant c ∈ R on U .
Now consider all possible geodesics γx,y : [0, 1] → M joining x to some y ∈ U . Let
Vc ⊆ TxM denote the set of their initial velocity vectors γ′x,y(0). Then ti(γ(0), γ′(0)) =
ti(γ(1), γ
′(1)) = c since γ(1) ∈ U , so that Vc ⊆ {X ∈ TxM | ti(x,X) = 0}. By
Lemma 8.44(2) this set has zero Lebesgue measure, and since U ⊂ expVc is follows
that U also has zero Lebesgue measure.
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appendix
A
Some algebraic identities
This appendix contains some algebraic identities whose proofs would have disrupted
the flow of the main thesis. They are all formal consequences of the Jacobi identity and
the brackets provided by Table 7.1, and may be phrased either in terms of elements of
the Z2-graded Lie algebra h or its associated graded bundle. We assume throughout
that a projective parabolic geometry with parameters (r, n) has been fixed, together
with (algebraic) Weyl structures for both parabolics.
Lemma A.1. [[X,α], Y ]♭ = [[X♭, α♯], Y ♭].
Proof. Write π := (det g)−1/r(n+1) ∈ L and h := π−1g−1, so that X♭ = −[π−1, [X,h−1]]
and α♯ = [π, [h, α]]. Then by the Jacobi identity we have
[X♭, α♯] = [X♭, [π, h(α, · )]]
= [πX♭, h(α, · )] + [π, [X♭, h(α, · )]]
= [h−1(X, · ), h(α, · )] − [π, [[π−1, h−1(X, · )], h(α, · )]]
= [h−1(X, · ), h(α, · )] − [π, [π−1, [h−1(X, · ), h(α, · )]]]. (A.1)
Applying the Jacobi identity to the term [h−1(X, · ), h(α, · )] in (A.1) gives
[h−1(X, · ), h(α, · )] = [[X,h−1], [h, α]]
= [[[X,h−1], h], α] + [h, [[X,h−1], α]]
= [X,α] + [h, [[X,α], h−1 ]].
Substituting the last display into (A.1) then yields
[X♭, α♯] = [X,α] + [h, [[X,α], h−1 ]]
− [π, [π−1, [X,α]]] − [π, [π−1, [h, [[X,α], h−1 ]]]]
= [X,α] + [h, [[X,α], h−1 ]] − [π, α(X)π−1], (A.2)
where the last term vanishes by virtue of the Jacobi identity and the fact that π−1 ∈ L∗
has trivial bracket with both h ∈ L∗ ⊗ B and [[X,α], h−1 ] ∈ L ⊗ B∗. Taking the Lie
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bracket with Y ♭, equation (A.2) yields
[[X♭, α♯], Y ♭] = [[X,α], Y ♭] + [[h, [[X,α], h−1 ]], Y ♭]
− α(X)[[π, π−1], Y ♭].
(A.3)
Writing Y ♭ = π−1h−1(Y, · ) and using the Jacobi identity, the second term on the
right-hand side of (A.3) equals
[[h, [[X,α], h−1 ]], π−1h−1(Y, · )] = [[h, π−1h−1(Y, · )], [[X,α], h−1 ]]
= [π−1Y, [[X,α], h−1]]
= [[π−1, Y ], [[X,α], h−1 ]].
Noting that [[X,α], h−1] ∈ L⊗ B∗ brackets trivially with π−1 ∈ L∗, this equals
[[π−1, Y ], [[X,α], h−1 ]]
= [π−1, [[Y, [X,α]], h−1 ]] + [π−1, [[X,α], [Y, h−1 ]]]
= −[π−1, [[[X,α], Y ], h−1]] + [π−1, [[X,α], h−1(Y, · )]]
= −[π−1, h−1([[X,α], Y ], · )] + [α(X)π−1, h−1(Y, · )]
+ [[X,α], [π−1, h−1(Y, · )]]
= [[X,α], Y ]♭ − α(X)Y ♭ − [[X,α], Y ♭]. (A.4)
On the other hand, the third term on the right-hand side of (A.3) equals
−α(X)[[π, π−1], Y ♭] = −α(X)[[π, Y ♭], π−1] = α(X)Y ♭.
Substituting these expressions into the right-hand side of (A.3), the first and third
terms of (A.3) cancel with the third and second terms of (A.4) respectively, leaving
only the desired term [[X,α], Y ]♭.
Corollary A.2. [id ∧ g]X,Y ∈ p0 is skew-adjoint with respect to g.
Proof. Since the Killing form between g/p and p⊥ is simply contraction,
g([[id ∧ g]X,Y , Z],W ) = 〈[[Z, Y ♭],X] − [[Z,X♭], Y ],W ♭〉
= 〈Z, [[Y ♭,X],W ♭] − [[X♭, Y ],W ♭]〉
by invariance of 〈 · , · 〉. But [[Y ♭,X],W ♭] = [[Y,X♭],W ]♭ by Lemma A.1, from which
the result easily follows.
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Lemma A.3. Suppose that A ∈ p0 is self-adjoint with respect to a non-degenerate
element g ∈ B∗, and let ♭ = ♯−1 : g/p→ p⊥ be the musical isomorphisms of g. Then:
(1) εi([[X, e♭i ], Y ]) = (2− r)g(X,Y ); and
(2) εi(A[[X, e♭i ], Y ]) = (2− r)g(AX,Y )
for all X,Y ∈ g/p.
Proof. (1) Let h := π−1 g−1 be the corresponding element of L∗ ⊗ B, where π :=
(det g)−1/r(n+1) ∈ L. Then we may write e♭i = h−1(π−1ei, · ) = [h−1, [π−1, ei]], for
which Table 7.1 and successive applications of the Jacobi identity yield
[[X, e♭i ], Y ] = [[X, [h
−1, π−1ei]], Y ]
= [[h−1(X, · ), π−1ei], Y ] + [[h−1, [X,π−1ei]], Y ]
= −[h−1(X,Y ), π−1ei] + [h−1(X, · ), [π−1ei, Y ]]
− [h−1(Y, · ), [ei, π−1X]]
Now [π−1ei, Y ] = [[π−1, ei], Y ] = [π−1Y, ei] since g/p is abelian, so we obtain
[[X, e♭i ], Y ]
= −π−1h−1(X,Y )ei + [h−1(X, · ), [π−1Y, ei]] − [h−1(Y, · ), [ei, π−1X]]
= −g(X,Y )ei
+ [[[h−1(X, · ), π−1], Y ], ei] − [[π−1, h−1(X,Y )], ei] − [π−1Y, h−1(X, ei)]
+ [[[h−1(Y, · ), π−1],X], ei] − [[π−1, h−1(Y,X)], ei] − [π−1X,h−1(Y, ei)]
= −g(X,Y )ei + [[X♭, Y ], ei] − [π−1ei, h−1(X,Y )] + g(X, ei)Y
+ [[Y ♭,X], ei] − [π−1ei, h−1(Y,X)] + g(Y, ei)X
= −g(X,Y )ei − [[Y,X♭], ei] + g(X,Y )ei + g(X, ei)Y
− [[X,Y ♭], ei] + g(Y,X)ei + g(X, ei)Y
= g(X,Y )ei + g(X, ei)Y + g(Y, ei)X − [[X,Y ♭], ei] − [[Y,X♭], ei].
Using Corollary 7.40, evaluating on εi and summing over i now yields
εi
(
[[X, e♭i ], Y ]
)
= −rng(X,Y ) + g(X,Y ) + g(Y,X)
− 12r(n+ 1)g(Y,X) − 12r(n+ 1)g(X,Y )
= (2− r)g(X,Y )
as claimed.
(2) Using the Gram-Schimdt algorithm, we may suppose that {ei}i is a g-orthonormal
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frame. Then by the Jacobi identity and (1),
εi
(
A[[X, e♭i ], Y ]
)
= εi
(
[[AX, e♭i ], Y ] + [[X, e
♭
i ], AY ]
+ [[X, [A, e♭i ]], Y ]
)
= 2(2− r)g(AX,Y ) + 〈εi, [[X, [A, e♭i ]], Y ]〉. (A.5)
However g-orthonormality of the ei implies that e
♭
i = ε
i, so this becomes
〈εi, [[X, [A, e♭i ]], Y ]〉 = 〈e♭i , [[X, [A, εi]], Y ]〉
= 〈[A, εi], [[X, [e♭i , ]], Y ]〉
= −εi(A[[X, e♭i ], Y ]),
which is minus the left-hand side of (A.5); rearranging now completes the proof.
Lemma A.4. Let A ∈ p0 be self-adjoint with respect to a non-degenerate element
g ∈ B∗. Then [Aei, εi] = 12((trA)id + rA).
Proof. Let h := π−1g−1 be the corresponding element of L∗ ⊗ B, where we write
π := (det g)1/r(n+1) for brevity. Then g([[Aei, ε
i],X], Y ) = h−1([[Aei, εi],X], π−1Y ),
for which the Jacobi identity and Table 7.1 yield
h−1([[Aei, εi],X], π−1Y )
= 〈[[[Aei, εi],X], h−1], [π−1, Y ]〉
= −〈[π−1, [[[Aei, εi],X], h−1]], Y 〉
= −〈[[π−1Aei, εi],X] + [[Aei, εi], π−1X], [h−1, Y ]〉
= 〈[εi(π−1Aei),X] + [[Aei, π−1X], εi] + [Aei, [εi, π−1X]], h−1(Y, · )〉
= 〈εi(π−1Aei)X + εi(π−1X)Aei, h−1(Y, · )〉
+ 〈[[Aei, π−1X], εi], h−1(Y, · )〉
= (trA)g(X,Y ) + g(AX,Y ) + 〈[[Aei, π−1X], εi], h−1(Y, · )〉. (A.6)
We evaluate the final term on the right-hand side of (A.6) separately. We have
〈[[Aei, π−1X], εi], h−1(Y, · )〉
= 〈[Aei, π−1X], [[εi, Y ], h−1]〉
= −〈[h−1, [Aei, π−1X]], [Y, εi]〉
= 〈[h−1(Aei, · ), π−1X], [Y, εi]〉 − 〈[Aei,X♭], [Y, εi]〉
= −〈[π−1, h−1(Aei,X)] − [(Aei)♭,X], [Y, εi]〉 − 〈[X♭, [Aei, εi]], Y 〉
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= 〈h−1(Aei,X), εi(Y )π−1〉 − 〈[(Aei)♭,X], [Y, εi]〉 − 〈[X♭, [Aei, εi]], Y 〉
= g(AX,Y )− 〈[(Aei)♭,X], [Y, εi]〉 − 〈[X♭, [Aei, εi]], Y 〉. (A.7)
We have (Aei)
♭ = −[A, e♭i ] since A is g-self-adjoint, so the second term on the right-hand
side of (A.7) equals
−〈[(Aei)♭,X], [Y, εi]〉 = 〈[[A, e♭i ],X], [Y, εi]〉
= 〈[A, [e♭i ,X]] − [AX, e♭i ], [Y, εi]〉
= −〈[e♭i ,X], [AY, εi] + [Y, [A, εi]]〉 − 〈[[AX, e♭i ], Y ], εi〉
= εi([[X, e♭i ], AY ])− 〈[e♭i ,X], [Y, [A, εi]]〉 − εi([[AX, e♭i ], Y ])
= (2− r)g(X,AY )− 〈[e♭i ,X], [Y, [A, εi]]〉 − (2− r)g(AX,Y )
= −εi(A[[X, e♭i ], Y ])
= −(2− r)g(AX,Y ) (A.8)
by Lemma A.3(2). The third term on the right-hand side of (A.7) equals
〈[X♭, [Aei, εi]], Y 〉 = 〈[X♭, [Aei, εi]]♯, Y ♭〉
= 〈[X, [(Aei)♭, εi♯]], Y ♭〉
by Lemma A.3. We may as well assume that {ei}i is a g-orthonormal frame, so that
e♭i = ε
i. Then the last display becomes
〈[X♭, [Aei, εi]], Y 〉 = −〈[X, [[A, εi], ei]], Y ♭〉
= −〈[A, [X, [εi, ei]]] − [AX, [εi, ei]] − [X, [εi, Aei]], Y ♭〉
= −〈12r(n+ 1)AX − 12r(n+ 1)AX + [[Aei, εi],X], Y ♭〉
= g([[Aei, ε
i],X], Y ). (A.9)
Substituting (A.7), (A.8) and (A.9) into (A.6) now yields
g([[Aei, ε
i],X], Y ) = (trA)g(X,Y ) + g(AX,Y ) + g(AX,Y )
− (2− r)g(AX,Y )− g([[Aei, εi],X], Y )
= (trA)g(X,Y ) + rg(AX,Y ),
from which the result follows.
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appendix
B
Tables
For the convenience of the reader, we collect together some representation-theoretic
information about the flat models of both the “big” and “small” R-spaces of a projective
parabolic geometry.
Type H · q G · p
Cn+1
≤ sp(2n+ 2,C) ≤ sl(n+ 1,C)
A2n+1
≤ sl(2n+ 2,C)
≤ sl(n+ 1,C)⊕ sl(n+ 1,C)
D2n+2
≤ so(4n + 4,C) ≤ sl(2n+ 2,C)
E7
≤ e7(C) ≤ e6(C)
BDn+4
≤ so(n+ 4,C) ≤ so(n+ 2,C)
Table B.1: The symmetric R-spaces H · q and G · p associated to the irreducible
complex projective parabolic geometry.
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Type q ≤ h p ≤ g Geometry
Cn+1
≤ sp(2n + 2,R) ≤ sl(n+ 1,R)
Projective
geometry
A2n+1
≤ sl(2n + 2,R) ≤ sl(n + 1,R)⊕ sl(n+ 1,R)
???
≤ su(n+ 1, n + 1) ≤ sl(n+ 1,C)
C-projective
geometry
D2n+2
≤ so(4n+ 4,R) ≤ sl(2n + 2,R)
Grassmannian
of 2-planes
≤ so∗(4n + 4) ≤ sl(2n + 2,R)
Almost
quaternionic
geometry
E7
≤ e7(7) = EV ≤ e6(6) = EI
???
≤ e7(−25) = EVII ≤ e6(−26) = EIV
Cayley plane
BDn+4
≤ so(p + 2, q + 2) ≤ so(p + 1, q + 1)
Conformal
geometry
of signature
(p, q)
Table B.2: Real forms of the irreducible projective parabolic geometries.
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Type W L∗ ⊗ B L∗ ⊗ g/p L∗
Cn+1
2 0 0 0
= S2CC
n+1
2 0 0 0 1 0 0 -1 0 0 0 -2
A2n+1
1
1
0
0
0
0
0
0
= Cn+1 ⊠ Cn+1
1
1
0
0
0
0
0
0
1
0
0
0
0
0
0
-1
⊕ Cc
0
0
0
0
0
0
-1
-1
D2n+2
0 1 0 0 0 0
= ∧2CC
2n+2
0 1 0 0 0 0 1 0 0 0 -1 1 0 0 0 0 -1 0
E7
1 0 0 0 0
0
= C27
1 0 0 0 0
0
0 0 0 0 -1
1
0 0 0 0 -1
0
BDn+4
1 0 0 0 0
0
0 0
= Cn+2
1 0 0 0 0
0
0 0
-1 1 0 0 0 0
0
0 0
-1 0 0 0 0
0
0 0
Table B.3: The infinitesimal isotropy representation W := h/q and its graded components.
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Type W∗ L L⊗ p⊥ L⊗ B∗
Cn+1
0 0 0 2
= S2CC
n+1∗
0 0 0 2 0 0 0 1 0 0 0 0 2 -2
A2n+1
0
0
0
0
0
0
1
1
= Cn+1∗ ⊠ Cn+1∗
0
0
0
0
0
0
1
1
0
0
0
0
0
0
1
0
-1
-1
⊕ Cc
0
0
0
0
0
0
1
1
-1
-1
D2n+2
0 0 0 0 1 0
= ∧2CC
2n+2∗
0 0 0 0 1 0 0 0 0 1 -1 1 0 0 0 1 0 -1 0
E7
0 0 0 0 1
0
= C∗27
0 0 0 0 1
0
0 0 0 0 -1
1
1 0 0 0 -1
0
BDn+4
1 0 0 0 0
0
0 0
= Cn+2
1 0 0 0 0
0
0 0
-1 1 0 0 0 0
0
0 0
-1 0 0 0 0
0
0 0
Table B.4: The representation W∗ ∼= q⊥ and its graded components.
205
Type U∗ L2 ⊗ B∗ L2 ⊗ p⊥ ∧ B∗ L2 ⊗ B∗ ∧ B∗
Cn+1
0 0 0 2 0
=⊚2∧2Cn+1∗
0 0 0 2 0 0 0 0 1 1 -1 0 0 0 2 0 -2
A2n+1
0
0
0
0
0
0
1
1
0
0
= ∧2Cn+1∗ ⊠ ∧2Cn+1∗
0
0
0
0
0
0
1
1
0
0
0
0
0
0
0
0
1
0
0
1
-1
0
⊕ Cc
0
0
0
0
0
0
1
1
0
0
-1
-1
D2n+2
0 0 1 0 0 0
= ∧4CC
2n+2∗
0 0 1 0 0 0 0 0 1 0 0 -1 1 0 0 1 0 0 0 -1 0
E7
1 0 0 0 0
0
= C27
1 0 0 0 0
0
0 0 0 0 -1
1
0 0 0 0 -1
0
BDn+4
0 0 0 0 0
0
0 0
= C
0 0 0 0 0
0
0 0
− −
Table B.5: The representation U∗ := S2W∗/⊚2W∗ defining the adjugate, together with its graded components.
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Index of notation
Ad Adjoint action of G on G
Ad Adjoint action of G on g
ad Adjoint action of g on g
A(g, gˆ) Solution of main equation
B Inverse metric repn. of a PPG
CP
n Complex projective space
CE Complexification of E
C∇ Cotton–York tensor of ∇
C27 27-dimensional repn. of e6(C)
C56 56-dimensional repn. of e7(C)
d Exterior derivative
d∇ Exterior covariant derivative in-
duced by ∇
DV First BGG operator of V
∂ Lie homology boundary map
∂∗ Lie cohomology differential
δγ Change in Weyl structure wrt. γ
divg Divergence wrt. g
{ei}i Local frame of M
{εi}i Coframe dual to {ei}i
exp Exponential map
FP Cartan P -frame bundle
G · p Flat model of a PPG
gl(V ) Endomorphisms of V
gradg Gradient wrt. g
Grk(V ) Grassmannian of k-planes in V
H Quaternion algebra
HP
n Quaternionic projective space
H · q Big R-space of a PPG
Hk(g;V ) kth V -valued Lie homology of g
Hk(g;V ) kth V -valued Lie algebra coho-
mology of g
i, ia Imaginary units in C or H
J, Ja Almost complex structures
J k(E) kth jet bundle of E
L Bundle of scales of a PPG
LX Lie derivative wrt. X
n Projective dimension of a PPG
N Natural numbers Z≥0
NJ Nijenhuis torsion of J
O Octonion algebra
OP
2 Octonionic projective plane
P(V ) Projectivisation of V
pf Pfaffian
Q Almost quaternionic structure
r Scalar dimension of a PPG
RP
n Real projective space
r∇ Normalised Ricci curvature of ∇
R∇ Curvature of ∇
rk Rank
Ric∇ Ricci curvature of ∇
Sn Unit sphere in Rn+1
$, $± (Half)-spin repn. of so(n,C)
Scal(g) Scalar curvature of g
T Standard repn. of a PPG
T∇ Torsion of ∇
tr Trace
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U∗ Defining quadric of a PPG
VR Real repn. underlying V
VC Complexification of V
volg Volume form of g
W Isotropy representation of h/q
W∇ Weyl curvature of ∇
ω Ka¨hler form
ΩQ (Fundamental) Kraines form
Ωk(M ;E) Sections of ∧kT ∗M ⊗ E over M
z(g), Z(G) Centre of g, G
Miscellaneous symbols
⊗ Tensor product
⊠ External tensor product
∧ Wedge product
⊙ Symmetric product
⊚ Cartan product
[ · , · ] Lie bracket
[ · ∧ · ] Skew-symmetrisation of [ · , · ]
〈 · , · 〉 Killing form
J · , · K Algebraic bracket
J · ∧ · K Skew-symmetrisation of J · , · K
J · ⊙ · K Symmetrisation of J · , · K
{ · , · } Poisson bracket
∇ (Weyl) connection
[∇] Space of Weyl connections
∇V Tractor connection induced by V
∇V Prolongation connection on V
 Algebraic laplacian
M First-order laplacian
y Contraction
· |x Evaluation at a point x
−֒→ Injective map
−։ Surjective map
♭, ♯ Musical isomorphisms
Generic notations
M Smooth manifold
m Typical dimension of a manifold
X,Y, Z Vector fields
α, β, γ Differential forms
g (Pseudo-)riemannian metric
G,H Semisimple Lie groups
g, h Semisimple Lie algebras
P,Q Parabolic subgroups
p, q Parabolic subalgebras
p⊥ Killing polar of p
p0 Reductive Levi factor p/p⊥ of p
pˆ Parabolic opposite to p
V,W Lie algebra repns.
V,W Lie algebra repns., restricted to
a parabolic subalgebra
V ,W Bundles associated to either
V,W or V,W
h Element of L∗ ⊗ B
Z Element of L∗ ⊗ g/p
λ Element of L∗
ℓ, π Elements of L
ζ, η Elements of L⊗ p⊥
θ Element of L⊗ B∗
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