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1  
General Introduction 
 
1.1 Introduction 
 
“If the human brain were so simple that we could understand it, we would be so 
simple that we couldn't”. Emerson M. Pugh. 
 
The human brain is by far the most complex structure that is found in the universe. 
The cerebral cortex alone contains 15–33 billion neurons (brain cells), each making 
roughly 10.000 synaptic connections with other neurons. A cubic millimeter of 
cerebral cortex contains around one billion synapses. Brain activity consists of 
chemical and electrical communication in this immense network that gives rise to 
our thoughts, memories, believes and dreams.  
A prominent feature of the brain’s activity is the rhythmic synchronous 
firing of neurons, also called neuronal oscillations. These oscillations support many 
cognitive functions and are altered in several psychiatric disorders. Traits 
(properties) of these oscillations vary also a lot in healthy humans, and this 
variance is often for more than 50% caused by genetic factors. Cognitive ability 
and psychiatric diseases are also highly heritable, but it is difficult to find genes 
that influence these complex traits, because they are influenced by many genes. 
Oscillations are closer to the gene action, and therefore, genes that influence 
oscillations may be more easily identified. These genes may also shape higher level 
cognitive traits via the intermediate oscillations. The research in this thesis 
contributes to the field that aims at identifying the pathways from genes to 
oscillations to cognition. We analyzed neuronal oscillations in the hippocampus, a 
brain region involved in cognitive functions. We aimed to 1) thoroughly 
characterize hippocampal network activity with classical and non-classical 
quantitative traits 2) estimate the heritability of these traits 3) perform a genome 
wide search for genes that influence the hippocampal traits and 4) investigate with 
which behavioral or cognitive traits the hippocampal traits may be related.  
 
1.2 Genes and Cognition  
 
Cognition encompasses all processes of mental activity, such as thinking, memory, 
language and information processing, attention, perception and imagination. 
Humans vary widely in their cognitive abilities. This variability is caused by 
environmental and genetic factors. The percentage of the total variability that is 
explained by genetic factors is called the heritability. In a meta analysis of studies 
on the genetic influence on intelligence, that covered the first 50 years of the 
twentieth century, the correlation coefficients for intelligence between several 
types of relatives were collected (Erlenmeyer-Kimling & Jarvik, 1963), see Figure 
1.1. It appeared that the closer the relative (in a genetic sense), the higher the 
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correlation. This was the first indication that genetic influences on intelligence are 
prominent. More recently, it was confirmed that cognitive abilities are highly 
heritable, ranging from about 40% for the performance on attention and working 
memory tasks (Cornblatt et al., 1988; Hansell et al., 2005), to about 80% for IQ in 
adults (Plomin & Spinath, 2004). Interestingly, different cognitive abilities are 
highly correlated, therefore it was argued that they can be represented by one 
general intelligence factor. It also led to the hypothesis of "generalist genes", which 
states that a single group of genes affects multiple aspects of cognition (Plomin & 
Kovas, 2005).  
 
 
 
Figure 1.1. Similarity in cognitive ability increases with similarity in genes.  
Black dots are correlation coefficients of cognitive ability from 52 studies. Cognitive ability is 
strongly correlated between monozygotic twins, and very weakly between unrelated persons, which 
indicates a strong genetic influence on cognitive ability (adapted from Erlenmeyer-Kimling et al., 
1963). 
 
Since variability in cognitive ability is to a large extent due to genetic factors, 
many studies have been designed to find genes that influence cognition. Two main 
strategies can be followed for this purpose, genome wide linkage analysis and 
candidate-gene association studies. For both studies single nucleotide 
polymorphisms (SNPs) are measured. In genome wide linkage studies these 
genetic markers are measured over the entire genome in a group of individuals, in 
order to relate variation in the genomic markers with variation in a cognitive 
marker (Posthuma et al., 2005). In candidate-gene association studies, only one or 
few candidate genes that are suspected to be involved are genotyped and correlated 
with cognitive markers (Comings et al., 2003). Most of the studies identified 
several candidate genes, but the findings are difficult to replicate, and the identified 
genes explain maximally 1% of the phenotypic variance (Posthuma & De Geus, 
2006; Deary et al., 2009).  
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 Thus although cognitive abilities are highly heritable, the gene finding 
strategies have had minor success so far, which has led to an ongoing discussion 
about the reasons for the ''missing heritability" and of alternative strategies to 
identify these important genes (Eichler et al., 2010). One reason for this limited 
success may be that cognitive traits are influenced by many genes, all with small 
effects, and therefore difficult to track down. Investigating groups of genes 
simultaneously and measuring the effect at group level instead of studying each of 
them individually, may increase the likelihood to detect genes (Ruano et al., 2010). 
Another strategy aims at finding genes that influence physiological mechanisms 
that mediate the effect of genes on a complex trait, the so-called endophenotypes. 
 
1.3 The endophenotype concept 
 
 
 
Figure 1.2. Endophenotypes mediate the effect of genes onto complex traits. 
Each endophenotype mediates only part of all the genes involved, which thereby reduces the 
complexity of the gene finding, and provides insight into the pathways from gene to behavioral 
phenotypes (adapted from De Geus et al., 2002). 
 
The concept of the endophenotype was introduced by John & Lewis (1966) and 
later adapted by Gottesman & Shields (1973). According to the definition in 
(Gottesman & Gould, 2003), an endophenotype should be heritable, influenced by 
the same genes as a psychiatric disease, and also be present in healthy individuals. 
The idea is, that complex phenotypes are often influenced by many less complex 
mechanisms (endophenotypes), for which the genes that influence them may be 
easier to find (Fig. 1.2). The endophenotype concept has earned much popularity in 
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recent years: the number of citations for "endophenotype" is growing exponentially 
(Fig. 1.3). In psychiatry, many neurophysiological endophenotypes have been 
proposed for schizophrenia (cerebral abnormalities, EEG response, memory 
performance), alcoholism (EEG coherence), ADHD (attention deficits), and autism 
(spatial memory deficits), see (Flint & Munafo, 2007) for a review.  
 
The endophenotype concept has turned out to be a useful one in many cases. For 
example, the P50 auditory evoked EEG response was successfully used as an 
endophenotype for schizophrenia. The P50 response is evoked by two brief 
auditory clicks separated by a half second. In healthy subjects, the EEG response to 
the second click is reduced compared to the response to the first click, but in 
schizophrenics this reduction is not present (Freedman et al., 1987), which is 
associated with attentional impairment (Cullum et al., 1993). In a genome wide 
search for genes that shape the P50 response, a DNA region that contains the gene 
CHRNA-7, which codes for the α7 nicotinic acetylcholine receptors, was identified 
(Freedman et al., 1997). This gene was later also found to be involved in 
schizophrenia, in several candidate-gene association studies (Leonard et al., 1998; 
De Luca et al., 2004). Currently, α7 nicotinic agonists are tested for treatment of 
schizophrenia (Freedman et al., 2008). Thus, by studying the genetics of the P50 
response, a gene was discovered that also influences schizophrenia, which 
demonstrates the usefulness of the endophenotype concept. 
 
 
 
Figure 1.3. The recent increase of the number of citations for the term endophenotype in 
PubMed. 
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Although the endophenotype concept has gained much popularity, a meta-analysis 
of endophenotypes concluded that the effect sizes of genes contributing to 
endophenotypes are similar to those contributing to complex traits (Flint & 
Munafo, 2007). Thus, the genetic basis of endophenotypes and complex traits 
would be equally difficult to find. However, the endophenotype concept has wider 
applicability than just for finding genes for complex traits. It also serves to fill in 
gaps in the pathway from gene to trait, in order to understand the biology of the 
trait (Walters & Owen, 2007). If, for example, a gene is known to influence a 
complex trait, endophenotypes that mediate the genetic effect may be searched for. 
For example, COMT is a gene associated with schizophrenia (Williams et al., 
2007), for which the mechanism leading to the disease was largely unknown. The 
P300 EEG response appeared to be influenced by COMT, which shed some light 
on the possible pathway by which COMT contribute to schizophrenia. The P300 
response is evoked by auditory or visual stimuli. Target stimuli (e.g., low tones) 
and non-target stimuli (e.g., high tones) are presented in a random order with 1 or 2 
second interstimulus intervals. The subjects are asked to push a button if a target 
stimulus is detected. About 300 milliseconds after a target stimulus is detected, the 
EEG response increases. The amplitude and latency of this increase are the most 
commonly used parameters for quantifying the P300 response. In schizophrenics, 
the amplitude of the P300 response is smaller, and the latency larger compared to 
healthy subjects, which is associated with a reduced speed of cognitive processing 
(Roth & Cannon, 1972; Kang et al., 2010). Candidate-gene association studies 
reported a link between COMT and the P300 response latency and amplitude 
(Gallinat et al., 2003; Golimbet et al., 2006; Yue et al., 2009), which shows that 
the P300 can be used as an endophenotype that connects the gene COMT with 
schizophrenia, as a marker for cognitive processing speed. 
 Since the endophenotype concept originates from the field of psychiatry, in 
the original definition of Gottesman an endophenotype is always related to a 
psychiatric disease. Psychiatric diseases frequently come with cognitive 
impairment, therefore cognitive phenotypes (e.g. performance in cognitive tasks) 
have often been proposed as endophenotypes. But cognitive phenotypes are 
complex themselves, and De Geus and Boomsma (2001) argued that the 
endophenotype concept also applies to cognitive phenotypes. With our current 
understanding of brain function, almost any neurophysiological trait is a candidate 
endophenotype for cognitive phenotypes. Brain oscillations are believed to play an 
important role in cognition, can be measured with a wide range of techniques and 
in many brain regions, and thus are an important source of potential 
endophenotypes. 
 
1.4 Neuronal oscillations: Endophenotypes for cognition and psychiatric 
disease? 
 
One of the requirements for a trait to be an endophenotype is heritability. Neuronal 
oscillations have traditionally been categorized into five frequency bands: delta (1–
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4 Hz), theta (4–8 Hz), alpha (8–13 Hz), beta (13–30 Hz) and gamma (30–100 Hz). 
Heritability of EEG amplitude in the classical frequency bands as recorded during a 
few minutes of eyes-closed rest ranges from 40 to 90% (Smit et al., 2005). A 
significant heritability has also been reported for several of these oscillations in 
terms of their frequency (Posthuma et al., 2001), coherence (Chorlian et al., 2007; 
Smit et al., 2010) and complex temporal structure of amplitude fluctuations 
(Linkenkaer-Hansen et al., 2007). The auditory gamma response amplitude has a 
heritability of 65% (Hall et al., 2009). Thus, neuronal oscillations contain many 
potential endophenotypes for the cognitive functions they are related with. 
 
1.4.1 Cognitive functions of neuronal oscillations 
 
Neuronal oscillations are present in various forms depending on the behavioral 
state. Delta band oscillations occur mostly during a sleep stage called slow-wave 
sleep (Steriade, 2003). Theta oscillations occur in response to stimuli, such as the 
P300 paradigm (Basar-Eroglu & Demiralp, 2001) and cooperate with gamma 
oscillations during memory formation (Lisman & Idiart, 1995; Axmacher et al., 
2010; Nyhus & Curran, 2010). Alpha rhythm is most prominent during rest, and a 
lot of effort has been made to find functional roles for them. In a review paper, 
(Palva & Palva, 2007) conclude that the amplitude of alpha oscillations cannot 
conclusively be related to a cognitive function, but that the phase relations of the 
alpha rhythm between brain regions might support cognition. Recent studies 
support this view, by showing that the phase synchrony of alpha oscillations 
between different brain regions is increasing with memory load (Haenschel et al., 
2010; Klimesch et al., 2010; Palva et al., 2010). Beta oscillations are related to the 
maintenance of the current cognitive or sensorimotor state (Engel & Fries, 2010). 
 In the past two decades, gamma oscillations have attracted considerable 
attention because of their putative importance for establishing functional relations 
among neuronal assemblies. Because of their high speed and occurrence 
throughout the brain, gamma oscillations have been proposed as a solution to the 
binding problem (Engel & Singer, 2001). A related function was proposed by 
Fries, who extended the notion of binding to the “communication through 
coherence" hypothesis, in which he stated that gamma activity can support 
synchronous activity and thereby communication between brain regions, which is 
characterized by the phase lag between the regions (Fries, 2005). This hypothesis 
was supported by a study in which several neuronal groups across visual areas 
engaged in gamma-band synchronization. The interaction strength between the 
groups was dependent on their phase relations (Womelsdorf et al., 2007).  
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Figure 1.4. Gamma power increases during spatial alternation task.  
A) Schematic representation of maze used for the spatial alternation task. Rats were rewarded when 
the chosen direction in upper crossing was alternated. B) Average gamma power in CA1 recorded 
during different phases of the alternation task. Note the increase in the center arm, where the animal 
has to remember which way to go is present C) Typical time-frequency plot of local field potential 
measured in hippocampus CA1 during alternation task. The gamma-band power increased when the 
animal was in the center arm. Adapted from (Montgomery & Buzsaki, 2007). 
 
Many studies have established the importance of gamma oscillations in memory. In 
rats, hippocampal gamma oscillations increase during a spatial memory task (Fig. 
1.4, Montgomery & Buzsaki, 2007). In macaque monkeys, increased gamma band 
synchronization between hippocampal neurons predicted enhanced memory 
performance (Jutras et al., 2009). Gamma activity has also been associated with the 
formation of declarative memories in humans. Depth-EEG study in epilepsy 
patients showed that hippocampal gamma power increased during the successful 
encoding of new memories (Sederberg et al., 2007), and that this increase 
correlates with memory load (van Vugt et al., 2010). One way to think of gamma 
oscillations as having a role in memory formation, is that the phase of the 
oscillation will regulate the flow of action potentials with high temporal resolution, 
thereby supporting the formation of LTP (long-term potentiation), one of the 
mechanisms underlying memory (Dan & Poo, 2004; Axmacher et al., 2006). In a 
study by Singer and colleagues, the effect of gamma oscillations on LTP in the 
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visual cortex was investigated (Wespatat et al., 2004). They found that the exact 
timing of the excitatory post synaptic potentials (EPSPs) with respect to the gamma 
phase determined whether LTP or LTD (long-term depression) was induced, which 
indicates that there is an important role for gamma oscillations in synaptic 
modulation by LTP and LTD.  
 In summary, brain oscillations have been implicated with a variety of 
cognitive functions. The studies mentioned above have established phenotypic 
correlations between oscillations and cognition. This raises the question whether 
genes that influence brain oscillations also underlie cognitive traits. 
 
1.4.2 Common genetic sources for oscillations and cognition or disease 
 
Neuronal oscillations have successfully been used as endophenotypes for 
alcoholism (Rangaswamy & Porjesz, 2008). Resting-state beta power is increased 
in the EEG of alcoholics (frontal region, (Rangaswamy et al., 2002), and a linkage 
study associated beta frequency with a set of genes coding for GABAA receptors 
(Porjesz et al., 2002). Subsequently, a candidate gene association study revealed 
that polymorphisms in the GABRA2 gene predicted the risk for alcoholism 
(Edenberg et al., 2004), a finding that was replicated several times (Covault et al., 
2004; Soyka et al., 2008). Other linkage studies have found common genetic 
causes for alcoholism and alpha power (Winterer et al., 2003; Ehlers et al., 2010). 
The P300 EEG response amplitude is reduced in alcoholics, and a linkage study for 
the P300 response in the theta band identified the gene CHRM2, that codes for the 
muscarinic acetylcholine receptor M2 (Jones et al., 2004). This gene was later 
associated with alcohol dependence (Wang et al., 2004), and IQ (Gosso et al., 
2006; Dick et al., 2007). Thus, by studying the genetics of brain oscillations, 
several genes have been identified that also play a role in alcohol dependence.  
 Neuronal oscillations have also been proposed as endophenotypes for 
schizophrenia. Several cognitive functions are impaired in schizophrenics, which 
may be mediated by altered oscillations (Uhlhaas & Singer, 2010). During a 
working memory task, gamma oscillations increase in healthy subjects, but in 
schizophrenics this increase is absent (Basar-Eroglu et al., 2007). GABAergic 
signaling is essential for gamma oscillations (Whittington et al., 1995; Bartos et al., 
2007; Sohal et al., 2009). In mice, alterations of the gene GAD1, the major 
determinant for GABA levels, disrupts synchronization of hippocampal gamma 
oscillations (Fuchs et al., 2001). The levels of mRNA for GAD67, encoded by the 
gene GAD1, are reduced in schizophrenics (Hashimoto et al., 2003), and 
polymorphisms of GAD1 have been associated with schizophrenia (Straub et al., 
2007). Thus, gamma oscillations may mediate the effect of GAD1, or more 
generally of altered GABAergic signaling, in schizophrenics (Gonzalez-Burgos et 
al., 2010).  
 Another gene associated with schizophrenia is NRG1, and its receptor 
ErbB4 (Stefansson et al., 2002; Mei & Xiong, 2008). An in vitro study has shown 
that the amplitude of kainate-induced oscillations in the hippocampus was reduced 
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in the ErbB4 knockout-mice (Fisahn et al., 2008). Thus, gamma oscillations may 
be an endophenotype relating the gene ErbB4 and schizophrenia, since gamma 
amplitude is reduced in schizophrenics (Buonanno, 2010). 
 As opposed to alpha amplitude, no genome wide linkage studies have been 
performed for gamma amplitude in humans, which is surprising since gamma 
oscillations are strongly related to several cognitive functions and psychiatric 
diseases. There is only one candidate-gene association study for gamma 
oscillations in humans, which reported a relation between auditory gamma 
responses amplitude and genes coding for dopamine receptor D4 (DRD4), and 
dopamine transporter (DAT), but not with COMT (Demiralp et al., 2007). Thus, 
although gamma oscillations are a potential source of endophenotypes, because of 
their strong implication with several cognitive functions and psychiatric diseases, 
little is known about the genetics of gamma oscillations in humans. 
  Naturally, there are fewer ethical limitations for studying the genetics of 
brain activity in mice than in humans. Activity from specific brain regions and 
brain cells in mice can be measured and pharmacologically manipulated in vivo and 
in vitro. Also, genetically engineered mice facilitate the search for genes 
underlying, e.g., neurophysiological traits. Gamma oscillations can be induced in 
isolated brain tissue from different brain regions like the visual cortex (Anver et 
al., 2010), hippocampus (Whittington et al., 1997) and thalamo-cortical slices 
(Llinas et al., 2007). This has led to the identification of several genes influencing 
gamma oscillations (Fuchs et al., 2001; Hormuzdi et al., 2001; Llinas et al., 2007; 
Fisahn et al., 2008). However, also for these kinds of recordings there has never 
been an unbiased genome wide scan for genes influencing gamma oscillations. 
Moreover, the oscillations were merely characterized with frequency, amplitude 
and/or correlation measures even though their rich spatiotemporal dynamics 
possibly requires a broader range of traits to fully capture their dependence on 
different genes or involvement in cognitive processing.  
 For the research in this thesis, we explored both classical and more recently 
developed algorithms to characterize carbachol-induced hippocampal oscillations 
in vitro in genetically engineered mice to perform genome-wide scans for genes 
that influence these oscillations.  
 
1.5 Hippocampal oscillations in vitro 
 
In vitro gamma oscillations in rat hippocampus were induced for the first time in 
the nineties by applying a condition train of stimuli at 100 Hz to afferent fibres for 
1 second, at half the voltage needed to evoke an action potential (Miles & Poncer, 
1993; Whittington et al., 1995; Whittington et al., 1997). These oscillations were 
found to be dependent on metabotropic glutamate receptors (mGluRs), and this led 
to the idea to induce oscillations pharmacologically by glutamate (Whittington et 
al., 1995). Glutamate is an agonist that activates glutamate receptors, thereby 
increasing network activity. In hippocampal slices, gamma oscillations can also be 
induced by activating other types of receptors using agonists such as DHPG 
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(Pálhalmi et al., 2004), kainate (Hormuzdi et al., 2001; Fisahn et al., 2004) or 
carbachol, which is a cholinergic agonist that activates acetylcholine receptors 
(Fisahn et al., 1998). Acetylcholine is a major neurotransmitter involved in 
learning and memory (Hasselmo, 2006), therefore we focused on carbachol-
induced oscillation in the research presented in this thesis. 
  
1.5.1 Carbachol-induced hippocampal oscillations 
 
Muscarinic acetylcholine receptors (mAChRs, M1– M5) are metabotropic receptors. 
They are named after the natural product muscarine, which was first found in the 
mushroom Amanita muscaria. Muscarine mimics the effect of the neurotransmitter 
acetylcholine, a cholinergic agonist for all 5 types of mAChR. The hippocampus 
receives cholinergic input from the brain stem, and muscarinic blockade reduces 
the amplitude of hippocampal gamma in vivo (Hentschke et al., 2007). Carbachol 
is another cholinergic agonist of all mAChRs, that induces fast network oscillations 
when applied to hippocampal slices in vitro (Fisahn et al., 1998).  
 
 
 
Figure 1.5. Gamma power in vitro correlates with gamma power in vivo and performance in a 
spatial memory task.  
C57bl/6J mice were subjected to a memory task and hippocampal local field potential (LFP) 
measurements in vivo and in vitro. (A) Kainite (KA) -induced gamma power from hippocampal slices 
correlates negatively with the number of errors made in a spatial memory task in the Barnes circular 
platform (BCP). (B) In vivo CA3 local field potential (LFP) gamma power was measured during 
inactive and active states of the mice. The activity-induced increase in CA3 LFP power as percentage 
of total power in the inactive state increases with in vitro gamma power. Adapted from (Lu et al., 
2010a).  
 
In vivo, the hippocampus contains at least two gamma oscillation generators: one in 
CA3 and one in the dentate gyrus (Csicsvari et al., 2003). Also, in vivo 
hippocampal gamma oscillations are often nested in theta waves, which are 
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produced by multiple generators and have been shown to have multiple behavioral 
correlates (Montgomery et al., 2009). In the reduced in vitro preparation, however, 
only the CA3 gamma generator is active, and theta activity is not always present. 
The in vitro oscillations share many characteristics with the in vivo CA3 gamma 
generator, such as amplitude and phase distributions over hippocampal subregions 
(Csicsvari et al., 2003; Mann et al., 2005b). Whether the amplitude of carbachol-
induced oscillations in vivo correlates positively with amplitude of in vivo 
hippocampal oscillations is not known, but recently this has been shown to be the 
case for kainite-induced oscillations (Fig. 1.5) (Lu et al., 2010a). Thus, in vitro 
hippocampal oscillations are regarded as a good model system for investigating 
mechanisms of the CA3 gamma oscillator, and it has been used extensively in the 
past decade. 
 Several studies have investigated cellular mechanisms of in vitro 
hippocampal gamma oscillations. Current-source density analysis revealed 
sink/source pairs in the CA3-stratum pyramidale and CA3-stratum radiatum. 
Simultaneous recording of local field potential and voltage sensitive dye imaging 
revealed that the active current sinks and sources are generated in the stratum 
pyramidale, generating mainly passive return currents in the stratum radiatum 
(Mann et al., 2005b). These findings suggested an active participation of the 
pyramidal cells, which was confirmed by intracellular recordings. Both pyramidal 
cell spike activity and membrane potential exhibit strong phase-locking with the 
field potential oscillations. Interneurons also fire phase-locked with the field 
potentials, albeit with a slightly longer phase lag than the pyramidal cells. These 
observations supported a model in which pyramidal neurons excite interneurons, 
and interneurons inhibit pyramidal cells perisomatically in a recurrent feedback 
loop. Computer models of neuronal networks have shown that such a recurrent 
feedback loop is sufficient to create gamma oscillations (Mann et al., 2005a). To 
further validate this model, excitatory and inhibitory postsynaptic currents (EPSPs 
and IPSPs) were measured in pyramidal cells and different types of interneurons 
(Oren et al., 2006). Input to pyramidal cells appeared to be mostly inhibitory, 
whereas input to interneurons was mostly excitatory, which supported the proposed 
model.  
 Different interneurons differ in their firing rates and phase coupling to the 
local field potential (Hájos et al., 2004; Oren et al., 2006; Klausberger & Somogyi, 
2008; Gonzalez-Burgos et al., 2010). Parvalbumin-positive interneurons target 
perisomatically and are the most abundant interneuron class comprising about 20% 
of the total population. These neurons have been shown repeatedly to play an 
important role in the generation of gamma oscillations in rodents in vitro 
(Vreugdenhil et al., 2003) and in vivo (Fuchs et al., 2007; Lodge et al., 2009; 
Wulff et al., 2009), and in humans (Sohal et al., 2009). 
 In order to find genes that influence hippocampal network activity, 
pharmacological manipulations and genetically engineered mice have been 
employed. It appeared that carbachol-induced hippocampal oscillations are blocked 
by the mAChRs antagonist atropine, but also by the M1-specific antagonist 
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pirenzepine (Fisahn et al., 1998), which suggests that the activity depends 
specifically on the activation of the M1 receptor. This idea was supported by the 
finding that muscarine failed to induce hippocampal oscillations in M1-deficient 
mice (Fisahn et al., 2002). In this same study it was shown that in mice lacking one 
of the other four mAChRs, muscarine did induce oscillations. By applying several 
antagonists (to block specific receptor types), it has been established that 
carbachol-induced oscillations do not depend on metabotropic glutamate and 
NMDA receptors, but do depend on GABAA and AMPA receptors, (Fisahn et al., 
1998; Pálhalmi et al., 2004). Oscillations induced by kainate or glutamate also 
depend on GABAA receptors. Several studies have analyzed which specific 
GABAA receptor subunits are involved, and reported that the Gabra5 knockout-
mice have larger amplitudes (Glykys et al., 2008), and Gabrd and Gabrb3 
knockouts have higher frequency (Hentschke et al., 2009; Mann & Mody, 2010). 
 Taken together, several genes have been shown to influence frequency 
and/or amplitude of hippocampal gamma oscillations. It remains largely unknown, 
however, whether other properties of these oscillations are heritable, and which 
other genes play a role in regulating network activity in the hippocampus. In the 
research presented in this thesis, we have performed an unbiased genome wide 
search by means of QTL mapping, to search for novel candidate genes that 
influence hippocampal oscillations. 
 
1.6 Relating genotype with quantitative traits using QTL mapping  
A quantitative trait can take values from a continuous range, as opposed to a 
discrete trait such as gender. Quantitative traits are often influenced by many 
environmental and genetic factors, which explains its continuous distribution. A 
quantitative trait locus (QTL) is a stretch of DNA, often containing many genes, 
that influences the quantitative trait. In animal studies, crosses of inbred strains, 
and other breeding schemes have been used to identify QTLs (Flint et al., 2005). 
Examples of crosses used for QTL mapping are F2 (obtained by intercrossing an 
F1, which is the crossing of two inbred strains), congenic (yields mice with one 
genomic region from one inbred strain and the rest of the genome from another 
inbred strain), and recombinant inbred strains. Recombinant inbred strains are 
generated by inbreeding the progeny of two inbred strains, to create a panel of 
inbred strains, each with a unique combination of the genomes of the parental 
strains. The two inbred stains that are used to create recombinant inbred strains are 
often well studied strains that are known to differ in the trait of interest. Examples 
are the AXB panel (A/J crossed with C57BL/6J, known to differ in neural 
proliferation (Poon et al., 2010)), the BXH panel (C57BL/6J crossed with C3H, 
know to differ in their resistance to hyperthyroidism (McLachlan et al., 2008)) and 
the BXD panel (C57BL/6J crossed with DBA/2J), which is the largest and most 
frequently used inbred strain panel.  
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1.6.1 Using BXD recombinant inbred strains to identify QTLs 
 
The panel of BXD strains was recently expanded to 80 strains (Peirce et al., 2004) 
and it has been used to identify QTLs for a variety of traits such as the size of 
different brain regions, body weight, alcohol-sensitivity and several other 
behavioral traits. In particular, alcohol-sensitive behavioral traits have been studied 
widely in the BXD panel, because the two parental strains differ markedly in a 
variety of alcohol responses (Crabbe, 2002). For sensitivity to alcohol withdrawal, 
a few QTLs have been identified using BXD strains (Buck et al., 1997), which 
were narrowed down to a small interval using congenic strains (Fehr et al., 2002), 
and further to the identification of the gene MPDZ, with the use of gene expression 
data (Shirley et al., 2004).  
The C57BL/6J and DBA/2J strains also differ in many neurophysiologic 
hippocampal traits and hippocampus-related behavioral traits. For example, 
C57BL/6J outperforms DBA/2J in spatial memory tasks (Crusio et al., 1987; 
Ammassari-Teule et al., 1995; Passino et al., 2002), which has been associated 
with their differences in synaptic plasticity (Nguyen et al., 2000), and hippocampal 
mossy fiber projections (Schwegler & Crusio, 1995; Schwegler et al., 1996; 
Middei et al., 2007). The BXD strains, therefore, form an excellent resource to 
identify the segregating genetic variants that affect hippocampal network activity.  
The identification of QTLs is often considered as a first step to find the 
gene(s) in the QTL that cause the phenotypic variance. However, the identification 
of genes is a daunting task: a meta-analysis has shown that for the 2050 QTLs 
identified until 2005, only around 20 candidate genes were detected (Flint et al., 
2005). The same article proposes strategies to increase the likelihood of identifying 
the relevant genes in QTLs, such as the use of larger inbred panels, outbred stocks 
or system genetics approaches by using, for example, gene expression data. For 
BXD strains, expression levels in many different tissues have been measured 
(Overall et al., 2009). For our research we used the BXD panel to identify QTLs 
for hippocampal network activity. The QTLS were narrowed down to a few 
candidate genes by using hippocampal gene expression measured in the BXD 
strains. 
  
1.6.2 Genetic correlation between hippocampal activity and behavioral 
traits 
 
Several studies have shown that hippocampal gamma oscillations increase in 
amplitude during memory tasks (Sederberg et al., 2007; van Vugt et al., 2010). It is 
not known, however, whether the predisposition for producing high-amplitude 
gamma oscillations is also associated with enhanced cognitive capacity, such as 
better performance in a memory task. In psychiatric studies, reduced but also 
increased EEG gamma amplitude have been observed in patients. In schizophrenia, 
reduced gamma amplitude is associated with negative symptoms (working memory 
impairment) and increased gamma amplitude with positive symptoms 
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(hallucinations) (Uhlhaas & Singer, 2010). In Alzheimer patients, gamma 
amplitude is reduced, and ADHD and epilepsy patients have high EEG gamma 
amplitude (Herrmann & Demiralp, 2005). From these EEG studies it is clear that 
high gamma amplitude is not always beneficial. 
Measurement of gamma band activity during rest in children showed that 
gamma amplitude increases during early child development (Takano & Ogawa, 
1998; Uhlhaas et al., 2008) and is positively correlated with cognitive and language 
skills in children at the age of 1-3 (Benasich et al., 2008). In adults, to our 
knowledge only one study has tried to link gamma amplitude with cognitive 
ability, which showed that emotional intelligence is positively correlated with 
gamma amplitude (Jausovec & Jausovec, 2005).  
In mice, it was shown only recently that in vitro kainite-induced gamma 
amplitude correlates with in vivo gamma amplitude, and with performance in a 
memory task (Lu et al., 2010a). The same study showed that spontaneous in vitro 
gamma activity correlates with in vivo gamma activity during rest. Thus, it is 
plausible that the traits we measured from hippocampal oscillations and 
spontaneous activity in mice are correlated with the equivalent in vivo traits and the 
behaviors they support. However, Lu et al. used genetically identical mice, which 
implies that the observed variation in amplitude can only be caused by 
environmental factors, and in this case we call the relation between amplitude and 
memory performance “environmental correlation”. This raises the question 
whether these traits also have a genetic correlation, i.e., are there genes that 
influence both gamma amplitude and memory performance or other cognitive 
tasks. We are not aware of any study addressing this question. In this thesis, we 
measured amplitude and other traits of hippocampal network activity in a panel of 
BXD strains, which allowed us to compute genetic correlations between the 
hippocampal traits and behavioral traits previously measured in other BXD studies, 
among which performance in a memory task. 
 
1.7 Quantitative analysis of hippocampal network activity 
 
Local field potentials (LFP) reflect a superposition of extracellular activity from 
hundreds to thousands of neurons surrounding the recording electrode. We 
measured LFP with an 8-by-8 multi electrode grid with 200 µm inter-electrode 
distance, which covered a transverse slice of the mouse hippocampus. The signal 
was recorded at 1000 Hz and down-sampled to 200 Hz for off-line analysis.  
 
1.7.1  Classical traits of neuronal network activity 
 
Hippocampal LFP activity is traditionally characterized using Fourier-based 
spectral analysis. The Fourier transform decomposes a signal in sinusoidal waves 
with different amplitudes and frequencies. This is often visualized in an amplitude 
spectrum, a graph of frequencies versus the corresponding amplitudes. If a signal is 
dominated by oscillations, this shows up in the spectrum as an amplitude peak in 
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the frequency band at which the oscillations occurred. We recorded oscillatory and 
non-oscillatory signals. Non-oscillatory signals exhibited 1/f-like spectra, and we 
characterized them by the integrated amplitudes for several frequency bands. 
Oscillatory signals displayed spectra with a clear peak on top of the 1/f curve. From 
these spectra we computed integrated amplitudes for several frequency bands, as 
well as the peak frequency and the peak amplitude (the location and the height of 
the peak in the spectrum, respectively). 
 The hippocampus forms a strongly interconnected network in which 
different subregions are believed to communicate and coordinate information 
processing partially on the basis of neuronal oscillations. This exchange of 
information can be detected and quantified using a variety of cross-correlation 
techniques. The cross-correlation function measures the correlation between two 
signals as a function of a shift in time of one of the signals. If two signals are 
correlated with a certain time-delay, this shows up as a peak at that time lag in the 
cross-correlogram. If such a time delay is not present, the cross correlation is 
highest at zero time shift, which is the correlation. The non-oscillatory signals had 
the highest correlation at zero time shift, therefore we quantified the interactions 
between these signals with correlation.  
The phase-locking factor (PLF) is a well established measure for 
quantifying the interaction between two oscillating signals that can be out of phase 
and possibly have independent amplitude fluctuations (Tass et al., 1998; Lachaux 
et al., 1999). For example, two sinusoidal waves with independent amplitude 
fluctuations may have a low cross correlation, but a high PLF. To compute the PLF 
of two oscillatory signals, the instantaneous phase (i.e., the phase at each time point 
of sampling) is estimated for each signal with the Hilbert transform or wavelet 
analysis (Le Van Quyen et al., 2001). If p1(t) is the phase of the first signal, and 
p2(t) the phase of the second, the instantaneous phase lag between the two signals 
is p2(t)-p1(t). The distribution of these phase lags is used to compute the PLF and 
the phase lag at which the two signals are locked. The interactions of the 
oscillatory signals were characterized by the PLFs and corresponding phase lags. 
 
1.7.2 Non-classical traits  
 
In addition to the classical methods we also used analysis techniques of which 
some, to the best of our knowledge, never have been applied to hippocampal LFPs.  
The phase-locking factor technique provides besides the PLF, also the 
phase lag at which the two signals are locked. We computed phase lags between 
the hippocampal subregions CA3 stratum radiatum/lacunosum moleculare 
(CA3SR) and CA3 stratum oriens (CA3SO), and between subregions CA3SR and 
CA1SR (see Chapter 4, Fig. 1C). Hippocampal gamma oscillations are assumed to 
be generated by a feedback loop between CA3S and CA3SR (Mann et al., 2005b), 
the phase relation between these regions is a characteristic of this loop. After being 
generated in CA3, the oscillations travel to CA1. The phase lag between CA3SR 
and CA1SR reflects the speed with which the oscillations travel.  
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The phase-locking technique can also be used to compute the locking between two 
signals that oscillate at different frequencies n and m (Tass et al., 1998). In this 
case, the phase lags are computed by taking n*p2(t)-m*p1(t). This method can also 
be applied to a single signal, by applying a pass-band frequency filter around each 
of the two frequencies n and m, thereby creating two signals for which the so called 
cross-frequency phase-locking factor and phase lag are computed (Palva et al., 
2005).  
If the Fourier amplitude spectrum of a signal contains peaks at two 
frequencies, and the higher frequency is twice the low peak frequency, this can 
mean two things. First, the signal may contain two independent oscillations that 
happen to be a multiple of each other (Nikulin & Brismar, 2006). Second, if the 
oscillation at the lower frequency has a shape that diverges from a sinusoidal wave, 
the second peak at twice the frequency might be the so-called harmonics of the 
oscillation, which is the way the Fourier transform compensates for the quasi-
sinusoidal shape. In the latter case, the cross-frequency PLF and phase lag 
characterize the quasi-sinusoidal shape of the oscillations. The local field potentials 
we measured (see Materials and Methods, Chapter 4) contain oscillations with a 
main frequency at around 20 Hz, and the amplitude spectrum often contains a 
second peak at twice the main frequency (see Chapter 4, Fig. 1D). This second 
peak in the amplitude spectrum is the harmonics of the main frequency, because 
the oscillations at the mean frequency have a quasi-sinusoidal shape (see Chapter 
4, Fig. 1E), and the amplitudes at the two frequencies are strongly correlated over 
time. Moreover, an independent generator of oscillations with a frequency exactly 
twice the main frequency has never been observed to our knowledge. Thus, we 
computed the cross-frequency PLF and phase lag in order to characterize the quasi-
sinusoidal shape of the oscillations, which may reflect physiological properties of 
the mechanisms that underlie the oscillations. 
Detrended fluctuation analysis (DFA) has been used in human EEG studies 
to characterize amplitude dynamics (Linkenkaer-Hansen et al., 2001). For this 
analysis, the signal is filtered around the peak frequency, and the amplitude 
envelope of the signal is extracted (that is, an estimate of the amplitude at each 
sample). DFA estimates the decay of auto-correlations of the amplitude envelop. 
Since the presence of auto-correlations can be viewed as a memory in the signal, 
the DFA has been proposed to index neuronal processing relevant for memory 
(Montez et al., 2009). 
Oscillation burst life time analysis can also be performed on the amplitude 
envelop. An oscillation burst begins when the amplitude envelope passes above a 
certain threshold, and ends when it passes below the threshold. The oscillation 
bursts were characterized by the 95-percent percentile of the cumulative 
distribution of the life-times.  
 LFPs are the sum of stochastic and deterministic factors. Langevin 
equations allow to decompose signals into the deterministic and stochastic 
components, and provides models with several parameters for these components. 
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For the cross-frequency traits, the DFA exponent and the lifetime traits, we used 
the electrode that measured the highest peak amplitude. For the Langevin 
parameters we also used only one electrode, the selection of this electrode is 
described in Chapter 3. 
 
1.8 Aims of this thesis 
 
Neuronal oscillations in the gamma frequency band are implicated in several 
cognitive functions and psychiatric diseases. Task related gamma amplitude has 
been found to be different between individuals and this variation is to a large extent 
due to genetic factors, from which only few have been identified. In mice, the 
molecular machinery involved in the genesis of gamma oscillations can be studied 
using slice preparations, pharmacological manipulations, and genetically 
engineered mice. This has led to the identification of several genes influencing 
hippocampal gamma oscillations. However, an unbiased genome wide search for 
this type of brain activity has never been performed. Moreover, most of the genes 
identified were related to the classical traits frequency, amplitude and coherence of 
hippocampal oscillations, but hippocampal network activity can be characterized in 
many ways, and different properties may be related to different genes and different 
parts of the cognitive spectrum. As indicated at the beginning of this chapter, the 
aims of this thesis to 1) thoroughly characterize hippocampal network activity with 
classical and non-classical quantitative traits 2) estimate the heritability of these 
traits 3) perform a genome wide search for genes that influence the hippocampal 
traits and 4) investigate with which behavioral or cognitive traits the hippocampal 
traits may be related. The following steps have been taken to reach these goals: 
 
1) Long-range temporal autocorrelations of alpha amplitude fluctuations in humans 
have been characterized by the DFA exponent, which appeared to be highly 
heritable and different for Alzheimer patients compared to healthy subjects. It was 
unknown if in vitro oscillations also exhibit significant long-range temporal 
correlations, and whether these correlations can be modulated by pharmacological 
manipulations. In Chapter 2 we compute DFA exponents of hippocampal 
oscillations in vitro, induced with different concentrations of carbachol, to address 
these questions.  
 
2) Hippocampal local field potentials are the sum of stochastic and deterministic 
factors. Langevin equations allow to decompose signals into deterministic and 
stochastic components, and provide models with several parameters for these 
components. In Chapter 3, we estimate these parameters for non-oscillatory 
hippocampal activity in order to 1) investigate whether these parameters differ 
between hippocampal subregions and 2) estimate the heritability of these 
parameters with the use of measurements in inbred strains. 
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3) In Chapter 4, we estimate the heritability and genetic correlations of classical 
traits of oscillatory and non-oscillatory hippocampal activity: amplitude in several 
frequency bands and hippocampal subregions, and inter-regional correlations. 
Measurements in eight inbred strains allowed for estimation of heritability. Genetic 
correlations were computed in order to see to what extent these different properties 
were influenced by the same or by different genes. Importantly, finding a 
significant heritability is a prerequisite for a subsequent genome wide search to be 
successful. 
 
4) In Chapter 5, we perform a genome wide search for the classical traits studied in 
Chapter 4. This was done by measuring hippocampal network activity in a panel of 
29 BXD recombinant inbred strains. A system genetic approach using QTL 
mapping and gene-expression was applied to search for novel gene candidates. In 
addition, a large database of phenotypes measured in BXD strains was used to 
compute genetic correlations between the hippocampal activity traits and a wide 
range of behavioral phenotypes. 
 
5) Chapter 6 contains the heritability estimates and genome wide searches for the 
non-classical traits, the genetic correlations between the complete set of classical 
and non-classical traits, and the genetic correlations between traits from this 
complete set and the database of behavioral phenotypes. 
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Abstract  
 
Ongoing neuronal oscillations in vivo exhibit non-random amplitude fluctuations as 
reflected in a slow decay of temporal auto-correlations that persist for tens of 
seconds. Interestingly, the decay of auto-correlations is altered in several brain-
related disorders, including epilepsy, depression and Alzheimer’s disease, 
suggesting that the temporal structure of oscillations depends on intact neuronal 
networks in the brain. Whether structured amplitude modulation occurs only in the 
intact brain or whether isolated neuronal networks can also give rise to amplitude 
modulation with a slow decay is not known. Here, we examined the temporal 
structure of cholinergic fast network oscillations in acute hippocampal slices. For 
the first time, we show that a slow decay of temporal correlations can emerge from 
synchronized activity in isolated hippocampal networks from mice, and are 
maximal at intermediate concentrations of the cholinergic agonist carbachol. Using 
zolpidem, a positive allosteric modulator of GABAA-receptor function, we found 
that increased inhibition leads to longer oscillation bursts and more persistent 
temporal correlations. In addition, we asked if these findings were unique for 
mouse hippocampus, and we, therefore, analyzed cholinergic fast network 
oscillations in rat prefrontal cortex slices. We observed significant temporal 
correlations, which were similar in strength to those found in mouse hippocampus 
and in human cortex. Taken together, our data indicate that fast network 
oscillations with temporal correlations can be induced in isolated networks in vitro 
in different species and brain areas and, therefore, may serve as model systems to 
investigate how altered temporal correlations in disease may be rescued with 
pharmacology.  
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2.1 Introduction  
 
Neuronal oscillations are thought to play a critical role for encoding and retention 
of information (Singer, 1999; Buzsáki, 2006; Michels et al., 2008; Palva et al., 
2010). In humans, working memory studies have pointed to a functional 
connection between memory and amplitude modulation of oscillations in different 
frequency bands (Jensen et al., 2002; Howard et al., 2003; Jokisch & Jensen, 2007; 
van Vugt et al., 2010). Notably, parietal oscillations exhibit systematically longer 
periods of elevated amplitude with longer encoding and retention intervals in a 
Sternberg task (Raghavachari et al., 2001). Thus, the temporal stability of 
oscillations may be important for mnemonic operations.  
Pre-clinical studies have also pointed to a functional importance of the temporal 
structure of oscillations. For example, patients with early-stage Alzheimer’s 
disease (AD) had less persistent temporal (auto-)correlations ( 1–25 s) and less 
stable alpha oscillations on short-to-intermediate time scales (< 1 s) compared with 
healthy subjects (Montez et al., 2009). Altered temporal correlations without 
changes to time-averaged oscillation power have also been observed in other 
disorders and frequency bands (Linkenkaer-Hansen et al., 2005; Monto et al., 
2007). Thus, identifying factors influencing amplitude fluctuations of oscillations 
could provide a better understanding of pathophysiological states and, possibly, 
yield new targets for treatment. 
The hippocampus is a key neuronal structure for memory and cognition 
(Axmacher et al., 2006; Montgomery & Buzsaki, 2007), and it has been argued 
that gamma oscillations in hippocampus play an important role in memory 
formation, because they serve the function of binding functional regions (Freund & 
Buzsaki, 1996; Fell et al., 2001; Lisman et al., 2005; Axmacher et al., 2006; 
Colgin et al., 2009).  
Hippocampal network oscillations can be induced in vitro by muscarinic 
acetylcholine receptor activation (Fisahn et al., 1998). These oscillations fall in the 
beta frequency range (15–30 Hz) when measured below 30o Celsius, but in the 
gamma range (30–100 Hz) if recorded at physiological temperatures (Dickinson et 
al., 2003). Here, we will refer to these oscillations as “fast network oscillations” 
(Mann & Paulsen, 2005). 
 Fast network oscillations induced in vitro share many characteristics with gamma 
oscillations generated in CA3–CA1 in vivo (Csicsvari et al., 2003; Lu et al., 2010a) 
and have been used as a model to identify cellular and synaptic mechanisms that 
shape the power, frequency, or coherence of these oscillations (Bragin et al., 1995; 
Fisahn et al., 1998; Traub et al., 2000; Tiesinga et al., 2001; Csicsvari et al., 2003; 
Mann & Paulsen, 2005). 
It is not known whether temporal (auto-)correlations is an exclusive feature 
of extended neuronal networks in vivo, or whether reduced neuronal networks in 
vitro also may exhibit these correlations, and what factors may shape their 
amplitude structure. To address these questions, we studied cholinergic fast 
network oscillations in vitro. We modulated cholinergic and GABAergic signalling 
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to test how these neurotransmitter systems affect the amplitude structure of fast 
network oscillations. We found that temporal auto-correlations can emerge in 
acutely isolated hippocampal and prefrontal cortex brain slices. Interestingly, the 
temporal correlations were maximal at physiologically relevant levels of 
cholinergic drive, and could be enhanced by increasing inhibition.   
 
2.2 Materials and Methods 
  
2.2.1 Slice preparation and local field potential recordings 
 
Experiments were performed in accordance with the guidelines and under approval 
of the Animal Welfare Committee of the VU University Amsterdam, which 
operates in accordance with Dutch and European law. Unanesthetized DBA/2J 
(DBA) mice (19 slices, 10 mice, 5 males Jackson Laboratories) and Wistar rats (n 
= 10, Harlan, the Netherlands) were decapitated at postnatal day 13–15 and 
postnatal day 14–28, respectively. Their brains were quickly removed and placed 
in artificial cerebrospinal fluid (ACSF), in mM: 125 NaCl, 25 NaHCO3, 3 KCl, 1.2 
NaH2PO4, 1 CaCl2, 3 MgSO4, 10 D(+)-glucose (carboxygenated with 5% CO2 / 
95% O2) (for rats; 1.25 NaH2PO4, 26 NaHCO3).  
For mice: Horizontal slices (400 µm thick) from the ventral hippocampus 
were cut by a microtome (Microm, Waldorf, Germany). Slices were stored in an 
interface storage chamber at room temperature, and placed in ACSF containing 2 
mM CaCl2 and 2 mM MgSO4. After 1 hour, slices were placed on 8-by-8 planar 
multi-electrode arrays (TiN-electrode grids, electrode diameter 30 µm, contact 
impedance 30–50 k, 200 µm distance, 60 recording electrodes, Multi Channel 
Systems GmbH, Reutlingen, Germany, see Fig. 2.1A), with polyethylenimine 
coating (Sigma-Aldrich, St. louis, MO, USA), and left for 1 hour in a chamber with 
humidified carbogen gas before their placement into the recording unit. The setup 
allowed for simultaneous measurements of four slices. The flow rate during 
recordings was 4–5 ml/min and the temperature was kept low (30 ± 0.3o Celsius) to 
preserve slice stability. The amplitude of oscillations at higher temperatures was 
also markedly lower than at 30 °C, resulting in an unfavourable signal-to-noise 
ratio. Therefore, all experiments were performed at 30 °C (Van Aerde et al., 2009). 
Zolpidem was purchased from Duchefa (Haarlem, The Netherlands), carbachol 
from Sigma (St. louis, MO, USA). Local field potentials were recorded (Fig. 2.1E) 
at 1 kHz. The recordings were down-sampled off-line to 200 Hz and converted to 
MATLAB (The Mathworks, USA) files. Analysis was done in MATLAB. 
For rats: Coronal sections (350–400 μm) of the prefrontal cortex were cut 
using a Leica VT1000S vibratome slicer. Slices were then transferred to holding 
chambers in which they were left to recover at room temperature for 1 hour in 
ACSF containing: 1.25 mM NaH2PO4, 2 mM MgSO4, 2 mM CaCl2, 26 mM 
NaHCO3 (see (Van Aerde et al., 2009) for more details). After recovery, slices 
were mounted on 8×8 arrays of planar ITO-microelectrodes (electrode size: 50 μm 
× 50 μm; electrode impedance < 22 k, interpolar distance, 150 μm; Panasonic 
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MED-P5155; Tensor Biosciences, Irvine, CA, USA). Multi-electrode probes were 
coated with 0.1% polyethylenimine (Sigma-Aldrich, St Louis, MO, USA) in 10 
mM borate buffer (pH 8.4) for at least 6 h before use. The multi-electrode probe 
was then placed in a chamber saturated with humidified carbogen gas for at least 1 
h. For recordings, slices were maintained in submerged conditions at 25o Celsius 
and superfused with ACSF, bubbled with carbogen, at 4–5 ml min−1. Spontaneous 
field potentials from all 64 recording electrodes were acquired simultaneously at 20 
kHz, using the Panasonic MED64 system (Tensor Biosciences), and down-sampled 
off-line to 200 Hz. Slices where recorded for minimum 10 mins with 25 µM 
carbachol. 
 
2.2.2 Hippocampal concentration curves 
 
During each recording session, four slices were recorded simultaneously. After 
placing the slices in the recording units with ACSF, spontaneous activity was 
recorded for 15–20 minutes. Subsequently, two different experimental protocols 
were followed. For the first one, the following concentrations of carbachol were 
washed onto the slice: 1 µM; 1 µM; 5 µM; 10 µM; 15 µM; 20 µM; 25 µM. For 
each concentration, the activity was recorded for 20 minutes. 
For the second protocol, to measure the effect of GABAergic modulation 
we used the following concentrations of carbachol and zolpidem, and the activity 
was recorded for the specified duration. 5 µM carbachol, 0 µM zolpidem, 45 
minutes; 5 µM carbachol, 0 µM zolpidem, 25 minutes; 5 µM carbachol, 100 nM 
zolpidem, 15 minutes; 5 µM carbachol, 1 µM zolpidem, 20 minutes. The time lines 
of these experiments are shown in Figure 2.1F. 
 
2.2.3 Hippocampal slice selection and pre-analysis 
 
For each experiment a photograph was made of the slice in the recording unit in 
order to identify electrode locations (Fig. 2.1A). The hippocampus consists of three 
main regions; CA1, CA3 and the dentate gyrus (DG). We divided CA3 and CA1 
into the sub-regions stratum oriens (basal dendrites), stratum pyramidale (cell 
bodies) and stratum radiatum/lacunosum–moleculare (apical dendrites), and DG 
into stratum moleculare (basal dendrites), stratum granulosum (cell bodies) and 
hilus (apical dendrites) (Fig. 2.1B). We developed an interactive MATLAB 
procedure to classify each electrode in one of these nine hippocampal sub-regions, 
based on the picture of the electrode grid on the hippocampus. Using Fourier 
analysis (see below), we determined for each channel whether oscillatory activity 
was present. Channel with no clearly detectable peak and, thus, a very low signal-
to-noise ratio were excluded from further analysis (less than 5% of the data).  
 
2.2.4 Peak-frequency fitting and pre-processing of data  
 
We developed an algorithm to objectively determine the peak frequency of the 
dominant oscillation (Fig. 2.1C). First, we computed the power spectrum using the  
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Figure 2.1. Carbachol induces oscillations in hippocampal slices 
A A multi-electrode array covering an entire hippocampal slice. Black dots are electrodes, which have 
a separation of 200 µm. This picture was made for every experiment, and used to classify the 
electrodes into the nine hippocampal sub-regions shown in (B). B Schematic overview of the 
hippocampal slice divided into sub-regions of dentate gyrus (DG); stratum molecular, stratum 
granulosum, and hilus region, CA1/CA3; stratum radiatum/lacunosum–moleculare, stratum 
pyramidale, and stratum oriens. C Peak frequency fitting method. A 1/f spectrum (thin red line) is 
fitted to the power spectrum (Welch method) (thick blue line), and the confidence interval is 
determined (dashed green line). If the peak is above the confidence interval, the peak frequency, 
power, and width is estimated by fitting a Gaussian to the power spectrum subtracted with the 1/f 
spectrum (see Materials and Methods). D Power spectrum (Welch method). We study oscillations in 
the dominant frequency range. E Visual inspection of local field potential (LFP) signals reveals that 
carbachol induces oscillations. Examples of filtered LFP signals (10–40 Hz) at different 
concentrations from one channel in CA3 stratum radiatum/lacunosum–moleculare. F Grand-average 
multitaper time-frequency plot shows the main frequency of the oscillations. Moving window size 
1024 points (3.7 Hz to 47.9 Hz). (Top) Carbachol experiment. Median across 14 DBA/2J mice in 
CA3 stratum radiatum/lacunosum–moleculare, 1 channel per slice. (Bottom) Zolpidem experiment. 
Median across 11 DBA/2J mice in CA3 stratum radiatum/lacunosum–moleculare, 1 channel per slice. 
Abbreviations: CCH; Carbachol, ZPD; Zolpidem 
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Welch method (Fig. 2.1C, thick blue line), and determined the approximate 
frequency interval at which the peak occurred by visual inspection in the 10–25 Hz 
range, e.g., from 14–18 Hz in Figure 2.1C. The median selected frequency range 
was 15–23 Hz. If no clear peak was seen, a standard interval of 10–25 Hz was 
chosen. A 1/f-line was fitted to the power-spectrum in the interval from 2–43 Hz, 
excluding the peak interval (Fig. 2.1C, thin red line). The 1/f power-spectrum was 
subtracted from the original spectrum, and a Gaussian was fitted in the interval 
defined by the visual inspection to find the peak frequency and peak power. We 
calculated the power as the median of the peak power minus the 1/f-fitted baseline 
power (Fig. 2.1C), across channels in each sub-region. Peaks were excluded from 
peak frequency/power analysis if: (1) the peak-power was below the 95th 
confidence interval (Fig. 2.1C, dashed green line) of the 1/f fit, (2) the peak was 
outside the 10–25 Hz interval, or (3) the peak width was less than 0.5 Hz. This 
method is similar to the one used in (Jansen et al., 2009). Note, that in vitro 
experiments performed below physiological temperatures lead to prolonged 
GABAergic IPSCs and we, therefore, observed peak frequencies at lower 
frequencies than have typically been reported at higher temperatures (see 
supplementary Figure S2.1) (Bragin et al., 1995; Dickinson et al., 2003). 
Importantly, the frequencies found in our study are similar to those reported in 
comparable studies (Fisahn et al., 2008; Jansen et al., 2009; Van Aerde et al., 
2009). 
 As reported previously (Mann & Paulsen, 2005; Jansen et al., 2009) the 
dominant frequency component of carbachol-induced oscillations is in the interval 
10–25 Hz (Fig. 2.1D). Here, we only analyzed the dominant frequency component, 
because higher frequencies were either harmonics of this dominant frequency or of 
very low SNR, which does not allow for the detection of temporal correlations 
(Linkenkaer-Hansen et al., 2007). 
. 
2.2.5 Amplitude envelope 
 
The amplitude envelope of the oscillations was extracted using band-pass filters 
(finite impulse response filters with a Hamming window) and the Hilbert transform 
(Fig. 2.2B). The band-pass was centred at the peak frequency and had a width of 
0.5*sqrt(2)*SD (filter order 60, SD is the width of the Gaussian fit to the peak (Fig. 
2.1C), if no peak frequency was found a 10–25 Hz band-pass was used). The 
median frequency range was 10–25 Hz. For the rat data only a 10–25 Hz band-pass 
was used, because analyses were also performed on channels not having a clear 
frequency peak. 
 
2.2.6 Rejection of high-amplitude artifacts 
 
We performed a rejection of high-amplitude artifacts in the amplitude envelope 
before oscillation burst analysis and detrended fluctuation analysis (DFA) (see 
below). This is recommended, because high-amplitude artifacts can corrupt the 
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temporal structure and estimates of temporal correlations, whereas the removal of 
small segments of the time series has a negligible influence on the DFA exponent 
of a time series (Chen et al., 2002). Our artifact-rejection algorithm examined the 
amplitude envelope twice; in the first run, a window of 2 seconds was removed 
around amplitude values larger than 6 standard deviations from the median of the 
entire amplitude envelope and replaced with a zero. In the second run, the 
algorithm removed a window of 1 second around large-amplitude artifacts that 
were larger than 6 standard deviations.  
 
2.2.7 Oscillation burst structure analysis 
 
The life-times of oscillation-bursts were based on the amplitude envelope. We 
defined an oscillation burst to begin when the amplitude envelope passed above a 
predefined threshold (determined in time windows of 1 minute, to compensate for 
any slow transients in the level of activity), and to end when the amplitude 
envelope passed below this threshold (Fig. 2.2B) (Poil et al., 2008). The life-time 
measure for a signal was then determined as the 95th-percentile in the cumulative 
probability distribution of the life-times (Fig. 2.2C). We systematically mapped the 
influence of different thresholds (Fig. 2.2D). The results were largely independent 
of threshold and, therefore, we only report statistics for the 0.5*median threshold. 
 
2.2.8 Detrended fluctuation analysis of temporal auto-correlation decay 
 
The detrended fluctuation analysis (DFA) is a method used to quantify the decay of 
temporal (auto-)correlations in time series with less strict assumptions about the  
stationarity of the signal than the classical auto-correlation function or power 
spectral density (Peng et al., 1994). An additional advantage of DFA is the greater 
accuracy inestimating the decay of auto-correlations from limited amount of data 
(Gao et al., 2006; Linkenkaer-Hansen et al., 2007). Here, we used the detrended 
fluctuation analysis (DFA) to quantify the complex temporal structure of amplitude 
fluctuations in ongoing oscillations in the time range of 3–20 seconds. We note that 
previous studies have applied DFA on similar time scales and used the DFA 
exponents to show that the temporal structure of ongoing oscillations differs 
between males and females (Nikulin & Brismar, 2005), is heritable (Linkenkaer-
Hansen et al., 2007) and is sensitive to disease (Montez et al., 2009). Together, 
these findings in humans underscore the relevance of quantifying auto-correlations 
in ongoing oscillations on time scales up to a few tens of seconds using DFA.  
The main steps from the broadband signal to the quantification of temporal 
correlations using DFA have been explained in detail elsewhere (Linkenkaer-
Hansen et al., 2001). In brief, the DFA provides a measure of how the root-mean-
square fluctuation of the integrated and linearly detrended signals, F(t), scales as a 
function of time window size, t (Fig. 2.2F). We computed the fluctuation function, 
F(t), with an overlap of 50% between windows. The DFA exponent is the slope of 
the fluctuation function. A DFA exponent in the interval of 0.5 to 1.0 indicates the 
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presence of temporal (auto-)correlations, whereas an uncorrelated signal is 
characterized by an exponent of 0.5. The temporal correlations are not computed 
between areas, but within the signal (auto-correlations) (Fig. 2.2A). In Figure 
2.2E,F it is shown that the high DFA exponent at 15 µM in Figure 2.2F is 
qualitatively reflected in amplitude modulation on long time scales compared with 
lower or higher concentrations of carbachol Fig 2E. The correspondence between 
the DFA and the classical auto-correlation function is shown in Figures 2.2F and G 
using the representative signals from Figure 2.2E. As reported earlier, however, we 
found that the auto-correlation function was too noisy for estimating the decay of 
correlations (Gao et al., 2006; Linkenkaer-Hansen et al., 2007). 
 
2.2.9 Statistical analysis 
 
Biomarkers obtained from the analysis of the oscillations were tested for normality 
using Lilliefors' composite goodness-of-fit test and often observed to not follow a 
Gaussian distribution. As an example of this we show distributions in 
Supplementary Figure S2.3. Therefore, we used non-parametric tests. To test for 
the effect of carbachol or zolpidem concentration on frequency, power, life-time, or 
DFA exponents, we used the non-parametric Friedman test (with F statistics) 
(Friedman, 1937; Conover & Iman, 1981). In our case, the Friedman test tests for 
paired differences in median between observations at different concentrations of 
carbachol or zolpidem. For example, in an interval from 10 µM to 25 µM, it would 
test for paired differences in median between the observations at 10 µM, 15 µM, 20 
µM, and 25 µM. For the Friedman test a Greenhouse-Geisser correction was used 
to correct for sphericity when the Greenhouse-Geisser epsilon was below 0.75, and 
Huynh-Feldt correction otherwise (Greenhouse & Geisser, 1959; Feldt, 1976). 
When comparing medians of two groups, such as two concentrations, we used 
permutation tests on median, with more than 10,000 permutations (Box & 
Andersen, 1955; Ernst, 2004). Figures 2.3A, 4B, 5A show lifetimes normalized 
with the lifetimes from the first 1 µM carbachol measurement, nevertheless all tests 
were done on non-normalized data. Box plots were used to display the distribution 
of data; the boxes have lines at the lower quartile, median (red line), and upper 
quartile values. The whiskers are lines extending from each end of the boxes to 
show the extent of the rest of the data (up to 1.5 interquartile range of the sample) 
(McGill et al., 1978). Confidence intervals were found using non-parametric bias 
corrected and accelerated bootstrap (n = 5000) (DiCiccio & Efron, 1996). Note, 
that we used paired data for the statistical tests on the effect of concentrations, and, 
therefore, the confidence intervals cannot be used to infer significance. We used 
Holm’s stepwise Bonferroni correction for multiple comparisons within single 
measures when appropriate (Holm, 1979), and binomial correction when the power 
of Holm correction was too low (defined as when more than one sub-region had p-
values below 0.05, but all sub-regions were rejected by Holm correction). Binomial 
correction only controls the Type 1 error at the number of significant sub-regions. 
Significance was defined as p < 0.05 for all tests. 
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Figure 2.2. Temporal correlation and oscillation burst life-time analyses characterize the non-
random temporal structure of amplitude fluctuations in oscillations. 
A The study of spatial and temporal dimensions of neuronal processing requires different correlation 
analyses. Coordination of anatomically distributed activity (parallel processing) may be studied by 
computing correlations between neuronal signals from different hippocampal regions (Cross-
correlations). In contrast, coordination of brain activity over time (serial processing) may be studied 
by computing temporal auto-correlations in neuronal signals within a single hippocampal region 
(Auto-correlations). Serial processing requires a sequence of causally related neuronal activities, 
which is likely to give rise to correlations over time (temporal correlations), e.g., persistent oscillatory 
activity as reflected in a slow amplitude modulation as it is studied here. Thus, by studying auto-
correlation properties we may learn about novel mechanisms of attention and memory. Figure from 
(Montez et al., 2009), Copyright (2009) National Academy of Sciences, USA. B The raw signal was 
band-pass filtered around its peak frequency (blue thick line), and the amplitude envelope (red thin 
line) was extracted using the Hilbert transform. To quantify differences in oscillation-burst dynamics 
on short to intermediate time scales (<1 seconds), we introduced a threshold at multiples of the 
median amplitude envelope (exemplified by the median threshold, (top horizontal dashed line, black 
areas) and 0.5*median amplitude (lower horizontal dashed line, black and blue areas) and defined 
the start and end of an oscillation burst as the time points of crossing this threshold. The oscillation-
burst structure is largely independent of which threshold is used. C Cumulative probability 
distribution plot of life-times calculated using 0.5*median as the threshold at different concentrations. 
D 3-D plot showing the 95th percentile life-time versus carbachol concentration, normalized with the 
life-time at the first period with 1 µM carbachol, for different thresholds. We tested thresholds in the 
range of 0.1 to 1.1 times the median amplitude envelope. We normalized the life-time to avoid 
displaying the trivial effects of increased life-time with lower threshold. We observed that the life-
time is largely independent of which threshold is used. E Amplitude envelopes of a signal with a low 
DFA exponent (0.52; 1 µM carbachol, blue trace), a high DFA exponent (0.65; 10 µM carbachol, red 
trace), and an intermediate exponent (0.55; 20 µM carbachol, green trace). Visual inspection of the 
amplitude modulation at different carbachol concentration reveals a more stable modulation (high 
DFA exponent, long life-time) at physiological relevant concentrations (15 µM) compared with 
higher carbachol concentrations. Example segments of the amplitude envelope from the same slice at 
different carbachol concentration. F Visualization of detrended fluctuation analysis (DFA) for a 
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signal with a low DFA exponent (0.52; blue circles), an intermediate exponent (0.55; green squares) 
and a high DFA exponent (0.63; red pluses). When the signal with high DFA is shuffled in 
oscillation-cycle wide windows the correlations disappear (0.50, black dots). The DFA exponents are 
the slopes of the lines obtained with linear regression in log-log coordinates. The DFA plots 
correspond to the amplitude envelopes partially shown in E. G Auto-correlations of the amplitude 
envelopes in E. 1 µM carbachol (blue circles), 20 µM carbachol (green squares), and 10 µM 
carbachol (red pluses). When the amplitude envelope of the 10 µM carbachol is shuffled in 
oscillation-cycle wide windows the correlations disappear (black dots). 
 
2.3 Results 
 
The frequency and power of cholinergically-induced fast network oscillations in 
hippocampal slices in vitro strongly depend on activity of pyramidal cells and 
interneurons in the CA3 area (Traub et al., 2000; Mann & Paulsen, 2005; Heistek 
et al., 2010). Typically, cholinergic receptor activation induces oscillations in CA3 
and CA1 area with the strongest power in CA3 but with similar frequency. It is not 
known whether amplitude fluctuations of these oscillations have a non-random 
temporal structure. Therefore, we recorded local field potentials from hippocampal 
slices using 8-by-8 multi-electrode grids with 200 µm spacing that covered the 
traversal section (Fig. 2.1A, B). Fast network oscillations were induced by 
application of the muscarinic acetylcholine receptor agonist carbachol, and field 
potential oscillations in the different hippocampal areas were analyzed for peak 
frequency (Fig. 2.1C), power, burst duration and temporal correlations using DFA. 
We quantified the duration or ‘life-time’ of oscillation bursts by the heavy tail of 
their probability distribution using the 95th percentile (Fig. 2.2B-D). In Figures 2.3 
and 2.5, all sub-regions in which significant effects were observed are marked with 
black dots. In the following we will for simplicity only comment on observations 
from sub-regions in CA3. 
  
2.3.1 Oscillation burst life-time has a bell-shaped dependence on carbachol 
concentration 
 
To test whether the temporal structure of oscillations is dependent on the level of 
cholinergic activation, we applied increasing concentrations of carbachol (Fig. 
2.1F). First, spontaneous activity was recorded for 15–20 minutes in the absence of 
carbachol. Subsequently, carbachol was bath applied in concentrations of 1, 5, 10, 
15, 20 and 25 µM. For each concentration, the activity was recorded for 20 
minutes. The life-time of oscillation bursts increased with increasing carbachol 
concentration (1–10 µM) and, interestingly, decreased when carbachol 
concentration was further increased (10–25 µM) in all sub-regions of CA3 (Fig. 
2.3A), e.g., from 1600 ± 680 ms (median ± 95% BCa confidence interval 
halfwidth) to 1220 ± 340 ms in stratum radiatum/lacunosum-moleculare of CA3 
(Fig. 2.3A). To test the significance of the apparent bell-shape dependence of life-
time on carbachol concentration, we tested for a difference in median with one-
tailed paired permutation tests between 5 µM and 15 µM, and 15 µM and 20 µM, 
assuming that 15 µM was maximal. Indeed, the life-time was significantly higher 
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at 15 µM (1820 ± 460 ms) compared with 5 µM (1160 ± 150 ms) and 20 µM (1260 
± 280 ms) in all sub-regions of hippocampus except CA3 stratum oriens and DG 
stratum granulosum. The tendency for oscillations to have long-lasting bursts at 
intermediate concentrations of carbachol was clear across many amplitude 
thresholds (Fig. 2.2D) and hippocampal regions (Fig. 2.3A inset, and Fig. S2.2).  
 
 
 
 
Figure 2.3. Hippocampal oscillations in vitro exhibit a slow decay of temporal correlations, and 
the oscillation-burst life-time has a bell-shape dependence on carbachol concentration. 
A Box plots showing the normalized life-time at the 0.5*median threshold in CA3 stratum 
radiatum/lacunosum–moleculare (yellow region on the hippocampus diagram). The boxes have lines 
at the lower quartile, median (red line), and upper quartile values. The whiskers are lines extending 
from each end of the boxes to show the extent of the rest of the data up to the 1.5 interquartile range 
of the sample. The hippocampus diagram shows areas with a significant effect of carbachol across the 
concentrations 10, 15, 20, and 25 µM carbachol (black dots) (Friedman test, p < 0.05, n > 17, 
binomial corrected). B Box plot showing the DFA exponent fitted in the range 3–20 seconds for 
different carbachol concentrations for in CA3 stratum radiatum/lacunosum–moleculare. The 
hippocampus diagram shows the areas with a significant effect of carbachol across the concentrations 
10, 15, 20, and 25 µM carbachol (black dots) (Friedman test, p < 0.05, n = 19, bionomial corrected). 
C Box plot showing the dependence of the power on the carbachol concentration in CA3 stratum 
radiatum/lacunosum–moleculare (median across channels). We did not observe an effect of carbachol 
on power across the concentrations 10, 15, 20, and 25 µM carbachol (Friedman test, not significant, n 
> 9, binomial corrected). D Same as in C, for peak frequency. Black dot (Friedman test, p < 0.05, n > 
9, Holm corrected). Note that two recordings were made at 1 µM. 
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2.3.2 Hippocampal oscillations exhibit a slow decay of temporal auto-
correlations 
 
The temporal structure of brain oscillations recorded with EEG in vivo show 
substantial temporal correlations on time scales up to several tens of seconds 
(Linkenkaer-Hansen et al., 2001). Whether the temporal structure of oscillations in 
neuronal networks in vitro also shows temporal auto-correlations with a slow decay 
is not known. We used the DFA exponent as an index of the correlations from 3 to 
20 seconds (see Materials and Methods), and observed a significant variation with 
carbachol concentration in all sub-regions (0 to 25 µM, n = 18–19, Friedman test, p 
< 10-5, Fig. 2.3B). The DFA exponents in CA3 stratum radiatum/lacunosum–
moleculare at 15 µM were 0.62 ± 0.03 (n = 18). These DFA exponents clearly 
indicate that the correlations were significantly higher than uncorrelated noise (i.e., 
higher than 0.5), and they were also higher than those obtained with ACSF (0 µM 
carbachol): 0.53 ± 0.01 (p < 0.002, paired permutation test). We conclude that 
hippocampal oscillations even in isolated networks in vitro can exhibit temporal 
correlations with a slow decay, and that these are modulated by cholinergic 
activation. This suggests that the correlations can also be generated in vivo in 
localized networks without external modulation.  
 
 
 
Figure 2.4. Prelimbic prefrontal cortex oscillations in vitro exhibit a slow decay of temporal 
correlations. 
A Band-pass filtered local field potential oscillations (10-25 Hz) from the prelimbic region of a 
prefrontal cortex slice from a channel with high signal-to-noise ratio (Top), and from the channel with 
minimum amplitude (Bottom). B Oscillations in channels with high signal-to-noise ratio have longer 
lifetimes. Box plot showing lifetimes (473 ± 12 ms, n = 12) from high signal-to-noise ratio channels 
across slices, and lifetimes (435 ± 17 ms) from channels with minimum amplitude. C Oscillations in 
channels with high signal-to-noise ratio has temporal correlations. Box plot showing DFA exponents 
(DFA; 0.58 ± 0.03, n = 12) from high signal-to-noise channels across slices, and DFA exponents 
(DFA; 0.52 ± 0.02) from channels with the minimum amplitude. 
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2.3.3 Carbachol concentration differentially influences peak frequency and 
power 
 
The classic oscillation properties of power and frequency may also be sensitive to 
changing cholinergic drive. The power of oscillations, however, exhibited similar 
values at carbachol concentrations from 10 to 25 µM (Friedman test: not 
significant, n = 10–14, Fig. 2.3C). It should be noted, however, that the power is 
highly variable across slices. In contrast, the peak frequency decreased in stratum 
radiatum/lacunosum–moleculare of CA3 from 18.0 ± 1.0 Hz to 16.0 ± 1.5 Hz with 
increasing concentration (n = 14, Fig. 2.3D). Overall, we conclude that the 
oscillation power does not show the bell-shaped dependence on carbachol 
concentration in the range from 10 to 25 µM as it was observed for the temporal 
correlations on short and long timescales.  
 
2.3.4 Fast network oscillations in rat prefrontal cortex also exhibit a slow 
decay of temporal auto-correlations 
 
To investigate whether temporal correlations are a unique phenomenon for mouse 
hippocampal slices, we analyzed the amplitude modulation of carbachol-induced 
oscillations (25 M) at 10–25 Hz in rat prefrontal cortex slices. We found that 
cholinergically-induced oscillations in the prelimbic area of the medial prefrontal 
cortex have significantly higher DFA exponents (0.58 ± 0.02) and lifetimes (470 ± 
60 ms), in a channel with high signal-to-noise ratio (prelimbic layer 3/5, n = 10, 
Fig. 2.4B, C) compared to the channel with the lowest mean amplitude (0.51 ± 0.02 
and 430 ± 20 ms, respectively; n = 10) (one-tail paired permutation test), thus 
showing that these correlations were not due to correlated background noise in the 
10–25 Hz range. The DFA exponents were not different from exponents found for 
hippocampal oscillations (CA3) at similar carbachol concentrations, but lifetimes 
were markedly shorter in the rat prefrontal cortex (Fig. 2.4B, C). We conclude that 
temporal correlations may be a robust phenomenon of neuronal oscillations in 
vitro.  
 
2.3.5 Temporal correlations are enhanced by GABAergic potentiation 
 
To investigate whether the temporal correlations could be manipulated, we applied 
the GABAA receptor allosteric modulator zolpidem in concentrations of 0, 0.1 and 
1 µM in the presence of 5 µM carbachol. Zolpidem is known to increase inhibitory 
postsynaptic current (IPSC) decay time in both pyramidal cells (Goldstein et al., 
2002; Cope et al., 2005) and fast-spiking interneurons (Bacci et al., 2003), and has 
been shown to decrease the frequency of carbachol-induced oscillations in the 
hippocampus (Pálhalmi et al., 2004; Cope et al., 2005; Heistek et al., 2010). We 
observed that the burst structure of carbachol-induced oscillations was influenced 
by the potentiation of GABAergic signalling as reflected in life-times increasing 
from 1040 ± 1100 ms to 2450 ± 1910 ms with the application of 1 µM zolpidem in 
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CA3 stratum radiatum/lacunosum–moleculare and stratum pyramidale (n = 11, 
Friedman test, Fig. 2.5A). We also observed an increase in temporal correlations in 
these regions, with DFA exponents in CA3 stratum radiatum/lacunosum–
moleculare at 1 µM zolpidem of 0.61 ± 0.03 compared with 0.59 ± 0.04 before the 
zolpidem application, and 0.53 ± 0.02 during ACSF ( n = 11, Friedman test, Fig. 
2.5B).  
Modulation of fast network oscillations with zolpidem at a low 
concentration of carbachol (5 µM) did not affect power (n = 10, Friedman test, Fig. 
2.5C). The peak frequency, however, decreased in all CA3 sub-regions from 18 ± 2 
Hz to 14 ± 1 Hz (Fig. 2.5D). We conclude that temporal correlations on both short 
and long timescales depend on the level of inhibitory activity.  
 
 
 
Figure 2.5. Temporal correlations are increased by GABAergic potentiation. 
A Box plots of normalized life-times measured using 0.5 median as the threshold. Friedman tests 
were performed using the concentrations 0, 0.1, and 1 µM zolpidem (all with 5 µM carbachol). Black 
dots in hippocampus diagrams represent areas with a significant effect of zolpidem application 
(Friedman test, p < 0.05, n = 11, binomial corrected). B Same as in A, for DFA. C Same as in A, for 
power. We observed no significant effects on power of zolpidem concentration (Friedman test, p > 
0.05, n = 10, Holm corrected). D Same as in A, for peak frequency. Note that two recordings were 
made at 1 µM. 
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2.4 Discussion 
 
Ongoing oscillations in humans exhibit complex fluctuations in amplitude, which 
are rich in information about the functional state of the underlying networks and 
thought to play an important role in memory and attention (Raghavachari et al., 
2001; Linkenkaer-Hansen et al., 2007; Montez et al., 2009). It is not known, 
however, whether oscillations in vitro have a similarly rich temporal structure. To 
test this, we investigated the temporal structure of carbachol-induced oscillations in 
mouse hippocampal and rat prefrontal cortex slices. We found that the amplitude 
modulation of mice hippocampal and rat prefrontal cortex fast network oscillations 
in vitro exhibit a slow decay of temporal auto-correlations, suggesting that these 
correlations may emerge due to intrinsic properties of local neuronal circuits. 
Interestingly, we found maximal life-times and temporal correlations around 10–15 
µM carbachol, suggesting that there is an optimal dynamic range of amplitude 
dynamics around the physiologically relevant levels of cholinergic drive (Menschik 
& Finkel, 1998). Our results may help explain why Alzheimer’ patients, known for 
their cholinergic deficits, have decreasing life-times and temporal correlations as 
observed for neuronal oscillations in temporo-parietal regions (Montez et al., 2009) 
.  
2.4.1 Life-time and temporal correlation analyses point to an optimal range 
of cholinergic drive for meta-stable dynamics 
 
The detrended fluctuation analysis pointed to a maximum strength of temporal 
correlations at concentrations of 10–15 µM, and with magnitudes (DFA around 
0.6) that were similar to those observed in human EEG/MEG recordings in the 
beta-frequency band (Linkenkaer-Hansen et al., 2001; Nikulin & Brismar, 2005; 
Monto et al., 2007). The temporal correlations of fast network oscillations had a 
different dependence on cholinergic drive compared with the peak frequency and 
power, which is in line with previous reports showing that temporal correlations 
are largely independent of the time-averaged power (Linkenkaer-Hansen et al., 
2007; Monto et al., 2007). It has been suggested that a slow decay of temporal 
correlations may arise from sub-cortical modulation or other mechanisms affecting 
cortical excitability on longer time scales than the duration of individual bursts 
(Poil et al., 2008). The present findings suggest that temporal correlations can 
emerge also in local networks without external modulation on long-time scales in 
both hippocampus and prefrontal cortex. This observation, however, does not 
exclude a possible additional external influence in vivo. Application of zolpidem 
led to enhanced temporal correlations, which is in agreement with the effect 
observed in the beta-frequency band in non-epileptic cortical regions of epilepsy 
patients after administration of the benzodiazepine lorazepam (Monto et al., 2007), 
which is a GABAergic modulator enhancing inhibitory action, as does zolpidem. 
The life-times of oscillation bursts also increased with the application of zolpidem, 
suggesting that GABAergic potentiation may stabilize the amplitude of fast 
network oscillations. 
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The life-time analysis indicated an increased probability of long-duration bursts of 
fast network oscillations at intermediate 10–15 µM concentrations of carbachol. 
Interestingly, also temporal correlations were maximum at these intermediate 
levels of carbachol, which are thought to mimic the physiological level of 
cholinergic input in vivo (Menschik & Finkel, 1998). Thus, the intermediate levels 
of cholinergic drive provide a maximal dynamic range for meta-stable dynamics. 
We propose that this maximum may be viewed as a mechanism of stochastic 
resonance (Gammaitoni et al., 1998), where the cholinergic activation provides just 
sufficient random excitation (‘noise’) to support the formation of synchronous 
assemblies, whereas high levels of excitatory drive would disturb the delicate 
synchrony and stability of the neuronal assemblies.  
Interestingly, a maximal dynamic range is increasingly associated with a 
critical state, which is characterized by balanced network activity and thought to 
play an important role for efficient processing of information (Linkenkaer-Hansen 
et al., 2001b; Beggs & Plenz, 2003; 2004; Chialvo, 2004; 2006; Kinouchi & 
Copelli, 2006; Beggs, 2008; Poil et al., 2008; Montez et al., 2009; Priesemann et 
al., 2009). We speculate that temporal correlations at high concentrations of 
carbachol decrease because of a changed balance between the excitatory and 
inhibitory populations (i.e., increased inhibitory dominance due to decreased 
excitatory to excitatory connectivity and increased inhibitory excitability (Pitler & 
Alger, 1992; Hasselmo et al., 1995; Tiesinga et al., 2001) combined with 
excessively random spiking activity. The increased inhibitory dominance will give 
rise to oscillations with more uniform amplitudes. The power spectrum analysis 
may not have captured these subtle differences in oscillatory dynamics, because it 
only measures the “amount” of activity, but not how this activity is distributed over 
time (Fig. 2.2F). Overall our analysis indicates that the amplitude modulation of 
oscillations can be described as coloured noise or a fractional Brownian process 
(Touboul & Destexhe, 2010). 
 
2.4.2 A possible link between oscillation life-time, memory and cholinergic 
deficits in AD? 
 
A proper level of cholinergic activation is thought crucial for learning and memory 
(Hasselmo, 2006). For example, it is believed that a decreased level of 
acetylcholine signalling is a key factor causing impaired cognitive function in 
Alzheimer’s disease (Menschik & Finkel, 1998; Francis et al., 1999; Ikonomovic et 
al., 2003; Moretti et al., 2004). Interestingly, it was recently reported that 
amplitude stability of oscillations is impaired already in the early stages of 
Alzheimer’s disease (Montez et al., 2009), which is in agreement with the present 
data showing a high sensitivity of oscillation-amplitude stability to changing levels 
of cholinergic drive. We suggest that biomarkers of amplitude stability based on 
the analytic techniques used in this study may prove valuable, e.g., in memory-
related drug research. For example, future studies should test whether cholinergic 
or GABAergic manipulations in vivo lead to changes in amplitude stability of 
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oscillations as observed in the present study, and whether these changes co-vary 
with performance in cognitive tasks associated with sustained oscillatory activity. 
 
Abbreviations 
 
CCH; Carbachol (carbamylcholine chloride), ZPD; Zolpidem, DFA; Detrended 
fluctuation analysis, ACSF; artificial cerebrospinal fluid. 
 
2.5 Supplementary figures 
 
 
 
 
 
 
 
Figure S2.1. The frequency of fast network oscillations depends on temperature. 
Peak frequency from 8 slices from 2 C57BL6/J mice measured for 10 minutes for each temperature at 
25 µM carbachol. Wash-in at 25o Celsius for 30 minutes. 
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Figure S2.2. Overview of lifetime, DFA, power and frequency in different areas and carbachol 
concentrations.  
Hippocampal diagrams show which area each row represents. Significant changes from 10 µM to 25 
µM carbachol are indicated with asterisks. Note that two recordings were made at 1 µM. 
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Figure S2.3. Parametric statistical tests do not give the same p-value as non-parametric tests, if 
the data do not follow the normal distribution. 
A DFA exponents from CA3 stratum radiatum/lacunosum moleculare. Lilliefors' composite 
goodness-of-fit test shows that DFA exponents do not have a normal distribution (pL = 0.01), which is 
also reflected in the asymmetry of the box plot. The p-value from the non-parametric Friedman test 
(pF = 0.06) is different (and non-significant), from the parametric 2-way ANOVA (pA = 0.03). Note 
that the non-parametric test is more conservative than the parametric counterpart. B Peak frequency 
from CA3 stratum radiatum/lacunosum moleculare. Lilliefors' composite goodness-of-fit test shows 
that peak frequency values have a normal distribution (p = 0.2; i.e., the distributions of data points do 
not differ significantly from a normal distribution), which is also reflected the symmetry of the box 
plots. The p-value from the non-parametric Friedman test (p = 0.001) is equal to the parametric 2-way 
ANOVA (p = 0.001). C Histogram showing the non-Gaussian probability distribution of DFA 
exponents obtained at 10 µM carbachol (see the corresponding box plot enlarged in A). Box interval 
0.05. D Histogram showing the Gaussian probability distribution of peak frequency from 10 µM 
carbachol (see the corresponding box plot enlarged in B). Box interval 1. Note that two recordings 
were made at 1 µM. 
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Abstract
The last decade showed an increased interest in Langevin equations for modeling
time series recorded from complex dynamical systems. These equations allow to dis-
criminate between deterministic (drift) and stochastic (diffusion) components of the
recorded time series. In practice, the estimation of drift and diffusion is often based
on approximations of the models’ dynamics that are only valid for high sampling
frequencies. Also, model assessment is not or only indirectly performed, potentially
leading to false claims. In this study we compare the performance of an asymptoti-
cally unbiased estimation method with a generally used approximate method, demon-
strating the necessity of using (asymptotically) unbiased estimators. Furthermore,
we describe how confidence intervals for the unknown parameters can be constructed
and how model assessment can be carried out. We apply the methodology to local
field potentials recorded in vitro from mouse hippocampus from eight genetically
different strains. The recorded field potentials turn out to be well described by lin-
early damped Langevin equations with parabolic diffusion. The modeling enables a
dynamical interpretation of the spectral power of the field potentials, it reveals that
observed spectral power differences in the field potentials across hippocampal re-
gions are associated with differences in the deterministic component of the system,
and it reveals transiently active current dipoles, that are not detectable by conven-
tional methods. Also, all estimated parameters have significant heritabilities, which
suggests that the Langevin equations capture biological relevant aspects of electrical
hippocampal activity.
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3.1 Introduction
Research on complex dynamical systems proceeds through the interplay between the
formulation and analysis of theoretical models and experimental studies. In experi-
mental research, insight is obtained through the analysis of time series recorded un-
der controlled conditions. Often, the analysis consists in the computation of indices;
quantities that characterize certain properties of the recorded time series. Although
useful for relating the recordings to experimental conditions, most indices do not
provide insight into the dynamics of the recorded time series. To capture the full
dynamical structure within the time series, explicit dynamical models have to be fit-
ted. Given the high number of degrees of freedom of complex dynamical systems, a
pragmatic approach is to model the high-dimensional deterministic dynamics using a
low dimensional noise term. Moreover, noise can have a non-trivial effect on the sys-
tems’ dynamics (van den Broeck et al., 1994) and in biological systems might even
fulfill a functional role through the mechanism of stochastic resonance (Wiesenfeld
and Moss, 1997) and (Gammaitoni et al., 1998). These considerations motivate the
use of stochastic differential equations, also called Langevin equations for modeling
time series recorded from complex dynamical systems.
The methodological difficulty in fitting Langevin equations to data consists in the
fact that in general, the transition densities are unknown, and have to be approximated
in some way, based on discretely sampled observations. Typically one uses estimators
that are unbiased up to first-order in the sampling period ∆. This implies that it
is assumed - either explicitly or implicitly - that the sampling period ∆ is small as
compared to the typical time scale in the observed system. Since not all experimental
recordings allow for an arbitrarily high sampling frequency, estimators that have a
higher order of accuracy are of special importance. More accurate estimators can
be obtained by including correction terms, leading to estimators that are unbiased
up to order ∆2 (Ragwitz and Kantz, 2001; Sura and Barsugli, 2002). For certain
specific classes of Langevin equations one can explicitly compute corrections for
all orders (Anteneodo and Riera, 2009) and for one-dimensional Langevin processes
with additive noise one can define unbiased estimators (Deco et al., 2009).
Langevin equations have been successfully applied to time series recorded from
a variety of complex natural and biological systems. Examples include turbulence
(Friedrich and Peinke, 1997), stock prices (Bibby and Sørensen, 1997), traffic dy-
namics (Kriso et al., 2002), climatological systems (Sura and Barsugli, 2002; Lind
et al., 2005), the human motor system (van Mourik et al., 2006a,b; Gottschall et al.,
2009), and the cardio-respiratory system (Bahraminasab et al., 2008). The merit of
Langevin equations to understand recordings from the prototypical example of a com-
plex dynamical system, the central nervous system, is still largely unexplored. Up to
our knowledge, the studies modeling neurophysiological time series using Langevin
equations are limited to human epileptic electrocorticograms (Prusseit and Lehnertz,
2007, 2008; Lamouroux and Lehnertz, 2009) , intracellular recordings in rat audi-
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tory cortex (Deco et al., 2009), and spontaneous human brain oscillations as recorded
with electroencephalography (Bahraminasab et al., 2009) and magnetoencephalogra-
phy (Hindriks et al., 2011).
In this paper we use the method proposed in (Bibby and Sørensen, 1995), which
yields (asymptotically) unbiased estimators for a large class of Langevin equations.
We review the effect of a finite sampling period ∆ on the estimation of drift and dif-
fusion functions and describe the solution proposed in (Bibby and Sørensen, 1995).
Furthermore, we describe how model assessment can be performed by defining ap-
propriate residuals and how to obtain confidence intervals for the model parameters.
The methods’ performance is compared with a general first-order method using simu-
lations, thereby illustrating the necessity of using estimation methods with high-order
accuracy. Finally, we apply the methodology to local field potentials recorded from
mouse hippocampus in vitro from eight genetically different mouse strains.
3.2 Materials and Methods
3.2.1 Stochastic differential equations
Let X = {Xt |t ≥ 0} be a one-dimensional stochastic process and let B = {Bt |t ≥
0} denote standard Brownian motion. If there exist a probability density p0 and
functions b,σ : D⊆ R−→ R such that X0 has density p0 and for every t ≥ 0
Xt = X0+
∫ t
0
b(Xs)ds+
∫ t
0
σ(Xs)dBs, (1)
then X is said to satisfy a stochastic differential equation with drift function b, dif-
fusion function σ, and initial density p0. The set D is an interval (l,r) where l can
possibly be −∞ and r might be ∞ and is called the state space of X . The second
integral in (1) is the Itoˆ integral with respect to B (Øksendal, 2007). Equation (1) de-
scribes a process with deterministic dynamics described by b and subject to random
fluctuations that influence the dynamics through σ. If σ is not constant but a func-
tion of the state x of the system, the random fluctuations are called state-dependent
or multiplicative. A process satisfying (1) is called a diffusion process and (1) and
is often referred to as a Langevin equation in physics. Oftentimes (1) is written in
differential form as
dXt = b(Xt)dt+σ(Xt)dBt , (2)
which should be interpreted as a short-hand form of (1). Throughout this study we
will use the differential notation (2). Besides (1) the dynamics of X can also be
described in terms of the conditional probability density pt(x) of Xt given X0 ∼ p0.
The conditional density or transition density of a diffusion process satisfies the partial
differential equation
∂pt
∂t
+
∂
∂x
[bpt − 12
∂
∂x
(σ2 pt)] = 0, (3)
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with initial condition p0. Equation (3) is called the forward Kolmogorov equation or
Fokker-Planck equation (Risken, 1889). Conversely, a conditional density satisfying
(3) with initial condition X0 ∼ p0 defines a diffusion process with drift function b,
diffusion function σ, and initial density p0. A diffusion process is said to possess a
stationary density p¯ if (3) has a time-independent solution p¯. The process is called
stationary if p0 = p¯. If the probability mass of X at t = 0 is concentrated in one point
x0 ∈ R so that p0(x) = δ(x− x0) we write the conditional density as pt(x|x0).
With the diffusion process X = {Xt |t ≥ 0} one can associate the transition opera-
tor pit which acts on sufficiently regular functions f through
pit f (x) = E( f (Xt)|X0 = x) =
∫
D
f (y)pt(y|x)dy, (4)
and which is related to the drift and diffusion function of X via
∂pit f (x)
∂t
= pitA f (x), (5)
where A is called the infinitesimal generator associated with X and is defined by
A f (x) = b(x) f ′(x)+
σ2
2
(x) f ′′(x), (6)
(Øksendal, 2007). The infinitesimal generator plays a central role both in deriving
estimators and in assessing their properties.
3.2.2 Finite-time effect
Suppose that we observe X0,X∆, , · · · ,Xn∆ sampled with period ∆ > 0 from a sta-
tionary one-dimensional diffusion process. By expanding pit f (x) in a Taylor series
around t = 0 and repeatedly applying (5), we obtain
pit f (x) =
∞
∑
k=0
tk
k!
∂(k)pit f (x)
∂t(k)
|t=0 =
∞
∑
k=0
Ak f (x)
k!
tk, (7)
where A(k) means applying A k times to its argument. Taking f (y) = y and noting
that pi∆ f (x) = E[X∆|X0 = x] where E denotes conditional expectation, we find that
b(x) =
E[X∆− x|X0 = x]
∆
+O(∆). (8)
Furthermore, by taking f (y) = y2 and using the above O(∆) approximation of b(x)
we find that
σ2(x) =
E[
(
X∆− x−∆b(x)
)2|X0 = x]
∆
+O(∆). (9)
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This motivates to define estimators for drift and diffusion by
bˆ(x) =
1
∆K(x)
n
∑
i=1
(Xi∆−X(i−1)∆)1[x−δ,x+δ](X(i−1)∆), (10)
and
σˆ2(x) =
1
∆K(x)
n
∑
i=1
(
Xi∆−X(i−1)∆−∆bˆ(X(i−1)∆)
)21[x−δ,x+δ](X(i−1)∆), (11)
where 1 denotes the indicator function and
K(x) =
n
∑
j=1
1[x−δ,x+δ](X( j−1)).
Thus b(x) and σ2(x) are estimated by averaging Xi∆−X(i−1)∆ and
(
Xi∆−X(i−1)∆−
bˆ(X(i−1)∆)
)2 respectively, over those samples i for which X(i−1)∆ ∈ [x−δ,x+δ] for a
chosen binning parameter δ> 0. The estimators defined in (10) and (11) are equiva-
lent with the Euler-Maruyama approximation of the dynamics of Xt , which is given
by
X(i+1)∆ = Xi∆+∆b(Xi∆)+
√
∆σ(Xi∆)ξi
where the ξi are independent standard normal variables (Kloeden and Platen, 1992).
We will therefore refer to these estimators as the EM estimators. When in the expres-
sion for σˆ2 the term ∆bˆ(X(i−1)∆) is neglected, one obtains the estimator proposed in
(Siegert et al., 1998). Alternatively, the estimation can be done using a smoothing
kernel (Lamouroux and Lehnertz, 2009) or parametrically using a least squares fit
(Gottschall et al., 2009). However, (8) and (9) show that these estimators are biased,
that the bias is of the order ∆. This is called the finite-time effect. As a consequence,
these estimators can only be used when ∆ is small enough so that these sums can be
neglected. Unfortunately, even when this is the case, it is hard to confirm in practice,
since A is generally unknown.
3.2.3 Estimating equations
In this study we take a different approach and consider the following estimation
problem. Given a sampling period ∆ > 0 and observations X0,X∆, , · · · ,Xn∆ from a
one-dimensional stationary diffusion process X = {Xt}t≥0 with state-space D and pa-
rameterized drift function bα, α ∈ Rp and diffusion function σβ, β ∈ Rq, estimate α
and β. Let us write θ= (α,β) ∈Rp+q. To estimate θ we adopt the estimation method
described in (Bibby and Sørensen, 1995). The estimator θˆ = (αˆ, βˆ) is obtained by
solving the estimating equation
Gn(θ) = 0, (12)
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with estimating function
Gn(θ) =
n
∑
i=1
ω(X(i−1)∆;θ)
(
Xi∆−m1(X(i−1)∆;θ)(
Xi∆−m1(X(i−1)∆;θ)
)2−m2(X(i−1)∆;θ)
)
. (13)
In this equation, m1 and m2 are the conditional expectation and conditional variance,
respectively:
m1(x) =
∫
D
yp∆(y|x)dy, (14)
and
m2(x) =
∫
D
(y−m1(x))2 p∆(y|x)dy, (15)
where we used the stationarity of X . Furthermore, ω is a (p+ q)× 2 weight matrix
given by
ω(X(i−1)∆;θ) =
(∂θbα(X(i−1)∆)
σ2β(X(i−1)∆)
,
∂θσ2β(X(i−1)∆)
2∆σ4β(X(i−1)∆)
)
, (16)
where ∂θbα and ∂θσ2β denote the gradients of b and σ
2, respectively, with respect to
θ (Bibby and Sørensen, 1995). In (Bibby and Sørensen, 1995) it is derived that, for
n large, the sampling distribution of the estimator θˆ is (approximately) normal with
mean the true value θ0 and covariance matrix Σ/n, i.e. θˆ is asymptotically unbiased
and normal.
We solve (13) by a numerical optimization scheme using the estimate obtained
from a least squares regression on the nonparametric estimators (10) and (11) as ini-
tial guess. If m1 and m2 are known, they can be substituted into (13). If m1 and m2 are
unknown, they can be approximated at the point X(i−1)∆ by simulating Xt L times in
the interval [0,∆] using an appropriate numerical scheme (Kloeden and Platen, 1992)
with time-step ∆/M and with initial value X(i−1)∆. Subsequently, m1(X(i−1)∆) and
m2(X(i−1)∆) are estimated by the mean and variance, respectively, of the endpoints of
the L simulations. In (Kessler and Paredes, 2002) it is shown that simulations of m1
and m2 do not introduce a bias and can be made arbitrarily accurate by increasing M.
3.2.4 Confidence intervals
To determine confidence intervals for θ we exploit the asymptotic normality of θˆ and
use estimates of the variances of (functions of) the components of θˆ. As derived in
(Bibby and Sørensen, 1997) Σ−1 can be expressed in terms of the first four (central)
moments m1,m2,m3,m4, where
mk(x) =
∫
D
(y−m1(x))k p∆(y|x)dy, (17)
for k = 3,4. If only m1 and m2 are known, we can still obtain an analytical expression
for Σ−1 by making a Gaussian approximation to the transition density of X , thus
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setting m3 = 0 and m4 = 3m22. This leads to the following expression for Σ−1:
Σ−1 =
∫
D
κθˆ(x)p¯(x)dx, (18)
where κθˆ is a (p+ q)-blockdiagonal matrix with p-dimensional upper block καˆ and
q-dimensional lower block κβˆ given by
καˆ(x) = m2(x)∂αˆm1(x)∂αˆm1(x)T , (19)
and
κβˆ(x) = m
2
2(x)∂βˆm2(x)∂βˆm2(x)
T , (20)
where ∂αˆm1(x) denotes the vector of partial derivatives of m1(x) with respect to α in
the point αˆ. This approximation is expected to work well when ∆ is small. Using the
assumed ergodicity of X , we can estimate Σ−1 by
Σˆ−1 =
1
n+1
n
∑
i=0
κθˆ(Xi). (21)
Σˆ is then obtained by numerically inverting Σˆ−1. The diagonal elements of Σˆ are the
estimated variances of the components of θˆ. From these variance estimates an due to
the asymptotic normality of θˆ, confidence intervals for the components of θ follow in
the usual way.
For a differentiable function g : Rp+q −→ R the distribution of g(θˆ) is normal
with expectation g(θ0) and variance ∂θˆg(θˆ)Σˆ∂θˆg(θˆ)
T/n, where ∂θˆg(θˆ) denotes the
gradient of g in θˆ, T denotes the transpose, and, again, θ0 denotes the true parameter
value. Confidence intervals for the estimated drift and diffusion functions bθˆ(x) and
σ2θˆ(x) in the point x can now be obtained by applying the above observation to g(θˆ) =
bθˆ(x) and g(θˆ) = σ
2
θˆ(x), respectively. If the infinitesimal moments are unknown,
confidence intervals for the components of θ can be obtained by bootstrap sampling
from the estimated model, which means that the distribution of the components of
θˆ are simulated by estimating θ a large number of times using simulations from the
model with θ= θˆ.
3.2.5 Model verification
Suppose we obtain the estimate θˆ of θ from observations X0, · · · ,Xn∆. If the estimated
model fits, the random variables
Ui =
∫ Xi∆
l
p∆(x|X(i−1)∆; θˆ)dx (22)
for i = 1, · · · ,n are approximately independent and uniformly distributed over the
interval [0,1]. The random variables U1, · · · ,Un are called the uniform residuals of
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the estimated process (Bibby and Sørensen, 1997). Since in general the transition
density p∆ is unknown, we simulate L′ trajectories of X on [0,∆] with sufficiently
small time-step ∆/M′ and starting in X(i−1)∆. The residual Ui is then estimated by the
fraction of the trajectories’ endpoints that are ≤ Xi∆. By choosing L′ and M′ large
enough, this estimate can be made arbitrarily accurate.
Alternatively, model verification can also be performed by comparing the ob-
served (univariate) distribution of X0,X∆, · · · ,Xn∆ with the distribution generated by
the fitted model (Gottschall et al., 2009). However, although a good fit implies an
agreement between the observed and reconstructed data distributions, such an agree-
ment does not guarantee that the model fits the data. The reason for this is that by
comparing marginal distributions, the temporal dynamics of the time series are not
explicitly used. In contrast, the uniform residuals explicitly compare the temporal
properties of the data with those of the model.
3.3 Results
3.3.1 Linear damped system with parabolic noise
To illustrate the methodology, we chose a linearly damped system X = {Xt}t≥0 with
parabolic diffusion, that is,
dXt =−θ1Xtdt+
√
θ2+θ3Xt +θ4X2t dBt , (23)
where θ1,θ2, and θ4 are non-negative. Simulations were performed using the 1.5
Strong Taylor scheme with time-step 10−4 seconds (see Appendix A). The parameter
θ1 is the (strength of) damping in the system and quantifies how quickly the system
returns to equilibrium after a perturbation. The parameter θ2 is the noise intensity
and quantifies the intensity of the state-independent fluctuations. The parameter θ3
quantifies to which extent the magnitude of the fluctuations depends on the sign (pos-
itive or negative) of the state and we will refer to it as the asymmetry in the system.
The parameter θ4 quantifies the rate with which the fluctuations increase when the
system is further away from equilibrium and we refer to it as the parabolicity of the
system. We assumed all parameters to be unknown, thus we set θ = (θ1,θ2,θ3,θ4).
The conditional moments m1 and m2 of X can be calculated explicitly and are given
by
m1(x) = xe−θ1∆ (24)
and
m2(x)= x2e−2θ1∆(eθ4∆−1)+ θ22θ1−θ4 (1−e
(θ4−2θ1)∆)+
θ3x
θ1−θ4 e
(θ4−2θ1)∆(e(θ1−θ4)∆−1)
(25)
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(see Appendix B). Furthermore, the weight matrix from (16) is given by
ω(x;θ) =
1
2∆σ4(x)

−2∆xσ2θ(x) 0
0 1
0 x
0 x2
 , (26)
where σ2θ(x) = θ2 + θ3x+ θ4x
2 denotes the squared diffusion function of the above
process.
3.3.2 Performance
In all simulations we chose the sampling period ∆= 0.005 seconds, and θ=
(150,300,10,20). This choice for ∆ equals the sampling period of the experimental
time series used in the results section. These choices are representative and enable
us to show the difference in performance between the first-order estimator and the
(asymptotically) unbiased estimator.
In the first simulation we compared the accuracy of the estimator obtained from
a least squares regression on the nonparametric estimates defined in Sect. 3.2.3 with
the asymptotically unbiased estimator. The former is denoted with θˆEM where the
subscript EM stands for Euler-Maruyama, and the latter is denoted by θˆCS where
CS stands for consistent. We simulated N = 500 paths from (23), each of length
n = 10.000 samples and computed θˆEM and θˆCS for each path. The results are shown
in Figure 3.1. Although this cannot be seen from the figure, both the EM and the CS
estimates are normally distributed. More importantly, the EM estimates are severely
off, which illustrates that the corresponding estimators are strongly biased, whereas
the CS estimates lie around the true value, which confirms the fact that the CS es-
timators are asymptotically unbiased. Specifically, the EM estimator systematically
underestimates the true values of all four parameter components.
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Figure 3.1. Consistent estimates outperform the Euler-Maruyama estimates. Shown are 500 es-
timates of all four parameters using the Euler Maruyama method (a) and using the consistent esti-
mation method (b). The black horizontal lines indicate the true values of the parameter components;
θ= (150,300,10,20). In particular for the noise intensity and the asymmetry, the consistent estimates
are more centered around the true values than the Euler-Maruyama estimates.
Figure 3.2. Confidence intervals for drift and diffusion functions. Shown are the true drift function
(a) and true squared diffusion function (b) together with 95% confidence intervals for three different
values of n (100, 1000, and 10000). The confidence intervals approach the true functions as n increases.
To illustrate the asymptotic behavior of the approximated confidence intervals (21),
we simulated one path from (23) of length n = 10.000 and constructed the 95% con-
fidence intervals using different parts of the simulated path, namely the first 100,
1.000, and 10.000 samples, respectively. The confidence intervals were constructed
using the true value of θ. The resulting three confidence intervals for the drift and
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squared diffusion function are shown in Figure 3.2. Indeed, as the number of sam-
ples increases, the confidence intervals concentrate nicely around the true drift and
diffusion functions. We also performed the same simulation with the exact confi-
dence intervals based on (18) and found no appreciable differences. This shows that,
at least for the chosen sampling period, the approximated confidence intervals are
adequate.
To illustrate how the uniform residuals constructed in Sect. 3.2.5 allow model
verification to be performed, we simulated one path from (23) of length n = 10.000
and computed θˆEM and θˆCS and computed the uniform residuals based on each of
the estimates. The residuals were computed using the 1.5 strong Taylor scheme (Ap-
pendix B) with L′ = 100 trajectories and M′ = 50 intermediate time-steps. Figure 3.3
shows the empirical distribution functions and the autocorrelation functions for the
resulting residuals. The figure shows that the residuals constructed using θˆEM are not
uniformly distributed and are not completely uncorrelated, indicating a deviation of
θˆEM from the true value of θ. On the other hand, the residuals computed from θˆCS
are indeed uniformly distributed and do not exhibit autocorrelations.
Figure 3.3. Comparison of residuals using consistent and Euler-Maruyama estimates. Shown are
the autocorrelation functions (a) and the empirical cumulative distribution functions (CDF) (b) of the
uniform residuals constructed using the Euler-Maruyama (dashed line) and consistent estimates. The
residuals derived using the consistent estimates have smaller autocorrelations and are more uniformly
distributed than those derived using Euler-Maruyama estimates.
3.3.3 Application to spontaneous electrical hippocampal activity in vitro
Among the most commonly used indices used to characterize neurophysiological
time series are spectral power (within a specified frequency band), correlation coeffi-
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cients, and coherence (Pereda et al., 2005). By correlating the computed index values
with cognitive, behavioral, pharmacological, or genetic factors, links between these
factors and the underlying neurophysiological processes are established. For exam-
ple, in (Montgomery and Buzsa´ki, 2007) the power and coherence of hippocampal
field potentials recorded from rat hippocampus were shown to correlate with task
specific changes during a spatial memory task and in (van Vugt et al., 2010) power in
the gamma frequency band (30-100 Hz) of local field potentials recorded from hip-
pocampus of neurosurgical patients was shown to correlate with memory load during
a memory task. In (Fisahn et al., 1998) spectral and correlation analysis were used
and in (Mann and Mody, 2010) spectral peak-frequency was used to characterize
cholinergically induced local field potential oscillations in vitro in rat (resp. mouse)
hippocampus. Although these time series indices can succesfully characterize the
recorded time series and be used to discriminate between experimental conditions,
they do not provide insight into the time series’ dynamics. For this, explicit dynami-
cal models have to be fitted to the data. For example, in (Prusseit and Lehnertz, 2008)
a fitted Langevin equation motivated the definition of a novel time series index, which
was able to distinghuish between physiological and pathological brain activity. In the
following we model hippocampal local field recordings with Langevin equations, in
order to understand more about the underlying dynamics and to investigate properties
of the model parameters.
3.3.4 Recordings and pre-processing
Electrical processes in hippocampus play an important role in memory formation
(Squire and Zola-Morgan, 1991) and they are known to be altered by Alzheimer’s
disease (Sperling, 2007) and schizophrenia (Jessen et al., 2003). We used local field
potentials recorded from the hippocampus of mice from eight widely studied inbred
mouse strains (129S1SvImJ, A/J, Balb/cByJ, C3H/HeJ, C57Bl6/J, DBA/2J, FVB/NJ
and NOD/LtJ). The strains used in this study are known to differ in many behavioral
and physical phenotypes, and are currently also analysed in the Mouse Phenome
Database (http://www.jax.org/phenome), where they form a proportion of the toppri-
ority mouse strains, owing to their widespread usage and genetic diversity (Fernandes
et al., 2004; Hovatta et al., 2005). Measuring an index from different genetic strains
allows to estimate the heritability of the index, i.e, the percentage of the observed
variance that is caused by genetic factors (Hegmann and Possidente, 1981). The
strains used here are also known to be different in many hippocampus related behav-
ioral, physiological (Schwegler et al., 1996) and neurophysiological traits (Jansen
et al., 2009), and therefore are an excellent population to estimate the heritability of
indices derived from hippocampal activity.
The experimental protocol is described in (Jansen et al., 2009). In short, mice
were decapitated at postnatal day 13-15 and horizontal slices from the ventral hip-
pocampus were cut and placed in the recording units that contained artificial cere-
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brospinal fluid. Brain cells stay alive in this condition and hippocampal slice activ-
ity has characteristics comparable with activity measured in the intact hippocampus
(Csicsvari et al., 2003; Mann et al., 2005). In the recording unit, spontaneous local
field potentials were recorded at 200 Hz using an 8-by-8 multi-electrode grid with
200 micrometer inter-electrode spacing. Each grid contained four deficient channels,
which were removed leaving 60 channels for analysis. The complete data-set con-
sisted of 50-second epochs (n = 10.000 samples) of field potentials, recorded from
each of the 60 electrodes and from ten slices (from different mice) from each of the
eight strains. Thus, the total number of time series analyzed is 60× 10× 8 = 4800.
All time series where filtered between 2 and 99 Hertz using a 4-th order zero-phase
Butterworth filter. Line noise was removed by applying a bandstop filter of the same
type between 45 and 55 Hz.
Figure 3.4. Mouse hippocampal field potentials in vitro. The figure shows the first five seconds of
eight representative time series (a)-(h). All eigth time series are scaled to unit variance.
3.3.5 Model selection and assessment
From each of the eight mouse lines we randomly selected one mouse and for each
of the eight mice, we randomly selected one of the 60 electrodes. Before fitting
Langevin models, the time series were scaled to unit variance. Figure 3.4 shows
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the first five seconds of each of the eight selected time series. The nonparametric
estimators defined in Materials and Methods suggested that a linear drift function
and parabolic squared diffusion function would fit the data. This lead us to fit the
Langevin equation (23), which we also used for theoretical investigation (see Sect.
3.3.1 and 3.3.2).
Figure 3.5. Model assessment for representative local field potential signal. The figure shows the
estimated drift functions (a) and squared diffusion functions (b) (solid lines) together with their 95%
confidence intervals (dash-dotted lines), empirical distribution functions (c) and autocorrelation func-
tions of the residuals (d), and observed (solid line) and estimated (dashed line) data distributions (e).
All are computed from a single representative time series.
damping noise intensity asymmetry parabolicity
220.0 ± 11.4 400.3 ± 38.6 17.1 ± 24.0 39.6 ± 28.6
220.6 ± 11.2 428.0 ± 42.6 11.5 ± 24.3 12.7 ± 30.8
260.0 ± 14.0 494.3 ± 58.0 2.3 ± 32.7 25.5 ± 44.7
183.4 ± 9.0 363.5 ± 30.3 12.9 ± 18.0 3.6 ± 20.3
214.1 ± 10.9 411.3 ± 39.2 -7.2 ± 23.0 16.6 ± 28.1
197.2 ± 9.9 374.1 ± 32.6 -14.9 ± 20.2 19.2 ± 22.9
172.4 ± 8.5 325.5 ± 25.1 31.2 ± 16.9 16.9 ± 17.0
137.9 ± 6.9 262.9 ± 17.9 6.7 ± 11.6 12.1 ± 11.5
Table 3.1. The parameter estimates for the eight selected signals, together with the corresponding
marginal 95% confidence bounds.
For each of the eight selected time series we estimated θ = (θ1,θ2,θ3,θ4). As
mentioned earlier we refer to θ1,θ2,θ3, and θ4 as damping, noise intensity, asym-
metry, and parabolicity, respectively. The resulting estimates are listed in Table 3.1.
As can be seen from Table 3.1, the estimated damping and noise intensity are al-
ways significantly positive; the estimated asymmetry tends to be different from zero
but is only significantly different from zero for one of the time series; and the esti-
mated parabolicity is always positive and significantly positive for three of the eight
time series. Thus, the fits show that the stochastic fluctuations in the time series
may be multiplicative, at least in a number of recordings. In particular, these time
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series cannot adequately be modeled by Ornstein-Uhlenbeck processes (for which
θ3 = θ4 = 0). Figures 3.5(a) and 3.5(b) show, for one of the eight signals, the es-
timated drift and squared diffusion functions, respectively, together with their 95%
confidence intervals, again emphasizing the need for a non linear diffusion function.
Figure 3.5(c) shows the autocorrelation function of the residuals, that deviates only
little from zero. The residuals were computed using L’ = 100 simulated trajectories
and M’ = 50 intermediate time-steps. Figure 3.5(d) shows the observed data distri-
butions, together with the reconstructed data distributions based on the fitted models.
We see that the model provides a reasonable account for the observed data distribu-
tions. Taken together, Figures 3.5(c-d) show that the proposed model is a reasonable
first approximation of the data’s dynamics. Further analysis (not shown) shows that
the results on the eight selected time series are representative for the total data-set.
Figure 3.6. Asymmetry parameter reveals current dipole. (a) Top row: Photographic images of three
hippocampal slices with schematic representations of the recording electrodes (the black dots). Bottom
row: interpolated spatial profiles of the estimated asymmetry parameter. The outer black lines denote
the boundary of the hippocampal slices. The inner black lines denote the positions of the pyramidal cell
bodies. (b) Two time series selected from the first slice in (a): one for which the asymmetry parameter is
smaller than 0 (blue) and one for which the asymmetry parameter is larger than 0 (red). The peaks of the
red and blue signals are strongly negatively correlated, indicating a short activation of a current dipole.
In (c) a part of (b) is magnified, illustrating the negative correlation between the large fluctuations.
3.3.6 Asymmetry parameter reveals transiently active current dipoles
We fitted the Langevin equation (23) to the field potentials recorded from each of the
60 electrodes, and for each of the (10×8 = 80) slices. In this section we concentrate
on the estimated asymmetry parameter θ3. Figure 3.6(a) shows photographic images
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of three hippocampal slices, together with the corresponding spatial profiles of θ3.
The spatial distributions contain a bimodal shape consisting of a region where θ3 < 0
and a region where θ3 > 0. Such a bimodal shape of θ3 was present in about 40% of
the slices and the three slices that are shown are representative for these. A typical
feature of these bimodal shapes is that they are always perpendicular to the pyramidal
cell layer (the inner black lines) and that the region where θ3 > 0 is located in the
interior of the pyrimidal cell body layer. Figure 3.6(b) shows two of the 60 signals
(from the first slice) recorded from the two ends of the bimodal shapes: one for
which θ3 was maximally negative (blue) and one for which θ3 was maximally positive
(red). The signal with positive θ3 contains large positive fluctuations, the signal with
negative θ3 large negative fluctuations. The large fluctuations reflect the non-zero
values of θ3. Closer examination of the two field potentials reveals that the large
fluctuations are strongly anti-correlated (see Figure 3.6(c)). This is in contrast to
segments of these field potentials that contained no large fluctuations: these segments
are uncorrelated. The anti correlated fluctuations may be caused by short bursts of
neuronal activity generated by an underlying sink-source pair creating a dipole. The
location of this dipole as suggested by the topography of the asymmetry parameter
coincides with the location of a dipole generating oscillations in these slices (Mann
et al., 2005). Importantly, a conventional sink-source analysis (Mitzdorf, 1985) could
not detect these transiently active current dipoles. For this analysis, the local field
potential data is transformed by taking the second spatial derivative for each (60
dimensional) sample (Mitzdorf, 1985; Mann et al., 2005). Visual inspection of this
transformation did not reveal any sink-source pairs (results not shown).
3.3.7 Dynamics underlying observed power differences
In general, the spectral power v of a time series generated via the Langevin equation
(23) depends on all four model parameters θ1,θ2,θ3, and θ4. A general formula for
this dependence, however, is hard to derive. Fortunately, since the estimated values
of θ3 and θ4 in this study are small as compared to θ1 and θ2 (see Table 3.1) we
can neglect their contribution to v and approximate v by the spectral power of an
Ornstein-Uhlenbeck process (for which θ3 = θ4 = 0). This spectral power is given
by
v =
θ22
2θ1
,
which states that the spectral power of the recorded time series is largely deter-
mined by the ratio of the (squared) noise intensity θ22 and the damping θ1. Since
the (squared) noise intensity characterizes the strength of the stochastic fluctuation
and the damping characterizes the deterministic dynamics of the system, the above
formula for v allows us to interpret the power of the recorded field potentials as the
result of the relative strengths of stochastic and deterministic forces. Thus, observed
differences in power between hippocampal regions can be associated with differences
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Figure 3.7. Spatial profiles of spectral power, damping, and noise intensity. (a) Photographic images
of three hippocampal slices with schematic representations of the recording electrodes (the black dots).
Columns (b), (c), and (d) show the interpolated spatial profiles of the spectral power, damping, and
noise intensity, estimated from the time series of the three slices depicted in (a).The spatial profiles
of the spectral power and the damping are strongly anti correlated, indicating a relation between the
spectral power and the deterministic dynamics of the local field potentials.
in the stochastic (noise intensity) or in the deterministic (damping) part of the dynam-
ics. We empirically investigated differences between the recordings at the 60 spatial
locations on this aspect.
Figure 3.7 shows the spatial profiles of the spectral power, damping, and noise
intensity, for the three slices as in the previous section. The figure shows that - across
the hippocampal slice - the spectral power strongly anti-correlates with the damping
and correlates (although less strong) with the noise intensity. These observations are
representative for all slices. In order to validate these correlations on the group level,
we divided the 60 spatial locations in nine anatomical regions (see Figure 3.8). For
the spectral power, damping and noise intensity, we computed one summary value
per subregion by taking the mean of the spectral power, damping, and noise intensity,
respectively, over all 80 recorded slices. We found correlation coefficients r =−0.89
and r= 0.60 between the spectral power and damping and between the spectral power
and noise intensity, respectively. Furthermore, damping and noise intensity do vary
significant across hippocampal regions; damping differed the most between region 1
and region 6 (p < 10−10, pairwise t-tests, Bonferroni corrected) and noise intensity
between region 2 and region 6 (p < 10−8, pairwise t-tests, Bonferroni corrected).
Together, Figures 3.7 and 3.8 show that differences in field potential power across
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Figure 3.8. Model parameters differ between hippocampal subregions. For each of the nine hip-
pocampal subregions, the means of the spectral power, damping, and noise intensity across all record-
ings are shown as bars with their 95% confidence intervals ((a),(c),(e)) and color coded in the hippocam-
pal maps ((b),(d),(f)). Paired t-tests showed significant differences between hippocampal regions 1 and
6 for damping, and between regions 2 and 6 for noise intensity.
hippocampal regions are mainly associated with differences in the deterministic dy-
namics, and less with the differences in the stochastic dynamics.
3.3.8 Heritability of model parameters
The observed value of a trait from a hippocampal slice is the result of both genetic and
environmental influences. To investigate the extent to which a trait is influenced by
genetic factors, we may estimate its heritability. The heritability of a trait is a measure
for the proportion of the total variance of the trait that is caused by genetic variation.
The remainder of the variance is assumed to be due to environmental factors. For
inbred strains the heritability h2 of a trait is defined as
h2 =
σ2G/2
σ2G/2+σ2E
, (27)
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Figure 3.9. Parameter variability among mouse strains. For the spectral power (a) and each of
the model parameters ((b)-(e)), the means (bars) and (upper) 95% confidence intervals for the means
are shown for each mouse strain. On the right hand side, the corresponding p-values of ANOVA and
heritability scores (h2) are listed.
where σ2G is the component of variance between strains and σ2E is the component
of variance within strains (Hegmann and Possidente, 1981). The value of h2 ranges
between 0 and 1, where 0 means no genetic contribution to the trait, and 1 means that
the trait is controlled only by genetic factors. We estimated heritability as described
in (Jansen et al., 2009).
We estimated the heritability of five different traits; the spectral power and the
four Langevin parameters. For each recording we obtained 60 estimates per param-
eter (one for each electrode), and summarized the 60 estimates into one as follows.
For the spectral power, noise intensity and parabolicity we chose the maximum over
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all electrodes. For damping, we chose the minimum. Taking the maximum or mini-
mum of the asymmetry parameter yielded similar results. Figure 3.9 lists the means
of the traits per mouse strain, together with their upper (95%) confidence bounds,
and the estimated heritabilities for spectral power (11%), damping (8%), noise inten-
sity (8%) assymetry (17%) and parabolicity (7%). The marked differences between
mouse strains indicate that properties of the recorded field potentials captured by the
Langevin parameters are substantially influenced by genetic factors.
3.4 Conclusions
In this study we compared a consistent estimation method for drift and diffusion func-
tions (Bibby and Sørensen, 1995) with a method that results from making first-order
approximations to the transition densities. As our simulations have shown, for the
sampling frequency considered, the consistent method is applicable whereas the first-
order method yields highly biased estimates. Although we did not show it through
simulations, when the sampling period gets larger, the first-order estimator gets more
biased while the consistent estimator stays consistent. Therefore, in practical appli-
cations, first-order methods can only safely be used when sampling frequencies are
high enough. How high they should be depends on the detailed dynamics of the sys-
tem under consideration and is often hard to determine beforehand. Therefore, in
general it is safer to make use of consistent estimation methods that are applicable
for all sampling frequencies.
Concerning our application to hippocampal local field potentials, we can draw
a number of conclusions and speculate about possible physiological implications.
First, the recorded field potentials can be described by linearly damped Langevin
equations with parabolic diffusion, which we assessed by inspecting appropriately
defined residuals. It is interesting to mention that in (Prusseit and Lehnertz, 2007) it
was found that local field potentials recorded from human temporal lobe under phys-
iological conditions can be described by the same model. In (Deco et al., 2008) is it
derived that the population activity of leaky integrate-and-fire cells in the meanfield
approximation is given by an Ornstein-Uhlenbeck process. In this process, the damp-
ing corresponds to the reciprocal of the membrane time-constant of the integrate-
and-fire cells. Moreover, the diffusion constant - which equals the noise intensity
in our study - is proportional to the variance in the spike-trains arriving at the cells.
This gives a physiological interpretation of both the damping and the noise intensity.
The other two parameters, namely, asymmetry and parabolicity, might be related to
stochastic network properties of the cell populations and point towards deviations
from the statistics of leaky integrate-and-fire models with Poisson spike-trains. How-
ever, a more detailed analysis of the physiological interpretation of the multiplicative
structure of the field potential recordings analyzed in this study requires the use of
computational models on the cellular level and is beyond the scope of this study.
In about 40% of the analyzed hippocampal slices, the asymmetry in the diffusion
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pointed towards an underlying active current dipole. Importantly, these dipoles could
not be detected by solely inspecting the spectral power of the time series nor by per-
forming standard sink-source detection analysis. Most likely this is due to the short
time interval in which the dipoles are active. Many dipoles are observed in hippocam-
pus in vivo (Montgomery et al., 2009). In slice preparations however, maximally two
different dipoles seem to stay intact and these always have been associated with os-
cillating potentials (Mann et al., 2005). To our knowledge, these dipoles have never
been identified in the absense of the cholinergic agonist carbachol as in the current
study.
We found a strong (negative) correlation between spectral power and damping,
and a weaker (positive) correlation between the spectral power and the estimated dif-
fusion parameters of the recorded field potentials. Thus, spectral power differences
across hippocampal regions are mainly deterministic in nature. Importantly, this con-
clusion cannot not be drawn by only analyzing the power of the recorded potentials.
The found anatomical specificity of the damping and noise intensity is an indication
that they indeed capture physiologically relevant features of the underlying neuronal
circuits, and is in line with the diversity of hippocampal neurons and their firing prop-
erties (Klausberger and Somogyi, 2008). In view of the above physiological interpre-
tation of the drift and diffusion parameters, the strong correlation between spectral
power and damping over regions, suggests that the strength of the field potentials is
mainly correlated with intrinsic neuronal properties and to a lesser extent by network
properties. A suggestion that is consistent with the simulation study performed in
(Dı´az et al., 2007).
When estimating high order statistics such as the Langevin parameters from bio-
logical time series, one of the questions is whether the parameters have any biological
relevance. By showing that mice with different genetic background differ in these pa-
rameters, we ascertain that the observed variance in the Langevin parameters is not
only caused by (environmental) noise, but at least for a small percentage by genetic
factors, which suggests that these parameters measure aspects of a biological process.
The estimated heritabilities for the Langevin parameters are in the same range as for
several amplitude and inter-regional correlation measures (Jansen et al., 2009). We
found that the asymmetry in the diffusion has the largest heritability (17%). Mouse
strains with a high (absolute) asymmetry have more active current dipoles, which
may have consequences at higher levels of brain function.
In conclusion, the findings in this study show that the proposed Langevin equa-
tions are suitable to model the dynamics of the analyzed mouse hippocampal local
field potentials in vitro and that they capture biologically relevant aspects of these
data.
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Appendix A: Numerical simulation scheme of the parabolic diffusion process
In the simulations of the parabolic diffusion process (23) we used the 1.5 strong Tay-
lor numerical scheme (Kloeden and Platen, 1992). Suppressing the state-dependence
of the drift and diffusion functions b and σ and writing b′ and σ′ for their derivatives
with respect to the state, the 1.5 strong Taylor scheme has the form:
X(n+1)∆ = Xn∆ + b∆+σξ1+
1
2
σσ′
(
ξ21−∆
)
+b′σξ2+
1
2
(
bb′+
1
2
σ2b′′
)
∆2
+
(
bσ′+
1
2
σ2σ′′
)(
ξ1∆−ξ2
)
+
1
2
(
σ(σσ′′+(σ′)2
)(1
3
ξ21−∆
)
ξ1,
where ∆ is the sampling period and (ξ1,ξ2) is a 2-dimensional Gaussian variable with
mean zero and covariance matrix Σξ given by
Σξ =
(
∆ 12∆
2
1
2∆
2 1
3∆
3
)
,
which are obtained by the transformation ξ = Tη with η = (η1,η2) independent
standard Gaussian variables and
T =
√
∆
(
1 0
1
2∆
1
2
√
3
∆
)
.
Appendix B: Conditional mean and variance of the parabolic diffusion process
To derive the conditional mean m1(x) and variance m2(x) of the diffusion process
from (23) we use (5). Taking f (x) = x we find that pit f (x) satisfies the linear differ-
ential equation
∂tpit f (x) =−θ1pit f (x).
Noticing that m1(x) = pi∆ f (x) and solving the differential equation we obtain (24).
Taking f (x) = x2 we find that pit f (x) satisfies the linear differential equation
∂tpit f (x) = (θ4−2θ1)pit f (x)+θ2+θ3xe−θ1t ,
from which we obtain
pit f (x) =
θ2
2θ1−θ4 +Ce
(θ4−2θ1)t +
θ3x
θ1−θ4 e
−θ1t ,
for certain constant C ∈ R. Since m2(x) = pi∆ f (x)−m1(x)2 we get
m2(x) =−x2e−2θ1∆+ θ22θ1−θ4 +Ce
(θ4−2θ1)∆+
θ3x
θ1−θ4 e
−θ1∆.
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Substituting ∆= 0 in the previous equation gives
C = x2− θ2
2θ1−θ4 −
θ3x
θ1−θ4 ,
from which we obtain (25).
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Abstract 
 
A major challenge in neuroscience is to identify genes that influence specific 
behaviors and to understand the intermediary neuronal mechanisms. One approach 
is to identify so-called endophenotypes at different levels of neuronal organization 
from synapse to brain activity. An endophenotype is a quantitative trait that is 
closer to the gene action than behavior, and potentially a marker of neuronal 
mechanisms underlying behavior. Hippocampal activity and in particular 
hippocampal oscillations have been suggested to underlie various cognitive and 
motor functions. To identify quantitative traits potentially useful for identifying 
genes influencing hippocampal activity, we measured gamma oscillations and 
spontaneous activity in acute hippocampal slices from 8 inbred mouse strains 
during three experimental conditions. We estimated the heritability of more than 
200 quantitative traits derived from this activity. We observed significant 
differences between the different mouse strains, particularly in the amplitude of the 
activity and the correlation between activities in different hippocampal subregions. 
Interestingly, these traits had a low genetic correlation between the three 
experimental conditions, which suggests that different genetic components 
influence the activity in different conditions. Our findings show that several traits 
of hippocampal gamma oscillations and spontaneous activity are heritable and, 
thus, potentially useful in gene-finding strategies based on endophenotypes. 
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4.1 Introduction 
 
Several studies have shown that numerous aspects of cognition are substantially 
influenced by genetic factors (Plomin & Crabbe, 2000). These genetic factors can 
shed light on the physiological processes involved in cognition. Therefore, it is 
important to identify genes that code for complex cognitive traits. Progress in this 
field remains limited, however, because of the presumably large number of genes 
involved (de Geus, 2002). One way to overcome this problem is to identify genes 
that shape the physiological processes underlying the complex traits. It is assumed 
that quantitative markers of these processes—also known as endophenotypes—are 
governed by only a subset of the genes influencing the behavioral trait (Gottesman 
& Gould, 2003; Flint & Munafo, 2007). Several definitions of an endophenotype 
have been proposed, but they all have in common that in order for a trait to be 
classified as an endophenotype, it has to be heritable and co-segregated with a 
brain disease or a cognitive trait. 
 The hippocampus plays an important role in the formation of episodic 
memories (Cohen & Eichenbaum, 1993; Squire & Butters, 2002). In memory tasks, 
the power of hippocampal gamma oscillations and the coherence between the 
hippocampal subregions CA3 and CA1 have been shown to increase in rodents 
(Montgomery & Buzsaki, 2007). Similar oscillations can be pharmacologically 
induced in hippocampal slices of rodents with the cholinergic agonist carbachol, 
which mimics the cholinergic input that comes from the brain stem in intact brains 
(Shute & Lewis, 1963; Fisahn et al., 1998a; Mann et al., 2005b). These oscillations 
originate in the CA3 region and depend on muscarinic acetylcholine receptor 
activation and perisomatic inhibition (Fisahn et al., 1998; Mann et al., 2005b). The 
in vitro oscillations are comparable to in vivo gamma oscillations as they both arise 
from CA3 and have similar sink-source distributions (Csicsvari et al., 2003). This 
suggests that key physiological mechanisms of for instance spatial memory may be 
studied in vitro. Using this paradigm, as a first step towards the identification of 
endophenotypes for memory-related behavior or diseases, we recorded 
hippocampal spontaneous activity and carbachol-induced oscillations with multi-
electrode arrays in a number of inbred mouse strains.  
  Zolpidem is a non-benzodiazepine GABAA receptor modulator that 
increases inhibition during carbachol-induced gamma oscillations (Hájos et al., 
2000; Pálhalmi et al., 2004). To investigate the differences across mouse strains 
with respect to the involvement of GABAergic transmission in oscillations, we also 
studied the effects of zolpidem on gamma oscillations.  
  The primary traits that are generally investigated in studies on the functions 
and mechanisms of neuronal network oscillations are amplitude and interactions 
between brain areas. Therefore, we focused on investigating the heritability of 
these traits in mouse hippocampus. 
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4.2 Materials & Methods 
 
4.2.1 Slice preparation and recording 
 
All experiments were performed in accordance with the guidelines and under 
approval of the Animal Welfare Committee of the VU University Amsterdam, 
which operates in accordance with Dutch and European law. The eight inbred 
mouse strains (129S1SvImJ, A/J, Balb/cByJ, C3H/HeJ, C57Bl6/J, DBA/2J, 
FVB/NJ and NOD/LtJ; see Fig. 4.1A) were obtained from Jackson Laboratories. 
These strains are known to differ in many behavioral and physical phenotypes and 
are currently also analyzed in the Mouse Phenome Database 
(http://www.jax.org/phenome), where they form part of the top priority mouse 
strains due to their widespread usage and genetic diversity (Fernandes et al., 2004; 
Hovatta et al., 2005). Unanaesthetized mice were decapitated at postnatal day 13–
15. We used animals of this age because in slices of older animals more cells die, 
which makes it more difficult to induce oscillations. The brains were quickly 
removed and placed in artificial cerebrospinal fluid (ACSF) containing 125 mM 
NaCl, 25 mM NaHCO3, 3 mM KCl, 1.2 mM NaH2PO4, 1 mM CaCl2, 3 mM 
MgSO4, and 10 mM D(+)-glucose (carboxygenated with 5% CO2 / 95% O2). 
Horizontal slices (400 µm thick)) from the ventral hippocampus were cut by a 
microtome (Microm, Waldorf, Germany). Slices were stored in an interface storage 
chamber at room temperature and placed in ACSF, containing 2 mM CaCl2 and 2 
mM MgSO4. After 1 hour, slices were placed on 8-by-8 planar electrode grids with 
200 µm spacing between the 60 electrodes (the 4 corners of the grid did not contain 
electrodes; see Fig. 4.1B) and polyethylenimine coating (Sigma, St. louis, MO, 
USA). The slices were left for 1 hour in a chamber with humidified carbogen gas 
before they were placed in the recording unit. During recordings the flow rate was 
4–5 ml/min and the temperature was kept at 30 ± 0.3o Celsius. Zolpidem was 
purchased from Duchefa (Haarlem, The Netherlands) and dissolved in DMSO 
(0.00001%): carbachol was purchased from Sigma. Local field potentials were 
sampled at 1 kHz and down-sampled off-line to 200 Hz and converted into Matlab 
(The Mathworks, USA) file format. Off-line analysis was done using custom 
written scripts in Matlab. 
 
4.2.2 Experimental protocol 
 
During each recording session, a total of four slices (obtained from two different 
animals) were recorded simultaneously, in four identical recording units. After 
placing the slices in the recording units with ACSF, 15 minutes of spontaneous 
activity was recorded (see Fig. 4.1D). These first 15 minutes will be referred to as 
the “ACSF condition”. Then carbachol (25 μM) was bath applied to the slice. 
Carbachol-induced oscillations were initially unstable in frequency and amplitude, 
but stabilized after 45 minutes. After this 45 minute wash-in period gamma 
oscillations were recorded for a period of 30 minutes, which will be referred to as 
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the “carbachol condition”. Subsequently, zolpidem (100 nM) and carbachol (25 
μM) were washed in for 30 minutes, of which the last 15 minutes were used to 
analyze oscillations. This period will be referred to as the “zolpidem condition”. In 
Figure 4.1D a time-frequency representation of a representative signal is shown for 
the complete experimental procedure. Examples of local field potential traces for 
each condition separately are shown in Figure 4.1E. 
 
 
 
Figure 4.1. Fourier analysis of hippocampal local field potentials measured from eight inbred 
mouse strains in three experimental conditions. 
(A) Typical appearances of the eight mouse strains (reproduced with permission from The Jackson 
Laboratory). (B) A multi-electrode array covering a slice of the hippocampus. Black dots are 
electrodes which are separated by 200 µm. For every slice, a photograph was taken to classify the 
electrodes into the nine hippocampal subregions shown in (C). (D) Time-frequency representation of 
a signal in the apical dendrite region in CA3 for the complete experimental protocol. (E) Examples of 
local field potential (LFP) broadband traces (0–100 Hz) in the ACSF (blue), carbachol (red) and 
zolpidem condition (black). (F) Amplitude spectra of representative signals in each condition. The 
traits that were derived from these curves are the integrated amplitudes in the frequency intervals 1–4, 
4–7, 7–13, 13–25, 25–35 and 35–45 Hz. From the spectra obtained in the carbachol and zolpidem 
conditions we also derived peak amplitudes. We note that the frequencies of the oscillations fall 
below the gamma range at low bath temperatures in the recording units. 
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4.2.3 Slice selection and pre-analysis 
 
For each experiment a photograph was taken of the slices in the recording unit, in 
order to visualize the locations of the electrodes in the hippocampus (see Fig. 
4.1B). The hippocampus consists of three main anatomical regions: CA1, CA3 and 
dentate gyrus (DG). We divided CA3 and CA1 into the subregions stratum oriens, 
stratum pyramidale and stratum radiatum/lacunosum-moleculare, and DG into 
stratum moleculare, stratum granulosum and hilus (Fig. 4.1C). To classify an 
electrode as lying in one of these nine hippocampal subregions, we used an in-
house written interactive Matlab procedure based on the photograph of the 
electrode grid. Using Fourier analysis (see below), we determined for each channel 
whether oscillatory activity was present. If none of the 60 channels showed 
oscillations, the slice was excluded from further analysis. In total, we analyzed 120 
slices (distribution over strains; A/J: n = 22, Balb/cByJ: n = 10, C3H/HeJ: n = 14, 
DBA/2J: n = 18, FVB/NJ: n = 20, C57Bl6/J: n = 12, NOD/LtJ: n = 14, 
129S1SvImJ: n = 10).  
 In order to reject artifacts before the quantitative trait analysis, each slice 
recording was subjected to a  principal component analysis. This resulted in 64 8-
by-8 spatial components, with corresponding temporal principal component scores. 
If noisy channels were present, then the first few spatial components had high 
values only for one or a few of these channels. These channels were identified and 
excluded. The time series of the remaining channels were averaged and plotted to 
identify and exclude noisy intervals. 
 
4.2.4 Fourier analysis 
 
For all three conditions (ACSF, carbachol and zolpidem), and for each electrode 
that was classified into one of the nine regions, we calculated the Fourier amplitude 
spectrum using Welch’s method (Welch, 1967). See Figure 4.1F for representative 
spectra in the three conditions. From these spectra we calculated the integrated 
amplitude in the frequency bands 1–4, 4–7, 7–13, 13–25, 25–35, and 35–45 Hz. 
For the carbachol and zolpidem conditions we also calculated the peak amplitude. 
For each of these measures, the traits we analyzed were the means per region. To 
establish whether oscillations were detected at a given electrode, we applied the 
following procedure. First, a frequency interval in which the peak of the spectrum 
occurred was determined visually, e.g., for the spectrum in Figure 4.1F this interval 
would be from 10 to 25 Hz. Next, a 1/f curve was fitted to the spectrum outside this 
interval. This 1/f curve was then subtracted from the original spectrum. Finally, a 
Gaussian curve was fitted to the remaining spectrum. If the peak of this Gaussian 
curve did not exceed the 95% confidence interval of the fitted 1/f curve, we 
classified the signal as not oscillating. Slices were excluded from further analysis 
when none of the channels detected oscillations. 
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4.2.5 Interaction between hippocampal regions  
 
To quantify the interaction between two different hippocampal regions, e.g., 
between CA1 stratum oriens and CA3 stratum oriens, we calculated a suitable 
measure (as described below) between all possible pairs of channels from these 
regions, from which the mean was then taken. This was done for all region pairs. 
Before this analysis the signals were filtered between 5 and 40 Hz to remove the 
fairly large amount of noise outside this interval.  
Oscillatory activity was not observed in the ACSF condition and, therefore, 
we quantified channel interactions in this condition using (Pearson linear) 
correlation of the local field potentials. Thus, for every pair of regions, and for all 
possible electrode-pairs between these regions, the correlation of the local field 
potentials at these electrodes was computed, and the mean of these correlations was 
used in further analysis. In the carbachol and zolpidem conditions, in contrast, the 
signals were strongly oscillatory. Therefore, we calculated the phase-locking factor 
(PLF) between channels in these conditions. The PLF is a well established measure 
for quantifying the interaction between two oscillating signals that can be out of 
phase and possibly have independent amplitude fluctuations (Tass et al., 1998; 
Lachaux et al., 1999).  
To obtain a better estimate of the location of oscillatory activity than multi-
electrode measurements of local field potentials can provide, the current-source 
density of the local field potentials was computed (Mitzdorf, 1985; Mann et al., 
2005b). After this transformation, we again computed the phase-locking factor 
between channels. The results obtained from the PLFs of the raw data and those 
from the current source density transformed data were similar. Because the latter 
showed more significant differences between strains, we will only report these. 
 
4.2.6 Normalization 
 
To specifically analyze the effect of carbachol, we normalized the trait values of 
carbachol-induced oscillations by dividing them by the trait values from the ACSF 
condition. Since not all the traits were present in both conditions, we divided the 
peak power from the carbachol condition by the integrated amplitude between 15 
and 25 Hz from the ACSF condition. The PLF traits from the carbachol condition 
were divided by the correlation traits from the ACSF condition. Similarly, to be 
able to analyze the effect of zolpidem, the zolpidem-trait values were divided by 
the carbachol-trait values. Thus, the normalized traits express the relative 
sensitivity to experimental manipulations. Subtractive normalization instead of 
divisive normalization yielded similar results. 
 
4.2.7 ANOVA  
 
To determine whether a trait differs significantly between mouse strains, a one-way 
ANOVA with the trait as dependent variable and mouse strain as factor, and the 
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corresponding F-test, were performed for every trait. The null hypothesis of this 
test is that for at least one strain the trait mean, i.e., the expected value, is 
significantly different from the trait means of the other strains. Where necessary, 
the data were log-transformed in order not to violate the normality assumption for 
ANOVA. 
 
4.2.8 Heritability  
 
The observed value of a trait from a single slice and a single animal is the result of 
both genetic and environmental influences. To investigate the extent to which a 
trait is influenced by genetic factors, we may estimate its heritability. The 
heritability of a trait is a measure for the proportion of the total variance of the trait 
that is caused by genetic variation. The remainder of the variance is assumed to be 
due to environmental factors. To define the heritability of a trait and to illustrate 
how it is estimated, let Xij denote the j-th observation (j=1, … , ni) of the i-th strain 
for the trait (i=1, …, I) and let 
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easily be computed from the ANOVA procedure. We used this estimator to 
estimate the heritability for each trait. Sometimes a negative value of 2h

 occurred, 
which was interpreted as an estimated heritability of zero.  
We note that if the strain sizes are the same for a group of traits, then the 
heritability scores and the P-values of the F statistic of the ANOVA order the traits 
in exactly the reverse way. The strain sizes were not always exactly the same for 
every trait, however, but even in this case we found that the lower the P-value, the 
higher the heritability. 
The null hypothesis of zero heritability was tested by a permutation test, as 
follows. For one trait the total set of observations for this trait was randomly re-
partitioned into I groups of sizes n1, …, nI, i.e., of the same sizes as the original 
number of observations for the different mouse strains. For these new artificial 
strain groups the heritability estimate was computed. This procedure was repeated 
1000 times. The P-value of the test was computed as the fraction of the 1000 
heritability scores that exceeded the heritability estimate of the trait. For our data, 
we found that these P-values were always of the same order of magnitude as the P-
values from the ANOVA. Therefore, we will report only the latter P-values, and 
consider the heritability of a trait significant if the ANOVA of the trait concludes 
that there is a significant difference between mouse strains (P<0.005).  
 
4.2.9 Genetic correlation 
 
To investigate the extent to which two traits share genetic factors, we may consider 
the correlation between the genetic effects of the two traits, or the genetic 
correlation. For inbred strains, we can estimate the genetic correlation between two 
traits as the (Pearson’s linear) correlation between the eight mouse strain means of 
one trait and the eight mouse strain means of the other trait (Hegmann & 
Possidente, 1981; Crusio, 2006). The mouse strain means were taken over all slices 
from a given mouse strain. The estimated genetic correlations were used in a 
cluster analysis, as explained below.  
 
4.2.10 Cluster Analysis 
 
In order to distinguish clusters of genetically correlated traits, hierarchical 
clustering was performed on the complete set of n = 288 traits. In this analysis, 
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each trait is characterized by the 8 trait means from the 8 mouse strains. To 
measure the distance between two traits, we subtracted the genetic correlation of 
the traits from 1 (see section on genetic correlation); hence traits with high genetic 
correlation are close to each other. Average linkage or UPGMA (Unweighted Pair-
Group Method using Arithmetic averages (Sneath & Sokal, 1973)) was used as 
clustering criterion. With this criterion, the distance between two clusters is the 
mean of the distances between all possible pairs of traits in the two clusters. A 
cluster analysis starts with as many clusters as there are traits, and then sequentially 
joins traits (or clusters of traits) that are most similar to each other to form new 
clusters. The result of a cluster analysis is visualized as a dendrogram, in which the 
sequential union of clusters is depicted together with the distance value (the 
position of the vertical lines along the horizontal axis) leading to this union. A 
dendrogram, therefore, does not define one partitioning of the data set, but contains 
many different classifications. A particular classification is obtained by setting a 
threshold for the minimal distance that the clusters are allowed to have between 
them. The threshold procedure can be visualized by a horizontal line in the 
dendrogram; the clusters under this line are the clusters that correspond to that 
particular threshold. 
 
4.3 Results 
 
We measured local field potentials in hippocampal slices using an 8-by-8 multi-
electrode grid with 200 µm inter-electrode spacing. The electrodes were classified 
as lying in one of nine anatomical regions (Fig. 4.1B, C and Materials & Methods). 
The measurements were done in mice from eight different mouse strains, in order 
to estimate the heritability of amplitude and interaction measures in three 
experimental conditions. In the first condition, slices were perfused with ACSF, 
which gave rise to asynchronous activity characterized by 1/f-like amplitude 
spectra (Fig. 4.1F). We computed the integrated amplitudes in the frequency bands 
1–4, 4–7, 7–13, 13–25, 25–35, and 35–45 Hz. These amplitudes differed 
considerably across mouse strains (Fig. 4.2A). Following the ACSF condition, we 
applied carbachol to pharmacologically induce oscillations (see Materials & 
Methods), which are thought to be important for hippocampal functioning during a 
memory-dependent task (Montgomery & Buzsaki, 2007). We observed a 
substantial genetic influence on the amplitude of the oscillations, as reflected by 
differences amongst the strains (Fig 4.2B). Carbachol-induced oscillations depend 
on perisomatic inhibition (Mann et al., 2005b), which can be increased by the non-
benzodiazepine GABAA receptor modulator zolpidem (Hájos et al., 2000; Pálhalmi 
et al., 2004). To investigate whether the role of GABAergic mechanisms are 
mouse-strain dependent, zolpidem was applied together with carbachol in the third 
condition. Also during this condition, the amplitudes were dissimilar between 
mouse strains (Fig. 4.2C), but the strain means are ordered differently than during 
oscillations in the absence of zolpidem. To selectively analyze the carbachol and 
zolpidem effect, we divided the traits form the carbachol condition by those from 
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the ACSF condition, and the zolpidem traits by the carbachol traits. In the 
following, the heritability and ANOVA scores of these normalized traits are 
discussed. 
 
 
 
Figure 4.2. Inbred mouse strains have different local field potential amplitudes under three 
experimental conditions. (A) Recordings from hippocampal slices in ACSF show that mouse strains 
differ in amplitude of local field potential (LFP) fluctuations, as illustrated by traces recorded in 
strains with the lowest (A/J) and highest (129S1SvImJ) amplitudes. (B) Also during carbachol-
induced oscillations, the recordings showed differences in amplitudes amongst strains; Balb/cByJ 
mice had the highest, and C57Bl6/J mice the lowest amplitudes. (C) When zolpidem was washed in, 
the DBA/2J mice had the highest amplitudes, and 129S1SvImJ mice the lowest. Depicted signals are 
broadband (5–40 Hz) from CA3 stratum pyramidale. 
 
4.3.1 ANOVA and heritability scores 
 
The Fourier, correlation and PLF analyses for the three conditions in the nine 
hippocampal subregions gave rise to a total of 288 trait values per slice. See 
supplementary Tables S4.1-S4.3 for lists of all traits. P-values from F statistics 
(ANOVA) and heritability scores were calculated for every trait. These two 
measures order the traits in a reverse way (see Material & Methods). We 
distinguish six groups of traits; for each condition there is a group of traits derived 
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with Fourier analysis (containing the amplitudes in the different frequency bands 
from the nine anatomical regions) and one that is derived with PLF or correlation 
analysis (containing these measures for the 36 region pairs). Figure 4.3 shows, for 
each group, the means and error bars per mouse strain from the traits with the most 
significant differences between the mouse strains. For each group we calculated the 
percentage of traits having an F-statistic with P–value smaller than 0.005, we will 
refer to this percentage as S.  
 
 
Figure 4.3. The 8 inbred mouse strains are ordered differently by different traits.  
Means and error bars (SEM) of traits for the 8 mouse strains. Traits with highest heritability are 
shown per condition (artificial cerebrospinal fluid (ACSF), carbachol and zolpidem conditions) and 
per type of measure (amplitude, interregional correlation and PLF). P-values are obtained with F-tests 
from ANOVA, h2 = heritability. Clearly, different trait means order the mouse strains differently, 
suggesting that the traits depend in part on different sets of genes. 
 
In the ACSF condition the most significant difference among the Fourier-based 
traits was observed for the integrated amplitude between 4 and 7 Hz in the stratum 
moleculare of DG (F7,97 = 7.4, P = 1.92 × 10-6, h2 = 0.18 (heritability), S = 65%, 
Fig. 4.3A). Among the Fourier traits in the carbachol condition, the integrated 
amplitude between 35 and 45 Hz in the CA1 stratum oriens was the most 
significant (F7,84 = 5.3, P = 4.00 × 10-5, h2 = 0.16, S = 36%, Fig. 4.3B). Among the 
Fourier traits in the zolpidem condition, the integrated amplitude between 4 and 7 
Hz in the stratum moleculare of DG varied the most (F7,79 = 5.7, P = 1.00 × 10-5, h2 
= 0.19, S = 46%, Fig. 4.3C).  
 Significant differences were also observed for the correlations between the 
nine anatomical regions in the ACSF condition and the PLF in the carbachol and 
zolpidem condition. The most significant differences were the correlation between 
DG stratum moleculare and CA3 stratum oriens in the ACSF condition (F7,98 = 8.2, 
P = 7.68 × 10-8, h2 = 0.22, S = 47%, Fig. 4.3D), the PLF between CA1 stratum 
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oriens and DG stratum moleculare in the carbachol condition (F7,77 = 3.6, P = 1.91 
× 10-3, h2 = 0.11, S = 5%, Fig. 4.3E), and the PLF between CA1 stratum oriens and 
CA1 stratum radiatum/lacunosum-moleculare in the zolpidem condition (F7,70 = 
5.5, P = 4.00 × 10-5, h2 = 0.19, S = 7%, Fig. 4.3F). See supplementary Tables 1-3 
for the heritability scores and P-values for all traits. 
 
4.3.2 Genetically correlated traits revealed by cluster analysis 
 
Comparison of the traits, as illustrated in Figure 4.3, reveals that the traits do not 
order the means of the mouse strains in the same way, i.e., not all traits have a 
strong genetic correlation. We performed a cluster analysis to evaluate the genetic 
correlation structure of the complete set of 288 traits. Each trait in this analysis was 
characterized by 8 means, one for each mouse strain. The distance measure 
between traits reflected genetic correlation. The number of clusters depends on the 
threshold for the minimal distance between the clusters (see Methods). A threshold 
of 0.9 (allowing a maximal mean between cluster genetic correlation of 0.1) 
resulted in four clusters, one containing most of the traits measured in the ACSF 
condition, one for the carbachol condition, and two for the zolpidem condition (see 
Fig. 4.4A ). Besides coloring the clusters produced by the cluster analysis (Fig. 
4.4A), we color coded the traits according to the condition from which they were 
derived, in order to visualize the overlap between the three clusters and the three 
conditions (Fig. 4.4B). This clustering indicates that in each of the three conditions 
the dissimilarity between the mouse strains is of a different nature. For instance, 
most traits measured in the ACSF condition cannot distinguish the A/J and the 
Balb/cByJ mice, whereas in the carbachol condition the largest difference is 
between these two mouse strains. Furthermore, the C3H/HeJ mice have average 
mean trait values in the ACSF and carbachol conditions, while in the zolpidem 
condition they have the highest mean values of all mouse strains.  
To investigate whether these four clusters could be divided into 
biologically relevant sub-clusters, we lowered the threshold in small steps. A 
threshold of 0.6 resulted in 13 clusters, which are shown in Figure 4.4C. These 
clusters largely correspond to three main classes of traits for each of the three 
conditions. For each condition, there is one class containing the interaction 
measures (correlations for the ACSF condition, PLFs for the carbachol and 
zolpidem conditions), one class containing the amplitudes in the nine regions from 
the low-frequency bands (1–4, 4–7, 7–13 Hz), and one class containing the 
amplitudes in the high-frequency bands (13–25, 25–35, 35–45 Hz) from each 
region, which suggests that low- and high-frequency oscillations and interactions 
between areas are influenced by different genes. We color coded the traits 
according to this classification (Fig. 4.4D), to visualize how well the clustering 
analysis separates these three main classes of traits within conditions. To quantify 
the separation, we used two measures: (1) the percentage of traits from a given 
class that was in the corresponding sub-cluster and (2) the percentage of traits in 
the sub-cluster that was from the given class of traits. These percentages range 
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from 26% to 92% and from 35% to 93%, respectively. In particular, the correlation 
and PLF traits order the mouse strains differently than the amplitude traits, e.g., in 
the ACSF condition the 129S1SvImJ mice have average correlations, but rather 
low amplitude scores compared to the other mouse strains.  
In summary, selective genetic influences on brain activity were shown both 
in terms of a good clustering of experimental conditions and in terms of sub-
clustering of main classes of quantitative traits (low and high Fourier components, 
and correlation). 
 
 
 
Figure 4.4. Clusters of genetically correlated traits correspond to experimental conditions and 
types of measure. Visualizations of cluster analysis, in which each trait was characterized by its 8 
within-strain mean values, and traits were clustered according to their genetic correlation. (A, C) 
Dendrograms and corresponding color coding of the means per mouse strain for each trait, with a 
high (A) and a low (C) threshold. To highlight the clusters visually, every cluster has a different color 
in the dendrograms. Every column in the color plots corresponds to the normalized (i.e., mean equals 
zero and variance equals one) eight strain means of a trait. The clustering in (A) and (C) suggests 
three respectively nine classes of traits. In (B) and (D) the traits are color coded according to their 
classification. The percentages quantify the overlaps between classes and clusters.  
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4.4 Discussion 
 
Variation in phenotypic traits among different mouse strains is increasingly 
employed to study genetic influences on physiology and behavior (Crawley et al., 
1997; Nguyen & Gerlai, 2002; Millstein et al., 2006). We have recorded ongoing 
activity in hippocampal slices of eight common inbred mouse strains and found 
that oscillation amplitude and correlation of activity between different anatomical 
regions were significantly different between mouse strains and heritable. 
Interestingly, the mouse strains differed in their response to the three experimental 
conditions, suggesting that neuronal activity in the different conditions depends in 
part on different sets of genes. These findings support the idea that several traits 
derived from hippocampal activity may be considered as endophenotypes and may 
be used to identify genes that code for these traits and, possibly, to unravel their 
contribution to behavioral or disease phenotypes. 
 
4.4.1 Multiple hippocampal activity traits are heritable 
 
The observed heritability of amplitude and correlation of activity measured in the 
ACSF condition could be caused by differential expression in the mouse strains of 
genes involved in synaptic connectivity and excitability of hippocampal neurons.  
In awake animals, the power and coherence of hippocampal gamma 
oscillations have been shown to increase in memory tasks (Montgomery & 
Buzsaki, 2007). In vitro, these oscillations have been induced by activating three 
different receptors in the CA1-CA3 regions: muscarinic (Mann et al., 2005b), 
metabotropic glutamate (Pálhalmi et al., 2004) or kainate (Fisahn et al., 2004). The 
oscillations induced by these methods depend mostly on the corresponding receptor 
families, but they all rely on inhibitory neurotransmission (Whittington et al., 2000; 
Fisahn, 2005). This suggests that there may be some overlap in their functional 
roles. Here we induced oscillations in vitro, by applying the cholinergic agonist 
carbachol, which activates muscarinic receptors. At room temperature, these 
oscillations fall below the gamma range, but they share similarities with 
hippocampal gamma oscillations in the awake animal (Csicsvari et al., 2003). We 
found significant heritability for oscillation amplitude as well as for correlations 
between areas. This may be due to strain differences in the cholinergic system 
(Schwegler et al., 1996). Together with previous work on the involvement of 
hippocampal gamma oscillations in working memory tasks, our results suggest that 
traits derived from carbachol-induced oscillations may serve as potential 
endophenotypes for mnemonic functions. However, the exact role of muscarinic 
receptor-dependent gamma oscillations in memory remains to be investigated. 
Further, besides the gamma-generator in the CA1-CA3 regions, a distinct gamma 
oscillator that requires input from the enthorinal cortex has been identified in the 
dentate gyrus (Csicsvari et al., 2003). Thus, although gamma oscillations in vivo 
have been implicated with memory, one should be aware that in vitro gamma 
oscillations represent only a reduced model. 
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We also found significant heritability in the effect of zolpidem on the amplitude 
and PLF of hippocampal oscillations. In a gene expression study in the striatum 
(Korostynski et al., 2006) differences in GABAA receptor α1 subunits were found 
between two mouse strains that were also used in this study. Therefore, the 
differences in zolpidem responses may indicate differences in hippocampal 
GABAA receptor α1 subunit densities or localization between mouse strains. 
Another explanation could be that the strains may have a different interneuron 
morphology and/or ion channel distribution (Thomson et al., 2000; Bacci et al., 
2003).  
 
4.4.2 Interpretation of heritability and variability in neuronal activity 
 
The heritability of a trait is a measure for the part of the trait’s variability that is 
caused by genetic factors. The remainder of the variance is assumed to be caused 
by environmental factors. In our situation, these environmental factors include not 
only those that occurred during the lifetime of the mouse. Day-to-day differences 
in the preparation and measurement of brain slices, for example, could also have 
contributed to the non-heritable variability.  
The number of living cells in the hippocampal slices is another factor that 
may have influenced the traits. This number could, for instance, have been reduced 
by the stress experienced by the animal during the procedure. Given the differences 
between some strains in stress sensitivity (Crawley et al., 1997), the number of 
cells alive may be strain dependent, which might have contributed to the observed 
between-strain differences in hippocampal activity. At present we have no methods 
to shed light on this complex issue.  
High trait heritability does not imply that the genetic basis of the trait can 
be found easily. On the other hand, if a trait’s estimated heritability is not 
significantly different from zero then there might not be any genetic influence at 
all, making the chances of successful gene finding very low indeed. Moreover, to 
compute a meaningful genetic correlation between two traits, they both need to be 
heritable. The heritabilities of most of the hippocampal activity traits that we 
derived here are significantly different from zero, which suggests that further gene-
finding analysis may be successful, and it encourages the search for traits at the 
behavioral level with which the hippocampal traits are genetically correlated. 
 
4.4.3 Cluster analysis 
 
In the cluster analysis the number of clusters depends on the choice of the 
threshold. By lowering the threshold, the mean genetic correlation between the 
traits in different clusters increases. From this perspective, any threshold may 
reveal interesting properties of the data. We found two thresholds that resulted in 
biologically meaningful clusters. The higher of these two threshold yields clusters 
that correspond largely to the three experimental conditions. This indicates that 
different genes may contribute to traits in different conditions, and that in each 
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condition a partly different hippocampal mechanism could be active. The lower 
threshold resulted in a further subdivision of traits: per condition, there is a cluster 
for the high-frequency amplitude, one for the low-frequency amplitude, and one for 
the interaction measures of the activity. This subdivision suggests a further 
divergence of the genetic components of the traits according to the type of 
measures. This property might be reflected at the behavioral level, e.g., the 
coherence and the amplitude of hippocampal oscillations may be related to 
different behavioral functions. Lower thresholds for the cluster analysis did not 
produce interpretable clusters. We note that there are no clusters corresponding to 
the nine anatomical regions. A reason for this might be that gamma oscillations are 
probably generated in one location, after which they spread over the rest of the 
hippocampus, with as a consequence a small interregional variability. 
 
4.4.4 The endophenotype concept 
 
The endophenotype strategy is one approach to decompose a complex genetic basis 
into more tractable components. The hippocampus is involved in many cognitive 
and behavioral functions (Buzsáki, 2006). Hippocampal oscillations are network 
phenomena, which are influenced by many factors. Oscillation-based traits, as we 
have analyzed here, are therefore not likely to be simple traits. We believe, 
however, that behavioral and cognitive traits are influenced by several complex 
traits in the brain, and that by looking at one of them we may reduce the 
complexity.  
Analyses into several other directions are required in order to further 
investigate whether the hippocampal activity traits can be useful as 
endophenotypes. For example, genetic correlations between the hippocampal and 
behavioral traits could be computed, by using the same mouse strains for 
behavioral tasks (Schwegler et al., 1990). Secondly, gene-finding analysis such as 
WebQTL (Wang et al., 2003) could point to genes that underlie the traits. If 
feasible, genetically modified mice can then be tested to verify whether these genes 
are really involved in the behavioral and hippocampal traits. (Nakazawa et al., 
2002; Bernardet & Crusio, 2006). The heritability we established here is supportive 
for applying this further research to hippocampal activity. 
 
Abbreviations 
 
ACSF      artificial cerebrospinal fluid  
DG     dentate gyrus 
PLF                 phase locking factor  
 
 
 
 
 
 84
 
4.5 Supplementary Tables 
 
 
 
Table S4.1. Heritability scores (h) and P-values from F statistics from the ANOVAs of all the 
traits derived in the ACSF condition (spontaneous activity).  
The trait names are coded in the following way: a–b Hz, c means the integrated amplitude between a 
and b Hz, in area c. Corr(a,b) means the correlation of the activity between area a and area b. The 
numbers refer to the following areas: 1 = CA3 stratum oriens, 2 = CA3 stratum pyramidale, 3 = CA3 
stratum radiatum/lacunosum moleculare, 4 = CA1 stratum oriens, 5 = CA1 stratum pyramidale, 6 = 
CA1 stratum radiatum/lacunosum moleculare, 7 = Dentate Gyrus stratum moleculare, 8 = Dentate 
Gyrus stratum granulosum, 9 = Dentate Gyrus hilus. 
 
 
 
 
 
 
 
trait ANOVA h trait ANOVA h trait ANOVA h 
1–4 Hz, 1 1.03E-03 0.09 1–4 Hz, 6 0.08262 0.03 corr(1,8) 5.00E-05 0.13 
4–7 Hz, 1 5.00E-05 0.13 4–7 Hz, 6 4.25E-02 0.04 corr(1,9) 5.00E-05 0.13 
7–13 Hz, 1 6.00E-05 0.13 7–13 Hz, 6 1.90E-03 0.09 corr(2,3) 0.00871 0.07 
13–25 Hz, 1 3.00E-05 0.14 13–25 Hz, 6 1.20E-04 0.13 corr(2,4) 0.00538 0.07 
25–35 Hz, 1 1.12E-03 0.09 25–35 Hz, 6 6.88E-03 0.07 corr(2,5) 0.00835 0.07 
35–45 Hz, 1 1.13E-03 0.09 35–45 Hz, 6 4.54E-03 0.07 corr(2,6) 5.31E-03 0.08 
1–4 Hz, 2 0.01717 0.05 1–4 Hz, 7 1.90E-04 0.11 corr(2,7) 1.99E-03 0.09 
4–7 Hz, 2 0.01529 0.05 4–7 Hz, 7 1.92E-06 0.18 corr(2,8) 9.10E-04 0.09 
7–13 Hz, 2 8.48E-03 0.06 7–13 Hz, 7 1.93E-06 0.18 corr(2,9) 2.10E-04 0.12 
13–25 Hz, 2 3.01E-03 0.08 13–25 Hz, 7 8.60E-04 0.09 corr(3,4) 0.02664 0.05 
25–35 Hz, 2 0.01603 0.05 25–35 Hz, 7 0.03594 0.04 corr(3,5) 0.10618 0.03 
35–45 Hz, 2 0.01859 0.05 35–45 Hz, 7 0.04342 0.04 corr(3,6) 0.10679 0.03 
1–4 Hz, 3 0.00600 0.07 1–4 Hz, 8 7.05E-03 0.07 corr(3,7) 1.00E-02 0.07 
4–7 Hz, 3 5.70E-02 0.04 4–7 Hz, 8 1.00E-05 0.15 corr(3,8) 1.81E-03 0.09 
7–13 Hz, 3 1.97E-03 0.08 7–13 Hz, 8 1.10E-04 0.12 corr(3,9) 1.87E-03 0.09 
13–25 Hz, 3 7.00E-05 0.12 13–25 Hz, 8 9.30E-04 0.09 corr(4,5) 1.00E-05 0.17 
25–35 Hz, 3 8.90E-04 0.09 25–35 Hz, 8 0.02805 0.04 corr(4,6) 3.18E-01 0.01 
35–45 Hz, 3 1.30E-04 0.12 35–45 Hz, 8 0.02010 0.05 corr(4,7) 1.69E-03 0.09 
1–4 Hz, 4 1.26E-02 0.06 1–4 Hz, 9 6.82E-03 0.07 corr(4,8) 2.72E-02 0.05 
4–7 Hz, 4 6.00E-05 0.13 4–7 Hz, 9 2.16E-03 0.09 corr(4,9) 8.00E-05 0.13 
7–13 Hz, 4 3.20E-04 0.10 7–13 Hz, 9 5.82E-03 0.07 corr(5,6) 6.45E-02 0.04 
13–25 Hz, 4 4.40E-04 0.10 13–25 Hz, 9 4.38E-03 0.08 corr(5,7) 4.49E-03 0.08 
25–35 Hz, 4 1.04E-03 0.09 25–35 Hz, 9 1.61E-03 0.09 corr(5,8) 4.65E-02 0.04 
35–45 Hz, 4 3.54E-03 0.07 35–45 Hz, 9 1.79E-03 0.08 corr(5,9) 3.31E-03 0.09 
1–4 Hz, 5 4.38E-02 0.04 corr(1,2) 3.37E-03 0.08 corr(6,7) 0.18495 0.02 
4–7 Hz, 5 1.04E-03 0.09 corr(1,3) 1.46E-01 0.02 corr(6,8) 0.19695 0.02 
7–13 Hz, 5 4.20E-04 0.11 corr(1,4) 1.36E-03 0.09 corr(6,9) 9.92E-02 0.03 
13–25 Hz, 5 1.30E-04 0.13 corr(1,5) 4.00E-04 0.11 corr(7,8) 1.00E-05 0.16 
25–35 Hz, 5 1.78E-03 0.09 corr(1,6) 1.76E-01 0.02 corr(7,9) 1.34E-06 0.19 
35–45 Hz, 5 1.78E-03 0.09 corr(1,7) 7.68E-08 0.22 corr(8,9) 4.00E-05 0.14 
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Table S4.2. Heritability scores (h) and P-values from F statistics from the ANOVAs of all the 
traits derived in the carbachol condition (oscillations).  
The trait names are coded in the following way: a–b Hz, c means the integrated amplitude between a 
and b Hz, in area c. Peak, a means the peak amplitude in area a. PLF(a,b) means the phase locking 
factor of the activity between area a and area b. The numbers refer to the following areas: 1 = CA3 
stratum oriens, 2 = CA3 stratum pyramidale, 3 = CA3 stratum radiatum/lacunosum moleculare, 4 = 
CA1 stratum oriens, 5 = CA1 stratum pyramidale, 6 = CA1 stratum radiatum/lacunosum moleculare, 
7 = Dentate Gyrus stratum moleculare, 8 = Dentate Gyrus stratum granulosum, 9 = Dentate Gyrus 
hilus.  
 
 
 
 
trait ANOVA h trait ANOVA h trait ANOVA h 
1–4 Hz, 1 0.00236 0.10 35–45 Hz, 5 0.00124 0.12 PLF(1,5) 0.05428 0.05 
4–7 Hz, 1 0.01957 0.06 peak, 5 0.04901 0.05 PLF(1,6) 0.32541 0.01 
7–13 Hz, 1 0.00048 0.12 1–4 Hz, 6 0.00069 0.13 PLF(1,7) 0.14766 0.03 
13–25 Hz, 1 0.03709 0.05 4–7 Hz, 6 0.00546 0.10 PLF(1,8) 0.24961 0.01 
25–35 Hz, 1 0.33668 0.01 7–13 Hz, 6 0.01197 0.08 PLF(1,9) 0.28254 0.01 
35–45 Hz, 1 0.05611 0.04 13–25 Hz, 6 0.00033 0.14 PLF(2,3) 0.01858 0.07 
peak, 1 0.14582 0.02 25–35 Hz, 6 0.13034 0.03 PLF(2,4) 0.55877 0.00 
1–4 Hz, 2 0.00092 0.12 35–45 Hz, 6 0.01507 0.07 PLF(2,5) 0.91653 0.00 
4–7 Hz, 2 0.02275 0.06 peak, 6 0.00017 0.15 PLF(2,6) 0.23591 0.02 
7–13 Hz, 2 0.00177 0.10 1–4 Hz, 7 0.01395 0.07 PLF(2,7) 0.14660 0.03 
13–25 Hz, 2 0.00144 0.10 4–7 Hz, 7 0.00111 0.11 PLF(2,8)  0.14908 0.03 
25–35 Hz, 2 0.05959 0.04 7–13 Hz, 7 0.00010 0.15 PLF(2,9) 0.11021 0.04 
35–45 Hz, 2 0.01314 0.07 13–25 Hz, 7 0.00145 0.11 PLF(3,4) 0.00110 0.12 
peak, 2 0.09197 0.03 25–35 Hz, 7 0.03505 0.05 PLF(3,5) 0.00654 0.10 
1–4 Hz, 3 0.00861 0.08 35–45 Hz, 7 0.04759 0.05 PLF(3,6) 0.01878 0.08 
4–7 Hz, 3 0.06930 0.04 peak, 7 0.03439 0.05 PLF(3,7) 0.92155 0.00 
7–13 Hz, 3 0.09191 0.03 1–4 Hz, 8 0.00820 0.08 PLF(3,8) 0.68338 0.00 
13–25 Hz, 3 0.00513 0.08 4–7 Hz, 8 0.00887 0.08 PLF(3,9) 0.55668 0.00 
25–35 Hz, 3 0.00689 0.08 7–13 Hz, 8 0.02564 0.06 PLF(4,5) 0.05764 0.05 
35–45 Hz, 3 0.02177 0.06 13–25 Hz, 8 0.06901 0.04 PLF(4,6) 0.27969 0.01 
peak, 3 0.13513 0.03 25–35 Hz, 8 0.00251 0.09 PLF(4,7) 0.00191 0.11 
1–4 Hz, 4 0.00785 0.08 35–45 Hz, 8 0.04947 0.04 PLF(4,8) 0.01195 0.08 
4–7 Hz, 4 0.00014 0.14 peak, 8 0.25700 0.01 PLF(4,9) 0.02139 0.07 
7–13 Hz, 4 0.00202 0.10 1–4 Hz, 9 0.00263 0.10 PLF(5,6) 0.27811 0.01 
13–25 Hz, 4 0.01897 0.06 4–7 Hz, 9 0.00445 0.09 PLF(5,7) 0.01537 0.08 
25–35 Hz, 4 0.00005 0.16 7–13 Hz, 9 0.01266 0.07 PLF(5,8) 0.55062 0.00 
35–45 Hz, 4 0.00004 0.16 13–25 Hz, 9 0.00368 0.09 PLF(5,9) 0.10709 0.04 
peak, 4 0.01966 0.06 25–35 Hz, 9 0.00307 0.10 PLF(6,7) 0.43586 0.00 
1–4 Hz, 5 0.00120 0.11 35–45 Hz, 9 0.06031 0.04 PLF(6,8) 0.23235 0.02 
4–7 Hz, 5 0.10810 0.03 peak, 9 0.00261 0.10 PLF(6,9) 0.04436 0.06 
7–13 Hz, 5 0.01403 0.07 PLF(1,2) 0.01110 0.08 PLF(7,8) 0.19215 0.02 
13–25 Hz, 5 0.02740 0.06 PLF(1,3) 0.08726 0.04 PLF(7,9) 0.49697 0.00 
25–35 Hz, 5 0.01881 0.06 PLF(1,4) 0.20305 0.02 PLF(8,9) 0.03911 0.06 
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Table S4.3. Heritability scores (h) and P-values from F statistics from the ANOVAs of all the 
traits derived in the zolpidem condition (oscillations). 
The trait names are coded in the following way: a–b Hz, c means the integrated amplitude between a 
and b Hz, in area c. Peak, a means the peak amplitude in area a. PLF(a,b) means the phase locking 
factor of the activity between area a and area b. The numbers refer to the following areas: 1 = CA3 
stratum oriens, 2 = CA3 stratum pyramidale, 3 = CA3 stratum radiatum/lacunosum moleculare, 4 = 
CA1 stratum oriens, 5 = CA1 stratum pyramidale, 6 = CA1 stratum radiatum/lacunosum moleculare, 
7 = Dentate Gyrus stratum moleculare, 8 = Dentate Gyrus stratum granulosum, 9 = Dentate Gyrus 
hilus. 
 
 
 
 
trait ANOVA h trait ANOVA h trait ANOVA h 
1–4 Hz, 1 0.03446 0.05 35–45 Hz, 5 0.00777 0.09 PLF(1,5) 0.10905 0.04 
4 7 Hz, 1 0.00027 0.13 peak, 5 0.31569 0.01 PLF(1,6) 0.02983 0.06 
7–13 Hz, 1 0.00003 0.16 1–4 Hz, 6 0.05303 0.05 PLF(1,7) 0.12081 0.03 
13–25 Hz, 1 0.01329 0.07 4–7 Hz, 6 0.00277 0.11 PLF(1,8) 0.02566 0.06 
25–35 Hz, 1 0.42127 0.00 7–13 Hz, 6 0.00017 0.15 PLF(1,9) 0.64260 0.00 
35–45 Hz, 1 0.01709 0.07 13–25 Hz, 6 0.00187 0.11 PLF(2,3) 0.10445 0.04 
peak, 1 0.19041 0.02 25–35 Hz, 6 0.62896 0.00 PLF(2,4) 0.10551 0.04 
1–4 Hz, 2 0.01386 0.07 35–45 Hz, 6 0.00159 0.12 PLF(2,5) 0.03680 0.06 
4–7 Hz, 2 0.00031 0.14 peak, 6 0.13266 0.03 PLF(2,6) 0.00579 0.10 
7–13 Hz, 2 0.00001 0.18 1–4 Hz, 7 0.00047 0.14 PLF(2,7) 0.01703 0.07 
13–25 Hz, 2 0.00549 0.09 4–7 Hz, 7 0.00001 0.19 PLF(2,8) 0.48715 0.00 
25–35 Hz, 2 0.24822 0.01 7–13 Hz, 7 0.00017 0.14 PLF(2,9) 0.00039 0.14 
35–45 Hz, 2 0.00289 0.10 13–25 Hz, 7 0.00119 0.12 PLF(3,4) 0.03836 0.06 
peak, 2 0.02054 0.06 25–35 Hz, 7 0.00738 0.08 PLF(3,5) 0.08526 0.04 
1–4 Hz, 3 0.03145 0.06 35–45 Hz, 7 0.00006 0.17 PLF(3,6) 0.13017 0.03 
4–7 Hz, 3 0.00124 0.12 peak, 7 0.01358 0.07 PLF(3,7) 0.02728 0.06 
7–13 Hz, 3 0.00125 0.11 1–4 Hz, 8 0.07181 0.04 PLF(3,8) 0.39367 0.00 
13–25 Hz, 3 0.01025 0.08 4–7 Hz, 8 0.00118 0.11 PLF(3,9) 0.41021 0.00 
25–35 Hz, 3 0.07842 0.04 7–13 Hz, 8 0.00169 0.10 PLF(4,5) 0.00685 0.09 
35–45 Hz, 3 0.03286 0.06 13–25 Hz, 8 0.01676 0.07 PLF(4,6) 0.00004 0.19 
peak, 3 0.00778 0.08 25–35 Hz, 8 0.06061 0.05 PLF(4,7) 0.16997 0.02 
1–4 Hz, 4 0.00664 0.08 35–45 Hz, 8 0.00123 0.13 PLF(4,8) 0.16473 0.02 
4–7 Hz, 4 0.00013 0.15 peak, 8 0.01800 0.07 PLF(4,9) 0.03397 0.06 
7–13 Hz, 4 0.00194 0.10 1–4 Hz, 9 0.01646 0.07 PLF(5,6) 0.00343 0.12 
13–25 Hz, 4 0.01730 0.07 4–7 Hz, 9 0.00110 0.12 PLF(5,7) 0.88863 0.00 
25–35 Hz, 4 0.12410 0.03 7–13 Hz, 9 0.00031 0.14 PLF(5,8) 0.01984 0.07 
35–45 Hz, 4 0.00099 0.12 13–25 Hz, 9 0.00006 0.16 PLF(5,9) 0.11304 0.04 
peak, 4 0.06596 0.04 25–35 Hz 9 0.02629 0.06 PLF(6,7) 0.05611 0.05 
1–4 Hz, 5 0.00438 0.10 35–45  Hz, 9 0.00060 0.14 PLF(6,8) 0.05089 0.05 
4–7 Hz, 5 0.00002 0.18 peak, 9 0.00506 0.09 PLF(6,9) 0.00592 0.10 
7–13 Hz, 5 0.00002 0.19 PLF(1,2) 0.02596 0.07 PLF(7,8) 0.08926 0.04 
13–25 Hz, 5 0.07526 0.04 PLF(1,3) 0.47779 0.00 PLF(7,9) 0.54344 0.00 
25–35 Hz, 5 0.24705 0.02 PLF(1,4) 0.00738 0.09 PLF(8,9) 0.00832 0.09 
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Abstract 
 
Hippocampal network oscillations are believed to be essential, e.g., for memory 
processing and spatial orientation. Here, we performed the first genome-wide 
search for genes influencing hippocampal oscillations. We measured local field 
potentials (LFPs) using 64-channel multi-electrode arrays in acute hippocampal 
slices of 29 BXD recombinant inbred mouse strains. Spontaneous activity and 
carbachol-induced fast network oscillations were analyzed with spectral and cross-
correlation methods and the resulting traits were used for mapping quantitative trait 
loci (QTLs), i.e., regions on the genome that may influence hippocampal function. 
Using genome-wide hippocampal gene expression data, we narrowed the QTLs to 
eight candidate genes, including Plcb1, a phospholipase that is known to influence 
hippocampal oscillations. We also identified two genes coding for calcium 
channels, Cacna1b and Cacna1e, which mediate presynaptic transmitter release and 
have not been shown to regulate hippocampal network activity previously. 
Furthermore, we showed that the amplitude of the hippocampal oscillations is 
genetically correlated with hippocampal volume and several measures of novel 
environment exploration.  
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5.1 Introduction 
 
The hippocampus is believed to be critical for a wide range of emotional and 
cognitive behaviors. Changes in hippocampal oscillatory activity have been 
established during hippocampus dependent behaviors, such as anxiety-related 
behavior and spatial orientation (Huxter et al., 2003; Jeewajee et al., 2008; 
Adhikari et al., 2010). Furthermore, an increase in amplitude of gamma oscillations 
in the hippocampus has been associated with memory retrieval in humans 
(Sederberg et al., 2007) and rats (Montgomery & Buzsaki, 2007). Together, these 
data suggest an important role for gamma oscillatory activity in hippocampal 
function.  
Oscillations can be pharmacologically induced in ventral hippocampal slices of 
rodents by applying the acetylcholine receptor agonist carbachol (Fisahn et al., 
1998; Traub et al., 2000). This in vitro activity, which we will refer to as “fast 
network oscillations”, shares many characteristics with gamma oscillations in vivo 
(Csicsvari et al., 2003; Mann et al., 2005b). In particular, the amplitude of in vitro 
ventral hippocampal oscillations correlates with in vivo gamma amplitude and 
performance in a memory task (Lu et al., 2010a). Moreover, we recently reported 
differences among eight common inbred mouse strains in traits of carbachol-
induced fast network oscillations in hippocampal slices, which implies the 
contribution of genetic variation to these traits (Jansen et al., 2009). Therefore, in 
vitro hippocampal activity is a physiologically relevant source of information to 
identify genetic variants affecting hippocampal function. 
Here, we aimed at identifying genes that underlie variation in hippocampal 
spontaneous activity and carbachol-induced oscillations in vitro, using a population 
of 29 BXD recombinant inbred mouse strains (Wang et al., 2003). The BXD 
strains were derived from an intercross of the common inbred mouse strains 
C57BL/6J and DBA/2J, which differ in many neurophysiologic hippocampal traits 
and hippocampus-related behavioral traits. For example, C57BL/6J outperforms 
DBA/2J in spatial memory tasks (Crusio et al., 1987; Ammassari-Teule et al., 
1995; Passino et al., 2002), which has been associated with their differences in 
synaptic plasticity (Nguyen et al., 2000), and hippocampal mossy fiber projections 
(Schwegler & Crusio, 1995; Schwegler et al., 1996; Middei et al., 2007). The BXD 
strains, therefore, form an excellent resource to identify the segregating genetic 
variants that affect hippocampus-related traits, and they enabled us to identify 
quantitative trait loci (QTLs) associated with these traits. These QTLs contained 
many candidate genes and, therefore, we used gene expression data to identify 
genes of which the expression is linked to hippocampal activity. Using this 
approach, we identified three genes that were linked to hippocampal activity 
previously and we identified five novel candidate genes. 
In addition we questioned whether genetic predisposition for having a 
certain level of amplitude, frequency or coherence of hippocampal activity affects 
behavior. To address this, we computed correlations between the hippocampal 
activity traits and the behavioral phenotypes assembled in the GeneNetwork 
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database (www.genenetwork.org). We found that several behavioral traits and 
hippocampal activity parameters were correlated in the mouse strains used, 
indicating a shared genetic component.  
 
5.2 Materials and Methods 
 
 
 
Figure 5.1. Local field potentials were recorded in hippocampal slices with multi-electrode 
arrays during ACSF and during application of carbachol. 
(A) The 8-by-8 multi-electrode array covering a slice of the mouse hippocampus. Black dots are 
electrodes and the spacing is 200 µm. For every slice, a photograph was taken to classify the electrode 
location into one of the nine hippocampal subregions shown in (B). (C) Time-frequency 
representation of a signal in CA3 stratum pyramidale for the complete experimental recording. (D) 
Examples of broadband (1–45 Hz) local field potential (LFP) traces in the ACSF (blue) and carbachol 
(red) condition. (E) Amplitude spectra of representative signals in each condition. (F) Box-plot 
summaries of peak frequencies of carbachol-induces oscillations, measured at different temperatures. 
The frequency approaches the gamma-frequency range (> 30 Hz) at physiological temperature. 
 
5.2.1 Animals, hippocampal slice preparation and extracellular recording 
 
All experiments were performed in accordance with the guidelines and under 
approval of the Animal Welfare Committee of the VU University Amsterdam. 
BXD strains were originally received from Jackson Lab, or from Oak Ridge 
Laboratory (BXD43, BXD51, BXD61, BXD65, BXD68, BXD69, BXD73, 
BXD75, BXD87, BXD90), and were bred by the NeuroBsik consortium. In this 
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study we used in total 586 slices from 29 BXD strains: BXD01 (n = 20), BXD02 (n 
= 28), BXD08 (n = 18), BXD11 (n = 12), BXD12 (n = 20), BXD13 (n = 16), 
BXD16 (n = 22), BXD27 (n = 13), BXD28 (n = 13), BXD29 (n = 8), BXD31 (n = 
14), BXD32 (n = 23), BXD33 (n = 18), BXD34 (n = 24), BXD39 (n = 17), BXD40 
(n = 18), BXD42 (n = 28), BXD43 (n = 17), BXD51 (n = 36), BXD55 (n = 22), 
BXD61 (n = 16), BXD65 (n = 18), BXD68 (n = 20), BXD69 (n = 28), BXD73 (n = 
27), BXD75 (n = 23), BXD87 (n = 31), BXD90 (n = 19), and BXD96 (n = 17). 
Unanaesthetized mice were decapitated at postnatal day 13–15. The brains were 
quickly dissected and placed in artificial cerebrospinal fluid (ACSF) containing 
125 mM NaCl, 25 mM NaHCO3, 3 mM KCl, 1.2 mM NaH2PO4, 1 mM CaCl2, 3 
mM MgSO4, and 10 mM D(+)-glucose (carboxygenated with 5% CO2/ 95% O2). 
Horizontal slices (400 µm thick) from the ventral hippocampus were cut by a 
microtome (Microm, Waldorf, Germany). Slices were stored in an interface storage 
chamber at room temperature and placed in ACSF containing 2 mM CaCl2 and 2 
mM MgSO4. After 1 hour, slices were placed on 8-by-8 planar electrode grids with 
200 µm spacing between electrodes (the 4 corners of the grid did not contain 
electrodes; see Fig. 5.1A) and polyethylenimine coating (Sigma, St. Louis, MO, 
USA). The slices were left for 1 hour in a chamber with humidified carbogen gas 
before they were placed in the recording unit. During recordings the flow rate was 
4–5 ml/min and the temperature was kept at 30 ± 0.3 °C. Carbachol was purchased 
from Sigma. Local field potentials (LFPs) were measured at each of the 60 
electrodes, sampled at 1 kHz, down-sampled off-line to 200 Hz and converted into 
Matlab (The Mathworks, USA) file format. Off-line analysis was done using 
custom written scripts in Matlab. 
 
5.2.2 Slice selection and subregion classification 
 
For each experiment a photograph was taken of the slice in the recording unit, to 
visualize the locations of the electrodes in the hippocampus (Fig. 5.1A). The 
hippocampus consists of three main anatomical regions: CA1, CA3 and dentate 
gyrus (DG). We divided CA3 and CA1 into the subregions stratum oriens, stratum 
pyramidale and stratum radiatum/lacunosum-moleculare, and DG into stratum 
moleculare, stratum granulosum and hilus (Fig. 5.1B). To classify electrode 
locations into one of these nine subregions, we used an in-house written interactive 
Matlab procedure based on the photograph of the electrode grid. Using Fourier 
analysis (see below), we determined for each electrode whether oscillatory activity 
was present. A slice was excluded from further analysis if none of the 60 electrodes 
showed oscillations.  
For each condition, in order to detect electrodes producing noisy signals 
and transient artifacts before the quantitative trait analysis, each slice recording was 
subjected to a  principal component analysis. If noisy signals were present, then the 
first few spatial components had high values only for one or a few of these signals. 
These signals were identified and excluded. The time series of the remaining 
signals were averaged; this average was used to identify noisy segments. Samples 
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from this average with absolute values exceeding five times the standard deviation 
of the averaged signal, were excluded from each signal before the analysis. 
 
5.2.3 Experimental protocol to measure hippocampal network activity 
 
After placing the slices in the recording units with ACSF, 15 minutes of 
spontaneous activity was recorded (see Fig. 5.1C). These first 15 minutes will be 
referred to as the “ACSF condition”. Then, carbachol (25 μM) was bath applied to 
the slice. Carbachol-induced oscillations at around 20 Hz were initially unstable in 
frequency and amplitude, but stabilized after 45 minutes. After this 45-minute 
wash-in period fast network oscillations were recorded for a period of 30 minutes, 
which will be referred to as the “carbachol condition”. In Figure 5.1C a time-
frequency representation of a representative signal is shown for a complete 
recording. Example LFP traces for the two conditions are shown in Figure 5.1D. 
The frequency of oscillations increased with temperature (Fig. 5.1F), which has 
been observed previously (Dickinson et al., 2003; Van Aerde et al., 2009). Thus, 
the oscillations at around 20 Hz, which were recorded at 30 °C in the present 
experiments, are expected to have frequencies in the gamma range (> 30 Hz) at the 
physiological temperature of 36.9 °C. However, the amplitude of oscillations at 
higher temperatures was markedly lower than at 30 °C, resulting in an unfavorable 
signal-to-noise ratio. Therefore, all experiments were performed at 30 °C. 
 
5.2.4 Fourier analysis  
 
For the two conditions (ACSF and carbachol), and for each electrode that was 
classified into one of the nine regions, we calculated the Fourier amplitude 
spectrum using Welch’s method (Welch, 1967). Figure 5.1E shows representative 
spectra in the two conditions. For the ACSF condition, we calculated the integrated 
amplitude in the frequency bands 1–4, 4–7, 7–13, 13–25, 25–35, and 35–45 Hz. In 
the carbachol condition, we observed oscillations at around 20 Hz, which is similar 
to previous reports using a temperature of around 30 °C in mouse hippocampus 
(Fisahn et al., 2008; Jansen et al., 2009; Lu et al., 2010b). We calculated the 
amplitude and the frequency of these oscillations, which we will refer to as the 
peak amplitude and the peak frequency, respectively. Moreover, a 1/f curve was 
fitted to the spectrum outside the interval at which the peak occurred, and from this 
curve we calculated the integrated amplitude in the frequency bands 1–4, 4–7, 7–
13, 13–25, 25–35, and 35–45 Hz. For each of these measures, the traits we used for 
the cluster analysis (see below) were the mean trait values across electrodes per 
anatomical subregion (n = 54 traits for the ACSF condition, n = 72 traits for the 
carbachol condition).  
 To establish whether oscillations were detected at a given electrode, we 
applied the following procedure. First, a frequency interval in which the peak of 
the spectrum occurred was determined visually, e.g., for the spectrum in Figure 
5.1E this interval would be from 10 to 25 Hz. Next, a 1/f curve was fitted to the 
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spectrum outside this interval. This 1/f curve was then subtracted from the original 
spectrum. Finally, a Gaussian curve was fitted to the remaining spectrum. If the 
peak of this Gaussian curve did not exceed the 95% confidence interval of the 
fitted 1/f curve, we classified the signal as not oscillating. Slices were excluded 
from further analysis when none of the electrodes detected oscillations. 
 
5.2.5 Interaction between hippocampal regions  
 
To quantify the interaction between two hippocampal subregions, e.g., between 
CA1 stratum oriens and CA3 stratum oriens, we calculated a suitable cross-
correlation measure (as described below) between signals from all possible pairs of 
electrodes from these subregions, and used the mean over these pairs for the cluster 
analysis (see below).  
 Oscillatory activity was not observed in the ACSF condition and, therefore, 
we quantified cross-correlations between subregions in this condition using 
Pearson’s linear correlation of the LFPs. Prior to this analysis, the signals were 
filtered between 5 and 40 Hz to remove the fairly large amount of noise outside 
this interval. Thus, for every pair of subregions, the mean correlation over all 
possible electrode-pairs from the subregion-pair was used (n = 36 traits).  
 In the carbachol condition, in contrast, the signals were strongly 
oscillatory. Therefore, we calculated the phase-locking factor (PLF) between 
signals in this condition. The PLF is a well established measure for quantifying the 
interaction between two oscillating signals that can be out of phase and possibly 
have independent amplitude fluctuations (Tass et al., 1998; Lachaux et al., 1999). 
To reduce volume conduction effects, the current-source density of the LFPs was 
computed (Mitzdorf, 1985; Mann et al., 2005b). After this transformation, we 
computed the phase-locking factors between signals that were band-pass filtered 4 
Hz around the peak frequency of the fast network oscillations, for every subregion 
pair (n = 36 traits).  
 
5.2.6 Normalization 
 
To specifically analyze the effect of carbachol, we normalized the amplitude and 
correlation traits of carbachol-induced oscillations by dividing them by the same 
traits from the ACSF condition, except for the peak frequency, because there was 
no peak in the amplitude spectrum during ACSF. For the same reason, the peak 
amplitude from the carbachol condition was normalized by the integrated 
amplitude between 15 and 25 Hz from the ACSF condition. The PLF traits from 
the carbachol condition were divided by the correlation traits from the ACSF 
condition. Thus, the normalized traits express the relative sensitivity to 
experimental manipulations. 
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5.2.7 ANOVA  
 
To determine whether a given trait differed significantly between mouse strains, we 
performed a one-way ANOVA and the corresponding F-test with the trait as 
dependent variable and the mouse strain as factor. The null hypothesis of this test is 
that for at least one strain the trait mean is significantly different from the trait 
means of the other strains. Where necessary, the data were transformed with the 
natural logarithm order not to violate the normality assumption for ANOVA. 
 
5.2.8 Heritability  
 
The observed value of a trait (e.g. peak amplitude) from a given slice is the result 
of both genetic and environmental influences, including measurement noise. To 
quantify the extent to which a trait is influenced by genetic factors, we computed 
its heritability. The heritability of a trait is a measure for the proportion of the total 
variance of the trait that is caused by genetic variation. The remainder of the 
variance is assumed to be due to environmental factors. For inbred strains the 
heritability h2 of a trait can be defined as , where σ2G is the 
component of variance between strains, and σ 2E the component of variance within 
strains (Hegmann & Possidente, 1981). The value of h2 ranges between 0 and 1, 
where 0 means no genetic contribution to the trait, and 1 means that the trait is 
controlled only by genetic factors. We estimated heritability as described in detail 
in Jansen et al. (2009). 
 
5.2.9 Genetic correlation between traits 
 
To reveal the extent to which two traits share genetic factors, we studied the 
correlation between the genetic effects of the two traits, the so-called genetic 
correlation. For inbred strains, we can estimate the genetic correlation between two 
traits as the Pearson’s linear correlation between the 29 mouse strain means of one 
trait and the 29 mouse strain means of the other trait (Hegmann & Possidente, 
1981; Crusio, 2006). The mouse strain means were taken over all slices from a 
given mouse strain. The estimated genetic correlations were used in a cluster 
analysis, as explained below.  
 
5.2.10 Cluster analysis of traits 
 
In order to identify clusters of genetically correlated traits, hierarchical clustering 
was performed on the complete set of n = 198 traits. In this analysis, traits are 
clustered based on a distance measure between the traits. To measure the distance 
between two traits, we subtracted the estimated genetic correlation between the two 
traits from 1, so traits with high genetic correlation are close to each other. No 
strong negative correlations were present: using absolute genetic correlation 
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yielded similar results. Average linkage was used as a clustering method. This 
method starts with as many clusters as there are traits, and then sequentially joins 
the two clusters that are closest to each other in terms of the mean of distances 
between all possible pairs of traits in the two clusters; the procedure ends when all 
traits are joined in one cluster. A particular classification of traits into clusters is 
obtained by setting a threshold for the minimal distance that the clusters are 
allowed to have between them. The result of the cluster analysis was visualized in a 
dendrogram, in which the sequential union of clusters was depicted together with 
the distance value (the height of the horizontal lines that connect the objects or 
clusters) leading to this union. The threshold procedure can be visualized by a 
horizontal line in the dendrogram; the clusters under this line correspond to that 
particular threshold. 
 
5.2.11 BXD recombinant inbred strains and QTL mapping 
 
The BXD strains were created by crossing the inbred mouse strains C57BL/6J and 
DBA/2J and by inbreeding several groups of the crossed offspring (Peirce et al., 
2004). It is one of the largest mammalian recombinant inbred strain panels 
currently available. Genetically, each of these BXD strains is a unique combination 
of the C57BL/6J and DBA/2J strains. The chromosomes of the BXD strains consist 
of haplotypes (stretches of chromosomes inherited intact from the parental strains). 
Each BXD strain was genotyped at 3795 markers covering the entire genome; each 
marker was classified as originating from C57BL/6J or DBA/2J. In order to 
compute the correlation between a trait and these markers, the markers were 
encoded, -1 for DBA/2J version of the marker and 1 for C57BL/6J version of the 
marker. Markers that correlate with a trait are called QTLs. We used WebQTL 
(www.genenetwork.org) to compute and visualize the QTL interval mapping. In 
WebQTL, the correlation between a marker and a trait was transformed into 
likelihood ratio statistics (LRS) in the following way: LRS = N*log(1/(1-r2)), 
where N is the number of strains, and r the correlation (Haley & Knott, 1992). For 
intervals with unknown genotype, LRS scores of flanking markers were linearly 
interpolated. Threshold for significant LRS scores were computed using a 
permutation test: the N strain means from the trait were permuted, and for this 
permutation the maximum LRS score over all markers was computed, which 
resulted in an observation of the null-distribution. Significance of LRS scores was 
computed by comparing them with the empirical null-distribution. LRS scores 
were termed significant if p < 0.05, and suggestive if p < 0.63. The QTL mapping 
was used to select regions of the genome for further analysis, which justifies the 
use of suggestive significance. The QTL intervals were determined with the 1 LOD 
drop-off method (Lander & Botstein, 1989); the interval ends where the LRS score 
drops more than 4.61 LRS (= 1 LOD) with respect to the maximum LRS score in 
the interval.  
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5.2.12 Correlations with traits from the GeneNetwork phenotype database 
 
The GeneNetwork database (www.genenetwork.org) contains more than 2000 
phenotypes from previous studies using BXD strains. We computed genetic 
correlations between the hippocampal activity traits and two subsets of phenotypes 
from this database. By using subsets, the correction for multiple testing is reduced. 
To further reduce the risk of chance correlations, we only included phenotypes 
from the database that were reported for more than six BXD strains that were also 
used in the present study. The first subset (n = 35) contained physiological traits of 
the hippocampus. The second subset (n = 351) contained the behavioral traits that 
do not involve pharmacological manipulations. See Tables S5.1 and S5.2 in 
supplementary material for trait description and GeneNetwork IDs of both subsets. 
 To correct the significance for multiple testing, we used the false discovery 
rate (FDR) (Benjamini & Hochberg, 1995; van den Oord, 2008). The FDR controls 
the expected proportion of erroneously rejected hypothesis. It is the number of 
falsely rejected hypotheses divided by the total number of rejected hypotheses. In 
our case, the total number of rejected hypotheses is the number of observed 
correlations with p-values lower than a threshold. The number of falsely rejected 
hypotheses was estimated with a permutation paradigm. The hippocampal activity 
trait was permuted thousand times across strains, and the correlation between the 
permuted trait and the traits from the subsets was computed. The number of falsely 
rejected hypotheses was estimated as the average number of correlations with p-
values smaller than the threshold. 
 
5.2.13 Gene expression data 
 
Data on gene expression in hippocampal tissue of adult mice, measured with 
Affymetrix Mouse Exon 1.0 ST Arrays, were accessed through GeneNetwork 
(UMUTAffy Hippocampus Exon (Feb09) RMA, accession number GN206, from 
www.genenetwork.org). The original data set contained over 1.2 million probe sets 
at exon level uniformly spread over the entire genome. Each probe set consisted of 
the RMA-summarized (Irizarry et al., 2003) value of the collective probes each 
targeting 25 base pairs, measured at adult mice from BXD strains. For our analysis, 
we removed data from probe sets targeting regions that contain SNPs that differed 
between the two parental strains (according to databases snp_celera_b37 and 
snp_perlegen_b37 (2008) downloaded from http://phenome.jax.org). Probe sets 
targeting introns and intergenic regions were also removed, which reduced the 
amount of probe sets to 340318. We analyzed the expression per gene by taking the 
mean over all probes that target the same gene. For each hippocampal activity trait, 
we only calculated correlations with expression of genes from the QTLs of the 
trait. Significance levels for these correlations were determined with a permutation 
test; the hippocampal activity trait was permuted across strains, and the maximum 
of the correlations between the permuted trait and the expression of the genes was 
computed. This was done a thousand times; the thousand maxima so obtained 
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formed the empirical null distribution against which the significance of a 
correlation was tested. 
 
5.2.14 Subjects for locomotion in open field test 
 
Six-week-old male mice (n > 10 per strain, see section "animals, slice preparation 
and recording" for strain names) arrived in the facility in different batches in a 
period spanning 2 years. Mice were housed individually in Macrolon cages on 
sawdust bedding, which were, for the purpose of animal welfare, enriched with 
cardboard nesting material and a curved PVC tube. Food (Harlan Teklad) and 
water was provided ad libitum. All mice were habituated to the facility for at least 
7 days before testing started. Prior to the open field testing described below, mice 
had been exposed to novelty tests in the home cage, an elevated plus maze and a 
light dark box apparatus, as described previously (Loos et al., 2009). Housing and 
testing rooms were controlled for temperature, humidity and light-dark cycle (7 
AM lights on, 7 PM lights off; testing during the light phase).  
 
5.2.15 Locomotion in open field 
 
All experimental procedures were approved by the local animal research committee 
and complied with the European Council Directive (86/609/EEC). Mice were 
introduced into a corner of a white square open field (50 x 50 cm, walls 35 cm 
high) illuminated with a single white fluorescent light bulb from above (130 lx), 
and exploration was tracked for 10 minutes (12.5 frames/s; EthoVision 3.0, Noldus 
Information Technology). The SEE software (Strategy for the Exploration of 
Exploration (Drai & Golani, 2001; Kafkafi & Elmer, 2005) was used to smoothen 
path shape to calculate the total distance moved. Furthermore, SEE uses the 
distribution of speed peaks to parse the locomotor data into lingering segments 
(slow local movements) and progression segments, which together constitute the 
total distance moved.  
 
5.3 Results 
 
To identify genes that affect hippocampal activity, we measured LFPs in 
hippocampal slices from 29 BXD recombinant inbred strains. Measurements were 
performed using 60-channel multi-electrode arrays that covered the entire 
hippocampal cross-section in the slice (Fig. 5.1A), and the electrodes were 
classified as located in one of nine anatomical subregions (Fig. 5.1B). In the first 
condition, slices were perfused with ACSF, which gave rise to asynchronous 
activity characterized by 1/f-like amplitude spectra (Fig. 5.1C–E). We computed 
the integrated amplitudes in the frequency bands 1–4, 4–7, 7–13, 13–25, 25–35, 
and 35–45 Hz. These amplitudes differed considerably across mouse strains as 
illustrated with the two extreme mouse strains in Figure 5.2A.  
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Figure 5.2. BXD mouse strains have different local field potential amplitudes.  
(A) Recordings from hippocampal slices in ACSF show that mouse strains differ in the amplitude of 
local field potential (LFP) fluctuations, as illustrated by representative traces recorded in strains with 
the lowest (BXD11) and highest (BXD65) amplitudes in this condition. (B) Also during carbachol-
induced oscillations, we observed marked amplitude differences amongst strains; BXD51 mice had 
the highest, and BXD75 mice the lowest amplitudes. Depicted signals are broadband (5–40 Hz) from 
CA3 stratum pyramidale. 
 
Following the ACSF condition, we applied the acetylcholine receptor agonist 
carbachol (25 µM) to pharmacologically induce fast network oscillations (see Fig. 
5.1C–E and Materials and Methods). The amplitude of these oscillations also 
differed conspicuously between strains (Fig. 5.2B). To selectively analyze the 
effect of carbachol on hippocampal activity, we divided the value of a trait in the 
carbachol condition by that obtained in the ACSF condition and computed 
heritability scores and genetic correlations. 
 
5.3.1 Hippocampal activity traits exhibit prominent heritability and genetic 
correlations 
 
The analysis of amplitude, peak frequency and inter-areal correlations (see 
Materials and Methods) for the two conditions in the nine hippocampal subregions 
define a total of 198 trait values per slice. Several traits were observed to exhibit 
prominent variation across the mouse strains, e.g., the peak amplitude in the 
presence of carbachol varied by a factor of three (Fig. 5.3A) in the CA1 stratum 
pyramidale. P-values from F statistics (ANOVA) and heritability scores were 
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calculated for every trait (supplementary material, Tables S5.3 and S5.4). The 
heritabilities ranged from 1 to 25%.  
  
 
 
Figure 5.3. Different properties of hippocampal network activity in vitro depend on different 
genes. 
(A) The mean and SEM of peak amplitude in the CA1 stratum pyramidale for each of the 29 BXD 
strains. The heritability indicates that the peak amplitude is sensitive to genetic variation of the BXD 
strains. (B-D) Scatter plots of trait means per BXD strain of peak amplitude in CA1 stratum 
pyramidale versus (B) the integrated amplitude at 4–7 Hz during the ACSF condition in CA3 stratum 
pyramidale, (C) the integrated amplitude at 13–25 Hz in CA1 stratum pyramidale, and (D) the peak 
amplitude in CA3 stratum pyramidale. The correlation of the strain means is an estimate of the 
genetic correlation, which ranged from low (B) to high (D), indicating different and similar 
underlying genes, respectively.  
 
Interestingly, we observed a wide range of genetic correlations between the 198 
traits, as illustrated by the scatter plots in Figure 5.3B–D. A low genetic correlation 
indicates that traits are influenced by different genes, whereas a high genetic 
correlation suggests that traits have the same underlying genes.  
We performed a cluster analysis to evaluate the genetic correlation 
structure of the set of 198 traits (Fig. 5.4). The distance measure between traits 
reflected genetic correlation. The number of clusters depends on the threshold for 
the minimal distance between the clusters (see Materials and Methods). A 
threshold of 0.45, i.e., allowing for a maximal mean correlation between clusters of 
0.55, resulted in clusters that largely correspond to six main classes representing 
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experimental conditions and type of analyses (Fig. 5.4A). For the ACSF condition, 
one class contains all the interregional correlations (n = 36), and one class the 
amplitudes in the nine regions from all frequency bands (1–4, 4–7, 7–13, 13–25, 
25–35, 35–45 Hz, n = 54). For the carbachol condition, the four classes contain the 
phase-locking factors (n = 36), the amplitudes from all frequency bands and 
subregions (n = 54), the peak frequencies (n = 9) and the peak amplitudes (n = 9), 
respectively. We color-coded each of the 198 traits according to this classification 
in Figure 5.4C, to visualize performance of the clustering analysis in separating the 
six main classes of traits. 
 
 
 
Figure 5.4. Clusters of genetically correlated traits correspond to distinct experimental 
conditions and properties of oscillations.  
The 198 traits (columns) for each of the 29 mouse strains (rows) were clustered according to their 
genetic correlation. (A) A threshold of 0.45 has been introduced to mark the major clusters in the 
dendrogram. (B) The mean trait value is represented in color code for each strain after normalization 
across strains, i.e., for every column the mean equals zero and the variance equals one. The clustering 
in (A) largely corresponds to six classes of traits as indicated by the color-coding in (C), i.e., the peak 
frequency and peak amplitude for the carbachol (CCH) condition, and the broad-band amplitude (1–
45 Hz) and the inter-regional correlations for both conditions. We based the QTL mapping on the 
mean of the traits within these six classes (see labeling below the cluster diagram). 
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 Because the traits were strongly correlated within the six classes, we calculated the 
mean per class for QTL analysis. From this point onward, the number of traits was 
reduced to six, and they will be referred to as: correlation (ACSF), amplitude 1–45 
Hz (ACSF), correlation (CCH), amplitude 1–45 Hz (CCH), peak amplitude and 
peak frequency. 
 
5.3.2 Amplitude of carbachol-induced oscillations shows prominent genetic 
correlation with hippocampal volume and locomotion traits.  
 
Studying hippocampal activity in BXD strains opens up the exciting possibility to 
relate genetic variation in brain activity to that of phenotypes from the 
GeneNetwork database, which contains more than 2000 behavioral, anatomical and 
physiological traits from previous studies on BXD strains. We computed genetic 
correlations between the hippocampal activity traits and two subsets of phenotypes 
from the GeneNetwork database (Materials and Methods). See supplementary 
Tables S5.1 and S5.2 for descriptions of phenotypes in the subsets. 
 The first subset (n = 35) consisted of physiological traits of the 
hippocampus, such as the weight or volume of different subregions of the 
hippocampus. Interestingly, the trait amplitude 1–45 Hz (CCH) was negatively 
correlated with volume of the hippocampus. The four phenotypes from the subset 
with the most significant correlations with amplitude 1–45 Hz (CCH), were two 
measures of hippocampus volume (GeneNetwork ID 10457: r = -0.68, p < 0.002 
(Fig. 5.5A) and ID 10456: r = -0.66, p < 0.002 (Peirce et al., 2003)), and two 
measures of ventral hippocampus volume (ID 10756: r = -0.57, p < 0.01 and ID 
10757: r = -0.53, p < 0.05 (Martin et al., 2006), uncorrected p-values). The four 
correlations were significant at a false discovery rate of 0.125. 
 The second subset (n = 351) consists of a selection of behavioral traits 
from the database (see Materials and Methods). We found strong negative 
correlations between peak amplitude and four traits representing locomotion in a 
novel environment (ID 11510: r = -0.62, p < 0.0005 (Fig. 5.5B), ID 10916: r = -
0.83, p < 0.0005, ID 10037: r = -0.76, p < 0.001, ID 10416: r = -0.89, p < 0.005, 
uncorrected p-values). The four locomotion traits were strongly correlated with 
each other, despite having been measured in different studies (Miner & Marley, 
1995; Bolivar & Flaherty, 2003; Yang et al., 2008; Philip et al., 2009), which 
reflects that locomotion is a very reproducible trait (Wahlsten et al., 2006). The 
four locomotion traits were part of the top-10 of strongest correlations, which were 
all significant at a false discovery rate of 0.125. Interestingly, we also found a high 
positive correlation of peak amplitude with the performance in the Morris water 
maze task (Kempermann & Gage, 2002) (ID 10816, n = 7, r = 0.74, p < 0.05, 
uncorrected p-value). This correlation, however, did not survive correction for 
multiple testing, possibly because of the low number of observations. 
 We then measured locomotion in a novel open field in several BXD strains 
in our own laboratory. We used SEE software to dissect locomotion into lingering 
and progression segments (see Materials and Methods). Peak amplitude correlated 
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negatively with total distance moved (r = -0.52, p < 0.005, data not shown) as it 
was found also using the GeneNetwork database (Fig. 5.5B), and with the duration 
of progression segments (r = -0.54, p < 0.005, Fig. 5.5C), but positively with the 
duration of lingering segments (r = 0.48, p < 0.01, Fig. 5.5D). Taken together, 
these findings indicate that the inverse relation between peak amplitude and 
locomotion in a novel environment is a robust effect. 
 
 
 
Figure 5.5. Amplitude of carbachol-induced oscillations shows prominent genetic correlations 
with hippocampal volume and locomotion traits.  
Scatter plots of (A) amplitude 1–45 Hz versus hippocampus volume, and (B) peak amplitude versus 
locomotion in novel open field. More detailed analysis of locomotion revealed a negative correlation 
with the duration of progression segments (C), but a positive correlation with the duration of lingering 
segments (D). The black dots represent BXD strain means. IDs refer to the GeneNetwork database. 
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Figure 5.6. QTL mapping of six hippocampal activity traits peaks at 19 different locations.  
The LRS scores (y-axis) quantify the relation between genomic markers (x-axis) and six traits. 
Integrated amplitude between 1 and 45 Hz at the ACSF (A) and carbachol (CCH) condition (C), peak 
amplitude (D) and frequency (F) at the carbachol condition, inter-regional correlation at the ACSF 
(B) and carbachol condition (E). The red horizontal lines indicate the threshold for significance (p = 
0.05), whereas the grey lines indicate suggestive significance (p = 0.63). For the traits depicted here, 
we selected the 18 QTLs above the suggestive significance level and correlated the hippocampal traits 
with expression data of genes within these QTLs.  
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5.3.3 QTL mapping identifies shared and unique genetic influences on 
hippocampal traits 
 
We used the six main traits, as derived from the cluster analysis (Fig. 5.4C), for 
QTL mapping (see Materials and Methods). In total, we identified two significant 
QTLs (p < 0.05) and seventeen suggestive QTLs (p < 0.63) (Fig. 5.6). Amplitude 
1–45 Hz (ACSF) and correlation (ACSF) had overlapping QTLs located on 
chromosome four (Fig. 5.6A, B). Amplitude 1–45 Hz (CCH), peak amplitude, and 
correlation (CCH) had overlapping QTLs on chromosome five (Fig. 5.6C-E). Also, 
we identified for each trait one or more suggestive QTLs that were not found for 
other traits. The partially shared QTLs suggest that the traits share genetic 
components in addition to having unique genetic component(s). Peak frequency 
(Fig. 5.6F) had no QTLs in common with other traits. This suggests a dissimilar 
genetic underpinning of peak frequency and, e.g., peak amplitude.  
 
5.3.4 Correlation with gene expression data points to candidate genes 
 
The nineteen suggestive or significant QTLs identified (see above) varied in length 
from 2 to 19 Mb, and contained between 6 and 155 genes each. In order to evaluate 
these genes, we correlated the hippocampal activity traits with expression data 
from the hippocampus of BXD mice (see Materials and Methods). 
For each of the six main traits, we selected genes within the QTLs of the 
trait, and correlated the expression of these genes with the trait. The significance of 
the correlations was determined with permutation tests (see Materials and 
Methods). Table 5.1 gives an overview of the eight genes from these nineteen 
QTLs that had significant expression correlations. Peak amplitude was associated 
with Plcb1 (phospholipase C, beta 1) and Cacna1b, the gene coding for calcium 
channel alpha1B. The gene coding for calcium channel alpha1E (Cacna1e) was 
linked to amplitude 1–45 Hz (CCH). Plcb1 is known to influence hippocampal 
oscillations (Shin et al., 2005). Cacna1b and Cacna1e have been implicated in 
hippocampal LTP (Dietrich et al., 2003; Ahmed & Siegelbaum, 2009), but not in 
the formation of synchronous network activity. For peak frequency, we identified 
Eps15-homology domain protein 3 (Ehd3), which, like the other genes identified 
(Creb3, Psmc2, Dctn3, and Ralgps2) has not yet been related to hippocampal 
activity. 
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trait location QTL LRS genes Correlation p-value 
Amplitude 1–45 Hz (ACSF) chr 5 16.522–22.723 14.6 Psmc2 -0.63 0.01 
Correlation (ACSF) chr 4 39.167-44.254 15.1 Dctn3 -0.59 0.04 
   Creb3 -0.59 0.04 
Amplitude 1–45 Hz (CCH) chr 1 156.371–160.384 12.4 Ralgps2 0.61 0.03 
   Cacna1e 0.62 0.01 
Peak amplitude chr 2 132.507–135.784 18.2 Plcb1 0.58 0.02 
 chr 2 22.673–25.693 12.2 Cacna1b 0.57 0.03 
Peak frequency chr17 72.002-76.447 12.6 Ehd3 0.60 0.005 
 
Table 5.1. QTL mapping and correlation with gene expression revealed eight candidate genes 
for influencing hippocampal activity. 
Each row contains the information belonging to one candidate gene. Indicated are the hippocampal 
activity trait associated with the gene, the location of the QTL (chr = chromosome, location in 
Megabases) that harbors the gene found, the LRS score of the QTL, the gene symbol, the correlation 
between trait and level of expression of the gene, and finally the p-value from the correlation, 
computed with a permutation test.  
 
5.4 Discussion 
 
Neuronal oscillations have been implicated in cognitive and emotional behavior 
(Fries, 2005; Buzsáki, 2006; Adhikari et al., 2010) and are heritable (Smit et al., 
2005; Linkenkaer-Hansen et al., 2007; Jansen et al., 2009) which make 
quantitative traits derived from oscillatory activity potentially useful in gene-
finding strategies. Here, we searched for genes that underlie variation in 
hippocampal network activity in vitro based on 29 recombinant inbred strains from 
the BXD population (Peirce et al., 2004). QTL mapping pointed to regions on the 
genome associated with variability in amplitude of oscillatory and non-oscillatory 
activity, as well as in functional coupling between hippocampal areas. To evaluate 
genes in the QTLs for a potential contribution in hippocampal activity, we 
correlated their expression in the hippocampus with the hippocampal activity traits, 
and identified eight candidate genes. 
 
5.4.1 Hippocampal activity traits have relatively low heritability in BXD 
strains 
 
The heritability estimates of amplitude and functional coupling ranged from 1 to 
25%, which is similar to what we found in a population of eight inbred mouse 
strains (Jansen et al., 2009). To our knowledge, heritability of in vivo gamma-band 
amplitude has not been estimated yet, but EEG studies in humans show that the 
early auditory gamma-band response has a heritability of 65% (Hall et al., 2009), 
and heritability of amplitude in the classical delta-, theta-, alpha- and beta-
frequency bands ranges from 40 to 90% (Smit et al., 2005). Thus, the heritability 
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we observed here may be considered low. This may be explained by the 
environmental noise introduced by the experimental procedure, e.g., the slicing of 
the hippocampus. Moreover, heritability depends also on the population in which it 
is measured; the heritability we estimated holds for the offspring of the strains 
C57BL/6J and DBA/2J, which obviously does not comprise the genetic variation as 
present in the human population. 
 
5.4.2 Reduction of traits inspired by cluster analysis 
 
We used cluster analysis to evaluate the genetic correlations of the 198 
hippocampal activity traits. The clusters showed which traits are strongly 
correlated and, therefore, could be merged. The clusters we identified exhibited a 
great overlap with six main classes of traits representing experimental conditions 
and type of analyses. We chose to supervise the merging of traits by using the 
classes instead of the exact clusters. This approach had the advantage over 
commonly used unsupervised methods, such as  principal component analysis, that 
the resulting traits have a straightforward interpretation.. By collapsing the 
information on hippocampal subregions and frequency bands, we reduced the 
amount of traits to six. 
 
5.4.3 Genetic correlations with behavioral traits from the GeneNetwork  
 
The negative genetic correlation between hippocampal volume and hippocampal 
activity traits suggests that there are genes that influence both traits. In two 
subsequent BXD studies (Lu et al., 2001; Peirce et al., 2003), a QTL for 
hippocampal volume was reported at chromosome 1, which overlaps with one of 
the QTLs we identified for amplitude 1-45 Hz (CCH). This QTL might contain 
genes that influence both hippocampal activity and hippocampal volume. Recently 
it has been reported that tenascin-C deficient mice have smaller hippocampal 
subregions and higher gamma oscillation amplitude compared to wild-type mice 
(Gurevicius et al., 2009), which corroborates our finding that small hippocampal 
volume is associated with high amplitude oscillations. 
 Locomotion in a novel open field is a complex trait used as a measure for, 
e.g., exploration, anxiety and hyperactivity. The locomotor behavior of a mouse 
that is placed in a novel environment can be divided in lingering and progressing 
segments (Drai & Golani, 2001). During lingering, the animal is actively gathering 
information about the environment by sniffing, rearing and looking around. During 
progression, the animal moves from one location to the next. We observed that 
peak amplitude was negatively correlated with the duration of the progression 
segments, but positively with the duration of the lingering segments. Future studies 
should test whether the same relation holds between locomotion and network 
oscillations in freely behaving mice. This is not unlikely, because hippocampal 
oscillations in the 20–40 Hz range are prominent when mice enter a novel 
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environment (Berke et al., 2008), and gamma oscillations have been associated 
with novelty in rats (Lapray et al., 2009). 
 The positive correlation between the performance in the Morris water maze 
and the peak amplitude suggests that BXD strains capable of producing high-
amplitude gamma have good spatial memory. Elevated activity of gamma 
oscillations during encoding and retention of information in working memory has 
been reported in humans (Jokisch & Jensen, 2007; Sederberg et al., 2007) and in 
rodents (Montgomery & Buzsaki, 2007) Our results, however, provide the first 
indication that genetic predisposition for high-amplitude gamma oscillations is 
beneficial for working-memory performance.  
 
5.4.4 Genes previously associated with carbachol-induced hippocampal 
oscillations 
 
Genetic influences on hippocampal carbachol-induced oscillations in vitro have 
been studied extensively and it has pointed to several genes involved, including 
Chrm1 (Fisahn et al., 2002), Gabra5 (Glykys et al., 2008), Gabrb2 (Heistek et al., 
2010), Plcb1 (Shin et al., 2005). Plcb1 is essential for the genesis of carbachol-
induced oscillations as indicated by the inability to induce oscillations with 
carbachol in the hippocampus of Plcb1 knockout mice (Shin et al., 2005). Plcb1 is 
one of the candidate genes we identified, which can be regarded as an internal 
validation of our experimental and statistical procedures. 
Our paradigm did not reveal other genes previously associated with 
hippocampal oscillations. A reason for this may be that the influence of such a 
gene may be caused by only a few single-nucleotide polymorphisms (SNPs). If 
C57BL/6J and DBA/2J do not differ in these SNPs, the paradigm we followed 
would not have revealed these genes. Moreover, most of the studies that try to link 
genes to brain activity use knockout-mice, in which the effect of the particular gene 
is likely to be stronger than in the BXD population.  
 
5.4.5 Novel candidate genes associated with hippocampal activity 
 
Our combined use of QTL mapping and correlation with expression data has some 
notable advantages. The QTL mapping was merely used to select stretches of the 
genome for further analysis, which justifies the use of suggestive significance. We 
qualified our findings with the significance level of the correlation with the 
expression data of genes within the QTLs. This significance increases because of 
the use of the relatively small QTLs. 
 We identified two candidate genes for shaping hippocampal network that 
code for calcium channels: the alpha1b subunit (Cacna1b), and the alpha1e subunit 
(Cacna1e). Calcium channels mediate synaptic transmission (Catterall, 2000), and 
are essential in the formation of thalamo-cortical gamma band activity (Llinas et 
al., 2007). Also, Cacna1e and Cacna1b facilitate hippocampal long-term 
potentiation (LTP) (Dietrich et al., 2003; Ahmed & Siegelbaum, 2009), and the 
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Cacna1b knock-out mouse exhibits impaired long-term memory and LTP (Jeon et 
al., 2007). Thus, Cacna1e and Cacna1b are interesting candidates for playing a role 
in hippocampal oscillations. Moreover, Cacna1b has been associated with 
schizophrenia in three recent linkage studies (Moskvina et al., 2008; Glessner et 
al., 2010; Pedrosa et al., 2010). Thus, we may hypothesize that alterations in 
Cacna1e and Cacna1b affect hippocampal network activity such as to impair 
memory performance in, for example, schizophrenia patients known to suffer from 
memory impairment. 
In a QTL for correlations (ACSF) we identified the gene Creb3, coding for 
the transcription factor cAMP responsive element-binding protein 3. Creb1 plays 
an important role in (spatial) memory (Silva et al., 1998); increasing the expression 
level of Creb1 in the hippocampus facilitates long-term memory (Brightwell et al., 
2007). Therefore, it might well be that Creb3 is involved in hippocampal activity as 
well. The other gene identified for this trait is Dctn3, which has a function in the 
cytoskeleton (Dell, 2003). Peak frequency was linked to Ehd3 which is involved in 
endosome to Golgi transport (Naslavsky et al., 2009). Psmc2, associated with 
amplitude 1–45 Hz (ACSF), is involved in developmentally programmed cell death 
(Low et al., 2000). Ralgps2, linked to amplitude 1–45 Hz (CCH), affects neurite 
outgrowth (Ceriani et al., 2010).  
In summary, we identified eight candidate genes for influencing different 
aspects of hippocampal network activity. Future research, by means of knockout 
mice or pharmacological manipulations, should reveal the mechanisms by which 
these genes affect hippocampal activity and related cognitive functions.  
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5.5 Supplementary Material 
 
Description of the phenotype  ID 
    
Hippocampus mossy fiber pathway volume, total [units] 10362 
Central nervous system, morphology: Hippocampus mossy fiber pathway volume, CA4 
(dentate gyrus) component [volume units] 10363 
Hippocampus mossy fiber pathway volume, suprapyramidal component (SPMF) [units] 10364 
Hippocampus mossy fiber pathway volume, intra- and infrapyramidal component (IIPMF) 
[units] 10365 
Central nervous system, morphology: Hippocampus mossy fiber pathway, ratio of volume of 
CA4 to total MF [%] 10366 
Hippocampus mossy fiber pathway volume, fraction of suprapyramidal component relative to 
total volume [%] 10367 
Hippocampus mossy fiber pathway volume, fraction of IIPMT relative to total volume [%] 10368 
Central nervous system, morphology: Hippocampus weight, bilateral, fixed and hand-dissected 
tissue [mg] 10375 
Central nervous system, morphology: Hippocampus bilateral weight [mg] 10376 
Central nervous system, morphology: Hippocampus granule cell density [n x10^3] 10377 
Central nervous system, morphology: Hippocampus granule cell number, unilateral [n x10^3] 10378 
Central nervous system, morphology: Hippocampus volume, total [mm^3] 10456 
Central nervous system, morphology: Hippocampus proper volume [mm^3] 10457 
Central nervous system, morphology: Hippocampus pyramidal cell layer volume, unilateral 
[mm^3] 10458 
Central nervous system, morphology: Hippocampus dentate gyrus granule cell layer volume, 
unilateral [mm^3] 10459 
Central nervous system, morphology: Hippocampus dentate gyrus volume [mm^3] 10460 
High affinity choline uptake (concentration of 0.5*10^-6M) in hippocampus [pmole/4min/mg 
protein] 10607 
Central nervous system, morphology, aging: Polyglucosan bodies in the hippocampus of 18-
month-old females [density] 10685 
Dorsal hippocampus volume residuals, age adjusted [mm^3] 10755 
Hippocampus, ventral hippocampus volume, age adjusted residuals (V2 Table 2A) [mm^3] 10756 
Ventral hippocampus volume residuals, adjusted for differences in age and brain weight (from 
V3 Table 2A) [mm^3] 10757 
Hippocampus volume, bilateral, in situ postmortem from high field MRI [mm^3] 10895 
Iron level in hippocampus of males [ug/g] 11027 
Iron level in hippocampus of females [ug/g] 11028 
Copper level in hippocampus of males [ug/g wet tissue] 11029 
Copper level in hippocampus of females [ug/g wet weight] 11030 
Zinc level in hippocampus of males [ug/g] 11031 
Zinc level in hippocampus of females [ug/g] 11032 
Nrxn1 expression in hippocampus, principal component trait 1, January 2010; exon probe sets 
only from hippocampus Exon ST 12557 
Hippocampus mossy fiber pathway volume, total without IMF (hilus + SMF) [mm^3] 12587 
Hippocampus mossy fiber pathway volume, infrapyramidal (IMF) [mm^3] 12588 
Hippocampus mossy fiber pathway volume, suprapyramidal (SMF) [mm^3] 12589 
Hippocampus mossy fiber pathway volume, hilus [mm^3] 12590 
Hippocampus mossy fiber pathway volume, total (hilus + IMF + SMF) [mm^3] 12591 
 
Table S5.1. Description and GeneNetwork IDs of first subset of phenotypes from the 
GeneNetwork phenotype database: physiological hippocampal traits (N = 36) 
 109
 
Description of the phenotype ID 
   
Fear conditioning response, activity during third tone-shock pairing for males [units] 11399 
Novel open field behavior, locomotion in the center from 0-15 min for males [cm] 11510 
Novel open field behavior, locomotion in the center from 0-15 min for males [n beam breaks] 11506 
Novel open field behavior, locomotion from 5-10 min [cm] 10916 
Total distance travelled day 1 of novel environment [cm] 10037 
Anxiety assay, untreated baseline, percentage of entries into closed arms of a plus maze for 
males [%] 11456 
Anxiety assay, baseline untreated control (BASE group), activity in closed quadrants using an 
elevated zero maze in 60 to 120-day-old males only during last 5 min [beam breaks/sec] 12353 
Locomotion, distance traveled in 30 min in open field, baseline [cm] 10416 
Novel open field behavior, locomotion from 0-30 min [cm] 10910 
Anxiety assay, baseline untreated control (BASE group), activity in closed quadrants using an 
elevated zero maze in 60 to 120-day-old males only during 10 min [beam breaks/sec] 12354 
Novel open field behavior, locomotion in the center from 0-60 min for males [n beam breaks] 11500 
Fear conditioning response, activity during third tone-shock pairing for males and females 
[units] 11913 
Novel open field behavior, locomotion in the center from 0-60 min for males [cm] 11501 
Novel open field behavior, locomotion from 10-15 min [cm] 10912 
Novel open field behavior, locomotion from 20-25 min [cm] 10914 
Fear conditioning behavior, baseline activity in apparatus for males [units] 11393 
Novel open field behavior, locomotion in the center from 15-30 min for males [n beam breaks] 11507 
Fear conditioning response, activity during second tone-shock pairing for males and females 
[units] 11912 
Locomotion in both compartments of a light-dark box for males and females [cm] 11900 
Novel open field behavior, locomotion in the center from 15-30 min for males [cm] 11511 
Fear conditioning response, activity during second tone-shock pairing for males [units] 11398 
Novel open field behavior, locomotion in the center from 0-15 min for males and females [cm] 12024 
Locomotion in both compartments of a light-dark box for males [cm] 11386 
Locomotion in dark compartment of a light-dark box for males and females [cm] 11898 
Fear conditioning response, baseline activity in apparatus for males and females [units] 11907 
Locomotion in dark compartment of a light-dark box for males [cm] 11384 
Novel open field behavior, locomotion in the center from 0-15 min for males and females [n 
beam breaks] 12020 
Novel open field behavior, locomotion from 15-20 min [cm] 10913 
Fear conditioning response, activity after second tone-shock pairing for males [n beam 
breaks/30 sec test] 11401 
Open field behavior, locomotion from 0-5 min for males and females [cm] 11921 
Fear conditioning, baseline preconditioning freezing during a 2 min acclimation period prior to 
first pairing of conditioned stimulus (CS) and unconditioned stimulus (US) [%] 10899 
Anxiety assay, baseline untreated control (BASE group), activity in closed quadrants using an 
elevated zero maze in 60 to 120-day-old males only during first 5 min [beam breaks/sec] 12352 
Anxiety assay, baseline untreated control (BASE group), time in open quadrants using an 
elevated zero maze in 60 to 120-day-old males and females during 10 min [percentage of time] 12358 
Anxiety assay, locomotion in the light compartment of a light-dark box for males and females 
[cm] 11901 
Fear conditioning response, contextual activity for males and females [units] 11908 
Anxiety assay, transitions between light and dark sides of a light-dark box for males and 
females [n] 11905 
Anxiety assay, transitions between light and dark sides of a light-dark box for males [n] 11391 
 110
Novel open field behavior, locomotion in the center from 30-45 min for males [n beam breaks]  11508 
Anxiety assay, baseline untreated control (BASE group), activity in closed quadrants using an 
elevated zero maze in 60 to 120-day-old males and females during last 5 min [beam 
breaks/sec] 12363 
Anxiety assay, baseline untreated control (BASE group), time in open quadrants using an 
elevated zero maze in 60 to 120-day-old males and females during first 5 min [percentage of 
time] 12356 
Fear conditioning response, contextual activity for males [units] 11394 
Open field behavior, locomotion from 0-5 min for females [cm] 11664 
Anxiety assay, baseline untreated control (BASE group), time in open quadrants using an 
elevated zero maze in 60 to 120-day-old males and females during last 5 min [percentage of 
time] 12357 
Open field behavior, locomotion from 5-10 min for males and females [cm] 11924 
Anxiety assay, time in closed arms of an elevated plus maze for males [sec] 11466 
Anxiety assay, untreated baseline, percent time in closed arms of a plus maze for males [%] 11458 
Open field behavior, locomotion for entire test period for males and females [cm] 11932 
Fear conditioning response, activity after third tone-shock pairing for females [n beam 
breaks/30 sec test]  11659 
Fear conditioning response, activity after first tone shock pairing for males [n beam breaks/30 
sec test] 11400 
Anxiety assay, locomotion in the light compartment of a light-dark box for males [cm] 11387 
Fear conditioning response, activity after second tone-shock pairing for males and females [n 
beam breaks/30 sec test] 11915 
Open field behavior, locomotion from 5-10 min for males [cm] 11410 
Locomotion in zero maze for males [n beam breaks] 11433 
Fear conditioning response, activity during first tone-shock pairing for males [units] 11397 
Novel open field behavior, locomotion in the center from 0-60 min for males and females [n 
beam breaks] 12014 
Locomotion in both compartments of a light-dark box for females [cm] 11643 
Novel open field behavior, locomotion in the center from 30-45 min for males [cm] 11512 
Open field behavior, locomotion from 10-15 min for males [cm] 11408 
Anxiety assay, baseline untreated control (BASE group), time in open quadrants using an 
elevated zero maze in 60 to 120-day-old females only during last 5 min [percentage of time] 12337 
Open field behavior, locomotion from 0-5 min for males [cm] 11407 
Novel open field behavior, locomotion in the center from 0-60 min for males and females [cm] 12015 
Open field behavior, locomotion for entire test period for males [cm] 11418 
Anxiety assay, locomotion in the light compartment of a light-dark box for females [cm] 11644 
Open field behavior, locomotion from 10-15 min for males and females [cm] 11922 
Novel open field behavior, locomotion from 25-30 min [cm] 10915 
Fear conditioning response, activity after first tone-shock pairing for males and females [n 
beam breaks/30 sec test] 11914 
Anxiety assay, baseline untreated control (BASE group), activity in closed quadrants using an 
elevated zero maze in 60 to 120-day-old males only during last 5 min [n beam breaks] 12350 
Novel open field behavior, locomotion from 0-5 min [cm] 10911 
Anxiety assay, baseline untreated control (BASE group), time in open quadrants using an 
elevated zero maze in 60 to 120-day-old females only during 10 min [percentage of time] 12338 
Locomotion in zero maze for males and females [n beam breaks] 11947 
Novel open field behavior, locomotion in the center from 45-60 min for males [n beam breaks] 11509 
Learning and memory performance, difference in latency to reach the platform between days 1 
and 4 of acquisition of task using Morris water maze [s]  10816 
Fear conditioning response, activity after third tone-shock pairing for males and females [n 
beam breaks/30 sec test]  11916 
Fear conditioning response, activity during first tone-shock pairing for males and females 
[units] 11911 
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Locomotion in dark compartment of a light-dark box for females [cm] 11641 
Learning and memory performance, difference in swim path to reach the platform between 
days 1 and 4 of acquisition of task using Morris water maze [cm]  10815 
Novel open field behavior, locomotion in the center from 0-15 min for females [cm] 11767 
Anxiety assay, baseline untreated control (BASE group), activity in closed quadrants using an 
elevated zero maze in 60 to 120-day-old males and females during 10 min [n beam breaks] 12361 
Open field behavior, locomotion from 15-20 min for males and females [cm] 11923 
Novel open field behavior, locomotion in the center from 0-15 min for females [n beam breaks] 11763 
Anxiety assay, baseline untreated control (BASE group), time in open quadrants using an 
elevated zero maze in 60 to 120-day-old males only during 10 min [percentage of time] 12348 
Anxiety assay, baseline untreated control (BASE group), activity in closed quadrants using an 
elevated zero maze in 60 to 120-day-old males and females during last 5 min [n beam breaks] 12360 
Novel open field behavior, locomotion in the center from 15-30 min for males and females [n 
beam breaks] 12021 
Novel open field behavior, locomotion in the center from 45-60 min for males [cm] 11513 
Anxiety assay, baseline untreated control (BASE group), activity in closed quadrants using an 
elevated zero maze in 60 to 120-day-old males and females during 10 min [beam breaks/sec] 12364 
Anxiety assay, baseline untreated control (BASE group), time in open quadrants using an 
elevated zero maze in 60 to 120-day-old males only during first 5 min [percentage of time] 12346 
Anxiety assay, baseline untreated control (BASE group), activity in closed quadrants using an 
elevated zero maze in 60 to 120-day-old males only during 10 min [n beam breaks] 12351 
Anxiety assay, baseline untreated control (BASE group), activity in closed quadrants using an 
elevated zero maze in 60 to 120-day-old males and females during first 5 min [n beam breaks] 12359 
Anxiety assay, baseline untreated control (BASE group), latency to enter an open quadrant 
using an elevated zero maze in 60 to 120-day-old males and females [sec] 12355 
Open field behavior, locomotion for entire test period for females [cm] 11675 
Anxiety assay, transitions between light and dark sides of a light-dark box for females [n] 11648 
Open field behavior, locomotion from 15-20 min for males [cm] 11409 
Anxiety assay, untreated baseline, percentage of entries into closed arms of a plus maze for 
males and females [%] 11970 
Novel open field behavior, locomotion in the center from 15-30 min for males and females [cm] 12025 
Fear conditioning response, suppression of activity in altered context for males and females 
[units] 11910 
Novel open field behavior, locomotion in the center from 0-60 min for males and females [n 
beam breaks] 11867 
Anxiety assay, baseline untreated control (BASE group), time in open quadrants using an 
elevated zero maze in 60 to 120-day-old females only during first 5 min [percentage of time] 12336 
Open field behavior locomotion from 5-10 min for females [cm] 11667 
Anxiety assay, baseline untreated control (BASE group), activity in closed quadrants using an 
elevated zero maze in 60 to 120-day-old females only during first 5 min [n beam breaks] 12339 
Novel open field behavior, locomotion in the center from 45-60 min for males and females [n 
beam breaks] 12023 
Anxiety assay, baseline untreated control (BASE group), time in open quadrants using an 
elevated zero maze in 60 to 120-day-old males only during last 5 min [percentage of time] 12347 
Fear conditioning response, activity during third tone-shock pairing for females [units] 11656 
Novel open field behavior, locomotion in the center from 0-60 min for males and females [cm] 11868 
Fear conditioning response, suppression of activity in altered context for males [units] 11396 
Anxiety assay, time in light side of a light-dark box for females [sec] 11645 
Anxiety assay, time in dark side of a light-dark box for females [sec] 11642 
Novel open field behavior, vertical activity (rears) from 15-30 min in the center for males [n 
beam breaks] 11515 
Novel open field behavior, vertical activity (rears) from 0-60 min in the center for males [n beam 
breaks] 11502 
Novel open field behavior, locomotion in the center from 30-45 min for males and females [n 
beam breaks] 12022 
Fear conditioning response, baseline activity in apparatus for females [units] 11650 
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Novel open field behavior, locomotion in the center from 0-60 min for females [n beam breaks] 11610 
Open field behavior, percentage of distance in the perimeter for males and females [%] 11933 
Open field behavior, percentage of distance in the center for males and females [%] 11918 
Anxiety assay, percentage of time in the light side of a light-dark box for females [%] 11647 
Novel open field behavior, locomotion in the periphery from 0-60 min for males [n beam 
breaks] 11531 
Fear conditioning response, activity during second tone-shock pairing for females [units] 11655 
Novel open field behavior, vertical activity (rears) from 0-15 min in the center for males [n beam 
breaks] 11514 
Novel open field behavior, locomotion in the center from 45-60 min for males and females [cm] 12027 
Fear conditioning response, activity in altered context during presentation of cue for males [n 
beam breaks] 11395 
Novel open field behavior, vertical activity (rears) in the periphery from 45-60 min for males [n 
beam breaks] 11529 
Novel open field behavior, locomotion in the periphery from 0-60 min for males [cm] 11532 
Novel open field behavior, locomotion in the center from 0-60 min for males [cm] 11354 
Novel open field behavior, percentage of locomotion in the periphery for males [%] 11530 
Novel open field behavior, vertical activity (rears) from 45-60 min in the center for males [n 
beam breaks] 11517 
Fear conditioning, freezing response to conditioned cue after 24 hours (%) 11010 
Open field behavior, percentage of distance in the perimeter for males [%] 11419 
Open field behavior, percentage of distance in the center for males [%] 11404 
Novel open field behavior, locomotion in the center from 0-60 min for males [n beam breaks] 11353 
Anxiety assay, baseline untreated control (BASE group), activity in closed quadrants using an 
elevated zero maze in 60 to 120-day-old females only during 10 min [n beam breaks] 12341 
Novel open field behavior, locomotion in the center from 30-45 min for males and females [cm] 12026 
Fear response, response to contextual fear [% freezing] 10446 
Novel open field behavior, locomotion in the center from 0-60 min for females [cm] 11611 
Novel open fled behavior, habituation measured as the difference in locomotion between 0-5 
min and 26-30 min periods for males and females [cm] 10285 
Life span, longevity [days] (RWW winsorized outliers BXD2, BXD14, and DBA2J from 400, 
500, and 175 days, respectively)  10112 
Novel open field behavior, vertical activity (rears) from 30-45 min in the center for males [n 
beam breaks] 11516 
Fear conditioning response, activity after second tone-shock pairing for females [n beam 
breaks/30 sec test] 11658 
Anxiety assay, arm entries (total) in an elevated plus maze [n] 10909 
Novel open field behavior, vertical activity (rears) in the periphery from 30-45 min for males [n 
beam breaks] 11528 
Anxiety assay, untreated baseline, percentage of entries into closed arms of a plus maze for 
females [%] 11713 
Anxiety assay, time in middle of an elevated plus maze for males [sec] 11467 
Anxiety assay, untreated baseline, percent entries into open arms of an elevated plus maze for 
males [%] 11457 
Motor coordination, time on dowel over a 2 min baseline test period for females [sec] 11562 
Fear conditioning response, activity in altered context during presentation of cue for males and 
females [units] 11909 
Pain response, thermal nociception, latency to paw withdrawal and licking response using a 
hot plate test [sec] 10897 
Anxiety assay, baseline untreated control (BASE group), latency to enter an open quadrant 
using an elevated zero maze in 60 to 120-day-old females only [sec] 12335 
Fear response, preconditioned stimulus [% freezing] 10447 
Novel open field behavior, vertical activity (rears) in the periphery from 0-60 min for males [n 
beam breaks] 11533 
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Anxiety assay, baseline untreated control (BASE group), activity in closed quadrants using an 
elevated zero maze in 60 to 120-day-old males only during first 5 min [n beam breaks] 12349 
Open field behavior, percentage of time in center for males and females [%] 11919 
Open field behavior, percentage of time in perimeter for males and females [%] 11934 
Open field behavior, vertical activity (rears) from 0-5 min for females [n beam breaks] 11671 
Anxiety assay, entries into open quadrants of a zero maze for males and females [n] 11949 
Open field behavior, vertical activity (rears) 10-15 min for males [n beam breaks] 11415 
Anxiety assay, entries in closed quadrants of a zero maze for males and females [n] 11948 
Novel open field behavior, locomotion in the center from 0-60 min for females [n beam breaks] 11757 
Anxiety assay, untreated baseline, entries into open arms of a plus maze for males [n] 11455 
Anxiety assay, untreated baseline, percent time in closed arms of a plus maze for females [%] 11715 
Anxiety assay, time in closed arms of an elevated plus maze for females [sec] 11723 
Fear conditioning response, activity in altered context for males and females [units] 11906 
Open field behavior, locomotion from 10-15 min for females [cm] 11665 
Anxiety assay, untreated baseline, entries into closed arms of a plus maze for females [n] 11711 
Fear conditioning response, activity in altered context for males [units] 11392 
Novel open field behavior, percentage of locomotion in the periphery for males and females [%] 12044 
Anxiety assay, percentage of time in light compartment of a light-dark test [%] 10907 
Anxiety assay, percentage of locomotion in light side of a light-dark box for females [%] 11646 
Startle response to loud acoustic stimulus 11007 
Novel open field behavior, locomotion in the center from 0-60 min for females [cm] 11758 
Open field behavior, vertical activity (rears) from 5-10 min for males and females [n beam 
breaks] 11931 
Novel open field behavior, vertical activity (rears) in the periphery from 15-30 min for males [n 
beam breaks] 11527 
Novel open field behavior, vertical activity (rears) from 45-60 min in the center for males and 
females [n beam breaks] 12031 
Anxiety assay, open field behavior, duration in center of field [sec] 11015 
Pain response, thermal nociception, 54 degree C hot plate latency baseline and post swim in 
maximum possible effect for males [%MPE=(postswim-baseline)/(cut-off-baseline)*100)] 10426 
Anxiety assay, closed arm entries in an elevated plus maze test [n] 10896 
Anxiety assay, time in the center of an elevated plus maze [sec] 10905 
Open field behavior, locomotion from 15-20 min for females [cm] 11666 
Fear conditioning response, activity after first tone-shock pairing for females [n beam breaks/30 
sec test] 11657 
Fear conditioning response, cue conditioning, activity suppression after third tone-shock pairing 
for females [units] 11660 
Anxiety assay, open arm entries in an elevated plus maze test [n] 10898 
Fear conditioning response, cue conditioning, activity suppression after third tone-shock pairing 
for males [units] 11403 
Fear conditioning response, suppression of activity in altered context for females [units] 11653 
Mean distance travelled (day 1 total distance-day 3 total distance) [cm] 10038 
Open field behavior, percentage distance in the perimeter for females [%] 11676 
Open field behavior,  percentage of distance in the center for females [%] 11661 
Open field behavior, vertical activity (rears) from 5-10 min for males [n beam breaks] 11417 
Novel open fled behavior, habituation measured as the difference in locomotion between 0-5 
min and 26-30 min periods for females [cm] 10332 
Fear conditioning, freezing during conditioned stimulus exposure, 24 hr after conditioning [%] 10902 
Open field behavior, percentage of time in perimeter for males [%] 11420 
Open field behavior, percentage of time in center for males [%] 11405 
Anxiety assay, time in open arms of a plus maze for males [sec] 11468 
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Anxiety assay, untreated baseline, percentage of time in open arms of a plus maze for males 
[%] 11459 
Anxiety assay, baseline untreated control (BASE group), activity in closed quadrants using an 
elevated zero maze in 60 to 120-day-old females only during last 5 min [beam breaks/sec] 12343 
Fear conditioning response, contextual activity for females [units] 11651 
Anxiety assay, baseline untreated control (BASE group), activity in closed quadrants using an 
elevated zero maze in 60 to 120-day-old females only during last 5 min [n beam breaks] 12340 
Pain response, thermal nociception, 54 degree C hot plate latency baseline and post swim in 
maximum possible effect for males and females  [%MPE=(postswim-baseline)/(cut-off-
baseline)*100)]  10424 
Anxiety assay, entries in open quadrants of a zero maze for males [n] 11435 
Anxiety assay, untreated baseline, percentage of time in open arms of a plus maze for females 
[%] 11716 
Anxiety assay, entries in closed quadrants of a zero maze for males [n] 11434 
Novel open field behavior, locomotion in the center from 45-60 min for females [n beam 
breaks] 11766 
Novel open field behavior, vertical activity (rears) from 0-60 min in the center for males and 
females [n beam breaks] 12016 
Anxiety assay, baseline untreated control (BASE group), activity in closed quadrants using an 
elevated zero maze in 60 to 120-day-old males and females during first 5 min [beam 
breaks/sec] 12362 
Anxiety assay, percentage of time in open arms of an elevated plus maze [%] 10908 
Open field behavior, vertical activity (rears) from 5-10 min for females [n beam breaks] 11674 
Activity level, locomotion in zero maze for females [n beam breaks] 11690 
Fear conditioning response, activity after third tone-shock pairing for males [n beam breaks/30 
sec test]  11402 
Anxiety assay, untreated baseline, percent entries into open arms of an elevated plus maze for 
females [%] 11714 
Novel open field behavior, locomotion in the periphery from 0-60 min for males and females [n 
beam breaks] 12045 
Anxiety assay, time in middle of an elevated plus maze for females [sec] 11724 
Locomotor performance, duration on an accelerating rotarod, mean of three trials [s] 10824 
Novel open field behavior, locomotion in the periphery from 0-60 min for males and females 
[cm] 12046 
Open field behavior, vertical activity (rears) from 10-15 min for males and females [n beam 
breaks] 11929 
Novel open field behavior, locomotion in the center from 45-60 min for females [cm] 11770 
Anxiety assay, baseline untreated control (BASE group), latency to enter an open quadrant 
using an elevated zero maze in 60 to 120-day-old males only [sec] 12345 
Motor coordination, rotarod performance, untreated training trial for males [sec] 11465 
Novel open field behavior, vertical activity (rears) from 30-45 min in the center for males and 
females [n beam breaks] 12030 
Open field behavior, percentage of time in center for females [%] 11662 
Open field behavior, percentage of time in perimeter for females [%] 11677 
Pain response, thermal nociception, 54 degree C hot plate latency baseline and post swim in 
maximum possible effect for females [%MPE=(postswim-baseline)/(cut-off-baseline)*100)] 10425 
Open field behavior, time in corners for females [min] 11663 
Novel open field behavior, vertical activity (rears) from 15-30 min in the center for males and 
females [n beam breaks] 12029 
Fear conditioning, freezing response to conditioned cue after 48 hours (%) 11009 
Pain response, 54 degree C hot plate latencies post-swim in male [sec] 10423 
Anxiety assay, percentage of time in light side of a light-dark box for males [%] 11390 
Anxiety assay, time in closed arms of an elevated plus maze for males and females [sec] 11980 
Anxiety assay, untreated baseline, percent time in closed arms of a plus maze for males and 
females [%] 11972 
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Pain response, thermal nociception, 54 degree C hot plate latencies post-swim, male and 
female average [sec] 10421 
Anxiety assay, untreated baseline, entries into closed arms of a plus maze for males and 
females [n] 11968 
Novel open field behavior, vertical activity (rears) from 0-15 min in the center for males and 
females [n beam breaks] 12028 
Floor preference baseline, intrinsic preference for the grid-textured floor for the control group of 
males [s/min] 10101 
Novel open fled behavior, habituation measured as the difference in locomotion between 0-5 
min and 26-30 min periods for males [cm] 10331 
Anxiety assay, time in dark side of a light-dark box for males [sec] 11385 
Anxiety assay, time in light side of a light-dark box for males [sec] 11388 
Novel open field behavior, locomotion in the center from 30-45 min for females [n beam 
breaks] 11765 
Pain response, 54 degree C hot plate latencies post-swim in female [seconds] 10422 
Open field behavior, vertical activity (rears) from 0-20 min for males and females [n beam 
breaks] 11927 
Floor preference baseline, intrinsic preference for the grid-textured floor for the control group of 
males [s/min] 10103 
Open field behavior, vertical activity (rears) from 0-20 min for males [n beam breaks] 11413 
Open field behavior, percentage time in perimeter minus time in corners  for males [%] 11412 
Novel open field behavior, locomotion in the center from 15-30 min for females [n beam 
breaks] 11764 
Novel open field behavior, locomotion in the center from 30-45 min for females [cm] 11769 
Open field behavior, vertical activity (rears) from 0-20 min for females [n beam breaks] 11670 
Open field behavior, percentage of time in perimeter minus time in corners for males and 
females [%] 11926 
Anxiety assay, entries into open quadrants of a zero maze for females [n] 11692 
Anxiety assay, entries in closed quadrants of a zero maze for females [n] 11691 
Novel open field behavior, vertical activity (rears) in the periphery from 0-15 min for males [n 
beam breaks] 11526 
Anxiety assay, time in open arm of elevated plus maze [sec] 11012 
Fear conditioning response, activity in altered context during presentation of cue for females 
[units] 11652 
Open field behavior, vertical activity (rears) from 0-5 min for males and females [n beam 
breaks] 11928 
Motor coordination, rotarod performance, untreated training trial for females [sec] 11722 
Novel open field behavior, vertical activity (rears) in the periphery from 45-60 min for males and 
females [n beam breaks] 12043 
Floor preference baseline, time on grid textured floor for experimental group of males [sec/min] 10093 
Novel open field behavior, time in the field center [sec] 10906 
Motor coordination, time on dowel over a 2 min baseline test period for males and females 
[sec] 11819 
Novel open field behavior, vertical activity (rears) in the periphery from 30-45 min for males and 
females [n beam breaks] 12042 
Open field behavior, time in corners for males and females [min] 11920 
Hippocampus granule cell number [n total per side] 10337 
Novel open field behavior, locomotion in the periphery from 0-60 min for females [n beam 
breaks] 11788 
Novel open field behavior, vertical activity (rears) in the periphery from 0-15 min for females [n 
beam breaks] 11783 
Learning and memory, spatial navigation, latency to reach platform using Morris water maze 
(test 1) [log sec] 10413 
Anxiety assay, percentage of locomotion in light side of a light-dark box for males [%] 11389 
Anxiety assay, baseline untreated control (BASE group), activity in closed quadrants using an 
elevated zero maze in 60 to 120-day-old females only during 10 min [beam breaks/sec] 12344 
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Novel open field behavior, locomotion in the center from 15-30 min for females [cm] 11768 
Novel open field behavior, percentage of locomotion in the periphery for females [%] 11787 
Novel open field behavior, vertical activity (rears) in the periphery from 0-60 min for males and 
females [n beam breaks] 12047 
Novel open field behavior, urinations for females [n/test period] 11620 
Pain response, 54 degree C hot plate latencies baseline (before 3 min forced swim in 15 
degree C water), male [seconds] 10420 
Novel open field behavior, locomotion in the periphery from 0-60 min for females [cm] 11789 
Novel open field behavior, vertical activity (rears) in the periphery from 15-30 min for females [n 
beam breaks] 11784 
Fear conditioning, freezing in response to context exposure 48 hr after conditioning [%] 10901 
Novel open field behavior, urinations for males and females [n/test period] 11877 
Novel open field behavior, vertical activity (rears) from 45-60 min for males [n beam breaks] 11352 
Novel open field behavior, vertical activity (rears) from 45-60 min for males and females [n 
beam breaks] 11866 
Central nervous system, behavior: Learning and memory function, probe trial water maze time 
spent in swim path, day 5 [%] 10345 
Anxiety assay, untreated baseline, entries into open arms of a plus maze for females [n] 11712 
Anxiety assay, time in open arms of an elevated plus maze for females [sec] 11725 
Pain response, thermal nociception, 54 degree C hot plate latency baseline test (before 3 min 
forced swim in 15 degree C water) for females [sec] 10419 
Novel open field behavior, vertical activity (rears) in the periphery from 15-30 min for males and 
females [n beam breaks] 12041 
Novel open field behavior, vertical activity (rears) in the periphery from 45-60 min for females [n 
beam breaks] 11786 
Novel open field behavior, vertical activity (rears) from15-30 min in the center for females [n 
beam breaks] 11772 
Prepulse inhibition of the acoustic startle response [%] 11008 
Anxiety assay, locomotion in the light compartment relative to total in a light-dark test [%] 10904 
Anxiety assay, time in closed quadrants of a zero maze for males and females [sec] 11952 
Anxiety assay, time in open quadrants of a zero maze for males and females [sec] 11953 
Novel open field behavior, vertical activity (rears) from 45-60 min in the center for females [n 
beam breaks] 11774 
Open field behavior, vertical activity (rears) from 10-15 min for females [n beam breaks] 11672 
Anxiety assay, time in middle of an elevated plus maze for males and females [sec] 11981 
Novel open field behavior, vertical activity (rears) in the periphery from 0-60 min for females [n 
beam breaks] 11790 
Anxiety assay, time in open arms of an elevated plus maze for males and females [sec] 11982 
Anxiety assay, time in open quadrants of a zero maze for males [sec] 11439 
Anxiety assay, time in closed quadrants of a zero maze for males [sec] 11438 
Anxiety assay, untreated baseline, entries into open arms of a plus maze for males and 
females [n] 11969 
Anxiety assay, percentage time in open quadrants of a zero maze for males and females [%] 11951 
Novel open field behavior, vertical activity (rears) from 45-60 min for females [n beam breaks] 11609 
Morris water maze behavior, mean swim speed during acquisition of task [cm/s]  10814 
Response to auditory stimulus US in contextualized fear conditioning paradigm [% freezing] 10445 
Novel open field behavior, vertical activity (rears) from 0-15 for females [n beam breaks] 11606 
Learning and memory performance, time spent in target quadrant on day 5 (probe trial) using 
the Morris water maze [%] 10344 
Novel open field behavior, vertical activity (rears) in the center from 0-60 min for males [n beam 
breaks] 11355 
Fear conditioning response, cue conditioning, activity suppression after third tone-shock pairing 
for males and females [units] 11917 
Novel open field behavior, vertical activity (rears) in the center from 0-60 min for males and 11869 
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females [n beam breaks] 
Anxiety assay, percentage time in light side of a light-dark box for males and females [%] 11904 
Novel open field behavior, vertical activity (rears) from 30-45 min for males [n beam breaks] 11351 
Anxiety assay, percentage of time in open quadrants of a zero maze for males [%] 11437 
Novel open field behavior, vertical activity (rears) from min 30-45 for males and females [n 
beam breaks] 11865 
Fear conditioning response, activity during first tone-shock pairing for females [units] 11654 
Anxiety assay, untreated baseline, percent entries into open arms of an elevated plus maze for 
males and females [%] 11971 
Open field behavior, vertical activity (rears) from 15-20 min for males [n beam breaks] 11416 
Fear conditioning, freezing response to context after 48 hours (%) 11011 
Novel open field behavior, vertical activity (rears) from 15-30 min for males [n beam breaks] 11350 
Learning and memory, spatial navigation, latency to reach platform using Morris water maze 
(test 3) [log sec] 10415 
Novel open field behavior,vertical activity (rears) from 0-15 min for males and females [n beam 
breaks] 11863 
Novel open field behavior, vertical activity (rears) in the center from 0-60 min for females [n 
beam breaks] 11612 
Novel open field behavior, urinations for males [n/test period] 11363 
Anxiety assay, time in light side of a light-dark box for males and females [sec] 11902 
Anxiety assay, time in dark side of a light-dark box for males and females [sec] 11899 
Motor performance, improvement in rotarod training measured as change in time on rod [sec] 11005 
Open field behavior, time in corners for males [min] 11406 
Motor coordination, rotarod performance, untreated training trial for males and females [sec] 11979 
Fear conditioning response, activity in altered context for females [units] 11649 
Anxiety assay, untreated baseline, percentage of time in open arms of plus maze for males 
and females [%] 11973 
Anxiety assay, time in open quadrants of a zero maze for females [sec] 11696 
Anxiety assay, time in closed quadrants of a zero maze for females [sec] 11695 
Novel open field behavior, vertical activity (rears) from 0-15 min for males [n beam breaks] 11349 
Novel open field behavior, vertical activity (rears) from 15-30 min for males and females [n 
beam breaks] 11864 
Novel open field behavior, vertical activity (rears) in the periphery from 30-45 min for females [n 
beam breaks] 11785 
Anxiety assay, number of closed arm entries using elevated plus maze [n] 11013 
Open field behavior, locomotion [cm] 11014 
% swim path spent in target quadrant 10807 
Novel open field behavior, vertical activity (rears) in the periphery from 0-15 min for males and 
females [n beam breaks] 12040 
Fear conditioning, freezing during consolidation period after final pairing of conditioned 
stimulus (CS) and unconditioned stimulus (US) [%] 10900 
Anxiety assay, percentage of locomotion in light side of a light-dark box for males and females 
[%] 11903 
Novel open field behavior, vertical activity (rears) from 30-45 min for females [n beam breaks] 11608 
Open field behavior, vertical activity (rears) from 0-5 min for males [n beam breaks] 11414 
Anxiety assay, percentage time in open quadrants of a zero maze for females [%] 11694 
Novel open field behavior, vertical activity (rears) from 0-15 min in the center for females [n 
beam breaks] 11771 
Mean latency to reach the platform [s] during acquisition of watermaze task 10808 
Anxiety assay, transitions between light and dark compartments in light/dark test [n] 10917 
Rotarod performance, baseline control (supplementary data to Brigman et al.) [sec] 11004 
Open field behavior, vertical activity (rears) from 15-20 min for males and females [n beam 
breaks] 11930 
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Table S5.2. Description and GeneNetwork IDs of second subset of phenotypes from the 
GeneNetwork phenotype database: behavioral traits (N = 353). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Depression assay, immobility from 2-10 min in a 10 min Porsolt forced swim test [%] 10903 
Motor coordination, time on dowel over a 2 min baseline test period for males [sec] 11305 
Sleep need, slow wave sleep delta EEG power after 6 hrs sleep deprivation [%] 10143 
Open field behavior, percentage time in perimeter minus time in corners  for females [%] 11669 
Learning and memory, spatial navigation, latency to reach platform using Morris water maze 
(test 2) [log sec] 10414 
Novel open field behavior, vertical activity (rears) from 15-30 min for females [n beam breaks] 11607 
Open field behavior, vertical activity (rears) from 15-20 min for females [n beam breaks] 11673 
Anxiety assay, baseline untreated control (BASE group), activity in closed quadrants using an 
elevated zero maze in 60 to 120-day-old females only during first 5 min [beam breaks/sec] 12342 
Novel open field behavior, vertical activity (rears) from 0-60 min in the center for females [n 
beam breaks] 11759 
Anxiety assay, untreated baseline, entries into closed arms of a plus maze for males [n] 11454 
Pain response, thermal nociception, 54 degree C hot plate latency baseline test (before 3 min 
forced swim in 15 degree C water) for males and females [sec] 10418 
Novel open field behavior, vertical activity (rears) from 30-45 min in the center for females [n 
beam breaks] 11773 
Learning and memory performance, mean path length to reach the platform during acquisition 
of task using Morris water maze [cm]  10810 
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Table S5.3. Heritability scores (h)  and P-values from F statistics from the ANOVAs of all the 
traits derived in the ACSF condition (spontaneous activity).  
The trait names are coded: a_b_Hz_c indicates the integrated amplitude between a and b Hz, in region 
number c; corr(a,b) indicates the correlation of activity between region a and region b. The numbers 
refer to the following regions: 1 = CA3 stratum radiatum/lacunosum moleculare, 2 = CA3 stratum 
pyramidale, 3 = CA3 stratum oriens, 4 = CA1 stratum radiatum/lacunosum moleculare, 5 = CA1 
stratum pyramidale, 6 = CA1 stratum oriens, 7 = Dentate Gyrus hilus, 8 = Dentate Gyrus stratum 
granulosum, 9 = Dentate Gyrus stratum moleculare. 
 
 
 
 
 
 
 
trait ANOVA h     trait ANOVA h     trait ANOVA h 
1_4_Hz_1 p < 1e-10 0,07   1_4_Hz_6 p < 1e-10 0,09   corr(1,8) p < 1e-9 0,07 
4_7_Hz_1 p < 1e-10 0,08   4_7_Hz_6 p < 1e-10 0,19   corr(1,9) p < 1e-9 0,06 
7_13_Hz_1 p < 1e-10 0,09   7_13_Hz_6 p < 1e-10 0,23   corr(2,3) p < 1e-10 0,08 
13_25_Hz_1 p < 1e-10 0,12   13_25_Hz_6 p < 1e-10 0,27   corr(2,4) p < 1e-10 0,07 
25_35_Hz_1 p < 1e-10 0,16   25_35_Hz_6 p < 1e-10 0,26   corr(2,5) p < 1e-10 0,11 
35_45_Hz_1 p < 1e-10 0,20   35_45_Hz_6 p < 1e-10 0,27   corr(2,6) p < 1e-10 0,11 
1_4_Hz_2 p < 1e-9 0,06   1_4_Hz_7 p < 1e-10 0,09   corr(2,7) p < 1e-10 0,11 
4_7_Hz_2 p < 1e-10 0,11   4_7_Hz_7 p < 1e-10 0,15   corr(2,8) p < 1e-10 0,12 
7_13_Hz_2 p < 1e-10 0,16   7_13_Hz_7 p < 1e-10 0,18   corr(2,9) p < 1e-10 0,11 
13_25_Hz_2 p < 1e-10 0,18   13_25_Hz_7 p < 1e-10 0,22   corr(3,4) p < 1e-8 0,06 
25_35_Hz_2 p < 1e-10 0,17   25_35_Hz_7 p < 1e-10 0,24   corr(3,5) p < 1e-10 0,10 
35_45_Hz_2 p < 1e-10 0,18   35_45_Hz_7 p < 1e-10 0,25   corr(3,6) p < 1e-10 0,10 
1_4_Hz_3 p < 1e-10 0,10   1_4_Hz_8 p < 1e-10 0,08   corr(3,7) p < 1e-10 0,11 
4_7_Hz_3 p < 1e-10 0,18   4_7_Hz_8 p < 1e-10 0,17   corr(3,8) p < 1e-10 0,12 
7_13_Hz_3 p < 1e-10 0,24   7_13_Hz_8 p < 1e-10 0,20   corr(3,9) p < 1e-10 0,12 
13_25_Hz_3 p < 1e-10 0,27   13_25_Hz_8 p < 1e-10 0,23   corr(4,5) p < 1e-8 0,06 
25_35_Hz_3 p < 1e-10 0,28   25_35_Hz_8 p < 1e-10 0,25   corr(4,6) p < 1e-10 0,08 
35_45_Hz_3 p < 1e-10 0,27   35_45_Hz_8 p < 1e-10 0,25   corr(4,7) p < 1e-9 0,06 
1_4_Hz_4 p < 1e-10 0,07   1_4_Hz_9 p < 1e-10 0,08   corr(4,8) p < 1e-9 0,06 
4_7_Hz_4 p < 1e-10 0,12   4_7_Hz_9 p < 1e-10 0,15   corr(4,9) p < 1e-10 0,08 
7_13_Hz_4 p < 1e-10 0,14   7_13_Hz_9 p < 1e-10 0,21   corr(5,6) p < 1e-10 0,10 
13_25_Hz_4 p < 1e-10 0,17   13_25_Hz_9 p < 1e-10 0,25   corr(5,7) p < 1e-10 0,10 
25_35_Hz_4 p < 1e-10 0,21   25_35_Hz_9 p < 1e-10 0,26   corr(5,8) p < 1e-10 0,09 
35_45_Hz_4 p < 1e-10 0,24   35_45_Hz_9 p < 1e-10 0,26   corr(5,9) p < 1e-10 0,11 
1_4_Hz_5 p < 1e-10 0,09   corr(1,2) p < 1e-9 0,06   corr(6,7) p < 1e-10 0,11 
4_7_Hz_5 p < 1e-10 0,16   corr(1,3) p < 1e-9 0,06   corr(6,8) p < 1e-10 0,10 
7_13_Hz_5 p < 1e-10 0,20   corr(1,4) p < 1e-7 0,05   corr(6,9) p < 1e-10 0,13 
13_25_Hz_5 p < 1e-10 0,22   corr(1,5) p < 1e-10 0,07   corr(7,8) p < 1e-10 0,08 
25_35_Hz_5 p < 1e-10 0,21   corr(1,6) p < 1e-10 0,07   corr(7,9) p < 1e-10 0,10 
35_45_Hz_5 p < 1e-10 0,21   corr(1,7) p < 1e-6 0,05   corr(8,9) p < 1e-10 0,10 
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Table S5.4. Heritability scores (h) and P-values from F statistics from the ANOVAs of all the 
traits derived in the carbachol condition (oscillations).  
The trait names are coded: a_b_Hz_c indicates the integrated amplitude between a and b Hz, in region 
c. Amplitude_a is the peak amplitude in region a, Frequency_a indicates the peak frequency in region 
a. PLF(a,b) is the phase locking factor of the activity between region a and region b. The numbers 
refer to the following regions: 1 = CA3 stratum radiatum/lacunosum moleculare, 2 = CA3 stratum 
pyramidale, 3 = CA3 stratum oriens, 4 = CA1 stratum radiatum/lacunosum moleculare, 5 = CA1 
stratum pyramidale, 6 = CA1 stratum oriens, 7 = Dentate Gyrus hilus, 8 = Dentate Gyrus stratum 
granulosum, 9 = Dentate Gyrus stratum moleculare. 
 
trait ANOVA h   trait ANOVA h   trait ANOVA h 
1_4_Hz_1 p < 1e-7 0,06   25_35_Hz_5 p < 1e-10 0,12   PLF(1,2) p < 1e-3 0,03 
4_7_Hz_1 p < 1e-8 0,07   35_45_Hz_5 p < 1e-10 0,16   PLF(1,3) p < 0.13 0,01 
7_13_Hz_1 p < 1e-9 0,07   Amplitude _5 p < 1e-10 0,10   PLF(1,4) p < 1e-10 0,09 
13_25_Hz_1 p < 1e-7 0,06   Frequency_5 p < 1e-10 0,22   PLF(1,5) p < 1e-7 0,06 
25_35_Hz_1 p < 1e-8 0,06   1_4_Hz_6 p < 0.16 0,01   PLF(1,6) p < 1e-5 0,04 
35_45_Hz_1 p < 1e-10 0,13   4_7_Hz_6 p < 1e-7 0,06   PLF(1,7) p < 1e-9 0,07 
Amplitude _1 p < 1e-10 0,08   7_13_Hz_6 p < 1e-10 0,09   PLF(1,8) p < 1e-8 0,07 
Frequency_1 p < 1e-10 0,23   13_25_Hz_6 p < 1e-10 0,11   PLF(1,9) p < 1e-5 0,05 
1_4_Hz_2 p < 1e-6 0,06   25_35_Hz_6 p < 1e-10 0,11   PLF(2,3) p < 0.37 0,00 
4_7_Hz_2 p < 1e-7 0,06   35_45_Hz_6 p < 1e-10 0,14   PLF(2,4) p < 1e-9 0,07 
7_13_Hz_2 p < 1e-7 0,06   Amplitude _6 p < 1e-10 0,07   PLF(2,5) p < 1e-7 0,06 
13_25_Hz_2 p < 1e-7 0,06   Frequency_6 p < 1e-10 0,19   PLF(2,6) p < 1e-5 0,05 
25_35_Hz_2 p < 1e-10 0,08   1_4_Hz_7 p < 1e-3 0,02   PLF(2,7) p < 1e-7 0,06 
35_45_Hz_2 p < 1e-10 0,17   4_7_Hz_7 p < 1e-5 0,05   PLF(2,8) p < 1e-6 0,05 
Amplitude _2 p < 1e-10 0,09   7_13_Hz_7 p < 1e-5 0,05   PLF(2,9) p < 1e-6 0,05 
Frequency_2 p < 1e-10 0,22   13_25_Hz_7 p < 1e-6 0,05   PLF(3,4) p < 1e-5 0,04 
1_4_Hz_3 p < 1e-4 0,04   25_35_Hz_7 p < 1e-8 0,07   PLF(3,5) p < 1e-5 0,05 
4_7_Hz_3 p < 1e-6 0,05   35_45_Hz_7 p < 1e-10 0,15   PLF(3,6) p < 1e-8 0,06 
7_13_Hz_3 p < 1e-7 0,06   Amplitude _7 p < 1e-10 0,08   PLF(3,7) p < 0.01 0,02 
13_25_Hz_3 p < 1e-9 0,07   Frequency_7 p < 1e-10 0,20   PLF(3,8) p < 0.01 0,02 
25_35_Hz_3 p < 1e-10 0,10   1_4_Hz_8 p < 0.05 0,02   PLF(3,9) p < 0.04 0,02 
35_45_Hz_3 p < 1e-10 0,16   4_7_Hz_8 p < 1e-4 0,04   PLF(4,5) p < 1e-6 0,05 
Amplitude _3 p < 1e-10 0,10   7_13_Hz_8 p < 1e-5 0,05   PLF(4,6) p < 1e-4 0,04 
Frequency_3 p < 1e-10 0,22   13_25_Hz_8 p < 1e-7 0,06   PLF(4,7) p < 1e-10 0,08 
1_4_Hz_4 p < 1e-5 0,04   25_35_Hz_8 p < 1e-8 0,07   PLF(4,8) p < 1e-9 0,08 
4_7_Hz_4 p < 1e-8 0,07   35_45_Hz_8 p < 1e-10 0,12   PLF(4,9) p < 1e-6 0,05 
7_13_Hz_4 p < 1e-8 0,06   Amplitude _8 p < 1e-8 0,07   PLF(5,6) p < 1e-5 0,05 
13_25_Hz_4 p < 1e-7 0,06   Frequency_8 p < 1e-10 0,22   PLF(5,7) p < 1e-7 0,06 
25_35_Hz_4 p < 1e-10 0,08   1_4_Hz_9 p < 1e-4 0,04   PLF(5,8) p < 1e-8 0,07 
35_45_Hz_4 p < 1e-10 0,17   4_7_Hz_9 p < 1e-5 0,04   PLF(5,9) p < 1e-5 0,05 
Amplitude _4 p < 1e-10 0,10   7_13_Hz_9 p < 1e-4 0,04   PLF(6,7) p < 1e-6 0,05 
Frequency_4 p < 1e-10 0,21   13_25_Hz_9 p < 1e-6 0,05   PLF(6,8) p < 1e-9 0,07 
1_4_Hz_5 p < 1e-3 0,03   25_35_Hz_9 p < 1e-8 0,06   PLF(6,9) p < 1e-5 0,04 
4_7_Hz_5 p < 1e-10 0,08   35_45_Hz_9 p < 1e-10 0,08   PLF(7,8) p < 1e-4 0,04 
7_13_Hz_5 p < 1e-10 0,09   Amplitude _9 p < 1e-10 0,09   PLF(7,9) p < 0.01 0,02 
13_25_Hz_5 p < 1e-10 0,09   Frequency_9 p < 1e-10 0,21   PLF(8,9) p < 1e-3 0,03 
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6  
The non-classical traits: heritability, QTL mapping 
and correlation with GeneNetwork phenotypes 
 
6.1 Introduction 
 
In Chapters 2-5, we presented the four papers that resulted from the work 
performed for this thesis. In Chapter 6, we will show unpublished results that 
contributed to the conclusion of this thesis. They concern the non-classical traits; 
the DFA exponent, the oscillation burst lifetime, the four Langevin parameters and 
four cross-frequency phase-locking parameters that were described in the general 
introduction (Chapter 1). In particular, we present for these traits the estimated 
heritability, the QTL mapping, and their correlation with gene-expression and with 
GeneNetwork phenotypes. We also report the genetic correlations between all 
sixteen (ten non-classical, six classical) hippocampal activity traits. Finally, the 
correlations between the sixteen traits and the traits from the GeneNetwork 
database are presented. Since the context, the data and the methods that are used in 
this chapter are the same as in Chapter 5, we will only report the results of the 
above mentioned analysis. These results will be discussed in the general discussion 
(Chapter 7). 
 
6.2 Heritability estimates 
 
For the BXD experiments described in Chapter 5, we computed the DFA exponent, 
the oscillation burst lifetime, the four Langevin parameters, the phase lags between 
hippocampal subregions and the cross-frequency PLF and phase lag. For these ten 
traits we estimated the mean and its standard error (SEM) per BXD strain, 
performed ANOVA to test for differences between BXD strains, and computed 
heritability scores (Fig. 6.1, 6.2). The p-values from the ANOVA were all smaller 
than 0.002, and the heritability ranged from 3 to 22%. Only the traits that 
correlated strongly with the classical traits, and therefore may express the same 
effect, had heritability scores higher than 8%.  
 
6.3 QTL mapping 
 
For the same ten non-classical traits we performed QTL mapping resulting in a 
LRS scores for each genomic marker, as described in the Materials and Methods of 
Chapter 5. The LRS scores are depicted in Figures 6.3 and 6.4. None of the LRS 
scores reached significance, but there were several LRS peaks that crossed the so-
called "suggestive significance" threshold. Following the paradigm of Chapter 5, 
we selected all the genes in the suggestive QTLs, and computed genetic 
correlations between the expression of these genes in the hippocampus and the 
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traits that gave rise to the QTLs. None of these correlations were significant, so no 
candidate genes were identified.  
 
6.4 Genetic correlations within the complete set of hippocampal traits 
 
In order to estimate the extent to which traits are influenced by the same genes, we 
computed the genetic correlations between each pair of all sixteen hippocampal 
activity traits (Tabel 6.1). In Figure 6.5 these correlations were used as distance 
measures between the traits in a cluster analysis (see Materials and Methods, 
Chapter 5). Peak amplitude, amplitude 1–45 Hz (CCH), correlation (CCH), cross-
frequency PLF and oscillation burst lifetime cluster together. Oscillation burst 
lifetime has been reported to be independent of amplitude. We observed a low 
phenotypic correlation (data not shown) between these traits too, but a high genetic 
correlation (r = 0.79). Amplitude 1–45 Hz (ACSF), correlation (ACSF), and the 
second Langevin parameter were also strongly and positively correlated. The 
second Langevin parameter is the noise intensity, a measure for the excitation in 
the network, and it is measured during the ACSF condition. Therefore, the 
correlation was to be expected. Peak frequency has, surprisingly, almost the same 
correlation with amplitude 1–45 Hz (r = 0.62) as with peak amplitude (r = 0.6). 
The other traits show relatively low correlations. 
 
6.5 Correlation with GeneNetwork phenotypes 
 
Genetic correlations between all sixteen traits and the phenotypes of the two 
subsets “hippocampus physiology” and “behavior” from the GeneNetwork 
phenotype database were computed (see Chapter 5). The correction for multiple 
testing for the significance of the correlations was determined with permutation 
tests (see Materials and Methods, Chapter 5). In Chapter 5 we used a permutation 
paradigm to determine false discovery rates. Since here we are merely interested in 
ranking, we used the same permutation tests to obtain corrected p-values. For each 
of the sixteen hippocampal activity traits, we computed for both phenotype subsets 
the top-ten of correlations, ranked by p-values. 
 The first phenotype subset consists of 35 physiological traits of the 
hippocampus. As mentioned in Chapter 5, amplitude 1–45 Hz (CCH) was most 
strongly (negatively) correlated with four measures of the volume of the 
hippocampus. Other phenotypes in the top-ten of amplitude 1–45 Hz (CCH) were 
four measures of hippocampal mossy fiber pathway volume (most significant: ID 
12589, r = -0.5, p = 0.04/0.5 (uncorrected/corrected)). Peak amplitude was 
correlated with amplitude 1–45 Hz (CCH), and therefore the volume traits 
(hippocampus and mossy fiber) also showed up in the top-ten of peak amplitude. 
Another phenotype correlated with peak amplitude was choline uptake (ID 10607, 
r = 0.50, p = 0.07/0.77). The top-ten of the traits correlations (CCH), peak 
frequency, correlations (ACSF) and amplitude 1–45 Hz (ACSF) did not contain 
interesting phenotypes other than the volume traits, but with lower p-values. For 
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the non-classical traits, the only correlation that was (almost) significant (p < 0.05) 
was between the phase lag between CA3SR and CA3SO and choline uptake (ID 
10607, r = -0.74, p = 0.002/0.07).  
 The second subset of phenotypes consists of a selection of behavioral traits 
(see Materials and Methods, Chapter 5). In Chapter 5 we reported that four 
locomotion phenotypes were strongly negatively correlated with peak amplitude. 
Other phenotypes in this top-ten are two measures of anxiety: a fear conditioning 
response activity during third tone-shock pairing (ID 11399, r = -0.62, p = 
0.0004/0.07), and the percentage of entries into closed arms of a plus maze (ID 
11456, r = 0.55, p = 0.003/0.3), which suggests that strains with high peak 
amplitude may suffer from anxiety (Carobrez & Bertoglio, 2005). For amplitude 1–
45 Hz (CCH), the locomotion traits that showed correlation with peak amplitude 
were not present in the top-ten, but there was a negative correlation with 
’locomotion in dark compartment of a light-dark box’ (ID 11898, r = -0.56, p = 
0.002/0.25). The fear conditioning response and activity in closed arms/quadrants, 
also found for peak amplitude, were present in this top-ten too, but with lower p-
values. The top-ten of correlations (CCH) and peak frequency did not contain 
interesting phenotypes other than the ones already mentioned, and with smaller p-
values. The top-ten of correlations (ACSF) contained a phenotype from the Morris 
water maze that measures spatial memory performance (ID 10345, r = -0.98, p = 
0.0004/0.08). Two other BXD studies have measured spatial memory performance: 
for both of them correlations (ACSF) was negatively correlated with performance 
in a memory task (ID 10619, r = -0.94, p = 0.02, ID 10413, r = 0.44, p = 0.1). 
Amplitude 1–45 Hz (CCH) showed the same negative correlations, but with larger 
p-values. 
For the non-classical traits, only the cross-frequency phase-locking factor 
showed interesting results. This trait is highly correlated with peak amplitude, and 
thus it is not surprising that the top-ten of these traits are highly similar. However, 
the p-values of the correlations were much higher for the cross-frequency phase-
locking factor (locomotion, ID 11506, r = -0.68, p = 0.00007/0.007; percentage of 
entries into closed arms ID 11456, r = 0.68, p = 0.00007/0.007; locomotion, ID 
11510, r = -0.67, p = 0.0001/0.01; fear conditioning response, activity during third 
tone-shock pairing ID 11399, r = -0.67, p = 0.0001/0.01).  
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Figure 6.1. Variation among BXD strains in five non-classical traits. 
Means and SEM of the 29 BXD strains and 2 parental strains, and heritability scores and p-values 
from ANOVAs for (A) the DFA exponent, (B) the Langevin parameter 1 (C) the Langevin parameter 
2 (D) the Langevin parameter 3 (E) the Langevin parameter 4.  
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Figure 6.2. Variation among BXD strains in five non-classical traits. 
Means and SEM of the 29 BXD strains and 2 parental strains, and heritability scores and p-values 
from ANOVAs for (A) oscillation burst lifetime; (B) the cross-frequency phase difference; (C) the 
cross-frequency phase-locking factor; (D) the phase difference between CA3A and CA1A; (E) the 
phase difference between CA3A and CA3B. 
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Figure 6.3. QTL mapping of five non-classical traits. 
(A-E) The LRS scores (y-axis) quantify the relation between genomic markers (x-axis) and the five 
traits (A) the DFA exponent; (B) the Langevin parameter 1 (damping); (C) the Langevin parameter 2 
(noise intensity); (D) the Langevin parameter 3 (asymmetry); (E) the Langevin parameter 4 
(parabolicity). The red horizontal lines indicate the threshold for significance (p = 0.05), whereas the 
grey lines indicate suggestive significance (p = 0.63). The genomic regions that reached suggestive 
significance were used for further analysis.  
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Figure 6.4. QTL mapping of five non-classical traits. 
(A-E) The LRS scores (y-axis) quantify the relation between genomic markers (x-axis) and the five 
traits (A) oscillation burst lifetime; (B) the cross-frequency phase difference; (C) the cross-frequency 
phase-locking factor; (D) the phase difference between CA3A and CA1A; (E) the phase difference 
between CA3A and CA3B. The red horizontal lines indicate the threshold for significance (p = 0.05), 
whereas the grey lines indicate suggestive significance (p = 0.63). The genomic regions that reached 
suggestive significance were used for further analysis. 
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Figure 6.5. Cluster analysis of complete set of sixteen classical and non-classical traits. 
Visualizations of cluster analysis, in which each trait was characterized by its within strain mean 
values, and traits were clustered according to their genetic correlation (i.e., the correlation between 
the stain means). Every row in the color plot corresponds to the normalized (i.e., mean equals zero 
and variance equals one) strain means of a trait. The dendrograms at the left visualizes the cluster 
analysis. 
 
 
 
 
Table 6.1. Genetic correlations between complete set of classical and non-classical traits. 
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7  
General Discussion 
 
7.1 Introduction 
 
In this thesis, we searched for endophenotypes in hippocampal network activity, 
the genes underlying them, and their behavioral correlates. One of these potential 
endophenotypes was the DFA exponent, which reflects the strength of long-range 
temporal correlations of the amplitude envelope in a signal. The DFA exponent has 
proven to be highly heritable (Linkenkaer-Hansen et al., 2007) and reduced in 
Alzheimer (Montez et al., 2009) in human EEG studies, but has not been computed 
for in vitro data previously. In Chapter 2 we computed the DFA exponent and 
lifetime of oscillation bursts of hippocampal and prefrontal local field potentials, 
for different concentrations of carbachol. We found that in vitro oscillations exhibit 
significant long-range temporal correlations in both hippocampus and prefrontal 
cortex, which were modulated by the carbachol concentration. At an intermediate 
carbachol concentration of 15 µM the DFA exponents and oscillation burst 
lifetimes were highest. This suggests that the amplitude dynamics are richest 
around physiologically relevant levels of cholinergic drive (Menschik & Finkel, 
1998). We proposed that this intermediate cholinergic activation provides just 
sufficient random excitations (‘noise’) to support the formation of synchronous 
assemblies, whereas high levels of excitatory drive would disturb the delicate 
synchrony and stability of the neuronal assemblies, thereby reducing the long-
range temporal correlations and oscillation burst lifetimes. Because local field 
potential dynamics appear to be carbachol-concentration dependent, we 
recommend that future in vitro oscillation studies the carbachol concentration is 
carefully chosen. The experiments that generated the data that were considered in 
Chapters 3–6, had already been performed before we came to this conclusion: in 
these experiments a carbachol concentration of 25 µM was used. Thus, it remains 
unknown how the reported results in these chapters would have been affected by 
the use of a lower concentration. We speculate, however, that the results would at 
least not have been worse. For example, the DFA exponents were very small, 
although heritable, in the BXD experiments. Using lower carbachol concentrations 
would have allowed for a larger dynamics range, which in turn could have been 
more suitable for revealing the subtle influence of genes on the amplitude 
dynamics. 
 In Chapter 3, we modelled local field potentials recorded during the ACSF 
condition (non-oscillatory activity) using Langevin equations. We found that the 
signals could accurately be modelled by the sum of a linear deterministic 
component (described by one parameter, the damping) and a parabolic stochastic 
component (three parameters: noise intensity, asymmetry and parabolicity), a 
model previously used for local field potentials recorded from human temporal 
lobe (Prusseit & Lehnertz, 2007). The damping may be interpreted as a drive 
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towards resting state of the underlying neurons (deterministic), and the noise 
intensity, asymmetry and parabolicity may reflect interactions between neurons 
(stochastic). In 40% of the slices, the spatial distribution over the hippocampus of 
the asymmetry parameter was bimodal, with a similar topography as sink-source 
pairs observed during oscillations. We argued that the bimodal distribution of the 
asymmetry parameter reflects short bursts of activity from these underlying sink-
source pairs. Moreover, the parameters differed between hippocampal subregions 
and between mouse strains, which confirms that the model captures relevant 
aspects of the hippocampal activity. 
  In Chapter 4, we estimated the heritability and genetic correlations of traits 
derived with the “classical methods”. Fourier analysis of the local field potential 
signals and correlation between the signals of nine subregions, under three 
experimental conditions (ACSF, carbachol, zolpidem) resulted in 288 traits. 
Heritability scores ranged from 0–20%. A cluster analysis was performed to 
evaluate the genetic correlation structure of the complete set of 288 traits. The traits 
derived in the same experimental condition clustered together, and within these 
clusters there were three sub-clusters: the amplitudes from 1–13 Hz, the amplitudes 
from 13–45 Hz, and the correlations between subregions. Within these sub-clusters 
the traits had a high genetic correlation, which points to a common genetic 
underpinning. Between the clusters that correspond to experimental condition, the 
genetic correlation was low, which suggests that traits derived from different 
experimental conditions are influenced by dissimilar genes.  
The non-zero heritability of most of the traits described in Chapter 4 was a 
motivation to continue with a follow-up set of experiments, described in Chapter 5. 
The same hippocampal activity (without the zolpidem condition) was measured in 
a panel of 29 BXD recombinant inbred mouse strains, which allowed for the 
identification of quantitative trait loci (QTLs), stretches of DNA that most likely 
contain genes that influence the traits. The correlation and Fourier analysis of the 
two conditions (ACSF and carbachol) led to 198 traits. The heritability scores were 
similar to the ones reported in Chapter 4, and the cluster analysis revealed a similar 
structure of genetic correlations. Based on this cluster analysis, we reduced the 
amount of traits to 6 by taking the mean within 6 groups of similar traits. For these 
6 traits we performed a QTL analysis, and derived 2 significant and 17 suggestive 
QTLs. To narrow down the amount of genes potentially underlying the traits, we 
correlated the hippocampal expression of the genes within the QTLs with the 
hippocampal activity traits, and identified 8 candidate genes. Finally, the amplitude 
traits of the oscillations were found to be correlated with several locomotion and 
hippocampal volume traits, measured in other BXD studies.  
In Chapter 6, the traits derived with non-classical methods were subjected 
to a QTL analysis. For these traits several suggestive QTLs were identified, but 
after the correlation with the hippocampal expression data, no candidate genes 
were identified. Below, the correlations between the hippocampal activity traits and 
the GeneNetwork phenotype database are discussed in detail. Besides the 
significant correlation with hippocampal volume and locomotion, already reported 
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in Chapter 5, we found correlations between the classical hippocampal activity 
traits and anxiety and fear condition responses, choline uptake, and mossy fiber 
volume. The non-classical traits showed less significant and interesting correlations 
with the GeneNetwork phenotype database. 
 
7.2 Characterization of hippocampal local field potentials in vitro 
 
In Chapter 4 and 5, we thoroughly analyzed the hippocampal network activity with 
Fourier and correlation methods. We classified the hippocampus in nine 
subregions, and computed integrated amplitudes in 6 frequency bands. These 
amplitudes appeared to be highly correlated, and in Chapter 5 we reduced the 
amount of Fourier traits to 4: the integrated amplitude from 1 to 45 Hz, for both 
conditions, and peak amplitude and frequency of the oscillations. The correlation 
measures were computed for each pair of subregions, which led to 36 traits per 
condition. Also these traits were highly correlated within the conditions, and in 
Chapter 5 we continued with 2 traits, the mean correlation for each condition. By 
initially computing this many correlation and Fourier traits, we left open the 
possibility to detect multiple mechanisms that contribute to the hippocampal 
network activity. Given the strong correlations between the traits within each 
condition, we may conclude that for each condition there most likely is only one 
mechanism governing the dynamics of the hippocampal activity. Given the low 
genetic correlation between the traits from these two different conditions, it is 
likely that for each condition different mechanisms are involved. The fact that we 
only find one mechanism during oscillations confirms previous studies, which 
report that, unlike in the intact hippocampus, the in vitro preparations only contain 
the CA3 gamma oscillator. The mechanism underlying this oscillator is well 
known. From the dynamics during the ACSF condition, little is known: we are the 
first to report traits from this condition, previous in vitro studies of local field 
potentials focused on oscillatory activity. We showed that different mechanisms 
seem to be active during oscillatory compared to during non-oscillatory activity, 
which may be a reason for future studies to compare these mechanisms, and to 
reveal the higher level function and in vivo equivalent of hippocampal activity 
during the ACSF condition.  
 For in vitro local field potentials, the traits derived from classical methods 
(Fourier, correlation) seem to be more suitable to be used as endophenotypes than 
the non-classical traits. They have higher heritability scores, more significant 
QTLs, and are more strongly correlated with the expression data and with the 
GeneNetwork phenotypes than the non-classical traits (with the exception of the 
cross-frequency phase locking factor, that was strongly correlated with several 
behavioral phenotypes). A reason for this may be that the non-classical traits 
measure more subtle properties of the underlying dynamics/activity, which may be 
more sensitive to environmental noise, and have a more complex genetic 
underpinning than the classical traits. We may conclude from our analyses that the 
classical methods are sufficient to describe the hippocampal in vitro local field 
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potentials. We believe, however, that this to a large extent may be due to the 
reduced slice preparation. The intact brain exhibits richer dynamics, and traits such 
as the DFA exponent and oscillation burst lifetime have proven useful in human 
brain studies (Poil et al., 2008; Montez et al., 2009).  
 
7.3 Novel candidate genes involved in hippocampal network activity 
 
The gene Plcb1 is located in one of the two significant QTLs we identified, and its 
expression is positively correlated with peak amplitude, the trait that led to the 
significant QTL. This finding was of great importance, since it showed that our 
method was able to trace down genes that are involved in hippocampal activity, 
and thereby validated our experimental and statistical procedures. Plcb1 couples 
predominantly to muscarinic acetylcholine receptors (Kim et al., 1997), and more 
specifically, its expression collocates with that of the M1 muscarinic acetylcholine 
receptors (Fukaya et al., 2008), which is the only muscarinic receptor subtype that 
is essential for generating carbachol-induced oscillations (Fisahn et al., 2002). In 
slices from Plcb1-knockout mice, carbachol does not induce oscillations (Shin et 
al., 2005), which proves the essentiality of Plcb1 in carbachol-induced oscillations. 
Several studies suggest that Plcb1 is altered in schizophrenics (Lin et al., 1999; 
Shirakawa et al., 2001; Arinami et al., 2005), and Plcb1 knockout mice exhibit 
behavioral phenotypes (hyperactivity and impaired memory) also found in 
schizophrenia (Koh et al., 2008; McOmish et al., 2008). Gamma oscillations are 
altered in schizophrenia (Lee et al., 2003; Basar-Eroglu et al., 2007; Hall et al., 
2009), and may be the endophenotype that links Plcb1 and behavioral phenotypes 
observed in schizophrenia. One way to test this would be to test if the variance in 
PLCB1 is correlated with gamma amplitude and for example performance in a 
memory task, in a similar approach as in (Straub et al., 2007) 
 We identified two genes coding for calcium channels. Cacna1b correlated 
with peak amplitude and Cacna1e with amplitude 1–45 Hz (CCH). These genes are 
likely candidates for influencing hippocampal network activity, because they 
mediate synaptic transmission (Catterall, 2000), and more specifically, facilitate 
hippocampal LTP (Dietrich et al., 2003; Ahmed & Siegelbaum, 2009). Calcium 
channels have not yet been related to hippocampal network activity, but in the 
thalamo-cortical slice, Cacna1a is essential for gamma oscillations (Llinas et al., 
2007).  
  Both Plcb1 (McOmish et al., 2008) and Cacna1b (Takahashi & Nagasu, 
2006; Nakagawasai et al., 2010) knockout mice are hyperactive, which is in line 
with the negative correlation we observed between locomotion and peak amplitude, 
since peak amplitude correlated positively with the expression of Cacna1b and 
Plcb1. Also, for both genes the knockout mice exhibit impaired spatial memory, as 
shown by their performance in the Morris water maze (Shin et al., 2005; Jeon et 
al., 2007), which supports the hypothesis that gamma oscillations mediate the 
effect of these genes on memory performance.  
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The other 7 identified genes have not been extensively studied previously and, 
therefore, it is not possible to make firm conclusions about whether or not these 
genes are involved in hippocampal network activity. Hopefully, our results will 
inspire future research to address this important question.  
 The most promising new candidate genes for influencing hippocampal 
activity are the two genes coding for calcium channels, and we are curious whether 
this can be confirmed by analyzing, e.g., oscillations in hippocampal slices from 
Cacna1b or Cacna1e knockouts mice, or by blocking one of these genes 
pharmacologically during carbachol-induced hippocampal oscillations.  
 
7.4 Hippocampal network activity traits as endophenotypes for behavior 
 
Although there is some consensus about the role of the hippocampus and in 
particular of hippocampal gamma oscillations in cognitive functions, it is unknown 
which higher level behavioral or cognitive traits are genetically correlated with the 
hippocampal traits we studied. In order to shed some light on this complex issue 
we computed genetic correlations between the hippocampal activity traits and 
phenotypes from the GeneNetwork database. As opposed to phenotypic 
correlations, genetic correlations are computed without the use of paired 
observations per subject, since the correlation is computed between the strain 
means of two traits. This has the great advantage that genetic correlation studies are 
not limited to one lab or one experiment. Moreover, if two traits have a high 
genetic correlation, they are supposedly influenced by the same genes, which 
makes it likely that the traits are causally related (Crusio, 2006). 
 The two amplitude traits from the carbachol-induced oscillations correlated 
negatively with hippocampal volume, and hippocampal mossy fiber pathway 
volume. The relation between hippocampal size and gamma amplitude has not 
been studied before, although there is one report that shows that tenascin-C 
deficient mice have smaller hippocampal subregions, and higher gamma 
oscillations amplitude (Gurevicius et al., 2009), which is in accordance with the 
negative correlation we observed. The behavioral correlates of hippocampal mossy 
fiber pathway volume have been studied extensively by Crusio and colleagues. 
Mice from strains with large mossy fibers are good spatial learners (Crusio & 
Schwegler, 2005) and, argues Crusio, therefore explore a new environment fast, 
and show little locomotion in a novel environment. Also, the size of the 
hippocampus has often been shown to be positively correlated with cognitive 
ability: Alzheimer patients have a smaller hippocampus (Kantarci & Jack Jr, 2003), 
and taxi drivers, that use their hippocampus a lot for spatial orientation, have a 
bigger hippocampus (Maguire et al., 2006). The negative correlation of amplitude 
with hippocampus and mossy fiber volume would thus suggest that mice of strains 
with high amplitude are poor spatial learners, and show much locomotion in novel 
environment, which is a hypothesis that could be tested using BXD mice selected 
from our panel.  
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Oscillation amplitudes appeared to be negatively correlated with locomotion in 
novel open field, which is in contrast with the above reasoning. Locomotion is a 
complex trait, however, which can be influenced by many factors, such as anxiety, 
hyperactivity and explorative drive. The trait that correlated strongest with peak 
amplitude was a fear conditioning response, which suggests that mice from strains 
with high amplitude are anxious, and therefore may show little locomotor activity 
in a novel environment. This would also explain the positive correlation between 
amplitude and the number of entries into the closed arm of a plus maze, since 
anxious mice prefer the closed arms (Carobrez & Bertoglio, 2005). The 
hippocampus is not only involved in cognitive, but also in emotive behavior. The 
dorsal part of the hippocampus is more often associated with cognition, and the 
ventral part with emotive behavior such as anxiety (Fanselow & Dong, 2010). The 
in vitro oscillations used in this thesis were induced in the ventral hippocampus, 
therefore we should not rule out the possibility that peak amplitude is correlated 
with anxiety. Another explanation of the negative correlation between peak 
amplitude and locomotion may be that mice from strains with low peak amplitude 
are hyperactive: since the expression of Cacna1b and Plcb1 is positively correlated 
with peak amplitude, and both Cacna1b and Plcb1 knockout mice are hyperactive.  
 Peak amplitude is positively correlated with the ability to learn the Morris 
water maze task, but not with the performance in this task. Correlation (ACSF) had 
a very strong negative correlation with the water maze performance, measured in 
three different studies. This suggests that mice from strains with highly correlated 
spontaneous activity have a poor spatial memory.  
Taken together, the correlation analysis between the hippocampal activity 
traits and the phenotypes from the GeneNetwork database does not converge to 
only one hypothesis. The negative correlation between amplitude and hippocampal 
volume and locomotion, and the positive correlation with anxiety suggest that mice 
from strains with high amplitude have low cognitive ability and are anxious. The 
positive correlation with the expression of Plcb1 and Cacna1b and with the 
learning of the water maze task suggests that high amplitude correlates positively 
with cognitive ability. For the traits from the ACSF condition the results are not 
dubious: they have a strong negative correlation with performance in a spatial 
memory task. It may also be possible that high amplitude is beneficial for some 
parts of the cognitive spectrum, but detrimental for another part. Hypothesis driven 
future studies will have to confirm or refute the correlations we observed.  
The main aim of the endophenotype approach is to discover genes that 
underlie complex traits, and this is done by searching for genes that underlie 
intermediate endophenotypes. We believe that the hippocampal activity traits are 
endophenotypes for higher level traits, although we did not reveal unambiguously 
what these behavioral or cognitive traits are. The genetic correlation analysis 
performed in this thesis is a first step towards the identification of these higher 
level traits, and confirms the role of hippocampal activity in memory and anxiety. 
We identified 8 candidate genes for influencing the hippocampal activity traits, 
which therefore also are candidates for influencing the correlated behavioral traits. 
 135
Another application of the endophenotype strategy is, if a gene is known to 
influence a complex trait, to find the intermediating endophenotypes. Plcb1 and 
Cacna1b are known to be involved in hyperactivity and memory. We propose that 
the hippocampal activity traits are endophenotypes mediating the effect of Plcb1 
and Cacna1b on hyperactivity and memory.  
To conclude, this thesis provides proof-of-principle that oscillations 
recorded in vitro may be used to identify behaviorally relevant endophenotypes and 
their underlying genes. 
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Summary 
 
Finding genes that influence cognitive abilities has proven difficult, because many 
genes are involved with small effect sizes. One approach to this problem is to focus 
on endophenotypic traits that mediate genetic influences on cognition. Since 
endophenotypes are closer to the gene action than cognitive traits, genes underlying 
endophenotypes may be easier to find.  Neuronal oscillations in the gamma-
frequency band (30–100 Hz) are implicated in several cognitive functions and, 
therefore, a potential source of endophenotypes. For the research in this thesis, we 
measured local field potentials (LFPs) in acute hippocampal slices from common 
inbred mouse strains during spontaneous activity and carbachol-induced 
oscillations, using 64-channel multi-electrode arrays. Our aims were 1) to 
thoroughly characterize hippocampal network activity with quantitative traits, 2) to 
estimate the heritability and genetic correlations of these traits, 3) to perform a 
genome wide scanning for genes that influence these traits, and 4) to search for 
behavioral and cognitive traits with which the hippocampal traits are correlated. 
These steps were taken to investigate which hippocampal network activity traits 
can be used as endophenotypes for behavioral or cognitive traits. 
We characterized the hippocampal activity with classical (amplitude, 
frequency, inter-regional correlation and phase relations) and non-classical (DFA 
exponent, oscillation burst life-time, Langevin parameters, cross-frequency phase-
locking) methods. The heritability of the derived traits ranged from 5–20%. We 
found that some traits had a very low genetic correlation between them, which 
suggests that they have different genetic underpinning and, therefore, also may be 
involved in different aspects of cognition. 
The use of BXD recombinant inbred mouse strains allowed for genome 
wide scans for genes influencing the hippocampal traits. A systems genetic 
approach combining QTL mapping and correlation with gene expression was 
applied to search for novel gene candidates. This led to the identification of eight 
genes for the traits derived with the classical methods, including Plcb1, a 
phospholipase that is known to influence hippocampal oscillations. We also 
identified two genes that code for calcium channels, Cacna1b and Cacna1e, which 
mediate presynaptic transmitter release and have not been shown to regulate 
hippocampal network activity previously.  
Finally, genetic correlations between the hippocampal activity traits and a 
wide range of behavioral traits were computed. The amplitude of the hippocampal 
oscillations appeared to be genetically correlated with several measures of mice 
exploring a novel environment. The identified candidate genes potentially 
influence hippocampus-related behavioral functions by shaping hippocampal 
network activity. 
Taken together, this thesis provides proof-of-principle that oscillations 
recorded in vitro may be used to identify behaviorally relevant endophenotypes and 
their underlying genes. 
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Samenvatting (Dutch summary) 
Het vinden van genen die cognitieve fenotypes (eigenschappen) beïnvloeden is 
moeilijk gebleken, omdat er veel genen betrokken zijn, die ieder slechts een klein 
effect op het fenotype hebben. Een van de manieren om dit probleem te benaderen 
is om te focussen op endofenotypes, oftewel fenotypes die tussen het gen en 
cognitie liggen. Genen die het endofenotype beïnvloeden zouden makkelijker 
gevonden kunnen worden, omdat het endofenotype zich dichter bij het gen bevindt. 
Bovendien is het waarschijnlijk dat deze genen ook betrokken zijn bij het complexe 
cognitieve fenotype. 
  Neuronale oscillaties (hersengolven) in de gamma frequentie band (30–
100 Hz) zijn betrokken in cognitieve functies, en dus een potentiële bron van 
endofenotypes. Voor het onderzoek in deze thesis hebben we locale veld 
potentialen gemeten tijdens door carbachol geïnduceerde gamma oscillaties in 
hippocampale plakjes van verschillende muis inteeltlijnen, met 64-kanaals multi-
electrode arrays. Onze oogmerken waren 1) op een rigoureuze wijze de 
hippocampale activiteit te karakteriseren met kwantitatieve fenotypes, 2) de 
erfelijkheid en genetische correlaties van deze fenotypes te bepalen, 3) genoom 
wijd te zoeken naar genen die deze fenotypes beïnvloeden en 4) naar cognitieve en 
gedragsfenotypes te zoeken waarmee de hippocampale fenotypes correleren. Deze 
stappen werden genomen om te onderzoeken in hoeverre de hippocampale 
fenotypes endofenotypes voor gedrags of cognitieve fenotypes zijn.  
 We hebben de hippocampale activiteit met klassieke (amplitude, 
frequentie, correlatie) en niet klassieke (DFA exponent, oscillatie uitspatting 
levensduur, Langevin parameters, en verschillende parameters om de fase relatie 
tussen en in signalen te beschrijven) methodes gekarakteriseerd. De erfelijkheid 
van deze fenotypes lag tussen de 5 en 20%. We vonden dat sommige fenotypes een 
lage onderlinge genetische correlatie hebben, wat suggereert dat ze beïnvloed 
worden door verschillende genen, en betrokken zijn bij verschillende cognitieve 
fenotypes.  
 Het gebruik van BXD inteeltlijnen en hippocampale gen expressie gaf de 
mogelijkheid om genoom wijd te zoeken naar genen die de hippocampale 
fenotypes beïnvloeden. Dit leidde tot de identificatie van 8 kandidaat genen voor 
de klassieke fenotypes, waaronder het gen Plcb1, waarvan de implicatie in 
hippocampale oscillaties reeds bekend was. We vonden ook twee genen die voor 
calcium kanalen coderen, Cacna1b en Cacna1e, die betrokken zijn bij 
presynaptische transmissie in neuronen, maar waarvan de implicatie in 
hippocampale netwerk activiteit nog niet bekend was.  
 We berekenden genetische correlaties tussen de hippocampale fenotypes en 
een groot aantal gedragsfenotypes. De amplitude van de oscillaties bleek 
gecorreleerd te zijn met verschillende metingen van een muis die een nieuwe 
omgeving exploreert. De kandidaat genen zouden dit gedrag kunnen beïnvloeden 
via de hippocampale activiteit. 
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We concluderen dat in vitro hippocampale oscillaties gebruikt kunnen worden om 
endofenotypes en onderliggende genen te identificeren, die relevant zijn voor 
gedrag en cognitie. 
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