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Resumen 
Este trabajo fue propuesto con la finalidad de diseñar el elemento de control 
MRFC (Media Resource Function Controller), que deberá de ser capaz de 
gestionar varias videoconferencias en alta definición simultáneamente, en las 
cuales, podrán formar parte múltiples usuarios, donde éstos deberán 
conectarse a las MCUs (Multipoint Controller Unit) que estarán gestionadas por 
el MRFC. 
 
Este trabajo se propuso por la fundación i2Cat, ya que es el diseño de un 
sistema que forma parte de un proyecto, en el cual están trabajando sobre 
videoconferencias en alta definición. Así que, este trabajo nace como parte de 
un proyecto real, donde no se pretende que el trabajo sea finalmente parte de 
este proyecto. 
 
El sistema MRFC, gobernará a las MCUs para configura sus conexiones, con la 
finalidad de aprovechar al máximo sus recursos, de manera que, los usuarios de 
una misma videoconferencia puedan estar conectar entre sí para poder 
compartir videos en alta definición. Además, el sistema MRFC, será capaz de 
interactuar con componentes que implementen el protocolo SIP (Session 
Initiation Protocol) y con una o varias implementaciones Web, las cuales serán 
necesarias para hacer posible la conexión, desconexión y mantenimiento de las 
comunicaciones en el caso del SIP, y para poder gestionar los eventos en el 
caso de la implementación Web. 
 
El objetivo final de este trabajo, es el de diseñar el sistema MRFC. Finalmente, 
se deberá implementar este sistema, en el lenguaje de programación java, y a 
partir del cual, se podrán realizar las pruebas pertinentes, para comprobar si el 
sistemas cumple con sus funciones. En estas pruebas, se podrá ver, cuales son 
las configuraciones de conexión que genera el MRFC o las que este elimina, así 
como las comunicaciones que mantienen en todo momento las MCUs con los 
usuarios u con otras MCUs y cuales son las peticiones que estas reciben 
durante el transcurso de la prueba. 
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Overview 
This work was proposed by the purpose of design the element of control MRFC 
(Media Resource Function Controller), that will must be capable of managing 
several video conferences in high definition simultaneously, in which, multiple 
users will be able to form part, where these will have to connect to the MCUs 
(Multipoint Controller Unit) that will be managed by the MRFC. 
 
This work proposed for the foundation i2Cat, since it is the design of a system 
that forms a part of as project, in which they are employed on video 
conferences at high definition. So, this work born like a part of a real project, 
where there isn’t claimed that the work be finally a part of this project. 
 
The system MRFC, it will govern the MCUs for it forms his connections, with the 
purpose of taking advantage to the maximum of his resources, so that, the 
users of the same video conference could be connect between them to be able 
to share videos in high definition. In addition, the system MRFC, it will be 
capable of interacting with the components that implements the protocol SIP 
(Session Initiation Protocol) and with one or several implementations Web, 
which will be necessary to make possible the connection, disconnection and 
maintenance of the communications in case of the SIP, and to be able to 
manage the events in case of the implementation Web.  
 
The objective of work is design the system MRFC. Finally, it will have 
implementation this system, in the language of programming java, and form 
which, the pertinent test will be able to be realized, verify if the system expires 
with his functions. In these tests, it will be possible see, which are the 
configurations of connections that the MRFC generates or that this eliminate, 
as well as the communications that the MCUs support  in every moment with 
the users or with other MCUs, and which are the requests that these receive 
during the course of the test. 
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INTRODUCCIÓN 
 
Las nuevas tecnologías están enfocadas a facilitar la vida cotidiana de las 
personas. Con esta misma finalidad, en este proyecto se tiene la intención de 
diseñar un sistema, que sustituya la realización de las conferencias 
convencionales que tienen la problemática que no proporcionan realismo, por 
videoconferencias en alta definición, con la intención de llegar a tener presencia 
y proximidad entre los distintos usuarios para conseguir esa sensación de 
realismo, que lleve a los participantes a la sensación de estar unos frente a 
otros. 
 
Para la consecución de este sistema, se propuso el proyecto Visio, en el cual 
participa la fundación i2Cat, que ha trabajado para desarrollar diversas 
herramientas para conseguir el sistema final. En este proyecto, se pretende 
diseñar una de las herramientas necesarias para desarrollar el sistema final. 
 
Con esta finalidad, se partirá de la existencia de las MCUs (Multipoint Controller 
Unit), los cuales son unos sistemas que son capaces de recibir el flujo de un 
usuario y de enviarlo a todos sus destinatarios. Este funcionamiento se puede 
dar para varios usuarios simultáneamente, pero tiene el inconveniente que no 
tiene la inteligencia para poder compartir videos entre distintas MCUs y 
aprovechar todo el ancho de banda, con lo que es necesario el ente controlador 
que se propondrá en este trabajo.  
 
Este ente controlador será el MRFC (Media Resource Function Controller), el 
cual es un sistema capaz de controlar a las MCUs  para el correcto 
funcionamiento de una videoconferencia, recibir solicitudes para la creación de 
nuevos eventos mediante Web, y conectar y desconectar usuarios mediante 
componentes que implementen el protocolo SIP (Session Initiation Protocol). 
 
El objetivo final de este proyecto, es el de diseñar e implementar el MRFC de 
manera que sea capaz de realizar varias videoconferencias a la vez. Además este 
sistema deberá ser distribuido y escalable. 
 
Este trabajo se organizará de la siguiente manera. En el primer capítulo, se 
explicarán cuales son las configuraciones y sistemas actuales para realizar una 
videoconferencia, así como una explicación, de que son los sistemas distribuidos 
y que es la alta definición. 
 
En el segundo capítulo, se detallará cual es la arquitectura que se va a diseñar 
para la realización de este proyecto, así como una breve explicación de los 
elementos con los que interactúa el MRFC y como se relaciona con ellos. 
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En el tercer capítulo, se analizarán diferentes secuencias que se pueden dar 
durante el desarrollo de una videoconferencia. 
 
En el cuarto capítulo, se verá cual es el diseño del MRFC, para ello se explicarán 
cuales son las interfaces que utiliza y cual es el diagrama de clases. 
 
En el quinto capítulo, se explicará como ha sido la implementación del MRFC, 
cuales han sido las tecnologías utilizadas, los objetivos marcados y las pruebas a 
realizar. 
 
En el sexto capítulo, se verá cual es la planificación que se ha llevado a cabo 
para la realización del proyecto. 
 
En el séptimo y último capítulo, veremos cuales son los objetivos conseguidos al 
final del proyecto, así como unas conclusiones personales y los trabajos futuros. 
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CAPÍTULO 1. CONCEPTOS 
 
La videoconferencia en alta definición, es un servicio que tiene como finalidad, 
poder realizar comunicaciones entre distintos usuarios, de manera que estos, 
puedan comunicarse mediante video con un mayor realismo que en las 
videoconferencias actuales. En este capítulo, veremos cuales son las 
problemáticas que nos podemos encontrar a la hora de realizar una 
videoconferencia en alta definición, y cuales son las posibles soluciones a estos 
problemas. 
 
Para poder empezar el estudio de cual debería de ser, la arquitectura a 
desarrollar en este proyecto, en este primer capítulo, veremos cuales son las 
diferentes arquitecturas de red existentes, así como sus ventajas e 
inconvenientes. En segundo lugar, se pasará a explicar que son los sistemas 
distribuidos, así como, que pueden aportar a la arquitectura a desarrollar. 
 
A continuación, se explicará que es la alta definición, y cuales son las 
características de esta en el diseño de la arquitectura necesaria para este 
proyecto. Finalmente, en el último apartado de este capítulo, se pretende 
mostrar, cual es la propuesta de solución, para conseguir realizar 
videoconferencias en alta definición, aunque se verá de forma muy global. 
 
 
1.1. Arquitecturas de red 
 
Hay distintas arquitecturas y protocoles de red, que se pueden hacer servir para 
llevar a cabo una videoconferencia. A continuación, se hace una breve 
explicación de cuales son las actuales arquitecturas más importantes, y cuales 
son sus ventajas e inconvenientes. 
 
 
1.1.1. Arquitectura de redes unicast 
 
Tenemos en primer lugar, las redes unicast, las cuales consisten en que cada 
uno de los participantes, envía el flujo de media a cada uno de los demás 
usuarios de la comunicación.  
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Esto es poco eficiente, ya que, como se necesita que cada usuario envíe un flujo 
para cada uno de los demás participantes, provoca, por un lado, que el ancho 
de banda del media deberá ser pequeño para poder realizar la transmisión, lo 
que conlleva que la resolución del video sea baja, y por otro lado, que si se 
corta una de las transmisiones, el usuario receptor de la comunicación no puede 
alcanzar ningún otro flujo, debido a que, cada uno de los flujos va direccionado 
a un único participante. 
 
 
1.1.2. Arquitectura de redes multicast 
 
En segundo lugar, encontramos las redes multicast, con este se solucionan los 
problemas que comportaban las redes unicast. Con este sistema, un usuario que 
quiere enviar un video a los demás participantes, no necesita enviar un flujo por 
cada participante receptor, sino que un mismo flujo puede ir destinado a varios 
usuarios, es decir, cada usuario solo ha de enviar un flujo y la red se encarga de 
que este llegue a todos los participantes de la videoconferencia.  
 
Por el contrario, la configuración multicast solo es eficiente en redes pequeñas, 
las cuales no son complejas de gestionar y con un tamaño de flujo reducido, 
pero cuando esto empieza a aumentar, como en Internet, ya no es eficiente, es 
decir, en redes de mayor envergadura, es necesaria otra configuración para 
poder resolver esta problemática. 
 
 
Fig. 1. 1 Arquitectura de redes unicast 
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1.1.3. Arquitectura de red con MCU 
 
Para solucionar estos inconvenientes, el proyecto Visio propuso la implantación 
de una MCU (Multipoint Controller Unit). La finalidad de la MCU, es la de enviar 
el flujo de media de cada usuario al resto des los participantes de una misma 
videoconferencia. La MCU se encarga entonces, de replicar el flujo de cada 
participante a todos los demás usuarios que componen la comunicación, de la 
mejor manera posible, aprovechando al máximo el ancho de banda disponible.  
 
Este sistema, además, tiene la ventaja de que una sola MCU puede gestionar 
diferentes videoconferencias, ya que, se configura internamente para 
interconectar todos los puertos de una misma comunicación, con lo que, la 
manera en la que estén configurados el resto de puertos, no influyen en la 
comunicación. 
 
Los inconvenientes de este sistema son, por un lado, que para poder llevar la 
videoconferencia a cabo, todos los usuarios han de estar conectados a la misma 
MCU, es decir, es un sistema centralizado y no distribuido, por otro lado, 
aunque se aprovecha más el ancho de banda a cuando el envío del video no era 
multicast, este es limitado. 
 
 
 
 
 
Fig. 1. 2 Arquitectura de red con multicast 
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1.2. Sistemas Distribuidos 
 
Un sistema distribuido, es aquel en el que, dos o más máquinas colaboran con 
la intención de obtener un mismo resultado. En cualquier sistema distribuido, se 
establecen una o varias comunicaciones, basadas en un protocolo prefijado, 
entre las distintas máquinas y siguiendo el esquema cliente-servidor [1]. 
 
Este tipo de sistemas empezaron a desarrollarse a principios de 1970, y 
empezaron a desplazar a los sistemas centralizados multiusuarios. Los puntos 
fuertes de los sistemas distribuidos son: 
 
• Comparten los recursos: Provoca un mayor aprovechamiento de los 
recursos. Si solo los usara un sistema, este seguramente no usaría todos 
los recursos disponibles y los desaprovecharía. Con los sistemas 
distribuidos esto no sucede porque los recursos los pueden usar varios 
sistemas, de manera que, los que no usa un sistema los aprovecha otro. 
• Apertura: Este es el concepto por el cual, a un sistema se le pueden 
añadir otros sin perjudicar a los ya existentes. 
• Concurrencia: Esto es cuando existen varios procesos simultáneamente, 
en los sistemas distribuidos se dan debido a que hay varias máquinas, 
que además pueden tener varios procesadores cada una de ellas, que 
pueden trabajar al mismo tiempo. 
 
Fig. 1. 3 Arquitectura de red con una MCU 
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• Escalabilidad: Los sistemas distribuidos trabajan en diferentes escalas, así 
pues, existe escalabilidad cuando el procesador cambia de una escala a 
otra. 
• Tolerancia a fallos: A veces puede producirse un error en el proceso, esto 
puede implicar resultados erróneos o parada de alguna máquina. En los 
sistemas distribuidos, esto es en parte tolerable debido a la redundancia. 
• Transparencia: Es la ocultación al usuario y al programador de la 
separación entre los distintos componentes del sistema, lo que conlleva, 
que el sistema se vea como un todo y no un conjunto de elementos, 
influyendo sobretodo en el diseño del software de sistema. 
 
El esquema cliente-servidor, se define como aquel en el que la máquina cliente 
solicita un servicio, y la máquina servidor lo proporciona. Dicho servicio puede 
ser el de acceder a un dispositivo hardware, obtener información de una base 
de datos o la resolución de un algoritmo. 
 
Este mismo modelo, cliente-servidor, también lo podemos encontrar 
internamente en una de las distintas máquinas. Para este caso, tanto el servidor 
como el cliente son dos procesos independientes que se ejecutan dentro del 
mismo sistema operativo. 
 
Para que un sistema pueda ser distribuido, debe haber un elemento físico que 
conecte ambas máquinas, dicho elemento marca algunas de las limitaciones del 
sistema global, así como también puede determinar la viabilidad del sistema. 
 
Dependiendo del servicio que se ofrece en el sistema cliente-servidor, podemos 
clasificar dichos sistemas de la siguiente forma: 
 
• Interacción con el usuario 
• Lógica de aplicación 
• Repositorio de datos 
 
La elección del protocolo a usar en las comunicaciones es muy importante, ya 
que si se usa un buen protocolo, este permite que se pueda modificar la 
arquitectura, incluso pasar de una arquitectura distribuida a una centralizada, sin 
un coste adicional de rediseño. Los protocolos que pueden usarse en los 
sistemas distribuidos, son por ejemplo: IP, TCP o HTTP. 
 
La herramienta que se usa, para la comunicación distribuida es el Middleware. 
Esta herramienta es un software de conectividad, que proporciona los servicios 
necesarios para que sea posible el funcionamiento de las comunicaciones 
distribuidas. El Middleware, se sitúa en una capa entre el sistema operativo y la 
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red. Además proporciona la posibilidad de que distintos servicios convivan en 
una misma máquina. 
 
 
1.3. Alta definición 
 
La alta definición es un proyecto que empezó a pensarse hace unos 20 años. 
Con este nuevo proyecto, se pretendía conseguir una mayor calidad de imagen 
y sonido, dando una mayor sensación de realidad a la hora de ver la televisión.  
 
Las metas de la alta definición, para conseguir esa mayor sensación de realidad 
eran: 
 
• Aumentar el número de líneas en el sistema PAL (Phase Alternating Line) 
de 625 a 1250 y en el sistema NTSC (National Television System 
Committee) de 525 a 1050. 
• Cambiar la relación de espectro de 4:3 a 16:9, con lo que esta se 
asemejará más a la relación cinematográfica. 
• Aumentar la frecuencia de 25 imágenes por segundo a 50 imágenes por 
segundo para el sistema PAL, y de 30 imágenes por segundo a 60 
imágenes por segundo en el sistema NTSC. 
• Por último también mejorar la calidad de audio. 
 
Finalmente, después de años de investigación y pruebas se optó por aumentar 
el número de líneas a 1080, tanto en el sistema PAL como en el sistema NTSC. 
 
Hemos visto, que la gran ventaja que aporta la alta definición es la mayor 
calidad de imagen, pero también tenemos inconvenientes, los más importantes 
son: 
 
• Se necesita un mayor ancho de banda que con la transmisión de imagen 
convencional, ya que, como se ha comentado la alta definición comporta 
un mayor número de líneas, lo que implica, que cada imagen ocupe un 
mayor ancho de banda. 
• También nos encontramos, con el inconveniente de que es necesario el 
cambio de algunos de los sistemas de la trasmisión como son los 
televisores o monitores, ya que, hay que cambiarlos para que tengan la 
relación de 4:3 a 16:9, que puedan procesar 50 imágenes por segundo y 
tengan 1080 líneas.  
 
En el mundo de las videoconferencias, se quiere usar esta tecnología con la 
finalidad de dar un mayor realismo a las comunicaciones. 
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1.4. Propuesta de solución 
 
Como hemos podido comprobar, con la situación actual tenemos ciertos 
problemas, principalmente el acho de banda, que con las MCUs queda en parte 
solucionado, pero queda la problemática de que con este sistema, la gestión de 
las videoconferencias queda muy limitado, ya que es un sistema centralizado, y 
la conexión de los usuarios también, debido a que, para poder participar en una 
comunicación han de estar conectados todos ellos a la misma MCU.  En este 
apartado, solo se pretende explicar de forma general cual es la arquitectura que 
se plantea del sistema que se quiere proponer, más adelante se vera más 
ampliamente y si este se puede llevar a cabo, o hay que hacer modificaciones. 
 
Para ello VISIO propuso una solución que se basa en la incorporación de un 
ente central, el cual tiene la finalidad de gestionar las sesiones y controlar a las 
MCUs, para ello se diseño el esquema se muestra en la siguiente figura, y en el 
cual se puede ver que el ente central es el MRFC. 
 
 
 
 
La finalidad de este proyecto es el de diseñar el MRFC, teniendo en cuenta cual 
es su finalidad, es decir, cuales son los servicios que ha de cumplir, así como 
cuales son las limitaciones que existen, las cuales provienen que este ente 
central ha de ser capaz de comunicarse con otros sistemas ya existentes, y es el 
MRFC el que ha de adaptarse a estos.
 
Fig. 1. 4 Esquema de conexión propuesto por VISIO 
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CAPÍTULO 2. ARQUITECTURA DE RED 
 
Una vez analizado cual es el estado actual en el ámbito de la transferencia de 
flujo audiovisual, y de cual es la problemática con la que nos encontramos, se va 
a plantear una posible solución y a continuación, se verá como se desarrolla y a 
donde se ha llegado. 
 
En este capítulo, se explicará primero, cual es la arquitectura que se quiere 
plantear y a continuación, se hará una descripción de cual es el principio de 
funcionamiento del sistema. 
 
Para acabar, analizaremos el sistema desde una visión externa, es decir, cuales 
son los bloques o elementos que componen esta arquitectura, así como una 
breve descripción de cada uno de ellos, y cual es su implicación y función 
dentro del sistema, además, desde un punto de vista más interno, se verá como 
se relacionan los bloques o elementos del sistema entre ellos. 
 
 
2.1. Propuesta de arquitectura 
 
Para solucionar estos problemas, se quiere implementar el MRFC (Media 
Resource Function Controller), la finalidad del cual es la de controlar a las MCUs 
con cierta inteligencia, de manera que estas puedan estar conectadas entre si, 
de modo que, se aprovechará aún más el ancho de banda y los usuarios 
tendrán mayor flexibilidad para participar en una videoconferencia, debido a 
que, el sistema ya no será centralizado. 
 
Para ello, se plantea la arquitectura que se puede ver en la siguiente figura  
siguiente mediante un diagrama de bloques del sistema global. En este 
diagrama, solo se pretende visualizar cuales son las partes que forman de todo 
el sistema, es decir, se puede visualizar el MRFC, que es el objeto a diseñar en 
este proyecto y todas las partes con las que interactúa. 
 
En la figura vemos que, como se pretendía, el ente central del sistema es el 
MRFC que se quiere diseñar, y que el resto de elementos se comunican con el, 
esto no implica que el resto de elementos no puedan comunicarse entre ellos, 
es más, las MCUs deben poder conectarse entre ellas, así como cada una de 
ellas con componentes que implementen SIP. 
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También, se puede observar, que la distribución de los bloques no es aleatoria, 
es decir, en la parte superior del sistema vemos el componente que 
implementen SIP y el elemento Web y en la inferior las distintas MCUs, así como 
el MRFC está en el centro. 
 
La lógica de esta distribución es la siguiente, el MRFC está en el centro, porque 
como se ha explicado anteriormente, es el ente central del sistema, esto es 
porque todas la peticiones o solicitudes han de pasar por este elemento y es 
este el que decide si ha de ejecutarlo, procesarlo o escalarlo a otro elemento. 
 
Los componentes SIP y Web están en la parte superior, porque son estos los 
que empiezan la comunicación con el MRFC en cada sesión, y digo empiezan 
porque durante la sesión se pueden comunicar ellos con el MRFC o viceversa, es 
decir, son los componentes SIP y  Web quienes hacen las peticiones al MRFC 
para iniciar una videoconferencia o la conexión de un usuario y este las atiende 
y una vez iniciada la sesión cualquiera de los elementos puede hacer peticiones. 
 
 
Fig. 2. 1 Diagrama de bloques del sistema 
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Con el mismo motivo las MCUs se sitúan en la parte inferior, ya que, son estas 
quienes atienden en el inicio de cada comunicación las peticiones u ordenes del 
ente central. 
 
 
2.2. Principio de funcionamiento 
 
La finalidad del diseño del MRFC, es tal que, ha de ser capaz de crear, mantener 
y finalizar una sesión de videoconferencia, así como la de registrar los recursos, 
que en este sistema son las MCUs, y la de conectar y desconectar a los usuarios 
que así lo soliciten. Con esta finalidad el MRFC ha de cumplir las siguientes 
funcionalidades: 
 
• Poder recibir las peticiones que el servicio Web le envía, con los datos de 
las sesiones que se quieren llevar a cabo, como pueden ser el horario de 
la videoconferencia, los usuarios que podrán participar, el nombre de la 
sesión, etc. 
• Ser capaz de medir o calcular, si dicha sesión que se quiere realizar, 
tendrá suficientes recursos, en función de la franja horaria y el número de 
usuarios que participaran. 
• Deberá dar aviso a los usuarios de que la sesión ya ha comenzado, para 
que estos puedan conectarse. 
• Atender a las peticiones de los usuarios cuando se quieran conectar a la 
sesión, vía SIP, y antes de realizar la conexión, comprobar que el usuario 
pertenece a la videoconferencia, así como atender las peticiones de los 
usuarios cuando estos se quieren desconectar. 
• Ser capaz de gobernar a las MCUs con inteligencia, para que los usuarios 
de una misma videoconferencia estén todos conectados entre si, ya sea 
todos en la misma MCU o en varias, y balanceando la carga, para que 
ninguna de ellas llegue a saturarse, y no se pierda calidad de los videos 
en alta definición. 
• Para realizar el mantenimiento de la sesión, deberá poder atender a las 
MCUs cuando estas comuniquen que se pueden llegar a saturar, 
comuniquen que han perdido la conexión con algún usuario u otra MCU, 
y demás peticiones. También podrá atender peticiones de los usuarios, 
como pueden ser el cambio de ancho de banda. 
 
Como se puede comprobar, el MRFC tiene diversas funcionalidades, que se 
pueden diferenciar, por un lado, tendríamos las que son de reservar las 
sesiones, iniciarlas y finalizarlas, y por otro lado, están el mantenimiento de 
dichas sesiones mientras estas están inicializadas, para ello, el MRFC se dividirá 
en dos bloques como se explicará a continuación. 
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2.3. Elementos que componen la arquitectura 
 
Con esta finalidad, el MRFC se comportará como ente central del sistema global. 
Dicho sistema estará constituido por el propio MRFC, por una o varias MCUs, 
una o varias implementaciones Web y el componente que implementa SIP. 
Debido a que, el MRFC será el ente central, tendrá conexión directa con todos 
los demás sistemas, esto no implica la imposibilidad de que ellos puedan estar 
conectados entre si. 
 
Como se observa en la (Figura 2.1 Diagrama de bloques del sistema), los 
elementos que componen el sistema se pueden dividir en externos al MRFC e 
internos al MRFC, siguiendo esta división se realizará la explicación de dichos 
bloques.  
 
 
2.3.1. Elementos externos al  MRFC 
 
Podemos ver que, hay 3 elementos (MCU, implementación SIP e 
implementación Web) externos al MRFC, que es el sistema que se pretende 
diseñar, que intervienen en el sistema global, a continuación se detallarán como 
son cada uno de estos elementos. 
 
Para la explicación de estos elementos, primero cabe decir, que en este 
proyecto no se pretende diseñar ninguno de los bloques externos y que solo se 
utilizan sus aplicaciones, con lo que, solo se explicará como son y que es lo que 
aportan al sistema. 
 
 
2.3.1.1. MCU 
 
La MCU [2] es un sistema, que puede ser hardware o software, que trabaja a 
nivel IP y cuya principal función es la de, replicar el flujo que recibe a uno o 
varios destinatarios. De este modo tenemos que, los usuarios solo tendrán que 
enviar un flujo, y la MCU será quien se ocupe de multiplicar este flujo. Con esta 
finalidad, el sistema se configura internamente, de modo que, un puerto de 
entrada queda conectado con uno o varios de salida. 
 
Dentro del sistema, nos podemos encontrar que hay varias MCUs, de hecho 
para que el sistema cumpla su finalidad de ser distribuido, deberá de haber 
varias, las cuales deberán estar conectadas entre si, para poder enviar flujo de 
video entre ellas. 
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Por otro lado, cada una de las MCUs, tendrá que estar conectada con el MRFC 
para poder estar gobernadas por este y poderle realizar peticiones. De este 
modo, todas las MCUs se sitúan al mismo nivel dentro del sistema, con las 
mismas obligaciones y derechos. 
 
Con la finalidad de que, los usuarios puedan conectarse a las MCUs, y puedan 
enviar y recibir flujos de video, las MCUs estarán conectadas con elementos que 
implementen SIP, aunque esta conexión no se explicará en este proyecto puesto 
que el MRFC no interviene en ella, ya que la única implicación que puede tener 
es la de dar paso al SIP para que pueda comunicarse con las MCUs. Esta 
implicación si que la veremos más adelante. 
 
La función que cumplirán estos sistemas, será la de recibir el flujo de un usuario 
y enviarlo a uno o varios destinatarios, donde algunos de estos pueden ser 
otros usuarios o bien otras MCUs, en función de las ordenes que le proporcione 
el ente central. La configuración interna de este bloque no es finalidad del 
MRFC, con lo que será la misma MCU quien deberá realizar estas conexiones. 
 
 
2.3.1.2. Componente con implementación SIP 
 
SIP son las siglas de Session Initiation Protocol [3], y es un protocolo de control 
y señalización de llamadas. Este protocolo permite crear, modificar y finalizar 
sesiones multimedia con uno o más participantes. La mayor ventaja de este 
protocolo es su simplicidad y consistencia. Las funciones que abarca SIP son las 
siguientes: 
 
• Localización de usuarios. 
• Capacidades de usuario. 
• Disponibilidad del usuario. 
• Establecimiento y mantenimiento de una sesión. 
 
El componente que implementa SIP, estará conectado con cada una de las 
MCUs del sistema, y como se ha dicho anteriormente, esta comunicación no es 
objeto ni finalidad de este proyecto, y también, deberá estar conectado con el 
ente central [4]. 
 
El MRFC deberá estar conectado con este elemento, debido a que, cuando un 
usuario quiera conectarse, desconectarse o realizar modificaciones en una 
sesión, este se lo comunicará al ente central y este le dará permiso o no para 
ello, y le dirá con que MCU se ha de conectar cada usuario. 
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La finalidad de la implicación de este sistema, es que haga de intermediario 
entre el usuario y el MRFC. Con lo que cuando un usuario se quiera conectar, 
cambiar el ancho de banda, desconectarse u otras opciones, será el elemento 
que implementa SIP quien lo comunica al sistema, y una vez tenga el permiso, 
este realizará las peticiones necesarias a la MCU correspondiente. 
 
 
2.3.1.3. Implementación  Web 
 
La implementación Web, es donde el administrador de una sesión ha de rellenar 
los datos, como pueden ser el nombre de la sesión, el horario o los usuarios que 
podrán participar, es decir, este servicio se encargará de recoger los datos de las 
sesiones que se quieren llevar a cabo, y de enviar esta información al MRFC. 
 
La única conexión que tiene este bloque dentro del sistema, es con el MRFC, y 
su función es la de informar a este último cuando se quiere crear, modificar o 
eliminar una sesión. Para realizar esta función, la implementación Web, deberá 
enviar la información introducida por el administrador anteriormente explicado 
al ente central. 
 
 
2.3.2. Elementos internos al MRFC 
 
El ente central de este sistema, y el cual es el que se va a intentar llevar a cabo 
en este proyecto, observamos que se puede dividir en dos bloques. Por un lado 
nos encontramos con el Management y por otro el Provision. A continuación 
pasaremos a detallar cada uno de ellos. 
 
Los dos bloques, que a continuación se explicarán brevemente, son los que son 
objeto y finalidad de este proyecto, con lo que ahora solo se definirá por 
encima como son estos elementos, cuales son sus funciones y como están 
conectadas con el resto de componentes del sistema, y será en capítulos 
posteriores, donde se entrará a detallar en profundad, los dos bloques que 
componen el MRFC. 
 
 
2.3.2.1. Management 
 
Este bloque, es el encargado de recibir la información de la implementación 
Web y de almacenar los datos. De este modo, es el encargado de llevar el 
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control de cuales son las sesiones que han de empezar o finalizar y de cuales 
son los usuarios que pueden o no formar parte una sesión, es decir, dentro del 
sistema hace las funciones de la parte administrativa. 
 
Por un lado, tendrá que estar conectado con la implementación Web, que ya se 
ha explicado anteriormente, y por otro lado, deberá de estar internamente 
conectado con la otra parte del MRFC, el Provision. 
 
Esta conexión interna, es necesaria para poder realizar las comunicaciones de 
inicio y fin de sesión, para la realización de consultas entre ambas partes, como 
puede ser preguntar si un usuario tiene permiso para conectarse a un evento, y 
para el traspaso de información necesaria, como pueden ser el histórico de una 
sesión o comunicar incidencias durante la videoconferencia. 
 
 
2.3.2.2. Provision 
 
El Provision es el encargado de múltiples funcionalidades. Por un lado, es el 
encargado de dar los recursos necesarios a los usuarios, por otro, es el 
encargado de buscar cual es la ruta optima para cada comunicación, y también, 
se encarga de atender a las peticiones del Management, de los usuarios y las 
MCUs. 
 
Todas la comunicaciones del sistema ya están explicadas, así que solo ha modo 
de completar las conexiones, decir que, este bloque esta conectado 
internamente con el Management, y externamente con el componente que 
implementa SIP y con todas las MCUs a las que gobierna. 
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CAPÍTULO 3. CASOS DE USO 
 
Previo al diseño del MRFC, hablando estrictamente, en este capítulo se pretende 
estudiar con mayor profundidad, cuales son las funciones del MRFC, explicando 
cuales son los pasos que hay que seguir, para llevar a cabo su cometido dentro 
del sistema global. 
 
Para poder realizar este estudio, hay que tener en cuenta que, estas secuencias 
que puede haber en el sistema durante una sesión son múltiples, y puesto que 
en este capítulo solo se pretende explicar como se ha llegado al diseño que se 
verá en capítulos posteriores, solo se explicarán a continuación cuales son las 
secuencias mas importantes, ya sea porque son las imprescindibles para poder 
llevar a cabo la sesión, o porque son las que se repiten con mayor frecuencia. 
 
Con este fin, en el siguiente apartado se explicarán, cuales son aquellas 
secuencias, que si no se dan no se puede realizar ningún evento, y a 
continuación, se detallarán otros pasos que pueden ser importantes durante 
una videoconferencia, ya que, se presupone se darán con frecuencia, pero que 
no son imprescindibles para que una videoconferencia pueda llevarse a cabo. 
 
 
3.1. Secuencias imprescindibles en una sesión 
 
En este apartado, se detallarán cuales son las secuencias más importantes que 
se han de dar en una secuencia imprescindiblemente, es decir, aquí veremos los 
pasos que se han de dar en aquella videoconferencia que mientras que está en 
funcionamiento el MRFC no ha de atender a peticiones de los elementos 
externos del sistema, exceptuando la conexión de los usuarios, que es 
imprescindible para el correcto funcionamiento del evento, y donde tampoco 
hay incidencias de ningún tipo. 
 
Para realizar este estudio, y a modo de simplificarlo, lo haremos de forma 
cronológica dentro de la sesión, empezando por crear una videoconferencia y 
acabando por cerrar esta, una vez ha finalizado el horario solicitado. 
 
 
3.1.1. Crear Evento 
 
Este es el primer paso que se ha de dar para poder realizar un evento, ya que 
lógicamente, si alguien que hace las funciones de administrador de la sesión, no 
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hace la solicitud de reserva de horario y enumera los usuarios que participaran, 
así como dar nombre a la sesión y elige una categoría, y una breve descripción 
de dicho evento, este no se puede realizar. 
 
Debido a que, rellenar estos datos, es función de uno de los elementos externos 
al ente central, partiremos desde el punto que estos datos ya han sido 
rellenados y se envían al sistema en estudio. Así lo podemos ver en la siguiente 
figura. 
 
 
 
 
Primero comprobamos que, en esta secuencia, solo intervienen la 
implementación Web y los dos bloques que componen el ente central del 
sistema. 
 
Siguiendo la lógica cronológica, vemos que el primer paso que se ha de dar es 
recibir la información, con los parámetros rellenados, que provienen de la 
implementación Web con destino al Management. Posteriormente este último, 
pregunta al otro bloque del ente central, si será posible la ejecución del evento.  
 
Teniendo en cuenta el horario y el número de usuarios, el Provision estudiará si 
esto es posible, de ser así guardara los datos y lo comunicará al Management. 
Finalmente, este último grabara todos los datos que ha recibido de la sesión 
que se quiere realizar, para cuando esta haya de ser inicializada. 
 
 
 
 
Fig. 3. 1 Diagrama de secuencia: Crear evento 
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3.1.2. Inicio conferencia 
 
La segunda acción que deberá realizar el sistema, es la de realizar el inicio de la 
videoconferencia, que como indica la siguiente figura, se inicia en el 
Management y en la que intervienen los mismos elementos que en el apartado 
anterior, la implementación Web y los dos bloques del MRFC. 
 
 
 
 
Esta secuencia se inicia en el Management, a partir de la hora de inicio solicitada 
por el usuario administrador de la videoconferencia, y la acción se realiza a 
partir de un reloj interno, que hace ejecutarla cuando llega el momento 
solicitado. 
 
Una vez se procesan los datos guardados sobre la sesión que ha de iniciarse, el 
Management, envía un aviso de que la videoconferencia ya ha empezado, vía 
Web, con lo que los usuarios ya pueden empezar a conectarse.  
 
Seguidamente a este aviso, se envía otro al bloque de Provision, con esto, este 
último deberá entender que, cuando llegue un usuario solicitando entrada para 
dicha sesión, tendrá que seguir los pasos que en el apartado “conectar usuario” 
se detallarán, ya que, en caso de que una sesión aún no haya sido inicializada y 
un usuario quiera conectarse a esta, el Provision, estará obligado a denegarla 
automáticamente y la conexión no se realizará. 
 
 
 
 
Fig. 3. 2 Diagrama de secuencia: Inicio conferencia 
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3.1.3. Conectar usuario y crear ruta 
 
Este apartado contempla dos sucesos, debido a que, el segundo de estos, crear 
ruta, está incluido dentro del primero, conectar usuario, es decir, que antes de 
que finalice el primero de los sucesos, empieza el segundo. Además, de este 
modo se simplifica el entendimiento de esta secuencia. 
 
 
 
 
A simple vista, se comprueba que el único elemento que no interviene en este 
apartado, es la implementación Web, además de que, aparecen dos MCUs, ya 
que, como se dijo con anterioridad se darán casos, para el correcto 
funcionamiento del sistema, que participarán más de una MCU en una misma 
comunicación. 
 
Así, el elemento que inicia esta secuencia es el que implementa SIP, previa a un 
usuario que solicita el inicio de conexión en una sesión. Entonces, se avisa al 
Provision, de que un usuario quiere conectarse, y después el Provision realiza la 
pregunta al Management, para corroborar que el usuario tiene acceso a la 
videoconferencia. 
 
Fig. 3. 3 Diagrama de secuencia: Conectar usuario y crear ruta 
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En el supuesto, de que el usuario tenga acceso al evento, ya que en caso 
contrario, este suceso concluiría con una negación hacia el componente que 
implementa SIP y este hacia el usuario, se empezará a ejecutar la segunda 
secuencia, la de crear ruta. Para ello, primero el MRFC, pregunta a las MCUs cual 
es el estado actual de sus parámetros, en la figura solo aparecen dos pero la 
pregunta se debería realizar a todas las MCUs que pudiesen intervenir, para 
posteriormente, mediante un complejo algoritmo, conseguir la ruta más optima. 
 
Una vez tenemos esta ruta, se pasa a enviar las órdenes a las diferentes MCUs 
que participarán en la comunicación. Estas ordenes, serán las de abrir puerto y 
realizar conexión, además a la MCU a la cual el usuario se ha de conectar, se le 
deberá de pedir la dirección para posteriormente enviarla al componente SIP, y 
que este, pueda realizar la conexión del usuario con su MCU correspondiente. 
 
Finalmente, se pasará a guardar los datos necesarios de las comunicaciones que 
se han realizado, para posteriormente, poderlas deshacer cuando el usuario 
quiera desconectarse, o haya que modificar la ruta por diferentes incidencias, o 
porque la sesión haya finalizado. 
 
 
3.1.4. Fin conferencia 
 
Si durante el evento no sucede ninguna incidencia, el siguiente paso a seguir, 
debe de ser, la finalización de este. Como ya hemos visto que sucede con el 
inicio de una conferencia, para su finalización se inicia en el Management, a 
partir del reloj interno, y la primera diferencia que se puede apreciar a simple 
vista, es que el elemento SIP si que interviene en esta secuencia. 
 
Como se puede apreciar en la figura, una vez inicializada esta secuencia, se da 
un aviso mediante Web, conforme la videoconferencia ha llegado a su fin, y 
posteriormente se informa al Provision, que puede dar paso al cierre del evento 
que ha finalizado. 
 
Posteriormente, el MRFC pasa a cerrar todas las comunicaciones que forman 
parte de la sesión, esta acción se explicará en el siguiente apartado, así como 
informar al componente que implementa SIP de que ha de desconectar, a todos 
los usuarios que  sigan conectados al evento. 
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3.1.5. Cerrar ruta 
 
Como se ha dicho en el apartado anterior, ahora se pasará a explicar cuales son 
los pasos a seguir, cuando hay que realizar una desconexión. En esta secuencia, 
solo intervienen el bloque de Provision del MRFC y las MCUs, que formen parte 
de la comunicación que se quiere eliminar. 
 
Esta secuencia se puede dar por varios motivos, ya sea porque como hemos 
visto, ha finalizado el evento, pero también se puede dar porque un usuario 
decide desconectarse antes de que la sesión llegue a su fin, o también se puede 
dar porque una MCU ha perdido la conexión y hay que modificar la ruta, o 
porque el usuario quiere cambiar el ancho de banda y esto provoca que hay 
que cambiar de ruta, pero también pueden suceder otros casos que no sean tan 
comunes, pero que lleven a eliminar una ruta. 
 
Esta secuencia, como ya se ha dicho, se inicia en el Provision por causas externas 
a este bloque, y este solo procesa los datos que se le proporcionan y empieza a 
realizar los pasos para cerrar dicha comunicación. Para ello, informa a las MCUs 
involucradas ordenando cuales son los puertos y comunicaciones que ha de 
cerrar o eliminar. Finalmente, se han de eliminar del MRFC todas aquellas 
conexiones que se han deshecho. 
 
 
 
 
Fig. 3. 4 Diagrama de secuencia: Fin conferencia 
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3.2. Otras secuencias 
 
3.2.1. Desconectar usuario 
 
Durante una videoconferencia, fuera de las secuencias imprescindibles 
anteriormente detalladas, puede ser frecuente que un usuario, por diversos 
motivos, decida desconectarse de la sesión antes de que esta finalice. Debido a 
que, este es el suceso que, a priori, será el más común se ha detallado 
gráficamente como las explicadas anteriormente. 
 
Como se aprecia en la figura, durante esta secuencia se sucede la de cerrar ruta, 
que debido a que se ha explicado anteriormente no se hará en este apartado. 
De este modo, tenemos que, el primer paso que se da, es la de informar por 
parte del elemento SIP al Provision, de que un usuario se quiere desconectar, 
dicha información contempla los datos necesarios para realizar la desconexión. 
 
Fig. 3. 5 Diagrama de secuencia: Cerrar ruta 
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Después de ser avisado, el Provision empieza la desconexión de todas aquellas 
rutas que pertenecian al usuario, y que no rompen la comunicación entre dos 
usuarios que siguen en la sesión. Finalmente, una vez se han realizado todas las 
desconexiones, se avisa al Management, para que este lo registre en el historico 
del evento. 
 
 
3.2.2. Cambio de ruta 
 
Como la secuencia del apartado anterior, tampoco será de extrañar que se de la 
siguiente. En este caso, la secuencia puede darse debido a tres motivos 
básicamente, uno sería que una MCU avisa de que ha perdido una de las 
conexiones sin previo aviso, otra que se está saturando, y por último, que un 
usuario solicite un mayor ancho de banda para la transmisión del flujo. 
 
Fig. 3. 6 Diagrama de secuencia: Desconectar usuario 
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En el primero de los casos, se solucionaría simplemente calculando una nueva 
ruta para la conexión perdida si esta no se puede recuperar. En los otros dos 
casos, se debería primero, crear una nueva ruta, el segundo paso sería realizar 
las conexiones pertinentes de esta nueva configuración, y finalmente deshacer 
las conexiones que ya no sirven. De este modo, los usuarios no perderían la 
comunicación durante el cambio de ruta. 
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CAPÍTULO 4. DISEÑO DEL MRFC 
 
Después de haber analizado como se ha de comportar el MRFC en cada caso, 
en este capítulo, ya se puede pasar a explicar cuales son los objetivos y como es 
el diseño del sistema. Para realizar esta explicación, se hará en dos bloques, en 
el primero de estos, se detallarán las interfaces que componen el sistema, y en 
el segundo, se explicará como es el diagrama de clases del MRFC. 
 
 
4.1. Objetivos 
 
Antes de empezar con la explicación del diseño, se van a enumerar los objetivos 
de este, donde en el diseño del MRFC ha de visualizarse lo siguiente: 
 
• Interfaces del MRFC que los distintos elementos externos utilizan, con las 
funciones que estos aprovechan del ente central. 
• Interfaces de los elementos externos que el MRFC utiliza, con las 
funciones que este utiliza de los otros sistemas. 
• Interfaces entre el MRFCManagement y MRFCProvision, donde aparecen 
las funciones con las que se comunican entre ambos. 
• Interfaces del MRFCManagement y MRFCProvision, que no aprovecha 
ningún otro elemento del sistema. 
• Diseñar el diagrama de clases del MRFC. 
 
 
4.2. Interfaces del sistema 
 
Para poder realizar la explicación del diseño que se quiere proponer, primero, 
en la siguiente figura vemos cual es la relación que hay entre los distintos 
elementos del sistema, que ya se ha explicado anteriormente, pero que ahora 
visualizamos esta relación, con sus respectivas interfaces y funciones. 
 
Para simplificar el entendimiento del diseño, se explicarán las diferentes 
interfaces una por una, de modo que, en cada una de ellas, se detallarán cual es 
su cometido de forma general y posteriormente, cuales son las funciones que 
implementa, así como cual es el objetivo de cada una de ellas.  
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Fig. 4. 1 Interfaces del sistema
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4.2.1. Interfaz Web to MRFCManagement 
 
Esta primera interfaz, es la encargada de negociar la creación, modificación o 
eliminación de eventos. En la siguiente figura, se puede ver con más detalle, 
cuales son las funciones que intervienen en este apartado. 
 
 
 
 
Para poder crear un evento, el administrador, como se puede ver en la función 
“createEvent”, ha de facilitar el nombre del evento, el horario donde quiere 
realizarlo, la lista de usuarios que podrán participar, así como una breve 
descripción de dicho evento. 
 
En la segunda función, se observa que para realizar cambios en una 
videoconferencia ya creada, solo hay que completar los datos del nombre de 
esta y cuales son los cambios, y en la función “removeEvent”, que para eliminar 
un evento ya creado basta con el nombre de este. 
 
Para finalizar, vemos que existe otra función, esta es “list”, la cual sirve para que, 
el Web pueda realizar una busqueda de eventos, mediante cualquiera de los 
campos necesarios para crearlo. 
 
 
4.2.2. Interfaz MRFCManagement to Web 
 
Esta segunda interfaz, pertenece al Web y está compuesta solo por las 
funciones que el MRFC aprovecha, con lo que, el Web con toda seguridad 
tendra otras funciones pero que aqui no se explican puesto que no tienen 
mayor relevancia. 
 
En este apartado vemos que solo hay dos funciones, y ambas tienen una 
finalidad muy similar, la primera avisa al Web de que el evento “event” ya puede 
empezar, y la segunda de que este ha finalizado. 
 
Fig. 4. 2 Interfaz Web to MRFCManagement 
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4.2.3. Interfaz SIP to MRFCProvision 
 
En la siguiente interfaz, se ven reflejadas las peticiones que el elemento que 
implementa SIP puede realizar al elemento Provision. Cabe decir, que para la 
realización del diseño se ha escogido el protocolo SIP para que haga estas 
funciones, lo que no implica que otro elemento o protocolo no pudiesen 
sustituirle cumpliendo estas funciones.  
 
 
 
Las dos primeras funciones son las más importantes de esta interfaz, la función 
“connectUser” es imprescindible para el funcinamiento del sistema, ya que es la 
que sirve para que un usuario pueda conectarse a un evento, y la función 
“disconnectUser” a petición del usuario en cuestión, desconecta a este de la 
videoconferencia en la que esté participando. 
 
La acción “userNoRecives” es un aviso de que un usuario no recibe información, 
con lo que el Provision tendrá que averiguar cual es el problema. Por otro lado, 
tenemos que el usuario también puede solicitar cambios en la conexión 
mediante la función “userChanges”. Finalmente, nos encontramos la acción 
“banUser”, la cual sirve para que un usuario solicite la desconexión de otro, y 
será el MRFC quien decidirá si este tiene autoridad o no para hacerlo. 
 
Fig. 4. 3 Interfaz MRFCManagement to Web 
 
Fig. 4. 4 Interfaz SIP to MRFCProvision 
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4.2.4. Interfaz MRFCProvision to SIP 
 
Aquí nos encontramos, con las peticiones u ordenes que el MRFC podrá hacer al 
componente SIP, la finalidad de las cuales, será el correcto funcionamiento de 
las conexiones de los usuarios. 
 
 
 
 
La primera de las funciones “startConnection”, sirve para que en caso de que, un 
usuario haya sido desconectado sin petición previa de este, como pudiera ser la 
sobrecarga de la MCU a la cual está conectado, se vuelva a conectar al evento. A 
continuación nos encontramos que, el MRFC, también puede ordenar la 
desconexión de un usuario, debido por ejemplo a que la videoconferencia haya 
finalizado. 
 
Después de estas dos primeras importantes acciones, nos encontramos con 
otras que pese a no serlo tanto, también son necesarias. Por un lado, tenemos la 
función “connect”, la cual es una consulta que el MRFC realiza al elemento SIP, 
para comprobar si el usuario sigue conectado, y por otro lado, tenemos 
“changeUser”, la cual sirve para realizar cambios en la conexión de un usuario, 
como pueden ser el ancho de banda. 
 
 
4.2.5. Interfaz MCU to MRFCProvision 
 
Para finalizar el estudio, de las interfaces entre el MRFC y los elementos 
externos, veremos en este apartado y el siguiente, la relación entre el ente 
central y las MCUs. 
 
Lo primero que cabe destacar, es que, estas funciones son en su mayoria 
informativas. La primera de ellas “discovery”, sucede cuando aparece en el 
sistema global una MCU, y esta informa al MRFC de cuales son sus parametros. 
 
Fig. 4. 5 Interfaz MRFCProvision to SIP 
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A continuación, tenemos que la función “reportMonitoring”, sirve para informar 
al ente central de cual es su estado. 
 
 
 
 
Finalmente, nos encontramos con tres funciones, que sirven para informar que, 
un usuario ha realizado cambios en la comunicación y no se le ha avisado, que 
un destinatario, ya sea usuario u otra MCU, no responde, y por último de que se 
está sobrecargando. 
 
 
4.2.6. Interfaz MRFCProvision to MCU 
 
Las peticiones, que puede realizar el MRFC sobre una MCU, se describen en este 
apartado. En primer lugar, nos encontramos con que el ente central, para 
realizar las conexiones, necesita comunicarle a las MCUs que abran un puerto o 
realicen una conexión, pasándoles los datos necesarios, así como también 
pueden solicitar el cierre de un puerto o la cancelación de una conexión. 
 
 
 
Fig. 4. 6 Interfaz MCU to MRFCProvision 
 
Fig. 4. 7 Interfaz MRFCProvision  to MCU 
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Además en la figura, vemos que hay otras funciones, como son 
“parametresAppear”, “parametresRealTime”, “report” o “connected”, en las 
cuales, el MRFC solicita información a las MCUs para comprobar cual es su 
estado, con la finalidad de comprobar si siguen conectadas o para poder 
realizar el cálculo de nuevas rutas. Finalmente, la función “reportChanges”, sirve 
para informar a las MCUs, de que en algunas de las conexiones se van a realizar 
cambios, como puede ser aumentar el ancho de banda. 
 
 
4.2.7. Interfaz MRFCProvision to MRFCManagement 
 
Los dos siguientes apartados, abarcan las interfaces existentes entre los dos 
bloques que componen el MRFC. El primero que vamos a ver, es el que se 
puede ver en la siguiente figura. 
 
 
 
 
Esta interfaz, se compone por dos tipos de acciones, en primer lugar, tenemos 
las dos primeras funciones “controlAdmision” y “banUser”, las cuales son 
consultas que le hace el Provision al Management, para saber si un usuario 
puede acceder a un evento en la primera, y en la segunda si un usuario puede 
eliminar a otro de una sesión. En segundo lugar, aparece la función “incidence”, 
esta sirve para enviar información cuando ocurre algo durante el transcurso de 
un evento, como puede ser, que un usuario se ha desconectado antes de que 
este haya finalizado. 
 
 
4.2.8. Interfaz MRFCManagement to MRFCProvision 
 
Como continuación del apartado anterior, en este, se explican las peticiones y 
consultas que el Management le hace al Provision. Las acciones de esta interfaz 
las podemos dividir en dos bloques. 
 
Fig. 4. 8 Interfaz MRFCProvision to MRFCManagement 
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El primero de estos bloques, es el compuesto por las acciones “startConference” 
y “endConference”, las cuales son un aviso para el Provision, de que ya puede 
empezar o debe finalizar una sesión. El segundo de estos, está compuesto por 
tres funciones, la finalidad de las cuales, es la de reservar los recursos cuando se 
crea un evento, modificar esta reserva cuando el evento es modificado o 
liberarlos cuando el evento es eliminado. 
 
 
 
 
4.2.9. Interfaz MRFCProvision 
 
Para concluir el desarrollo de las interfaces que componen el sistema, se 
detallarán las interfaces que pertenecen a cada uno de los dos bloques del 
MRFC, y están compuestos por funciones que no aprovecha ningún otro 
elemento. 
 
 
 
 
 
 
Fig. 4. 9 Interfaz MRFCManagement to MRFCProvision 
 
Fig. 4. 10 Interfaz MRFCProvision 
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En este primer apartado, se explica el bloque Provision, en el cual vemos que, 
hay varias funciones que componen esta interfaz. Primero tenemos, la acción 
“saveResource”, la cual tiene por finalidad guardar los datos de las MCUs 
cuando estas se conectan al sistema. En segundo lugar, nos encontramos con 
“reserveResource”, y sirve para guardar los datos necesarios para crear un 
evento, de este modo, cuando se quiere crear otro se puede saber si este es 
factible o no. 
 
A continuación, nos encontramos con “generatePath”, la cual, es la función 
encargada de generar las rutas necesarias para la conexión de cada usuario, y 
en la siguiente “closePath”, tenemos la encargada de eliminar una de estas 
conexiones.   
 
Finalmente, tenemos la función “closeEvent”, con la finalidad de cerrar todas las 
conexiones de un evento, por otro lado, “getPath”, la cual, recupera los datos de 
una conexión, después nos encontramos con la función “pathCorrect”, que 
comprueba si una comunicación es correcta o no, y para acabar, 
“managementChanges”, que sirve para gestionar los cambios en alguna de las 
conexiones. 
 
 
4.2.10. Interfaz MRFCManagement 
 
En la siguiente figura, vemos la última de las interfaces del sistema, la cual 
pertenece al MRFCManagement. Esta está compuesta, en un primer bloque por 
las funciones “saveEvent”, la cual sirve para guardar los datos de un evento 
cuando este es creado, “startEvent”, que activa la videoconferencia que debe 
dar comienzo, “endEvent”, que acciona los mecanismos para finalizar una 
sesión, y finalmente, “removeEvent”, que elimina los datos de un evento creado. 
 
 
 
Fig. 4. 11 Interfaz MRFCManagement 
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Por otro lado, tenemos otras dos funciones, la primera, “history”, que guarda las 
incidencias que ocurren durante el transcurso de una sesión, y la segunda, 
“manageChange”, que gestiona los cambios que ocurren en un evento. 
 
 
4.3. Diseño interno del MRFC. Diagrama de clases 
 
En este apartado, se detallarán los diferentes elementos que componen el 
MRFC. Estos elementos son los que, el ente central, utiliza para poder realizar las 
funciones explicadas en los apartados anteriores. Como se verá a continuación, 
hay dos clases principales en este diagrama, que son las clases “MCU” y “User”, 
donde ambas heredan de la clase “EndPoint”. 
 
 
 
 
La clase “EndPoint”, representa un punto final de conexión, es decir, contiene los 
datos necesarios para poder distinguir cada punto de una conexión, como 
pueden ser el identificador, la dirección IP (Internet Protocol), el puerto,… 
Fig. 4. 12 Diagrama de clases 
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Algunos de estos datos, están directamente en esta clase, pero otros están 
contenidos, en las clases que heredan de ella. Además, esta clase contiene la 
lista de conexiones relacionadas con dicho punto de conexión, los datos de la 
cual, están contenidos en la clase “Connections”. 
 
De este modo, tenemos dos grandes bloques, en primer lugar, tenemos la clase 
“MCU”, la cual contiene toda la información necesaria de estos elementos. Los 
datos que guarda son, el identificar de la MCU y su dirección IP, además está 
relacionado como se puede ver en la figura, con las clases Port, MCUStream y 
MCUState, que se detallarán a continuación. Por otro lado, también tenemos 
que en esta misma clase, hay funciones que sirven para guardar o borrar alguna 
conexión, así como para guardar las conexiones en tiempo real de cada una de 
las MCUs. De esta manera, estas clases hacen las funciones de una base de 
datos, donde el conjunto de ellas guarda toda la información necesaria de una 
conexión, para posteriormente, poder realizar una desconexión, ya sea si un 
usuario quiere desconectarse o un evento llega a su fin. 
 
De este modo, nos encontramos con la clase “Port”, la cual nos sirve para 
guardar los datos de identificador del puerto en cuestión, identificador de flujo, 
identificador del puerto de origen e identificador de origen, además incluye la 
clase “PortDestination” la cual guarda los identificadores y puertos de destino. Y 
por otro lado, las otras dos clases relaciones directamente con la “MCU”, sirven 
para guardar los datos de CPU y BW en el caso de “MCUState”, y en el de 
“MCUStream”, para guardar los datos de identificador de flujo e identificador 
del destinatario del flujo. 
 
En segundo lugar, tenemos la clase “User”, donde se guardan todos los datos 
de cada usuario, como son, el identificador de usuario, la dirección IP, el puerto, 
el ancho de banda que usa, el identificador de la MCU a la cual está conectado y 
la lista de identificadores de los flujos que recibe. Con esta clase, tenemos 
identificados todos y cada uno de los usuarios, así como cada uno de ellos con 
las MCUs que están conectados. Finalmente, y relacionadas con la clase User, 
tenemos por un lado, la clase “Admin”, que sirve para saber si un usuario es 
administrador o no de una videoconferencia, y por otro lado, tenemos la clase 
“Participant”, y sirve para saber el estado de un usuario dentro de un evento en 
concreto. 
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CAPÍTULO 5. IMPLEMENTACIÓN DEL MRFC 
 
Para poder pasar a la explicación de la implementación del MRFC que se ha 
realizado, primero cabe decir, que el lenguaje que se a escogido para la 
programación ha sido java, puesto que, este proyecto estaba previsto que fuese 
parte de uno mayor, el cual usa la programación java, y segundo, que no sabia 
programar en java y he tenido que aprender a programar en este lenguaje [5], 
aunque si en los lenguajes C++ y C#. 
 
En primer lugar, en este capítulo, se verán cuales han sido las herramientas o 
tecnologías, utilizadas durante el desarrollo de la implementación del MRFC, y 
de este modo, se entenderá, porque han sido útiles para la programación del 
ente central. 
 
En el segunda apartado, se detallarán, cuales son los objetivos que se han 
marcado para la implementación del MRFC, de este modo, posteriormente se 
podrá verificar, si se han podido o no llevar a cado, y determinar si la 
implementación ha sido o no exitosa.  
 
Finalmente, en el último apartado, veremos cuales han sido las diferentes 
pruebas que se pueden realizar, para comprobar el correcto funcionamiento de 
este proyecto. 
 
 
5.1. Tecnologías utilizadas 
 
5.1.1. Eclipse SDK (Software Development Kit) 
 
Es un software, en el cual se ha desarrollado toda la implementación de este 
proyecto. Es un compilador de lenguaje java, que además de señalizar errores y 
mostrar posibles soluciones, permite poder ejecutar el código, y de esta manera, 
poder comprobar si los resultados que se van obteniendo son o no los 
deseados. 
 
 
5.1.2. XML 
 
XML son las siglas en inglés de eXtensible Markup Languague. Es un lenguaje 
basado en etiquetas, de manera que, cuando se lee, se hace por etiquetas, 
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donde dentro de cada una de ellas, puede haber una acción, una orden, un 
comentario o un dato.  
 
5.1.3. Log4j 
 
Log4j es una biblioteca desarrollada en Java por Apache Software Foundation 
que permite elegir la salida y la importancia de los mensajes. Además, y más 
importante, escribe estos mensajes en tiempo de ejecución y no en tiempo de 
compilación. 
 
 
5.1.4. SAX (Simple API  for XML) 
 
Es un procesador de documentos XML, el cual hemos de configurar para cada 
tipo de documento la lógica con el tipo de acciones que ha de realizar, cada vez 
que SAX procese un campo o etiqueta. Con esta configuración hay que indicarle 
al procesador, que ha de hacer con la información de una etiqueta, 
dependiendo del nombre de esta. 
 
 
5.1.5. Subversion 
 
Subversion, también conocido como SVN, es un sistema el cual nos permite 
compartir archivos entre diferentes usuarios, los cuales han de tener permiso a 
la ubicación donde se envían los datos. De este modo, todos los usuarios 
pueden compartir los archivos y modificarlos. 
 
 
5.2. Objetivos 
 
Una vez visto, cuales son las funciones que ha de realizar el MRFC, se vio que 
por cuestión de tiempo era inviable implementar toda su funcionalidad, por eso 
se llego al acuerdo de que se iba a implementar la parte de aprovisionamiento, 
es decir, la parte la cual realiza las siguientes funciones: 
 
• Abrir un evento. 
• Conectar un usuario. 
• Desconectar un usuario. 
• Cerrar un evento. 
IMPLEMENTACIÓN DEL MRFC   43 
• Interactuar con las MCUs. 
• Interactuar con el componente que implementa SIP. 
• Interactuar con la implementación Web 
• Comunicación entre el MRFCManagement y MRFCProvision. 
• Crear archivo XML. 
• Leer archivo XML mediante SAX. 
• Usar tecnología log4j. 
 
Algunos de estos objetivos, se fueron proponiendo mientras se realizaba la 
implementación, como por ejemplo, usar la tecnología log4j para las MCUs 
simuladas. Los apartados en los cuales se ha de interactuar con elementos 
externos, se realizará de forma simulada, y con la finalidad de poder conectar un 
usuario, habría que generar las rutas necesarias, esto último se ha generado 
manualmente en formato XML debido a su complejidad, aunque para los casos 
desconectar usuario y cerrar evento el archivo en formato XML lo deberá 
generar el programa, dependiendo de que usuario se desconecte o que evento 
se cierre. 
 
 
5.3. Pruebas 
 
Con tal de poder realizar la implementación del MRFC, se han tenido que 
realizar unas simulaciones al no poder realizar la programación con pruebas 
reales.  
 
Así en primer lugar, se han debido de implementar los elementos externos del 
MRFC de forma simulada, es decir, se han programado un elemento que 
implementaría SIP, un conjunto de MCUs y una implementación Web, de 
manera que las funciones implicadas en el desarrollo de los eventos nos 
devuelven siempre lo que nos interesa sin ningún tipo de inteligencia.  
 
Con la finalidad de poder comprobar el estado de las conexiones en cada 
momento, tanto en la base de datos que se genera en el MRFCProvison y las 
conexiones que se piden realizar a las MCUs, se crean unos archivos en ambos 
casos, que contienen la información necesaria, para saber el estado de las 
conexiones en todo momento. 
 
Se genera, en el primero de los casos, y después de cada conexión o 
desconexión de un usuario, y cuando se abre o se cierra un evento, un archivo 
con el estado de conexiones para cada MCU, en el cual aparecen la IP e 
identificador (ID) de la MCU para saber de que MCU se está hablando, seguido 
de un resumen del número de flujos que recibe y el número de destinatarios 
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que tienen el conjunto de estos flujos. Finalmente, se especifica cuales son estos 
flujos con su correspondiente ID, su puerto de entrada a la MCU y los 
identificadores de los destinatarios. 
 
En el segundo de los casos, se genera un archivo log, en el cual se puede 
visualizar, en primer lugar, como se conectan las MCUs al sistema, esto 
simplemente es un mensaje en el cual dice que la MCU ha sido creada, y por 
otro lado, se visualizan cuales han sido las ordenes para generar o destruir las 
conexiones, mediante los mensajes “addSource”, “removeSource”, 
“addDestination” y “removeDestination”. 
 
También, se puede comprobar mediante los archivos XML que genera el MRFC, 
cuales son las rutas que genera cuando se conecta un usuario (aunque en este 
proyecto este apartado se ha hecho manualmente, el MRFC debería de ser 
capaz de generar), o destruyen cuado se desconecta un usuario o se cierra un 
evento, cuales son las peticiones que quiere solicitar a las distintas MCUs. 
 
Con estos archivos, se puede comprobar cual es el estado de conexiones en 
cada momento en las MCUs1, y cuales son las rutas que genera o elimina el 
MRFC2, y se pueden ver las diferentes situaciones que se pueden dar durante un 
evento, como son: 
 
• Conexión del primer usuario de un evento. 
• Conexión de un usuario, el cual solo envía y recibe video de otro usuario 
conectado a la misma MCU. 
• Conexión de un usuario, el cual está conectado a una MCU diferente a la 
de otros usuarios del evento. 
• Desconexión de un usuario, donde el flujo de video solo pasa por una 
MCU antes de llegar a un usuario destinatario. 
• Desconexión de un usuario, donde el flujo de video pasa por varias MCUs 
antes de llegar a otro usuario, de esta manera, se puede comprobar si el 
sistema funciona en escenarios reales. 
• Desconexión de todos los usuarios de un evento, excepto uno y 
comprobar que este no debe recibir ningún flujo, pero si debe enviar su 
video a la MCU, a la cual está conectado. 
• Cerrar un evento en el cual se han desconectado todos los usuarios antes 
de que este finalice. 
• Cerrar un evento donde quedan uno o varios usuarios conectados. 
• Conviven dos videoconferencias simultáneamente. 
 
 
                                             
1 Véase anexo de resumen de conexiones en las MCUs. 
2 Véase anexo de documentos XML que genera el MRFC.  
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Así como cuales son las diferentes peticiones posibles recibidas por las MCUs3: 
 
• Conexión al sistema de una MCU. 
• Abrir puerto en las MCUs 
• Cerrar puerto en las MCUs. 
• Conectar en las MCUs. 
• Desconectar en las MCUs 
 
Con la finalidad de poder llevar a cabo todas estas pruebas, se ha realizado un 
supuesto escenario (Fig. 5.1 Escenario de conexión), el cual se puede 
visualizar en la siguiente imagen4. Este, se ha diseñado, con la intención de que 
se den las diferentes situaciones que se pueden dar, y así ver como se comporta 
el sistema en cada una de ellas.  
 
                                             
3 Véase anexo de peticiones recibidas por las MCUs. 
4 Véase anexo de esquema de conexiones. 
 
Fig. 5. 1 Escenario de conexión 
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En este escenario, como se puede ver en la imagen, se ha supuesto que se dan 
simultáneamente dos eventos, el primero de estos, es el que se puede ver en 
tonos azules (evento “fichajes”), cada tonalidad pertenece al flujo enviado por 
un usuario diferente del primero de los eventos, y el segundo en tonos rojizos 
(evento “operaciones), son los flujos de los usuarios que se comunican en el 
segundo evento. Como también se puede ver, en este escenario participan tres 
MCUs que se comunican entre ellas, para el envío de flujo, y además con 
diversos usuarios. 
 
De este modo, el orden que ha de seguir el escenario simulado será, primero 
conectar las MCUs al sistema, en segundo lugar, abrirá el primero de los 
eventos, para posteriormente, ir conectando a los usuarios, primero se 
conectará el usuario 1(conexión del primer usuario de un evento), después el 
usuario 2(conexión de un usuario, el cual solo envía y recibe video de otro 
usuario conectado a la misma MCU), a continuación el usuario 3(conexión de un 
usuario, el cual está conectado a una MCU diferente a la de otros usuarios del 
evento), y así sucesivamente en orden numérico, irá conectando los usuarios 
que pertenezcan a esta sesión. Después, se abrirá el segundo de los eventos, y 
como en el primero, los usuarios se conectarán en orden numérico.  
 
Una vez finalizadas todas las conexiones, se nos preguntará que usuario se 
quiere que se desconecte, para realizar la simulación en la que un usuario 
decide desconectarse antes de finalizar un evento, esta acción se podrá repetir 
varias veces, hasta desconectar a todos los usuarios si ese es su deseo, pero 
para nuestro ejemplo, y con la finalidad de que se den todas las casuísticas 
anteriormente expuestas, primero se desconectará el usuario 1 (desconexión de 
un usuario, donde el flujo de video solo pasa por una MCU antes de llegar a un 
usuario destinatario), en segundo lugar el usuario 3 (desconexión de un usuario, 
donde el flujo de video pasa por varias MCUs antes de llegar a otro usuario), en 
tercer lugar el usuario 2 (desconexión de todos los usuarios de un evento, 
excepto uno), y por último, el usuario 4. Finalmente, se cerrarán los dos eventos, 
primero el evento “fichajes” (cerrar un evento en el cual se han desconectado 
todos los usuarios antes de que este finalice), y después el evento “operaciones” 
(Cerrar un evento donde quedan uno o varios usuarios conectados). 
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CAPÍTULO 6. PLANIFICACIÓN 
 
En este capítulo veremos cuales han sido las tareas realizadas durante todo el 
trabajo, el tiempo estimado y el tiempo utilizado realmente para cada uno de 
los procesos. 
 
 
6.1. Planificación del trabajo 
 
 
 
 
El trabajo se dividió en 5 áreas: 
 
Estudio: En esta primera área, se realiza el estudio de trabajos anteriores y 
estado del arte, con la finalidad de adquirir nuevos conocimientos y marcar 
desde donde se parte la realización de este proyecto. 
 
Diseño: Este periodo, es donde se estudian posibles soluciones de arquitectura 
y soluciones a nivel de software, llegando finalmente a una solución viable. 
 
Implementación: En este apartado se pasa a la programación del diseño 
propuesto en el área anterior. 
  
Pruebas: En este periodo, se realizan las pruebas necesarias sobre la 
implementación, con la finalidad de que se den todas las casuísticas posibles, y 
comprobar si los resultados obtenidos son los esperados.  
 
Documentación: En este último bloque se pasa a redactar la memoria del 
proyecto, así como la preparación de la presentación final del mismo. 
 
 
Fig. 6. 1 Tabla de tiempos 
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En la siguiente tabla, podemos ver cuales son los tiempos esperados y los 
utilizados para la realización del trabajo. 
 
 
 
En total se han invertido 510 horas para la realización de este trabajo, donde se 
puede observar que para la realización del diseño y de la implementación se 
han necesita más horas de las previstas, esto se debe a carencias de 
conocimientos previos. En el caso de diseño se debe a que provengo de haber 
estudiado la especialidad de sistemas y no la de telemática, y en el caso de la 
implementación al hecho de no haber programado anteriormente en java. 
 
Se puede concluir entonces que, el tiempo utilizado para la realización (510 
horas) es superior al tiempo esperado (450 horas), pero que esta diferencia de 
tiempos es justificable, y que además el tiempo utilizado es el razonable para un 
TFC. 
Tabla 6. 1 Tareas realizadas 
Área Tarea Descripción Tiempo 
estimado 
Tiempo 
utilizado
Estudio Estudio previo Introducción a los  conceptos MCU, SIP, 
sistemas distribuidos, alta definición y estudio 
de trabajos anteriores. 
25 horas 30 horas 
Estudio Propuesta de 
solución 
Se buscan posibles soluciones y junto con el 
tutor se decide cual será la propuesta a seguir. 
15 horas 15 horas 
Diseño Arquitectura de 
red 
Se decide la forma en la que deben 
interactuar los elementos del sistema. 
20  horas 20 horas 
Diseño Casos de uso Definición de las posibles secuencias y pasos 
que se pueden dar durante una 
videoconferencia. 
25 horas 30 horas 
Diseño Interfaces y 
clases 
Definición de las interfaces de cada uno de los 
elementos, así como el diagrama de clases del 
MRFC. 
60 horas 70 horas 
Implementación Arquitectura 
software 
Familiarización con el entorno java y el 
desarrollo de la arquitectura de la aplicación. 
25 horas 30 horas 
Implementación Interactividad 
de los 
elementos 
Implementación de las aplicaciones que 
generan la interactividad entre los diferentes 
elementos del sistema. 
20 horas 20 horas 
Implementación Crear ejemplo Desarrollo de un ejemplo para poder llevar a 
cabo las pruebas necesarias. 
25 horas 30 horas 
Implementación Conexión y 
desconexión 
Implementación de las aplicaciones que llevan 
a cabo la conexión y desconexión de los 
usuarios. 
100 horas 120 horas 
Pruebas Pruebas 
aplicación 
Pruebas de la implementación para los 
diferentes casos posibles. 
15 horas 15 horas 
Documentación Memoria Redactado de la memoria del proyecto. 120 horas 130 horas 
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CAPÍTULO 7. CONCLUSIONES 
 
En este último capítulo, se van a explicar en primer lugar, cuales han sido los 
objetivos conseguidos, tanto en cuanto al diseño del MRFC, como para su 
implementación.  
 
En el segundo apartado, se explicaran cuales son las conclusiones personales 
del proyecto, así como cual es mi impresión final y si he aprendido durante el 
desarrollo del proyecto. 
 
A continuación, se verá cual es el impacto medioambiental que puede provocar 
la implantación de este proyecto, y finalmente, cuales serían los siguientes 
pasos a seguir para continuar el proyecto y poderlo llevar a su fin. 
 
 
7.1. Objetivos cumplidos 
 
Cuando se empezó a realizar el diseño del MRFC, se establecieron una serie de 
objetivos, estos eran los siguientes:  
 
• Interfaces del MRFC que los distintos elementos externos utilizan, con las 
funciones que estos aprovechan del ente central. 
• Interfaces de los elementos externos que el MRFC utiliza, con las 
funciones que este utiliza de los otros sistemas. 
• Interfaces entre el MRFCManagement y MRFCProvision, donde aparecen 
las funciones con las que se comunican entre ambos. 
• Interfaces del MRFCManagement y MRFCProvision, que no aprovecha 
ningún otro elemento del sistema. 
• Diseñar el diagrama de clases del MRFC. 
 
Como se puede comprobar en el capítulo 4, estos objetivos han sido logrados 
en su totalidad, ya que, se han diseñado todas las interfaces del sistema, así 
como las funciones que la implementan y viendo cual es la relación en el 
sistema global. Además, se ha conseguido diseñar con éxito el diagrama de 
clases del MRFC, con el que podemos ver cual es su funcionamiento interno. 
 
Posteriormente, se marcaron una serie de objetivos en cuanto a la 
implementación del MRFC, que como se dijo en el capítulo anterior, estos se 
fueron incrementando, con la finalidad de mejorar el funcionamiento del 
sistema y aumentar los conocimientos que se podían aprender de este 
proyecto, mientras se iba realizando la implementación, estos eran: 
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• Abrir un evento. 
• Conectar un usuario. 
• Desconectar un usuario. 
• Cerrar un evento. 
• Interactuar con las MCUs. 
• Interactuar con el componente que implementa SIP. 
• Interactuar con la implementación Web 
• Comunicación entre el MRFCManagement y MRFCProvision. 
• Crear archivo XML. 
• Leer archivo XML mediante SAX. 
• Usar tecnología log4j. 
 
Una vez finalizada la implementación, se puede comprobar que, los objetivos se 
han cumplido, si más no, falta ver si con las pruebas realizadas se han obtenido 
los resultados deseados. Así pues, durante las pruebas, se ha podido ver, como 
para las diferentes escenas que se pueden dar en un evento, los resultados son 
los esperados, con lo que se puede concluir, que los objetivos marcados se han 
cumplido y en el plazo requerido. 
 
Durante el desarrollo del MRFC, se vio que, el diseño inicial no era el óptimo, ya 
que faltaban clases, como por ejemplo, las clases “EndPoint”, “Connection”, 
“Port” y “PortDestination”, las cuales sirvieron para poder realizar la desconexión 
de un usuario o cerrar un evento, ya que sin estas clases, no se podrían tener 
definidas todas las comunicaciones entre los usuarios y las MCUs, y de este 
modo se pueden generar los archivos XML necesarios para dichas 
desconexiones. 
 
 
7.2. Conclusiones personales 
 
Finalizado el proyecto, puedo decir, que me siento satisfecho del resultado final 
que he conseguido, ya que, he conseguido cumplir los objetivos que se me 
marcaron en un principio y otros que fueron surgiendo durante la 
implementación. 
 
Por otro lado, para mi, ha sido un proyecto gratificante, ya que, antes de 
empezar este proyecto nunca había programado en java, y durante el desarrollo 
de la implantación he aprendido diferentes aspectos de este lenguaje de 
programación, además durante la parte de diseño del MRFC, aprendí mucho 
sobre lo que es telemática, ya que como provengo de la especialidad de 
sistemas, esto ha significado, que he conocido diversos aspectos de la 
telemática que no sabía antes de empezar este proyecto, como pueden ser, el 
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concepto de interfaz y diferentes mensajes comunes, que se usan para la 
comunicación entre dos sistemas. También, he aprendido a utilizar diferentes 
tecnologías, como han sido XML, SAX y log4j. 
 
Finalmente, mi impresión del proyecto, es muy positiva puesto que me ha 
servido para aprender todo lo expuesto anteriormente, y ver mi capacidad de 
sobreponerme a problemas que iban surgiendo durante el desarrollo del 
proyecto, aunque para alguno de ellos he necesita ayuda. 
 
 
7.3. Impacto medioambiental 
 
La implantación de este proyecto parece no tener impactos medioambientales, 
y en parte es cierto, ya que directamente no provoca ningún impacto debido a 
que es un desarrollo software. Por el contrario, indirectamente si que podemos 
encontrar dos impactos medioambientales, y aunque siempre que se habla de 
impacto medioambiental, se piensa de forma negativa, este proyecto aportaría 
consecuencias positivas si finalmente se llegase a implantar. 
 
Primero, tenemos que si las videoconferencias en alta definición llegan a 
implantarse, sustituyendo de este modo a los múltiples desplazamientos 
necesarios para poder realizar las conferencias en persona, se reduce el 
consumo de combustibles que generan dióxido de carbono, el cual es 
perjudicial para el ecosistema. 
 
En segundo lugar, la arquitectura global propuesta, hace disminuir el consumo 
de fibra óptica, con lo que se disminuye el consumo de los minerales necesarios 
para la fabricación de dicha fibra, lo que finalmente, ayuda a la sostenibilidad de 
estos minerales. 
 
 
7.4. Futuros trabajos 
 
En el diseño del MRFC, se llegó a un modelo que posteriormente no se 
desarrollo por completo mediante la implementación. De este modo, el primer 
paso que se debería dar después de este proyecto, es el de implementar la 
parte restante, es decir, el MRFCManagement y alguna otra función, como 
puede ser la función que genera las rutas cuando se conecta un usuario, ya que 
como se dijo en capítulos anteriores, en este momento estas rutas se han hecho 
manualmente. 
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El segundo paso,  debería ser implementar una interfaz visual del proyecto para 
poder ver, siguiendo el modelo de la (Fig. 5.1 Escenario de conexión), como 
se van sucediendo las conexiones y desconexiones de los usuarios y las MCUs. 
  
Posteriormente, habría que diseñar la implementación Web, donde habría que 
diseñar un servicio, en el cual habría que rellenar los datos necesarios para 
poder crear un evento. 
 
Una vez finalizado esto, se deberían hacer pruebas reales, para comprobar que 
los cuatro bloques que componen el sistema, MRFC, la implementación SIP, 
MCU e implantación Web, se entienden perfectamente y cada una cumple con 
su función. 
 
Finalmente, como se explicó en el primer capítulo, este proyecto forma parte de 
un sistema mucho más grande, así que una vez se comprueba que el MRFC 
funciona perfectamente, habría que integrarlo en el proyecto global. 
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ANEXO A. ACRÓNIMOS 
 
MRFC 
 
Media Resource Function Controller, es un dispositivo Hardware o Software, 
encargado de gestionar varias videoconferencias simultáneamente en alta 
definición. 
 
MCU 
 
Multipoint Controller Unit, es un dispositivo Hardware o Software, encargado 
de realizar conmutaciones de flujos de datos. 
 
SIP 
 
Session Initiation Protocol, es un protocolo estándar para la inicialización de 
sesiones interactivas. 
 
XML 
 
eXtensible Markup Language (lenguaje de marcas ampliables), es un 
metalenguaje extensible de etiquetas desarrollado por el World Wide Web 
Consortium (W3C). 
 
SAX 
 
Simple API for XML, es un procesador de textos en formato XML. 
 
IP 
 
Internet Protocol, es la parte del protocolo TCP/IP encargada del 
direccionamiento. 
 
SDK 
 
Sofware Development Kit, es un conjunto de herramientas de desarrollo que le 
permite al programador crear aplicaciones para un sistema bastante concreto. 
 
UML 
 
Unified Modelling Language, es el lenguaje modelado de sistemas de software 
más conocido en la actualidad. 
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HTTP 
 
Hipertexto Transfer Protocol, es el protocolo para transferencia de hipertexto 
usado en cada transacción Web. 
 
TCP 
 
Transmission Control Protocol, es la parte del protocolo TCP/IP encargada del 
control de transmisión. 
PAL 
 
Phase Alternating Line, es el sistema de codificación empleado en la 
transmisión de señales de televisión en color en la mayor parte del mundo. 
 
NTSC 
 
National Television System Committee, es el sistema de codificación empleado 
en la transmisión de señales de televisión en color en EEUU y Japón. 
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ANEXO B. RESUMEN DE CONEXIONES EN LAS MCUs 
 
PASO 1 - ESTADO INICIAL 
 
MCU101 
 
IPMCU: 192.0.0.1 
IDMCU: 101 
nº Sources: 0 
nº Destinations: 0 
MCU102 
 
IPMCU: 192.0.0.2 
IDMCU: 102 
nº Sources: 0 
nº Destinations: 0 
MCU103 
 
IPMCU: 192.0.0.3 
IDMCU: 103 
nº Sources: 0 
nº Destinations: 0 
PASO 2 - CONEXIÓN DEL USUARIO 1 
 
MCU101 
 
IPMCU: 192.0.0.1 
IDMCU: 101 
nº Sources: 1 
nº Destinations: 0 
 
Source: 1 
Port In: 1 
MCU102 
 
IPMCU: 192.0.0.2 
IDMCU: 102 
nº Sources: 0 
nº Destinations: 0 
MCU103 
 
IPMCU: 192.0.0.3 
IDMCU: 103 
nº Sources: 0 
nº Destinations: 0 
PASO 3 - CONEXIÓN DEL USUARIO 2 
 
MCU101 
 
IPMCU: 192.0.0.1 
IDMCU: 101 
nº Sources: 2 
nº Destinations: 2 
 
Source: 2 
Port In: 2 
Destination: 1 
 
Source: 1 
Port In: 1 
Destination: 2 
MCU102 
 
IPMCU: 192.0.0.2 
IDMCU: 102 
nº Sources: 0 
nº Destinations: 0 
MCU103 
 
IPMCU: 192.0.0.3 
IDMCU: 103 
nº Sources: 0 
nº Destinations: 0 
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PASO 4 - CONEXIÓN DEL USUARIO 3 
 
MCU101 
 
IPMCU: 192.0.0.1 
IDMCU: 101 
nº Sources: 3 
nº Destinations: 6 
 
Source: 3 
Port In: 3 
Destination: 1 
                     2 
 
Source: 2 
Port In: 2 
Destination: 1 
                    102 
 
Source: 1 
Port In: 1 
Destination: 2 
                    102 
MCU102 
 
IPMCU: 192.0.0.2 
IDMCU: 102 
nº Sources: 3 
nº Destinations: 3 
 
Source: 3 
Port In: 3 
Destination: 101 
 
Source: 2 
Port In: 2 
Destination: 3 
 
Source: 1 
Port In: 1 
Destination: 3 
MCU103 
 
IPMCU: 192.0.0.3 
IDMCU: 103 
nº Sources: 0 
nº Destinations: 0
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PASO 5 - CONEXIÓN DEL USUARIO 4 
 
MCU101 
 
IPMCU: 192.0.0.1 
IDMCU: 101 
nº Sources: 4 
nº Destinations: 10 
 
Source: 4 
Port In: 4 
Destination: 1 
                     2 
 
Source: 3 
Port In: 3 
Destination: 1  
                     2 
 
Source: 2 
Port In: 2 
Destination: 1 
                    102 
                    103 
 
Source: 1 
Port In: 1 
Destination: 2 
                    102 
                    103 
MCU102 
 
IPMCU: 192.0.0.2 
IDMCU: 102 
nº Sources: 4 
nº Destinations: 5 
 
Source: 4 
Port In: 4 
Destination: 3 
 
Source: 3 
Port In: 3 
Destination: 101 
                    103 
 
Source: 2 
Port In: 2 
Destination: 3 
 
Source: 1 
Port In: 1 
Destination: 3 
MCU103 
 
IPMCU: 192.0.0.3 
IDMCU: 103 
nº Sources: 4 
nº Destinations: 5 
 
Source: 4 
Port In: 4 
Destination: 101 
                    102 
 
Source: 3 
Port In: 3 
Destination: 4 
 
Source: 2 
Port In: 2 
Destination: 4 
 
Source: 1 
Port In: 1 
Destination: 4 
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PASO 6 - CONEXIÓN DEL USUARIO 5 
 
MCU101 
 
IPMCU: 192.0.0.1 
IDMCU: 101 
nº Sources: 5 
nº Destinations: 10 
 
Source: 5 
Port In: 5 
 
Source: 4 
Port In: 4 
Destination: 1 
                    2 
 
Source: 3 
Port In: 3 
Destination: 1 
                    2 
 
Source: 2 
Port In: 2 
Destination: 1 
                    102 
                    103 
 
Source: 1 
Port In: 1 
Destination: 2 
                   102 
                   103 
MCU102 
 
IPMCU: 192.0.0.2 
IDMCU: 102 
nº Sources: 4 
nº Destinations: 5 
 
Source: 4 
Port In: 4 
Destination: 3 
 
Source: 3 
Port In: 3 
Destination: 101 
                    103 
 
Source: 2 
Port In: 2 
Destination: 3 
 
Source: 1 
Port In: 1 
Destination: 3 
 
MCU103 
 
IPMCU: 192.0.0.3 
IDMCU: 103 
nº Sources: 4 
nº Destinations: 5 
 
Source: 4 
Port In: 4 
Destination: 101 
                    102 
 
Source: 3 
Port In: 3 
Destination: 4 
 
Source: 2 
Port In: 2 
Destination: 4 
 
Source: 1 
Port In: 1 
Destination: 4 
ANEXOS   63 
PASO 7 - CONEXIÓN DEL USUARIO 6 
 
MCU101 
 
IPMCU: 192.0.0.1 
IDMCU: 101 
nº Sources: 6 
nº Destinations: 12 
 
Source: 6 
Port In: 6 
Destination: 5 
 
Source: 5 
Port In: 5 
Destination: 102 
 
Source: 4 
Port In: 4 
Destination: 1 
                     2 
 
Source: 3 
Port In: 3 
Destination: 1 
                    2 
 
Source: 2 
Port In: 2 
Destination: 1 
                    102 
                    103 
 
Source: 1 
Port In: 1 
Destination: 2 
                    102 
                    103 
MCU102 
 
IPMCU: 192.0.0.2 
IDMCU: 102 
nº Sources: 6 
nº Destinations: 7 
 
Source: 6 
Port In: 6 
Destination: 101 
 
Source: 5 
Port In: 5 
Destination: 6 
 
Source: 4 
Port In: 4 
Destination: 3 
 
Source: 3 
Port In: 3 
Destination: 101 
                    103 
 
Source: 2 
Port In: 2 
Destination: 3 
 
Source: 1 
Port In: 1 
Destination: 3 
MCU103 
 
IPMCU: 192.0.0.3 
IDMCU: 103 
nº Sources: 4 
nº Destinations: 5 
 
Source: 4 
Port In: 4 
Destination: 101 
                    102 
 
Source: 3 
Port In: 3 
Destination: 4 
Source: 2 
Port In: 2 
Destination: 4 
 
Source: 1 
Port In: 1 
Destination: 4 
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PASO 8 - CONEXIÓN DEL USUARIO 7 
 
MCU101 
 
IPMCU: 192.0.0.1 
IDMCU: 101 
nº Sources: 7 
nº Destinations: 14 
 
Source: 7 
Port In: 7 
Destination: 5 
 
Source: 6 
Port In: 6 
Destination: 5 
 
Source: 5 
Port In: 5 
Destination: 102 
                    103 
 
Source: 4 
Port In: 4 
Destination: 1 
                     2 
 
Source: 3 
Port In: 3 
Destination: 1 
                     2 
 
Source: 2 
Port In: 2 
Destination: 1 
                     102 
                     103 
 
Source: 1 
Port In: 1 
Destination: 2 
                    102 
                    103 
MCU102 
 
IPMCU: 192.0.0.2 
IDMCU: 102 
nº Sources: 7 
nº Destinations: 9 
 
Source: 7 
Port In: 7 
Destination: 6 
 
Source: 6 
Port In: 6 
Destination: 101 
                    103 
 
Source: 5 
Port In: 5 
Destination: 6 
 
Source: 4 
Port In: 4 
Destination: 3 
 
Source: 3 
Port In: 3 
Destination: 101 
                    103 
 
Source: 2 
Port In: 2 
Destination: 3 
 
Source: 1 
Port In: 1 
Destination: 3 
MCU103 
 
IPMCU: 192.0.0.3 
IDMCU: 103 
nº Sources: 7 
nº Destinations: 9 
 
Source: 7 
Port In: 7 
Destination: 101 
                    102 
 
Source: 6 
Port In: 6 
Destination: 7 
 
Source: 5 
Port In: 5 
Destination: 7 
 
Source: 4 
Port In: 4 
Destination: 101 
                    102 
 
Source: 3 
Port In: 3 
Destination: 4 
 
Source: 2 
Port In: 2 
Destination: 4 
 
Source: 1 
Port In: 1 
Destination: 4 
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PASO 9 - DESCONEXIÓN DEL USUARIO 1 
 
MCU101 
 
IPMCU: 192.0.0.1 
IDMCU: 101 
nº Sources: 6 
nº Destinations: 8 
 
Source: 7 
Port In: 7 
Destination: 5 
 
Source: 6 
Port In: 6 
Destination: 5 
 
Source: 5 
Port In: 5 
Destination: 102 
                     103 
 
Source: 4 
Port In: 4 
Destination: 2 
 
Source: 3 
Port In: 3 
Destination: 2 
 
Source: 2 
Port In: 2 
Destination: 102 
                    103 
MCU102 
 
IPMCU: 192.0.0.2 
IDMCU: 102 
nº Sources: 6 
nº Destinations: 8 
 
Source: 7 
Port In: 7 
Destination: 6 
 
Source: 6 
Port In: 6 
Destination: 101 
                    103 
 
Source: 5 
Port In: 5 
Destination: 6 
 
Source: 4 
Port In: 4 
Destination: 3 
 
Source: 3 
Port In: 3 
Destination: 101 
                    103 
 
Source: 2 
Port In: 2 
Destination: 3 
MCU103 
 
IPMCU: 192.0.0.3 
IDMCU: 103 
nº Sources: 6 
nº Destinations: 8 
 
Source: 7 
Port In: 7 
Destination: 101 
                    102 
 
Source: 6 
Port In: 6 
Destination: 7 
 
Source: 5 
Port In: 5 
Destination: 7 
 
Source: 4 
Port In: 4 
Destination: 101 
                    102 
 
Source: 3 
Port In: 3 
Destination: 4 
 
Source: 2 
Port In: 2 
Destination: 4 
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PASO 10 - DESCONEXIÓN DEL USUARIO 3 
 
MCU101 
 
IPMCU: 192.0.0.1 
IDMCU: 101 
nº Sources: 5 
nº Destinations: 6 
 
Source: 7 
Port In: 7 
Destination: 5 
 
Source: 6 
Port In: 6 
Destination: 5 
 
Source: 5 
Port In: 5 
Destination: 102 
                    103 
 
Source: 4 
Port In: 4 
Destination: 2 
 
Source: 2 
Port In: 2 
Destination: 103 
MCU102 
 
IPMCU: 192.0.0.2 
IDMCU: 102 
nº Sources: 3 
nº Destinations: 4 
 
Source: 7 
Port In: 7 
Destination: 6 
 
Source: 6 
Port In: 6 
Destination: 101 
                    103 
 
Source: 5 
Port In: 5 
Destination: 6 
MCU103 
 
IPMCU: 192.0.0.3 
IDMCU: 103 
nº Sources: 5 
nº Destinations: 6 
 
Source: 7 
Port In: 7 
Destination: 101 
                    102 
 
Source: 6 
Port In: 6 
Destination: 7 
 
Source: 5 
Port In: 5 
Destination: 7 
 
Source: 4 
Port In: 4 
Destination: 101 
 
Source: 2 
Port In: 2 
Destination: 4 
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PASO 11 - DESCONEXIÓN DEL USUARIO 2 
 
MCU101 
 
IPMCU: 192.0.0.1 
IDMCU: 101 
nº Sources: 3 
nº Destinations: 4 
 
Source: 7 
Port In: 7 
Destination: 5 
 
Source: 6 
Port In: 6 
Destination: 5 
 
Source: 5 
Port In: 5 
Destination: 102 
                    103 
MCU102 
 
IPMCU: 192.0.0.2 
IDMCU: 102 
nº Sources: 3 
nº Destinations: 4 
 
Source: 7 
Port In: 7 
Destination: 6 
 
Source: 6 
Port In: 6 
Destination: 101 
                    103 
 
Source: 5 
Port In: 5 
Destination: 6 
MCU103 
 
IPMCU: 192.0.0.3 
IDMCU: 103 
nº Sources: 4 
nº Destinations: 4 
 
Source: 7 
Port In: 7 
Destination: 101 
                    102 
 
Source: 6 
Port In: 6 
Destination: 7 
 
Source: 5 
Port In: 5 
Destination: 7 
 
Source: 4 
Port In: 4 
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PASO 12 - DESCONEXIÓN DEL USUARIO 4 
 
MCU101 
 
IPMCU: 192.0.0.1 
IDMCU: 101 
nº Sources: 3 
nº Destinations: 4 
 
Source: 7 
Port In: 7 
Destination: 5 
 
Source: 6 
Port In: 6 
Destination: 5 
 
Source: 5 
Port In: 5 
Destination: 102 
                    103 
MCU102 
 
IPMCU: 192.0.0.2 
IDMCU: 102 
nº Sources: 3 
nº Destinations: 4 
 
Source: 7 
Port In: 7 
Destination: 6 
 
Source: 6 
Port In: 6 
Destination: 101 
                    103 
 
Source: 5 
Port In: 5 
Destination: 6 
MCU103 
 
IPMCU: 192.0.0.3 
IDMCU: 103 
nº Sources: 3 
nº Destinations: 4 
 
Source: 7 
Port In: 7 
Destination: 101 
                    102 
Source: 6 
Port In: 6 
Destination: 7 
 
Source: 5 
Port In: 5 
Destination: 7 
PASO 13 - CERRAR EVENTO “FICHAJES” 
 
MCU101 
 
IPMCU: 192.0.0.1 
IDMCU: 101 
nº Sources: 3 
nº Destinations: 4 
 
Source: 7 
Port In: 7 
Destination: 5 
 
Source: 6 
Port In: 6 
Destination: 5 
 
Source: 5 
Port In: 5 
Destination: 102 
                    103 
MCU102 
 
IPMCU: 192.0.0.2 
IDMCU: 102 
nº Sources: 3 
nº Destinations: 4 
 
Source: 7 
Port In: 7 
Destination: 6 
 
Source: 6 
Port In: 6 
Destination: 101 
                    103 
 
Source: 5 
Port In: 5 
Destination: 6 
MCU103 
 
IPMCU: 192.0.0.3 
IDMCU: 103 
nº Sources: 3 
nº Destinations: 4 
 
Source: 7 
Port In: 7 
Destination: 101 
                    102 
 
Source: 6 
Port In: 6 
Destination: 7 
 
Source: 5 
Port In: 5 
Destination: 7 
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PASO 14 - CERRAR EVENTO “OPERACIONES” 
 
MCU101 
 
IPMCU: 192.0.0.1 
IDMCU: 101 
nº Sources: 0 
nº Destinations: 0 
MCU102 
 
IPMCU: 192.0.0.2 
IDMCU: 102 
nº Sources: 0 
nº Destinations: 0 
MCU103 
 
IPMCU: 192.0.0.3 
IDMCU: 103 
nº Sources: 0 
nº Destinations: 0 
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ANEXO C. ESQUEMA DE CONEXIONES 
 
PASO 1 - ESTADO INICIAL 
 
 
 
 
Fig. C. 1Estado inicial 
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PASO 2 - CONEXIÓN DEL USUARIO 1 
 
 
 
 
 
Fig. C. 2 Conexión del usuario 1 
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PASO 3 - CONEXIÓN DEL USUARIO 2 
 
 
 
 
Fig. C. 3 Conexión del usuario 2 
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PASO 4 - CONEXIÓN DEL USUARIO 3 
 
 
 
 
Fig. C. 4 Conexión del usuario 3 
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PASO 5 - CONEXIÓN DEL USUARIO 4 
 
 
 
 
Fig. C. 5 Conexión del usuario 4 
76  Elemento de control para MCUs de alta definición 
PASO 6 - CONEXIÓN DEL USUARIO 5 
 
 
 
 
 
 
 
Fig. C. 6 Conexión del usuario 5 
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PASO 7 - CONEXIÓN DEL USUARIO 6 
 
 
 
 
 
 
Fig. C. 7 Conexión del usuario 6 
78  Elemento de control para MCUs de alta definición 
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Fig. C. 8 Conexión del usuario 7 
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PASO 9 - DESCONEXIÓN DEL USUARIO 1 
 
 
 
 
 
Fig. C. 9 Desconexión del usuario 1 
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PASO 10 - DESCONEXIÓN DEL USUARIO 3 
 
 
 
 
Fig. C. 10 Desconexión del usuario 3 
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PASO 11 - DESCONEXIÓN DEL USUARIO 2 
 
 
 
 
Fig. C. 11 Desconexión del usuario 2 
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Fig. C. 12 Desconexión del usuario 4 
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PASO 13 - CERRAR EVENTO “FICHAJES” 
 
 
 
 
 
Fig. C. 13 Cerrar evento “fichajes” 
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PASO 14 - CERRAR EVENTO “OPERACIONES” 
 
 
 
 
 
 
Fig. C. 14 Cerrar evento “operaciones” 
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ANEXO D. DOCUMENTOS XML QUE GENERA EL MRFC 
 
PASO 1 - CONEXIÓN DEL USUARIO 1 
 
<?xml version="1.0" encoding="ISO-8859-1" ?>  
<!--  Edited by XMLSpy®-->   
<ACTIONS> 
 <ACTION idType="direction"> 
  <IPMCU>192.0.0.1</IPMCU> 
  <PORTDESTINATION>1</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addSource"> 
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>1</IDSOURCEFLOW> 
  <IPSOURCE>192.0.1.1</IPSOURCE> 
  <PORTORIGIN>100</PORTORIGIN> 
  <IDORIGIN>1</IDORIGIN> 
  <PORTDESTINATION>1</PORTDESTINATION> 
 </ACTION> 
</ACTIONS> 
 
PASO 2 - CONEXIÓN DEL USUARIO 2 
 
<?xml version="1.0" encoding="ISO-8859-1" ?>  
<!--  Edited by XMLSpy®-->  
<ACTIONS> 
 <ACTION idType="direction"> 
  <IPMCU>192.0.0.1</IPMCU> 
  <PORTDESTINATION>2</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addSource">  
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>2</IDSOURCEFLOW> 
  <IPSOURCE>192.0.1.2</IPSOURCE> 
  <PORTORIGIN>100</PORTORIGIN> 
  <IDORIGIN>2</IDORIGIN> 
  <PORTDESTINATION>2</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addDestination"> 
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>2</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>1</IDDESTINATIONFLOW> 
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  <IPDESTINATION>192.0.1.1</IPDESTINATION> 
  <PORTDESTINATION>80</PORTDESTINATION> 
  <PORT>2</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>1</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>2</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.1.2</IPDESTINATION> 
  <PORTDESTINATION>80</PORTDESTINATION> 
  <PORT>1</PORT> 
 </ACTION> 
</ACTIONS> 
 
PASO 3 - CONEXIÓN DEL USUARIO 3 
 
<?xml version="1.0" encoding="ISO-8859-1" ?>  
<!--  Edited by XMLSpy®--> 
<ACTIONS> 
 <ACTION idType="direction"> 
  <IPMCU>192.0.0.2</IPMCU> 
  <PORTDESTINATION>3</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addSource">  
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>3</IDSOURCEFLOW> 
  <IPSOURCE>192.0.1.3</IPSOURCE> 
  <PORTORIGIN>100</PORTORIGIN> 
  <IDORIGIN>3</IDORIGIN> 
  <PORTDESTINATION>3</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addSource"> 
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>3</IDSOURCEFLOW> 
  <IPSOURCE>192.0.0.2</IPSOURCE> 
  <PORTORIGIN>3</PORTORIGIN> 
  <IDORIGIN>102</IDORIGIN> 
  <PORTDESTINATION>3</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>3</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>101</IDDESTINATIONFLOW> 
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  <IPDESTINATION>192.0.0.1</IPDESTINATION> 
  <PORTDESTINATION>3</PORTDESTINATION> 
  <PORT>3</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>3</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>1</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.1.1</IPDESTINATION> 
  <PORTDESTINATION>80</PORTDESTINATION> 
  <PORT>3</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>3</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>2</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.1.2</IPDESTINATION> 
  <PORTDESTINATION>80</PORTDESTINATION> 
  <PORT>3</PORT> 
 </ACTION> 
 <ACTION idType="addSource"> 
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>1</IDSOURCEFLOW> 
  <IPSOURCE>192.0.0.1</IPSOURCE> 
  <PORTORIGIN>1</PORTORIGIN> 
  <IDORIGIN>101</IDORIGIN> 
  <PORTDESTINATION>1</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addSource"> 
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>2</IDSOURCEFLOW> 
  <IPSOURCE>192.0.0.1</IPSOURCE> 
  <PORTORIGIN>2</PORTORIGIN> 
  <IDORIGIN>101</IDORIGIN> 
  <PORTDESTINATION>2</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>1</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>102</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.0.2</IPDESTINATION> 
  <PORTDESTINATION>1</PORTDESTINATION> 
  <PORT>1</PORT> 
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 </ACTION> 
 <ACTION idType="addDestination"> 
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>2</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>102</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.0.2</IPDESTINATION> 
  <PORTDESTINATION>2</PORTDESTINATION> 
  <PORT>2</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>1</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>3</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.1.3</IPDESTINATION> 
  <PORTDESTINATION>80</PORTDESTINATION> 
  <PORT>1</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>2</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>3</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.1.3</IPDESTINATION> 
  <PORTDESTINATION>80</PORTDESTINATION> 
  <PORT>2</PORT> 
 </ACTION> 
</ACTIONS> 
 
PASO 4 - CONEXIÓN DEL USUARIO 4 
 
<?xml version="1.0" encoding="ISO-8859-1" ?>  
<!--  Edited by XMLSpy®--> 
<ACTIONS> 
 <ACTION idType="direction"> 
  <IPMCU>192.0.0.3</IPMCU> 
  <PORTDESTINATION>4</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addSource">  
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>4</IDSOURCEFLOW> 
  <IPSOURCE>192.0.1.4</IPSOURCE> 
  <PORTORIGIN>100</PORTORIGIN> 
  <IDORIGIN>4</IDORIGIN> 
  <PORTDESTINATION>4</PORTDESTINATION> 
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 </ACTION> 
 <ACTION idType="addSource">  
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>4</IDSOURCEFLOW> 
  <IPSOURCE>192.0.0.4</IPSOURCE> 
  <PORTORIGIN>4</PORTORIGIN> 
  <IDORIGIN>103</IDORIGIN> 
  <PORTDESTINATION>4</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addSource">  
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>4</IDSOURCEFLOW> 
  <IPSOURCE>192.0.0.4</IPSOURCE> 
  <PORTORIGIN>4</PORTORIGIN> 
  <IDORIGIN>103</IDORIGIN> 
  <PORTDESTINATION>4</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>4</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>101</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.0.1</IPDESTINATION> 
  <PORTDESTINATION>4</PORTDESTINATION> 
  <PORT>4</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>4</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>102</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.0.2</IPDESTINATION> 
  <PORTDESTINATION>4</PORTDESTINATION> 
  <PORT>4</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>4</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>1</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.1.1</IPDESTINATION> 
  <PORTDESTINATION>80</PORTDESTINATION> 
  <PORT>4</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.1</IPMCU> 
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  <IDSOURCEFLOW>4</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>2</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.1.2</IPDESTINATION> 
  <PORTDESTINATION>80</PORTDESTINATION> 
  <PORT>4</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>4</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>3</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.1.3</IPDESTINATION> 
  <PORTDESTINATION>80</PORTDESTINATION> 
  <PORT>4</PORT> 
 </ACTION> 
 <ACTION idType="addSource">  
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>1</IDSOURCEFLOW> 
  <IPSOURCE>192.0.0.1</IPSOURCE> 
  <PORTORIGIN>1</PORTORIGIN> 
  <IDORIGIN>101</IDORIGIN> 
  <PORTDESTINATION>1</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addSource">  
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>2</IDSOURCEFLOW> 
  <IPSOURCE>192.0.0.1</IPSOURCE> 
  <PORTORIGIN>2</PORTORIGIN> 
  <IDORIGIN>101</IDORIGIN> 
  <PORTDESTINATION>2</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addSource">  
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>3</IDSOURCEFLOW> 
  <IPSOURCE>192.0.0.2</IPSOURCE> 
  <PORTORIGIN>3</PORTORIGIN> 
  <IDORIGIN>102</IDORIGIN> 
  <PORTDESTINATION>3</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>1</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>103</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.0.3</IPDESTINATION> 
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  <PORTDESTINATION>1</PORTDESTINATION> 
  <PORT>1</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>2</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>103</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.0.3</IPDESTINATION> 
  <PORTDESTINATION>2</PORTDESTINATION> 
  <PORT>2</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>3</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>103</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.0.3</IPDESTINATION> 
  <PORTDESTINATION>3</PORTDESTINATION> 
  <PORT>3</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>1</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>4</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.1.4</IPDESTINATION> 
  <PORTDESTINATION>80</PORTDESTINATION> 
  <PORT>1</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>2</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>4</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.1.4</IPDESTINATION> 
  <PORTDESTINATION>80</PORTDESTINATION> 
  <PORT>2</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>3</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>4</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.1.4</IPDESTINATION> 
  <PORTDESTINATION>80</PORTDESTINATION> 
  <PORT>3</PORT> 
 </ACTION> 
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</ACTIONS> 
 
PASO 5 - CONEXIÓN DEL USUARIO 5 
 
<?xml version="1.0" encoding="ISO-8859-1" ?>  
<!--  Edited by XMLSpy®--> 
<ACTIONS> 
 <ACTION idType="direction"> 
  <IPMCU>192.0.0.1</IPMCU> 
  <PORTDESTINATION>5</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addSource">  
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>5</IDSOURCEFLOW> 
  <IPSOURCE>192.0.2.1</IPSOURCE> 
  <PORTORIGIN>100</PORTORIGIN> 
  <IDORIGIN>5</IDORIGIN> 
  <PORTDESTINATION>5</PORTDESTINATION> 
 </ACTION> 
</ACTIONS> 
 
PASO 6 - CONEXIÓN DEL USUARIO 6 
 
<?xml version="1.0" encoding="ISO-8859-1" ?>  
<!--  Edited by XMLSpy®--> 
<ACTIONS> 
 <ACTION idType="direction"> 
  <IPMCU>192.0.0.2</IPMCU> 
  <PORTDESTINATION>6</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addSource">  
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>6</IDSOURCEFLOW> 
  <IPSOURCE>192.0.2.2</IPSOURCE> 
  <PORTORIGIN>100</PORTORIGIN> 
  <IDORIGIN>6</IDORIGIN> 
  <PORTDESTINATION>6</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addSource">  
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>6</IDSOURCEFLOW> 
  <IPSOURCE>192.0.0.2</IPSOURCE> 
  <PORTORIGIN>6</PORTORIGIN> 
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  <IDORIGIN>102</IDORIGIN> 
  <PORTDESTINATION>6</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>6</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>101</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.0.1</IPDESTINATION> 
  <PORTDESTINATION>6</PORTDESTINATION> 
  <PORT>6</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>6</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>5</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.2.1</IPDESTINATION> 
  <PORTDESTINATION>80</PORTDESTINATION> 
  <PORT>6</PORT> 
 </ACTION> 
 <ACTION idType="addSource">  
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>5</IDSOURCEFLOW> 
  <IPSOURCE>192.0.0.1</IPSOURCE> 
  <PORTORIGIN>5</PORTORIGIN> 
  <IDORIGIN>101</IDORIGIN> 
  <PORTDESTINATION>5</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addDestination"> 
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>5</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>102</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.0.2</IPDESTINATION> 
  <PORTDESTINATION>5</PORTDESTINATION> 
  <PORT>5</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>5</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>6</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.2.2</IPDESTINATION> 
  <PORTDESTINATION>80</PORTDESTINATION> 
  <PORT>5</PORT> 
 </ACTION> 
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</ACTIONS> 
 
PASO 7 - CONEXIÓN DEL USUARIO 7 
 
<?xml version="1.0" encoding="ISO-8859-1" ?>  
<!--  Edited by XMLSpy®--> 
<ACTIONS> 
 <ACTION idType="direction"> 
  <IPMCU>192.0.0.3</IPMCU> 
  <PORTDESTINATION>7</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addSource">  
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>7</IDSOURCEFLOW> 
  <IPSOURCE>192.0.2.3</IPSOURCE> 
  <PORTORIGIN>100</PORTORIGIN> 
  <IDORIGIN>7</IDORIGIN> 
  <PORTDESTINATION>7</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addSource">  
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>7</IDSOURCEFLOW> 
  <IPSOURCE>192.0.0.3</IPSOURCE> 
  <PORTORIGIN>7</PORTORIGIN> 
  <IDORIGIN>103</IDORIGIN> 
  <PORTDESTINATION>7</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addSource">  
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>7</IDSOURCEFLOW> 
  <IPSOURCE>192.0.0.3</IPSOURCE> 
  <PORTORIGIN>7</PORTORIGIN> 
  <IDORIGIN>103</IDORIGIN> 
  <PORTDESTINATION>7</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>7</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>101</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.0.1</IPDESTINATION> 
  <PORTDESTINATION>7</PORTDESTINATION> 
  <PORT>7</PORT> 
 </ACTION> 
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 <ACTION idType="addDestination"> 
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>7</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>102</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.0.2</IPDESTINATION> 
  <PORTDESTINATION>7</PORTDESTINATION> 
  <PORT>7</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>7</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>5</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.2.1</IPDESTINATION> 
  <PORTDESTINATION>80</PORTDESTINATION> 
  <PORT>7</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>7</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>6</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.2.2</IPDESTINATION> 
  <PORTDESTINATION>80</PORTDESTINATION> 
  <PORT>7</PORT> 
 </ACTION> 
 <ACTION idType="addSource">  
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>5</IDSOURCEFLOW> 
  <IPSOURCE>192.0.0.1</IPSOURCE> 
  <PORTORIGIN>5</PORTORIGIN> 
  <IDORIGIN>101</IDORIGIN> 
  <PORTDESTINATION>5</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addSource">  
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>6</IDSOURCEFLOW> 
  <IPSOURCE>192.0.0.2</IPSOURCE> 
  <PORTORIGIN>6</PORTORIGIN> 
  <IDORIGIN>102</IDORIGIN> 
  <PORTDESTINATION>6</PORTDESTINATION> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>5</IDSOURCEFLOW> 
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  <IDDESTINATIONFLOW>103</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.0.3</IPDESTINATION> 
  <PORTDESTINATION>5</PORTDESTINATION> 
  <PORT>5</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>6</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>103</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.0.3</IPDESTINATION> 
  <PORTDESTINATION>6</PORTDESTINATION> 
  <PORT>6</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>5</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>7</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.2.3</IPDESTINATION> 
  <PORTDESTINATION>80</PORTDESTINATION> 
  <PORT>5</PORT> 
 </ACTION> 
 <ACTION idType="addDestination">  
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>6</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>7</IDDESTINATIONFLOW> 
  <IPDESTINATION>192.0.2.3</IPDESTINATION> 
  <PORTDESTINATION>80</PORTDESTINATION> 
  <PORT>6</PORT> 
 </ACTION> 
</ACTIONS> 
 
PASO 8 - DESCONEXIÓN DEL USUARIO 1 
 
<?xml version="1.0" encoding="ISO-8859-1" ?> 
<!--  Edited by XMLSpy®--> 
<ACTIONS> 
 <ACTION idType="removeDestination"> 
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>2</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>1</IDDESTINATIONFLOW> 
 </ACTION> 
 <ACTION idType="removeDestination"> 
  <IPMCU>192.0.0.1</IPMCU> 
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  <IDSOURCEFLOW>3</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>1</IDDESTINATIONFLOW> 
 </ACTION> 
 <ACTION idType="removeDestination"> 
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>4</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>1</IDDESTINATIONFLOW> 
 </ACTION> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>1</IDSOURCEFLOW> 
 </ACTION> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>1</IDSOURCEFLOW> 
 </ACTION> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>1</IDSOURCEFLOW> 
 </ACTION> 
</ACTIONS> 
 
PASO 9 - DESCONEXIÓN DEL USUARIO 3 
 
<?xml version="1.0" encoding="ISO-8859-1" ?> 
<!--  Edited by XMLSpy®--> 
<ACTIONS> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>2</IDSOURCEFLOW> 
 </ACTION> 
 <ACTION idType="removeDestination"> 
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>2</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>102</IDDESTINATIONFLOW> 
 </ACTION> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>4</IDSOURCEFLOW> 
 </ACTION> 
 <ACTION idType="removeDestination"> 
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>4</IDSOURCEFLOW> 
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  <IDDESTINATIONFLOW>102</IDDESTINATIONFLOW> 
 </ACTION> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>3</IDSOURCEFLOW> 
 </ACTION> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>3</IDSOURCEFLOW> 
 </ACTION> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>3</IDSOURCEFLOW> 
 </ACTION> 
</ACTIONS> 
 
PASO 10 - DESCONEXIÓN DEL USUARIO 2 
 
<?xml version="1.0" encoding="ISO-8859-1" ?> 
<!--  Edited by XMLSpy®--> 
<ACTIONS> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>4</IDSOURCEFLOW> 
 </ACTION> 
 <ACTION idType="removeDestination"> 
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>4</IDSOURCEFLOW> 
  <IDDESTINATIONFLOW>101</IDDESTINATIONFLOW> 
 </ACTION> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>2</IDSOURCEFLOW> 
 </ACTION> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>2</IDSOURCEFLOW> 
 </ACTION> 
</ACTIONS> 
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PASO 11 - DESCONEXIÓN DEL USUARIO 4 
 
<?xml version="1.0" encoding="ISO-8859-1" ?> 
<!--  Edited by XMLSpy®--> 
<ACTIONS> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>4</IDSOURCEFLOW> 
 </ACTION> 
</ACTIONS> 
 
PASO 12 - CERRAR EVENTO “FICHAJES” 
 
<?xml version="1.0" encoding="ISO-8859-1" ?> 
<!--  Edited by XMLSpy®--> 
<ACTIONS> 
</ACTIONS> 
 
PASO 13 - CERRAR EVENTO “OPERACIONES” 
 
<?xml version="1.0" encoding="ISO-8859-1" ?> 
<!--  Edited by XMLSpy®--> 
<ACTIONS> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>5</IDSOURCEFLOW> 
 </ACTION> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>5</IDSOURCEFLOW> 
 </ACTION> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>5</IDSOURCEFLOW> 
 </ACTION> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>6</IDSOURCEFLOW> 
 </ACTION> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>6</IDSOURCEFLOW> 
 </ACTION> 
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 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>6</IDSOURCEFLOW> 
 </ACTION> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.3</IPMCU> 
  <IDSOURCEFLOW>7</IDSOURCEFLOW> 
 </ACTION> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.2</IPMCU> 
  <IDSOURCEFLOW>7</IDSOURCEFLOW> 
 </ACTION> 
 <ACTION idType="removeSource"> 
  <IPMCU>192.0.0.1</IPMCU> 
  <IDSOURCEFLOW>7</IDSOURCEFLOW> 
 </ACTION> 
</ACTIONS> 
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ANEXO E. PETICIONES RECIBIDAS POR LAS MCUs 
 
2008-10-29 01:52:53,634 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
MCUSim created 
2008-10-29 01:52:53,634 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
MCUSim created 
2008-10-29 01:52:53,634 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
MCUSim created 
2008-10-29 01:52:53,634 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
MCUSim created 
2008-10-29 01:52:53,634 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
MCUSim created 
2008-10-29 01:52:53,634 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
MCUSim created 
2008-10-29 01:52:58,360 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addSource (1, 192.0.1.1, 1) 
2008-10-29 01:52:58,440 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addSource (2, 192.0.1.2, 2) 
2008-10-29 01:52:58,440 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addDestination (2, 1, 192.0.1.1, 80) 
2008-10-29 01:52:58,440 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addDestination (1, 2, 192.0.1.2, 80) 
2008-10-29 01:52:58,481 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
addSource (3, 192.0.1.3, 3) 
2008-10-29 01:52:58,481 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addSource (3, 192.0.0.2, 3) 
2008-10-29 01:52:58,481 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
addDestination (3, 101, 192.0.0.1, 3) 
2008-10-29 01:52:58,481 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addDestination (3, 1, 192.0.1.1, 80) 
2008-10-29 01:52:58,481 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addDestination (3, 2, 192.0.1.2, 80) 
2008-10-29 01:52:58,481 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
addSource (1, 192.0.0.1, 1) 
2008-10-29 01:52:58,481 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
addSource (2, 192.0.0.1, 2) 
2008-10-29 01:52:58,491 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addDestination (1, 102, 192.0.0.2, 1) 
2008-10-29 01:52:58,491 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addDestination (2, 102, 192.0.0.2, 2) 
2008-10-29 01:52:58,491 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
addDestination (1, 3, 192.0.1.3, 80) 
2008-10-29 01:52:58,491 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
addDestination (2, 3, 192.0.1.3, 80) 
2008-10-29 01:52:58,541 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
addSource (4, 192.0.1.4, 4) 
2008-10-29 01:52:58,541 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addSource (4, 192.0.0.4, 4) 
2008-10-29 01:52:58,541 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
addSource (4, 192.0.0.4, 4) 
2008-10-29 01:52:58,541 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
addDestination (4, 101, 192.0.0.1, 4) 
2008-10-29 01:52:58,541 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
addDestination (4, 102, 192.0.0.2, 4) 
2008-10-29 01:52:58,541 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addDestination (4, 1, 192.0.1.1, 80) 
2008-10-29 01:52:58,541 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addDestination (4, 2, 192.0.1.2, 80) 
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2008-10-29 01:52:58,541 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
addDestination (4, 3, 192.0.1.3, 80) 
2008-10-29 01:52:58,541 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
addSource (1, 192.0.0.1, 1) 
2008-10-29 01:52:58,541 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
addSource (2, 192.0.0.1, 2) 
2008-10-29 01:52:58,541 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
addSource (3, 192.0.0.2, 3) 
2008-10-29 01:52:58,541 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addDestination (1, 103, 192.0.0.3, 1) 
2008-10-29 01:52:58,541 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addDestination (2, 103, 192.0.0.3, 2) 
2008-10-29 01:52:58,541 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
addDestination (3, 103, 192.0.0.3, 3) 
2008-10-29 01:52:58,541 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
addDestination (1, 4, 192.0.1.4, 80) 
2008-10-29 01:52:58,541 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
addDestination (2, 4, 192.0.1.4, 80) 
2008-10-29 01:52:58,541 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
addDestination (3, 4, 192.0.1.4, 80) 
2008-10-29 01:52:58,891 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addSource (5, 192.0.2.1, 5) 
2008-10-29 01:52:59,312 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
addSource (6, 192.0.2.2, 6) 
2008-10-29 01:52:59,312 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addSource (6, 192.0.0.2, 6) 
2008-10-29 01:52:59,312 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
addDestination (6, 101, 192.0.0.1, 6) 
2008-10-29 01:52:59,322 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addDestination (6, 5, 192.0.2.1, 80) 
2008-10-29 01:52:59,322 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
addSource (5, 192.0.0.1, 5) 
2008-10-29 01:52:59,322 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addDestination (5, 102, 192.0.0.2, 5) 
2008-10-29 01:52:59,332 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
addDestination (5, 6, 192.0.2.2, 80) 
2008-10-29 01:53:01,184 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
addSource (7, 192.0.2.3, 7) 
2008-10-29 01:53:01,184 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addSource (7, 192.0.0.3, 7) 
2008-10-29 01:53:01,184 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
addSource (7, 192.0.0.3, 7) 
2008-10-29 01:53:01,184 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
addDestination (7, 101, 192.0.0.1, 7) 
2008-10-29 01:53:01,194 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
addDestination (7, 102, 192.0.0.2, 7) 
2008-10-29 01:53:01,194 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addDestination (7, 5, 192.0.2.1, 80) 
2008-10-29 01:53:01,194 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
addDestination (7, 6, 192.0.2.2, 80) 
2008-10-29 01:53:01,194 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
addSource (5, 192.0.0.1, 5) 
2008-10-29 01:53:01,194 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
addSource (6, 192.0.0.2, 6) 
2008-10-29 01:53:01,194 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
addDestination (5, 103, 192.0.0.3, 5) 
2008-10-29 01:53:01,194 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
addDestination (6, 103, 192.0.0.3, 6) 
2008-10-29 01:53:01,194 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
addDestination (5, 7, 192.0.2.3, 80) 
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2008-10-29 01:53:01,194 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
addDestination (6, 7, 192.0.2.3, 80) 
2008-10-29 01:53:04,950 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
removeDestination (2, 1) 
2008-10-29 01:53:04,960 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
removeDestination (3, 1) 
2008-10-29 01:53:04,960 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
removeDestination (4, 1) 
2008-10-29 01:53:04,960 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
removeSource (1) 
2008-10-29 01:53:04,960 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
removeSource (1) 
2008-10-29 01:53:04,960 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
removeSource (1) 
2008-10-29 01:56:33,029 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
removeSource (2) 
2008-10-29 01:56:33,029 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
removeDestination (2, 102) 
2008-10-29 01:56:33,029 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
removeSource (4) 
2008-10-29 01:56:33,039 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
removeDestination (4, 102) 
2008-10-29 01:56:33,039 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
removeSource (3) 
2008-10-29 01:56:33,039 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
removeSource (3) 
2008-10-29 01:56:33,039 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
removeSource (3) 
2008-10-29 01:59:44,595 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
removeSource (4) 
2008-10-29 01:59:44,595 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
removeDestination (4, 101) 
2008-10-29 01:59:44,595 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
removeSource (2) 
2008-10-29 01:59:44,595 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
removeSource (2) 
2008-10-29 02:03:09,539 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
removeSource (4) 
2008-10-29 02:14:05,522 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
removeSource (5) 
2008-10-29 02:14:05,522 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
removeSource (5) 
2008-10-29 02:14:05,522 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
removeSource (5) 
2008-10-29 02:14:05,522 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
removeSource (6) 
2008-10-29 02:14:05,522 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
removeSource (6) 
2008-10-29 02:14:05,522 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
removeSource (6) 
2008-10-29 02:14:05,522 INFO [main] RemoteMCU -  [MCU: 192.0.0.3]  
removeSource (7) 
2008-10-29 02:14:05,522 INFO [main] RemoteMCU -  [MCU: 192.0.0.2]  
removeSource (7) 
2008-10-29 02:14:05,532 INFO [main] RemoteMCU -  [MCU: 192.0.0.1]  
removeSource (7) 
 
