Linear discriminant analysis (LDA) has been used for decades to extract features that preserve class separability. It is classically defined as an optimization problem involving covariance matrices that represent the scatter within and between clusters. The requirement that one of these matrices be nonsingular restricts its application to data sets in which the dimension of the data does not exceed the sample size. Recently, the applicability of LDA has been extended by using the generalized singular value decomposition (GSVD) to circumvent the nonsingularity requirement. Alternatively, many studies have taken a two-stage approach in which the first stage reduces the dimension of the data enough so that it can be followed by classical LDA. In this paper, we justify the two-stage approach by establishing its equivalence to the single-stage LDA/GSVD method, provided either principal component analysis or latent semantic indexing is used in the first stage over a certain range of intermediate dimensions. We also present a computationally simpler choice for the first stage, and conclude with a discussion of the relative merits of each approach.
Introduction
The goal of linear discriminant analysis (LDA) is to combine features of the original data in a way that most effectively discriminates between classes. With an appropriate extension, it can be applied to the goal of reducing the dimension of a data matrix in a way that most effectively preserves its cluster structure. That is, we want to find a linear transformation G T that maps an m-dimensional data vector a to a vector y in the l-dimensional space (l ≪ m):
Assuming that the given data are already clustered, we seek a transformation that optimally preserves this cluster structure in the reduced dimensional space.
For simplicity of discussion, we will assume that data vectors a 1 , . . . , a n form columns of a matrix A ∈ R m×n , and are grouped into k clusters as A = [A 1 , A 2 , · · · , A k ] where A i ∈ R m×ni , and
Let N i denote the set of column indices that belong to cluster i. The centroid c (i) is computed by taking the average of the columns in cluster i; i.e., Then the within-cluster, between-cluster, and mixture scatter matrices are defined [Fuk90, TK99] as
T , and
respectively. The scatter matrices have the relationship [JD88] S m = S w + S b .
Applying G T to the matrix A transforms the scatter matrices S w , S b , and S m to the l × l matrices
respectively.
There are several measures of cluster quality that involve the three scatter matrices [Fuk90, TK99] . When cluster quality is high, each cluster is tightly grouped, but well separated from the other clusters. Since
measures the closeness of the columns within the clusters, and
measures the separation between clusters, an optimal transformation that preserves the given cluster structure would maximize trace(G T S b G) and minimize trace(G T S w G).
This simultaneous optimization can be approximated by finding a transformation G that maximizes
However, this criterion cannot be applied when the matrix S w is singular, a situation that occurs frequently in many applications. For example, in handling document data in information retrieval, it is often the case that the number of terms in the document collection is larger than the total number of documents (i.e., m > n in the term-document matrix A), and therefore the matrix S w is singular. Furthermore, for applications where the data points are in a very high-dimensional space and collecting data is expensive, S w is singular because the value for n must be kept relatively small. Such is the case for the image databases of facial recognition, as well as for gene expression data. This is referred to as the small sample size problem, or the problem of undersampled data.
Classical LDA expresses the solution in terms of an eigenvalue problem when S w is nonsingular. By reformulating the problem in terms of the generalized singular value decomposition (GSVD) [VL76, PS81, GVL96] , the LDA/GSVD algorithm [HJP03] has extended the applicability to the case when S w is singular. Another way to make classical LDA applicable to the data matrix A ∈ R m×n with m > n (and hence S w singular) is to perform dimension reduction in two stages. The LDA stage is preceded by a stage in which the cluster structure is ignored. A common approach for the first part of this process is rank reduction by the truncated singular value decomposition (SVD). This is the main tool in principal component analysis (PCA) [DHS01] [Tor01] implemented LSI plus LDA for document classification. A drawback of these two-stage approaches is that experimentation has been needed to determine which intermediate reduced dimension produces optimal results after the second stage.
Moreover, since either PCA or LSI ignores the cluster structure in the first stage, theoretical justification for such twostage approaches has been lacking. Yang and Yang [YY03] supplied theoretical justification for PCA plus LDA, for a single discriminant vector. In this paper, we justify the twostage approach that uses either PCA or LSI, followed by LDA. We do this by establishing the equivalence of the single-stage LDA/GSVD to the two-stage method, provided that the intermediate dimension after the first stage falls within a spe-cific range. In this range S w remains singular, and hence LDA/GSVD is required for the second stage. We explain how, in addition to its role in the LDA/GSVD algorithm, the GSVD provides a mathematical framework for understanding the singular case. We also present a computationally simpler choice for the first stage, which uses QR decomposition (QRD) rather than the SVD. After confirming the equivalence of these approaches experimentally, we discuss the relative merits of each. We conclude that QRD plus LDA, which uses QRD as a pre-processing step for LDA/GSVD, provides a fast algorithm for LDA/GSVD.
LDA based on the GSVD
It is well-known that the J 1 criterion (3) is maximized when the columns of G are the l eigenvectors of S −1 w S b corresponding to the l largest eigenvalues [Fuk90] . In other words, classical discriminant analysis solves
for the x i 's corresponding to the largest λ i 's. For these l eigenvectors, the maximum achieved is J 1 (G) = λ 1 +· · ·+λ l . Since rank(S b ) of the eigenvalues of S Assuming the cluster structure given in (1), [HJP03] defines the m × n matrices
where
. Then the scatter matrices can be expressed as
Another way to define H b that satisfies (7) is
and using this m × k form reduces the storage requirements and computational complexity of the LDA/GSVD algorithm.
As the product of an m × n matrix and an n × m matrix, S w is singular when m > n [Ort87] . This means that J 1 cannot be applied when the number of available data points is smaller than the dimension of the data. Expressing λ i as α 2 i /β 2 i , the eigenvalue problem (4) becomes
This has the form of a problem that can be solved using the GSVD of the matrix pair (H 
t×t , and Q ∈ R m×m such that
and R ∈ R t×t is nonsingular with its singular values equal to the nonzero singular values of K. The matrices
are identity matrices, where
and O w ∈ R (n−t+r)×r are zero matrices with possibly no rows or no columns, and
and α
This form of GSVD is related to that of Van Loan [VL76] as
This implies that
Letting x i represent the ith column of X, and defining
we see that (9) is satisfied for 1 ≤ i ≤ t. Since A question that remains is which columns of X to include in the solution G. If S w is nonsingular, both r = 0 and m−t = 0, so s = rank(H T b ) generalized singular values are finite and nonzero, and the rest are zero. Hence we include in G the leftmost s columns of X. For the case when S w is singular, [HJP03] argues in terms of the simultaneous optimization
that criterion J 1 is approximating. Letting g j represent a column of G, we write
If x i is one of the leftmost r vectors, then
S w x i = 0, including this vector in G increases the trace we want to maximize while leaving the trace we want to minimize unchanged.
On the other hand, for the rightmost m − t vectors, x i ∈ null(S w ) ∩ null(S b ). Adding the column x i to G has no effect on these traces, since x T i S w x i = 0 and x T i S b x i = 0, and therefore does not contribute to either maximization or minimization in (12). We conclude that, whether S w is singular or nonsingular, G should be comprised of the leftmost r + s = rank(H As a practical matter, LDA/GSVD includes the first k − 1 columns of X in G. This is due to the fact that rank(H b ) ≤ k − 1, which is clear from the definition of H b given in (8). If rank(H b ) < k − 1, including extra columns in G (some which correspond to the t−r−s zero generalized singular values and, possibly, some which correspond to the arbitrary generalized singular values) will have approximately no effect on cluster preservation. As summarized in Algorithm 1, we first compute the matrices H b and H w from the data matrix A. We then solve for a very limited portion of the GSVD of the matrix pair (H , which produces orthogonal matrices P and Q and a nonsingular matrix R, followed by the singular value decomposition of a leading principal submatrix of P , whose size is much smaller than that of the data matrix. Finally, we assign the leftmost k − 1 generalized singular vectors to G.
Rank reduction based on the truncated SVD
As mentioned in the introduction, two-stage approaches to dimension reduction typically use the truncated SVD in the first stage. Either PCA or LSI may be used; they differ only in that PCA centers the data by subtracting the global centroid from each column of A. In this section, we express both methods in terms of the maximization of J 2 (G) = trace(G T S m G).
If we let G ∈ R m×l be any matrix with full column rank, then essentially J 2 (G) has no upper bound and maximization is meaningless. Now, let us restrict the solution to the case when G has orthonormal columns. Then there exists G ′ ∈ R m×(m−l) such that G, G ′ is an orthogonal matrix. In Algorithm 1 LDA/GSVD Given a data matrix A ∈ R m×n with k clusters and an input vector a ∈ R m×1 , compute the matrix G ∈ R m×(k−1) which preserves the cluster structure in the reduced dimensional space, using
Also compute the k − 1 dimensional representation y of a.
1. Compute H b and H w from A according to (8) and (5), respectively.
Compute the complete orthogonal decomposition
4. Compute W from the SVD of P (1 : k, 1 : t), which is U T P (1 : k, 1 : t)W = Σ A .
5.
Compute the first k − 1 columns of
, and assign them to G.
addition, since S m is positive semidefinite, we have
Reserving the following notation for the SVD of A:
let the SVD of H m be given by
Hence the columns ofŨ form an orthonormal set of eigenvectors of S m corresponding to the nonincreasing eigenvalues on the diagonal of Λ =ΣΣ
if we denote the first p columns ofŨ byŨ p , and let
This means that we preserve trace(S m ) if we takeŨ p as G. Clearly, the same is true forŨ l with l ≥ p, so PCA to a dimension of at least rank(H m ) preserves trace(S m ).
Now we show that LSI also preserves trace(S m )
. Suppose x is an eigenvector of S m corresponding to the eigenvalue λ = 0. Then
This means x ∈ span{a j − c|1 ≤ j ≤ n}, and hence x ∈ span{a j |1 ≤ j ≤ n}. Accordingly,
we can write A = U q Σ q V T q , where U q and V q denote the first q columns of U and V , respectively, and Σ q = Σ(1 : q, 1 : q). Then range(A) = range(U q ), which implies that
HenceŨ p = U q W for some matrix W ∈ R q×p with orthonormal columns. This yields
Since J 2 (Ũ p ) = trace(S m ) from (13), we preserve trace(S m ) if we take U q as G. The same argument holds for U l with l ≥ q, so LSI to any dimension greater than or equal to rank(A) also preserves trace(S m ).
Finally, in the range of reduced dimensions for which PCA and LSI preserve trace(S m ), they preserve trace(S w ) and trace(S b ) as well. This follows from the scatter matrix relationship (2) and the inequalities
which are satisfied for any G with orthonormal columns, since S w and S b are positive semidefinite. In summary, the individual traces of S m , S w , and S b are preserved by using PCA to reduce to a dimension of at least rank(H m ), or by using LSI to reduce to a dimension of at least rank(A).
LSI Plus LDA
In this section, we establish the equivalence of the LDA/GSVD method to a two-stage approach composed of LSI followed by LDA, and denoted by LSI + LDA. As discussed in the previous section, for q = rank(A), we can write A = U q Σ q V T q , where U q and V q denote the first q columns of U and V , respectively, and Σ q = Σ(1 : q, 1 : q). Then the q-dimensional representation of A after the LSI stage is
and the second stage applies LDA to B. Letting the superscript B denote matrices after the LSI stage, we have
i.e. x and λ are an eigenvector-eigenvalue pair of the generalized eigenvalue problem that LDA solves in the second stage. Then, for λ = α 2 /β 2 ,
T H w = 0, since the columns of both H b and H w are linear combinations of the columns of A. Hence
That is, U q x and α/β are a generalized singular vector and value of the generalized singular value problem that LDA solves when applied to A. To show that these U q x vectors include all the LDA solution vectors for A, we show that rank(S B m ) = rank(S m ). From the definition (6), we have
and
and hence
Since H m and H B m have the same null space, their ranks are the same. This means that the number of non-arbitrary generalized singular value pairs is the same for LDA/GSVD applied to B, which produces t = rank(S B m ) pairs, and LDA/GSVD applied to A, which produces t = rank(S m ) pairs.
So if G is an optimal LDA transformation for B, which is the q-dimensional representation of the matrix A via LSI, then U q G is an optimal LDA transformation for A. In other words, LDA applied to A produces
which is the same result as applying LSI to reduce the dimension to q, followed by LDA. Finally, we note that if the dimension after the LSI stage is at least rank(A), that is B = U T l A for l ≥ q, the equivalency argument remains unchanged.
PCA Plus LDA
Just as we did in the previous section for LSI, we now show that a two-stage approach in which PCA is followed by LDA is equivalent to LDA applied directly to A. In this case, for p = rank(H m ), the p-dimensional representation of A after the PCA stage is B =Ũ i.e. x and λ are an eigenvector-eigenvalue pair of the generalized eigenvalue problem that LDA solves in the second stage.
Here we use (7), the scatter matrix relationship (2), and the fact that S w and S b are positive semidefinite. Hence
That is,Ũ p x and α/β are a generalized singular vector and value of the generalized singular value problem that LDA solves when applied to A. As in the previous section, we need to show that we obtain all the LDA solution vectors for A in this way. From
we have that LDA/GSVD applied to B produces rank(S B m ) = p non-arbitrary generalized singular value pairs. That is the same number of non-arbitrary pairs as LDA/GSVD applied to A.
So if G is an optimal LDA transformation for B, which is the p-dimensional representation of the matrix A via PCA, thenŨ p G is an optimal LDA transformation for A. In other words, LDA applied to A produces
which is the same result as applying PCA to reduce the dimension to p, followed by LDA. Note that if the dimension after the PCA stage is at least rank(H m ), that is B =Ũ Thus the PCA stage eliminates only the joint null space, as illustrated in Figure 2 , which is why we don't lose any discriminatory information before applying LDA.
QRD Plus LDA
To simplify the computation in the first stage, we note that the same argument holds if we use the reduced QR decomposition [GVL96] A = QR, where Q ∈ R m×n and R ∈ R n×n , and let Q play the role that U q orŨ p played before. That is, we use the reduced QR decomposition instead of the SVD. The n-dimensional representation of A after the QRD stage is
and the second stage applies LDA to B. Once again letting the superscript B denote matrices after the first stage, we have
T QR = 0, and accordingly, (Q ′ ) T H b = 0 and (Q ′ ) T H w = 0, since the columns of both H b and H w are linear combinations of the columns of A. Hence
which implies
That is, Qx and α/β are a generalized singular vector and value of the generalized singular value problem that LDA solves when applied to A. Similar to our argument for LSI, we can show that we obtain all the LDA solution vectors for A in this way, by writing
So if G is an optimal LDA transformation for B, which is the n-dimensional representation of the matrix A after QRD, then QG is an optimal LDA transformation for A. In other words, LDA applied to A produces
which is the same result as applying QRD to reduce the dimension to n, followed by LDA.
Experimental Results
To confirm our theoretical results, we use five categories of abstracts from the MEDLINE 1 database (see Table 1 ). Each category has 40 documents. There are 7519 terms after preprocessing with stemming and removal of stop words [Kow97] . Since 7519 exceeds the number of documents (200), S w is singular and classical discriminant analysis breaks down. However, LDA/GSVD and the equivalent two-stage methods circumvent this singularity problem. use in the first stage. Specifically, since rank(A) = 198, using LSI to reduce the dimension to 198 preserves the values of trace(S w ) and trace(S b ) from the full space. Likewise, PCA reduction to rank(H m ) = 197 and QRD reduction to n = 200 preserve the individual traces. The effect of these first stages is further illustrated by the lack of significant differences in misclassification rates resulting from each method, as compared to the full space. Here we use a centroid-based classification method [PJR03] , which assigns a document to the cluster to whose centroid it is closest, and K Nearest Neighbor classification [TK99] for K=1 and K=3. Closeness is determined by L 2 norm or Euclidean distance.
To confirm the equivalence of the two-stage methods and the single-stage LDA/GSVD, we report trace values and misclassification rates for these in Table 3 . Since S w is singular, we cannot compute trace(S −1 w S b ) of the J 1 criterion. However, we observe that trace(S w ) and trace(S b ) are identical for LDA/GSVD and each two-stage method, and they sum to the final reduced dimension of k−1 = 4. Classification results after dimension reduction by each method do not differ significantly, whether obtained by centroid-based or KNN classification. 
Conclusion
To address the problem of dimension reduction of very highdimensional or undersampled data, we have compared four seemingly different methods. Our results are summarized in Table 4 , where q = rank(A), p = rank(H m ), and the complete orthogonal decomposition is referred to as URV.
After showing that both LSI and PCA maximize J 2 (G) = trace(G T S m G) over all G with G T G = I, we confirmed the preservation of trace(S w ) and trace(S b ) with either method or the computationally simpler QRD. The most significant results show the equivalence of the single-stage LDA/GSVD, which extends the applicability of the criterion J 1 (G) = trace((G T S w G) −1 G T S b G) to singular S w , to any of the twostage methods. This provides theoretical justification for the increasingly common approach of either LSI + LDA or PCA + LDA, although most studies have reduced the intermediate dimension below that required for equivalence.
Regardless of which of the three approaches is taken in the first stage, LDA/GSVD provides both a method for circumventing the singularity that occurs in the second stage, and a mathematical framework for understanding the singular case. When applied to the reduced representation in the second stage, the solution vectors correspond one-to-one with those obtained using the single-stage LDA/GSVD. Hence the second stage is a straightforward application of LDA/GSVD to a smaller representation of the original data matrix. Given the relative expense of LDA/GSVD and the two-stage methods, we observe that, in general, QRD is a significantly cheaper preprocessing step for LDA/GSVD than either LSI or PCA. However, if rank(A) ≪ n, LSI may be cheaper than the reduced QR decomposition, and will avoid the centering of the data required in PCA. Therefore, the appropriate two-stage method provides a fast algorithm for LDA/GSVD. 
