A seminal result of Hajnal and Szemerédi states that if a graph G with n vertices has minimum degree δ(G) ≥ (r − 1)n/r for some integer r ≥ 2, then G contains a K r -factor, assuming r divides n. Extremal examples which show optimality of the bound on δ(G) are very structured and, in particular, contain large independent sets. In analogy to the Ramsey-Túran theory, Balogh, Molla, and Sharifzadeh initiated the study of how the absence of such large independent sets influences sufficient minimum degree. We show the following two related results:
Introduction
Given graphs H and G, a collection of vertex-disjoint copies of H in G is called an H-tiling.
A perfect H-tiling of G, or an H-factor for short, is an H-tiling which covers all the vertices of G. Note that a perfect matching corresponds to a K 2 -factor, thus the notion of an H-factor is a natural generalisation from edges to arbitrary graphs.
Determining sufficient conditions for the existence of an H-factor is one of the fundamental lines of research in Extremal Graph Theory. Textbook results of Hall and Tutte give a sufficient condition for the existence of a perfect matching (e.g. see [6] ). The first treatment of a more general case is by Corrádi and Hajnal [5] who showed that if a graph with n vertices has minimum degree 2n/3 then it contains a K 3 -factor, assuming an obvious divisibility condition. This is easily seen to be the best possible bound: consider a complete tripartite graph with parts of size n/3 − 1, n/3 and n/3 + 1. The minimum degree of such a graph is 2n/3 − 1 and as every triangle has to be traversing it does not contain a triangle-factor. Hajnal and Szemerédi [11] showed that δ(G) ≥ (r − 1)n/r is sufficient for the existence of a K r -factor and a similar example shows that this is optimal. Characterising the best possible bound on a minimum degree for an arbitrary graph H has attracted significant attention (some of the milestones along this road include [1, 14, 15] ) until it was finally settled by Kühn and Osthus [18] .
Knowing that extremal examples for these results have very special structure, a natural follow-up question is how much the bound on a minimum degree can be weakened if we exclude graphs with such a structure? Here we consider exclusion of one particular feature of extremal examples, namely the existence of a large independent set. This was first studied by Balogh, Molla, and Sharifzadeh [3] who showed that if the independence number of G is o(n) and δ(G) ≥ n/2 + εn, for any constant ε > 0, then G contains a triangle-factor. This significantly weakens the bound δ(G) ≥ 2n/3 from the Corrádi-Hajnal theorem. By considering a graph G consisting of two cliques of size n/2 − 1 and n/2 + 1, we see that this bound on minimum degree is the best possible.
More generally, let α ℓ (G) denote the size of a largest K ℓ -free induced subgraph of G (the independence number of G corresponds to α 2 (G)). Generalising the result of Balogh, Molla, and Sharifzadeh we ask the following question. Question 1.1. Let r ≥ ℓ ≥ 2 be integers and let G be a graph with n vertices and α ℓ (G) = o(n). What is the best possible minimum degree condition on G that guarantees a K r -factor?
There is a clear analogy between this question and the Ramsey-Túran theory: a central topic in the Ramsey-Túran theory is to determine RT ℓ (n, H, o(n)), the smallest number of edges which guarantees that every graph graph G witn n vertices with α ℓ (G) = o(n) contains a copy of H. For more on the Ramsey-Túran theory see [7, 9, 10, 23] . Here we replace a Túran-type conclusion with one along the lines of the Hajnal-Szemerédi theorem.
The case r = 3 and ℓ = 2 of Question 1.1 was answered in [3] . Our first main result gives some progress for the general values of r and ℓ. Theorem 1.2. Let r > ℓ ≥ 2 be integers. For any ε > 0 there exists ε ′ > 0 such that if G is a graph with n vertices where r divides n, δ(G) ≥ r−ℓ r−ℓ+1 n + εn and α ℓ (G) ≤ ε ′ n then G contains a K r -factor. This shows that the minimum degree sufficient for the existence of a K r−ℓ+1 -factor is also sufficient for a K r -factor if every small induced subgraph contains a copy of K ℓ . For ℓ = r − 1 this becomes δ(G) ≥ (1/2 + ε)n which is easily seen to be optimal: consider a graph G consisting of two disjoint complete graphs of order n/2 − 1 and n/2 + 1. Reiher and Schacht (see the appendix in [3] ) observed that the techniques from [12] can be used to show that δ(G) ≥ (1/2 + ε)n is sufficient for the existence of a K r -factor if additionally every subset of G of size ε ′ n induces quadratically many edges. Thus Theorem 1.2 improves upon this by only requiring a much weaker condition α r−1 (G) ≤ ε ′ n. We discuss the optimality of Theorem 1.2 in the case 2 ≤ ℓ < r − 1 in Section 4.
Let us briefly discuss the excluded case r = ℓ in Theorem 1.2. The required minimum degree if α r (G) = o(n) is clearly at most as large as if we would only know α r−1 (G) = o(n). As the previous extremal example also shows that for ℓ = r we cannot go below n/2, we conclude that the minimum degree for ℓ = r is the same as for ℓ = r − 1. Our second main result shows that if we instead require α * r (G) = o(n), where α * r (G) is defined as the smallest number such that every r-partite subgraph of G induced by r disjoint sets of size at least α * r (G) contains a copy of K r , then one can take arbitrarily small degree. More generally, we prove such a statement for an arbitrary graph H. Definition 1.3. Let H and G be graphs. We define α * H (G) as the smallest number such that 
and G is a graph with n vertices and δ(G) ≥ εn, then with high probability G ∪ G(n, p) contains an H-factor. Here G(n, p) denotes the binomial random graph with n vertices and edge probability p. Theorem 1.4 implies a stronger version of this result: with high probability G ′ ∼ G(n, p) has the property that for every graph G with δ(G) ≥ εn we have that G ∪ G ′ contains an H-factor (the result from [4] is for one fixed G). This follows from the fact that with high probability α * H (G(n, p)) < ε ′ n for arbitrarily small ε ′ (which requires sufficiently large C = C(ε ′ ) in p). Advantages over the proof from [4] is that the proof of Theorem 1.4 is significantly shorter, simpler, and avoids the use of the Regularity Lemma.
Proof strategy
The proofs of Theorem 1.2 and Theorem 1.4 use the absorbing method. This general method was pioneered by Rödl, Ruciński and Szemerédi [22] , though it can be traced further back to Erdős, Gyárfás, and Pyber [8] and Krivelevich [17] . In our case the construction of absorbers, the heart of the proof, is based on ideas of Montgomery [21] . The first author has learned this construction from discussions with Asaf Ferber. These ideas were used in a similar context, for example, by Kwan [19] to show that a typical Steiner triple system contains a perfect matching.
The main idea behind the absorbing method is, given a fixed graph H on h vertices, to find a subset A ⊆ V (G), called an absorber, such that for every R ⊆ V (G) \ A such that h divides |R| + |A| and |R| ≤ ξn, for some small ξ > 0, the induced subgraph G[A ∪ R] contains an H-factor. This reduces the problem to finding an H-tiling in G \ A which covers all but at most ξn vertices, which is usually much simpler.
Widely used constructions of absorbers by Rödl, Ruciński and Szemerédi [22] and Hàn, Person, and Schacht [12] rely on the property of G that for every subset
contain an H-factor. In many problems on finding H-factors such a property indeed holds (e.g. see [13, 20, 24] ). However, as pointed out in [3] , the conditions on G in the case r = 3 and ℓ = 2 in Theorem 1.2 are not strong enough to guarantee this property. Consequently, the absorber construction from [12, 22] fails. Moreover, this turns out to be the case for an arbitrary r and ℓ: Consider a graph G obtained by taking an r-partite complete graph with vertex classes V 1 , . . . , V r and in each V i place a graph Γ with |V i | vertices such that α ℓ (Γ) = o(n) and ∆(Γ) = o(n) (see the proof of Proposition 4.1 for the existence of such graphs). Take an arbitrary independent set S ⊆ V 1 of size r and consider some fixed t ∈ N. Any S-absorber A S ⊆ V (G) \ S of size |A S | = rt which does not contain edges of Γ needs to intersect each V i equally. However, any K r -tiling of A S ∪ S has to be traversing (that is, each copy of K r contains exactly one vertex from each V i ), which leaves at least r vertices of (A S ∪ S) ∩ V 1 unmatched. Therefore, A S needs to contain an edge from some V i , which implies an upper bound of order o(n rt ) on the number of such sets. To summarise, as soon as δ(G) ≤ (r − 1)n/r, we cannot use constructions from [12, 22] .
We show that a much weaker property, namely that for every v(H)-subset S there exists a family of Θ(n) pairwise disjoint S-absorbers, suffices (see Lemma 2.2).
Notation. We follow the standard graph-theoretic notation (see [6] ). In particular, given a graph G and a vertex v ∈ G, we denote with N G (v) the set of neighbours of v in G. Given a set V and an integer k ∈ N, we denote with V k the family of all k-subsets of V . Throughout the paper we assume that n is sufficiently large and, for brevity, avoid the use of floors and ceilings.
The Absorbing Lemma
Definition 2.1. Let H be a graph with h vertices and let G be a graph with n vertices.
contains an H-factor.
• Given a subset S ⊆ V (G) of size h and an integer t ∈ N, we say that a subset
The following lemma gives a sufficient condition for the existence of ξ-absorbers based on abundance of disjoint (S, t)-absorbers. Lemma 2.2. Let H be a graph with h vertices and let γ > 0 and t ∈ N be constants. Suppose that G is a graph with n ≥ n 0 vertices such that for every S ∈ V (G) h there is a family of at least γn vertex-disjoint (S, t)-absorbers. Then G contains an ξ-absorbing set of size at most γn, for some ξ = ξ(h, t, γ).
The proof of Lemma 2.2 is based on ideas of Montgomery [21] and relies on the existence of 'robust' sparse bipartite graphs given by the following lemma. there are γn disjoint (S, t)-absorbers we conclude that for every vertex v ∈ V (G) there is a family of at least γn copies of H which contain v and are otherwise disjoint. Let us denote the family of sets of vertices of each such copy (without the vertex v) by H v .
Choose a subset X ⊆ V (G) by including each vertex of G with probability q = γ/(500ht). The parameter q is chosen such that the calculations work and for now it is enough to remember that q is a sufficiently small constant. A simple application of Chernoff's inequality and a union bound show that with positive probability |X| ≤ 2nq and for each vertex v ∈ V (G) at least q h−1 |H v |/2 sets from H v are contained in X. Therefore, there exists one such X for which these properties hold. Let us denote the family of sets from H v completely contained in X with H ′ v . Set β = q h−1 γ/4 and m = |X|/(1 + β). Let B m be a graph given by Lemma 2.3. Choose disjoint subsets Y, Z ⊆ V (G)\X of size |Y | = 2m and |Z| = 3m(h−1) and arbitrarily partition Z into subsets Z = {Z i } i∈[3m] of size h−1. Take any injective mapping φ 1 : X m ∪Y m → X ∪Y such that φ 1 (X m ) = X, and any injective φ 2 : Z m → Z. We claim that there exists a family {A e } e∈Bm of pairwise disjoint (ht)-
Such a family can be chosen greedily. Suppose we have already found desired subsets for all the edges in some E ′ ⊂ B m . These sets, together with X ∪ Y ∪ Z, occupy at most
, t)-absorbers, there are at least γn/2 ones which do not contain any of the previously used vertices. Pick any and proceed.
We claim that
has the ξ-absorbing property for ξ = β/(h − 1). Consider some subset R ⊆ V (G) \ A such that |R| + |A| ∈ hZ and |R| ≤ ξn. As
we can greedily choose a subset A v ∈ H ′ v for each v ∈ R such that all these sets are pairwise disjoint (recall each set in H ′ v is of size h − 1 and forms a copy of H with v). This takes care of vertices from R and uses exactly |R|(h − 1) ≤ βm vertices from X. If |R|(h − 1) < βm then |A| + |R| ∈ hZ implies βm − |R|(h − 1) ∈ hZ, thus we can cover the remaining vertices from X with disjoint copies of H such that there are exactly m vertices remaining. Again, |H ′ v | ≥ 2βn > 2βm implies that such copies of H can be found in a greedy manner. Let X ′ denote the remaining vertices from X and set X ′ m = φ −1 1 (X ′ ). By Lemma 2.3 there exists a perfect matching M in B m between X ′ m ∪Y m and Z m . For each edge e = {w 1 , w 2 } ∈ M take an H-factor in G[φ 1 (w 1 ) ∪ φ 2 (w 2 ) ∪ A e ] and for each e ∈ B m \ M take an H-factor in G[A e ]. All together, this gives an H-factor of G[A ∪ R].
Proofs of main results
The proof of Theorem 1.4 is somewhat easier thus we use it to demonstrate an application of Lemma 2.2.
Proof of Theorem 1.4. Let γ = ε/8h 2 and ξ = ξ(h, γ, t) be as given by Lemma 2.2, and set ε ′ = min{ξ/h, γ}.
The proof consists of two parts: (i) show that G contains an ξ-absorbing set A ⊆ V (G), and (ii) cover all but at most ξn vertices in V (G) \ A using vertex-disjoint copies of H. Note that part (ii) is almost trivial: greedily pick disjoint copies of H in V (G)\A as long as possible. The resulting set is H-free thus it has to be smaller than hα * H (G) ≤ ξn. With Lemma 2.2 at hand, to prove part (i) it suffices to show that for an arbitrary S ∈ V (G) h there is a family of γn vertex-disjoint (S, t)-absorbers for some t ∈ N. In this case we take t = h. First, for each w ∈ S choose a subset N w ⊆ N G (w) \ S of size εn/(2h) such that all these sets are pairwise disjoint. From hα * H (G) < εn/4h we have that G[N w ] contains a family of εn/4h 2 disjoint copies of H. Let V w be a set containing one vertex from each such copy of H. Each copy of H which traverses all V w 's, that is, it contains a vertex from each V w for w ∈ S, forms an (S, h)-absorber with the corresponding copies of H from N w 's. Greedily pick such disjoint traversing copies of H one after the other, again as long as possible. As long as we have at least |V w |/2 > α * H (G) unused vertices in each V w , that is we have found less than |V w |/2 traversing copies of H so far, the process continues. This way we construct a family of at least |V w |/2 ≥ γn disjoint (S, h)-absorbers, which finishes the proof.
The proof of Theorem 1.2 follows along the same lines as the proof of Theorem 1.4, though it it slightly more technically involved. In particular, the covering part does not come for free, thus we handle it with with the following lemma. there exists a family of γn vertex-disjoint (S, t)-absorbers for some t ∈ N. In particular, we do that for some γ < ε/2 and t = r. Then by Lemma 2.2 there exists a ξ-absorbing subset A ⊆ V (G) of size at most εn/2 and by Lemma 3.1 there exists a K r -tiling in G \ A covering all but at most ξn vertices. All together this implies the existence of a K r -factor in G.
Consider some S ∈ V (G) r . Partition randomly V (G) \ S into r + 1 sets denoted by V 1 , . . . , V r+1 . Each V i is of size (n − r)/(r + 1) and by Chernoff's inequality and union bound, with high probability every vertex has at least r − ℓ r − ℓ + 1 + ε/2 n r + 1 neighbours in each V i . Therefore, there exists a partition V 1 , . . . , V r+1 for which this holds.
Let us enumerate the vertices in S as v 1 , . . . , v r . We show that for every X i ⊆ V i of size at most εn/4(r + 1) there exists a copy of K r in V r+1 , with vertices labelled w 1 , . . . , w r , and a copy of
Note that such copies of K r−1 together with the copy of K r in V r+1 form an (S, r)-absorber. This allows us to greedily form a family of εn/4(r + 1)r disjoint (S, r)-absorbers, which finishes the proof.
The previous claim follows almost trivially from the bound on the minimum degree and α ℓ (G) ≤ ε ′ n. First, note that each vertex has at least r − ℓ r − ℓ + 1 + ε/4 n r + 1 neighbours in each V i \X i . As |V i | < n/(r + 1) this implies that any set of r − ℓ+ 1 vertices has a common neighbourhood of size at least εn/4(r + 1) in V i \ X i . This means we can start with an arbitrary vertex w 1 ∈ V r+1 \ X r+1 and iteratively for 2 ≤ i ≤ r − ℓ pick a vertex w i which is in the neighbourhood of w 1 , . . . , w i−1 . Such vertices form K r−ℓ and as α ℓ (G) ≤ εn/4(r + 1) there exists a copy of K ℓ in their common neighbourhood in V r+1 \ X r+1 . This gives us a copy of K r in V r+1 \ X r+1 . Now for each i ∈ [r] repeat a similar argument in order to find a copy of
We omit the details.
Proof of Lemma 3.1
The proof of Lemma 3.1 is based on a standard application of the regularity method (e.g. see [16] ). We quote below some basic definitions and a statement of the Regularity Lemma. 
We only give a sketch of the proof of Lemma 3.1 as it is a straightforward application of the regularity method.
Sketch of the proof of Lemma 3.1. Let µ ≪ ǫ, ξ, that is µ is sufficiently smaller than ǫ and ξ, and d = ǫ/4. Apply the Regularity Lemma (Lemma 3.3) on G with µ and d to obtain a partition V 0 , ..., V k of V (G) and a spanning subgraph G ′ ⊆ G with the properties (a)-(f) as stated. Let R be the reduced graph of this partition: R has vertex set {1, . . . , k} and there is an edge between i and j if and only if the pair (V i , V j ) has density at least d in G ′ . Property (d) implies that R has minimum degree at least
thus by the Hajnal-Szemerédi theorem it contains a K r−ℓ+1 -tiling which covers all but at most r − ℓ vertices (in case k is not divisible by r − ℓ + 1). For the rest of the proof we ignore V 0 and V i 's for i ∈ [k] which corresponds to vertices not covered by such a tiling. This way we ignore at most µn + (r − ℓ)µn < ξn/2 vertices. Consider one of the copies of K r−ℓ+1 in the obtained tiling in R. Without loss of generality we may assume that it corresponds to vertex classes V 1 , . . . , V r−ℓ+1 . We show that we can find a K r -tiling in G[V 1 ∪ . . . V r−ℓ+1 ] which covers all but at most ξm/2 vertices in each V j . Applying this to every copy of K r−ℓ+1 from the tiling of R we find a K r -tiling of G covering all but at most ξn vertices, as desired.
To show that there exists a K r -tiling in G[V 1 ∪ . . . V r−ℓ+1 ] which covers all but at most ξm/2 vertices in each V j , it suffices to show that for any z ∈ [r−ℓ+1] and any choice of subsets 
Without loss of generality we may assume z = r − ℓ + 1. Our goal is to find a vertex w j ∈ V ′ j for each 1 ≤ j ≤ r − ℓ such that these vertices form K r−ℓ and their common neighbourhood
for sufficiently small ε ′ (recall that N is a constant). The proof of this can be found, for example, in a textbook by Diestel [6, Theorem 7.5.2], thus we omit it. Finally, as α ℓ (G) ≤ ε ′ n we can find a copy of K ℓ in G[N z ] which completes a desired copy of K r .
Concluding remarks
As far as we are aware, it is not known whether Theorem 1.2 is optimal for r − 1 > ℓ ≥ 2.
In particular, a construction from [3] shows that δ(G) ≥ (r − 2)n/r is necessary for ℓ = 2, while Theorem 1.2 shows that (r − 2)n/(r − 1) + o(n) is sufficient. We now generalise their construction to arbitrary r > ℓ ≥ 2. Proof. Let Γ ℓ (n) be a K ℓ+1 -free graph with n ≥ n 0 vertices, α ℓ (G) = o(n) and maximum degree o(n). Such a graph can be obtained, for example, by considering a random graph G(n, p) with edge probability p = n −2/(ℓ+1) : By applying the FKG inequality we have
In the third inequality we used 1 − x > e −2x for 0 < x < 1/2. On the other hand, for p ≥ n −2/ℓ+ε for some ε > 0, we have that a fixed subset of G(n, p) of size n 1−ε/2 contains K ℓ with probability 1 − exp(Ω(n 2−ε p)). A union bound over all subsets of such size shows that α ℓ (G(n, p) ) ≤ n 1−ε/2 with probability 1 − 2 n exp(Ω(n 2−ε p)). By choosing sufficiently small ε > 0, with positive probability we have both α ℓ (G(n, p)) = o(n) and G(n, p) is K ℓ+1 -free.
Having graphs Γ ℓ (n) at hand, we can finish the proof of the claim. As mentioned before, the construction we present is a straightforward generalisation of the construction from [3] . Consider some 2 ≤ ℓ ≤ r/2 and let r = xℓ + y for some x, y ∈ N and 1 ≤ y ≤ ℓ. We create a graph G by taking an (x + 1)-partite complete graph with one set V 1 of size yn/r − 1, one set V 2 of size ℓn/r + 1 and all other sets V 3 , . . . , V x+1 of size ℓn/r, and within each set V i put the graph Γ ℓ (|V i |). Such a graph has minimum degree yn/r − 1 + (x − 1)ℓn/r = (r − ℓ)n/r − 1. Because V i does not contain K ℓ+1 , any K r in such a graph G has to contain at least y vertices from V 1 and cannot contain more than ℓ from any other set. Therefore, a K r -tiling can have at most ⌊|V 1 |/y⌋ < n/r copies of K r , which is not enough to cover all the vertices in V 2 .
To summarise, Theorem 1.2 and Proposition 4.1 give an upper and lower bound on Question 1.1. The difference between these bounds gets larger as ℓ goes from 2 to r/2 and then decreases again as it goes further to r − 1. For ℓ = r − 1 Theorem 1.2 matches Proposition 4.1, thus resolving Question 1.1 in this case. It would be very interesting to determine the correct minimum degree condition for all other cases. This adds to a list of open problems posed in [3] .
Finally, it is worth mentioning that Balogh et al. [2] showed that if α 2 (G) = o(n) and δ(G) ≥ n/3 + o(n) then there exists a triangle-tiling covering all but at most 4 vertices. Moreover, in the case when 3 divides n they characterise a 'barrier' for the existence of a triangle-factor. In the same spirit, as a step towards answering Question 1.1 it would be interesting to show that δ(G) ≥ (r − 2)n/r + o(n) is sufficient for the existence of a K r -tiling covering all but constantly many vertices for r ≥ 4. The construction from Proposition 4.1 can be modified to show that there exists a graph G with α 2 (G) = o(n) and δ(G) = (r−2)n/r−εn such that no K r -tiling of G covers more than (1 − ε)n vertices.
