Abstract-Virtual auditory displays are systems that use signal processing techniques to manipulate the apparent spatial locations of sounds when they are presented to listeners over headphones. When the virtual audio display is limited to the presentation of stationary sounds at a finite number of source locations, it is possible to produce virtual sounds that are essentially indistinguishable from sounds presented by real loudspeakers in the free field. However, when the display is required to reproduce sound sources at arbitrary locations and respond in real-time to the head motions of the listener, it becomes much more difficult to maintain localization performance that is equivalent to the free field. The purpose of this paper is to present the results of a study that used a virtual synthesis technique to produce head-tracked virtual sounds that were comparable in terms of localization performance with real sound sources. The technique made use of an in-situ measurement and reproduction technique that made it possible to switch between the head-related transfer function measurement and the psychoacoustic validation without removing the headset from the listener. The results demonstrate the feasibility of using head-tracked virtual auditory displays to generate both short and long virtual sounds with localization performance comparable to what can be achieved in the free field.
I. INTRODUCTION
T O preserve accurate spatial perception, a virtual system must recreate acoustic cues inherent in natural free-field listening. Of particular importance are those represented in a subject's head-related transfer function (HRTF), the set of filters derived to match the acoustic transformation imparted on a sound source as it interacts with a listener's head, shoulders, and outer ears [1] , [2] . These HRTFs are complex functions of space, frequency and left-or-right ear, and they also must be measured separately for each individual listener to preserve localization performance [3] - [5] . Extreme care must also be taken to ensure that the transfer function from the headphone system used to reproduce the sound to the listener's eardrum is completely accounted for in the virtual reproduction [6] . Because of these complications, very few studies have demonstrated perceptual equivalence between the spatial locations of real (free-field) and virtual sources. Langendijk and Bronkhorst [7] , and Zahorik et al. [8] showed that, with careful calibration and an in situ presentation, virtual sources could be generated that were indistinguishable from free-field sources in a discrimination task. Similarly, Hartman and Wittenberg [9] , showed that careful calibration allowed for real-virtual equivalence of subjective externalization judgments. In terms of localization, Martin et al. [10] showed that, for a small number of subjects, free-field equivalent localization performance could be achieved with virtual sources. Despite the few successes, most studies have still shown differences in localization performance between free-field and virtual sources, even when individualized HRTF measurements are available [11] , [12] , [4] .
In general, the largest difference in localization performance between free-field and individualized virtual sources seems to be an increase in the occurrence of front-back reversals, where a listener hears a sound source at the correct lateral angle but at the mirror image of its true location across the frontal plane. In natural listening situations, listeners are able to alleviate this type of error through small exploratory head movements that create differential changes in binaural cues that allow for disambiguation of front-back location [13] - [15] . In the absence of these dynamic head-motion cues, as occurs with brief stimuli under 300 ms and static, non-head-tracked, virtual audio systems, listeners must rely on subtle features contained within the sound source spectrum to make front-back location judgments.
In order to provide the appropriate head-motion cues, virtual audio systems must monitor the position of the listener's head in real-time, and be able to smoothly transition between sampled HRTF locations in response to the listener's head movements. Unfortunately, this feature introduces several sources of potential error that are not included in the full-fidelity static virtual audio systems like those in Langendijk and Bronkhorst [7] and Martin et al. [10] .
Several authors have shown that degradation of localization performance can occur if the combined process of acquiring head position data, selecting the appropriate synthesis filters, and implementing those filters cannot be accomplished in sufficiently near real-time [16] - [18] . Therefore, in order to reduce processing time, most head-tracked virtual audio displays utilize truncated minimum-phase FIR representations of the HRTFs, along with a separate interaural time delay. Due to the minimum energy delay property of minimum phase filters [19] , truncation of the corresponding time domain representation of these filters results in minimal distortion. While processing speed is less of a consideration than it used to be for real-time HRTF sys-tems, the potential advantages of using shorter filters in terms of processing load and battery life are still quite relevant, and reduced processing load may be important for minimizing the overall total latency of the virtual audio system. Additionally, because traditional HRTF sets only contain measurements for a finite number of discrete locations and virtual sources may need to be rendered at any arbitrary location relative to the listener, head-tracked virtual audio systems must employ some type of interpolation and/or cross-fading technique, both of which inherently introduce some amount of error into the underlying spatial representation.
While a number of authors have described an implementation of head-tracked virtual audio (e.g., [20] - [24] ) few have included a localization task to validate system performance. Of those that have provided localization results Wenzel [17] and Brungart et al. [18] did not include a comparison to free-field performance, while Bronkhorst [4] and Sandvad [16] both showed virtual performance that was significantly worse than free-field, even with the added benefit of dynamic head-motion cues. Djelani et al. [24] reported that the performance of their headtracked system was comparable to the free field; however, a direct comparison to free-field data was only available for a single subject, and, as reported, that subject showed atypical localization responses to elevated sources with all stimuli.
In order to conduct basic research on what auditory cues are used for localization, and how these auditory cues are interpreted perceptually in highly dynamic and interactive environments, there is a need to be able to generate interactive virtual sounds that produce localization performance comparable to the performance achieved in the free field. This will allow researchers to systematically degrade or otherwise modify the acoustic cues present in the individualized HRTF in order to examine the impact these changes have on overall localization performance. Thus, an important first step is to identify the fundamental limitations that might make it impossible to achieve free-field-equivalent localization performance in an interactive virtual display.
The first portion of the current investigation describes an experiment similar to the high-fidelity static HRTF experiments conducted by Langendijk and Bronkhorst [7] and by Martin et al. [10] , which was designed to ensure that our HRTF measurement and headphone equalization procedures are sufficient to produce localization comparable to free-field performance in a static display where the full HRTF was reproduced without modification for a short sound source. The second effort investigates whether the lossy HRTF processing necessary to implement an interactive virtual auditory display significantly degrades localization performance relative to a Full-HRIR implementation. The following sections detail the relevant methods, results and conclusions related to these efforts.
II. HRTF MEASUREMENT AND IMPLEMENTATION

A. Facility and Equipment
All of the measurement and experimental sessions were conducted in the Auditory Localization Facility (ALF), part of the Air Force Research Laboratory at Wright-Patterson Air Force Base in Dayton, OH. The ALF consists of a large, floating-floor anechoic chamber with 4-foot fiberglass wedges covering all six surfaces, providing a nominal anechoic cutoff frequency of 63 Hz. In the center of the facility is a large seven-foot-radius geodesic sphere with 277 loudspeakers (Bose Acoustimass) positioned at its vertices as indicated in Fig. 1 . This results in a average inter-loudspeaker distance of around 14 degrees. At the center of each speaker is a cluster of four individually controllable LEDs.
During both measurement and experimental sessions, the subjects stood on a 2-foot by 3-foot platform that is elevated so that the subject's interaural axis was aligned with the vertical center of the sphere. The ALF is equipped with an Intersense IS900, an ultrasonic six-degree-of-freedom tracking system that provides real-time location and orientation information about the position of the subject's head (provided by a sensor mounted to a headband) and the position and orientation of a hand-held response wand. The tracking system has a manufacturer specified performance of 0.75 mm in translation and less than 0.5 resolution in orientation.
All signal generation and processing was accomplished in Matlab (version 7.1) on a Dell Precision workstation outfitted with an RME RayDAT sound card with digital-optical I/O. The first 16 digital inputs and outputs of the sound card are connected to two Berhringer ADA8000 AD/DAs. The outputs are then passed to eight stereo Crown amplifiers, and any of the 16 amplified outputs can be dynamically routed to any one of the 277 loudspeakers via custom, computer-controlled switching hardware (Winntech).
B. Measurement Stimulus
Transfer function measurements were made using a series of linear sweeps as described in Müller and Massarani [25] . The sweeps were designed in the frequency domain to have a constant magnitude, , and a group delay that increases linearly with frequency. This results in the discrete phase response described by (1) , where is the length of the discrete Fourier transform (DFT) for a single sweep and is chosen such that . For our system , giving with a sampling rate of 44.1 kHz.
(1) 
Measurements were made with a test signal consisting of a train of seven sequtive consweeps, all of which had been bandpass filtered between 100 Hz and 16 kHz, and windowed with 20-ms onset and offset sine-squared ramps. A single, band-limited sweep is shown in both the time and frequency domain in Fig. 2 .
After each sweep-train presentation the corresponding recording was first decomposed into individual sweeps by finding the first time index in the binaural recording for which the absolute value of the amplitude is greater than half of the maximum amplitude. Seven adjacent segments of length were then removed from the recording and treated separately. The first and last segments were discarded to eliminate the effects of the onset and offset ramps and to allow the system to reach steady state prior to the actual measurements. The remaining five interior segments were used to make independent estimates of the resulting transfer function by dividing the DFT of the recorded segment by the DFT of the test signal. All five estimates were converted to impulse responses using an inverse DFT then averaged to obtain a single impulse response. The transfer functions were then windowed to remove any late reflections caused by the presence of the spherical loudspeaker array. The windowing was accomplished using 10-ms Hamming windows temporally-centered on the largest peak of each impulse response.
C. Loudspeaker Calibration
Before the start of the experiment, the response of the audio-signal pathway was calibrated using the sweep-train technique discussed above. The first part of the calibration procedure was designed to ensure that any differences in overall gain and frequency response across the left and right channels of the eight stereo amplifiers used to drive the loudspeakers in the ALF were compensated for the purposes of both the HRTF collection procedure and the presentation of free-field sounds in the facility. This part of the calibration procedure involves sequentially playing a sweep-train through each of the sixteen audio-amplifiers routed to a single reference loudspeaker. The loudspeaker signals are then recorded using an omni-directional probe-tube microphone (Etymotic ER-7C) mounted at the center of the sphere. The 16 lines shown in Fig. 3(A) depict the results of a typical amplifier calibration in the ALF. These lines are all very similar, which indicates that the gains and frequency responses of the sixteen amplifier channels were well matched in this case even without compensation. In order to minimize the amount of compensation required to match the amplifier responses, the amplifier with the frequency response closest to the median response is always selected as the reference, and frequency division is used to construct a 512-tap FIR compensation filter for each of the other fifteen amplifier channels that will best match that channel's frequency response to the reference channel. Fig. 3(B) depicts the magnitude response of all 16 amplifiers when remeasured using a sweep-train that had been pre-processed using the appropriate amplifier compensation filters and shows almost no residual variation between responses.
A technique similar to that described above is then used to develop compensation filters to match the responses of the 277 individual loudspeakers in the ALF. For each loudspeaker location, a sweep-train is pre-filtered with the appropriate amplifier compensation filter, played through the selected loudspeaker, recorded using the probe-tube microphone at the center of the sphere, and processed to derive a frequency response. The resulting loudspeaker that has the frequency response closest to the median response across all the loudspeakers is then treated as a reference loudspeaker, and a compensation filter is generated using frequency division to match all loudspeakers to the response of this reference loudspeaker. As a final step in the calibration procedure, the frequency response of each loudspeaker is remeasured after the compensation filter has been applied. Fig. 3 (C) shows the individual magnitude responses of each loudspeaker in the ALF prior to compensation, and Fig. 3(D) shows the magnitude responses from all locations after application of the individualized speaker compensation filters. These results show that there is substantial variation in the raw speaker responses, but that most of this variation is eliminated by the application of the compensation filters. After compensation, the measured loudspeaker magnitude responses were within one decibel of the reference loudspeaker response when averaged across all loudspeaker locations for the frequency range from 100 Hz to 16 kHz, with a maximum difference for any location or frequency of 3 dB. All of the amplifier and loudspeaker compensation filters are stored electronically, and these filters are used to pre-process the test signals generated during the HRTF measurement to ensure that a consistent system response results from each measurement location. The frequency response curves for all loudspeakers after compensation were also saved electronically, and these curves were used to adjust the HRTFs for any residual differences in the frequency responses of the different loudspeakers as described in the following sections.
D. HRTF Measurement
Subjects initiated the beginning of the HRTF measurement procedure by aligning their head (via the head-slaved LED cursor) to a reference speaker and pressing a button on the hand-held tracker wand. Test stimuli were then presented sequentially from each of the 277 loudspeaker locations with approximately 250 ms between stimulus presentations. The subject's head position and orientation were monitored at all times, and if the subject's orientation changed by more than 3 during the presentation, that measurement was repeated. The subject's actual head position was used to calculate the head-relative position of each test signal presentation.
Binaural recordings were made during each test signal presentation using the blocked ear canal technique [2] , utilizing a pair of custom-built in-ear microphone assemblies. The microphone assembly, shown in Fig. 4 , consisted of a pair of miniature microphones (Knowles FG3329) embedded into small plastic caps from a Toslink cable. These microphones have a nominally flat frequency response between 100 Hz and 10 kHz and a manufacturer-specified noise floor of 30 dBA. The cap provided protection for the delicate solder connection on the rear of the microphone, while simultaneously enabling the microphone to be securely housed inside an oto-dam (Westone PROs), a small earplug used in the custom ear mold process. The oto-dams are disposable and available in several sizes allowing for a sanitary and customized fit for each subject. The dams also contain a pressure-release tube that can be used to remove the microphone assembly from the subject's ears without stressing the microphone wires.
E. Headphone Compensation
Each recording session also included the measurement of the headphone frequency response in order to generate compensation filters for a pair of in situ headphones. One of the goals of the study was to find a way to interleave real and virtual sound sources within the same block of trials. In order to achieve this goal, custom headphones were built based on the implementation of Langendijk and Bronkhorst [7] and Kulkarni and Colburn [26] . These headphones were designed to allow the presentation of broadband signals while having a minimal impact on the HRTF of the listener wearing them. These "WireBud" headphones, which are shown in Fig. 5 , consist of a pair of Sennheiser ear-bud-style headphones (MX 470) mounted on a custom ear harness constructed from bent semi-rigid wire. The harness hooks easily over the top of the pinna, curves behind the ear, and gently squeezes the ear lobe, creating a stable distal positioning of the ear-bud, even during normal head movements. In both experiments in situ headphone correction filters were calculated as follows. The same chirp-based test signal was presented through the headphones and recorded binaurally after the HRTF measurements but before the microphones were removed from the listeners' ears. Compensation filters for each ear were then calculated by dividing 1 by the complex DFT then taking an inverse DFT. The inverse filters were then bandpass filtered between 500 Hz and 15 kHz, windowed with 1024 point (2.32 ms) Hamming windows centered on the peak of the impulse response. The 500 Hz low frequency cutoff was applied to eliminate a large resonance in the inverse filter due to poor low frequency response of the headphones. While this lower cutoff is atypical for traditional virtual auditory displays presenting real-world sounds, it is unlikely to differentially affect localization results across listening conditions. 6 depicts the raw measured head-related impulse response (HRIR). Note that this raw HRIR clearly shows the small amount of residual reverberation that exists in the Auditory Localization Facility as a result of sounds reflecting off the other speakers and the structure of the geodesic sphere. These reflections are at least 13 dB down from direct signal and arrive about 15 ms after the start of the direct impulse. Because they occur much later than the direct impulse, these reflections are easily removed by the application of a 10-ms Hamming window centered on the greatest peak in the HRIR. The magnitude response of this windowed HRIR, the second signal in Fig. 6 , has a smooth frequency response that shows the spectral peaks and notches that result from spectral filtering by the head, torso, and pinna. The third trace from the top of Fig. 6 shows the signal after application of the inverse speaker and headphone filters. The frequency-response corrected HRTF is then converted to minimum phase (fourth signal in Fig. 6 ) and truncated to 256 samples using a rectangular window, resulting in the fully-processed HRTF shown at the bottom of Fig. 6 .
F. HRTF Processing
For each HRTF location, an interaural time delay was also extracted using a method based on differences in group delay in the windowed HRIRs for the left and right ears (Fig. 6) . For each ear, a linear least squares fit was applied to the low-frequency unwrapped phase response taken between 300 Hz and 1500 Hz. The slope of this line represents the negative of the average group delay over this frequency region. The ITD (in In order to make it possible to render the HRTFs at any desired location, the fully processed, truncated, minimum phase HRIRs and ITDs corresponding to each measured location were interpolated onto a grid with 5 resolution in both azimuth and elevation. This was done using a method based on linear nearestneighbor interpolation, similar to that employed by Martin and McAnally [27] . The current study uses a slight variation on this method, as illustrated in Fig. 7 . Here solid circles represent HRIR measurement locations, empty dashed circles represent interpolation sites, and the dashed lines connect each interpolation site to its contributing measurement locations. If an interpolation site lies directly in line between two measured locations (such as interpolation site 1) only those two HRIRs (C and D) are used in the interpolation. Otherwise, if an interpolation site does not lie directly between two measurement sites (such as interpolation site 2), the three closest measurement location are used (A,B,C). In both cases the interpolated HRIR is found by taking the weighted average of the contributing HRIRs. Each contributing HRIR's weight is inversely proportional to the geometric distance from the measurement site to the interpolation site (the length of the dashed line), and normalized so that all of the weights for a given interpolation site add to one. An identical process is used to interpolate the ITDs.
This interpolated grid of processed minimum-phase HRIRs and ITDs represents the level of processing required to render a virtual sound in headtracked VAD. However, as mentioned in the introduction, we also wanted to include an intermediate virtual audio condition that more closely matched the conditions used by [10] and [7] in previous experiments, which included a direct comparison between free-field and virtual sounds. These full-HRIRs were obtained simply by applying the headphone compensation filter directly to the full HRIR shown in Fig. 6 . These Full-HRIRs are not suitable for interpolation between positions, so their use is limited to the synthesis of stationary sound sources at fixed locations relative to the listener. However, within those constraints, they would presumably generate the greatest possible level of realism, reproducing almost exactly the same waveform in the listener's ear as the free-field sound source, including any room reflections or other artifacts that might be present in the facility.
G. Head-Tracked Virtual Presentation
In order to allow for continuous virtual presentation, the grid of interpolated HRTFs was loaded into SLAB (slab3d.6.1), an open source real-time software-based acoustic scene renderer developed by NASA. Details concerning SLAB's internal processing can be found in [28] , [29] . In brief, the SLAB software handles the real-time signal processing required to continuously update the virtual sound source's position with respect to the listener's dynamically moving head. This is accomplished with a headtracker interface that provides access to changes in the listener's head position detected by the IS900 headtracker. At each time frame SLAB then selects the closest HRTFs and ITDs based on the current head position and linearly interpolates them to approximate the current appropriate values at the current head-relative location. SLAB also includes a temporal crossfading process to ease rough transitions between neighboring time frames.
The SLAB engine was controlled via a custom-built command server with a MATLAB interface. Once initiated, SLAB reads the sound appearing at a designated input of the sound card, processes the sound using the loaded HRTF, and delivers the binaural signal to the output of the sound card. Internal SLAB audio processing has a frame update rate of approximately 120 Hz, while head position data was updated via the server at approximately 50 Hz providing an end-to-end system latency of approximately 50 ms. It is important to note that this latency is less than the critical latencies discussed in [16] - [18] , [30] .
III. EXPERIMENT I: DIRECT COMPARISON OF REAL AND VIRTUAL SOUNDS
A. Methods
In the initial validation experiment, our goal was to develop a localization procedure that would allow us to interleave real and virtual sources and do a direct comparison of how well listeners were able to localize and distinguish between each type of sound. In order to achieve this, we conducted both the HRTF measurements and the perceptual experiment with the WireBud headphones present on the listeners ears. The perceptual evaluations conducted in Experiment 1 consisted of a combined localization and subjective evaluation task.
1) Subjects: Seven subjects participated in the experiment (4 males, 3 females) all between the ages of 18 and 25. All seven subjects had audiometric thresholds within 15 dB HL between 125 Hz and 8 kHz. All subjects had participated in previous free-field localization experiments using the same response technique, but had not participated in any virtual localization tasks. No additional training was given to the subjects before the start of the experiment.
2) Stimuli: All stimuli were created from independent samples of random white Gaussian noise, which was bandpass filtered between 500 Hz and 14 kHz. On a given trial the stimulus was presented randomly by one of three presentation types (Free-Field, Full HRIR, Head-Tracked). The free-field presentation consisted of filtering the noise stimulus with the speaker correction filter corresponding to the target location and presenting the stimulus through an ALF loudspeaker. The 'Full HRIR' presentation consisted of filtering the noise stimuli with a full 2048-tap headphone-corrected HRIR corresponding to the target location and presenting the stimulus through headphones. The 'Head-Tracked' presentation consisted of filtering the noise stimulus using the SLAB software to generate a virtual source at the target location. Therefore, 'Full HRIR' represents the best available virtual presentation with no additional processing and no head-tracking, while 'Head-Tracked' constitutes a truncated minimum-phase implementation with head-tracking. For both the free-field and head-tracked conditions, the stimulus duration was set to either 250 ms (Burst) or 10 seconds (Continuous). Because the full-HRIR condition did not employ head-tracking, stimulus duration was limited to the 250-ms burst condition to eliminate the possibility of head-movement during presentation. The presentation order of all conditions was randomized within a block, and the stimulus in each trial was presented at a level that was randomly selected to be somewhere between 55 and 65 dB SPL. Target locations were randomly chosen from a set of 245 ALF loudspeaker locations. This set of locations was selected to eliminate locations below in elevation and to ensure that all the virtual sound presentations occurred in locations that could correspond to the locations of actual physical speakers. The experimental conditions were selected randomly for each trial, with a total of 60 trials per subject in each of the short duration conditions, and 30 trials per subject in each of the long-duration conditions.
During the first experiment the WireBuds were positioned prior to the HRTF collection so that any acoustic effects caused by their presence would be captured in the HRTF recordings. In the second experiment, the WireBuds were positioned on the subject after the HRTF recordings were complete, with care to avoid disturbing the in-ear microphones.
3) Procedure: Prior to the start of each experimental session, the position of the headband on the subject's head was adjusted by 1) instructing the subject to face the speaker in the front of the sphere (i.e., 0 Az, 0 El); 2) turning on an LED cursor that was continuously updated to illuminate the speaker located directly in front of the measured location of the headtracking sensor on the headband; and 3) having the subject adjust the location of the headband until the LED cursor illuminated the front speaker. Once in place, the headtracker was never taken off or adjusted for the entire collection-presentation session. In each half-hour experimental session, a new set of HRTFs was measured for the current subject. The entire in situ measurement procedure, including the headphone correction measurement, took approximately five minutes to complete, immediately followed by three, 40-trial experimental blocks. Each trial consisted of a single stimulus presentation that required both a localization judgment and a subjective evaluation response. Subjects initiated each trial by centering their head using the head-slaved LED cursor and pulling a trigger on a hand-held wand. After the stimulus was presented, the subject made a localization judgment by moving an LED cursor, slaved to the tracked hand-held wand, to the location of a speaker and pressed the trigger. Subjects were then asked to indicate whether they thought the sound Fig. 8 . Localization results for Experiment I with short duration, "Burst" stimuli (left) and long duration "Continuous" stimuli (right). Results are averaged over all subjects in terms of the total angular error and its lateral and intraconic components as well as the percentage of trials which resulted in a front-back reversal. All error bars represent 95% confidence intervals.
had originated from one of the actual speakers or from a virtual source by selecting an appropriate button on the wand. All subjects were familiar with the localization task and no instructions were given discouraging or promoting exploratory movements. Once a decision was made, subjects received feedback about the correct location of the target, but not whether it was a real or virtual source.
B. Results
The results show generally good agreement between freefield stimuli and both types of virtual stimuli. The left panel of Fig. 8 shows the localization results for the short duration "burst" condition. There was a general trend for total angular error to be best in the free-field condition (15 ) , slightly worse in the full-HRIR condition (16 ) , and worst in the head-tracked condition (18 ) , which represents a statistically significant difference (as indicated by the results of a one-factor within-subjects ANOVA, ). Total angular error is calculated here as the great circle error between the target and response locations. Error differences seemed to be concentrated in the up-down and front-back dimensions rather than the left-right dimension. This is shown in the second two sets of bars in each panel of Fig. 8 , which show the localization error broken down into the errors in the lateral dimension and the errors within a cone of confusion (intraconic). These errors are calculated by transforming the target and response directions into the interaural-polar coordinate system and taking the absolute difference between the target and response for each component. The last set of bars in Fig. 8 show the percentage of trials in which a front-back reversal occurred (where a frontback reversal is defined as a trial in which the target and response locations were in different front-back hemispheres, and neither location was within 15 degrees of the frontal plane). The percentage of front-back reversals was relatively low across all conditions % , and there were no statistically significant differences across the conditions (one-factor within-subjects ANOVA,
). This suggests that the differences in overall localization performance across the conditions cannot be fully explained by additional front-back confusions in the virtual listening conditions. The right panel of Fig. 8 shows performance in the "continuous" sound conditions. Continuous stimuli were left on for a maximum of 10 seconds or until the subject made a response. Subjects typically responded within the first 3 seconds of the stimulus, so the 10-second duration limit was not an issue. In this condition, there were no significant differences between the overall angular localization errors observed with the head-tracked virtual sounds and the free-field sounds (one-factor within-subjects ANOVA,
). Both resulted in very small average angular errors on the order of 5-6 . Fig. 9 shows the distribution of localization responses for each of the presentation types and the burst duration. Response locations are plotted as a function of target location in terms of their lateral and intraconic (IC) angles. As can be seen, there is a very good correspondence between target and response direction independent of presentation type or target location. In general performance seems to be best in front of the listener and worst near the frontal plane. Fig. 10 . Average subjective evaluation score for Experiment I taken over all subjects. Score indicates the percentage of trials in which the subjects thought the source was from a loudspeaker. All error bars represent 95% confidence intervals. Fig. 10 depicts the results of the subjective evaluation. This figure shows the percentage of trials in which the subject indicated that the source appeared to come from an actual loudspeaker, as opposed to a virtual sound generated over headphones. Only a small difference was found between the virtual Full-HRIR and free-field conditions, suggesting that the virtual rendering in the full-HRIR condition was perceptually realistic and these virtual sounds were almost indistinguishable from the real sound sources. The head-tracked virtual sounds did not achieve the same level of realism as the full-HRIR sounds, even when long duration stimuli made exploratory head movements possible; the results show that listeners mistakenly identified the head-tracked virtual sounds as coming from a real loudspeaker in almost half the trials, including the continuous trials.
C. Discussion
The results of Experiment I show that there was essentially no difference in localization performance or in perceived realism between actual sounds generated by physical loudspeakers in the ALF facility and virtual sounds rendered using the full-HRIR synthesis technique. This result is consistent with the results of both Langendijk and Bronkhorst [7] and Martin et al. [10] , and it confirms that the rapid HRTF measurement procedure used in the ALF is capable of accurately measuring individual HRTFs that may be used to synthesize high-fidelity virtual sounds through a set of custom-designed headphones.
Furthermore, the results of our head-tracked virtual condition demonstrate that careful processing can be used to generate short-duration minimum-phase HRTFs that are suitable for interpolation and real-time rendering in an immersive headtracked virtual audio display with little reduction in localization performance. This suggests that the temporal windowing, conversion to minimum phase, and truncation of the HRTF illustrated in Fig. 6 was successful in converting the HRTF into a form suitable for linear interpolation without substantially degrading the cues necessary for accurate localization.
It is also necessary to discuss the possibility that the equivalent performance in the Full-HRIR and head-tracked conditions could reflect an offsetting effect between a degradation in performance caused by the minimum phase processing and an improvement in performance caused by the elimination of reflections that may have degraded performance in the Full-HRIR (and free-field) conditions. This possibility was evaluated in a pilot experiment that examined the effect of presenting a 'quasianechoic' stimulus in which a temporal window was applied to the HRTF to eliminate the late reflections shown in the unprocessed HRTF in Fig. 6 without modifying the early portion of the HRTF. There was no measurable difference in localization performance between the full HRTF and the quasi-anechoic HRTF. Thus, although Laitinen et al. [22] showed that small changes in update rate and tracker bias can have a similar effect on subjective quality ratings of head-tracked virtual audio, these changes are likely to negatively affect localization performance as well. Therefore it is more likely that the differences in the subjective experiment shown in Fig. 10 are related to the fact that the head-tracked virtual sounds did not contain the late reflections that were present in both the free-field and full HRIR stimuli. Since these sounds were all interleaved randomly, this caused the head-tracked sounds to have a distinctly different coloration than the other two types of sounds, and consequently, the subjective evaluations for these sounds indicated that they were much less likely to be identified as coming from a real loudspeaker than a true free-field sound for both the short and long duration stimuli.
Another possible concern with the results of Experiment I is that both the real and virtual localization scores may have been negatively impacted by the distortions introduced by the presence of the Wire-Bud headphones during HRTF collection and free-field sound playback. In order to address this issue, a second experiment was conducted where the HRTFs were measured without the headphones in place, and the headphones were placed on the head and their compensation filters were measured after the HRTF collection but prior to the removal of the in-ear microphones. This made it possible to examine real and virtual localization performance without any possible contamination of the HRTF from the presence of the Wire-Bud headphones, but made it necessary to collect free-field and virtual localization data in different blocks of trials.
IV. EXPERIMENT II: COMPARISON OF REAL AND VIRTUAL SOUNDS IN SEPARATE BLOCKS
A. Methods
The second experiment was designed to address the possibility that the physical presence of the WireBuds during HRTF collection could affect localization cues both for free-field stimuli and virtual stimuli. The experimental procedure was a replication of the first experiment with two modifications. First, the WireBud headphones were not worn during the HRTF measurement process but rather were donned immediately afterwards in order to allow for an in-situ headphone compensation before virtual conditions. Secondly, the free-field conditions were collected in a separate set of experimental sessions to avoid the need to remove the headphones between Fig. 11 . Localization results for Experiment II with short duration, "Burst" stimuli (left), and long duration, "Continuous" stimuli (right). Results are averaged over all subjects in terms of the total angular error and its lateral and intraconic components as well as the percentage of trials that resulted in a front-back reversal. All error bars represent 95% confidence intervals.
conditions. The experiment utilized the same set of seven subjects (4 males, 3 females) from Experiment I, as well as the same distribution of stimulus conditions (60 trials per subject in each short duration stimulus condition, 30 trials per subject in each long duration stimulus condition).
B. Results
Fig . 11 shows the localization results for the short duration burst stimuli in Experiment II. A comparison between these results and the results from Experiment I shown in Fig. 8 clearly shows that performance in the "burst" condition of Experiment II was superior to performance in the "burst" condition of Experiment I in all dimensions, with the overall angular error dropping from roughly 15 to roughly 12 in the free-field condition. While secondary procedural results like blocking on condition and experience-based learning could account for some of the effects, the performance difference was likely the result of spectral distortions that were caused by the presence of the WireBud headphones over the listener's ears during the HRTF measurements and free-field localization trials of Experiment I. Note, however, that performance in the "continuous" conditions of the experiment was not significantly different between Experiments I and II. This suggests a ceiling effect related to the fact that the listeners who had access to exploratory head motion cues were able to accurately localize the continuous sounds even when the localization cues were distorted by the presence of the WireBud headphones.
The results in Fig. 11 also show that, once the distortions related to the WireBud headphones were removed, the differences in performance between the free-field, head-tracked, and full-HRIR conditions of the experiment were reduced to the point where they were essentially negligible. Although the data show that the mean errors tended to be slightly larger in the head-tracked condition than in the free-field condition, the differences in angular error were typically less than one degree and they were not statistically significant (1-factor within-subjects ANOVA, ).
V. DISCUSSION
In comparison to other studies that have examined either freefield or virtual localization, the localization errors measured in this study were quite low. The benchmark for determining the quality of any virtual sound presentation is a comparison to performance in the free field in a comparable task. Thus, it makes sense to first examine performance in the free-field condition in the context of other studies that have used similar methods to measure free-field localization performance. In this regard, both the short and long stimulus conditions of Experiment II compare favorably with other studies in the literature. The free-field localization performance achieved in that experiment was comparable to, and often better than, the localization performance reported in other studies that have used broadband sources distributed across the entire range of possible azimuth and elevation sources locations. For short duration stimuli, the 12 average angular error seen in Experiment II effectively matches average angular error reported by Martin et al. [10] . When the results of both studies are analyzed to resolve all front-back reversals, Experiment II had an overall angular error of 11 compared to the 10 error reported in the Martin et al. study. However, the Martin et al. study used only a very small number (three) very welltrained subjects, and its results are substantially lower than most other reports of overall angular error in the literature, including the 16 RMS angular error reported by Middlebrooks [31] , the 14 mean angular errors reported by Wightman and Kistler [11] , and the 15.6 mean angular error reported in a recent meta-study that combined data from more than 82,000 free-field localization trials collected across 161 listeners in five different laboratories using a variety of different response procedures [32] . In part, we believe the lower localization errors reported here may have been related to our response technique, which required listeners to identify the apparent location of the sound by moving an LED cursor to the discrete loudspeaker location that most closely matched that perceived location.
Fewer studies have looked at free-field localization errors for continuous sound sources. Bronkhorst [4] used a "closed-loop" head-pointing response for localization of continuous broadband sources, and found an average angular error of approximately 9 . This is slightly higher than the 5-6 average angular error obtained for long-duration stimuli in our study. Similarly, Sandvad [16] reported average azimuth and elevation errors of 7 and 9 , respectively. While it is difficult to directly compare absolute localization performance across different experiments, the fact that the free-field performance seen in our study is comparable with other published results for both short and long duration stimuli gives us confidence that comparisons with virtual performance will not be limited by floor effects due to poor free-field performance.
In terms of virtual localization performance, our results are lower than most reported measures of localization performance in the literature. The best virtual localization performance results we are aware of are those from the study by Martin et al. [10] , which also found no statistically significant differences in performance in terms of localization performance was observed between free-field sources and virtual sources generated with full-HRIR digital filters. However, as mentioned before, that study was limited to static virtual sounds generated by non-interpolated full-length HRTFs.
Localization errors reported for other virtual audio displays that have used individualized HRTFs and interactive headtracking have been substantially larger. For example, Pec et al. [33] reported localization errors for both static and dynamic sources that were twice as large as those measured for a free-field source. Djelani et al. [24] investigated both short duration and long duration head-tracked stimuli using a number of different response techniques, however none of their average localization errors were less than 19 for short duration stimuli and 10 for long-duration stimuli. Similarly, Wenzel et al. [17] reported localization errors for long-duration (8 s) virtual stimuli of approximately 25 . These average localization errors are substantially larger than both the free-field and virtual head-tracked stimuli seen in the current study (approximately 4 for long duration stimuli and 12 for short duration stimuli).
Recently, Majdak et al. [34] used a virtual audio display condition that incorporated a head-mounted visual display that projected a cross-hair on the visual scene at the location the listener was indicating with a hand-held response wand (similar to the LED cursor used in this experiment). Localization performance in this virtual display system was validated by comparing it directly to the virtual localization results reported by Middlebrooks [31] and showing that, in the best condition, virtual performance was comparable to that achieved in the Middlebrooks experiment (for example, quadrant errors occurred in 7.8% of trials versus 7.7% in the Middlebrooks study). However, this comparison failed to note that subjects in the Middlebrooks study performed substantially better in the free-field (where there were only 4.4% quadrant errors) than they did with the virtual audio stimuli. The comparison also did not account for the fact that the Majdak study used substantially longer stimuli than the Middlebrooks experiment (500 ms vs 250 ms) that could have provided additional benefit. Thus, while virtual localization performance in the Majdak study was quite respectable, we would argue that it is likely that it did not approach the level that would likely be achieved if the same subjects were asked to perform the same localization study in the free field.
When taken together with the results of these earlier experiments that have measured localization performance with real and virtual sources, we believe that the results of the current experiment provide strong validation for the use of the in-situ HRTF measurement and rendering technique described here as a tool for evaluating the effects that small changes in HRTF have on virtual localization performance. Localization performance in the head-tracked condition of Experiment II was essentially identical to performance in the free-field condition, where performance was as good or better than any published data showing the best possible localization performance human listeners can achieve in the free field. This indicates that performance in both the real and virtual conditions was limited by the performance of human sound localization, rather than by any artificial limits resulting from errors in the response technique. Thus, while we have no way of knowing if the level of care we have taken in measuring, processing, and rendering the HRTFs used in this experiment is truly necessary to achieve near-equivalent real-virtual performance, we are fairly confident that it is sufficient to obtain reasonably accurate localization performance in a virtual display. Thus, we believe our methods can serve as a guide for investigators who are interested in setting up a high-fidelity virtual audio display for research applications.
VI. CONCLUSION
The results of this study provide evidence that head-tracked virtual audio systems can provide real-virtual equivalent localization performance despite the limitations of practical implementation such as system latency, HRTF interpolation errors, and filter truncation errors. These experiments show that, if enough care is taken, it is possible to generate short-duration, minimum phase HRTFs that effectively capture the relevant spatial cues used for sound localization and lead to localization performance that is essentially equivalent to the free-field, even with brief stimuli, which make the use of dynamic head-motion cues impossible. This result is important for conducting studies to examine the relative importance of different acoustic cues contained in the HRTF, because it allows these studies to start with a simplified minimum-phase baseline HRTF, which is relatively easy to parametrically adjust, rather than a much more complicated full-HRIR, which includes a lot of spectral detail and phase distortions that may be difficult to systematically modify in a parametric way. The ability to achieve free-field-equivalent localization performance with a simplified HRTF is important, because it ensures that the experimenter will be able to successfully detect the impact of HRTF modifications that result in any degradation in localization performance, and not just those distortions that make localization performance worse than a baseline that is already degraded due to fundamental inaccuracies.
Another interesting aspect from the results of these experiments is that it was able to show equivalent real-virtual localization performance in a visual context where the potential free-field sound source locations were clearly visible to the listener. The ALF is a unique facility, because it uses a configuration that has loudspeakers distributed over the entire surface of a sphere. In contrast, virtually all prior localization studies have been conducted in facilities that use a hoop or ring to generate free-field sounds. The direct consequence of this difference is that all prior experiments that have compared real and virtual sound source localization in the same facility have had to do so in a context where the actual sound sources were hidden from the view of the listener, either by conducting the experiment in darkness or by placing an acoustically transparent screen between the listener and the loudspeakers. Visual context is likely to play an important role in the perception of the spatial properties of sounds, and in order to be successful a virtual audio display must be able to convincingly simulate sounds originating from sound source locations that are visible to the listener as well as those that are obscured from view. The results of this experiment show that this is definitely possible, and that in cases where a listener can listen to a continuous sound source and make as many exploratory head movements as desired, it is possible to produce a virtual sound source that is frequently confused with the corresponding free-field source.
A final important point that needs to be emphasized is that the relatively high level of virtual localization performance achieved in the current experiment relative to previous investigations is likely due to the in-situ HRTF measurement and presentation procedure, a technique previously used only for rigorous real-virtual discrimination tasks like Langendijk and Bronkhorst [7] . Because the ALF allows us to implement this procedure fast enough and reliably enough to allow a new HRTF to be measured in each experimental session, this procedure makes it possible to create headphone compensation filters for a specific placement of the headphones used to render the virtual sounds and then to run a localization experiment using those headphones without ever removing the headphones from the listener's head. This eliminates the possibility that HRTFs used to render sounds in a virtual localization experiment might be contaminated by inconsistencies in the placement of the headphones. In environments where it is not feasible to use the in-situ measurement method, and it is necessary to remove and replace the headphones between the time when the HRTF is measured and the time the virtual source is presented, one might expect somewhat less accurate localization of virtual sounds. Even in this case, however, it would be reasonable to expect the HRTF measurement and processing technique outlined here to be sufficient to obtain the best possible level of performance within the constraints caused by variability in the frequency response of the headphones. His research focuses on the application of signal processing and machine learning techniques to better understand human spatial auditory and speech perception, particularly how to efficiently model and estimate individualized headrelated transfer functions. He also conducts applied research on the application of spatial audio and language technology to improve communication and situation awareness in complex military environments. Dr. Romigh is a member of IEEE, Acoustical Society of America, and former U.S. Department of Defense SMART Scholar. His research addresses aspects of basic and applied research in the areas of spatial hearing, hearing impairment, speech perception, and hearing protection. He is most well-known for his work on informational masking in multi-talker speech displays and his work on near-field spatial hearing. Dr. Brungart is a member of IEEE and a Fellow of the Acoustical Society of America. Dr. Simpson's research has focused on the investigation of peripheral and central processes that mediate speech perception and spatial hearing in multisource acoustic environments, spatial auditory attention, and the development of auditory displays to support performance in complex task environments. He is a member of the Acoustical Society of America and the Human Factors and Ergonomics Society.
