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ABSTRACT
A few massive (M∗ > 108M), high-redshift (z = 8 − 10) galaxies have recently been discovered
to contain stars with ages of several hundred million years, pushing the onset of star formation in
these galaxies back to z ∼ 15. The very existence of stars formed so early may serve as a test for
cosmological models with little small scale power (and, hence, late formation of cosmic structure). We
explore the ages of oldest stars in numerical simulations from the Cosmic Reionization On Computers
(CROC) project with Cold Dark Matter (CDM) and two Warm Dark Matter (WDM) cosmologies
with 3 keV and 6 keV particles. There are statistically significant differences between average stellar
ages of massive galaxies in CDM and 3 keV WDM. However, these differences are much smaller than
both the quoted uncertainties in observational data on the ages of galaxies at these redshifts, and
the systematic uncertainties in simulation predictions of these ages as assessed by a convergence test.
Further theoretical progress will be needed to refine simulation predictions to an accuracy that would
enable dark matter particle physics constraints from this probe.
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1. INTRODUCTION
Indirect observational evidence for dark matter is in-
controvertible. The standard cosmological model has
been extremely successful in explaining observational
data on the Cosmic Microwave Background (e.g. Planck
Collaboration et al. 2018), Large-Scale Structure (e.g.
Alam et al. 2017), and galaxy formation (see, e.g. Naab
& Ostriker 2017), invariably requiring that ∼ 25% of the
universal mass-energy density behaves like a collision-
less, non-relativistic, electrically neutral, and massive
particle, at least on scales & kpc. Decades of cosmo-
logical, astrophysical, and direct-detection probes have
failed to present compelling evidence for any modifica-
tion to this picture.
In the epoch of matter-radiation equality, dark mat-
ter particles diffused on the free-streaming scale defined
by their characteristic velocity, smoothing density per-
turbations and consequently suppressing power on small
scales. The resulting cut-off in the power spectrum of
Corresponding author: Clarke Esmerian
cesmerian@uchicago.edu
density fluctuations can be directly related to the mini-
mum mass that collapsed to form gravitationally bound
dark matter halos. A broad class of physically well-
motivated, viable candidates termed Warm Dark Mat-
ter (WDM) decoupled with sufficiently large velocities
that this minimum dark matter halo mass was compa-
rable to the masses of the first galaxies. The average
dark matter particle velocity is inversely related to the
dark matter particle mass mx, implying a direct relation
between this mass and the scale of suppressed power in
these models.
Current constraints on the small-scale dark matter
power spectrum, translated to a 2σ lower bound on
the WDM particle mass, give mx & 2.4 keV from the
high-z galaxy luminosity function (Menci et al. 2016),
mx & 3 keV from the Ly-α forest (Irsˇicˇ et al. 2017; Ye`che
et al. 2017), and mx & 5.2 keV from strong gravitational
lensing (Gilman et al. 2019). Each of these methods is
subject to substantial astrophysical systematic uncer-
tainties, but a WDM particle mass of mx < 3 keV is
likely ruled out, and mx < 5 keV may soon be as well.
However, mx & 5 keV WDM remains consistent with
all observational constraints, motivating a careful look
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2at unexplored astrophysical probes that might further
constrain models in this parameter space.
The star formation histories of the first galaxies are
another such probe. This is because they are ultimately
determined by the gravitational collapse of the first dark
matter halos. Recent observational analyses (Hashimoto
et al. 2018; Strait et al. 2019) have claimed evidence for
the onset of star formation within the first few hundred
million years after the Big Bang, indicating that we may
be starting to detect the onset of galaxy formation. Fur-
thermore, the data from this cosmic epoch obtained by
JWST will facilitate the statistical characterization of
early galaxy populations. Motivated by these current
and anticipated future observational constraints, in this
letter we assess the extent to which high-redshift mas-
sive galaxy star formation histories are sensitive to the
properties of dark matter.
2. SIMULATIONS: THE COSMIC REIONIZATION
ON COMPUTERS PROJECT
2.1. General Description
As a primary tool for our investigations we use sim-
ulations from the Cosmic Reionization on Computers
(CROC) project (Gnedin 2014; Gnedin & Kaurov 2014).
These simulations use the cosmological N-body + adap-
tive mesh gas dynamics code ART (Kravtsov 1999;
Kravtsov et al. 2002; Rudd et al. 2008) to account for
cosmology, gravity, gas dynamics coupled to radiative
transfer, radiative cooling, star formation, and stellar
feedback to model the Epoch of Reionization. We an-
alyze simulations from the “Caiman” series presented
in Gnedin et al. (2017), which are an update of the ini-
tial CROC methodology calibrated to demonstrate weak
numerical convergence as determined in Gnedin (2016).
Details of the numerical methods and physical models
employed in these simulations can be found in the above
references.
2.2. Warm Dark Matter
WDM effects on reionization with the CROC simula-
tions were first explored in Villanueva-Domingo et al.
(2018), wherein the galaxy UV luminosity function,
IGM opacity, and power spectra of redshifted 21 cm
emission were compared between simulations with CDM
and 3 keV WDM cosmologies. We extend this work by
investigating star formation histories in a larger suite of
simulations. WDM is accounted for in the same way
as in Villanueva-Domingo et al. (2018), namely setting
Gaussian-random initial conditions with a CDM power
spectrum, filtered by a transfer function that suppresses
power at high k:
TWDM(k) = [1 + (αk)
2ν ]−5/ν (1)
where the parameters are taken to be
ν = 1.12 (2)
α = 0.049
( mx
1keV
)1.11( Ωx
0.25
)0.11(
h
0.7
)1.22
Mpc h−1
(3)
based on fits obtained from numerical solutions to the
Boltzmann equation presented in Viel et al. (2005).
The challenge in comparing simulations of different
cosmologies is in ensuring that the comparison is fair.
Galaxy formation simulations include several numerical
parameters that control the subgrid models of star for-
mation and stellar feedback. These parameters are usu-
ally calibrated against a subset of observational data,
since they cannot be predicted from first principles at
computationally feasible resolutions. In the case of
CROC simulations, star particles are created by assum-
ing a constant depletion timescale τSF of molecular gas,
stellar feedback in the form of thermal energy from su-
pernova explosions is implemented with a delayed cool-
ing timescale τBW, and ionizing radiation from stellar
populations is attenuated by an escape fraction factor
UV.
For the CDM case these parameters (τSF, τBW, UV)
were calibrated during the design stage of the CROC
project to match the observed high-redshift galaxy UV
luminosity function and the cosmic neutral hydrogen
fraction as a function of redshift. Using the same values
of these parameters in a WDM cosmology would break
the calibration and make the WDM simulation incon-
sistent with observational constraints, but such incon-
sistency cannot be interpreted as a failure of the model
without proper recalibration.
Such recalibration for 3 keV WDM cosmology was
done in Villanueva-Domingo et al. (2018), where the star
formation efficiency was increased by a factor of 1.5 (by
decreasing the depletion time of molecular gas by the
same factor). We employ this same star formation effi-
ciency in the 6 keV WDM simulations presented here.
Hence, the 6 keV WDM simulation may be slightly out
of calibration.
2.3. Simulation Volumes
In order to have a reasonable sample of rare galaxies
similar to the observed ones, we use a special subset of
CROC simulations that model a significantly overdense
region. Algorithmically, this is achieved via a non-zero
value of the mean overdensity in the simulation volume,
commonly referred to as a “DC mode”. The DC mode
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Figure 1. Comparison of Stellar Age Distributions. CDFs of star particle ages for the most massive galaxies (M∗ > 108M)
at high redshifts in CROC simulations with different dark matter cosmologies. The number of galaxies above this threshold is
shown in the upper left corner legend of each top panel. Colors label the three dark matter models. Solid lines indicate the
median CDF at each age of a given redshift and cosmology, with the shaded regions bounding the 16th and 84th percentiles.
The bottom panels show ratios to the CDM median.
enhancement, described in Gnedin et al. (2011), is quan-
tified by the value of the linear density fluctuation on the
box scale. In this work we use a 6σ fluctuation, about as
large as would make sense in our setup (the most mas-
sive halo in such a volume would be a progenitor of a
∼ 3× 1015M cluster).
Hereafter we use four different simulations, all in a
volume with 40h−1 ≈ 60 comoving Mpc on a side. The
first three simulations are realizations of CDM, 3 keV
WDM, and 6 keV WDM cosmologies described above,
run with 10243 dark matter particles with the effective
total mass resolution of 7× 106M (we call this resolu-
tion “standard”, as it has been used for most of CROC
simulations). The fourth simulation models CDM cos-
mology with 20483 particles at the effective total mass
resolution of 9× 105M (alias “high resolution”) and is
used for numerical convergence studies.
3. RESULTS
We first present a comparison between the star for-
mation histories of the most massive galaxies between
different assumed dark matter cosmologies in the CROC
simulations (Figure 1), and then a comparison of these
histories to current observational constraints (Figure 2).
In all following analysis we focus on the most massive
galaxies (M∗ > 108M) in three high redshift bins
(z ≈ 8, 9, 10). Stellar masses are calculated as the
mass of star particles within the virial radius of the
dark matter halo, as identified by the ROCKSTAR halo
finder (Behroozi et al. 2013), or in the case of the high-
resolution simulations the HOP halo finder (Eisenstein
& Hut 1998), since running ROCKSTAR on those sim-
ulations was computationally infeasible.
3.1. Distribution of Stellar Ages
We first examine the distribution of star particle ages
for massive galaxies at high redshift in the three sim-
ulated dark-matter cosmologies, shown in Figure 1. In
all cases, the average galaxy ages appear to be older in
CDM than in 3 keV WDM, while the distribution of
stellar particle ages appear to be almost identical be-
tween CDM and 6 keV WDM. This difference between
CDM and 3 keV WDM is unsurprising because the non-
negligible free-streaming scale in WDM implies a later
time at which the first dark matter halos collapse. It
is nonetheless a non-trivial result, because the simula-
tions were calibrated to reproduce observations of the
high-redshift galaxy luminosity function and IGM neu-
tral fraction in both cosmologies.
3.2. Stellar Ages: Comparison to observations
Figure 2 shows the ages of massive galaxies in CROC
simulations with different dark matter cosmologies as a
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Figure 2. Comparison of ages, stellar masses, and star
formation rates to observational data. Galaxy stellar ages
(weighted by the 4000A˚ luminosity of stellar population)
shown as a function of stellar mass (left column), and star-
formation rate (right column) for each redshift bin analyzed.
Colors indicate different dark matter cosmologies as in Figure
1. Horizontal lines in the left panels indicate the mean galaxy
age of for each cosmology, also reported in Table 1. Gray
points show observational data and errors quoted in Strait
et al. (2019) (circles) and Hashimoto et al. (2018) (square).
Table 1. Stellar Ages (Myr)
z = 10.11 z = 9.00 z = 7.97
Cosmology Avg. St.D. Avg. St.D. Avg. St.D.
CDM 64.5 4.2 79.7 7.6 99.5 10.3
6 keV WDM 63.9 4.2 79.4 7.5 99.3 9.7
3 keV WDM 59.8 3.6 74.3 8.5 94.7 9.8
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Figure 3. Dependence of galaxy star formation histories on
simulation resolution. The top panel shows CDF of stellar
particle ages for the most massive galaxy in the CDM simu-
lation compared to the same galaxy in a higher-resolution
re-simulation. The ratio of these CDFs and the 4000A˚-
luminosity-weighted age (vertical lines) for each galaxy are
shown in the bottom panel.
function of stellar mass and star formation rate, com-
pared to observational data from Strait et al. (2019)
and Hashimoto et al. (2018). Table 1 shows the aver-
age and standard deviation of galaxy ages for each red-
shift and dark matter model. Ages are calculated as the
4000A˚-luminosity-weighted average age of each galaxy’s
stellar particles. This is done to facilitate comparison
with age determinations from Spectral Energy Distribu-
tion (SED) fitting procedures applied to observational
data, which are most sensitive to the Balmer decrement
at λ ≈ 4000A˚. Luminosities of stellar particles were esti-
mated with the publicly available Starburst99 (Leitherer
et al. 1999, version 7.0.1) model spectra.
Confirming the visual trends apparent in Figure 1, the
mean galaxy age is significantly different between CDM
and 3 keV WDM at all three redshifts analyzed, while 6
keV WDM and CDM are statistically indistinguishable.
However, current observations of high redshift galaxy
ages have quoted errors much larger than these differ-
ences, and are thus currently incapable of distinguishing
between models of galaxy formation in warm vs. cold
dark matter cosmologies.
4. DISCUSSION
4.1. Caveat: Convergence of Individual Galaxy
Properties
Gnedin (2016) thoroughly explored the convergence
properties of statistical measures of cosmological galaxy
5formation in the CROC simulations. In this section we
assess the convergence of individual galaxy properties
most relevant to the galaxy ages quoted above. Fig-
ure 3 compares the star particle age distribution of the
most massive galaxy in the CDM simulations at stan-
dard and high resolution. All of the previous results were
for simulations run at the standard resolution. The ini-
tial conditions of the high resolution simulation have the
same large-scale modes as those of the standard resolu-
tion ICs. There should therefore be a 1-to-1 correspon-
dence between individual galaxies. The same galaxy has
a larger stellar mass by a factor of ≈ 1.5 (5.6 × 108M
vs 3.4× 108M), and a younger 4000A˚-weighted age by
approx 20% (90 Myr vs. 110 Myr) in the high vs. stan-
dard resolution simulations, respectively. This change is
comparable to the scatter in ages at the standard res-
olution, but much greater than the differences in mean
age between cosmologies, where they exist. Thus, any
differences between mean galaxy ages in cold and warm
dark matter cosmologies predicted by the CROC simu-
lations are smaller than the systematic uncertainties in
the simulation properties, and thus are not a numeri-
cally robust prediction.
4.2. Implications for Star Formation
While the uncertainties in current observations are
sufficiently large that the data are consistent with all
simulated cosmologies, the two galaxies in each of the
the z = 9 and z = 8 redshift bins are systematically
older than those in the CROC simulations. It is perhaps
interesting to note that, despite these higher most-likely
ages, the most-likely stellar masses and star formation
rates of observed galaxies agree well with the most mas-
sive simulated galaxies at these redshifts. This implies
that it may be possible to form such massive galaxies by
these redshifts without the early star formation claimed
in these observational analyses.
In apparent agreement with this conclusion, a recent
study by Binggeli et al. (2019) used radiative-transfer
post-processing to produce mock spectra from a large
suite of high-resolution galaxy formation simulations, all
of which fail to reproduce the large Balmer decrement
observed in MACS1149-JD1 (Hashimoto et al. 2018).
While the coarser resolution of CROC simulations pre-
cludes direct comparison to these findings, this would
suggest that the simulations analyzed in Binggeli et al.
(2019) also predict younger stellar populations than in-
dicated by observations. While Katz et al. (2019) were
able to reproduce the Balmer break of JD1 in a differ-
ent set of simulations, they attribute this to dust effects
which are still highly uncertain in both the simulations
and SED modeling.
Alternatively, if future observational data confirm the
presence of such early-forming stellar populations, this
would be a strong indication of star formation in atomic
gas. None of the simulations we analyze form stars as
early as the peak-likelihood ages of the z = 8 and z = 9
observed galaxies considered here, since CROC only al-
lows star formation in molecular gas, which has not yet
formed by these cosmological times. Since the resolu-
tion of the CROC simulations was explicitly chosen to
resolve all halos in which molecular gas can form, this
is a robust prediction, and contradictory observational
evidence would be a compelling indication of star forma-
tion in a fundamentally different physical regime than
observed in the local universe. However, conclusive re-
sults on any of these topics await significantly more ob-
servational data.
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