ABSTRACT We propose an effective framework for salient region detection in natural images based on the concept of self-guided statistical non-redundancy (SGNR). Salient regions are unique, because they have low information redundancy within a given image, while the rest of the scene may highly be redundant. We first analyze the structural characteristics of the image using structured image elements (samples) and classify them as being non-redundant or redundant based on textural compactness and overall non-redundancy. This guides saliency detection toward regions with low information redundancy by considering explicitly high information redundancy of samples potentially belonging to the background. We then compute the saliency map by determining the statistical non-redundancy of each sample using a conditional graph model. Experimental results based on publicly available data sets show that SGNR provides promising results when compared with existing saliency approaches.
I. INTRODUCTION
Selecting a small subset of information from a scene is an important pre-processing step for human and machine visionrelated tasks. A very popular selection process is known as saliency detection and enables the reduction of complexity of subsequent processes such as object detection [1] . This is done by selecting a subset of information that is either related to a specific machine vision task or attracts the attention of an observer. More specifically, saliency detection in images aims to identify and localize regions of interest which are distinct in their attributes when compared to the rest of the scene. Figure 1 shows examples of natural images where some regions are visually unique and draw an observer's attention from the surrounding environment. During the past decades, the research area of saliency detection has gained tremendous interest in the field of computer vision and robotics, and is used in a wide range of applications including image segmentation [2] , [3] and compression [4] , image retargeting [5] , object detection [6] - [8] , existence detection [9] , human action recognition [10] , gaze prediction [11] , robot navigation and localization [12] , [13] , biomedical imaging [14] , modeling visual attention in interactive environments [15] .
Existing saliency approaches can be sub-divided into purely bottom-up, top-down, and hybrid approaches combining top-down and bottom-up modes [15] . While bottom-up approaches compute saliency using image-based conspicuities, top-down approaches rely on a-priori known information about the appearance of target objects, tasks, and high-level cues to guide saliency towards important image regions. In addition, Scholl [16] categorizes saliency approaches as either object-based, space-based, featurebased, or a subset of these.
For bottom-up approaches such as ours, feature-guided saliency detection is of great importance given the absence of known information about potentially salient regions.
Hence, the definition and selection of quantifiable features such as color, texture, intensity, structure, size, shape, etc., are essential for automatic bottom-up saliency detection, and have a great impact on whether or not particular regions appear visually unique and attractive when compared to the rest of the scene. While color and color contrast are frequently applied attributes given their large informative content, texture and structure may be more interesting attributes for saliency detection. Given the heterogeneous structural and textural characteristics of even monochromatic images, structure encapsulates regions and ensures compactness, while texture not only provides significant information about the local-spatial relationships and global compositional characteristics, but also enables the quantification of uniqueness of particular regions for saliency computation. In addition, from an information-driven perspective, image regions may be unique due to relatively low information redundancy within a given image, while the rest of the scene may be highly redundant [17] . Motivated by these observations, we aim to extract salient regions by explicitly taking advantage of the structural and textural characteristics of natural images, and the concept of self-guided sampling for quantifying the non-redundant nature of salient regions using a statistical modeling approach.
Prior work aims to incorporate textural characteristics [18] - [20] and structural characteristics [21] , [22] into saliency computation. In these papers, the key challenges associated with textural characteristics are the choice of appropriate texture representations and the added computational complexity. These challenges have been addressed by neighborhood-based low-level texture features [18] , [19] and efficient sparse-texture modeling [20] . However, the ability of neighborhood-based texture representations to represent the underlying texture of regions properly depends heavily on the size of the neighborhoods. Large neighborhoods represent the underlying texture of regions perfectly but lead to areas with texture uncertainties located between adjacent texture regions. While considering structural characteristics based on graph-based segmentation [18] , [23] and superpixels [21] , [22] helps weaken the effect of texture uncertainties, the unsolved key challenge here is the appropriate choice of the size and number of image elements to represent coarse and fine structures in natural images. Therefore, an efficient approach for salient region detection that considers textural and structural characteristics without relying on prior knowledge about the image content would be of great interest.
The main contribution of the paper is the introduction of an effective framework for salient region detection in natural images based on the concept of self-guided statistical non-redundancy (SGNR). In this work, we wish to model natural images as being composed of elements (samples) with a unique texture pattern, where the number of image samples is much smaller than the total number of pixels. First, we abstract an image into image samples to model its underlying structure, and extract rotational-invariant neighborhood-based textural representations to characterize the local texture of each sample. We then introduce a compactness criterion based on texture, and determine the coarse information redundancy of an image to initially classify each sample as redundant or non-redundant. Based on the learned samples, their underlying texture pattern, and initial classification, we construct a conditional graph model to evaluate the statistical non-redundancy of each sample. Finally, we compute the saliency map using the respective statistical non-redundancy of the samples and the graphical model.
Experimental results using public datasets have shown our approach to be extremely robust to parameter changes, and outperforms knowledge-free approaches on all datasets as well as knowledge-based approaches relying on priors or training on the Weizmann dataset [24] . To the best of the authors' knowledge, the concept of self-guided nonredundancy to characterize and compare textural characteristics within an image for salient region detection has not been previously proposed or investigated.
II. RELATED WORK
Existing saliency detection methods are biologically inspired, computationally oriented, or analyze the contrast of the image (either local or global) using intensity and/or different color spaces. Borji et al. [25] published a survey of saliency detection approaches recently, and also reviewed the state-of-theart in visual attention modeling [26] including an analysis of salient region detection.
Biologically motivated methods [27] , [28] are loosely based on the approach proposed by Koch and Ullman [29] , and rely on low-level features such as edge orientation, motion, and color for object detection. Itti et al. [27] extended the approach using Difference of Gaussians (DoG) to better evaluate the object features. These methods have many applications, including predicting the fixation of human eyes [26] , [30] ; the approaches also incorporate techniques based on statistical modeling [31] , combining bottom-up and top-down features [32] , multi-task sparsity pursuit [33] , image histogram adoption [34] , task-specific attention [35] , and the exploration of patch rarities [36] . While these approaches identify salient regions with high visual stimuli, they have a tendency to emphasize small local features and blur the saliency maps. As a result, biologically inspired saliency approaches are applicable to eye fixation and fields relating to robotics, but present challenges for image segmentation and object detection.
Hou and Zhang [37] and Guo et al. [38] aimed to better preserve the structure of salient regions by extracting the residuals of input images in the amplitude and phase spectrums, respectively, and constructing saliency maps in the spatial domain using the residuals. Consequently, these approaches were only marginally applicable to proper saliency detection (particularly in images with textured backgrounds), as they highlighted the boundaries of salient regions rather than the region itself. On the other hand, such methods can be used perfectly to detect crisp boundaries of regions in natural images [39] - [41] .
Other saliency detection methods consider color spaces and analyze the local and global contrast. Local methods analyze the image with respect to small neighborhoods. Examples of local contrast methods include pixel-level dissimilarities [42] , multi-scale Difference of Gaussians [43] , and histogram analysis [44] , [45] . As these methods do not consider global relationships, they are sensitive to high frequencies such as edges and noise (as shown in [46] ). Additionally, local contrast approaches tend to emphasize cluttered or textured non-salient regions.
Global contrast methods consider the contrast over the entire image. Patch-based approaches (e.g., [44] , [45] , [47] - [50] ) determine saliency by calculating the difference between image patches; however, these methods have high computational complexity and are only applicable to low resolution images. To make patch-based dissimilarity applicable to high resolution images, Duan et al. [51] proposed the use of Principle Component Analysis (PCA) to reduce the dimensionality of the patches. The disadvantage of PCA, however, is the loss of small and potentially salient details when maximizing the global variance of the elements of the patches.
Achanta et al. [46] achieved more globally consistent results, overcoming high computational complexity by computing per-pixel color dissimilarities to the mean image color. The approach is extended to incorporate the spatial relationship inside the image [52] . Cheng et al. [23] generated a 3D color histogram and computed the color dissimilarities between histogram bins, using image segmentation to further improve object saliency estimation. To better suppress cluttered or textured image areas, Perazzi et al. [21] abstracted the image into homogeneous elements before computing the saliency using a combination of the spatial distribution and uniqueness of the elements. Approaches using segmentation and abstraction, however, remove textural information that potentially contains information on salient regions. A patch-based method was recently proposed by Margolin et al. [49] . In this approach, the distinctiveness of a patch is computed based on the distinctiveness of its pattern and color cues, and refined using high-level known priors on image organization. Similar to biologically motivated methods, this approach tends to highlight region boundaries rather than salient regions, making segmentation challenging.
Knowledge-based saliency is another type of approach that should be considered; generally, these methods incorporate previously trained models and high-level priors into the saliency detection (e.g., [19] , [22] , [53] - [55] ). Saliency approaches by Shen and Wu [18] , Jiang et al. [19] , and Mai et al. [54] all center around a trained background model, enabling the methods to characterize potential backgrounds. Other knowledge-based approaches use a range of priors including spatial constraints [20] , [53] , [55] , shape and context [56] , and color and semantic priors [18] , [22] . Incorporating priors allows these approaches to generate superior saliency maps; however, the required priors used for training may also restrict the applicability of knowledgebased saliency methods to images where the constraints hold. Please note that we wish to call approaches knowledge-based only if they make explicit use of semantic priors and/or previously trained models to distinguish between background and foreground.
Our approach differs from existing approaches based on image abstraction because of three important reasons: 1) We guide saliency detection towards regions with low information redundancy by initially classifying samples as being non-redundant or redundant based their textural compactness and overall non-redundancy, and by computing the statistical non-redundancy of each sample using a flexible conditional graph model.
2) We introduce a conditional graph model to better consider the low information redundancy of potentially salient regions in the final saliency computation.
3) Our approach does not rely on trained background or high-level priors such as color, content, or semantic priors. This makes our method more suitable for applications where a-priori background information is unavailable, or priors do not hold due to the absence of color or semantic information.
III. METHODOLOGY
The self-guided statistical non-redundancy approach (SGNR) is designed to quantify the saliency of regions by characterizing their statistical non-redundancy with respect to a given image, while taking advantage of textural and structural characteristics. Figure 2 shows the architecture of the proposed self-guided non-redundancy (SGNR) approach, including the four main stages: i) image sampling based on structural image elements, ii) sample classification, iii) non-redundancy modeling based on textural representations and a graphical model, and iv) saliency map computation. We provide a detailed description of each stage in the following sections, together with an introduction to the concepts of statistical non-redundancy in Section III-A and neighborhood-based textural representations in Section III-B.
A. STATISTICAL NON-REDUNDANCY
Let T u be a set of image pixels in the neighborhood of pixel u in an image I . Suppose that the neighborhood around an arbitrary pixel u in I can be seen as a realization of the neighborhood around some other pixel v in I :
where η u,v is a random field between the two neighborhoods T u and T v that models uncertainties due to noise and inherent variability of textures, and follows a distribution P(η u,v ). We model P(η u,v ) as an independent and identically distributed Gaussian random field with zero-mean and the variance σ 2 . Then, we define the probability
where P(T u,k |T v,k ) can be seen as the probability of element k in T u being a realization of its corresponding element k in T v . P(T u |T v ) is formulated to be the statistical similarity between the neighborhoods T u and T v , where a high P(T u |T v ) indicates high information redundancy. Given that salient regions exhibit low information redundancy within an image, a metric to measure low information redundancy between two neighborhoods would be of greater interest. Therefore, we define the statistical non-redundancy as the probability β (T u ,T v ) of T u not being a realization of T v to quantify low information redundancy as:
Considering the Gaussian process, we write Eq. 3 as:
where the variance σ 2 = var(||T u − T v || 2 ) corresponding to the variance of the L2-norm between the neighborhoods was found to provide strong performance.
B. NEIGHBORHOOD-BASED TEXTURAL REPRESENTATIONS
To represent the textural characteristics of samples, we now want to define a texture feature model based upon an existing model [20] that does not only consider the local characteristics of texture pattern, but also enables an efficient computation of global textural characteristics given the computational complexity associated with texture descriptors.
For that purpose, we suggest a feature model that uses compact and sparsified radially-sorted textural representations (sparse due to PCA for dimensionality reduction, see below) as opposed to regular texture representations. In this work, a texture feature model based upon the work of Li et al. [57] proved to be beneficial in striking a balance between robustness to variations and preservation of spatial-intensity context, making it well-suited for local textural representation in the proposed work. Let I (x) be an image that we wish to analyze. Given a neighborhood T x centered at pixel location x in I , we define the local textural representation h c (x) for each color channel c as:
where x i,j denotes the pixel in the j th position of the i th radial layer about pixel location x, and sort ↑ denotes sorting in ascending order. An illustration of the sparsified radiallysorted textural representations is shown in Figure 3 . Experiments have shown that a 7 × 7 square neighborhood is appropriate for representing the local texture of samples (see Section IV, Figure 7 ). Given the representation h(x), e.g.,
with 147 elements for images in the Lab color space, we want to increase the variance between the elements and produce a compact and sparsified representation t x by taking the u principal components of the local textural representation h(x) with the highest variance using PCA:
where i is the i th principal component of h(x). The choice of u is based on a selection criteria related to a variance compaction. We selected the u principal components of h(x) that represent 95% of the variance of all textural representations.
C. IMAGE SAMPLING
From a texture driven point of view, images can be considered as being composed of a set of image elements (samples), each of which is characterized by an individual texture pattern. In addition, we assume that samples with a particular pattern are repeated over the entire image and the number of samples J with a unique pattern is much smaller than the total number of pixels within the image. This sparsity assumption helps take into account the structural and textural characteristics of an image for saliency computation in an efficient manner. Therefore, we define a model that is highly computational and memory efficient for the purpose of non-redundancy-based VOLUME 4, 2016 saliency detection when using texture features. In this work, we implement a spatial and color-based model l as follows:
that aims to decompose the image into J samples uniformly distributed all over the image to extract the underlying image structure. Given the aforementioned model, we learn a set of samples by minimizing the L p -norm between a sample n and that of its corresponding set of samples (denoted by L i ):
We employ a simple and efficient strategy to extract the samples by asserting an L 2 -norm criteria and solving for n using SLIC superpixels as proposed by Achanta et al. [58] .
In this work, we define n as
with c n = [L n a n b n ] representing the CIELab color values and s n = [u n v n ] the spatial values for each sample n . These parameters were determined to be the most effective combination with respect to non-sparse clusters, color similarity, and structure preserving boundaries. Given the sparsified textural representations t x for each pixel x in an image I and the set J of extracted samples n , we define a set T of representative texture atoms T n associated with each sample n as follows:
with T n representing the element-based local textural representation for each image sample. In this work, we wish to compute T n by using an element-wise average over all U local textural representations t x within n , i.e.,
It is important to note that one could use any approach, e.g., [58] , to extract image samples for use with SGNR.
D. SAMPLE CLASSIFICATION
Using the uniformly distributed samples, we now want to refine the sampling results to better take into account the nonredundancy characteristics of potentially salient and background regions and to guide the final saliency computation towards salient regions within an image I . Samples representing salient regions may be unique because of their low information redundancy within the entire set of samples while the rest of the samples may be highly redundant. Therefore, we wish to distinguish between samples with high and low information redundancy, and initially classify the samples as potentially salient or background based on two criteria: compactness and information redundancy. In this work, we combine compactness and information redundancy into an information map M , and use the map to classify samples as either redundant (background) or non-redundant (salient).
1) COMPACTNESS
While the background usually appears as cluttered regions in natural images, regions belonging to salient regions are usually well defined and compact in their spatial appearance [9] , [59] . Hence, we define a compactness constraint based on the spatial variance of the samples' textural characteristic T n and compute the sample-based distribution map D based upon the approach of Perazzi et al. [21] . The most important difference to [21] , however, is the use of the sample's textural representation for the purpose of compactness computation, as opposed to a simple color vector as proposed in [21] . As such, the compactness D n of a sample n using the spatial variance of each element's textural representation T n can be computed as follows:
with
where σ = 20, Z n is a normalization factor such that w(T n , T j ) = 1, and s n = [u n v n ] is the spatial value for a sample n . Given that textural characteristics corresponding to regions with low information redundancy have low spatial variance relative to textural characteristics associated with the background [45] , a low spatial color variance is indicative of a spatially compact and likely salient region resulting in high values of D n . Finally, we assign each pixel x of an image I the corresponding distribution value of the image sample n .
2) INFORMATION REDUNDANCY
Since we are interested in the coarse information redundancy of an image I only for guiding saliency computation based on non-redundancy modeling, we compute a downscaled version of I (denoted as I scale ) by scaling I to 10% of its original size. I scale is then used to extract the coarse information redundancy based on the concept of statistical non-redundancy on a per pixel basis to guide the subsequent sample classification stage. Given the scaled image I scale , we calculate a nonredundancy map based on s ≈ 36 uniformly spaced sample points and neighborhoods N x consisting of 3 × 3, i.e., k = 8 pixels around a pixel i in I scale . To quantify the statistical non-redundancy of each pixel i in I scale with respect to the neighborhoods N s of sampled pixels s, we want to compute β (N x ,N s ) :
based on Equation 4 over all pixels i to determine the proba- N s ) given an image I scale .
Given that pixels belonging to salient regions have a higher overall statistical non-redundancy than pixels belonging to background, we define the overall statistical nonredundancy R i of a pixel i for each color channel as the expected value of β (N x ,N s ) given the image I scale :
Finally, we calculate individual non-redundancy maps for each channel L, a and b of a color image, re-scale them to the original image size, and use a weighting scheme to determine the overall information-redundancy of each pixel x, forming a non-redundancy map R. For the purpose of computing the final information map M for guiding the detection of salient regions within an image, we wish to compute the weighted average of the compactness map D and information redundancy map R based on the following scheme. Given that the information content represents the overall information redundancy of each individual map D or R, weighting w H is based on the difference between each map H and its expected information E(H ). The latter allows us to assign a greater weight to either D or R which contains the significant information content, while de-emphasizing the map with less or almost no significant information content. Thus, we wish to define the final information map M as
with H ∈ [D, R]. Figure 4 illustrates the compactness, nonredundancy and information maps of different input images. In order to classify the samples as salient or background and to localize potential regions of interest, we first apply an adaptive thresholding scheme based on Gaussian Mixture Models as proposed by Otsu [60] to the information map M . This segments the information map m into regions with high and low information redundancy. Image samples n can now be classified as salient or background based on the corresponding segmented regions and can be assigned a label C, C ∈ [HI , LI ], where HI is the label for high information redundancy, i.e., low statistical non-redundancy (background), and LI is the label for high statistical nonredundancy (salient). Using the results of the sample classification scheme, we obtain a new set of samples L:
with m being the number of samples HI n assigned to regions with low statistical non-redundancy, and k being the number of samples LI n assigned to regions with high statistical nonredundancy.
Given the sparsified textural representations t x for each pixel x in an image I and the set L of extracted samples , we define a new set T of the representative texture atoms T C n associated with each sample C n , C ∈ [HI , LI ] as follows:
with T C n representing the expected local texture characteristic within a sample C n , i.e.,
E. SALIENCY COMPUTATION USING GRAPH-BASED NON-REDUNDANCY MODELING
In natural images, we identify salient regions as regions that differ from the rest of the scene from a human observer's perspective due to high statistical non-redundancy within a given image. Hence, we want to introduce a metric to quantify the saliency of the pre-classified samples relative to each other, with each of them characterized by an individual texture pattern. Based on our definition of statistical nonredundancy, we wish to characterize the pair-wise statistical non-redundancy between the samples of the image by constructing a conditional graphical model as follows. Let G be a conditional graph defined by G = {V , E}, where V is the set of vertices representing the image samples characterized by an individual texture pattern, and E is the set of edges representing pairs of representative and connected samples.
Each edge e i,j is then associated with a weight equal to the statistical non-redundancy β (T C i ,T C j ) between a pair of connected samples. Figure 5 shows the proposed graph model to judge the saliency between the samples initially classified as samples T LI i with low information redundancy and samples T HI i high information redundancy. Rather than using a fully connected graph model as proposed in [20] , we build a conditional graph model with conditioned pairwise connections for samples associated with low information and high infor- the non-redundancy value of samples with low information redundancy is calculated against only the samples with high information redundancy, and aims to guide saliency detection towards regions associated with potentially interesting objects. Finally, to compute the saliency α C n of each sample C n represented by T C n with respect to the other samples within the conditional graph model, we define α C n as the expected statistical non-redundancy as follows:
It is important to mention that the setup of the conditional graph model and the non-redundancy computation as presented in Equation 21 also allows the model to automatically correct for outliers and wrongly classified samples. Samples wrongly classified as background C = HI are assigned a high non-redundancy value when compared against background, and samples wrongly classified as foreground C = LI are assigned a low non-redundancy value when compared against background. Given the non-redundancy α C n computed for each of the m + k representative samples, we now compute the saliency (x) for each pixel x in the image I based on the sample that the pixel maps to:
Algorithm 1 summarizes the proposed approach to salient region detection using self-guided non-redundancy.
IV. RESULTS
To investigate the potential of our approach to salient region detection in natural images based on self-guided nonredundancy (SGNR), we evaluate the performance of SGNR based on several publicly available datasets. These datasets are the MSRA dataset [45] , [46] , the Weizmann multiobject dataset (SED2) [24] , and the Complex Scene Saliency Dataset (CSSD) [22] . The MSRA and SED2 datasets are popular for evaluating approaches to salient region detection in images and are widely used in previous works such as [19] , [20] , [22] , [23] , [25] , [46] , and [56] . The CSSD dataset [22] Algorithm 1 Algorithm Summary of SGNR is a very challenging dataset being constructed to represent more general characteristics of natural images such as complex background and region structures. It contains a variety of images selected from the BSD500 [61] and VOC dataset [62] , provides ground truth masks, and has been extended further to provide more challenging scenarios recently. In addition, SGNR approach was compared against 16 state-of-the-art methods selected according to the following factors [20] , [23] , [46] : recency (luminance-contrast (LC [63] )), number of citations (spectral-residual (SR [37] ), frequency-tuned (FT [46] ), saliency-measure (SM [64] ), metric-surround (MS [52] ), histogram and region contrast (HC, RC [23] )), saliency-filters (SF [21] ), texture distinctiveness (TD [20] )), knowledge-based approaches (LR [18] , SGM [55] , HSD [22] , DRI [19] ), low-rank (LR [18] ), graphbased manifold (SGM [55] ), hierarchical saliency detection (HSD [22] ), and discriminative region feature integration (DRI [19] ).
For a fair comparison with other approaches, the evaluation was done using the two objective comparison measures suggested by Achanta et al. [46] and applied in [18] , [20] , [21] , and [23] . These measures are based on the Fixed Threshold Experiment and the Adaptive Threshold Experiment.
For the Fixed Threshold Experiment, binary segmentation of the saliency maps was performed using each possible threshold Fix . We then compute precision-recall curves to determine the performance of SGNR with different parameter settings first, and to evaluate the performance of the SGNR against existing methods then. Based on experiments using the MSRA dataset, we selected a parameter setting that considers an overall good performance and low computational complexity. The parameter setting was then used to evaluate the performance of SGNR on the MSRA and other datasets, with the latter used to avoid parameter settings tailored to specific datasets.
In a second experiment, the Adaptive Threshold Experiment, the performance of SGNR was compared against existing approaches for segmentation purposes. In this work, the performance evaluation of segmenting saliency maps was done using three segmentation techniques: 1) adaptive threshold (AT), 2) modified adaptive threshold (MA) [18] , and 3) GrabCut [65] .
A. FIXED THRESHOLD EXPERIMENTS
In the first experiment, saliency maps from SGNR and other approaches were segmented using fixed thresholds fix ∈ [0, 255] in order to extract salient regions. By varying the segmentation threshold fix from 0 to 255, we produced binary images for each fix and computed precision and recall pairs based on the provided ground truth mask. Using the precision/recall pairs for each fix , we computed so-called precision-recall curves to evaluate different parameter settings based on the MSRA dataset. Given the low number of parameters in SGNR, the evaluation included the number of samples (see Figure 6 ) and the patch size for producing sparsified textural representations (see Figure 7) only. Figure 6 shows the results of our experiments on evaluating different number of samples for image sampling. While the curves show great robustness to parameter changes for all tested configurations in general, 100 samples were found to be good choice for sampling to strike a balance between robustness and computational complexity. Increasing the final number of samples to 300 did not improve the performance for the tested configuration at all, whereas 50 samples may be too few to represent the structural characteristics of images properly.
Additional experiments were conducted to evaluate different patch sizes for the purpose of extracting textural representations for SGNR. As there typically exists a trade-off between detail and speed, parameter tests involving patch size were evaluated using both precision-recall curves and runtime. Figure 7 illustrates the precision-recall curves obtained for different patch sizes, and Table 1 the associated run-times. While the run-time dramatically increases with larger patch sizes past m = 7 as shown in Table 1 , increasing the patch size does not significantly improve the overall performance of SGRN in terms of precision-recall curves as shown in Figure 7 . As such, a patch size of 7 × 7 pixels was selected as the optimal balance between texture representation and runtime.
In summary, while the experimental results demonstrate that SGNR is robust to parameter changes, the best configuration can be found for the use of: 1) radially-sorted textural representations over 7 × 7 square neighborhoods, and 2) 100 samples assigned to regions with high and low information redundancy to guide statistical non-redundancy modeling for saliency computation.
We then compared the performance of our saliency approach (SGNR) against 16 state-of-the-art approaches based on the MSRA, SED2 and CSSD datasets. For a fair comparison, we subdivide the approaches into knowledgefree and knowledge-based approaches. Figure 8 shows the precision-recall curves of the MSRA, SED2 and CSSD datasets. While knowledge-based approaches (i.e., LR, DRI, SGM, and HSD) benefit from classifiers, priors, and/or trained background models, knowledge-free approaches (i.e., FT, SM, HC, RC, SF, TD) do not rely on a-priori knowledge of natural images and may be used for applications where a-priori information may be unavailable.
It can further be seen that the proposed SGNR approach performs better than all knowledge-free approaches and one knowledge-based approach (LR) for all tested datasets. While the other knowledge-based approaches (DRI, SGM, and HSD) outperform SGNR in the MSRA, SED2, and CSSD datasets, SGNR outperforms SGM and HSD in the multiobject SED2 data, with comparable performance to DRI. The superior performance of SGNR in comparison to knowledgefree approaches is due to the fact that SGNR benefits from using a conditional graph model and incorporating structural and textural characteristics into salient region detection.
B. ADAPTIVE THRESHOLD AND GRABCUT EXPERIMENT
In the adaptive threshold experiment, we applied adaptive thresholds to saliency maps in order to segment salient regions based on an adaptive threshold scheme (AT), a modified adaptive threshold scheme [18] (MA), and GrabCut [65] .
For the adaptive threshold (AT), Achanta et al. [46] defined the applied threshold to be twice the mean of the saliency maps (S(x)), i.e. ada = 2 · E (S(x) ). The distribution of the saliency values of the obtained saliency maps, however, follows a Gaussian mixture model with higher probabilities corresponding to non-salient regions. To better accomodate this model, we define ada as:
VOLUME 4, 2016 FIGURE 8. Precision and recall rates for the knowledge-free approaches, i.e., TD [20] , IT [27] , GB [28] , SR [37] , FT [46] , CA [47] , MS [52] , HC [23] , RC [23] , SF [21] , LC [63] , and SM [64] see (a,b), and knowledge-based approaches, i.e., LR [18] , DRI [19] , HSD [22] , SGM [55] , see (c). Our approach (SGNR, dashed line) outperforms all knowledge-free approaches, and achieves comparable results to the knowledge-based approaches.
to consider both the mean E( (x)) and standard deviation STD( (x)). Precision, recall, and the harmonic mean F1-measure were computed using the extracted regions in binary images generated by applying the threshold ada on the saliency map (x). The results of the adaptive threshold segmentation applied to the MSRA, SED2, and CSSD datasets can be seen in Figure 9a , and were sorted in ascending order based on the F1-measure. The proposed SGNR algorithm outperforms all knowledge-free approaches on the tested datasets, and produced comparable results when compared against knowledge-based approaches.
In order to increase the robustness of segmenting salient regions in a saliency map (x), Shen and Wu [18] proposed to add morphological operations after the segmentation to refine the initially segmented regions. The results of the modified adaptive threshold scheme can be seen in Figure 9b , where the results were sorted in ascending order based on the F1-measure. Similar to the adaptive threshold scheme, SGNR outperforms all knowledge-free approaches except TD on the MSRA dataset and produced comparable results when evaluated against knowledge-based approaches.
Finally, Cheng et al. [23] suggested the use of GrabCut [65] as a post-processing step to further improve the segmentation results. Cheng et al. also suggested initializing GrabCut based on the threshold of saliency maps and the use of empirically chosen thresholds that result in 95% recall on generated saliency maps; however, this is dependant on the selected saliency approach and requires prior knowledge of the the images. Thus, the adaptive threshold ada (see Eq. 23) was used to produce the binary images for the initialization of the GrabCut segmentation. The resulting comparisons based on precision, recall, and F1-measure are illustrated in Figure 9c , sorted in ascending order based on the F1-measure.
In general, it can be seen that the proposed approach to salient region detection based on self-guided non-redundancy SGNR outperforms all knowledge-free saliency detection methods (as shown in Figure 10 ). It can also be seen that SGNR performs better or comparably well to knowledgebased methods in all segmentation methods and datasets.
C. EXECUTION TIME
In this section, we compare the run time of SGNR to the currently best performing methods using the benchmark images. FIGURE 9. Precision, recall and F 1-measure for adaptive (a), modified adaptive threshold (b) and cut-based segmentation (c) of salient regions, initialized with saliency maps from knowledge-free and knowledge-based (italic) approaches, and SGNR. Please refer to the legend of Figure 8 for the references to all methods. FIGURE 10. Visual comparison of our approach SGNR with knowlegde-based (italic) and knowledge-free saliency approaches. While SGNR typically improves saliency compared to knowledge-free approaches, it consistently exceeds saliency performance when compared to knowledge-based approaches. Table 2 shows the running times measured on an AMD Phenom II X4 960 T AMD Core @ 3.0GHz with 8GB RAM, with using the parameter setting for SGNR as described in Section IV-A. SGNR spends 8.8% on generating the texture descriptors, 77.6% on computing the initial image elements, and 0.5% and 1.2% on computing compactness and overall information redundancy for classification, respectively. SGNR needs 1.5% for classifying the initial samples, and 21.1% to compute the final saliency map based on the textural representations. VOLUME 4, 2016 FIGURE 11. Example images for which knowledge-free saliency approaches did not produce good saliency maps. Knowledge-based methods (italics) apply strong visual constraints or trained background models that help to generate improved saliency maps for these images. Please refer to the legend of Figure 8 for the references to all methods. 
D. LIMITATIONS
Finally, Figure 11 shows that salient region detection using guided non-redundancy is not always a feasible method. Similar to other knowledge-free saliency algorithms, variations in lighting and similar foreground and background textures and colors are factors that can negatively affect the algorithm's performance. As well, the self-guided non-redundancy algorithm tends to generate saliency maps that are less easily segmented when the size of a salient object exceeds a certain size, and the original image has a strongly textured background; that is, the background itself becomes salient and the saliency of the object itself is less prominent relative to the background. While knowledge-based approaches (e.g., DRI, HSD, SGM) relying on strong constraints or trained background models can better handle challenging images and generate more accurate saliency maps, other knowledge-free saliency approaches also did not produce accurate saliency maps.
V. CONCLUSION
A novel saliency detection approach for natural images based on the concept of self-guided non-redundancy (SGNR) was presented. Experimental results using publicly available datasets demonstrated strong potential for saliency detection in an efficient manner. Future work involves investigating alternative textural representation and textural models, considering noisy input images, and extending the concept of SGNR to multiple-scales in order to evaluate whether improvements in saliency detection can be achieved. This also involves investigating schemes for automatically learning optimal parameters for individual images such as selecting the optimal number samples for initial sampling.
In addition, emerging applications such as analyzing multispectral images [66] or medical images [67] , [68] can greatly benefit from saliency approaches.
