Abstract This article assesses the interaction between inflation and inflation uncertainty in a dynamic framework for Turkey by using monthly data for the time period 1984-2009. The bulk of previous studies investigating the link between inflation and inflation uncertainty employ Autoregressive Conditional Heteroskedasticity (ARCH)-type models, which consider inflation uncertainty as a predetermined function of innovations to inflation specification. The stochastic volatility in mean (SVM) models that we use allow for gathering innovations to inflation uncertainty and assess the effect of inflation volatility shocks on inflation over time. When we assess the interaction between inflation and its volatility, the empirical findings indicate that response of inflation to inflation volatility is positive and statistically significant. However, the response of inflation volatility to inflation is negative but not statistically significant.
Introduction
Even though the positive relationship between inflation and inflation variability is a well-established phenomenon, there is no consensus in the literature about the direction the relationship between inflation and inflation uncertainty takes. One strand of the literature claims that inflation uncertainty is likely to be high during periods of high inflation (Friedman 1977 )-inflation leads to inflation uncertainty. Ball (1992) supports Friedman's hypothesis, arguing that there is greater uncertainty about future monetary policy during periods of high inflation. Ball (1992) , Brunner and Hess (1993) and Perry (1998, 2000) provide empirical evidence suggesting a positive association between inflation and its variance. However, another strand of the literature argues that higher inflation uncertainty leads to a rise in the optimal inflation rate (Cukierman and Meltzer 1986; Cukierman 1992 ) with empirical evidence provided by Grier and Perry (1998) and . Holland (1993 Holland ( , 1995 suggests that inflation uncertainty may lower the average inflation rate, provided that the central bank tries to minimize welfare losses arising from more inflation uncertainty.
Empirical evidence regarding the relationship between inflation and inflation uncertainty for Turkey is provided by a number of studies that employ alternative estimation methods, i.e. different measures of inflation and for different time periods. Nas and Perry (2000) investigate the link between inflation and inflation uncertainty using the Granger causality test by constructing a time series of monthly inflation uncertainty in Turkey for the period 1960-1998, employing Generalized Autoregressive Conditional Heteroskedasticity (GARCH) models. Their empirical findings indicate that increased inflation significantly increases inflation uncertainty, while increased inflation uncertainty is associated with lower average inflation. Neyapti (2000) tests the association between the level of inflation and its uncertainty in Turkey between 1982 and 1999 using the monthly Wholesale Price Index. She reports that there is a positive and significant relationship between the two variables. Berument et al. (2001) model inflation uncertainty in Turkey using the Exponential General Autoregressive Conditional Heteroskedastic (EGARCH) method for the period 1986-2000 using monthly CPI inflation. Their empirical findings indicate that the effect of positive shocks to inflation on inflation uncertainty is greater than that of negative shocks to inflation. Telatar and Telatar (2003) investigate relationship between inflation and different sources of inflation uncertainty in Turkey during the period 1995-2000 using monthly data in a framework of a time-varying parameter model of inflation with heteroskedastic disturbances. They report that inflation Granger causes inflation uncertainty. However, they do not find any evidence on the correlation between inflation and its uncertainty due to heteroskedasticity in the disturbance term. Ozer and Turkyilmaz (2005) examine the relationship between inflation and inflation uncertainty from 1990:04 to 2004:04 in Turkey using the EGARCH model and Granger causality, impulse response and variance decomposition analyses. They find that inflation causes inflation uncertainty.
The bulk of previous studies employ ARCH-type models for inflation uncertainty, including specifications such as ARCH, GARCH and EGARCH. In these specifications, inflation uncertainty (here, called conditional variance) is predetermined at a given time; the inflation uncertainty measure is a function of the lag values of conditional variances and/or lagged residuals of inflation specifications. Thus, the model specification does not show how an unanticipated change in the uncertainty measure affects inflation, but does allow us to assess how a predetermined uncertainty measure moves with inflation. However, Stochastic Volatility (SV) models allow for shocks in the volatility that may lead us to assess the dynamic effects of volatility shocks on other economic variables. This way of modelling enables the researcher to assess how innovation in inflation uncertainty will affect inflation itself in a dynamic framework. Assessing this dynamic effect is important because the long-term and short-term prospects of inflation uncertainty may affect inflation differently (Klein 1978; Evans 1991) . Moreover, even if ARCH-type models cannot be directly comparable with SV models because they non-nest each other (for example, Franses et al. 2008) , various studies provide empirical evidence that SV models provide a better fit compared to ARCH models (for example, Danielsson 1994; Kim et al. 1998 ). Thus, we employ SV in our specifications.
The purpose of this study is to investigate the dynamic link between inflation and inflation uncertainty for Turkey from 1984 to 2009 using monthly data. In order to capture the dynamics, impulse responses are gathered by using this SV model, which allows for a stochastic element in the time-series evolution of the conditional variance process. The type of the models that are employed to assess the relationship between inflation and inflation uncertainty are univariate in general. In these models, inflation shock is defined as the surprise in the realization of contemporaneous inflation relative to what would have been predicted based on past realizations. It is quite likely, however, that the contemporaneous inflation shock from such a univariate autoregression also includes contemporaneous shocks to other sets of variables such as interest rates and output that are not controlled for in a univariate setup. In this sense, the 'inflation shock' from the univariate model is not well identified and the reader should be cautious about the interpretation. This article proceeds as follows: Sect. 2 presents the modelling approach. In Sect. 3, the data set is defined and estimation results are discussed, and conclusions are given in Sect. 4.
Model
In order to capture the dynamics of inflation, we adopt the Stochastic Volatility in Mean model (SVM) proposed by Koopman and Uspensky (2002) . The mean equation for the SVM model is
where π t represents inflation and depends on a set of explanatory variables x i,t , i = 1, . . ., k, which may also contain the lagged values of endogenous variable and an inflation volatility measure σ 2 t , d is an inflation volatility premium coefficient to capture the volatility-in-mean effect and a, b 1 , . . ., b k are the other parameters of interest.
The variance equation 1 for SVM is specified in logarithmic form,
where σ * is a positive scaling factor. This equation, as a first-order autoregressive model of the stochastic process h t = ln(σ 2 t /σ * 2 ), is written as
The lagged values of the exogenous variables 2 and the dependent variable can also be included to variance specification at time t. 3 The variance of the log-volatility process, σ 2 η , measures the uncertainty about future volatility. The SVM model is represented by Eqs. 1 and 2, and it is assumed that the disturbances ε t and η t are mutually uncorrelated contemporaneously and at all lags. If d-the volatility-in-mean effect-is zero or is not statistically significant, the SVM model will turn into the SV model. In our model, the mean equation of inflation is an Autoregressive (AR) process, which is similar to Grier and Perry (2000) and in capturing the dynamics of the inflation process. Importantly, in this study we extend this model as a pth order of the SVM model and add lag variables of the volatility-in-mean effect in the mean equation, which can be represented as follows:
the GARCH(p,q) model can be written as
The EGARCH(p,q) model can be written as
where σ 2 t is the conditional variance of ε t and ln σ 2 t is denoted as h t in the SVM specification that we use in the article. ARCH models only include lag (pre-determined) squared residuals of the inflation equation (ε 2 t−i ). GARCH models also include past conditional variances, σ 2 t−i , along with past squared innovations, ε 2 t−i . Similarly, EGARCH models include the logarithm of past conditional variances 2 Since including explanatory variables at time t could give a biased estimator for ln σ 2 t , we do not allow the variance equation to include any variable at time t. Moreover, as the term ln σ * 2 can be regarded as the constant term in the logarithm of the volatility equation (h t ), the logarithm of the volatility process does not include an additional intercept term (Hol and Koopman 2000) . 3 A full discussion of the SVMs and their estimation procedures are provided in the appendix.
The parameters of this model are estimated by exact maximum likelihood methods, using Monte Carlo importance sampling techniques and using programs written in Doornik (1998) Ox language, using SsfPack by Koopman et al. (1999) . 4
Empirical results
In this study, seasonally adjusted monthly data from the Turkish Consumer Price Index (CPI) covering the period from 1984:01 to 2009:02 is used. 5 These data were collected from the electronic data delivery system of the Central Bank of the Republic of Turkey. 6 Inflation is measured by the monthly difference of the logarithm of the price level. This series, later, is seasonally adjusted with the Tramo/Seats method. The time period covers the 1994 April financial crisis, so we use a dummy variable in the SVM model in order to capture any possible outlier that might be due to the crisis. The SVM model defined in Eq. 3a, b is estimated jointly using this series. For the determination of the optimal lag lengths of the model, the Akaike Information Criteria (AIC) has been employed. 7 Table 1 reports the SVM-model estimation results. The parameters of the mean equation estimation results are presented in the first part of Table 1 , together with their 95% confidence intervals. On the other hand, the estimates of the variance equation parameters are reported in the second part. Empirical results indicate that except for the parameter of π t−1 , all parameter estimates in the variance equation are statistically significant because their confidence bands do not include zero. Moreover, volatility persistence estimates are statistically significant and their sum is less than one in an absolute value, indicating that the volatility process is stationary. Even though the coefficient of π t−1 in a variance equation is not statistically significant, it is included as suggested by the AIC; this allows for examining the effects of inflation on inflation uncertainty. The estimate suggests that inflation has a positive impact on inflation variability, but this impact is not significant. This result is parallel to the implications of the Friedman (1977) and Ball (1992) models, and to the empirical evidence provided by . With regard to the distributional assumptions for the standardized error term (ε t ), the presence of autocorrelation of the standardized residual is tested by using the Lagrangian Multiplier (LM) test, suggested by Wooldridge (1991) , for 6, 12 and 24 periods. The hypothesis that the first 6 and 24 autocorrelation coefficients of ε t are equal to zero cannot be rejected at the 5% significance level. Since the Jarque-Berra Normality test statistic is smaller than the critical value χ 2 2 at 5% significance, then the null hypothesis of normally distributed disturbances cannot be rejected. Therefore, the normality test statistic indicates that standardized error term has a normal distribution.
In order to study the dynamic relationships between inflation and inflation volatility, we have employed impulse response analyses. Writing impulse responses explicitly for non-linear models for general specifications is not possible (van Dijk et al. 2007 ). In order to calculate impulse responses, we used the stochastic simulation method, as suggested by Koop et al. (1996) , around its initial values, as suggested by Yao and Tong (1994) .
The impulse-response function generally traces the responses of π t+k and h t+k to primitive exogenous shocks ε t and η t k = 0, 1, 2.... However, Hamilton (1994) argues that a more technically sound interpretation of an empirical impulse-response function is the revision in the conditional forecast of a variable given primitive shocks. In this article, we will calculate
where ε t and η t are given shocks and t−1 denotes the available information set at time t − 1 for impulse responses (Elder 2004) . These shocks also affect π t and h t , not only through mean but also with variance in the SVM model. Therefore, deriving an impulse-response function for our model is more complicated than that for traditional VARs. Note that ARCH-type models take η t = 0 for all t. Thus, it is not plausible to introduce a shock to inflation volatility and assess the effect of inflation to inflation. In order to capture the instantaneous and dynamic effects of inflation and inflation variability, we examined impulse responses obtained from our specifications. When a unit shock is given for ε t and η t , the impulse responses of inflation and inflation volatility are calculated. In order to make statistical inferences for the impulse response analysis, the 95% confidence intervals based on the bootstrap simulation with 250 trials are calculated. Impulse responses and confidence bands for 1984-2009 are plotted in Fig. 1 , where the impulse responses are for 30 periods.
Note that parallel to Koopman and Uspensky (2002) , Cov(η t , ε t ) was taken as zero. Thus, there is neither the contemporaneous effect of inflation shock to inflation variability nor the contemporaneous effect of inflation volatility shock to inflation. Figure 1 suggests that the response of inflation to an inflation shock and the response of inflation to an inflation volatility shock seem permanent. These effects are statistically significant for the 30 periods that we consider. The response of inflation volatility to an inflation shock is negative but this effect is not statistically significant. However, the response of inflation volatility to an inflation volatility shock is short lived; it is positive for eight periods and negative after it. However, only the positive part is statistically significant and this is for three periods only. 25 years, the period between 1984 and 2009, is long for a country such as Turkey. Factors such as structural reforms, globalization and changes in exchange-rate regimes can alter the inflation-inflation uncertainty relationship. Thus, we estimate the specification for two sub-samples: 1984-1993 and 1995-2009 . We exclude 1994 to avoid the financial crises in that year. The estimates for the specification regarding the sub-periods are reported in Tables 2 and 3 . The corresponding impulse responses are reported in Figs. 2 and 3 . The signs of the estimated coefficients for the two sub-samples that we consider do not change compared to the full-sample estimates. It seems that inflation and inflation volatility become more persistent. The estimated coefficient for the lagged inflation in the inflation volatility specification, δ 1 , becomes negative for the second sub-sample, but this coefficient is not statistically significant for either the full sample or for the two sub-samples. The response of inflation volatility to inflation is slightly positive for the first sample and negative for the second sample. However, these impulses are not statistically significant for the two sub-samples. For the responses of inflation to inflation volatility shocks the estimates are positive. The effects are positive and significant for 30 periods in the estimates from the first sub-sample but significant for only 15 periods in the second sub-sample. Overall, the estimated coefficients and impulse responses for the two sub-samples are qualitatively the same in the full-sample estimates. Thus, we claim that the estimates do not have any break points for the dates that we consider. As elaborated above, ARCH-type models specify volatility as a predetermined function of lagged inflation innovations as well as the lagged value of volatility measures. Thus, it is not possible to define the stochastic element in volatility measures and assess its effect on inflation. Since ARCH and SV models are non-nested, they are not comparable with each other, however, various studies provide empirical evidence that SV models provide a better fit than ARCH models. Nevertheless, Kim et al. (1998) and Pederzoli (2006) compare their SVM specification with ARCH-type specifications by comparing their likelihood values (without calculating any statistical tests). Similarly, as a tentative exercise, we estimate the EGARCH equivalent of our benchmark model (not reported here). The log likelihood value of the EGARCH equivalent model was −488.552, whereas the log likelihood value of the SV model was −482.861. Since the likelihood value is bigger (not in absolute value) for the SV specification, this could be taken as an indicator of superiority of the SV model compared to the ARCH-type model.
Discussion
Our results reveal that higher inflation uncertainty leads to higher inflation, not the other way around. Figure 4 plots monthly inflation and the SV measure, which also reveals that volatility precedes inflation. Cukierman and Meltzer (1986) reason this to be because higher uncertainty creates an incentive for policy makers to act opportunistically and create surprise inflation. This reasoning is in line with the Turkish political/bureaucratic structure. Note that the Central Bank of the Republic of Turkey (CBRT) is considered as having a low level of independence (Neyapti and Berument 1999) . Thus, it is not likely that the CBRT is able to resist pressure from the government to create surprise inflation. Turkish inflation patterns closely coincide with Turkish political business cycles (Ergun 2000) . Inflation usually increases during elections. Election timing may not be generally considered uncertain. However, Turkey did not have any general election, that is, no 'early election,' for the period that we consider. Thus, uncertain election timing coincides with low central bank independence to create an environment for inflation uncertainty that is likely to precede inflation. Thus, inflation uncertainty that leads to inflation is in line with Turkish economic structure.
Regarding the implication of our findings for policy making, one of the important costs of inflation concerns the uncertainty about future levels of inflation. Higher levels of uncertainty make it more difficult for consumers and firms to make their decisions. This negatively affects resource allocation and may lower output and employment. Our findings that inflation uncertainty precedes inflation suggest that adopting a gradualist disinflation program would be more effective at decreasing inflation uncertainty (and, therefore, at decreasing inflation) than 'cold-turkey', one-time, quick-fix disinflation programs because decreasing inflation uncertainty takes long and requires both short term policy and long-term structural reforms. 8 In Turkey, these reforms might include granting higher levels of autonomy to the central bank to eliminate the government's role as market makers in such commodities as oil, electricity, wheat and hazelnuts.
The Turkish inflation experience supports our recommendation that gradualist policies rather than 'cold-turkey'-type policies are more successful at controlling inflation. In 2000, Turkey adopted an 'exchange-rate-based stabilization program': a quick-fix policy to lower inflation based on the crawling-peg exchange-rate regime. The goal of the policy was to decrease the level of inflation to 25% by the end of 2000 and to 12% by mid-2001. However, Turkey abandoned the program in February 2001 due to associated speculative currency attacks and annual value of the overnight interest rates reached to 5000%. The realized inflation figures were 39 and 56% by the end of 2000 and June 2001, respectively. The latest effort to stabilize inflation is based on a gradualist program and seems to be more successful. Turkey launched its 18th standby program in February 2002 with the IMF. This program includes a set of structural reforms, including the social security system, tax policy and the banking sector. In January 2005, a month before the end of the program, its end date was extended to May 2008 with a 19th stand-by agreement. The target inflation rates were 8% in 2005, 5% in 2006 and 4% in 2007 and the realization is 7.7, 9.6 and 8.3%, respectively. Thus, we could consider that the program was moderately successful. Since the end of the agreement in May 2008, the credibility of government-announced targets has begun to be questioned and there is an upward trend in inflation. The target inflation was 4% in 2008, which was realized by 10.06%.
One may need to be cautious about the further implications of our model for policy selection recommendations: should a disinflation program be exchange-rate or moneyaggregates based and what kind of structural reforms are needed to accompany such a program? Our model is based upon a univariate setup; both inflation and inflation volatility measures are affected by each other. However, inflation and its volatility can be affected by other factors. Inflation can be affected by exchange rate, money supply and government deficit, and inflation volatility can be affected by a country's openness, exchange-rate regime or monetary-policy regime (such as inflation targeting versus exchange-rate targeting). One may need to incorporate the feedback effect of other determinants of inflation to inflation and/or changes in inflation volatility determinants to further elaborate on optimum policy selections for stabilizing inflation. These hypotheses are left for future study.
Conclusion
The positive relationship between inflation and inflation volatility is a wellestablished phenomenon. The direction of this relationship is crucial as the selection of a stabilization program to decrease inflation and the success of the program depends on this relationship. This article attempts to investigate the relationship between inflation and inflation volatility in a dynamic framework by using Turkish monthly data from 1984 to 2009. In order to assess this relationship, we employ the stochastic volatility model framework; this allowed us to assess the effect of inflation volatility shocks on inflation over time. When we assess the interaction between inflation and its volatility, the empirical findings indicate that response of inflation to inflation volatility is positive and statistically significant. This supports the Cukierman and Meltzer (1986) proposition that higher inflation uncertainty leads to a rise in the optimal inflation rate.
data. In the case of ARCH models, the volatility forecasting is straightforward since the one-step-ahead variance is fully predetermined. Contrary to ARCH models, SV models assume that the unknown volatility changes stochastically over time and contain an unobserved variance component (Pederzoli 2006) . This feature of SV models can be regarded as an alternative to ARCH models, which have relied on simultaneous modelling of the first and second moments.
In the SV model, the variance equation is specified in logarithmic form, that is:
where σ * is a positive scaling factor. The stochastic process h t is modeled as a firstorder autoregressive model:
where h t = ln(σ 2 t /σ * 2 ). The variance of the log-volatility process, σ 2 η , measures the uncertainty about future volatility. If σ 2 η = 0, then the first-order SV model is not identified. φ is often considered as a measure of the persistence of shocks to the volatility; when φ is close to 1 and σ 2 η is close to 0, the evolution of volatility over time is very smooth. If |φ| = 1 and σ 2 t = 0, the volatility is constant over time. If |φ| < 1, then σ 2 t and y t are considered stationary processes (Broto and Ruiz 2004) . Therefore, φ is restricted to less than one in an absolute value. It is assumed that the disturbances ε t and η t are mutually uncorrelated contemporaneously and at all lags. Equations (a.1) and (a.3) represent the SV model. Alternative specifications for the SV specification can be written as
(a.4)
Since the term ln σ * 2 can be regarded as the constant term in the logarithm of the volatility equation h t , the logarithm of the volatility process does not include an additional intercept term. Koopman and Uspensky (2002) 
where the disturbances ε t and η t are assumed mutually uncorrelated contemporaneously and at all lags. d is a risk premium coefficient to capture the volatility-in-mean effect. The main difference compared to ARCH-type models is that in the SV model the predictive density, f (π t | t−1 ), cannot be expressed in closed form, and so π t | t−1 does not have an analytic expression where t−1 denotes the available information set at time t − 1. Therefore, the SV model's likelihood function is intractable and cannot be easily computed (Pederzoli 2006; Krichene 2003) . The main drawback with SV models has been the problem of obtaining parameter estimates using the maximum likelihood since it is difficult to evaluate the likelihood function. A variety of estimation procedures has been proposed for the SV models, such as the Generalized Method of Moments (Melino and Turnbull 1990) , the Quasi Maximum Likelihood (Harvey et al. 1994; Ruiz 1994) , the Efficient Method of Moments (Gallant et al. 1997) , the Markov-Chain Monte Carlo approach (Jacquier et al. 1994; Andersen et al. 1999; Kim et al. 1998) . In this article, the parameters of the SVM model are estimated by exact maximum likelihood methods using Monte Carlo importance sampling techniques. This method has some distinct advantages: First, as it integrates the Kalman Filter and simulation smoother into the analysis of non-Gaussian models, it exploits the structure of the specification to improve the speed of the convergence. Second, it approximates only log likelihood, so as the dimension of state is increased the computational efficiency of the method should not diminish significantly. Last, it can be extended to a multivariate case by using the multivariate Taylor series expansion of log likelihood function (Shephard and Pitt 1997, for details) . Therefore, by using this method explanatory variables can be included in the mean equation and their coefficients can be estimated simultaneously with the parameters of the volatility process.
Parameters of the SVM model are estimated by the simulated maximum likelihood method. Let the unknown parameters vector be ψ = (φ, σ η , σ * 2 , d) . Since the variance of disturbance term in y t is given by σ * 2 exp(h t ), which is a stochastic, the SVM model is nonlinear. Moreover, since both mean and variance equations have a latent variable h t , the construction likelihood for the SVM model is complicated. Koopman and Uspensky (2002) adopt the Monte Carlo likelihood approach developed by Shephard and Pitt (1997) and Durbin and Koopman (1997) . This simulation method of computing the likelihood function can be derived as
where ψ = (φ, σ η , σ * 2 , d) , θ = (h 1 , . . . , h T ) . An efficient way of evaluating such expressions is by using importance sampling (Ripley 1987) ; letp(π/θ, ψ) be an arbitrary conditional density, which is positive (>0) everywhere, of given π and ψ. In order to achieve efficiency,p(π/θ, ψ) is chosen to be as close as possible to p(π/θ, ψ). The choice for the importance density is the conditional Gaussian density since in this case it is relatively straightforward to sample fromp(π/θ, ψ) = g(π/θ, ψ). The simulation smoother of De Jong and Shepard (1995) can be used to sample from the approximating Gaussian model g (π/θ, ψ) . The likelihood function of the approximating Gaussian model can be calculated via the Kalman Filter. Guidelines for the construction of an importance model and the likelihood function for the SV model are given by Hol and Koopman (2000) , Durbin and Koopman (2002) and Asaf (2006) . 10
