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ABSTRACT
The implementation of the Split-Field Finite Dierence Time-Domain (SP-FDTD) method in Graphics Pro-
cessing Units is described in this work. This formalism is applied to light wave propagation through periodic
media with arbitrary anisotropy. The anisotropic media is modeled by means of a permittivity tensor with
non-diagonal elements and absorbing boundary conditions are also considered. The split-eld technique and the
periodic boundary condition allow to consider a single period of the structure reducing the simulation grid. Nev-
ertheless, the analysis of anisotropic media implies considering all the electromagnetic eld components and the
use of complex notation. These aspects reduce the computational eciency of the numerical method compared
to the isotropic and non-periodic implementation. With the upcoming of the new generation of General-Purpose
Computing on Graphics Units many scientic applications have been accelerated and others are being devel-
oped into this new parallel digital computing architecture. Specically, the implementation of the SP-FDTD in
the Fermi family of GPUs of NVIDIA is presented. An analysis of the performance of this implementation is
done and several applications have been considered in order to estimate the possibilities provided by both the
formalism and the implementation into GPU.
The formalism has been used for analyzing dierent structures and phenomena: binary phase gratings and
twisted-nematic liquid crystal cells. The numerical predictions obtained by means of the FDTD method here
implemented are compared with theoretical curves achieving good results, thus validating the accuracy and the
potential of the implementation.
Keywords: SF-FDTD, GPU computing, anistropic media, diraction eciency, polarization gratings, binary
phase gratings
1. INTRODUCTION
It has been demonstrated that the Finite-Dierence Time-Domain (FDTD) method is an extremely important
numerical method for solving Maxwell's equations. Since 1966 when Yee proposed the basis of this numerical
method there have been a great number of contributions focused on extending its capabilities for modeling new
applications.
Nonetheless, the potential of this method has not been massively exploited till the 80s and 90s when the
performance of modern computers began to rise following the well known Moore's Law. The number of contri-
butions related with FDTD has increased dramatically in the last twenty years due to the possibility of modeling
complex structures easily with standard computers. Many authors focused their attention in the application of
FDTD to periodic media. This kind of arrangements are usual in optical applications such as liquid crystal light
valves and photonic wave guides for instace. The scheme proposed for modeling accurately this kind of prob-
lems is known as the Split-Field FDTD1,2 formulation. This theory describes an ecient scheme for modeling
lightwave propagation through periodic media by means of FDTD. Recently, SF-FDTD implementation schemes
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for anisotropic media in two and three dimensions have been detailed in3,4 . The adapting capability of FDTD
makes easier to simulate complex structures compared to purely analytic methods, that hardly provide closed
expressions for these situations.
However, modeling optical elements with anisotropic dielectric properties, such as waveplates and liquid
crystal light valves implies considering a full tensor description of the relative dielectric permittivity. On the
other hand, for correctly applying the Periodic Boundary Conditions (PBC) for arbitrary angle of incidence it
is necessary to consider the complex notation of the electromagnetic eld. In terms of computer resources this
issue implies an increasing factor of two in the memory usage. The number of operations is also increased since
real and imaginary parts of the elds must be considered. All these aspects reduce the performance of SF-FDTD
in terms of computational resources and time simulation.
In the last years, many scientic areas are taking advantage of the general purpose Graphics Processing
Units (GPUs) based on the Compute Unied Device Architecture5,6 (CUDA). The analysis of complex systems
in many cases requires massively computations that makes unfordable the processing by means of modern
workstations. Many authors are focusing their eorts in how to adapt the implementation of numerical methods
under the CUDA compliance. Some examples can be found in literature for dierent topics such as physics7,8 ,
astronomy9,10 , images11{13 , biomedical applications14,15 and computer science16 . The acceleration of the
SF-FDTD by means of GPU computing has been recently introduced by Shahmansouri17 et al. In their work
GPU computing is applied to accelerate the SF-FDTD implementation for Drude-Lorentz dispersive media.
Nevertheless, the analysis of anisotropic media and GPU computing has not been performed under the best of
our knowledge.
Here, a parallel implementation of SF-FDTD for anisotropic media is detailed and compared with the se-
quential version that runs under a single CPU. Considering anisotropy and a full tensor formulation for the
dielectric permittivity implies more computer resources. Firstly, the isotropic version for both CPU and GPU
are implemented and validated by means of the diraction eciency analysis of dielectric binary gratings. Sec-
ondly, the anisotropic version of the SF-FDTD is implemented for GPU computing and also validated by means
of the analysis of a polarization grating. In both cases the normal and oblique incidence is considered for the
validation of our implementation. The model of this system gives us the opportunity of simulating a wide range
of devices such as those based on a Twisted-Nematic Liquid Crystal (TN-LC), Parallel Aligned LCoS or optical
activity cavities. The degree of improvement of the GPU code is compared with the sequential version in terms
of the relative SpeedUp that is dened as the dierence between the sequential and parallel time simulations.
This analysis has been performed for both scenarios isotropic and anisotropic media in order to demonstrate the
possibilities oered by GPU computing in cases that imply massively computations.
2. SF-FDTD THEORY
In this work the Maxwell's equations for nonconducting and nonmagnetic anisotropic medium in phasor form
are considered:
j!0E = rH; (1)
j!0H =  rE; (2)
where ! is the angular frequency, 0 and 0 are the permittivity and the permeability of free space, respectively.
For convenience the impermittivity tensor e  =  1 is introduced instead of , which is dened as
 =
24 xx xy xzyx yy yz
zx zy zz
35 = T 1(; ; )
24 1 0 00 2 0
0 0 3
35T(; ; ); (3)
where 1;2;3 are the relative dielectric constants corresponding to the principal axes, T is the transformation
matrix fully detailed in3 , and ,  and  are the Euler angles18 .
In the Split-Field formulation plane waves propagate along a periodic structure with an angle of incidence
0. The scheme of simulation is illustrated in Fig.1.
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Figure 1. General problem space for FDTD simulations used in this work. The boundaries of the periodic media are
established at x = 0 and x = , where  is the period of the structure.
By means of the wave-vector k the new eld variables P and Q which implicitly contain the oblique eld
propagation are dened:
P = E exp (jkxx); (4)
Q = c0H exp (jkxx); (5)
where c is the speed of light for free space and kx = (!=c) sin 0. Substituting Eqs. (4)-(5) into Eqs. (1)-(2) the
expressions of each component can be obtained and discretized following the center dierence expressions for
both time and spatial derivatives3,4 .
3. GPU IMPLEMENTATION OF THE SF-FDTD
Here a GTX470 GPU is considered for the parallel implementation of the SF-FDTD for anisotropic media. This
GPU belongs to the Fermi architecture, released by NVIDIA in the spring of 2010. The memory hierarchy is
one of the most distinguished features of the NVIDIA GPUs. The addition of a cache hierarchy, consisting of a
global L2 cache, as well as a per-Streaming Multiprocessors (SM) L1 cache gives more exibility in non-uniform
memory accesses. The Fermi GTX470 features 448 Scalar Processors (SPs) organized in 14 SMs. Each SM has
32 Single Precision (SPs), 16 Double Precision (DPs), and 4 Special Functions Units (SFUs). Each SM also has
a block of local memory called shared memory visible to all threads within a thread block, and a scheduling unit
used to schedule warps, the basic computing unit, that consists of 32 threads. The GPU is capable of swapping
warps into and out of context without any performance overhead. This functionality provides an important
method of hiding memory and instruction latency on the GPU hardware.
To ease the mapping of data to threads, the threads identiers may be multidimensional and, since a very high
number of threads run in parallel, CUDA groups threads in blocks and grids. One of the crucial requirements
to achieve a good performance on the NVIDIA GPU is to hide the high latency of the global memory ensuring
coalesced memory accesses.
Therefore, concerning the architecture of the GPU is mandatory to be successful in GPU computing. Re-
garding the SF-FDTD implementation in the GPU it must be said that, a number of blocks related with the
number of rows and columns are invoked by means of the kernel functions and an array of 1922 threads are
launched per block. This scheme is illustrated in Fig. 2a in which a detail of the threads and their arrangement
inside the grid of blocks is shown. Besides the potential of the CUDA kernel, it is necessary to divide the
whole computation process in several kernels focused on computing each component of the electromagnetic eld.
Fig. 2b summarizes the invocation path of the kernels related with the SF-FDTD implementation. In this ow
chart the post-process is omitted, but mandatory downloads of the P and Q components must be considered in
order to compute the specic outputs desired such as diraction eciencies or Stokes parameters.
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Figure 2. (a) Arrangement scheme of the grid of blocks invoked by CUDA Kernels with a detail of the threads that
conform each block. (b) Flowchart of GPU parallel programming for SF-FDTD.
Table 1. SF-FDTD parameters.
 (nm)   (nm) t (ps) R Rows Columns Time Steps
633 3 31.65 59.81 20 60 500 1200
The segmentation of the kernels is based on updating each electromagnetic component by means of a grid
of blocks. This arrangement improves the ecient use of the shared memory in the device and also the correct
usage of the cache. This eect is maximized in the new Fermi architecture, where each SM has 64 KB of on-chip
memory that can be congured as 48 KB of Shared memory with 16 KB of L1 cache or as 16 KB of shared
memory with 48 KB of L1 cache. Nonetheless, applications that do not use Shared memory automatically benet
from the L1 cache, allowing high performance CUDA programs to be built with minimum time and eort.
4. RESULTS
In this section the validation results of the implementation here described are summarized. This validation
is done for both the isotropic and the anisotropic version. The systems simulated are based on the analysis
performed in3,19 . In all cases the software runs under a Unix based platform with an Intel Core i7-950 Processor
with 8MB of cache, a clock speed of 3.06 GHz and 6 GB of global DDRAM3. Regarding the GPU, all the
computations are processed by a NVIDIA GTX-470 card.
4.1 Validation of the isotropic version
In order to validate the isotropic version of the method a binary grating based on dielectric media is simulated.
The binary grating has a period of  = 3 and refractive index of ng = 1:5. The output substrate is also a
dielectric media of ng. For illustrating this scheme the Ey eld has been represented in Fig. 3. In this example,
the binary grating can be easily identied inside the grid simulation. The angle of incidence for this case is 30
and the values of the FDTD parameters are listed in the Table 1. The spatial and time resolutions are denoted
by  and t respectively, whereas R is the cells density per wavelength.
Fig. 4 shows the comparison of the diraction eciency of dierent orders with RCWA and SF-FDTD. The
diraction eciency of the 0th,1 and 2 orders is computed for a grating with period  = 3 as a function of
the grating thickness. This analysis is also performed for oblique angle of incidence in Fig. 5 only for the zeroth
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Figure 3. Near-eld image of the Ey eld at 30
 incidence.
and rsts orders. In both cases there is a good agreement between RCWA and SF-FDTD results, thus validating
our implementation.
4.2 Validation of the anisotropic version
For validating the anisotropic version a polarization grating with the same characteristics detailed in the work
of Oh et al.3 has been considered. The validation of this system gives us the opportunity of extrapolating this
formalism to other optical devices such as twisted-nematic liquid crystal cells or Parallel Aligned LCoS. In this
case, the periodic anisotropic structure varies along the x-direction with the following structure:
(x) =
24 n2? cos2 + n2jj sin2  (n2?   n2jj) sin cos 0(n2?   n2jj) sin cos n2? sin2 + n2jj cos2  0
0 0 n2?
35 ; (6)
where 1;3 = n
2
?, 2 = n
2
jj, (x) = x=, and  =  = 0. The material paramateres are n? = 1:5, njj = 1:7
and nl = njj   n? = 0:2. In addition, gradient-index anti-reection (AR) coatings are applied in air-PG
boundaries3,20 .
Fig. 6a shows the near eld image of a PG captured from SF-FDTD simulations when input polarization is
linear. It can be identied how the polarization grating provides circular polarization with both senses right and
left hand at the output plane. This eect can be easily identied by means of the representation of the S3 Stokes
parameter in Fig. 6b. These results are consistent with those detailed in previous works3 .
In order to validate the library here implemented also in non-normal incidence a similar analysis has been
performed varying the angle of incidence of the input plane wave. The new angle of incidence is 0 = 10
 and
the Ex and the S3 Stokes parameter are also represented in Fig. 7a and Fig. 7b respectively. This results are
consistent with those obtained in Fig. 6, thus validating our implementation for anisotropic media.
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Figure 4. Comparison between RCWA and SF-FDTD of the diraction eciency. Parameters:  = 3, 0 = 0
, ng = 1:5.
Figure 5. Comparison between RCWA and SF-FDTD of the diraction eciency. Parameters:  = 3, 0 = 15
, ng = 1:5.
Proc. of SPIE Vol. 8498  84980K-6
0,5
0
10
8
6
4
2
(b)
¡0.5
0
l
CV
 0
CO
LO 1 
2
2 -0.5
0 5 10 15 0 5 10 15
x/1 x/1
-0.5
Figure 6. Polarization grating analysis for normal incidence: (a) Near-eld image of the Ex eld as a function of the grid
size. (b) S3 Stokes parameter.
Figure 7. Polarization grating analysis for oblique incidence (0 = 10
): (a) Near-eld image of the Ex eld as a function
of the grid size. (b) S3 Stokes parameter.
4.3 Computational performance
A set of simulations with both the isotropic and the anisotropic versions have been performed. In order to
compare both scenarios, the time simulation costs have been compared for the analysis of a binary dielectric
grating for the isotropic version and a phase grating for the anisotropic version. In both cases the time costs of
the CPU and GPU versions are compared as a function of the grid size. The variation of the grid size has been
established by means of the densitiy parameter R that has been modied from R = 10 to R = 400. Fig. 8 shows
the SpeedUp, dened as TCPU=TGPU, for both versions implemented as a function of the grid size in MCells. The
number of steps of each simulation has been also modied in order to ensure the steady-state in all cases. For
the specic case of GPU computing, the time measurements here shown also include the time that GPU invest
in downloading the eld components into the host memory. The authors consider that this process is inherent
to GPU computing and it also must be considered for accurately measure the degree of improvement of this
platform.
As can be seen in Fig. 8a the SpeedUp has a rapidly upward trend for both versions as the simulation size
becomes greater. This trend is modied for bigger simulation sizes and remains close to a upper limit. For
the isotropic GPU implementation a factor near of 15 is achieved in the best cases, whereas the anisotropic
version with GPU computing is more that 22 times faster than the CPU version. Fig. 8b represents the time
simulation costs for the isotropic and non isotropic media for both platforms. A dramatic growth of the time
costs requirements for the non isotropic version can be easily identied in this graph reaching values of almost an
hour for the biggest simulation size here considered. Nevertheless, the GPU time costs for both kind of problems
remain under four minutes in the worst case.
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Figure 8. Computational results: (a) SpeedUp of the isotropic and anisotropic versions of SF-FDTD as a function of the
grid size. (b) Time simulation costs as a function of the grid size.
5. CONCLUSIONS
In this work, the SF-FDTD for the analysis of anisotropic periodic media has been accelerated by means of GPU
computing. Firstly, the isotropic version has been implemented in CPU and also in GPU and both have been
validated by means of the analysis of the diraction eciency of binary phase gratings. This analysis has been
carried out in normal incidence and also in the non-paraxial domain achieving a good agreement with those
results obtained via RCWA. Secondly, the anisotropic version has been also validated by means of the study
of the near-eld pattern and the Stokes parameters of a polarization grating achieving also good results and
thus validating the implementation here described. The computational results are based on the analysis of the
SpeedUp obtained as the dierence of the sequential and parallel simulation times and also of the time cost
values. This analysis has been performed as a function of the grid simulation size for both cases isotropic and
anisotropic media. The degree of improvement of the isotropic GPU version is near of 15 compared with the CPU
version, whereas the anisotropic GPU version of the library provides better values of the SpeedUp, being near of
22 times faster than the CPU version. These results joint the values of the time run simulation for anisotropic
media demonstrates that considering acceleration techniques for the anisotropic formulation of the SF-FDTD is
mandatory for massively computations. The SF-FDTD formalism in its anisotropic form requires considering all
the eld components, a full tensor formulation of the dielectric permittivity and complex notation. This last factor
increases dramatically the number of operations and the complexity of the calculus of the method, degrading
the performance in CPU computing. The authors are currently working in optimization techniques based on
improving the performance in modern multi-core CPU by means of shared memory approaches. Moreover, the
authors are considering to improve the GPU implementation considering tiling techniques and more complex
memory strategies, since the memory requirements of the anisotropic SF-FDTD can degrade the performance
due to the limiting factor of memory in GPUs.
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