The paper considers the minimization of a separable convex function subject to linear ascending constraints. The problem arises as the core optimization in several resource allocation scenarios, and is a special case of an optimization of a separable convex function over the bases of a polymatroid with a certain structure. The paper presents a survey of state-of-the-art algorithms that solve this optimization problem. The algorithms are applicable to the class of separable convex objective functions that need not be smooth or strictly convex. When the objective function is a so-called d -separable function, a simpler linear time algorithm solves the problem.
Introduction
In this paper we consider the following separable convex optimization problem with linear inequality constraints. The problem arises in a wide variety of resource allocation settings and we highlight several immediately after stating the abstract problem. Let x = (x(1), x(2), · · · , x(n)) ∈ R n .
Let w e : [0, b e ) → R, e = 1, 2, · · · , n be convex functions where 0 < b e ≤ ∞ and R = R ∪ {−∞, +∞} be the extended real line. We wish to minimize a separable objective function W : R n → R as in Problem Π : Minimize W (x) := n e=1 w e (x(e)) (1) subject to x(e) ∈ [0, β(e)], e = 1, 2, · · · , n,
l e=1
x(e) ≥ l e=1
α(e), l = 1, 2, · · · , n − 1, (3) n e=1
x(e) = n e=1 α(e).
We assume β(e) ∈ (0, b e ] for e = 1, 2, · · · , n, and α(e) ≥ 0 for e = 1, 2, · · · , n.
The inequalities in (2) impose positivity and upper bound constraints. The inequalities in (3) impose a sequence of ascending constraints with increasing heights l e=1 α(e) indexed by l. We also assume β(e), l = 1, 2, · · · , n,
a necessary and sufficient condition for the feasible set to be nonempty (Lemma 2 of the appendix).
Problem Π arises in the following applications in operations research.
• An inventory problem with downward substitution (Wang [25] ): A firm produces a product with n different grades. A higher grade of the product can be substituted for a lower grade. The firm has to make an inventory decision on the number of grade i product to stock before the demand is known. The objective is to minimize the loss incurred due to mismatch between the demand and the supply of products of each grade.
• The Clark-Scarf series multiechelon inventory model (Clark and Scarf [2] ): The inventory model consists of n facilities arranged in series.
The demand is a random variable with known distribution of finite variance. The demand is first served at facility n with the excess demand at facility n passed on to facility n − 1, and so on. There are costs involved in passing the demand to the next facility. There are also storage costs at the facilities. The problem is to find the amount to stock at each of the n facilities. The objective is to minimize the cost incurred due to the failures in meeting the demands at the facilities and the storage costs.
In addition to the above mentioned cases in operations research, problem Π arises in certain resource allocation problems in wireless communications where several mobiles simultaneously access a common medium. A highlevel description is as follows. Each mobile transmits with a certain power (measured in joules per second) on a one-dimensional subspace of the available signaling vector space. The dimension of the signaling vector space is fewer than the number of mobiles, and orthogonalization of mobile transmissions is not possible. If two mobiles' signaling directions are not orthogonal, they will interfere with each other and affect each other's transmissions.
Problem Π arises in the optimal allocation of directions (one-dimensional subspaces) to mobiles in each of the following settings.
• Mobiles have rate requirements (in bits per second) that must be met and the net transmitted power is to be minimized (Padakandla and Sundaresan [17] ).
• Mobiles have quality of service requirements (in terms of minimum signal to interference and noise ratios) that must be met and again the net transmitted power is to be minimized (Viswanath and Anantharam [24, Sec. III]).
• Mobiles have maximum transmission power constraints and the total rate achieved across all mobiles is to be maximized (Viswanath and
Anantharam [24, Sec. II]).
Problem Π also arises in the optimization of wireless multiple input multiple output (MIMO) systems as follows.
• Minimize power to meet mean-squared-error quality of service constraints on each of the datastreams in a point to point MIMO communication system (Lagunas et al. [19] ).
• Minimize power in the context of linear transceiver design on MIMO networks with a single non-regenerative relay (Sanguinetti and D'Amico
[21]).
Problem Π also arises in an inequality constrained maximum likelihood estimation problem where the parameters of a multinomial distribution are to be estimated subject to the constraint that the associated distribution is stochastically smaller than a given distribution (Frank et al. [11] ).
paper is to go beyond C 1 functions.
The wide range of applications indicated above motivate us to study the abstracted problem Π in some detail.
The special case α(1) = α(2) = · · · = α(n − 1) = 0 makes the constraint in (3) irrelevant, and problem Π reduces to the well-studied minimization of a separable convex cost in (1) subject to boundedness and sum constraints, i.e., (2) and (4) Morton et al. [15] studied the special case of problem Π when w e (t) = λ(e)t p , e = 1, 2, · · · , n, where p > 1. They characterized the constraint set as the bases of a polymatroid; we will define these terms soon. The algorithms to minimize a separable convex function over the bases of a polymatroid fall into two broad categories: greedy algorithms and decomposition algorithms.
In the greedy category, the algorithm due to Federgruen and Groenevelt [4] has a complexity O(B · (log n + F )), where B is the total number of units to be allocated among the n variables and F is the number of steps required to check the feasibility at each step of the greedy update. Hochbaum [12] proposed a variant of the greedy algorithm that uses a scaling technique to reduce the complexity to O (n · (log n + F ) · log (B/(nǫ))). Hochbaum [12] points out that F takes O(1) time for the case of linear ascending constraints.
The algorithms in the decomposition category use a divide and conquer approach. This class of algorithms divide the optimization problem into several subproblems which are easier to solve. Groenevelt [10] [12] . O (n · log n · log (B/(nǫ))).
In this paper, we provide a brief description of the greedy algorithm of Hochbaum [12] and the decomposition algorithm of Vidal et al [23] . We also extend the algorithm of [1] to a wider class of separable convex functions, such as negatives of piece-wise linear concave utility functions which commonly arise in the economics literature. The extended algorithm proposed in this paper works for any convex w e , in particular, they need not be strictly convex or differentiable. The proof of correctness of the algorithm employs the theory of polymatroids, which is summarized in the next section. The decomposition approach leads to an efficient algorithm for a special case of problem Π where the objective function has the following form:
The minimizer of (6) over the bases of a polymatroid is known to be the lexicographically optimal base with respect to the weight vector
(a notion introduced by Fujishige in [6] ). This lexicographically optimal base optimizes W in (6) arising from φ that is strictly convex and continuously differentiable. Hence it suffices to consider (6) for the case of a quadratic φ. Veinott Jr.
[22] proposed an elegant geometrical characterization of this optimal base when the polymatroid is defined by linear ascending constraints. The geometrical characterization is that of a taut-string solution for the minimizer of the optimization problem from the graph of the least concave majorant of a set of n points in x -y plane. Though Veinott Jr.'s computation of the least concave majorant of n points requires O(n 2 ) steps, The rest of the paper is organized as follows. In the next section, we discuss the preliminaries related to polymatroids. In section 3, we summarize the algorithm that solves problem Π and state the main results. In sections 4 and 5, we summarize Hochbaum's and Vidal's algorithms respectively.
In section 6, we discuss the taut-string method. Finally, in Section 7, we summarize the string algorithm that finds the least concave majorant of a set of points.
While our paper is largely a survey, it also contains some novel contribu- 
Preliminaries
In this section, we describe some preliminary results that reduce problem Π to an optimization over the bases of an appropriate polymatroid. The reduction is due to Morton et al. [15] and is given here for completeness.
We then state a result due to Groenevelt [10] for polymatroids which was subsequently generalized to submodular functions by Fujishige [7, Sec. 8 ].
Groenevelt's result will provide a necessary and sufficient condition for optimality. The next section provides an algorithm to arrive at a base that satisfies the necessary and sufficient condition of Groenevelt [10] . We begin with some definitions.
Let E = {1, 2, . . . , n}. Let f : 2 E → R + be a rank function, i.e., a nonnegative real function on the set of subsets of E satisfying
The pair (E, f ) is called a polymatroid with ground set E. For an x ∈ R E + and A ⊆ E define
A vector x ∈ R E + is called an independent vector if x(A) ≤ f (A) for every A ⊆ E. Let P (f ), the polymatroidal polyhedron, denote the set of all independent vectors of (E, f ). The base of the polymatroid (E, f ), denoted
These are the maximal elements of P (f ) with respect to the partial order "≤" on the set R E + defined by component-wise domination, i.e., x ≤ y if and only if x(e) ≤ y(e) for every e ∈ E. We shall also refer to an element of the base of a polymatroid as a base.
For two real sequences a = (a 1 , a 2 , · · · , a k ) and
same length k, a is lexicographically greater than or equal to b if for some j ∈ {1, 2, · · · , k} we have
Let x ∈ R E + and let T (x) be the |E|-length sequence arranged in the increasing order of magnitude. Let h e : R + → R be a family of continuous and strictly increasing functions indexed by e ∈ E. Let h : R E + → R E be the vector function defined as h(x) := (h e (x(e)), e ∈ E). A base x of (E, f ) is an h-lexicographically optimal base if the |E|-tuple T (h(x)) is lexicographically maximum among all |E|-tuples T (h(y)) for all bases y of (E, f ). Let
+ with all components strictly positive. For the case h e = x(e)/d e , hlexicographically optimal base is also known as the lexicographically optimal base with respect to the weight vector d.
For any e ∈ E, define dep(x, e, f ) = ∩{A | e ∈ A ⊂ E, x(A) = f (A)}, which in words is the smallest subset among those subsets A of E containing e for which x(A) equals the upper bound f (A). Fujishige shows that dep(x, e, f ) − {e} is ∅ if e and x ∈ B(f ) are such that x(e) cannot be increased without making x dependent. Otherwise, dep(x, e, f ) is made up of all those u ∈ E from which a small amount of mass can be moved from x(u) to x(e) yet keeping the new vector independent. Thus (u, e) is called an exchangeable pair if u ∈ dep(x, e, f ) − {e}.
For a β ∈ R E + , define the set function
We now state without proof an interesting property of the subset of independent vectors of a polymatroid that are dominated by β. See Fujishige [7] for a proof.
Proposition 1.
The set function f β is a rank function and (E, f β ) is a polymatroid. Furthermore, P (f β ) is given by P (f β ) = {x ∈ P (f ) : x ≤ β}.
We are now ready to relate the constraint set in problem Π to the base of a polymatroid, as done by Morton et al [15] . Define
and further define
Proposition 2. The following statements hold.
• The function f in (12) is a rank function and therefore (E, f ) is a polymatroid.
• The set of x ∈ R E + that satisfy the ascending constraints (3)-(4) equals the base B(f ) of the polymatroid (E, f ).
• The set of x ∈ R E + that satisfy the ascending constraints (3)-(4) and the domination constraint (2) equals the base B(f β ) of the polymatroid (E, f β ).
See Morton et al. [15] for a proof. Incidentally, this is shown by recognizing that (E, ζ) is a related object called the contrapolymatroid, that the set of all vectors meeting the constraints above is the base of the contrapolymatroid, and that the base of the contrapolymatroid (E, ζ) and the base of the polymatroid (E, f ) coincide. The above proposition thus says that problem Π is simply a special case of Π 1 below with g = f β .
Let (E, g) be a polymatroid. Our interest is in the following.
Minimize e∈E w e (x(e)) (13) subject to x ∈ B(g).
We next state a necessary and sufficient condition that an optimal base satisfies. For each e ∈ E, define w + e and w − e to be the right and left derivatives of w e .
Theorem 1.
A base x ∈ B(g) is an optimal solution to problem Π 1 if and only if for each exchangeable pair (u, e) associated with base x (i.e., u ∈ dep(x, e, g) − {e}), we have w + e (x(e)) ≥ w − u (x(u)).
The result is due to Groenevelt [10] . See Fujishige [7, Th. 8 .1] for a proof of the more general result on submodular systems. In the next section, we provide an algorithm to arrive at a base that satisfies Groenevelt's necessary and sufficient condition.
An alternate characterization of the optimal base when w e is strictly convex and continuously differentiable is the following. Let h e be the derivative of w e . Note that h e is continuous and strictly increasing.
Theorem 2.
For each e ∈ E, let w e be strictly convex and continuously differentiable with h e as its derivative. A base x ∈ B(g) is an optimal solution to problem Π 1 if and only if x is an h-lexicographically optimal base.
The result is due to Fujishige [7] . See Fujishige [7, Th. 9 .1] for the proof.
Some New Results
Fujishige [7] provides an algorithm called the decomposition algorithm to find an increasing chain of subsets of E as a key step to finding the optimal solution. However, in this section, we extend an algorithm of Padakandla when w e (ζ) = λ(e)ζ p for each e ∈ E, and p > 1.
The following algorithm seeks to identify the desired chain that will yield an x that meets the necessary and sufficient condition of It is straightforward to see that i − e (η) ≤ i + e (η) with strict inequality only for those η for which the interval {ζ : w + e (ζ) = w − e (ζ) = η} is not a singleton. For readers unfamiliar with these notions, it may be beneficial to keep the simple case when w e ∈ C 1 in mind, because in this case w + e = w − e = w ′ e is the derivative of w e , and i + e = i − e = (w ′ e ) −1 is the inverse of w ′ e . Define their saturated and truncated counterparts as
β(e)
The functions i − e (η) and H − e (η) as a function of η. They coincide for η ≤ η 7 .
and
e (β(e)), respectively. We now state the main algorithm with two associated subroutines.
Algorithm 1.
• Let s(0) = n+1 and set s(j) ∈ {1, 2, . . . , n} recursively for j = 1, 2, . . . as follows.
• For each l, 1 ≤ l < s(j − 1), pick η j l to be the smallest η satisfying
and let l 1 , l 2 , . . . , l r be the indices that attain the minimum in (16), ordered so that
The quantity r denotes the number of tied indices.
• Set s(j) as given by the output of Subroutine 1.
• Set values x(e) for e = s(j), s(j) + 1, . . . , s(j − 1) − 1 as given by the output of Subroutine 2.
• If s(j) = 1, exit.
We next describe the two subroutines referred to in Algorithm 1.
The first one sets s(j). One property that the obtained s(j) from Subroutine 1 will have, and we will soon show this, is that constraints (3) are met with equality whenever l equals an s(j) for some iterate j. We will also see that Subroutine 2 will set a variable x(e) to H + e (Γ j ) whenever possible. For feasibility then, the partial sums of H + e (Γ j ) from s(j) to each of the tied indices l i should exceed the corresponding partial sums of α(e). So s(j) should be chosen carefully, which is the purpose of the next described Subroutine 1. Subroutine 1. This subroutine takes as input s(j − 1), r, l 1 , l 2 , · · · , l r and Γ j . It returns s(j).
• If there is a unique index l 1 that achieves the minimum, set s(j) = l 1 .
Otherwise we have
Choose s(j) as follows. Consider the inequality
where k and m are iterates.
The second subroutine sets the variables for a subset of E. Subroutine 2. This subroutine takes as input the following quantities:
These l i 's are the set of tied indices that satisfy (15) at the j th iteration, and are strictly larger than s(j) set by Subroutine 1. If I is empty, p is taken to be zero. It sets x(e) for e = s(j), s(j) + 1, . . . , s(j − 1) − 1.
Let t be the largest index in (18) such that
For e ∈ {l m
4. If l m t = s(j), exit. 5. Let I m+1 be the indices l in I ∩ {l : l < l m t } that satisfy
We next formally state correctness and optimality properties of the algorithm and prove them in the following section. That the operations in the algorithm are all well defined can be gleaned from the proof given in the appendix.
Theorem 3. If the feasible set is nonempty, Algorithm 1 runs to completion and puts out a feasible vector. This output solves problem Π.
Observe that the hypothesis is the natural minimum requirement that the feasible set is nonempty. See Lemma 2 for a natural necessary and sufficient condition for a nonempty feasible set.
The algorithm for the special case when w e are strictly convex and C 1 is given in [1] . The algorithm is much simpler in this case. The Subroutine 1 chooses l r , the smallest index satisfying (15), as s(j) since (17) holds true for m = l r and k = l i for all i = 1, 2, . . . , r − 1. Since H e = H − e = H + e , Subroutine 2 assigns x(e) = H e (Γ j ) for all e ∈ {s(j), s(j)+1, . . . , s(j−1)−1}.
See Appendix for the proof of Theorem 3.
A Greedy Algorithm
In section 3, we extended the algorithm of Akhil, Singh, and Sundaresan [1] , that solves problem Π, to separable convex functions that are not strictly convex or differentiable. In this section, we describe a more efficient algorithm proposed by Hochbaum [12] (with a correction note by Moriguchi et al. [13] ) that provides an ǫ -optimal solution to Π 1 . It is based on the greedy approach.
Consider the following discrete resource allocation problem that is prob-lem Π 1 with variables restricted to integers.
subject to x ∈ B(g),
The set of vectors satisfying the constraint set of problem Π 2 form the bases of the polymatroid (E, g) defined over integers. Problem Π 2 can be solved by the greedy algorithm (Federgruen and Groenevelt [4] ). Starting with an initial allocation x = 0, this algorithm increases the value of a variable by one unit if the corresponding decrease in the objective function is largest among all possible feasible increments. The complexity of the greedy algorithm is O (B(log n + F )), where F is the number of operations required to check the feasibility of a given increment in a single variable.
The log n complexity is to keep a sorted array of the marginal decrease in the objective function. Therefore, the complexity of the greedy algorithm is exponential in the number of input bits to the algorithm.
Hochbaum's algorithm, referred to as General Allocation Procedure (GAP)
in [12] , combines the greedy algorithm with a scaling technique. Hochbaum considers an additional constraint x ≥ l, where l = (l 1 , l 2 , · · · , l n ). The modified greedy algorithm consists of a subroutine greedy(s,l) that finds the variable that has the largest decrease in the objective function value among all variables that can be increased by one unit without violating feasibility, and increases it by s units. The subroutine starts with an initial allocation x =l. Define e ∈ R E as e = (1, 1, · · · , 1) and e k ∈ R E as e k (k) = 1 and e k (j) = 0, j = i. Let the total number of units to be allocated among n variables be B, i.e., g(E) = B. The subroutine greedy(s,l)
is described below (including the Moriguchi et al. [13] 
correction).
Algorithm 2. greedy(s,l)
4. IfB = 0 orẼ = ∅ Output x and STOP.
else Go to step 2.
c(x, k) is the saturation capacity defined as the maximum amount by which x(k) can be increased without violating feasibility and is given as follows.
The value is then recorded in the variable δ k .
Hochbaum [12] , Moriguchi et al. [13] showed the proximity result that if
x ⋆ is the optimal solution to Π 2 and x (s) is the output of greedy(s,l), then,
GAP executes greedy(s,l) in each iteration starting from s = B 2n in the first iteration and halving it in each iteration till it reaches unity. The output of greedy(s,l), deducted by s units, provides an increasingly tighter lower bound to x ⋆ in each iteration. The lowerbound serves as initial allocation for the variable x in greedy(s,l) in the following iteration. When s = 1, greedy(s,l) puts out the optimum value of Π 2 . A formal description of GAP is given below.
As a consequence of the proximity theorem, l (s i ) , i = 1, 2, · · · form an increasing sequence of lower bounds of x ⋆ . Hence GAP tightens the lowerbound on x ⋆ in each iteration.
Let x ∈ P (g) ,Ẽ = {j | x + e j is feasible)}. If
Clearly, greedy(s,l) picks exactly such a k as in (24) to update. Hence deducting the last increment of each variable from the output of greedy(s,l) results in a lower bound to the optimal value x ⋆ which explains the inequality (a) of (23).
The complexity of Hochbaum's algorithm is O(n · (log n + F ) · log B n ). Hochbaum [12] showed that, for the case of linear ascending constraints, feasibility check is equivalent to the disjoint set union problem. A feasibility check step is same as a 'union-find' operation. A series of n · log B n 'unionfind' operations can be done in n · log B n time [8] . Hence F is O(1). Let x ⋆ c be the solution to Π 1 (with the continuous variables). Let x ⋆ be the output of GAP. Moriguchi et al. [14, Th. 1.3] showed that,
By incrementing in steps of ǫ instead of 1, it is now clear that GAP can be used to find an ǫ -optimal solution in time O n · (log n + F ) · log B nǫ
A decomposition algorithm
In this section, we describe a decomposition algorithm proposed by Vidal 
subject to x(e) ∈ [0, β(e)] ∩ Z, e = 1, 2, · · · , n,
n e=1
x(e) = B.
The algorithm solves Π 3 by a recursive process that leads to a hierarchy We now give the main procedure that involves the tightening of the ascending constraints in Π 3 using the upper bounds on the variables and a call to the main recursive procedure Nestedsolve(1, m) which will be described soon.
Algorithm 4. General Solution Procedure
• Tightening:
• Hierarchical Resolution:
The output of the recursive procedure Nestedsolve(v, w) minimizes the following optimization problem.
w e (x(e)) (29)
The procedure Nestedsolve(v, w) recursively solves the above problem by solving the sub-problems Nestedsolve(v, t) and Nestedsolve(t + 1, w) where
. These sub-problems are further divided in the same manner and at the lowest level, the sub-problems involve optimization over a single sum constraint. Consider the following optimization problem with single sum constraint and bounds on variables.
subject toĉ e ≤ x(e) ≤d e , e = s[
The subproblems at the lowest level of the recursion is of the form RAP(v, v)
. We now describe the procedure to obtain the optimal solution to Nested(v, w) from the solutions to Nested(v, t) and Nested(t+1, w). Let the solution to Nested(v, t) and
Theorem 1 and 2 of [23] shows that the optimal solution to Nested(v, w),
, satisfies the following inequalities with 
Nestedsolve(v, w) is described below.
Algorithm 5. Nestedsolve(v, w)
The initial tightening of the constraints and initialization steps takes Nestedsolve(1, m) works in O(n · log m · log(B/n)) steps.
A Taut-String Solution in a Special Case
In this section, we consider the minimization of an interesting subclass of separable convex functions known as d -separable convex functions [22] subject to ascending constraints (3)-(4). We will begin with a slightly more general setting. Let (E, g) be a polymatroid. Let φ : R → R be a continuously differentiable and strictly convex function.
We now state and prove a result that, for a fixed d, the minimizer is the same for any φ that is continuously differentiable and strictly convex.
Further, the minimizer has a special structure. Lemma 1. Let W in (13) be separable with w e (x(e)) = d e · φ x(e) d(e) , where φ is continuously differentiable and strictly convex. The x ⋆ that minimizes W over the bases of the polymatroid (E, g) is the lexicographically optimal base of the polymatroid with respect to the weight vector d.
Proof W in (13) is a separable convex function with w e (x(e)) = d e · φ x(e) d e .
Let h e be the derivative of w e . By Theorem 2, the minimizer of (13) is the h -lexicographically optimal base of the polymatroid (E, g), where we have
Since h e = φ ′ for all e and φ ′ is increasing, h -lexicographically optimal base is the lexicographically optimal base with respect to the weight vector d.
Given the flexibility in φ, let us choose φ = (u 2 + 1) 1/2 (Veinott Jr.
[22]).
Then
Let us further restrict attention to ascending constraints of (3) 
A vector x is feasible iff (D i , X i ) lies above (D i , E i ) in x -y plane for i = 1, 2, · · · , n−1. Also, (D 0 , X 0 ) and (D n , X n ) must coincide with (D 0 , E 0 ) and (D n , E n ), respectively. Define feasible path as the path formed by the line segments joining (D i−1 , X i−1 ) and (D i , X i ) for i = 1, 2, · · · , n for a feasible X 1 , X 2 , · · · , X n . The length of the path corresponding to a feasible point X 1 , X 2 , · · · , X n gives the value of the objective function in (40) at the point.
It is now obvious that the following taut-string method finds the minimum length path among all feasible paths, and hence the optimal solution, as described below.
• Place pins at the points (D i , E i ), i = 0, 1, · · · , n.
• Tie a string to the pin at origin and run the string above the points
• Pull the string tight. The string traces the minimum length path from the origin to the point (D n , E n ). It is clear that the taut string traces the concave cover, denoted by C, which has the following properties.
• C is piece-wise linear and concave.
Figure 3: The taut string solution.
•
• The slope change-points of the piece-wise linear function lie on a subset In the next section, we provide an O(n) algorithm for finding the concave cover of the set of points the concave cover of a set of points in x -y plane.
String Algorithm
In the previous section, we described the method proposed by Veinott
Jr. that reduces problem Π for the case of a d -separable objective function to a geometrical problem of finding the concave cover of the set of points The algorithm takes as input t 0 , t 1 , · · · , t n . The algorithm checks the concavity condition in (41) at every point. If the condition is not satisfied at a point t i , then t i is dropped. After performing a sequence of such eliminations, the algorithm puts out the slope change points of the desired concave cover. The algorithm is formally described below. figure 4d is the concave cover of the set of points t 0 , t 1 , t 2 , · · · , t 6 . All points except t 2 are dropped and D 2 is the only slope change point for the concave cover.
The following lemma gives the complexity of String Algorithm.
Proposition 3. The complexity of the String Algorithm is O(n).
Proof The number of executions of the forward step is n, each consisting of constant number of operations. Hence the complexity of forward procedure is O(n). The number of times the backward step is executed is equal to the 
Conclusion
We discussed several algorithms that solve problem Π, a separable convex optimization problem with linear ascending constraints, that arises as a core optimization in several resource allocation problems. The algorithms can be classified as greedy-type or decomposition-type algorithms. The best in class algorithms have complexity O (n · (log n) · log (B/(nǫ))) to get an ǫ -optimal solution, with B being the total number of units to be allocated. We also considered a d -separable objective. In this special case, the solution is the lexicographically optimal base of a polymatroid formed by the constraint set of Π. We then argued that finding the lexicographically optimal base is equivalent to finding the least concave majorant of a set of points on the R 2 + quadrant. We then described an O(n) algorithm for this problem. This is significant because of its applicability to the minimization of popular d -separable functions such as α -fair utility functions which are widely used as utility functions in network utility maximization problems. [25] Zizhuo Wang, On solving convex optimization problems with linear ascending constraints, Optimization Letters, (2014).
Appendix A. Proof of correctness and optimality
In this section, we give the proof of Theorem 3.
Appendix A.1. Feasibility
We begin by addressing a necessary and sufficient condition for feasibility.
Lemma 2. The feasible set is nonempty if and only if (5) is satisfied.
Proof Assume that (5) is not satisfied for some l and let l ′ be the smallest among such indices. This implies that even if we assign the largest possible value for x(e), i.e., x(e) = β(e) for e = 1, 2, · · · , l ′ , the constraint (3) for l = l ′ cannot be satisfied, and hence the constraint set is empty.
To prove sufficiency, assume (5) holds. Now, assign x(e) = β(e), for e = 1, 2, . . . , l ′ − 1, assign
β(e), and x(e) = 0 for e = l ′ + 1, l ′ + 2, · · · , n. Clearly, x satisfies (3)- (4) and is therefore a feasible point. This proves the lemma.
Appendix A.2. Proof of Theorem 3
In order to prove Theorem 3, the following should be shown to ensure that the algorithm terminates and generates the desired allocation.
1. The set whose minimum is taken in (16) should be nonempty at each iteration step. (20) should yield a feasible allocation at each iteration step, and the reduced problem for the next iteration is a similar but smaller problem.
The assignments in (19) and
3. The output of the algorithm should be feasible.
4. The output should satisfy the sufficiency conditions for optimality in Theorem 1.
We begin by proving that the minimum in (16) is over a nonempty set.
For this, we need the following lemma. are nondecreasing. For sufficiency, in addition to the nondecreasing nature of H + e and H − e , we also have H + e = H − e at all points of continuity of H + e , and H − e is the left continuous version of the right continuous H + e . Given (A.2) and these observations, it follows that we can find an η that satisfies (14) .
Proposition 4.
If the feasible region is nonempty, then at any iteration step j, the index l = 1 satisfies (15). Hence the set over which the minimum is taken in (16) is nonempty.
Proof If the feasible region is nonempty, we have from Lemma 2 that (5) holds for l = s(j − 1) − 1, i.e.,
By Lemma 3, η j l exists. Consequently, the set over which the minimum is taken now contains η j 1 and is therefore nonempty.
We shift attention to Subroutine 1. We show that the s(j) put out by the Subroutine 1 satisfies a property that is crucial to prove the feasibility of the output of Algorithm 1. This is the property that the partial sums of H + e (Γ j ) from s(j) to each of the tied indices exceeds the corresponding partial sums of α(e). Since we will show equality of the constraints at s(j), the above property is necessary for feasibility. (16) is not satisfied at some i = p ′ and t = r, i.e., 6) and therefore (17) is satisfied for all s satisfying 1 ≤ s < p ′ , i.e.,
If (17) is not satisfied already for m = l r and k = l i , then p ′ = 1 and (A.7) is irrelevant. Now the algorithm reduces the value of t in steps of unity until (17) is satisfied for m = l r ′ and k = l p ′ , i.e., The following lemma is a corollary to Proposition 5 and is useful in proving optimality.
Lemma 4. The sequence {Γ i : i = 1, 2, 3, . . . , k} put out by Algorithm 1 satisfies
Proof We will prove that at iteration j + 1, the number η for l satisfying 1 ≤ l ≤ s(j), is strictly greater than Γ j . Hence their minimum Γ j+1 is also strictly greater than Γ j , and the proof will be complete.
For indices l that satisfy (14) in the j th iteration with l < s(j) and
, l is a tied index), there is some l ′ satisfying s(j − 1) > l ′ ≥ s(j) and Proof For any index l ′ satisfying s(j) < l ′ < l m t with l ′ / ∈ I ∩ {l : l < l m t }, either η j l ′ does not exist or l ′ is not a tied index, i.e., η j l ′ exists but satisfies η j l ′ > Γ j . In the former case, by Lemma 3 and the fact that α(e)'s are positive, we have
and so
In the latter case, we must have Subtracting the two inequalities, we get
i.e., l ′ will not satisfy (21), which is what we set out to prove.
The following lemma is a key inductive step to show that the assignment problem in step 3 of Subroutine 2 reduces the problem to a similar but smaller problem after each iteration.
Lemma 6. Suppose at the m th iteration in Subroutine 2, we have indices
. . , l m pm }, let I m ∪ {s(j)} be the indices l that satisfy
we then have
Let M m+1 be the set of indices in M m corresponding to x(e)'s that are not assigned in the m th iteration and let I m+1 be the set obtained in step 5 of Subroutine 2. The set I m+1 and M m+1 \(I m+1 ∪ {s(j)}) satisfy properties (A.23) and (A.24), respectively, with m replaced by m + 1.
Proof Note that from step 2 of Subroutine 2, l m t is chosen so that
After rearrangement, we get
because of the choice of t attaining the minimum in (18). Adding
where (a) follows because l m 1 ∈ I m . Also, any l satisfying l m 1 < l < l m 0 is not in I m and hence by Lemma 6
From (A.32) and (A.33), it is evident that there exists an assignment for 
Indeed, x(e) = H − e (Γ j ) for l m t ≤ e < l m 1 and x(e) ≤ H + e (Γ j ) for l m 1 ≤ e < l m 0 and therefore (A.34) implies where (b) follows because γ is the minimum in (18) among all l ∈ I m ∪{s(j)}.
Moreover, the inequality is an equality when l = l m t because the minimum is then attained. This proves that the assignment in step 3 is feasible. with equality for l = 1. We have thus verified feasibility.
What remains is the proof of optimality.
Lemma 9. The vector x(e), e ∈ E, put out by Algorithm 1 is optimal.
Proof We use Theorem 1 to prove the optimality of x. Let g = f β . In each iteration, at least one variable gets set. So Algorithm 1 terminates after τ ≤ n steps. Define A 0 = ∅ and set A j = {s(j), · · · , n} for j = 1, 2, · · · , τ . Observe that A τ = E. It is then an immediate consequence that x(A j ) = f (A j ). By the definition of dep, we have dep(x, e, f ) ⊆ A j for every e ∈ A j − A j−1 , j = 1, · · · , τ , and dep(x, e, g) ⊆ dep(x, e, f ) for an
x ∈ P (f ) ∩ P (g). Also, observe that dep(x, e, g) = {e} for every e satisfying
x(e) = β(e), and a u = e with x(u) = 0 cannot belong to dep(x, e, g).
This observation implies that for any u ∈ dep(x, e, g), u = e, we must have
x(e) < β(e) and 0 < x(u). We then claim that Inequality (a) holds since w + e is nondecreasing and x(e) ≥ H − e (Γ j ). Inequality (b) follows from the definition of H − e , after noting that x(e) < β(e). Since (e, u) is an exchangeable pair and e ∈ A j − A j−1 , we must have that u ∈ A i − A i−1 for some i ≤ j, and (c) follows from Lemma 4. Inequality (d) follows from the definition of w − u after noting that x(u) > 0. Finally (e) holds since w − u is nondecreasing and x(u) ≤ H + u (Γ i ). The sufficient condition of Theorem 1 for optimality holds, and the proof is complete.
Lemma 8 and Lemma 9 imply Theorem 3, and its proof is now complete.
