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Using the LePage representation, a symmetric α-stable random element in Ba-
nach space B with α ∈ (0, 2) can be represented as a sum of points of a Poisson
process in B. This point process is union-stable, i. e. the union of its two indepen-
dent copies coincides in distribution with the rescaled original point process. This
shows that the classical definition of stable random elements is closely related to
the union-stability property of point processes.
These concepts makes sense in any convex cone, i. e. in a semigroup equipped
with multiplication by numbers, and lead to a construction of stable laws in gen-
eral cones by means of the LePage series. We prove that random samples (or
binomial point processes) in rather general cones converge in distribution in the
vague topology to the union-stable Poisson point process. This convergence holds
also in a stronger topology, which implies that the sums of points converge in dis-
tribution to the sum of points of the union-stable point process. Since the latter
corresponds to a stable law, this yields a limit theorem for normalised sums of
random elements with α-stable limit for α ∈ (0, 1).
By using the technique of harmonic analysis on semigroups we characterise
distributions of α-stable random elements and show how possible values of the
characteristic exponent α relate to the properties of the semigroup and the cor-
responding scaling operation, in particular, their distributivity properties. It is
shown that several conditions imply that a stable random element admits the
LePage representation. The approach developed in the paper not only makes it
possible to handle stable distributions in rather general cones (like spaces of sets
or measures), but also provides an alternative way to prove classical limit theo-
rems and deduce the LePage representation for strictly stable random vectors in
Banach spaces.
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1 Introduction
Stability of random elements is one of the basic concepts in probability theory. A
random vector ξ with values in a Banach space B has a strictly stable distribution with
characteristic exponent α 6= 0 (notation SαS) if, for all a, b > 0,
a1/αξ1 + b
1/αξ2
D
= (a + b)1/αξ , (1.1)
where ξ1, ξ2 are independent copies of ξ, and
D
= denotes equality in distribution. This
stability concept (in a more general form) was introduced by Paul Le´vy and thereafter
has been actively studied in relation to limit theorems for sums of random variables,
see, e. g., [17, 44, 49] for the finite-dimensional case and [1, 44] for random elements in
Banach spaces. The following basic results are available:
• a complete characterisation of SαS random elements in terms of characteristic
functionals;
• a complete description in terms of LePage (or Khinchin–Le´vy–LePage) expansions;
• a complete description of the domains of attraction using tail behaviour.
Recall that the LePage series representation of a SαS vector ξ ∈ Rd for α ∈ (0, 2) says
ξ
D
=
∞∑
k=1
Γ
−1/α
k εk , (1.2)
where Γ1,Γ2, . . . are the successive times of jumps of a homogeneous Poisson process
on the positive half-line, and ε1, ε2, . . . are i. i. d. unit random vectors independent of
the Γ’s. Note that in [44] the notation SαS stands for symmetric α-stable. We prefer
to use the same notation for strictly α-stable random elements, since for semigroup-
valued random elements the symmetry requirement may be too restrictive and does not
necessarily imply the strict stability.
Definition (1.1) of stability makes sense in any space, where addition of elements and
multiplication by positive scalars are defined, i. e. in any convex cone. So far this case
has been thoroughly investigated for the cone of compact convex subsets of a separable
Banach space with the topology generated by the Hausdorff metric and the main opera-
tion being the Minkowski (elementwise) addition, see, e. g., [10, 13, 14]. In this case the
principal results (LePage representation, domains of attractions, etc.) are completely
analogous to those well-known for general Banach spaces. The only exception is the lack
of non-trivial strictly stable distributions for α > 1, which is explained by impossibil-
ity to centre sums of sets and the fact that the exact dual operation to the Minkowski
addition cannot be defined.
A wealth of information about stable probability measures on Euclidean spaces and
locally compact groups can be found in [17], see also [16] and [19]. Strictly stable
distributions are necessarily infinitely divisible. Infinite divisibility of random objects in
positive convex cones was studied in [22]. Infinite divisible elements in semigroups were
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studied in [42, 43] and are comprehensively covered in the monograph [20]. As we show
in this paper, the studies of stability of random elements in semigroups bring into the
play further properties of semigroups, in particular, the relationships between the neutral
element and the origin, distributivity laws and the metric structure on semigroups.
Max-stable random variables appear if the addition in (1.1) is replaced by the maxi-
mum operation and min-stable random variables in case of the minimum operation [39].
A max-stable SαS laws exists for every positive α, while min-stable laws may have every
α < 0 as a possible value for the characteristic exponent. On the other hand, it is well
known that possible values of α for a Banach space-valued random element fill (0, 2].
One of the aims of this paper is to identify basic algebraic and topological properties
of the carrier space that control the range of the characteristic exponent α of strictly
stable random elements. We also give answers to the questions that concern series rep-
resentations and domains of attraction of stable laws. The key idea is the relationship
between the stability concept formulated in (1.1) and the concept of stability of point
processes (and random sets) with respect to the union [31, 34]. The obtained results
cover not only the classical cases of linear spaces and extremes of random variables.
They provide a unified framework for considering additive- and max-stable laws for ran-
dom variables as special cases of semigroup-valued random elements. This framework,
in particular, includes random closed sets stable with respect to Minkowski addition or
union operations and random measures stable with respect to addition or convolution
operations.
The content of this paper can be outlined as follows. Section 2 introduces the main
algebraic concepts: the convex cone, the neutral element and the origin, and some metric
properties that are important in the sequel.
Section 3 shows that the classical stability concept (1.1) is, in a sense, secondary to
the union-stability. The LePage representation (1.2) of stable laws provides an expression
of a SαS random vector ξ as the sum of points of a Poisson point process Πα with support
points
suppΠα = {Γ
−1/α
k εk, k ≥ 1} ,
where α ∈ (0, 2). The distribution of the random set κα = suppΠα is union-stable, i. e.
a1/ακ′α ∪ b
1/ακ′′α
D
= (a+ b)1/ακα , (1.3)
where κ′α and κ
′′
α are independent copies of κα. Distributions of union-stable random
closed sets in Rd have been completely characterised in [34], see also [33, Ch. 4]. Because
κ′α and κ
′′
α possess common points with probability zero, (1.3) immediately translates
into (1.1) by taking the sums over the support points. It should be noted that (1.3)
makes sense for all α 6= 0 (see [34]), while (1.1) in a Banach space holds for α ∈ (0, 2]
only. One of the reasons for this is that the series in (1.2) might diverge. In Section 3.3
it is shown that the LePage series absolutely converges for all α ∈ (0, 1) if the semigroup
possesses a sub-invariant norm. This representation makes it possible to define Le´vy
processes with values in a cone, see Section 3.4.
It is well known that, under a regular variation type assumption, a normalised random
sample (or binomial point process) converges in distribution to the Poisson point process
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Πα, see, e. g., [39]. This result is generalised for point processes in Polish spaces. Fur-
thermore, we show that in case α ∈ (0, 1) this convergence holds in a stronger topology
that ensures the convergence of sums of points from point processes. This complements
the result of [9], where this type of convergence was studied for point processes in Rd.
From this fact we derive that normalised sums of random elements converge in distribu-
tion to the LePage representation of the corresponding stable law, i. e. a limit theorem
for normalised samples in cones. This also yields a new proof of the limit theorem in
Banach spaces with SαS limits for α ∈ (0, 1). These results are described in Section 4.
Section 5 explores the distributions of stable random elements on semigroups, in-
cluding the ranges of the stability parameter. We first define the Laplace transform of
a random element as a functional that acts on the family of the characters, and con-
firm its uniqueness. The infinite divisibility property implies that the Laplace transform
has an exponential form. The main result establishes the equivalence between the sta-
bility property and the homogeneity of the corresponding Laplace exponent. Further
we describe several essential properties of cones and semigroups that have a particular
bearing in view of the properties of stable distributions. Among these properties the
most important are the distributivity properties of the multiplication by numbers and
the relationship between the neutral element and the origin in a semigroup. The range
of possible parameters for the stable law provides a new characteristic of a general cone.
In particular, we describe the cases when the stability parameter α belongs to (0, 2] as
in the conventional case of linear spaces and when α is an arbitrary positive or arbitrary
negative number.
Section 6 exploits techniques from harmonic analysis on semigroups, in particular,
the representations of infinite divisible and negative definite functions in view of char-
acterising the Laplace exponents of SαS random elements. In particular, we show that
the corresponding Le´vy measure is homogeneous, and characterise other ingredients of
the integral representations: the linear functional and the quadratic form.
Finally, Section 7 aims to show that strictly stable random elements in a rather
general cone admit the LePage representation. We address this question by comparing
the integral representations of Laplace exponents with the formula for the probability
generating functional of a stable Poisson process. It is shown that under rather weak
conditions every SαS random element can be realised as the LePage series that cor-
responds to a Poisson process on the second dual semigroup. Its intensity measure is
the Le´vy measure of the corresponding SαS random element. The key issue here is to
show that the Le´vy measure is actually supported by the semigroup itself, which leads
to the “conventional” LePage series similar to (1.2). Apart from the proof of the LePage
representation in rather general semigroups, this also yields a new proof of the LePage
representation for SαS random elements with α ∈ (0, 1) in reflexive Banach spaces.
To summarise, we first show that the sum of points of a union-stable Poisson point
process follows SαS law, then demonstrate that convergence of point processes yields a
limit theorem with SαS limiting distribution, and finally prove that in a rather general
case any SαS random element with α ∈ (0, 1) can be represented as a sum of points of
a Poisson process.
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Section 8 describes a variety of examples drawing analogy or contrasting with clas-
sical Euclidean or Banach space valued SαS vectors. Clearly, if a cone is embeddable
in a Banach space, then it is possible to use the results already available for stable dis-
tributions, see [44]. However even in this case we come up with new proofs that further
our understanding of stable laws in linear spaces.
2 Convex cones
2.1 Basic definitions
Here we summarise several basic definitions related to convex cones and semigroups.
Definition 2.1. An abelian topological semigroup is a topological space K equipped
with a commutative and associative continuous binary operation +. It is assumed that
K possesses the neutral element e satisfying x+ e = x for every x ∈ K.
Consider a family of continuous automorphisms Da : K → K indexed by positive
real numbers a > 0. Assume that D1 is the identical map and that DaDbx = Dabx
for all a, b > 0 and x ∈ K. In [38] such K is called an abelian semigroup over the
operator domain (0,∞). The result of applying Da to x ∈ K can be understood as
the multiplication of x by a that yields the following equivalent reformulation of the
properties of D.
Definition 2.2. A convex cone is an abelian topological semigroup K being a metrisable
Polish (complete separable) space with a continuous operation (x, a) 7→ ax of multipli-
cation by positive scalars for x ∈ K and a > 0 so that the following conditions are
satisfied:
a(x+ y) = ax+ ay , a > 0, x, y ∈ K, (2.1)
a(bx) = (ab)x , a, b > 0, x ∈ K, (2.2)
1x = x , x ∈ K , (2.3)
ae = e , a > 0 . (2.4)
K is called a pointed cone if there is a unique element 0 called the origin such that
ax→ 0 as a ↓ 0 for any x ∈ K \ {e}.
It should be emphasised that we do not always require the following distributivity
condition
(a+ b)x = ax+ bx , a, b > 0, x ∈ K . (2.5)
We often call (2.5) the second distributivity law. Although this condition is typically
imposed in the literature on cones (see, e. g., [25]), this law essentially restricts the
family of examples, e. g., it is not satisfied for the cone of compact (not necessarily
convex) subsets of a Banach space (with Minkowski addition) or on R+ = [0,∞) with
the maximum operation. Note that the condition (2.5) is not natural if the multiplication
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is generated by a family of automorphisms Da, a > 0, as described above. In view of
this, nx means Dnx or x multiplied by n and not the sum of n identical summands being
x.
If the addition operation on K is a group operation, then we simply say that K is
a group. If also the second distributivity law holds, then K satisfies the conventional
axioms of a linear space. However, even if K is a group, the second distributivity law
does not have to hold, e. g., if K = R with the usual addition and the multiplication
defined as Dax = a
βx with β 6= 1, see also Example 8.11.
2.2 Origin and neutral element
Unless stated otherwise we always assume that K is a pointed cone, i. e. it possesses
the origin. The neutral element of K does not necessarily coincide with the origin. For
instance, if K is the semigroup of compact sets in Rd with the union operation and the
conventional multiplication by numbers, then 0 = {0}, while the neutral element e for
the union operation is the empty set. In many other cases the neutral element does
coincide with the origin, e. g., if K is a linear space. Note that the definition of the
origin implies that 0+ 0 = 0, and 0 and e are the only elements of K satisfying ax = x
for all a > 0.
Lemma 2.3. Let K be a pointed cone.
(i) If the second distributivity law holds, then e = 0.
(ii) If there exists x 6= e which possesses an inverse (−x), i. e. x+(−x) = e, then e = 0.
Proof. (i) By (2.5), any x 6= e can be decomposed as
x =
n− 1
n
x+
1
n
x , n ≥ 1 .
By letting n → ∞ and using the continuity of multiplication we arrive at x = x + 0.
Thus, 0 = e by the uniqueness of the neutral element.
(ii) By (2.1) and (2.4), n−1x+n−1(−x) = e. The left-hand side converges as n→∞
to 0+ 0, whence 0 = e.
In particular, Lemma 2.3(ii) implies that 0 = e if K is a group.
Definition 2.4. An element z ∈ K is called α-stable with α 6= 0, if
a1/αz + b1/αz = (a+ b)1/αz (2.6)
for all a, b > 0.
Throughout this paper K(α) denotes the set of α-stable elements of K. Clearly,
e, 0 ∈ K(α) for any α 6= 0. In particular, K(∞) is the set of idempotent elements that
satisfy z + z = z, and K(1) consists of all z ∈ K that satisfy (2.5).
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Lemma 2.5. If the second distributivity law (2.5) holds, then K(α) = {e} for any α 6= 1.
Proof. Putting a = b in (2.6) and using (2.5) yields 21−1/αz = z and 21/α−1z = z. By
iteration, we obtain that βnz = z, where β = 21−1/α for α > 1 and β = 21/α−1, for α < 1.
Passing to the limit, we have that z = 0 and thus z = e by Lemma 2.3(i).
2.3 Norm and metric
Definition 2.6. A pointed cone K is said to be a normed cone if K (or K\{e} if 0 6= e)
is metrisable by a metric d which is homogeneous at the origin, i. e. d(ax, 0) = ad(x, 0)
for every a > 0 and x ∈ K. The value ‖x‖ = d(x, 0) is called the norm of x.
In Sections 3 and 4 it is assumed that K is a normed cone. Note that the function
d(x, 0) should be called a gauge function rather than a norm, since it is not assumed to
be sub-linear, i. e. d(x+ y, 0) is not necessarily smaller than d(x, 0) + d(y, 0). However,
we decided to use the word norm in this context, because we employ the gauge function
to define the balls and spheres in exactly the same way as the conventional norm is used.
Most of further results can be reformulated for metrics that are homogeneous of a given
order r > 0, i. e. d(ax, 0) = ard(x, 0).
It is obvious that ‖x‖ = 0 if and only if x = 0. Furthermore, ‖ax‖ = a‖x‖ for all
a > 0 and x ∈ K. If e 6= 0, then (2.4) implies that ‖e‖ = d(e, 0) = ∞. It is therefore
essential to allow for d to take infinite values, c. f. Definition 2.2. For instance, if K is
the cone R+ = [0,∞) with the minimum operation, then the Euclidean distance from
any nonempty x ∈ R+ to ∞ (being the neutral element) is infinite.
If K is a linear space, the metric and the norm can be routinely constructed using a
star-shaped neighbourhood of the origin. If this neighbourhood is convex, then K is a
locally convex topological vector space and the corresponding norm is sub-linear, i. e.
‖x+ y‖ ≤ ‖x‖+ ‖y‖ . (2.7)
The open ball of radius r centred at 0 is denoted by
Br = {x ∈ K : ‖x‖ < r} .
The interior of its complement is given by
Br = {x : ‖x‖ > r} .
If e 6= 0, then e ∈ Br for all r > 0. The set
S = {x : ‖x‖ = 1}
is called the unit sphere. Note that S is complete with respect to the metric induced by
the metric on K. The existence of the origin implies that ‖x‖ <∞ for all x ∈ K \ {e},
therefore K admits a polar decomposition. This decomposition is realised by the bijection
x↔ (‖x‖, x/‖x‖) between
K
′ = K \ {0, e}
and (0,∞)× S.
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2.4 Sub-invariance
In addition to the homogeneity property of the metric d, we sometimes require that
d(x+ h, x) ≤ d(h, 0) = ‖h‖, x, h ∈ K . (2.8)
Then the metric (or the norm) in K is said to be sub-invariant. This technical condition
guarantees the uniform continuity of the norm, i. e. closeness of ‖x‖ and ‖x+h‖ if ‖h‖ is
small. Indeed, by the triangular inequality, d(x+ h, 0) ≤ d(x+ h, x) + d(x, 0), implying
the sub-linearity of the norm (2.7) and also that ‖x + h‖ − ‖x‖ ≤ d(x + h, x). On the
other hand, d(x, 0) ≤ d(x, x + h) + d(x + h, 0), so that −d(x, x + h) ≤ ‖x + h‖ − ‖x‖.
Therefore, in view of (2.8),∣∣ ‖x+ h‖ − ‖x‖ ∣∣ ≤ d(x+ h, x) ≤ ‖h‖ .
In particular,
‖x‖ ≤ ‖x+ h‖+ ‖h‖, x, h ∈ K . (2.9)
The two ‘+’ in the right-hand side of (2.9) should not be confused: the first one is
the addition operation in K while the second one is the conventional sum of positive
numbers. If K is a group, then an invariant (thus also sub-invariant) metric always
exists, see [26, Ch. 6, p. 210], i. e. (2.8) holds with the equality sign. In general, (2.8) is
too restrictive, e. g., for R+ with the maximum operation and Euclidean metric.
Lemma 2.7. If K has a sub-invariant norm, then 0 = e and, for any α ∈ (0, 1), e is the
only element with a finite norm that belongs to K(α).
Proof. Applying (2.8) with th instead of h and letting t ↓ 0 implies that x+0 = x for all
x, whence e = 0. The sub-invariant norm also satisfies (2.7), so that, for each z ∈ K(α)
(a+ b)1/α‖z‖ = ‖(a+ b)1/αz‖ = ‖a1/αz + b1/αz‖ ≤ (a1/α + b1/α)‖z‖ .
If z 6= 0 and ‖z‖ 6= ∞ then (a + b)1/α ≤ a1/α + b1/α for all a, b > 0 is impossible for
α ∈ (0, 1).
Typical examples of cones that fulfil our requirements are Banach spaces or convex
cones in Banach spaces; the family of compact (or convex compact) subsets of a Banach
space with Minkowski addition; the family of compact sets in Rd with the union op-
eration; the family of all finite measures with the conventional addition operation and
multiplication by numbers. Another typical example is the set R+ = [0,∞) with the
maximum operation x + y = x ∨ y = max(x, y). In order to distinguish this example
from the conventional cone (R+,+), we denote it by (R+,∨). These and other examples
are discussed in Section 8.
We say that K can be isometrically embedded in a Banach space B if there exists an
injection I : K → B such that I(ax + by) = aI(x) + bI(y) for all a, b > 0 and x, y ∈ K
and d(x, y) = ‖I(x)− I(y)‖ for all x, y ∈ K. However, this embedding is possible only
under some conditions on the cone K and the corresponding metric.
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Theorem 2.8. A convex cone K with a metric d can be embedded into a Banach space if
and only if the second distributivity law (2.5) holds and d is homogeneous and invariant,
i. e. d(ax, ay) = ad(x, y) and d(x+ z, y + z) = d(x, y) for all a > 0 and all x, y, z ∈ K.
Proof. Necessity is obvious. Sufficiency follows from Ho¨rmander’s theorem [21], see
also [24].
3 LePage series on a cone
3.1 Point processes on a cone
Consider a normed cone K with its Borel σ-algebra B(K). Let M0 (respectively M)
be the family of counting measures m on B(K) such that m(Br) < ∞ (respectively
m(Br) < ∞) for every r > 0. Both families M0 and M also contain the null-measure.
Denote by δx the unit mass measure concentrated at x ∈ K. Any counting measure can
be represented as
m = δx1 + δx2 + · · · =
∑
i
δxi , (3.1)
where x1, x2, . . . is an at most countable collection of points such that only a finite number
of xi’s lies in B
r if m ∈ M0 or in Br if m ∈ M for every r > 0. When considering M0
we deviate from the typical setting in the theory of point processes (see, e. g., [8]), where
the point sets are assumed to be locally finite. Our setting allows for a concentration
point at the origin for measures from M0. To cover these both cases with the same
notation, let Ar denote B
r (Br−1, respectively) in case we consider measures from M0
(M, respectively). Then we always have m(Ar) <∞ whenever m ∈M or m ∈ M0.
The counting measure m is said to be simple if the points x1, x2, . . . from (3.1) are
distinct. A simple counting measure is fully characterised by its support
suppm = {x ∈ K : m({x}) > 0} .
A point process µ is a measurable map from some probability space intoM0 (orM)
with the σ-algebra generated by the sets of measures m ∈ M0 (or m ∈ M) such that
m(B) = n for Borel sets B ⊂ K and n ≥ 0. The distribution of µ is denoted by P.
The process is simple if almost all its realisations are simple. The probability generating
functional of µ is defined as
Gµ(u) = E exp
{∫
K
log u(x)µ(dx)
}
= E
[ ∏
xi∈suppµ
u(xi)
µ({xi})
]
,
where E is the expectation with respect to P and u : K 7→ (0, 1] is a function that
identically equals 1 on the complement of Ar for some r > 0, c. f. [8, Sec. 7.4].
If F is a Borel set, then
∫
F
xµ(dx) is the random element obtained as the sum of all
the points from F ∩ supp µ taking into account possible multiplicities. If µ(F ) is a. s.
finite, this integral is a well-defined finite sum. Otherwise, e. g., if one considers∫
xµ(dx) =
∫
K
xµ(dx)
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with the integration over F = K, the almost sure convergence of this integral is under-
stood as the existence of the integral for almost all µ. The absolute convergence requires
the existence of
∫
‖x‖µ(dx). A weaker condition is the convergence of the principal value
which requires that
∫
Ar
xµ(dx) converges as r ↓ 0. Similar definitions are applicable for
the integral
∫
g(x)µ(dx), where g : K 7→ K is a measurable function.
3.2 Stable Poisson process
Let Λ be a measure on K which is finite on all Ar, r > 0. A point process Π is
called a Poisson process with intensity measure Λ if, for any disjoint family of Borel
sets F1, . . . , Fn, the random variables Π(F1), . . . ,Π(Fn) are jointly independent Poisson
distributed with means Λ(F1), . . . ,Λ(Fn), respectively. The Poisson process is simple if
and only if its intensity measure is non-atomic.
Given the automorphisms Da : x 7→ ax introduced in Section 2.1, Dam denotes the
image of m, i. e. (Dam)(A) = m(D
−1
a A) = m(Da−1A) for every Borel A. If m =
∑
i δxi
is a counting measure, then Dam =
∑
i δaxi , in particular, supp(Dam) = a(suppm) and∫
xDam(dx) = a
∫
xm(dx) . (3.2)
An important property of a Poisson process Π is that DaΠ is again a Poisson process
driven by the intensity measure DaΛ, if Λ is the intensity measure of Π.
Example 3.1 (Stable Poisson point process). Recall that K′ = K\{0, e} can be identified
with (0,∞) × S using the polar decomposition. Define a measure Λ (also denoted by
Λα,σ) on K
′ as the product of the measure θα on (0,∞) such that α 6= 0 and{
θα((r,∞)) = r
−α if α > 0 ,
θα((0, r)) = r
−α if α < 0 ,
r > 0 , (3.3)
and a finite measure σ on the Borel σ-algebra B(S) induced on S. The Poisson process
on K′ (and thus also on K) with intensity measure Λα,σ is denoted by Πα,σ. We omit
the subscript σ and write simply Πα when no confusion occurs. The measure σ is called
its spectral measure. If α > 0, then Πα ∈ M0, i. e. it has the concentration point at the
origin. If α < 0, then Πα ∈ M, and if e 6= 0, then the support points of Πα have the
concentration point at e.
The importance of the process Πα in our context stems from the fact that it is stable
with respect to the addition operation applied to the corresponding counting measures.
Theorem 3.2. Let Π′α and Π
′′
α be two independent copies of Πα. Then
Da1/αΠ
′
α +Db1/αΠ
′′
α
D
= D(a+b)1/α Πα (3.4)
for all a, b > 0.
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Proof. By (3.3), the intensity measure Λ = Λα,σ of Πα satisfies
(Da1/αΛ)(A) = Λ(Da−1/αA) = aΛ(A) (3.5)
for any Borel A. Note that the left-hand side is the result of a contraction of the phase
space, while the right-hand side is a measure obtained by multiplying the values of Λ
by a number. Thus the processes on the both sides of (3.4) are Poisson with the same
intensity measure (a+ b)Λ.
Property (3.4) can be reformulated as the stability property of Πα with respect to
the union operation applied to its support set. Let κα = suppΠα and let κ
′
α and κ
′′
α
be two independent copies of κα. Since the intensity measure Λ of Πα is non-atomic,
a1/ακ′α ∩ b
1/ακ′′α = ∅ with probability 1. Then (3.4) is equivalent to
a1/ακ′α ∪ b
1/ακ′′α
D
= (a+ b)1/ακα (3.6)
for all a, b > 0. This means that κα is a union-stable random closed set, i. e. a SαS
random element in the cone of closed sets with the union operation, see [34].
The following theorem provides a useful representation of the process Πα, especially
for simulation purposes. Its proof relies on basic facts on transformations of a Poisson
process.
Theorem 3.3. Let {ζk} and {εk} be two independent sequences of i. i. d. random vari-
ables, where ζk, k ≥ 1, have exponential distribution with mean 1, and εk, k ≥ 1 are
distributed on S according to σˆ(·) = σ(·)/σ(S), where σ is a finite measure on S. Define
c = σ(S)1/α and Γk = ζ1 + · · ·+ ζk, k ≥ 1. Then, for any α 6= 0,
Πα,σ
D
=
∞∑
k=1
δ
Γ
−1/α
k εkc
. (3.7)
By conditioning with respect to the number of points of Πα = Πα,σ in Ar, it is easy
to calculate its probability generating functional
GΠα(u) = exp
{
−
∫
K
(1− u(x))Λ(dx)
}
, (3.8)
where Λ = Λα,σ and u : K 7→ [0, 1] is a function that is identically equal to 1 outside of
Ar, see [8, Ex. 7.4(a)]. By passing to a limit, it is possible to show that (3.8) holds for
any function u such that 1− u is integrable with respect to Λ.
Lemma 3.4. Let Π
(η)
α be the point process obtained by multiplying all points from Πα,σ
by i. i. d. realisations of a positive random variable η with a = E ηα <∞. Then Π
(η)
α has
spectral measure aσ and coincides in distribution with the point process Da1/αΠα.
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Proof. It suffices to show that the probability generating functionals of the both pro-
cesses coincide. By conditioning with respect to the realisation of Πα, one easily obtains
that
G
Π
(η)
α
(u) = exp
{
−
∫
K
(1−Eu(xη))Λ(dx)
}
.
By changing variables xη = y and using (3.5), it is easily seen that the exponent in the
formula for the probability generating functional is
−E ηα
∫
K
(1− u(x))Λ(dx)
that corresponds to the probability generating functional of Da1/αΠα.
Remark 3.5. A stable Poisson process Πα can be defined on any convex cone K without
assuming that K possesses the origin or a norm. It suffices to consider a Poisson point
process whose intensity measure Λ is homogeneous, i. e. satisfies (3.5).
3.3 LePage series
A K-valued random element ξ is said to have SαS distribution if it satisfies (1.1) with
the addition and multiplication operations defined on K. Theorem 3.6 below provides a
rich family of SαS distributions by their series decomposition.
Theorem 3.6. Let {ζk, k ≥ 1} be i. i. d. exponentially distributed random variables with
mean 1 and let Γk = ζ1 + · · ·+ ζk, k = 1, 2, . . . . Furthermore, let {εk} be independent
of {ζk} i. i. d. random elements on the unit sphere S in K with a common distribution
σˆ. If the principal value of the integral
∫
xΠα,σˆ(dx) is finite with probability 1, then for
any z ∈ K(α) and c ≥ 0, the series
ξα = z + c
∞∑
k=1
Γ
−1/α
k εk (3.9)
converges almost surely and ξα has a SαS distribution on K.
If the norm on K is sub-invariant, then the infinite sum in (3.9) converges absolutely
a. s. for any α ∈ (0, 1).
Proof. The case c = 0 is trivial. Without loss of generality assume that z = e in (3.9).
Note that
c
∞∑
k=1
Γ
−1/α
k εk =
∫
xΠα(dx) ,
where Πα = Πα,σ with σ = c
ασˆ. Recall that Ar denotes B
r if α > 0 and Br−1 if α < 0.
By (3.4) and almost sure finiteness of Πα(Ar) we have that∫
Ar
xDa1/αΠ
′
α(dx) +
∫
Ar
xDb1/αΠ
′′
α(dx)
D
=
∫
Ar
xD(a+b)1/αΠα(dx) .
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Since the principal value of
∫
xΠα,σˆ(dx) is finite by the condition, (3.2) implies that the
integrals above also converge. Then we can let r ↓ 0 to obtain that
a1/αξ′α + b
1/αξ′′α
D
= (a+ b)1/αξα , (3.10)
where ξ′α and ξ
′′
α are two independent copies of ξα, i. e. ξα is SαS.
Now assume that the norm is sub-invariant, i. e. it satisfies (2.8). If Sn =
∑n
k=1 Γ
−1/α
k εk,
then
d(Sn, Sn+m) ≤
∥∥∥ n+m∑
k=n+1
Γ
−1/α
k εk
∥∥∥ ≤ n+m∑
k=n+1
Γ
−1/α
k .
Note that the first sum corresponds to the semigroup addition in K while the second
is the ordinary sum of positive numbers. The last expression vanishes almost surely as
n → ∞, since Γ
−1/α
k ∼ k
−1/α with probability 1 by the strong law of large numbers.
Referring to the completeness of K confirms the a. s. convergence of the series.
The distribution of ξα given by (3.9) is determined by its deterministic part z and
the measure σ = cασˆ on S called the spectral measure. The series (3.9), also written as
ξα = z +
∫
xΠα(dx) , (3.11)
is called the LePage series on K. The convergence of the principal value of the integral
in (3.11) is equivalent to the convergence of the series in (3.9). Theorem 3.6 implies
that for α ∈ (0, 1) under the sub-invariance condition, the integral in (3.11) converges
absolutely a. s. The convergence property for other α depends on finer properties of the
cone. For instance, in (R+,+) the series (3.9) converges if and only if α ∈ (0, 1). In a
Banach space the properly centred (or symmetrised) series also converges for α ∈ [1, 2),
see [44, Sec. 1.5]. In some cones the series (3.9) converges for all positive or negative α
as the following example shows.
Example 3.7. Consider the cone (R+,∨). If εk = 1 for all k ≥ 1 and α > 0, then
ξα = cΓ
−1/α
1 has the Fre´chet distribution which is max-stable. The Weibull distribution
arises in ([0,∞],min) cone for α < 0. Here any SαS-distribution for α > 0 is trivial
concentrated at 0.
Remark 3.8. The point z in (3.11) does not have to be α-stable itself in order to produce
a SαS element ξα. For instance, ξα has the Fre´chet distribution which is stable in the
cone (R,∨) for z being any negative number and εk = 1 for all k ≥ 1, c. f. Corollary 5.14.
Remark 3.9. A convergent LePage series yields a (possibly degenerate) SαS random
element in any convex coneK. It is not essential that the topology onK is metrisable orK
is equipped with a norm. The only assumption is thatK possesses a polar decomposition.
A simple example of a SαS law in any Banach space is provided by the random
element ξ = ηx0, where η is non-negative SαS random variable and x0 is any non-
zero vector. The same construction is applicable to any convex cone that satisfies the
second distributivity law (2.5). However, if (2.5) does not hold, this construction no
14
longer works. For instance, if K = (R+,∨), then ξ = ηx0 with a non-negative SαS
random variable η is not SαS, since for ξ1 and ξ2 being two independent copies of ξ, the
random elements ξ1+ξ2 = (η1∨η2)x0 and 2
1/αξ have different distributions. In contrast,
Theorem 3.6 yields that
Yα = max
k≥1
Γ
−1/α
k x0 = Γ
−1/α
1 x0
is SαS and so provides an example of a SαS distribution in this cone.
3.4 Le´vy process
In this section it is assumed that K has a sub-invariant norm. Let {Γk} and {εk} be
as in Theorem 3.6. If α ∈ (0, 1) and {ηk} are i. i. d. copies of a non-negative random
variable η with c = E ηα <∞, then Theorem 3.6 and Lemma 3.4 imply that
Y (η)α =
∞∑
k=1
Γ
−1/α
k ηkεk (3.12)
absolutely converges almost surely and has SαS distribution on K with spectral measure
σ = cσˆ.
Representation (3.12) can be used to construct a K-valued SαS Le´vy process, i. e. K-
valued process with independent and stationary SαS increments. A K-valued stochastic
processXt, t ≥ 0, is said to have independent increments, if, for every n ≥ 1 and 0 ≤ t0 <
t1 < · · · < tn, there exist jointly independent K-valued random elements ξt0t1 , . . . , ξtn−1tn
(representing the increments) such that the joint distributions of Xt0 , Xt1 , . . . , Xtn and
Xt0 , Xt0 + ξt0t1 , . . . , Xt0 + ξt0t1 + · · ·+ ξtn−1tn coincide.
Theorem 3.10. Let {εk} and {Γk} be as in Theorem 3.6 and α ∈ (0, 1). Let {τk, k ≥ 1}
be a sequence of i. i. d. random variables uniformly distributed on [0, 1] and independent
of the sequences {εk} and {Γk}. Then the process
Xα(t) =
∞∑
k=1
Γ
−1/α
k 1[0,t](τk)εk , t ∈ [0, 1], (3.13)
has independent increments given by
ξts =
∞∑
k=1
Γ
−1/α
k 1(t,s](τk)εk , t < s, (3.14)
which are SαS distributed with the spectral measure (s− t)σˆ.
Proof. The proof follows immediately from the construction (3.12) applied to ηk =
1(t,s](τk), k ≥ 1.
Example 3.11. Consider (R+,∨). Since S = {1},
Xα(t) = Γ
−1/α
k(t) , t ∈ [0, 1] ,
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where k(t) = min{k : τk ≤ t}. Then Xα is a Markov process with a. s. piecewise
constant non-decreasing trajectories on (ε, 1] for every ε > 0. This process has been
studied in [40] under the name of a super-extremal process for K being the family of
upper semicontinuous functions with pointwise maximum operation.
4 Convergence to stable laws
4.1 Weak convergence of point processes
A stable Poisson process Πα has always infinite number of support points since its
intensity measure is infinite. If α < 0 this process has finite number of points in any
bounded set (and so has realisations from M), while for α > 0 its concentration point
is at the origin 0 and only a finite number of points lies outside any ball centred at
0. The first case corresponds to well-known σ-finite point processes. In order to study
convergence of processes with possible concentration point at 0 (i. e. with realisations
from M0), we need to amend some conventional definitions.
Consider the family C of continuous bounded functions f : K→ R such that f(x) = 0
for all x /∈ Ar with some r > 0. A sequence of counting measures {mn, n ≥ 1} fromM0
(or from M) is said to converge vaguely to m (notation mn
v
→ m) if∫
f(x)mn(dx)→
∫
f(x)m(dx) as n→∞ (4.1)
for every f ∈ C. For counting measures from M this definition turns into the con-
ventional definition of vague convergence, see [32]. Using the inversion transformation
x 7→ x/‖x‖2 it is easy to confirm that conventional properties of the vague convergence
hold for point processes fromM0. In particular, the familyM0 with the vague topology
is a Polish space, see [32, Prop. 1.15.5].
Note that the vague convergence is often formulated for counting measures in locally
compact spaces, where the functions from C have compact supports, see, e. g., [39].
Counting measures and point processes in general Polish spaces have been systematically
studied in [32] and [8].
The following result extends (4.1) for K-valued functions.
Lemma 4.1. If mn
v
→ m with a finite measure m, then∫
g(x)mn(dx)→
∫
g(x)m(dx) (4.2)
for any continuous function g : K 7→ K such that g(x) = e for all x ∈ Ar for some r > 0.
Proof. Note that m is a finite measure on Ar. By [32, Sec. 1.15] it is possible to order
the support points of mn so that they converge to the corresponding support points of
m. This implies (4.2) taking into account the continuity of g.
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Weak convergence µn ⇒ µ of point processes is defined using the weak convergence
of the corresponding probability distributions, i. e. Eh(µn)→ Eh(µ) as n→∞ for any
bounded and continuous in the vague topology function h that maps M or M0 into R.
Let µ|r denote the restriction of µ onto Ar. It is shown in [32, Th. 3.1.13] that µn ⇒ µ
for a simple point process µ if and only if µn(B) weakly converges to µ(B) for all B from
a certain subring of {B ∈ B(K) : µ(∂B) = 0 a.s.} such that for each closed F and each
open neighbourhood U ⊃ F , one has F ⊂ B ⊂ U for some B from this subring. Since
any such set B may be chosen to be separated from the origin by a positive distance r
(in case of M0) or contained in a ball of radius r
−1 (in case of M), and µ(B) = µ|r(B),
the following result holds.
Lemma 4.2. A sequence {µn, n ≥ 1} of point processes weakly converges to a simple
point process µ if and only if µn|
r ⇒ µ|r as n → ∞ for all r > 0 such that µ(∂Ar) = 0
almost surely.
4.2 Convergence of binomial processes
Let {ξk, k ≥ 1} be a sequence of i. i. d. K-valued random elements. For every n ≥ 1,∑n
i=1 δξi is called the binomial point process. It is simple if and only if the distribution
of ξk is non-atomic. The scaled versions of the binomial process are defined by
βn =
n∑
k=1
δξk/bn , n ≥ 1 , (4.3)
for a sequence {bn, n ≥ 1} of normalising constants. We shall typically have
bn = n
1/αL(n) , n ≥ 1 , (4.4)
with α 6= 0 and a slowly varying at infinity function L.
The following theorem shows that the Poisson point process Πα with α > 0 arises as
a weak limit for binomial processes βn defined by (4.3) if the ξk’s have regularly varying
tails.
Theorem 4.3. Let ξ, ξ1, ξ2, . . . be i. i. d. K
′-valued random elements. Then βn ⇒ Πα as
n→∞ for α > 0 if and only if there exists a finite measure σ on B(S) such that
lim
n→∞
nP
{ ξ
‖ξ‖
∈ G, ‖ξ‖ > rbn
}
= σ(G)r−α (4.5)
for all r > 0 and G ∈ B(S) with σ(∂G) = 0, where the bn’s are given by (4.4).
This result is similar to Proposition 3.21 in [39, p. 154] for K being a locally compact
space. Note that the condition of type (4.5) is typical in limit theorems for sums of
random elements, see [1, p. 167]. The condition of ξ being K′-valued ensures that
0 < ‖ξ‖ <∞ a. s.
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Proof of Theorem 4.3. Sufficiency. By Lemma 4.2, it suffices to show that βn|
r ⇒ Πα|
r
for all r > 0. Since S is a Polish space, for every δ > 0, there exists a compact set
Sδ ⊂ S such that σ(S \ Sδ) < δ. Denote by βn|
r,δ (respectively Πα|
r,δ) the restriction of
βn (respectively Πα) onto the set [r,∞)× Sδ.
Consider a continuous in the vague topology function F :M0 7→ R with the absolute
value bounded by a. Since [r,∞)× Sδ is a locally compact space, [39, Prop. 3.21] yields
that EF (βn|
r,δ) → EF (Πα|
r,δ) as n → ∞. Note that r−α in (4.5) coincides with
θα((r,∞)).
Furthermore,
|EF (βn|
r)−EF (βn|
r,δ)| ≤ 2aP{βn|
r,δ 6= βn|
r} .
The latter probability is bounded by nP{‖ξ‖ ≥ rbn, ξ/‖ξ‖ /∈ Sδ}. By (4.5), its upper
limit as n → ∞ does not exceed δr−α, which can be made arbitrarily small for every
fixed r > 0 by the choice of δ.
Similarly, the absolute difference between EF (Πα|
r) and EF (Πα|
r,δ) is bounded from
above by
2aP{Πα|
r,δ 6= Πα|
r} ≤ 2a
(
1− exp{−θα(r,∞) σ(S \ Sδ)}
)
≤ 2ar−αδ .
Therefore EF (βn|
r)→ EF (Πα|
r) as n→∞.
Necessity. Let B = (r,∞)×G, where G is a Borel subset of S with σ(∂G) = 0. Then
P{Πα(∂B) > 0} = 0, whence by [32, Th. 3.1.13] βn(B) converges weakly to Πα(B). The
former has the binomial distribution with mean
Eβn(B) = nP{‖ξ‖ > rbn, ξ/‖ξ‖ ∈ G} ,
while the latter has the Poisson distribution with mean r−ασ(G). Therefore,
nP{‖ξ‖ > rbn, ξ/‖ξ‖ ∈ G} → r
−ασ(G) .
By applying the inversion transformation x 7→ x‖x‖−2 it is possible to convert all
measures from M0 to measures from M. Therefore, an analogue of Theorem 4.3 holds
for α < 0.
Corollary 4.4. Let ξ, ξ1, ξ2, . . . be i. i. d. K
′-valued random elements. Then βn ⇒ Πα as
n→∞ for α < 0 if and only if there exists a finite measure σ on B(S) such that
lim
n→∞
nP
{ ξ
‖ξ‖
∈ G, ‖ξ‖ < rbn
}
= σ(G)r−α (4.6)
for all r > 0 and G ∈ B(S) with σ(∂G) = 0, where the bn’s are given by (4.4).
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4.3 Convergence of sums
Normalised sums of random elements in K can be represented as sums of points of
the corresponding binomial processes βn. In order to derive the limit theorem for the
normalised sums from the convergence βn ⇒ Πα shown in Theorem 4.3 we need to prove
that the convergence holds in a stronger topology than the vague topology described in
Section 4.1. Indeed, the sum of points of a point process µ can be written as∫
gdµ =
∫
g(x)µ(dx) =
∑
x∈suppµ
g(x) ,
where g(x) = x is a continuous function K 7→ K whose support is neither bounded nor
separated from the origin. Therefore, the weak convergence µn ⇒ µ does not imply the
weak convergence of the integrals
∫
gdµn to
∫
gdµ.
All point processes in this section are assumed to belong to M0, i. e. they have
almost surely at most a finite number of points outside Br for every r > 0. Note that
the sum and integrals of K-valued functions are understood with respect to the addition
operation in K and their absolute convergence with respect to the norm on K.
Lemma 4.5. Assume that K possesses a sub-invariant norm. Let µn ⇒ µ for a point
process µ such that µ(Br) < ∞ a. s. for all r > 0. Let g : K 7→ K be a continuous
function such that
∫
gdµ converges absolutely and
lim sup
n
P
{∥∥∥∥
∫
Br
gdµn
∥∥∥∥ ≥ ε
}
→ 0 as r ↓ 0 (4.7)
for each ε > 0. Then
∫
gdµn weakly converges to
∫
gdµ.
Proof. Since the space M0 is Polish, by the Skorohod theorem it is possible to define
µn and µ on the same probability space so that µn
v
→ µ almost surely. In particular,
µn|
r v→ µ|r a. s. for any r > 0 such that P{µ(rS) > 0} = 0. By the triangle inequality,
d
(∫
gdµn,
∫
gdµ
)
≤ d
(∫
gdµn,
∫
gdµn|
r
)
+ d
(∫
gdµn|
r,
∫
gdµ|r
)
+ d
(∫
gdµ|r,
∫
gdµ
)
.
By (2.8), the first summand is at most ‖
∫
Br
gdµn‖. The second summand ζn(r) converges
to zero a. s. as n → ∞ for any r > 0 by Lemma 4.1 and continuity of g. The third
summand γ(r) converges to zero a. s. as r ↓ 0, since
∫
gdµ exists. Thus,
P
{
d
(∫
gdµn,
∫
gdµ
)
≥ ε
}
≤ P
{∥∥∥∫
Br
gdµn
∥∥∥ ≥ ε− ζn(r)− γ(r)}
≤ P
{∥∥∥∫
Br
gdµn
∥∥∥ ≥ ε/2}+P{ζn(r) + γ(r) ≥ ε/2} .
By (4.7) the probability on the left can be made arbitrarily small by the choice of n
and r.
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Now we prove that the result of Theorem 4.3 can be strengthened to show a stronger
type of convergence if α ∈ (0, 1). The corresponding topology in the special case of point
processes in the Euclidean space was called the δ-topology in [9].
Theorem 4.6. Assume that the norm on K is sub-invariant. If (4.5) holds with α ∈
(0, 1), then
∫
x βn(dx) weakly converges to
∫
xΠα(dx).
Proof. Let ρ = (ρ1, ρ2, . . . ) be the decreasing sequence of the norms of the support points
of Πα and ρn = (ρ1,n, ρ2,n, . . . ) be the non-increasing infinite sequence of the norms of
the support points of the process βn filled with 0’s starting from the index n+ 1.
Notice that (4.5) implies that
lim
n→∞
nP{‖ξ‖ > rbn} = cr
−α
with a constant c, which implies that ‖ξ‖ belongs to the domain of attraction of α-stable
one-sided law on R+. It is well known (see, e. g., [29, Lemma 1]) that in this case the
finite-dimensional distributions of the sequences ρn converge to those of the sequence ρ.
Using the Skorohod theorem, one can define ρn and ρ on the same probability space so
that ρk,n → ρk for all k = 1, 2, . . . almost surely.
Recall a well-known convergence criterion in the space L1(µ) of positive functions
integrable with respect to a σ-finite measure µ: if fn ≥ 0, fn → f µ-almost everywhere
and
∫
fn dµ →
∫
f dµ then fn → f in L
1(µ). Taking µ =
∑
k δ{k} to be a counting
measure on {1, 2, . . . }, this translates into
∞∑
k=1
|ρk,n − ρk| → 0 as n→∞ almost surely. (4.8)
Since the intensity measure of Πα is non-atomic, with probability 1 none of the ρk’s
coincides with r. Conditionally on this event, in view of (4.8) we have that Πα(B
r) =
βn(B
r) = k0 for all sufficiently large n, whence
Jn(r) =
∥∥∥∫
Br
x βn(dx)
∥∥∥ ≤ ∫
Br
‖x‖ βn(dx) =
∞∑
k=k0+1
ρk,n →
∞∑
k=k0+1
ρk
=
∫
Br
‖x‖Πα(dx) = I(r)
as n →∞ with probability 1. Hence, lim supn Jn(r) ≤ I(r) a. s. Given arbitrary δ > 0,
fix a small r > 0 so that
P{I(r) > ε} < δ .
This is possible since the integral
∫
‖x‖ dΠα with α ∈ (0, 1) converges a. s. and thus in
probability. Then by Fatou’s lemma,
lim sup
n
P{Jn(r) > ε} ≤ P{lim sup
n
1Jn(r)>ε}
= P{lim sup
n
Jn(r) > ε} ≤ P{I(r) > ε} < δ .
Thus (4.7) holds and an application of Lemma 4.5 completes the proof.
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4.4 Domains of attraction for SαS laws
A random K-valued element ζ is said to belong to the domain of attraction of a SαS
random element ξα if, for a sequence {ζn, n ≥ 1} of i. i. d. copies of ζ ,
b−1n (ζ1 + · · ·+ ζn)⇒ ξα ,
where {bn, n ≥ 1} is a sequence of positive normalising constants and ⇒ denotes the
weak convergence of K-valued random elements. The following result confirms that
conventional sufficient conditions on the domain of attraction of SαS laws are also
applicable for distributions on convex cones. It is proved by an immediate application
of Theorem 4.6.
Theorem 4.7. Assume that K has a sub-invariant norm. Let {ζn} be a sequence of
independent copies of a random element ζ ∈ K′. If ζ satisfies (4.5) with α ∈ (0, 1),
then ζ belongs to the domain of attraction of SαS random element ξα with the spectral
measure σ and representation (3.9) with z = e.
As a simple example, one sees that ηε belongs to the domain of attraction of SαS
law if η is a SαS positive random variable with α ∈ (0, 1) and ε is any random element
with values in S and independent of η.
The condition (4.5) for the domain of attraction appears also in [1, Th. 7.11] for
K being a type p-Rademacher space. It also characterises the domains of attraction of
multivariate max-stable distributions, see [28].
The following result shows that it is possible to deduce the LePage representation of
a stable random element from the existence of the corresponding spectral measure.
Theorem 4.8. Assume that K has a sub-invariant norm. Let ξ be a SαS random
element in K′, such that (4.5) holds with α ∈ (0, 1), so that ξ possesses the spectral
measure σ. Then ξ admits the LePage representation given by (3.9) with z = e.
Proof. By the stability property, ξ coincides in distribution with n−1/α(ξ1+ · · ·+ ξn) for
each n ≥ 1. The latter is the sum of support points for the binomial process βn (with
all the points distributed as ξ), so by Theorem 4.6 it converges to the sum of points of
Πα being the LePage series (3.9).
The existence of the spectral measure for SαS random elements in separable Banach
spaces is a well-known fact, see [1, p. 152]. Together with Theorem 4.8, this provides
an alternative way to deduce the LePage representation for SαS laws with α ∈ (0, 1)
in separable Banach spaces, c. f. [41]. In order to derive the existence of the LePage
representation for more general semigroups, we use the technique of harmonic analysis
on semigroups that is explained in the following sections.
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5 Distributions of stable random elements
5.1 Characters on semigroups
Assume that the semigroup K is equipped with involution, i. e. a continuous map ⋆ :
K 7→ K satisfying (x + y)⋆ = y⋆ + x⋆ and (x⋆)⋆ = x for all x, y ∈ K. Assume also that
(ax)⋆ = ax⋆ for every x ∈ K and a > 0. Note that the involution can be the identical
map.
If K is a normed cone, we also assume that ‖x⋆‖ = ‖x‖, i. e. the sphere S is invariant
with respect to the involution operation. However, in Sections 5–7 we do not require
that K is a normed cone unless stated otherwise. It is not even assumed that K is a
pointed cone, i. e. K possesses the origin.
Definition 5.1. A function χ that maps K into the unit disk D on the complex plane
is called a character if χ(e) = 1, χ(x + y) = χ(x)χ(y) and χ(x⋆) = χ(x) (the complex
conjugate of χ(x)) for all x, y ∈ K.
We often encounter the following three cases.
• If the involution is the identity, then the characters take real values from [−1, 1].
• If K is an idempotent semigroup, i. e. x+x = x for each x ∈ K, then all characters
take values 0 or 1.
• If the involution x⋆ is the inverse element to x, i. e. x+ x⋆ = e for all x ∈ K, then
the characters take values in the unit complex circle T = {z : |z| = 1}.
It is also possible that the characters take values in the whole unit disk D, for instance,
if K is the semigroup of probability measures with the convolution operation, where the
characters are given by characteristic functions, see Example 8.12. Note that one can
also study possibly unbounded characters, that are often called semicharacters, see [3,
Def. 4.2.1].
The set Kˆ of all characters (with the pointwise multiplication operation) is called the
restricted dual semigroup to K. The character 1 (identically equal to one) is the neutral
element in Kˆ. The involution on Kˆ is the complex conjugate, i. e. χ⋆ = χ. The family of
characters is endowed with the topology of pointwise convergence. Then the projection
ρx : χ 7→ χ(x) becomes a continuous (and therefore measurable) function Kˆ 7→ D with
respect to the Borel σ-algebra on Kˆ for each x ∈ K. Note that Definition 5.1 imposes
no continuity (nor even measurability) condition on the characters.
The multiplication by a in K induces the multiplication operation χ 7→ a ◦ χ on Kˆ
given by (a ◦χ)(x) = χ(ax) for all x ∈ K. Note that 2 ◦χ is not necessarily equal to χ2,
since χ(2x) is not necessarily equal to χ(x+ x) = χ(x)2 unless the second distributivity
law (2.5) holds.
A family K˜ of characters is said to be a sub-semigroup of Kˆ if K˜ contains the identity
character 1 and is closed with respect to pointwise multiplication, i. e. χ1χ2 ∈ K˜ for all
χ1, χ2 ∈ K˜. A sub-semigroup K˜ is called a cone (of characters) if it is also closed with
respect to multiplication by numbers ◦, i. e. a ◦ χ ∈ K˜ for all χ ∈ K˜ and a > 0.
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Definition 5.2. A sub-semigroup K˜ ⊂ Kˆ is called separating, if, for any two distinct
elements x, y ∈ K, there exists χ ∈ K˜ such that χ(x) 6= χ(y); K˜ is called strictly
separating if, for any two distinct elements x, y ∈ K, there exists χ ∈ K˜ such that
χ(x′) 6= χ(y′) for all x′ and y′ from open neighbourhoods of x and y, respectively.
If the characters from K˜ are continuous on K, then the strict separation follows from
the simple separation condition. It is known [18, Th. V.22.17] that every locally compact
abelian group possesses a separating family of continuous characters. However, not all
semigroups possess a separating family of characters. For instance, if x + x = y + y
and x + x + x = y + y + y for some x 6= y, then x and y cannot be separated by any
character, since every character χ necessarily satisfies χ(x)2 = χ(y)2 and χ(x)3 = χ(y)3,
see Example 8.19.
5.2 Laplace transform
A sub-semigroup K˜ of characters generates a K˜-weak topology on K by declaring xn
w
→ x
if and only if χ(xn)→ χ(x) for all χ ∈ K˜. The K˜-weak topology is the weakest topology
that makes all characters from K˜ continuous. Let F(K; K˜) be the smallest σ-algebra on
K that makes all χ ∈ K˜ measurable. This σ-algebra is generated by the cylindrical sets
{x ∈ K : χi(x) ∈ Fi, i = 1, . . . , n}, n ≥ 1, where F1, . . . , Fn are Borel subsets of D and
χ1, . . . , χn ∈ K˜.
Denote by
K
♯ = ˆ˜K
the restricted dual semigroup to K˜, i. e. the family of all characters on K˜. We equip K♯
with the topology of pointwise convergence, which generates the corresponding Borel
σ-algebra B(K♯). The evaluation map ı : K 7→ K♯ is defined by associating every x ∈ K
with ρ = ρx ∈ K
♯ such that ρx(χ) = χ(x) for all χ ∈ K˜, c. f. [27, Sec. 20]. The evaluation
map ı is injective if and only if K˜ is separating.
The Laplace transform of a K-valued random element ξ is a complex-valued function
χ 7→ Eχ(ξ), where χ is a Borel measurable character from Kˆ. The following result is
well known for random elements in locally compact spaces with continuous characters,
see [5, § IX.5.7]. However, it also holds in a more general framework.
Theorem 5.3. If Kˆ has a separating sub-semigroup K˜ such that F(K; K˜) = B(K), then
every probability measure P on K (or the distribution of a random element ξ) is uniquely
determined by its Laplace transform
Eχ(ξ) =
∫
K
χ(x)P(dx) , χ ∈ K˜ . (5.1)
Proof. The functionEχ(ξ) is a bounded positive definite function on K˜. By [3, Th. 4.2.8],
there exists one and only one Radon measure µ on the restricted dual semigroup to K˜
(i. e. the second dual semigroup K♯), such that
Eχ(ξ) =
∫
K♯
ρ(χ)µ(dρ) .
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The separation condition implies that the evaluation map ı is injective. By the condition,
ı is B(K)-measurable, since, for Borel sets F1, . . . , Fn ⊂ D,
ı−1({ρ ∈ K♯ : ρ(χi) ∈ Fi, i = 1, . . . , n})
= {x ∈ K : χi(x) ∈ Fi, i = 1, . . . , n} ∈ F(K; K˜) = B(K) .
This makes it possible to define the image measure µ′ of P under the natural map ı by
µ′(F ) = P(ı−1(F )) for all Borel F ⊂ K♯. By definition, µ′ is supported by ı(K). After
substitution ρ = ı(x) (5.1) can be re-written as∫
K♯
χ(ı−1(ρ))µ′(dρ) =
∫
K♯
ρ(χ)µ′(dρ)
and the uniqueness property implies that µ = µ′.
Remark 5.4. Note that F(K; K˜) = B(K) if K˜ is a separating countable family of B(K)-
measurable functions, see [48, Prop. I.1.4]. If K˜ consists of continuous characters, then
the separation condition already implies that F(K; K˜) = B(K), see [48, Th. I.1.2]. If K
is a linear space, Theorem 5.3 turns into [48, Th. IV.2.2].
Remark 5.5. It should be noted that Theorem 5.3 is the pure uniqueness result. It does
not assert that a positive definite function on K˜ is the Laplace transform of a certain
random element, i. e. an analogue of the Bochner theorem may not hold, see [4].
Example 5.6. For the cone (R+,∨), the collection of indicator functions 1[0,a] with a ≥ 0
may be taken as a separating family K˜. Then χ(xn) → χ(x) if and only if xn ↑ x as
n → ∞, i. e. the corresponding weakly-open sets in R+ are (a, b] with a < b. They
generate the same σ-algebra as the metric Borel σ-algebra B(R+), so that Theorem 5.3
applies. The Laplace transform of ξ is its cumulative distribution function P{ξ ≤ a},
a ≥ 0.
A SαS random element ξ in K is necessarily infinitely divisible. The Laplace trans-
form of ξ is a positive definite infinitely divisible function of χ, i. e. (Eχ(ξ))1/n is a
positive definite function of χ ∈ K˜ for every n ≥ 1. The results on infinitely divisible
functions in semigroups [3, Th. 3.2.2, Prop. 4.3.1] imply that
Eχ(ξ) = exp{−ϕ(χ)} , χ ∈ K˜ , (5.2)
where ϕ is a negative definite complex-valued function on K with Reϕ ∈ [0,∞] and
ϕ(1) = 0. We call ϕ the Laplace exponent of ξ. The dominated convergence theorem
implies that ϕ(χ) is continuous with respect to pointwise convergence in K˜.
Definition 5.7. A random element ξ is idempotent if ξ coincides in distribution with
the sum of its two i. i. d. copies, i. e. ξ
D
= ξ1 + ξ2, see [15, p. 41].
It is easy to see from the definition that ξ is idempotent if and only if its Laplace
transform assumes only values 0 and 1. The deterministic ξ being equal to an idempotent
element of K clearly has an idempotent distribution. It is also the case if ξ is distributed
according to a finite Haar measure on any subgroup of K. In a sense, an idempotent
random element is SαS with α =∞. The following two useful results show that in some
cases non-trivial SαS random elements with a finite α cannot be idempotent.
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Lemma 5.8. Assume that K is a normed cone. If ξ is an idempotent SαS random
element with a finite α and a. s. finite norm, then ξ = 0 a. s.
Proof. If ξ is idempotent and stable, then (1.1) implies that ξ
D
= 21/αξ, so that ‖ξ‖ = 0
a. s. Note that ξ = e a. s. with e 6= 0 is impossible, since ‖e‖ =∞ if e 6= 0.
Lemma 5.9. Assume that K possesses a strictly separating family K˜ of characters with
values in [0, 1]. Then each idempotent SαS random element ξ with α 6=∞ is necessarily
a deterministic idempotent element in K.
Proof. Assume that the support of ξ contains at least two distinct points and consider
a character χ that strictly separates their neighbourhoods. Then Eχ(ξ) is distinct from
0 and 1, which is impossible for an idempotent ξ. Hence ξ is deterministic.
5.3 Characterisation of Laplace transforms for SαS elements
It should be noted that many semigroups do not possess any non-trivial continuous
character. For example, the only continuous character in (R+,∨) is the one identically
equal to 1, while non-trivial characters 1[0,t) and 1[0,t] are only semicontinuous. The
following assumption imposes a weaker form of the continuity property on the characters.
For this, note that any character χ ∈ Kˆ can be decomposed as the product
χ = χ′χ′′ (5.3)
of the [0, 1]-valued character χ′ (the modulus of χ) and the T-valued character χ′′ (cor-
responding to the exponent of the argument of χ).
(C) There exists a cone of characters K˜ such that every χ ∈ K˜ has semicontinuous
modulus and continuous argument and K˜ possesses a strictly separating countable
sub-family.
By Remark 5.4, if (C) is satisfied, then Theorem 5.3 holds, i. e. the Laplace transform
on K˜ uniquely determines the distribution of aK-valued random element. Two particular
important cases are
• K˜ is a separating cone of continuous D-valued characters. Then it is automati-
cally strictly separating and also has a countable separating sub-family, see [48,
Th. I.1.2].
• K˜ is a countable strictly separating cone of [0, 1]-valued semicontinuous characters.
Probability distributions in a topological linear space with a separating family of con-
tinuous characters have been studied in [7].
A non-degenerate random element ξ in a cone may have a self-similar distribution,
i. e. sξ may coincide in distribution with ξ for some (or even all) s > 0. For instance, this
is the case if K is the cone of closed sets in R+ and ξ is the set of zeros of the Wiener
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process. However, this is clearly impossible if the norm of ξ is a. s. finite, since then
the non-negative finite random variable ‖ξ‖ would coincide in distribution with s‖ξ‖ for
s 6= 1. The following result is applicable without assuming that the norm of ξ is finite
and even without assuming that K is a normed cone. Its proof follows the scheme used
in [33, Th. 4.1.12].
Theorem 5.10. Assume that Condition (C) holds. If ξ is a non-idempotent SαS
random element in K such that, for some s > 0,
Eχ′(sξ) = Eχ′(ξ) , Eχ′′(sξ) = Eχ′′(ξ) (5.4)
for all χ = χ′χ′′ ∈ K˜, then s = 1.
Proof. The non-idempotency condition implies that α is finite. Assume that (5.4) holds
for s > 1. The case s < 1 is the same, since it is just a reformulation of (5.4) for s ◦ χ.
The SαS condition (1.1) immediately implies that ξ1 + · · ·+ ξn
D
= anξ for some an > 0
and all n ≥ 1. Writing an = δns
k(n) in powers of s with δn ∈ [1, s) we obtain that
χ(ξ1) · · ·χ(ξn)
D
= χ(δns
knξ) .
By taking the absolute values we deduce that χ′(ξ1) · · ·χ
′(ξn) coincides in distribution
with χ′(δns
knξ). Now (5.4) applied to δn ◦ χ
′ implies that
(Eχ′(ξ))n = Eχ′(δnξ) , n ≥ 1 ,
and the similar identity holds for χ′′.
Without loss of generality assume that δn → δ as n → ∞, otherwise, consider a
convergent subsequence. Assume that χ′ is lower semicontinuous. If Eχ′(ξ) < 1, then
Eχ′(δξ) ≤ lim inf
n→∞
Eχ′(δnξ) = lim inf
n→∞
(
Eχ′(ξ)
)n
= 0 . (5.5)
If Eχ′(δξ) < 1, then the strict separation condition implies that Eχ′(δnξ) < 1 for
sufficiently large n. Hence Eχ′(ξ) < 1, and the above argument yields that Eχ′(δξ) = 0.
Thus, Eχ′(δξ) assumes only the values 0 or 1.
If χ′ is upper semicontinuous, a similar argument applies to Eχ′(δ−1n ξ) = (Eχ
′(ξ))1/n.
Then
Eχ′(δ−1ξ) ≥ lim sup
n→∞
Eχ′(δ−1n ξ) = lim sup
n→∞
(Eχ′(ξ))1/n .
If Eχ′(ξ) > 0, then Eχ′(δ−1ξ) = 1. Furthermore, if Eχ′(δ−1ξ) > 0, then Eχ′(δ−1n ξ) > 0
for sufficiently large n, whence Eχ′(ξ) > 0 and consequently Eχ′(δ−1ξ) = 1.
Now consider the character χ′′. By continuity, Eχ′′(δnξ) → Eχ
′′(δξ). Thus taking
limit in (Eχ′′(δnξ))
2 = Eχ′′(δ2nξ), we obtain that Eχ
′′(δξ) is either 0 or 1.
If Eχ′(ξ) = 0, then χ′(ξ) = 0 a.s., so that χ(ξ) = 0 a.s. and Eχ(ξ) = 0. If
Eχ′(ξ) = 1, then χ′(ξ) = 1 a.s., so that Eχ(ξ) = Eχ′′(ξ), which is either zero or
one also in this case. Thus, Eχ(ξ) assumes only values 0 or 1 contradicting the non-
idempotency assumption.
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Corollary 5.11. Assume that (C) holds. If a non-idempotent random element ξ satis-
fies sξ
D
= ξ for some s > 0, then s = 1.
Definition 5.12. A K-valued random element is said to be non-trivial if P{ξ = e} < 1.
A non-trivial K-valued random element ξ is said to be proper if its Laplace transform
does not vanish for any χ from the separating cone K˜.
If the characters from K˜ take values from (0, 1], then all non-trivial random elements
are proper. If ξ has an idempotent factor, i. e. ξ can be represented as a sum of an
idempotent (not identically equal to e) random element and another (possibly deter-
ministic) random element, then ξ is not proper. The inverse implication holds for K
being a locally compact group, where proper random elements can be characterised as
those which do not possess idempotent factors, see [36, Th. IV.4.2]. In the studies of
random sets [33, Sec. 4.1.2] a vanishing Laplace transform corresponds to the random
set with fixed points, see Example 8.9. Below we summarise a few immediate properties
of proper elements.
Lemma 5.13. Assume that conditions of Theorem 5.3 are satisfied.
(i) A proper random element ξ shares the same distribution with ξ + c for a deter-
ministic c if and only if c = e.
(ii) A proper SαS random element ξ satisfies ξ 6= 0 a. s. in case e 6= 0.
(iii) If ξ and η are two independent elements such that ξ+η is proper, then both ξ and
η are proper. If, additionally, ξ and ξ + η are SαS, then η is SαS.
Proof. (i) It suffices to note that Eχ(ξ) = (Eχ(ξ))χ(c), so that χ(c) = 1 for all χ.
(ii) By the separation property, e and 0 are separated by a certain character χ ∈ K˜.
Since both 0 and e are idempotent and χ(e) = 1, we necessarily have χ(0) = 0. Then
δ = P{ξ = 0} ≤ P{χ(aξ) = 0} for all a > 0. The stability property implies that
χ(anξ1) · · ·χ(anξn)
D
= χ(ξ)
for certain an > 0 and each n ≥ 1. Then χ(ξ) = 0 when at least one of χ(anξ1), . . . , χ(anξn)
vanishes. Since this happens with probability at least δ > 0 for each of these indepen-
dent factors and every n ≥ 1, χ(ξ) = 0 with probability 1, so that the Laplace transform
of ξ vanishes, i. e. ξ is not proper.
(iii) Since Eχ(ξ + η) = Eχ(ξ)Eχ(η), both ξ and η are proper. Furthermore,
E(c ◦ χ)(ξ) = Eχ(cξ) implies that any proper element multiplied by a constant is also
proper. The definition of stability of ξ + η implies that
Eχ(a1/αξ1 + b
1/αξ2) Eχ(a
1/αη1 + b
1/αη2) = Eχ((a + b)
1/αξ) Eχ((a+ b)1/αη) .
After cancelling the non-zero equal terms related to SαS element ξ, we get that
Eχ(a1/αη1 + b
1/αη2) = Eχ((a+ b)
1/αη)
for all χ which, in view of Theorem 5.3, is equivalent to the fact that η is SαS.
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Corollary 5.14. Let ξ be a proper SαS with representation (3.9) in a normed cone K.
Assume that the conditions of Theorem 5.3 are satisfied.
(i) Then z is not an idempotent element of K unless z = e. In particular, z 6= 0 in
case 0 6= e.
(ii) If, in addition, the norm is sub-invariant and 0 < α < 1, then z = e.
Proof. (i). Since χ(z) = 0 or 1 for any idempotent element, then z + ξ is proper if and
only if χ(z) = 1 for all χ. Then z = e by the separation condition.
(ii). By Lemma 5.13(iii), z ∈ K(α), but K(α) = {e} according to Lemma 2.7.
The following result is the key characterisation theorem for Laplace transforms of
proper SαS random elements. It also establishes the equivalence of the SαS property
(1.1) and its “discrete” variant (5.6).
Theorem 5.15. Let ξ be a proper random element in K. Assume that (C) holds. Then
the following conditions are equivalent.
(i) For every n ≥ 2 there exists a positive constant an 6= 1 such that
ξ1 + · · ·+ ξn
D
= anξ , (5.6)
where ξ1, . . . , ξn are i. i. d. copies of ξ.
(ii) ξ is SαS with finite α.
(iii) The Laplace transform of ξ is given by (5.2), where ϕ satisfies
ϕ(s ◦ χ) = sαϕ(χ) (5.7)
for all s > 0.
Proof. Note that (ii) immediately implies (i) and (iii) implies (ii) by Theorem 5.3 and
(5.2).
It remains to prove that (i) implies (iii). First, (i) implies that ξ is not idempotent.
Furthermore, (5.6) yields that n−1ϕ(an◦χ) = ϕ(χ). Define a(s) = an/am for s = n/m. It
is easy to see that a(s) does not depend on the representation of its rational argument s,
s−1ϕ(a(s) ◦ χ) = ϕ(χ) (5.8)
and ϕ(a(s)a(s1)◦χ) = ϕ(a(ss1)◦χ). By Theorem 5.10, a(ss1) = a(s)a(s1) for all rational
s, s1 > 0. To prove that a(s) = s
1/α for some α > 0, it is now sufficient to show that
a(s) is continuous on the set of positive rational numbers.
Let χ = χ′χ′′ for [0, 1]-valued character χ′ and T-valued character χ′′. Since χ′
and χ′′ are characters themselves, (5.8) holds for χ′ and χ′′ separately. Thus, if sn is
a sequence of rational numbers that converges to 1, then Eχ′(a(sn)ξ) → Eχ
′(ξ) and
Eχ′′(a(sn)ξ)→ Eχ
′′(ξ).
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Assume that a(sn) has a finite positive limit a. Since χ
′′ is continuous, Eχ′′(aξ) =
limEχ′′(a(sn)ξ) = Eχ
′′(ξ) by the dominated convergence. If χ′ is lower semicontinuous,
then by Fatou’s lemma,
Eχ′(aξ) ≤ lim inf Eχ′(a(sn)ξ) = Eχ
′(ξ) .
Furthermore, (5.8) written for a(sn)
−1 yields that
Eχ′(a−1ξ) ≤ lim inf Eχ′(a(sn)
−1ξ) = Eχ′(ξ) .
This also holds for a ◦ χ′, leading to Eχ′(ξ) ≤ Eχ′(aξ). Hence Eχ′(aξ) = Eχ′(ξ), i. e.
(5.4) holds, so that a = 1 by Theorem 5.10. Similar arguments apply if χ′ is an upper
semicontinuous characters.
To finish the proof it suffices to consider either the case of a(sn)→ 0 or a(sn)→∞.
Let am > 1 in (5.6) for some m > 1. Assume that a(sn) → 0 as n → ∞. Then,
for any n ≥ 1, a(sn) = (am)
−k(n)δn, where δn ∈ [1, am) and k(n) → ∞. Note that
(am)
k(n) = amk(n) . Hence
δnξ = (am)
k(n)a(sn)ξ
D
= a(sn)ξ1 + · · ·+ a(sn)ξmk(n) .
Therefore,
Eχ(δnξ) = (Eχ(a(sn)ξ))
mk(n) = (Eχ(ξ))snm
k(n)
, (5.9)
where χ stands for χ′ or χ′′. Taking if necessary a convergent subsequence, assume that
δn → δ as n → ∞. Assume that χ
′ is lower semicontinuous. If Eχ′(δξ) < 1, then the
strict separation condition implies that Eχ′(δnξ) < 1 for sufficiently large n. By (5.9),
Eχ′(ξ) < 1, which, in turn, implies that Eχ′(δnξ)→ 0. By Fatou’s lemma,
Eχ′(δξ) ≤ lim inf Eχ′(δnξ) = 0 .
Thus, Eχ′(δξ) = 0 is either zero or one. For χ′′, (5.9) implies that Eχ′′(δξ) is either
zero or one. Similarly to the argument used in the proof of Theorem 5.10, we conclude
that δξ is idempotent, whence ξ is idempotent too and so cannot be proper.
If am < 1 for all m ≥ 1, then the assumption a(sn)→∞ leads to a contradiction in
the same manner. Therefore, a(sn) → 1 as sn → 1, whence a(s) is continuous on the
rational numbers. Thus a(s) = s1/α for all s > 0 and (5.7) follows.
Remark 5.16. In general, (5.6) either holds with an = 1 for all n (meaning that ξ is
idempotent) or an 6= 1 for all n ≥ 2. Indeed, if an = 1 for some n ≥ 2, then a2n−1 = 1,
and further a2 = 1 implying that an = 1 for all n.
Theorem 5.15 can also be extended to any non-idempotent ξ, in which case the both
sides of (5.7) are allowed to be infinite. From now on, we mainly consider proper random
elements.
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5.4 Possible values of α for SαS distributions
In the sequel we make use of the following condition:
(E) K is a pointed cone such that χ(sx) → 1 for all χ ∈ K˜ and x ∈ K′, where s ↓ 0 if
e = 0 or s→∞ if e 6= 0.
Condition (E) means that sx K˜-weakly converges to e for all x ∈ K′. It clearly holds
if 0 = e and the characters are continuous. Conversely, if (E) holds and K is a group,
then yn → y implies yn − y → e, so that χ(yn)χ(−y) = χ(yn)χ
−1(y) → 1. Thus all
characters are continuous, so that (C) automatically holds given that the characters form
a separating family. Condition (E) has a further implication on the characterisation of
proper random elements in K.
Lemma 5.17. If Condition (E) holds, then every SαS random element in K′ necessarily
has a proper distribution.
Proof. Depending on the sign of α and whether ‖e‖ = 0 or ‖e‖ =∞, define ηn = n
1/αξ
or ηn = n
−1/αξ so that ‖ηn‖ → ‖e‖ a. s. Let Eχ(ξ) = 0. The stability property implies
that Eχ(ηn) = 0. Now the dominated convergence theorem leads to a contradiction
with the fact that Eχ(ηn)→ Eχ(e) = 1.
The following important result shows that the relationship between the origin and
the neutral element has a crucial influence on the range of possible values of the stability
parameter α.
Theorem 5.18. Assume that (C) and (E) hold. Then, for every proper SαS random
element ξ, its characteristic exponent α is positive if and only if e = 0.
Proof. Assume that e = 0. Then sx converges to e as s ↓ 0. Since (s ◦ χ)(x) = χ(sx),
(E) ensures that s ◦χ→ 1 pointwise. The continuity of the Laplace exponent ϕ implies
that the left-hand side of (5.7) converges to ϕ(1) = 0, so that sα → 0 as s → 0. Thus
α > 0.
Assume that e 6= 0. By (E), χ(sx) → 1 as s → ∞ for all x 6= 0. Lemma 5.13(ii)
implies that ξ 6= 0 a. s. Thus, Eχ(sξ)→ 1, whence the right-hand side of (5.7) converges
to zero as s→∞, so that α < 0.
Theorem 5.18 does not hold without assuming that ξ is proper, see Example 8.9.
Neither it holds without assuming that K is a pointed cone, see Example 8.22. By
Lemma 5.17, it is possible to omit the requirement that ξ is proper from Theorem 5.18
if ξ belongs to K′ almost surely.
Since the function ϕ from (5.2) is negative definite, the properties of negative definite
functions together with Theorem 5.15 yield the following result.
Theorem 5.19. Assume that (C) and the second distributivity law (2.5) hold. Then
(i) every proper SαS random element ξ has parameter α ≤ 2;
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(ii) if the involution is identical, then α ≤ 1.
If, in addition, (E) holds, then α > 0 in (i) and (ii).
Proof. (i) It follows from [3, Prop. 4.3.3] that√
|ϕ(χ1χ2)| ≤
√
|ϕ(χ1)|+
√
|ϕ(χ2)| .
By letting χ1 = χ2 = χ, we see that
|ϕ(χ2)| ≤ 4|ϕ(χ)| .
The left-hand side is equal to |ϕ(2 ◦ χ)| by (2.5), so that (5.7) implies that 2α ≤ 4.
(ii) Since ϕ is negative definite, ϕ(χ1)+ϕ(χ2)−ϕ(χ1χ2) is a positive definite kernel,
see [3, Prop. 4.1.9]. In particular, its value is non-negative if χ1 = χ2 = χ, whence
ϕ(2 ◦ χ) = ϕ(χ2) ≤ 2ϕ(χ), i. e. α ≤ 1.
Finally, note that Lemma 2.3 implies that e = 0, thus α > 0 by Theorem 5.18 given
that (E) holds.
If the second distributivity (2.5) does not hold, then α may have various ranges of
possible values. For instance, in (R+,∨) any α > 0 and for ([0,∞],min) any α < 0 are
possible, see Example 3.7. The following example shows that it is possible to define a
cone where SαS laws exist with any α from a given interval (0, β) or (−β, 0).
Example 5.20. Consider the cone R+ with the addition operation given by (x
β + yβ)1/β
with β > 0 and the conventional multiplication by positive numbers. Then x+x = 21/βx
for all x ∈ K, so that a similar argument to Theorem 5.19 implies that the stability
paparemetr is at most 2/β. If ξ is SαS in R+ with the conventional addition and
α ∈ (0, 1), then η = ξ1/β is stable with parameter αβ in the newly defined cone. The
case β = ∞ corresponds to the maximum operation in R+, where the characteristic
exponent α takes any value from (0,∞). The same construction with β < 0 gives a cone
with negative range of α, c. f. Example 8.17.
In general, the range of possible parameters of stable laws may be used as a charac-
teristic of a cone that, in a sense, assesses the extent by which the second distributivity
law (2.5) is violated.
The following results about possible values of α rely entirely on the properties of the
norm if K is a normed cone. It does not refer to the characters on K.
Lemma 5.21. Let K be a normed cone such that
‖x+ y‖ ≥ ‖x‖ (5.10)
for all x, y ∈ K. Then every SαS law in K′ has α > 0.
Proof. It follows from (1.1) and (5.10) that 21/α‖ξ‖ is stochastically greater than ‖ξ‖,
i. e. the cumulative distribution function of the first is not greater than of the second
one. If α < 0, this is only possible if ‖ξ‖ vanishes or is infinite, while both these cases
are excluded by requiring that ξ is K′-valued.
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Note that (5.10) holds in such cones like the positive half-line with the sum or
maximum operation, where the addition always increases the norm. It is interesting
to note that a cone with e 6= 0 that satisfies (5.10), (C) and (E) does not possess any
non-trivial proper SαS random element. Indeed Theorem 5.18 implies that α < 0. For
instance, this is the case for the cone of compact sets with the union operation, see
Example 8.9.
Lemma 5.22. If K has a sub-invariant norm, then the range of possible values of the
characteristic exponent α includes (0, 1).
Proof. It suffices to refer to Theorem 3.6 which provides an explicit construction of SαS
random elements with α ∈ (0, 1) by the LePage series.
6 Integral representations of stable laws
6.1 Integral representations of negative definite functions
The theory of integral representations of negative definite functions [3, Ch. 4] makes it
possible to gain further insight into the structure of the function ϕ from (5.2), i. e. the
Laplace exponent of a SαS random element ξ. The random element is always assumed
to be proper in this section, so that the corresponding Laplace exponent is finite. Let us
first introduce several important ingredients of these integral representations specified
for the cone K˜ of characters with its dual K♯ introduced in Section 5.2.
A Le´vy measure is a Radon measure on K♯ \ {1} such that∫
K♯\{1}
(1− Re ρ(χ)) λ(dρ) <∞ (6.1)
for all χ ∈ K˜. Here 1 is the neutral element in K♯, i. e. the character identically equal
to 1. A function ℓ : K˜ 7→ R is said to be ⋆-additive if
ℓ(χ1χ2) = ℓ(χ1) + ℓ(χ2) and ℓ(χ) = −ℓ(χ) (6.2)
for all χ1, χ2, χ ∈ K˜ (recall that the involution of a character is its complex conjugate).
The function χ 7→ eiℓ(χ) is thus a character on K˜, i. e. an element of K♯. A function
q : K˜ 7→ R is called a quadratic form if
2q(χ1) + 2q(χ2) = q(χ1χ2) + q(χ1χ2) (6.3)
for all χ1, χ2 ∈ K˜. A real-valued function L(χ, ρ) defined on K˜ × K
♯ is called the Le´vy
function if L is ⋆-additive with respect to χ for each ρ, Borel measurable with respect
to ρ for each χ, and ∫
K♯\{1}
|1− ρ(χ) + iL(χ, ρ)| λ(dρ) <∞ (6.4)
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for each Le´vy measure λ. It is shown in [6] that a Le´vy function exists, can be chosen
to be continuous with respect to its second argument and to satisfy L(χ, ρ) = −L(χ, ρ),
see also [2, Th. 3.1]. We fix a certain Le´vy function constructed according to [6] for the
semigroup K˜.
If the Laplace exponent ϕ from (5.2) is finite (i. e. ξ is proper), it can be represented
as
ϕ(χ) = iℓ(χ) + q(χ) +
∫
K♯\{1}
(1− ρ(χ) + iL(χ, ρ)) λ(dρ) , χ ∈ K˜ , (6.5)
for a unique triple (ℓ, q, λ) of a ⋆-additive function, non-negative quadratic form and the
Le´vy measure, see [3, Th. 4.3.19]. Note that ϕ(1) = 0. If K is a group, the quadratic
form q corresponds to the Gaussian component of ξ, see [36, Sec. IV.6]. Following this
terminology, we say that ξ does not have a Gaussian component if q in (6.5) vanishes.
Note that the elements of the integral representation may depend on the choice of K˜.
The family K˜ is supposed to be fixed in the sequel.
If the involution is identical, then ρ takes real values, the Le´vy function and ℓ vanish,
so that (6.5) turns into
ϕ(χ) = q(χ) +
∫
K♯\{1}
(1− ρ(χ)) λ(dρ) , (6.6)
where (6.3) for q : K˜ 7→ R+ turns into
q(χ1χ2) = q(χ1) + q(χ2) (6.7)
for all χ1, χ2 ∈ K˜, see [3, Th. 4.3.20]. In this case q is also called a quadratic form.
Furthermore, e−q(χ) is a character from K♯. If it is possible to associate this character
with a certain z ∈ K using the evaluation map, i. e. if e−q(χ) = χ(z) for all χ ∈ K˜, then
the Gaussian component corresponds to the deterministic point z.
6.2 Le´vy measures of SαS laws
Representations (6.5) and (6.6) hold for every infinitely divisible random element ξ with
finite Laplace exponent. The SαS property of ξ can be used to characterise the elements
of the triplet (ℓ, q, λ). For this, uplift the multiplication by numbers to K♯ from K˜ by
setting
(a ◦ ρ)(χ) = ρ(a ◦ χ) , a > 0 .
Theorem 6.1. Assume that Condition (C) holds. If ϕ is the Laplace exponent of a
proper SαS random element ξ, then the corresponding Le´vy measure is homogeneous
on K♯, i. e.
λ(s ◦B) = s−αλ(B) , s > 0 , (6.8)
for each Borel set B in K♯ and λ has infinite total mass.
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Proof. Let µt be the distribution of t
1/αξ. It follows from Theorem 5.15(iii) that the
Laplace transform of µt is given by e
−tϕ(χ), so that {µt, t > 0} is the convolution
semigroup associated with ϕ. By [3, Lemma 4.3.12], the Le´vy measure λ is the vague
limit as t ↓ 0 of the images of t−1µt under the evaluation map ı. Since t
−1µt(sA) =
s−αr−1µr(A) with t = s
αr, the corresponding vague limit λ satisfies (6.8).
By taking B with λ(B) > 0 and letting s → ∞ in (6.8) in case α < 0 and s ↓ 0 in
case α > 0, it follows that λ has infinite total mass.
Since the left-hand side of (6.8) can be written as (s−1 ◦ λ)(B), we say that λ has
the homogeneity order α. The following result provides an upper bound for the possible
homogeneity order of the Le´vy measure and thereupon can complement Theorem 5.19
even without using the second distributivity law. It relies instead on the local behaviour
of characters near the neutral element.
Theorem 6.2. Assume that Condition (C) holds. For some β > 0, all χ ∈ K˜ and all
ρ ∈ K♯ \ {1} define
g(χ, ρ) = lim inf
t↓0
1− Re (t ◦ ρ)(χ)
tβ
. (6.9)
Assume that for all ρ 6= 1 there exists χ ∈ K˜ such that g(χ, ρ) > 0. Then the Le´vy
measure λ of a proper SαS random element ξ has the homogeneity order which is strictly
less than β.
If (6.9) holds for t → ∞ and β < 0, then the same condition on g implies that the
order of homogeneity is strictly greater than β.
Proof. If the homogeneity order is α, then for all sufficiently small t > 0,∫
K♯\{1}
(1− Re ρ(χ))λ(dρ) =
∫
K♯\{1}
(1− Re (t ◦ ρ)(χ))λ(t ◦ dρ)
=
∫
K♯\{1}
1− Re (t ◦ ρ)(χ)
tβ
tβ−αλ(dρ)
≥
∫
K♯\{1}
g(χ, ρ)tβ−αλ(dρ) .
Since, by Theorem 6.1, λ has infinite total mass, the obtained expression converges to
infinity as t ↓ 0 if α ≥ β contrary to (6.1) unless λ is supported by {ρ : g(χ, ρ) = 0}
for all χ. The latter is, however, impossible in view of the condition on g. The second
statement is proved similarly.
Define a measure Λ on B(K) as the inverse image under the natural map of λ re-
stricted onto ı(K). The measure Λ is homogeneous on K with the same order as λ.
Although it is generally impossible to examine (6.9) for all characters ρ from the second
dual semigroup, it is possible to assess the homogeneity order of Λ by applying (6.9) to
ρ = ρx for x ∈ K. If
g(χ, x) = lim inf
t↓0
1− Reχ(tx)
tβ
> 0 ,
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for all x 6= e and some χ ∈ K˜, then the homogeneity order of Λ is less than β, i. e. the
maximal homogeneity order corresponds to the order of decrease of 1−Reχ(tx) as t ↓ 0.
Corollary 6.3. If (C) and the second distributivity law (2.5) hold, then the order of
homogeneity of the Le´vy measure of a proper SαS random element is strictly less than
2. If also the involution is identical, then the order of homogeneity is strictly less than 1.
Proof. If the second distributivity law holds, then
(n−1 ◦ ρ)(χ) = ρ(n−1 ◦ χ) = ρ(χ)1/n .
The inequality
1
n2
(1− Re (ρ(χ)n)) ≤
π2
4
(1− Re ρ(χ)) (6.10)
from [3, p. 109] implies that
n2(1− Re (n−1 ◦ ρ)(χ)) ≥
4
π2
(1− Re ρ(χ)) .
Then Theorem 6.2 is applicable with β = 2 and g(χ, ρ) ≥ 1− Re ρ(χ).
Another inequality from [3, p. 109] reads that
1
n
(1− |ρ(χ)|2n) ≤ 1− Re ρ(χχ) .
If the involution is identical, then
n(1− (n−1 ◦ ρ)(χ)) ≥ 1− |ρ(χ)| ,
whence the homogeneity order for the Le´vy measure is strictly less than 1.
By combining Corollary 6.3 with Theorem 5.19(i) and the continuity property of ϕ,
we arrive at the following result.
Corollary 6.4. If (C) and the second distributivity law (2.5) hold, then every proper
SαS random element with α = 2 has the Laplace exponent given by
ϕ(χ) = iℓ(χ) + q(χ) , χ ∈ K˜ ,
where ℓ is a ⋆-additive continuous function and q is a continuous non-negative quadratic
form on K˜.
If the involution is identical, then every proper SαS random element with α = 1 has
the Laplace exponent ϕ(χ) = q(χ) being continuous non-negative linear functional of χ.
Without the second distributivity law, the value α = 2 does not necessarily corre-
spond to the Gaussian component, e. g., in (R+,∨).
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6.3 Quadratic form and Le´vy function
It remains to explore implications of the stability of ξ on the further ingredients of (6.5),
namely the quadratic form q, the Le´vy function and the function ℓ. The following result
describes some cases when ξ does not possess a Gaussian component.
Theorem 6.5. Assume that Condition (C) and the second distributivity law (2.5) hold.
Let q be the quadratic form in the integral representation (6.5) of a proper SαS random
element.
(i) q vanishes unless α = 1 or α = 2. If K is a group, then q vanishes if α 6= 2. If
α = 1, then q(χ) = q(χ) for all χ and q satisfies (6.7).
(ii) If the involution is identical, then q from representation (6.6) vanishes unless α = 1.
Proof. (i) The ⋆-additivity of L(·, ρ) implies that L(χ2, ρ) = 2L(χ, ρ). By the second
distributivity law, 2 ◦ χ = χ2, so that ρ(χ2) = ρ2(χ) = (2 ◦ ρ)(χ).
By Theorem 5.15, ϕ(χ2) = ϕ(2 ◦ χ) = 2αϕ(χ), hence it is also finite. Furthermore,
ϕ(χ2) = iℓ(χ2) + q(χ2) +
∫
K♯\{1}
(1− ρ(χ2) + iL(χ2, ρ)) λ(dρ)
= 2iℓ(χ) + q(χ2) +
∫
K♯\{1}
(1− (2 ◦ ρ)(χ) + 2L(χ, ρ))λ(dρ) , (6.11)
while, by Theorem 6.1,
2αϕ(χ) = 2αiℓ(χ) + 2αq(χ) +
∫
K♯\{1}
(1− ρ′(χ) + iL(χ, ρ′)) λ(2−1 ◦ dρ′)
= 2αiℓ(χ) + 2αq(χ) +
∫
K♯\{1}
(1− (2 ◦ ρ)(χ) + iL(χ, 2 ◦ ρ))λ(dρ). (6.12)
Equating the right-hand sides of (6.11) and (6.12), we arrive at
2αiℓ(χ) + 2αq(χ) = 2i(ℓ(χ)− ℓ˜(χ)) + q(χ2) , (6.13)
where the integral
ℓ˜(χ) =
1
2
∫
K♯\{1}
(L(χ, 2 ◦ ρ)− 2L(χ, ρ))λ(dρ)
is finite and may be regarded as a real-valued ⋆-additive function on K˜.
By comparing the coefficients of the real parts in (6.13), we see that
q(χ2) = 2αq(χ) . (6.14)
Next, (6.3) applied to a real-valued character χ, yields that 2q(χ) = q(χ2). Since α 6= 1,
we have q(χ) = 0 for every real-valued character χ. Since χχ is a real-valued character,
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q(χχ) = 0. Now (6.3) applied to χ1 = χ2 = χ for a (not necessarily real-valued character)
χ yields that 4q(χ) = q(χ2) = 2αq(χ). Since α 6= 2, q vanishes identically.
If K is a group, then putting χ1 = χ2 = χ in (6.3) and noticing that χ = χ
−1, we
obtain that q vanishes unless α = 2.
Assume that α = 1. By applying (6.3) to χ1 = χ2 = χ and using (6.14) we obtain
that q(χχ) = 2q(χ). Then
2q(χ1) + 2q(χ2) =
1
2
(
2q(χ1χ1) + 2q(χ2χ2)
)
=
1
2
(
q(χ1χ1χ2χ2) + q(χ1χ1χ2χ2)
)
= q(χ1χ1χ2χ2)
= 2q(χ1χ2) .
Combining this with (6.3) yields that q(χ) = q(χ).
(ii) By Theorem 5.19(ii), α ≤ 1. If α < 1, then by [3, Th. 4.3.20],
q(χ) = lim
n→∞
ϕ(χn)
n
= lim
n→∞
ϕ(n ◦ χ)
n
= lim
n→∞
nαϕ(χ)
n
= 0 ,
noticing that ϕ(χ) is finite.
The following result concerns idempotent semigroups, where the second distributivity
law never holds.
Lemma 6.6. If K is an idempotent semigroup, then q in (6.6) vanishes identically.
Proof. The idempotency of K implies that all characters take values 0 or 1. Thus, K˜ is
also an idempotent semigroup. By (6.7), q(χ) = q(χ2) = 2q(χ), whence q vanishes.
In a number of cases the Le´vy function vanishes or may be set to zero. Particular
important instances of this are mentioned in the following theorem.
Theorem 6.7. Assume that at least one of the following conditions holds.
(i) The involution is identical.
(ii) For all χ ∈ K˜ ∫
K♯\{1}
(1− ρ(χ)) λ(dρ) <∞ . (6.15)
Then the Laplace exponent of any proper SαS random element ξ is given by
ϕ(χ) = iℓ(χ) + q(χ) +
∫
K♯\{1}
(1− ρ(χ)) λ(dρ) , χ ∈ K˜ , (6.16)
for a ⋆-additive function ℓ and a quadratic form q. If (C) and the second distributivity
law (2.5) hold, then ℓ vanishes unless α = 1.
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Proof. If the involution is identical, then the Le´vy function vanishes. If (6.15) holds,
then ∫
K♯\{1}
L(χ, ρ) λ(dρ)
is a finite ⋆-additive functional of χ, so that it can be combined with ℓ(χ) from (6.5).
By Theorem 6.1, the integral in (6.16) is homogeneous of order α. By the homo-
geneity and (2.5), ϕ(χ2) = ϕ(2 ◦ χ) = 2αϕ(χ), so that 2ℓ(χ) = 2αℓ(χ). Thus, ℓ vanishes
unless α = 1.
6.4 Symmetric random elements
Definition 6.8. A K-valued random element is called symmetric if ξ coincides in dis-
tribution with its involution ξ⋆.
In case of the identical involution all random elements can be regarded as being
symmetric. More generally, a symmetric element ξ can be obtained as ξ1 + ξ
⋆
2 for i. i. d.
random elements ξ1 and ξ2. This construction is a generalisation of the symmetrisation
procedure for random elements in Banach spaces. By applying the involution to the
both sides of (1.1) it is clear that if ξ is SαS then ξ⋆ also is.
The principal value of an integral over K♯ \{1} is defined as the limit of the integrals
over a sequence {Fn} of symmetric sets as Fn ↑ K
♯ \ {1}. The symmetry of F ⊂ K♯
is understood with respect to the involution on K♯, i. e. with respect to the complex
conjugation.
Corollary 6.9. If (C) holds, then the Laplace exponent of every symmetric proper SαS
random element is given by
ϕ(χ) = q(χ) +
∫
K♯\{1}
(1− ρ(χ)) λ(dρ) , χ ∈ K˜ , (6.17)
where λ is a symmetric homogeneous measure on K♯, q is a non-negative quadratic form,
and the principal value of the integral converges.
Proof. By repeating the argument from the proof of Theorem 6.1 it is easy to see that
λ is symmetric with respect to the complex conjugate operation being the involution
on K♯.
The integral in (6.5) converges and so does its principal value as the limit of the
integrals over Fn as Fn ↑ K
♯ \ {1}. The symmetry property of Fn and λ implies that∫
Fn
L(χ, ρ)λ(dρ) =
∫
Fn
L(χ, ρ)λ(dρ) = −
∫
Fn
L(χ, ρ)λ(dρ) ,
whence ∫
K♯\{1}
L(χ, ρ)λ(dρ) = 0
as the principal value. Note that Eχ(ξ⋆) = Eχ(ξ). Since the integral of the Le´vy
function vanishes and ϕ(χ) = ϕ(χ), we obtain that ℓ(χ) = 0 in (6.16).
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Consider now a Gaussian random element ξ in K, i. e. assume that its Laplace trans-
form is given by Eχ(ξ) = e−q(χ) for χ ∈ K˜. Note that in the absence of the second
distributivity law a Gaussian random element is not necessarily stable.
Theorem 6.10. Assume that (C) holds. If ξ is a Gaussian element, then ξ is symmetric,
χ(ξ) is deterministic for every real-valued character χ and ξ + ξ⋆ is deterministic. In
particular, ξ is deterministic if the involution is identical.
Every character χ with values in the unit complex circle T is representable as χ(x) =
eiu(x) with an additive real-valued function u such that u(ξ) has a normal distribution.
Proof. By applying (6.3) to χ1 = 1, we see that q(χ2) = q(χ2), i. e. q is involution
symmetric. This immediately leads to the conclusion that Eχ(ξ) = Eχ(ξ) = Eχ(ξ⋆),
so that Theorem 5.3 yields that ξ
D
= ξ⋆.
It is easy to see that if at least one of χ1, χ2 is real-valued in (6.3), then q(χ1χ2) =
q(χ1) + q(χ2). Therefore, if χ is a real-valued character, then
Eχ2(ξ) = e−q(χ
2) = e−2q(χ) = (Eχ(ξ))2 .
Thus varχ(ξ) = 0, hence χ(ξ) is deterministic for every real-valued χ. If the involution
is identical, the strict separation condition implies that ξ itself is deterministic.
Decompose now a general χ ∈ K˜ as the product χ′χ′′ of a real-valued character and
a T-valued character. Since χ′′χ′′ = 1,
Eχ(ξ + ξ⋆) = E(χ′(ξ))2 .
But (χ′)2 is a real-valued character, hence, by the above, the last expression equals
(χ′(ξ))2 = χ′(ξ)χ′(ξ⋆)χ′′(ξ)χ′′(ξ⋆) = χ(ξ + ξ⋆) .
Thus, χ(ξ + ξ⋆) is deterministic, so that the conclusion of the theorem follows from the
separation condition.
Let χ be a T-valued character. By iterating (6.3), it is seen that q(χn) = n2q(χ) for
each n. Interpreting this identity in terms of the Laplace transform of ξ yields that
Eχs(ξ) = (Eχ(ξ))s
2
for every positive rational number s. Using the representation of χ, we have
E eisu(ξ) = (Eχ(ξ))s
2
.
The symmetry property of ξ implies that Eχ(ξ) is a real number which does not exceed
1, so that Eχ(ξ) = e−a
2/2 for some a. Thus, E eisu(ξ) = e−a
2s2/2 meaning that u(ξ) is
normally distributed with mean zero and variance a2.
If the Gaussian element ξ from Theorem 6.10 is SαS, then deterministic ξ + ξ⋆ is
also SαS, hence an element of K(α). Also, ξ ∈ K(α) if the involution is identical. Note
that a Gaussian random element may be SαS with arbitrary α, see Example 8.21.
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7 LePage series representation of SαS random ele-
ments
7.1 LePage series on the second dual semigroup
In Section 3.3 we have shown that the LePage series (3.9) (or the integral
∫
xΠα(dx))
defines a SαS random element. It is natural to ask if any SαS random element admits
such a representation as it is the case for stable distributions in Banach spaces, see [41,
Cor. 4.10]. We address this question by using the integral representations (6.5) and (6.6)
for the Laplace exponent ϕ of a SαS random element. This idea is supported by the
formula (3.8) for the probability generating functional of a Poisson process, which is
quite similar to (6.6). The intensity measure of this Poisson process is the Le´vy measure
λ, so that this process lives on K♯ and therefore is denoted by Π♯.
We first characterise the weak convergence of K♯-valued random elements.
Lemma 7.1. A sequence ξ♯n of random elements in K
♯ with its Borel σ-algebra B(K♯)
weakly converges to a random element ξ♯ (notation ξ♯n ⇒ ξ
♯) if and only if E ξ♯n(χ) →
E ξ♯(χ) for all χ from a separating semigroup K˜.
Proof. Note that K˜ is a separating family of characters on K♯ acting as χ(ρ) = ρ(χ).
Furthermore, F(K♯; K˜) = B(K♯), so that Theorem 5.3 is applicable. Each character
χ : K♯ 7→ D is continuous on K♯, since χ(ρn) = ρn(χ) → ρ(χ) = χ(ρ) if ρn converges to
ρ pointwise.
The result now follows from the convergence of Laplace transforms E ξ♯n(χ) together
with the tightness condition that is clearly fulfilled because of the compactness of K♯,
see [48, Th. IV.3.1].
We also write ξ♯n ⇒ ξ if ξ
♯
n weakly converges to the K
♯-valued random element
ı(ξ) being the evaluation image of ξ ∈ K. For this, the condition F(K; K˜) = B(K) of
Theorem 5.3 should hold in order to be able to treat ı(ξ) as a K♯-valued random element.
Denote by Fλ(K
♯) the family of Borel sets F ⊂ K♯ \ {1} such that∫
F
(1− ρ(χ))λ(dρ) <∞ (7.1)
for all χ ∈ K˜. With every F , the family Fλ(K
♯) contains all its measurable subsets. If
the involution is identical, then K♯ \ {1} ∈ Fλ(K
♯).
If F ∈ Fλ(K
♯), then the product
ξ♯F =
∏
ρ∈F∩suppΠ♯
ρ
exists in K♯, i. e. it weakly converges in the topology of pointwise convergence on K♯
meaning that
ξ♯F∩Kn(χ) =
∏
ρ∈F∩Kn∩suppΠ♯
ρ(χ)
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weakly converges to ξ♯F (χ) for every χ ∈ K˜ as Kn ↑ K
♯ \ {1} with λ(Kn) < ∞. This is
easily seen by observing that the probability generating functional of Π♯ restricted onto
F ∩ Kn coincides with the expected value of ξ
♯
F∩Kn
and using Lemma 7.1. Note that
ξ♯F∩Kn is well defined because Π
♯ has only a finite number of points in Kn.
For any F ∈ Fλ(K
♯) define
γF (χ) = exp
{
−i
(
ℓ(χ) +
∫
F
L(χ, ρ)λ(dρ)
)}
, χ ∈ K˜ . (7.2)
Note that γF ∈ K
♯.
Theorem 7.2. Assume that Condition (C) holds. Let ξ be a proper K-valued SαS
random element without Gaussian component. Then there exists a unique measure λ on
K♯ (which is then a homogeneous of order α Le´vy measure) such that, for the Poisson
process Π♯ with intensity measure λ, one has
γFnξ
♯
Fn
⇒ ξ
for any sequence Fn ↑ K
♯ \ {1} such that Fn ∈ Fλ(K
♯) for all n.
Proof. Let λ be the Le´vy measure of ξ that stems from (6.5). Formula (3.8) for the
probability generating functional applied to Π♯ and the definition of γF imply that
γFn(χ)Eχ(ξ
♯
Fn
) = γFn(χ)E

 ∏
ρ∈Fn∩suppΠ♯
ρ(χ)


= exp
{
−
(
iℓ(χ) +
∫
Fn
(1− ρ(χ) + iL(χ, ρ)) λ(dρ)
)}
.
If Fn ↑ K
♯ \ {1}, the right-hand side converges to the Laplace transform of a stable
random element ξ without Gaussian component, see (6.5). Finally, Lemma 7.1 shows
that γFnξ
♯
Fn
weakly converges to ξ♯ = ı(ξ).
In some cases (see, e. g., Theorem 6.7) the Le´vy function vanishes or its contribution
to the Laplace exponent may be subsumed in ℓ, so that γFn(χ) = e
−iℓ(χ). If ℓ vanishes,
then the normalisation is not needed and
ξ♯Fn ⇒ ξ . (7.3)
An important instance of this concerns symmetric random elements.
Corollary 7.3. If (C) holds and ξ is a proper symmetric SαS random element without
Gaussian component in a normed cone K, then there exists a unique measure λ on K♯
(which is then necessarily symmetric and homogeneous of order α) such that
E

 ∏
ρ∈suppΠ♯
ρ

 (χ) = Eχ(ξ) , χ ∈ K˜ , (7.4)
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where Π♯ is the Poisson process on K♯ with intensity measure λ. The left-hand side of
(7.4) is defined as the principal value, i. e. as the limit of E ξ♯Fn(χ) as Fn ↑ K
♯ \ {1},
where {Fn, n ≥ 1} are involution symmetric sets.
7.2 Support of the Le´vy measure
Section 7.1 establishes that, under rather weak condition (C), each proper SαS random
element admits the LePage representation on the second dual semigroup K♯. The crucial
further issue is to identify the elements of the second dual semigroup K♯ with elements
of the original semigroup K. However, this is not feasible in general, since (6.5) involves
integration over all characters on K˜, while it is seldom possible to describe all characters,
even on the real line with the conventional addition.
If K is a locally compact group, then the integral in (6.5) can be taken over all
continuous characters on K, see [36]. The celebrated Pontryagin reflexivity property of
locally compact groups, see [18, Th. V.24.8] establishes that if K♯ is the family of all
continuous characters on the family of continuous characters K˜ on a locally compact
group K, then K and K♯ are isomorphic. This means that the Le´vy measures of random
elements with values in locally compact groups maybe thought of as being supported
by K. However, the duality theory for semigroups is much poorer, and the results are
available only in some special cases.
As noted in the proof of Theorem 6.1, the Le´vy measure λ is the vague limit of the
images of νt = tµt−1 under the evaluation map ı : K 7→ K
♯ as t→∞. Although µt (the
distribution of t1/αξ) is supported by K, the vague limit of the ı-images of νt may be
supported by the whole K♯. The following result establishes a condition under which the
Le´vy measure λ is supported by ı(K). In this case we say shortly that the Le´vy measure
is supported by K and write Λ for the measure on K being the inverse image of λ under
the evaluation map.
We begin with a result on finiteness of the Le´vy measure and related distributional
properties of a SαS random elements.
Lemma 7.4. Assume that Condition (C) is satisfied. Fix any set F ⊂ K such that
1 /∈ cl(ı(F )) , (7.5)
where the closure is taken in the topology of pointwise convergence in K♯. If ξ is a proper
K′-valued SαS random element, then its Le´vy measure is finite on cl(ı(F )) and there
exists a constant a > 0 such that
lim sup
t→∞
tP{ξ ∈ rt1/αF} = ar−α , r > 0 . (7.6)
Proof. The expression under the limit in (7.6) is νt(rF ), where νt is defined above. By
simple change of variable argument, the limit itself is a homogeneous in r function, say,
f(r), so that f(r) = r−αf(1). The statement will be proved, if we show that f(1) = a is
finite.
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The set cl(ı(F )) is closed and does not contain 1, so that it is compact in K♯ \ {1}.
Since the Le´vy measure λ is a Radon measure [3, Lemma 4.3.12], it is finite on compact
sets, whence λ(cl(ı(F ))) < ∞. According to the same reference, λ is the vague limit of
the images of νt under the natural map ı, thus
f(1) = lim sup
t→∞
νt(F ) ≤ λ(cl(ı(F ))) <∞ .
By Lemma 5.17, properness of ξ required in Lemma 7.4 can be guaranteed by im-
posing Condition (E). Condition (7.5) holds, in particular, if ı(F ) is closed and e /∈ F .
The following lemma describes an important case, when ı(F ) is closed in K♯.
Lemma 7.5. Condition (7.5) is equivalent to the fact that e does not belong to the
K˜-weak closure of F . In particular, if F is K˜-weak (sequentially) compact, then ı(F ) is
closed in K♯ and (7.5) holds provided e /∈ F .
Proof. The first statement is evident, since ρxn(χ) → 1 for all χ ∈ K˜ is equivalent
to xn
w
→ e. Assume that ρxn(χ) → ρ(χ) for all χ ∈ K˜, where {xn} ⊂ F . By the
compactness condition, xnk
w
→ x for a certain x ∈ F . Thus, χ(xnk) → χ(x), so that
ρ(χ) = χ(x) for all χ.
In the sequel we make use of the following condition:
(S) The neutral element e does not belong to the K˜-weak closure of A1.
In other words, Condition (S) means that for any sequence {xn} from A1 there exists a
character χ such that χ(xn) does not converge to 1 = χ(e).
Theorem 7.6. Assume that K is a normed cone with compact unit sphere S such that
Conditions (C), (E) and (S) hold. Then the Le´vy measure of any proper SαS random
element ξ is supported by K.
Proof. Fix ε > 0 and r > 0. Let νt|
r denote the restriction of νt onto Ar. Note that
tP{ξ ∈ rt1/αA1} = νt(rA1), where rA1 = Ar if α > 0 and rA1 = Ar−1 if α < 0. In view
of Condition (S) and Lemma 7.5, Lemma 7.4 implies that the masses of all νt|
r, t ≥ 1,
are totally bounded and there exists R > 0 such that νt(RA1) ≤ ε for all t large enough.
Thus, {νt|
r, t ≥ 1} is a tight family of measures. Using the diagonal procedure as in
[30, Prop. 5.3.9] we come to the conclusion that there exists a measure Λ on K′ such
that νtn |
r weakly converges to Λ|r as tn →∞ for any r > 0. Thus, the Le´vy measure is
supported by K, i. e. λ = Λ ◦ ı−1.
In some other cases where the unit sphere is not compact in K, the following result
is useful.
Theorem 7.7. Assume that (C) holds and ı(K) is closed in the topology of pointwise
convergence in K♯. Then the Le´vy measure λ of a proper SαS random element in K is
supported by ı(K) and is the ı-image of a homogeneous Borel measure Λ on K.
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Proof. By the Tikhonov theorem, K♯ equipped with the pointwise convergence is a com-
pact space. By the condition, ı(K) is closed hence compact and the vague convergence
definition immediately implies that the limiting measure λ in Theorem 6.1 is supported
by ı(K).
Corollary 7.8. Assume that K is a normed cone such that Ac1 is K˜-weak relatively
compact and the following condition holds:
(W) If a sequence {xn, n ≥ 1} in K is such that χ(xn) converges for all χ ∈ K˜, then
sup ‖xn‖ <∞ in case e = 0 or lim inf ‖xn‖ > 0 in case e 6= 0.
Then ı(K) is closed in K♯ and under Condition (C) the Le´vy measure of any proper
SαS random element is supported by K.
Proof. By rescaling, Acr is K˜-weak relatively compact for all r > 0. If χ(xn)→ ρ(χ) for
all χ ∈ K˜, Condition (W) yields that xn ∈ A
c
r for some r > 0 and all n ≥ 1. The weak
relative compactness condition implies that ρ(χ) = χ(x) for some x ∈ K as in the proof
of Lemma 7.5, so that ı(K) is closed.
The above result is applicable if K is a reflexive Banach space, see Example 8.2.
Although a general Banach space is also Pontryagin reflexive if the family of continuous
functionals is equipped with the compact-open topology [47], we were not able to make
use of this fact to show that the Le´vy measure is always supported by K.
Remark 7.9. One particular simple instance, when both Theorem 7.6 and Corollary 7.8
apply is when the K˜-weak convergence is equivalent to the metric convergence in K and
the unit sphere is compact. Compactness of the sphere is an important requirement here
as Example 8.16 shows.
7.3 LePage series constructed from the Le´vy measure
If the Le´vy measure Λ of a proper SαS random element ξ is supported by K, then the
corresponding Laplace exponent (6.5) takes the form
ϕ(χ) = iℓ(χ) + q(χ) +
∫
K\{e}
(1− χ(x) + iL(χ, x)) Λ(dx) , χ ∈ K˜ . (7.7)
We slightly abuse the notation here by writing L(χ, x) instead of L(χ, ρx) for ρx = ı(x).
Note that the Le´vy measure Λ satisfies∫
K\{e}
(1− Reχ(x)) Λ(dx) <∞ (7.8)
for all χ ∈ K˜.
In order to be able to consider the Poisson process with intensity measure Λ, we have
to ensure that Λ(Ar) <∞, i. e. Λ is finite on the sets in K
′ which are separated from e
by a positive distance. Condition (C) on its own makes it possible to derive from (7.8)
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that Λ is locally finite on K \ {e}. Indeed, if x 6= e, then the neighbourhoods of x and
e can be strictly separated by some character χ. Therefore, Reχ(y) ≤ 1 − ε for some
ε > 0 and all y from a neighbourhood of x. It follows from (7.8) that Λ-measure of this
neighbourhood is finite.
However, the local finiteness of Λ alone does not imply the finiteness of Λ(Ar) unless
K is locally compact. In general, the finiteness of Λ(Ar) follows immediately from
Lemma 7.4 if e does not belong to the K˜-weak closure of Ar, since Λ(Ar) ≤ λ(cl(ı(Ar))).
In this case Λ is the product of the measure θα given by (3.3) with α 6= 0 and a finite
spectral measure σ on S.
If Λ(Ar) is finite, the Poisson process Π on K with intensity measure Λ a. s. has only
a finite number of points in Ar for any r > 0. Define
ξ(r) =
∫
Ar
xΠ(dx) , r > 0 . (7.9)
Similarly to Theorem 7.2, a suitable normalisation needed to ensure the convergence of
ξ(r) as r ↓ 0 is provided by integrals of the Le´vy function.
Theorem 7.10. Let ξ be a proper SαS random element in a normed cone K without
Gaussian component such that its Le´vy measure Λ is supported by K. Assume that (C)
holds and Λ(Ar) <∞ for all r > 0.
(i) If Π is a Poisson process on K with intensity measure Λ and
γr(χ) = exp
{
−i
(
ℓ(χ)−
∫
Ar
L(χ, x)Λ(dx)
)}
, χ ∈ K˜ , r > 0 , (7.10)
then
γr(χ)Eχ(ξ
(r))→ Eχ(ξ) as r ↓ 0 . (7.11)
(ii) If K˜ consists of continuous characters and, for each r > 0, there exists xr ∈ K such
that γr(χ) = χ(xr) for all χ ∈ K˜, and if xr + ξ
(r) converges almost surely as r ↓ 0,
then the limit coincides in distribution with ξ.
Proof. The first statement is proved similarly to Theorem 7.2. By (7.11), Eχ(xr+ξ
(r))→
Eχ(ξ). If xr + ξ
(r) a. s. converges to ζ , then its limit shares the Laplace transform
with ξ.
If γr(χ) = 1 for all χ (e. g., if ξ is symmetric), then (7.11) implies that
Eχ(ξ(r))→ Eχ(ξ) as r ↓ 0 .
If the characters from K˜ are not necessarily continuous, the convergence of Laplace
transforms implies that ξ(r) weakly converges to ξ with respect to K˜-weak topology, see
[48, Prop. IV.3.3]. However, in general this does not suffice to show that ξ(r) weakly
converges to ξ.
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7.4 LePage series representation on semigroups
The almost sure convergence of ξ(r) from (7.9) to a random element ξ˜ =
∫
xΠ(dx) does
not necessarily mean that ξ˜ and ξ, from which the ξ(r)’s are derived, share the same
distribution. Indeed, we only have that Eχ(ξ(r)) → Eχ(ξ), while Eχ(ξ(r)) does not
necessarily converge to Eχ(ξ˜) if χ is not continuous. Indeed, discontinuous characters
cannot be simply interchanged with infinite sums of elements from K. The following
definition singles out characters that are interchangeable with sums of series in K.
Definition 7.11. A character χ is said to be series continuous if
χ
( ∞∑
k=1
xk
)
=
∞∏
k=1
χ(xk) (7.12)
for every convergent series
∑
xk of elements from K.
If the characters from K˜ are series continuous, then Theorem 7.10(ii) holds without
assuming the continuity of the characters. The following result shows the uniqueness of
the ingredients of the LePage series.
Theorem 7.12. If (C) holds with K˜ that consists of series continuous characters, then
any two a. s. convergent (as principal values) LePage series (3.9) with sums having proper
distributions are identically distributed if and only if the corresponding parameters α
and the spectral measures coincide.
Proof. The LePage series (3.9) with a proper sum can be written as
∫
xΠ(dx) for the
Poisson process Π on K with the intensity measure Λ. If ξ admits two different LePage
representations, this means that the Laplace exponent of ξ has two representations
with different Le´vy measures. The uniqueness of (6.5) however implies that this is
impossible.
Consider relatively simple semigroups that are embeddable in a certain group G such
that G-valued proper SαS random elements admit the LePage series representation. For
instance, this is the case for semigroups embeddable as cones in a Banach space B, see
Theorem 2.8. Then the following result holds if B has a separable dual space.
Theorem 7.13. Let G be a group such that each proper SαS G-valued random element
with α ∈ (0, 1) admits the LePage representation. Assume that there exists a countable
family of continuous homomorphisms fn : G → R, n ≥ 1, such that K = {x ∈ G :
fn(x) ≥ 0, n ≥ 1}. Then each proper SαS random element in K with α ∈ (0, 1) admits
the LePage series representation (3.9).
Proof. A SαS random element ξ in K is also SαS in G. By the condition, ξ can be
represented by (3.9) where εk are distributed on the unit sphere in G. Now consider any
homomorphism f : G→ R, i. e. a linear continuous functional on G, such that f(x) ≥ 0
for each x ∈ K. By applying f to both sides of (3.9), using the fact that f(ξ) is SαS
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random variable and the uniqueness of the LePage representation (see Theorem 7.12),
we obtain that f(εk) ≥ 0 a. s. Repeating this for a countable family of linear continuous
functionals, yields that εk ∈ K a. s.
In general, the main prerequisites for the existence of the LePage representation
are the fact that Le´vy measures are supported by K and finite on Ar, the continuity
(or series continuity) of the characters and the convergence of the LePage series. The
latter is particularly simple to derive if the norm is sub-invariant and α ∈ (0, 1), see
Theorem 3.6.
Theorem 7.14. Assume that K has a sub-invariant norm and one of the following cases
is applicable.
(i) Conditions (C), (E) and (S) hold with K˜ that consists of series continuous char-
acters and the unit sphere S is compact in K.
(ii) Conditions (C) and (W) hold with K˜ that consists of continuous characters and
the unit sphere S is K˜-weak compact.
Then every SαS random element in K′ with α ∈ (0, 1) and without Gaussian component
can be represented as the LePage series (3.9) with z = e.
Proof. First of all, note that 0 = e by Lemma 2.7 and the weak compactness of the unit
sphere implies that the closed unit ball (being Ac1) is K˜-weak compact.
Next, continuity of characters in (ii) implies that (E) holds in this case too. By
Lemma 5.17, ξ has a proper distribution. By Theorem 7.6 or Corollary 7.8, the Le´vy
measure Λ is supported by K. Let us show that also (ii) implies (S). Since 0 = e,
it suffices to consider a sequence {xn} with norm greater than 1. If this sequence K˜-
weakly converges, (W) implies that sup ‖xn‖ = c is finite. Thus, the xn’s belong to
the set F = {x ∈ K : 1 ≤ ‖x‖ ≤ c}. The K˜-weak compactness condition on S and the
continuity of the characters implies that F is K˜-weak compact and so K˜-weak closed.
The separation property implies the uniqueness of the weak limit, so that the weak limit
of xn also belongs to F , i. e. this weak limit is not e. Thus (S) holds in the both cases
(i) and (ii), and Lemma 7.4 implies that Λ(Ar) <∞ for all r > 0.
Let Πα be the Poisson point processes with intensity measure Λ. By Theorem 3.6,
the sum of its points converges absolutely, which implies that the principal value of the
integral GΠα(χ) =
∫
K′
(1 − χ(x))Λ(dx) converges. The last integral being (6.15) allows
us to set the Le´vy function to zero by Theorem 6.7.
Let ξα be the sum of the LePage series (3.9) with z = e. By (3.8),
Eχ(ξα) = exp
{
−
∫
K
(1− χ(x))Λ(dx)
}
.
Writing a part of (6.5) as above, we arrive at
Eχ(ξ) = e−(iℓ(χ)+q(χ)) Eχ(ξα) .
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It suffices to show that ξ and ξα share the same Laplace transform. The quadratic form
q vanishes, since ξ does not have a Gaussian component by the imposed condition. The
function ℓ clearly vanishes in case of either the identical involution, or symmetric ξ or if
the second distributivity law holds. Now we show that this also holds in general under
the sub-invariance assumption for α ∈ (0, 1).
Note that ℓ is the only imaginary part of the Laplace exponent of ξ. By applying χ
to the both sides of (1.1) we obtain that
E(a1/α ◦ χ)(ξ)E(b1/α ◦ χ)(ξ) = E((a+ b)1/α ◦ χ)(ξ) ,
whence, using the additivity property of ℓ we have for a = b = 1/2 that
ℓ((2−1/α ◦ χ)(2−1/α ◦ χ) = ℓ(χ) .
This equality can be written shorter as ℓ(f(χ)) = ℓ(χ), where f(χ) is a character that
acts on x ∈ K as (f(χ))(x) = χ(2−1/α(x+ x)). By iterating we obtain that
ℓ(fk(χ)) = ℓ(χ) , (7.13)
where (fk(χ))(x) = 2−k/αS2k) and Sn is the sum of n identical summands being x. By
the sub-invariance property, n−1Sn has a norm bounded by ‖x‖ which is finite for all x
in a normed cone. Since α < 1, we have 2−k/αS2k → 0 = e. Being the only imaginary
part of the continuous Laplace exponent, the function ℓ is also continuous with respect
to pointwise convergence of its argument. Since (fk(χ))(x)→ χ(e) = 1 for all x and (E)
holds, fk(χ) pointwisely converges to 1. By passing to the limit in (7.13) and noticing
that ℓ(1) = 0, we obtain that ℓ(χ) = 0 for all χ ∈ K˜.
If α does not belong to (0, 1) or if K does not have a sub-invariant norm, an analogue
of Theorem 7.10 holds assuming that the LePage series converges almost surely. In a
special case of semigroups with identical involution, we arrive at the following result.
Theorem 7.15. Assume that K is a normed cone with identical involution such that
conditions (i) or (ii) of Theorem 7.14 hold. Then every SαS random element in K′ with-
out Gaussian component admits the LePage representation (3.11) with z = e, provided
the principal value of the integral exists almost surely.
If K is idempotent, then we do not have to require that ξ does not have a Gaussian
component, c. f. Lemma 6.6. Since the addition operation is not invertible in general,
the presence of Gaussian component in ξ does not mean that ξ can be decomposed as
the sum of a Gaussian element with an independent remainder.
8 Examples
8.1 Cones with the second distributivity law
These examples are the closest to “conventional” stable distributions on the line or
in Banach spaces. The cone K is typically a group or is embeddable in a group. In
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particular, the second distributivity law implies that 0 = e and K(α) = {e} for α 6= 1.
If (C) holds, then α ∈ (0, 2] and the order of homogeneity of the Le´vy measure is
strictly less than 2 (respectively, 1 if the involution is identical), see Corollary 6.3. By
Theorem 6.5, a proper SαS random element does not have a Gaussian component if
α 6= 1, 2 or α 6= 2 if K is a group.
Example 8.1 (Positive half-line). Consider R+ with the arithmetic addition, Euclidean
metric and identical involution. A separating family of continuous characters is given by
χt(x) = e
−tx for t ≥ 0. By Corollary 6.3, the Le´vy measures are homogeneous with the
order strictly less than 1. The only SαS laws with α = 1 are deterministic distributions.
Note that
ϕ(χ) = − logE e−tξ = ctα
is a well-known representation of the Laplace transform of a strictly stable law on R+.
The existence of the LePage representation follows from Theorem 7.14(i).
Example 8.2 (Banach spaces). Let K be a Banach space. A separating semigroup K˜ of
continuous characters consists of χu(·) = e
iu(·) for all linear continuous functionals u.
Since the norm is clearly invariant, the LePage series converges absolutely for α ∈ (0, 1).
Theorem 4.7 turns into [1, Th. 7.11].
The separation property holds by the Hahn-Banach theorem, so that (C) is satisfied.
The K˜-weak convergence is the conventional weak convergence in Banach spaces. The
strong convergence implies the weak convergence, so that (E) holds, hence α ∈ (0, 2].
If the space is reflexive, then the unit sphere is weak sequentially compact, see, e. g.,
[11, Th. II.3.28]. Furthermore, the weak convergence implies the strong boundedness, so
that (W) holds and by Corollary 7.8, the Le´vy measure is supported by K. Every SαS
random element with α ∈ (0, 1) admits the LePage representation by Theorem 7.14(ii).
For 1 ≤ α ≤ 2, one should use the methods that rely on symmetrisation arguments, see
[30], e. g., to check the tightness of xr + ξ
(r) needed in Theorem 7.10(ii).
Theorem 7.13 can be applied to any cone which is embeddable in a Banach space
with separable dual, e. g., to the cone of non-negative continuous functions with addition
operation.
Example 8.3 (Compact convex sets with Minkowski addition). Let K be the family coK
of nonempty compact convex sets K in Rd with the semigroup operation being the
Minkowski (elementwise) addition. Note that K is not a group, since the Minkowski
addition is not invertible. The involution corresponds to the symmetry with respect
to the origin. The Hausdorff metric turns K into a normed cone with e = 0 = {0}
and the norm defined as ‖K‖ = sup{‖x‖ : x ∈ K}. Since the Hausdorff metric is
invariant, i. e. the distance between K1 + L and K2 + L coincides with the distance
between K1 and K2, the corresponding norm is clearly sub-invariant. The unit sphere
in K is S = {K ∈ coK : ‖K‖ = 1}; it is compact in the Hausdorff metric.
Before describing the characters on coK, consider the appropriate sub-family of
“centred” sets. With every convex compact set K it is possible to associate its Steiner
point
s(K) =
1
κd
∫
Sd−1
h(K, u)u du ,
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where κd is the volume of the unit ball in R
d, the integral is taken with respect to the
(d− 1)-dimensional Hausdorff measure on the unit sphere Sd−1 in Rd and h(K, u) is the
support function of K ∈ coK, i. e. the supremum of the scalar product 〈u, x〉 over x ∈ K
for u ∈ Sd−1. It is known that the Steiner point is linear with respect to Minkowski
addition and that s(K) ∈ K, see [45, p. 42]. Let coK0 be the family of convex compact
sets with their Steiner points located at the origin. This family can be considered as a
convex cone with the identical involution and the Hausdorff metric. The condition (C)
holds with a separating family of continuous characters given by
χν(K) = exp
{
−
∫
Sd−1
h(K, u) ν(du)
}
, (8.1)
where ν is a finite measure on Sd−1. In fact, it suffices to consider only counting mea-
sures ν. Note that it does not suffice to consider only the characters of the type e−h(K,u),
since they do not form a closed family with respect to multiplication.
A random element X inK = coK is a random compact set, see, e. g., [33, Sec. 1.5]. All
non-trivially equal to {0} random compact sets are proper. By Theorem 5.19, a proper
SαS random element in coK0 necessarily has α ∈ (0, 1]. Otherwise X is not proper,
i. e. X = {0}. If α = 1, then by Corollary 6.4 the corresponding Laplace exponent is a
linear continuous function of χ and the random set X is deterministic. A conventional
argument for this relies on the fact that the support function in every direction is a
non-negative SαS random variable, which is necessarily degenerated for α ≥ 1, see [13].
Similar arguments are applicable to the cone of convex compact sets that contain the
origin (not necessarily having the Steiner point at the origin) and are equipped with
the identical involution. Theorem 7.14(i) applies, implying the LePage representation
of SαS random elements.
Now return to the cone of K = coK of all convex compact sets. A convex compact
set K can be decomposed as K = s(K) + K0. Therefore, the cone of compact convex
sets can be decomposed into the sum of two cones: Rd with the conventional addition
and the cone coK0 of convex sets with the Steiner point at the origin. The first has
the complex-valued characters, while the second has the identical involution and [0, 1]-
valued characters given by (8.1). By combining the two families of characters we obtain
the separating family of continuous characters given by
χv,ν(K) = e
i〈v,s(K)〉 exp
{
−
∫
Sd−1
h(K − s(K), u) ν(du)
}
, (8.2)
where v ∈ Rd. If X is a SαS random convex compact set, then s(K) is a SαS random
vector, so that α ∈ (0, 2]. Furthermore, X − s(X) is SαS in coK0, whence α ∈ (0, 1].
Therefore, a stable random set with α ∈ [1, 2] is a sum of an SαS random vector ξ
in Rd and a deterministic convex compact set, which is necessarily {0} in case α > 1,
i. e. X = {ξ}. If the stability definition (1.1) is weakened by allowing an additive
normalisation, then this deterministic part may be any convex compact set, see [13].
Theorem 5.15 implies that the Laplace exponent ϕ(v, ν) = Eχv,ν(X) of a SαS
random set X satisfies
ϕ(tv, tν) = tαϕ(v, ν)
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for all t > 0, v and ν. Since the unit sphere S is compact and (S) holds, every SαS
random compact set with α ∈ (0, 1) admits the absolutely convergent LePage series
representation.
Not necessarily strictly stable random compact convex sets for any α ∈ (0, 2] in a
separable Banach space have been studied in [13]. It is shown in [13, Th. 1.14] that
α-stable random compact convex sets with α ∈ (0, 1) can be represented as a stochas-
tic integral over S with respect to a certain independently scattered α-stable random
measure. This representation coincides with the LePage representation in K.
It should be noted that general semigroups representable as systems of compact
convex sets have been characterised in [38].
Example 8.4 (Upper semicontinuous functions). Let K be the family of upper semi-
continuous functions u : Rd 7→ [0, 1] such that ∪t>0Ft(u) is relatively compact where
Ft(u) = {x : u(x) ≥ t}. The metric between u and v is defined as the supremum of
the Hausdorff distances between Ft(u) and Ft(v) over t ∈ (0, 1]. The sum of u and v is
defined to be the upper semicontinuous function w such that Ft(w) equals the Minkowski
sum of Ft(u) and Ft(v) for all t ∈ (0, 1]. This setting is similar to Example 8.3 reformu-
lated for increasing set-valued function indexed by [0, 1], see also [35]. Accordingly, the
conclusions of Example 8.3 can be transferred to this case practically without changes.
Example 8.5 (Finite random measures). Let K be the family of all finite measures m on
a locally compact topological space E with a countable base. The operations are the
conventional addition of measures and the multiplication of their values by numbers. The
neutral element and the origin are both equal to the null-measure. The Prohorov metric
(see, e. g., [37]) on K is sub-invariant and homogeneous at the origin. The corresponding
norm ‖m‖ is the total mass of m. Assume that the involution is identical. A separating
family of characters is given by
χu(m) = exp
{
−
∫
u dm
}
(8.3)
for any continuous bounded function u : E 7→ R+. Since the Prohorov metric metricises
the weak convergence, these characters are continuous and the K˜-weak convergence
is equivalent to the metric convergence. The Laplace transform Eχu(µ) is called the
Laplace functional of the random measure µ, see, e. g., [8, (6.4.16)]. The corresponding
Laplace exponent is given by
ϕ(u) = − log
(
E exp
{
−
∫
u dµ
})
. (8.4)
All non-trivial random measures have proper distributions. The random measure µ is
SαS if
a1/αµ1(K) + b
1/αµ2(K)
D
= (a+ b)1/αµ(K) (8.5)
for all measurable K. By Theorem 5.19, α ∈ (0, 1], which is also due to the fact that
µ(K) is a non-negative SαS random variable, c. f. [44]. Note that c ◦ χu corresponds
to the character χcu . By Theorem 5.15, µ is α-stable with some α ∈ (0, 1] if and
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only if its Laplace exponent ϕ(u) satisfies ϕ(su) = sαϕ(u) for all u and s > 0. The
integral representation (6.6) corresponds to the representation for the Laplace functional
of infinitely divisible random measures, see [8, Prop. 9.2.VII]. The LePage series involves
random measures distributed on the unit sphere S in K, which is the family of all
probability measures on E. Thus, a SαS measure is the weighted sum of i. i. d. random
probability measures with weights Γ
−1/α
k , k ≥ 1. This representation is a particular case
of [44, Th. 3.9.1] for strictly α-stable random measures.
If E is a compact space, then the unit sphere S is compact, so that each α-stable
random measure with α ∈ (0, 1) admits the LePage representation by Theorem 7.14(i).
Example 8.6 (Locally finite random measures). Let K be the family of locally finite
measures on Rd with the topology of vague convergence and the same operations as
in Example 8.5. This space is important in the studies of point processes without
accumulation points.
A separating family of continuous characters is given by (8.3), but with u being
a measurable bounded function with bounded support. The conditions (C) and (E)
hold, and all non-trivial random measures are proper. Any SαS random measure µ has
the Laplace exponent that is homogeneous, i. e. ϕ(su) = sαϕ(u), where α ∈ (0, 1] by
Theorem 5.15.
The extension of the Prohorov metric typically used to metricise the vague con-
vergence of locally finite measures (see, e. g., [8, Sec. A2.6] or [37, Sec. 10.2]) is not
homogeneous, since it is constructed using the sums of the type 2−idi/(1+ di), where di
is a certain distance between the restrictions of the measures onto the balls Bi, i ≥ 1.
The unit sphere and the LePage series can be constructed for a sub-family of K that
consists of locally finite measures m with a certain growth restriction at the infinity,
e. g., those which satisfy ∫ ∞
0
e−rm(Br)dr <∞ .
The value of this integral may serve as a norm ofm with the corresponding sub-invariant
metric given by the integral of the Prohorov distance between the measures restricted
on Br. In particular, scale the norm if necessary so that atomic measures δx belongs
to the unit sphere S in K for all x from the unit sphere Sd−1 in Rd. Then the LePage
series is µα =
∑
k Γ
−1/α
k δεk , where {εk, k ≥ 1} are i. i. d. random variables on S
d−1. Note
that this representation does not coincide with the representation of a stable Poisson
process Πα from Theorem 3.3. The random measure µα is supported by a subset of the
unit sphere Sd−1. It does not take integer values and has the total mass being the SαS
random variable ξα =
∑
k Γ
−1/α
k in (R+,+).
8.2 Cones without the second distributivity law
These examples typically appear if K is not a group, but only a semigroup. In these
cases one might have positive or negative stability parameter α unless an element of K
possesses a non-trivial inverse, which implies, under conditions (C) and (E), that α is
necessarily positive, see Theorem 5.18.
Example 8.7 (Positive cone in Euclidean space with coordinatewise maximum). For some
d ≥ 1, let K be [0,∞)d with the coordinatewise maximum operation, i. e. x ∨ y =
(x1 ∨ y1, . . . , xd ∨ yd), and the conventional multiplication by numbers. In this case
0 = e = 0 and K(α) = {0} for all α 6= 0. The corresponding SαS laws are called
max-stable, see [12, 28].
The semigroup K has the identical involution and moreover is idempotent, so that
the characters take only values 0 or 1, and the Gaussian component is degenerated
by Lemma 6.6. The Euclidean metric is sub-invariant. A separating family of series
continuous (and also upper semicontinuous) characters is given by χz(x) = 1[0,z](x)
for z = (z1, . . . , zd) ∈ (0,∞)
d, where [0, z] = [0, z1] × · · · × [0, zd]. If z has rational
coordinates, these characters form a countable strictly separating family such that (C)
and (E) hold. The multiplication operation acts on characters as a◦1[0,z] = 1[0,z/a]. The
Laplace transform of ξ is then
E1[0,z](ξ) = P{ξ ≤ z} ,
hence any non-trivial ξ with the support not separated from zero is proper. By Theo-
rem 5.18, the corresponding parameter α is always positive.
The unit sphere is compact and (S) holds. The Le´vy function and ℓ vanish, so that
γr = 1, see (7.10). By Theorem 7.14(i), each SαS random element with α ∈ (0, 1)
admits the LePage representation. The LePage series absolutely converges a. s. for all
α > 0 and yields a max-stable random element. The corresponding representation of
a max-stable law as the maximum of Poisson points is well known in the theory of
multivariate extremes, see [39, Ch. 5].
Example 8.8 (Half-line with minimum operation). Consider the extended half-line [0,∞]
with the minimum operation and the conventional multiplication by numbers. Then 0
is conventional zero 0, while e =∞ and so has infinite norm. The upper semicontinuous
characters are given by 1[z,∞](x) for z ∈ [0,∞]. They are also series continuous and form
a strictly separating family, so that Theorem 5.15 applies. The SαS random elements
necessarily have α < 0 and the corresponding stable Poisson process Πα has realisations
from M. The LePage series mink≥1(Γ
−1/α
k εk) with εk = 1 evidently converges to Γ
−1/α
1 ,
so that each SαS random element has the LePage representation by Theorem 7.15.
In the same way it is possible to handle the coordinatewise minimum operation that
leads to multivariate min-stable laws, c. f. Example 8.7.
Example 8.9 (Union-stable random compact sets). Let K be the family K of compact
subsets K ⊂ Rd with the Hausdorff metric and the union operation that turns K into an
idempotent semigroup. The multiplication by numbers is defined as the corresponding
homothetical transformation of sets. The neutral element of K is the empty set, while 0
is the origin {0}. Note that the norm of the sum is always larger than the norm of each
summand, so that every non-trivial SαS law should have α > 0 by Lemma 5.21.
A separating family K˜ of series continuous characters consists of χG(K) = 1G∩K=∅
for all open sets G. It is possible to extract its countable separating sub-family by
considering G that are unions of finite number of open balls with rational centres and
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radii, i. e. from the so-called separating class [33, Sec. 1.4]. The product of two characters
χG and χG′ is the character χG∪G′, so that these characters indeed build a semigroup K˜.
The Laplace transform of a random compact set X is given by
EχG(X) = P{X ∩G = ∅} ,
which is usually called the avoidance functional of X and denoted by QX(G). If X is not
proper, then QX(G) = 0 for some G, i. e.X almost surely hits G. This implies thatX has
a fixed point, i. e. there exists x ∈ Rd such that x ∈ X a. s., see [33, Lemma 4.1.8]. Thus
proper random elements are exactly those that do not possess fixed points. Conditions
(C) and (E) hold. By Theorem 5.15, the union-stable random compact sets can be
characterised as those having homogeneous Laplace exponents ϕ(G) = − logQX(G),
i. e. ϕ(sG) = sαϕ(G). This characterisation has been obtained in [33, Th 4.1.12] using
direct proofs, but in a more general case for not necessarily compact random closed sets
that possibly possess fixed points, i. e. with not necessarily proper distributions.
Since e 6= 0, Theorem 5.18 implies that α < 0, contrary to the above mentioned
conclusion of Lemma 5.21. Thus, this cone does not possess any non-trivial proper
SαS law. Indeed, the corresponding LePage series would involve the union of random
compact sets scaled by arbitrarily large factors Γ
−1/α
k , so that this union is no longer
compact if α < 0 and this union contains the origin (and thereupon is not proper) if
α > 0.
Example 8.10 (Union-stable random compact sets containing the origin). Let K be the
cone of compact sets in Rd that contain the origin. We keep the same cone operations
as in Example 8.9. However in this case both the neutral element and the origin are
{0}, so that α > 0 by Theorem 5.18 and also by Lemma 5.21. Since all elements of K
contain the origin, the characters are given by 1G∩X=∅ indexed by open sets G that do
not contain the origin.
The Hausdorff metric on K is sub-invariant with the unit sphere S = {K ∈ K :
‖K‖ = 1}. The LePage series is ⋃
k≥1
Γ
−1/α
k Xk , (8.6)
where {Xk, k ≥ 1} is any sequence of i. i. d. random compact sets from S. This series
converges for all α > 0, although its convergence for α ≥ 1 does not follow from The-
orem 3.6, but is easily seen by the direct proof. If Xk are independent singletons εk
independently distributed on the unit sphere in Rd, then X is the support of the stable
Poisson process Πα with α > 0.
Theorem 7.6 is applicable, so that the Le´vy measures are supported by K and every
proper SαS random element admits the LePage representation for each α > 0, see
Theorem 7.15. Note that the Gaussian component is always degenerated by Lemma 6.6.
Example 8.11 (Continuous functions with addition and argument rescaling). Let K be
the family of continuous functions f : Rd 7→ R such that f(0) = 0 and ‖x‖−1|f(x)|
is bounded in x ∈ Rd \ {0}. The cone operations are the arithmetic addition and
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the rescaling of the argument, i. e. (Daf)(x) = f(ax) for all x. Define invariant and
homogeneous metric by
d(f1, f2) = sup
x∈Rd\{0}
‖x‖−1|f1(x)− f2(x)| . (8.7)
Then ‖f‖ is the supremum of ‖x‖−1|f(x)|, x 6= 0. The neutral element is the zero
function, while the imposed condition ‖f‖ < ∞ implies that 0 = e. The involution is
given by f ⋆ = −f . It is interesting to note that K is a group, where nonetheless the
second distributivity law does not hold. Since the metric is invariant, the LePage series
converges absolutely for α ∈ (0, 1).
Define continuous characters on K as
χν(f) = exp
{
i
∫
fdν
}
, (8.8)
where ν is a signed measure on Rd with bounded support and finite total variation.
Their continuity follows from the fact that the convergence in norm implies the pointwise
convergence, while the pointwise convergence is equivalent to the K˜-weak convergence.
Then c◦χν = χc◦ν , where (c◦ν)(A) = ν(c
−1A) for measurable A. The Laplace exponent
ϕ of a K-valued random element ξ is given by Eχν(ξ) = e
−ϕ(ν). Conditions (C) and (E)
hold, so that Theorem 5.15 yields that SαS elements in K′ are characterised by having
homogeneous Laplace exponents, i. e. ϕ(c ◦ ν) = cαϕ(ν), where α > 0 by Theorem 5.18.
The unit ball in K is K˜-weak compact, since ‖x‖−1fn(x) ≤ 1, n ≥ 1, implies that
‖x‖−1fn(x) has a pointwisely convergent subsequence, whence fn has a pointwise con-
vergent subsequence too. However Condition (W) does not hold. Neither is the unit
sphere compact in the metric topology on K. Thus the available results of Section 7.2
do not lead to the conclusion that the Le´vy measure is supported by K.
Example 8.12 (Integrable random probability measures with convolution operation). Let
K be the family of probability measures m on R with finite first moment, the addi-
tion operation being the convolution of measures (denoted by ∗) and the multiplication
by scalars given by (Dam)(K) = m(a
−1K). Assume that the corresponding random
variables are defined on a non-atomic probability space. If ξ1 and ξ2 are independent
random variables with distributions m1 and m2 respectively, then (Dc1m1) ∗ (Dc2m2)
is the distribution of c1ξ1 + c2ξ2. The unit measure δ0 concentrated at 0 is both the
neutral element of K and the origin. The second distributivity law does not hold in this
case, since the convolution of two measures (i. e. the distribution of the sum of two i. i. d.
random variables) does not generally equal the rescaled measure (i. e. the distribution
of the rescaled random variable). The involution corresponds to the central symmetry,
i. e. m⋆ is the distribution of −ξ if m is the distribution of ξ.
Note that K(α) are all non-trivial for 1 < α ≤ 2 consisting of SαS probability
distributions in R. The integrability condition (that has not been used so far) implies
the absence of non-trivial elements of K(α) for α ∈ (0, 1]. Indeed, the corresponding
SαS laws are non-integrable, c. f. Example 8.23.
The problem of defining a sub-invariant norm on the family of probability measures
can be easily solved using the tools from the theory of probability metrics, see [37, 50].
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Recall that a probability metric d defines a distance between probability measures m1
and m2 or between the corresponding random variables ξ and η. The metric is called
simple, if it does not take into account the joint distribution of these random variables. A
metric d is called r-homogeneous if d(cξ, cη) = |c|rd(ξ, η) for all c 6= 0; this metric is said
to be regular if d(ξ + ζ, η + ζ) ≤ d(ξ, η) for any random variable ζ that is independent
of both ξ and η. The regularity property written using the addition in K (i. e. the
convolution) turns into (2.8) meaning that the simple regular metric is sub-invariant. In
the theory of probability metrics, an r-homogeneous and regular simple metric is called
ideal of order r.
An ideal probability metric of order 1 between distributions of random variables ξ
and η can be defined as
d(ξ, η) = sup{|E(f(ξ)− f(η))| : f ∈ Lip1} ,
where Lip1 is the family of functions with Lipschitz constant 1, i. e. |f(x)−f(y)| ≤ |x−y|
for all x and y. This is the so-called Kantorovich metric orWasserstein metric, see, e. g.,
[50, Th. 1.3.1]. Note also that
d(ξ, η) =
∫ ∞
−∞
|P{ξ ≤ x} −P{η ≤ x}|dx ,
so that the corresponding norm of ξ (or of the measure m) is given by
‖ξ‖ = ‖m‖ =
∫ 0
−∞
P{ξ ≤ x}dx+
∫ ∞
0
P{ξ > x}dx = E |ξ| .
The norm of any integrable measure is clearly finite. The Kantorovich metric is complete,
see [37, Th. 6.3.3]. Furthermore d(ξk, ξ)→ 0 if and only if ξk ⇒ ξ weakly and E |ξk| →
E |ξ|, see [23, Th. 3.9.4].
Characters on K are the characteristic functions, i. e.
χu(m) =
∫
eiuxm(dx) , u ∈ R .
They form a separating family of continuous characters with values in the unit complex
disk D, but they do not build a semigroup, since their products are not necessarily of
the same type. However, if one defines
χu1,...,uk(m) =
k∏
i=1
χui(m) (8.9)
for any finite set {u1, . . . , uk} ⊂ R, k ≥ 1, then this family does constitute a semigroup.
Note that a ◦ χu1,...,uk = χau1,...,auk . Conditions (C) and (E) hold, since the characters
are continuous. The Laplace transform of a random measure µ from K is given by
Eχu1,...,uk(µ) =
∫
· · ·
∫
ei(u1x1+···+ukxk)µk(dx1 × · · · × dxk) ,
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where µk is the kth order moment measure of the random measure µ, see, e. g., [8, 32].
In other words, the Laplace exponent ϕ(u1, . . . , uk) = − log(Eχu1,...,uk(µ)) is the log-
characteristic function of the kth moment measure µk. A random probability measure
µ is SαS if (
(a1/αµ1) ∗ (b
1/αµ2)
)
(B)
D
= (a + b)1/αµ(B) (8.10)
for any Borel B ∈ B(R), where µ1, µ2 are two i. i. d. copies of µ. By Theorem 5.15, a
non-trivial random measure is SαS if and only if ϕ(au1, . . . , auk) = a
αϕ(u1, . . . , uk) for
all u1, . . . , uk ∈ R, k ≥ 1, where α > 0 by Theorem 5.18. Thus all moment measures
have homogeneous log-characteristic functions. In particular, the first moment measure
(also called the intensity measure) µ = µ1 has the characteristic function of the form
e−c|u|
α
. This means that µ is an SαS law in R. Similarly, µk is a stable law in R
k.
Thus, 0 < α ≤ 2, i. e. the stability properties of the cone of probability measures are
similar to those of a linear space. Theorem 6.2 applied to ρ = ρx yields that the order
of homogeneity of the Le´vy measure is necessarily smaller than 2.
However the introduced family of characters is still not rich enough, since mn (or
the corresponding random variables ξn) may K˜-weakly converge to e, whereas their
norms are separated from zero. Thus, Condition (S) does not hold. Moreover a weakly
convergent sequence may have unbounded norms, so that (W) neither holds. The unit
sphere is not compact, since a weak convergent sequence of probability measures does not
necessary converges in the Kantorovich metric. Consequently, the results of Section 7.2
does not lead to the conclusion that the Le´vy measure is supported by K. Thus, in
general the LePage series representation of a SαS random probability measure might
involve a point process on the second dual semigroup, see Section 7.1.
The sub-invariance property of the Kantorovich metric implies that the LePage series
in K converges absolutely for α ∈ (0, 1) and thereupon defines a SαS random probability
measure. A simple example of a SαS random probability measure is obtained if we take
εk in (3.9) to be a deterministic measure representing the probability distribution of a
random variable ξ with E |ξ| = 1. The corresponding LePage series defines a random
probability measure µ that, for a given sequence Γk, is the distribution of
∑
Γ
−1/α
k ξk
with i. i. d. random variables ξ1, ξ2, . . . distributed as ξ. If ψ(u) = logE e
iuξ, then the
characteristic function of every realisation of µ is given by
χu(µ(ω)) = exp{
∞∑
k=1
ψ(uΓ
−1/α
k (ω))} .
In particular, if ξ is concentrated at a single point 1, i. e. if εk = δ1, then
χu(µ) = exp{iu
∞∑
k=1
Γ
−1/α
k } = exp{iuξα} ,
meaning that µ is the unit mass measure concentrated at a realisation of SαS random
variable ξα in (R+,+). Similarly, if ξ =
√
π/2 ν, where ν is standard normal, then µ is
the unit mass measure concentrated at a realisation of a normal random variable with
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mean 0 and variance ξα/2π/2. Note that this random variable exists if α < 2, so in this
particular case the LePage series converges for α ∈ (0, 2).
In contrast, a random probability measure µ = δν concentrated at the standard
normal distribution ν provides an example of a Gaussian element in K. Indeed, its
Laplace transform
Eχu1,...,uk(δν) = E[e
iu1ν · · · eiukν ] = E ei(u1+···+uk)ν = exp
{
−
1
2
(u1 + · · ·+ uk)
2
}
is the exponent of a quadratic form q(χu1,...,uk).
In the same spirit, it is possible to consider the semigroup of probability measures
where the addition operation corresponds to the maximum of independent random vari-
ables rather than the sum. As a distance, one can take any probability metric that is
an ideal with respect to the maximum operation, see [50].
Example 8.13 (Uniformly integrable probability measures on R+). Consider the cone K
which is a sub-family of integrable probability measures m on R+ such that K is closed
with respect to the cone operations from Example 8.12, K is closed in the Kantorovich
metric, and such that the unit sphere S constitutes a uniformly integrable family of
probability measures with expectation (and Kantorovich norm) being 1. By the well-
known sufficient condition [46, Lemma II.6.3], this is the case if
sup
m∈S
∫
G(x)m(dx) <∞ ,
for some non-negative increasing function G such that G(x)/x → ∞ as x → ∞. For
instance, it suffices to assume that for all random variables ξ corresponding to m ∈ K
one has E ξ1+ε ≤ C(E ξ)1+ε for some fixed constants C, ε > 0 and all ξ. The uniform
integrability condition ensures that the unit sphere is compact.
Recall that e = 0 = δ0. Assume that the involution is identical. The cone K˜ of
continuous separating characters consists of the [0, 1]-valued characters given by
χc,u1,...,uk(m) = e
−c‖m‖
k∏
i=1
∫
e−uixm(dx) , (8.11)
where c, u1, . . . , uk ≥ 0 and k ≥ 1. Then the K˜-weak convergence is identical to the
metric convergence. Furthermore, (S) holds, so that every SαS random probability
measure from K admits the LePage representation by Theorem 7.14(i).
8.3 Cones violating basic assumptions
The examples below clarify the influence of the crucial assumptions on K such as the
existence of the origin, the norm, its sub-invariance property or the existence of a family
of separating characters satisfying (C). In some of these cases the LePage series con-
verges, but its convergence usually has to be confirmed by means of methods specific to
the particular situation.
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Example 8.14 (Real line with maximum operation). Consider the extended line [−∞,∞]
with the maximum operation, conventional multiplication by non-negative numbers and
the Euclidean metric. The neutral element is −∞ and the origin is 0. The corresponding
norm is not sub-invariant, e. g., d(max{−1, 1},−1) = 2 is not smaller than d(1, 0) = 1.
However a direct argument shows that the LePage series with α < 0 and εk = −1 defines
a max-stable random element with the Weibull distribution. The same holds for α > 0
and εk = 1. Semicontinuous characters are indicators 1[−∞,a) and 1[−∞,a]. It should
be noted that the Laplace transform of a non-negative random variable ξ vanishes for
characters with a < 0, so that such ξ does not have a proper distribution.
Example 8.15 (Cylinder). Let K = R+ × [0, 2π) with the Euclidean topology. The
addition is defined coordinatewise with the second coordinates added modulo 2π. The
multiplication defined as Da(x1, x2) = (ax1, x2) acts only on the first coordinate. Such
a convex cone does not possess the origin, since Da(x1, x2) → (0, x2), i. e. the limit as
a ↓ 0 is not unique. Because of non-uniqueness of the origin, it is unclear how to define
the unit sphere in this example. A natural replacement for the unit sphere is the set
given by
{(x1, x2) : x1 = 1} = {x : d(x, lim
c↓0
cx) = 1}
for a (non sub-invariant) metric d((x1, x2), (y1, y2)) = |x1 − x2| + |y1 − y2| mod 2π.
However, the corresponding LePage series does not converge unless the spectral measure
is concentrated on a singleton, since adding of summands of type Γ
−1/α
k εk changes the
sum considerably even for a large k because the second coordinate is not scaled.
In contrast, if we look at the pair (x1, x2) as the polar coordinates of a point in R
2
with the Euclidean distance metric, then all the points of the type (0, x2) are equivalent
and this equivalence class can be used as the origin. All classical results are now valid for
this cone showing the principal role uniqueness of the origin plays in our considerations.
Example 8.16 (Non-compact unit sphere). Take K to be the positive quadrant R2+ with
both axes {0} × (0,+∞) and (0,+∞) × {0} excluded. For some α ∈ (0, 1), consider
two independent α-stable positive random variables ξ1 and ξ2. Then the vector (ξ1, ξ2)
is SαS in K, whereas its spectral measure is concentrated on two points (1, 0) and (0, 1)
which are not part of K. Consequently, no LePage representation is possible for (ξ1, ξ2).
This example shows importance of compactness of the unit sphere even when all other
sufficient conditions for existence of the LePage series are met, see, e. g., Theorem 7.14.
Example 8.17 (Half-line with harmonic mean as addition). Let K be the extended posi-
tive half-line [0,∞] with addition x⊕ y = (x−1+ y−1)−1, usual multiplication and norm.
Then 0 is the conventional 0, while the neutral element is ∞. Although the norm is
sub-linear, the corresponding metric d cannot be sub-invariant. Indeed, by the required
continuity of operations, x⊕ ch→ x⊕ 0 as c ↓ 0, so that the sub-linearity would imply
d(x ⊕ ch, x) ≤ c‖h‖ → 0. However d(x ⊕ ch, x) → d(x ⊕ 0, x) = d(0, x) = ‖x‖, since
x⊕ 0 = 0.
Take the Euclidean distance as the metric. The LePage series is
(∑∞
k=1 Γ
1/α
k
)−1
,
thus for positive α it gives identical 0 while for −1 < α < 0 it converges to ξ−1−α, where
ξ−α is the (−α)-stable random variable in (R+,+). Continuous characters are given by
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χa(x) = e
−a/x for a > 0. The bijection x 7→ x−1 provides a homomorphism of semigroups
(R+,⊕) and (R+,+) that enables one to show directly that α takes values from (−1, 0)
and that any SαS random variable with α ∈ (−1, 0) admits the LePage representation.
Example 8.18 (Half-plane). Let K = R × R+ be the upper half-plane. The addition
is defined as the arithmetic addition of the first coordinates and as the maximum
of the second coordinates of the points. Condition (C) holds, since the characters
χa,t(x) = 1(−∞,a](x2) e
itx1 , x = (x1, x2) ∈ K, have semicontinuous modulus and continu-
ous argument. The SαS laws in this case have the first coordinate which is stable in the
conventional sense in R, and the max-stable second coordinate. Thus, the parameter of
such a stable law belongs to (0, 2].
If the cone operation is altered, so that instead of the maximum we take the minimum
of the second coordinates, then the second coordinate should have a negative parameter
α unless the second coordinate is identical 0. The only non-trivial stable laws in this
case are degenerate in the second coordinate and are stable with α ∈ (0, 2] in the
first coordinate. The Euclidean metric is not sub-invariant for this addition operation.
Indeed, adding a small h = (h1, h2) to x = (x1, x2) results in (x1+h1,min(x2, h2)), which
may be quite far away from x if x2 is large and h2 is small.
Example 8.19 (Compact sets with Minkowski addition). Let us drop the convexity re-
quirement in Example 8.3, so that K is the family K of nonempty compact sets K in Rd
with the Hausdorff metric. Then (2.5) does not hold and K does not possess a family of
separating characters. Indeed, K+K = L+L and K+K+K = L+L+L is possible, for
instance if K = [0, 1] and L = [0, 0.4]∪ [0.6, 1] on the real line. As a result, this example
cannot be investigated using the harmonic analysis tools. However the Hausdorff metric
is sub-invariant and so the LePage series still defines a SαS random compact set in Rd
with α ∈ (0, 1), thereby positively answering a question about a definition of a stochas-
tic integral that defines non-convex stable random sets, see [13, p. 457]. Theorem 4.7
complements a similar result obtained in [13] for the convex case.
As an example, let εk = {0, 1}, k ≥ 1, be deterministic. Then the LePage series
(3.9) defines a SαS random compact set X in [0,∞) given by all sums of the type∑∞
k=1 Γ
−1/α
k ik, where ik is either 0 or 1, i.e. all sub-series sums of
∑∞
k=1 Γ
−1/α
k .
Example 8.20 (Union-stable random closed sets). Let K be the family F of closed subsets
F ⊂ Rd with the union operation as addition and homothety as multiplication by scalars.
Then e = ∅, whereas no unique origin exists, since aF may have a limit as a ↓ 0 that
varies with the choice of F , e. g., it can be F itself if F is a cone in Rd. Any cone is an
element of K(α) for each α 6= 0, so that a sub-invariant norm cannot be finite everywhere
by Lemma 2.7.
An analogue of the LePage series in this case is constructed by means of a locally finite
homogeneous measure Λ on F that defines a Poisson process on F . The union of the sets
from this Poisson process defines a SαS random element in K, i. e. a union-stable random
closed set. The union-stable random closed sets with possibly non-proper distributions
have been extensively studied in [33, Ch. 4] and [34]. Note that K possesses the same
family of separating characters as described in Example 8.9, so that the characterisation
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results from Section 5 (that do not require the existence of the norm) hold. Here SαS
random elements (or union-stable random closed sets) exist for every α 6= 0.
Example 8.21 (Group with Gaussian distribution being SαS of any α). Let K be the
family of continuous functions on R with the pointwise addition and the multiplication
by scalars corresponding to the rescaling of the argument as in Example 8.11. Consider
the characters given by (8.8). If η is a standard Gaussian random variable, then the
Laplace transform of the random function ξ(x) = ηxβ for some β > 0 is given by
Eχν(ξ) = e
−q(ν), where
q(ν) =
1
2
(∫
xβdν
)2
is a quadratic form, since q(ν1+ ν2)+ q(ν1− ν2) = 2q(ν1)+ 2q(ν2). Thus ξ is a Gaussian
element in K.
Let α = 2β. Since (Da1/αξ)(x) = ηa
1/2x, it is easily seen that ξ satisfies (1.1), i. e. is
SαS. By varying β it is possible to obtain SαS Gaussian elements in such a cone with
an arbitrary characteristic exponent α. It should be noted however that the considered
cone does not possess the origin and norm.
Example 8.22 (Intrinsically stable random measures). Consider the family K of all locally
finite measures on Rd \{0} with the vague topology and the conventional addition oper-
ation as in Example 8.5, but with the multiplication defined as (Dam)(K) = m(a
−1K).
The second distributivity law does not hold in this case, since (m+m) is generally not
D2m. The neutral element is zero measure, while a unique origin does not exist, since
the rescaled measures Dam may have various limits as a → 0. A random measure µ is
called intrinsically stable if
µ1(a
−1/αK) + µ2(b
−1/αK)
D
= µ((a+ b)−1/αK) (8.12)
for all measurable K. Note that this definition combines the addition operation as in
Example 8.6 with the scaling used in Example 8.12.
The continuous (0, 1]-valued characters χu are given by (8.3) for u being a continuous
function with bounded support. The multiplication by scalars is uplifted to the charac-
ters as (c ◦ χu(·)) = χu(c−1·). Since (C) holds, an intrinsically stable non-trivial random
measure has a homogeneous Laplace exponent ϕ(u) = ϕ(χu), i. e. ϕ(u(s
−1·)) = sαϕ(u(·))
for all continuous u with bounded support and s > 0, c. f. Theorem 5.15. Theorem 5.18
is not applicable to show that α has a particular sign, since the origin is not defined.
In this case, any α 6= 0 is a possible parameter for a SαS random measure. For
instance, the counting measures Πα for all α 6= 0 are stable in this cone K.
Example 8.23 (Random probability measures). Let K be the family of all probability
measures on R with the same cone operations as in Example 8.12, convergence in dis-
tribution and the characters given by (8.9). Theorem 5.18 implies that α > 0. In this
case K(α) are all non-trivial for 0 < α ≤ 2 consisting of SαS probability distributions in
R. As a consequence of Lemma 2.7, it is not possible to define a sub-invariant metric in
this cone unless assigning infinite norm for all elements of K(α) with α < 1. Recalling
the discussion in Example 8.12, this shows that it is not possible to construct an ideal
probability metric of order 1 that is finite on all random variables.
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Convergence of the LePage series should be checked in each particular case. For
this, it is simpler to work with random characteristic functions rather than with random
probability measures, since the convolutions of measures become the product of char-
acteristic functions. Let K be the family of characteristic functions θ(t), t ∈ R, with
addition being the product of functions and multiplication by numbers corresponding to
the rescaling of the argument, i. e. (Daθ)(t) = θ(at). The LePage series then yields the
random characteristic function
∞∏
k=1
θk(Γ
−1/α
k t) , (8.13)
where {θk, k ≥ 1} are i. i. d. random characteristic functions from a unit sphere in
K. The unit sphere S in K can defined by using any polar decomposition of K. For
instance, a homogeneous (but not sub-linear) norm of a probability measure m with
distribution function Fm(x) = m{(−∞, x]} and the corresponding percentiles qm(t) =
inf{x : Fm(x) ≥ t} can be defined as
‖m‖2 = q2m
(
Fm(0−)/2
)
+ q2m
(
(1 + Fm(0))/2
)
.
Notice that ‖m‖ = 0 implies m = δ0. In case of integrable centred probability measures,
one can use the sub-invariant homogeneous (i. e. ideal) metric given by
d(ξ, η) = d(θ1, θ2) = sup
u∈R
|u|−1|θ1(u)− θ2(u)| ,
where θ1 and θ2 are the characteristic functions of ξ and η respectively.
Assume that {θk, k ≥ 1} are non-random characteristic functions of the strictly stable
distribution with characteristic exponent β ∈ (0, 1], i. e. θk(t) = e
−|t|β . In case β = 1 one
obtains the symmetric Cauchy distribution. Convergence of the infinite product (8.13)
is then equivalent to convergence of the series
∞∑
k=1
Γ
−β/α
k .
This series converges a. s. if and only if β > α, and its limit is a strictly stable random
variable ζ with characteristic exponent α/β. Thus, the LePage series produces a random
probability measure Dζm that corresponds to the strictly stable probability measure m
with characteristic exponent β ∈ (0, 1) rescaled by a random α/β-stable coefficient ζ .
As another example, assume that {θk, k ≥ 1} are characteristic functions of the
Gamma-distributions with random shape parameter pk > 0 and scale parameter 1. The
corresponding measures are integrable, so that this case is covered by Example 8.12.
Since the unit sphere consists of all probability measures on R+ with unit mean, the
considered random measures (or random characteristic functions) need to be rescaled by
pk to lie on the unit sphere. Then (8.13) becomes
∞∏
k=1
(1− iΓ
−1/α
k t/pk)
−pk ,
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so that the LePage series converges for every α ∈ (0, 1) and every distribution of the pk’s.
This is also confirmed by the existence of a sub-invariant norm for integrable probability
measures, see Example 8.12.
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