Abstract-One of the main challenging issues in induction motor drives is the lack of knowledge about the actual values of some critical parameters, such as rotor and stator resistances which are subject to large variations during operation. Such problem is difficult to resolve due to the strong interconnection between states and parameters in the nonlinear motor model, besides the unavailability of both rotor flux and load torque. In the spirit to accurately follow the on-line machine variables, this paper focuses on the simultaneous estimation of internal states and time varying parameters. Especially, a new identification scheme for rotor resistance and/or stator resistance is introduced. In the aim of decoupling the unknown electrical parameters, we adopt a mild change of coordinates that allows to easily design a two-stage of high gain observer. The simplicity of presented procedures and the efficiently for real time computation constitute both main features of the proposed approach. Moreover, possible exploitation of our algorithm in the fault detection issue is discussed through a simulation of an abrupt rotor short-circuit.
I. INTRODUCTION
In high performance control of induction motors (IM), it is often important to follow time evolution of both machine parameters and internal state variables. Nonetheless, installation of physical sensors for such applications leads to increase cost, reliability and sensitivity to electromagnetic noise [10] [9] . In addition, the lack of knowledge of both rotor and stator resistances which are subjected to large variations during operations, exhibits a poor control performances and in general increases the consummation energy. All this gives a strong motivation towards the development of adaptive observer schemes for simultaneous estimation of parameters and state variables. For the parameters mismatch, it is essential to know that in addition to the load torque, the temperature and the frequency dependent variation of the stator and rotor resistances. In particular, the variation of the rotor resistance due to temperature can increase by an order of 100%, which involves significant undesirable effects on the vector control algorithm [16] . In other hand, the stator currents strongly affects the stator resistance due to the ohmic losses in the stator winding, which presents a serious hindrance when a vector controlled drive operates at low speed regions [5] . Therefore, many research efforts have been made to alleviate these performances degradation by designing new algorithms that allow an estimation of the rotor and/or stator resistances during operation [3] it is suggested in [11] , an intricate stator current observer such that its estimation error is guaranteed to converge in order to find the stator resistance. The estimator employed in [15] is able to follow the actual values of both resistances very efficiently, but only when the load torque is assumed constant. The immersion technique based forgetting factor observer is investigated in [2] . The authors propose to extend IM model to obtain a representation which is affine w.r.t. variables to be estimated. Nevertheless, this strategy remains inapplicable in real time implementation because its high computation burden. A development of switching extended Kalman filter (EKF) for rotor and stator resistances in speed sensorless control of IM is introduced in [4] . Such design as common EKF alternatives, suffers from the lack of stability results in various operating ranges and also the requirement of high computational capacities. Some other contributions based on the model reference adaptive system (MRAS) methods are proposed in [5] , [13] and [14] . Besides the persistent excitation requirement, these sensorless algorithms usually failed at zero rotor speed with nominal load torque as reported in [17] . An independent line of research was focused in the design of adaptive observers in [6] and [1] , for respectively continuous and continuous-discrete cases. A main drawback of these alternatives that only constant unknown parameters can be evaluated. In the present work, we shall detail a new estimation algorithms of rotor resistance and/or stator resistance for IM. Indeed, under a mild change of coordinate, two-stage of high gain observer (HGO) are used to accurately determine on-line the internal state variables and the time varying parameters. The paper is organized as follows: in section II, the mathematical model of induction machine is recalled. We describe in section III the procedure of designing a suitable HGO corresponding to the particular class of nonlinear systems in which the IM model should be transformed. In section IV, three schemes for the real-time estimation of IM variables are introduced with relevant simulation results. The first and second schemes are for separate identification of the rotor and stator resistances, while the third scheme performs simultaneous estimation of these two parameters. Concluding remarks are given in the final section.
II. IM MODEL AND PROBLEM STATEMENT
Assuming linear magnetic circuits, the dynamics of a balanced non-saturated induction motor in a fixed reference frame attached to the stator are given in a condensed form as follows 
The load torque is considered an unknown bounded disturbance but with constant time derivative. Moreover, due to variations of both rotor and stator resistances during operations, α r and/or α s are assumed to be uncertain within known bounds. Our objective is to design an adaptive observer that allows to follow time evolution of the critical machine parameters (R r and/or R s ) as well as the rotor flux vector and the load torque.
III. NONLINEAR CLASS OF STUDY AND HIGH GAIN OBSERVER DESIGN
Generally, the dynamic behavior of IM leads to arrange it under the class of relatively fast systems. For computational issue, the high gain observer which admits an explicit correction gain, can be considered as one of the most viable candidate in solving the problem of state estimation. Later on, we adopt this method in our design. Consider the continuous multi-output systems of the form as follows
where the state x ∈ R n with x k ∈ R n k for k = 1, 2, · · · , q, and
. . .
with I n 1 is the n 1 ×n 1 identity matrix and 0 n 1 ×n j is the n 1 ×n j null matrix, j ∈ {2, · · · , q − 1}.
ε k ∈ R n k , k ∈ {q − 1, q}; each ε k is an unknown bounded real valued function that depend on uncertain parameters. Here, specifying this disturbance term, we propose a slight modification in relation to the model used in [8] , when authors choose ε with only the last component ε q = 0. The synthesis of the HGO corresponding to the form (2), requires to make some assumptions as follows i) There exist α, β with 0 < α ≤ β such that for all
Moreover, we assume that Rank
= n k+1 ii) The function f (u, x) is globally Lipchitz with respect to x, uniformly in u.
iii) The function ε q−1 (t) and ε q (t) are uniformly bounded with δ q−1 = sup t≥0 ε q−1 (t) and δ q = sup t≥0 ε q (t) .
By assumption i), each of
∂ x k+1 is left invertible. Assumption ii) can be omitted in the case where the trajectory x(t) of system (2) lie in the bounded set Ω. Whereas assumption iii) is often physically true. In our work, when convergence of estimation error shall be slightly modified compared to the result given in [8] , we preserve the same form of the observer corresponding to model (2) . Hence,
where
is the left inverse of block diagonal matrix Λ(.) with
, with θ > 0 is a real number representing the only design parameter of the observer.
• S is a definite positive solution of the algebraic Lyapunov equation
with
Note that (4) is independent of the system and the solution can be expressed analytically. For a straightforward computation, its stationary solution is given by:
and then we can explicitly determinate the correction gain of (3) as follows
It should be emphasized that the implementation of the high gain observer is quite simple. Indeed, it requires only the calibration of the parameter θ , which should be chosen as a compromise between fast convergence and satisfactory dealing with noise rejection. Corresponding to the model class (2), the slight modification of ε structure (compared to the one introduced in [8] or [7] ) involves a new upper bound of the estimation error 1 (z =ẑ − z) when we use the observer under form (3). The following equality holds for every t ≥ 0 
IV. APPLICATION TO INDUCTION MOTORS
To examine practical usefulness, the proposed estimator has been simulated for a three-phase 1.5kw induction motor, whose parameters are p = 2, L s = L r = .464H, M = .4417H, rated R sN = 5.717Ω, rated R rN = 3Ω and J = .005kgm 2 . Three schemes for the real-time estimation of IM parameters and states shall be studied in the next. The first and second schemes are for separate identification of the rotor and stator resistances, while the third scheme performs simultaneous estimation of these two parameters.
A. Estimation of the rotor fluxes, the rotor resistance, and the load torque
Here, we shall give an observer which allows to estimate the rotor resistor as well as the rotor fluxes and the load torque from angular speed and stator currents measurements (R s is assumed to be known and equal to its rated value in this case). In order to synthesize a HGO as given in (3), we need to transform system (1) to the triangular form (2). Thus, let us definite the new coordinate z such as
Using this transformation, we can derive from model (1), a following submodel
where ε α r and ε 2 = −ωJ 2 Ψ shall be treated as unknown bounded functions 2 . We can easily show that the submodel (8) is under form (2). Hence, using equation (5), the HGO specializes as follows
in whichz 1 =ẑ 1 − z 1 . Referring to (7), we can deduce an estimation ofΨ andR r such asΨ = A(ω,α r ) −1 ẑ 2 + Mα rẑ 1 ,R r = L rαr Please note that A(ω,α r ) is invertible because for t ≥ 0 we have det(A) = α 2 r + (pω) 2 = 0. Now, rotor fluxes and rotor resistance provided by (9) are used to determinate the load torqueT L and its time derivativê T Lp . In fact, we have
whereω =ω − ω In order to evaluate the observer behavior in the realistic situation, the measurements of y issued from the model simulation have been corrupted by noise measurements with a zero mean value and a variance σ n = 10 −4 . The input signals used here are u sα = 300 cos(100πt) and u sβ = 300 sin(100πt). The parameters design of the two-stage HGO are chosen as θ 1 = 700 and θ 2 = 200. We suggest a trapezoidal rising profile of the rotor resistance up to 100% of its rated value (which in practical way can be obtained by using 3-phase variable rheostat for rotor wound induction motor). The dynamic behavior of the rotor speed is depicted in figure 1 graph (a) ; while graph (b) and graph (c) shows the estimation of both load torque and rotor resistance. Despite some fluctuations at the transient, a good agreement between actual and estimated states is achieved in each case. Indeed, when permanent regime is established (steady state) the annulation of the angular speed dynamics (ω = 0) involves an annulation of the uncertainties (ε 2 = 0). Thus, by referring to (6) an exponential convergence of the estimation error is achieved. Note that, a little bounded error can be seen when ω(t) is time varying, it is caused by the fact that ε 2 = 0. Moreover, the capability of proposed algorithm to estimate parameter fault is investigated by simulation of a short circuit fault for t ≥ 1.15s. The satisfactory tracking result corresponding to this abrupt variation of R r bring to our design the privilege that can be used in the fault detection issue. Nonetheless, we show at the zero speed a lost of observability in the load torque estimation. In other hand and reported to figure 2, we remark a quite tracking performance in the estimation of the rotor flux modulus and its both components in the fixed reference frame (α, β ). 
B. Estimation of the rotor fluxes, the stator resistance, and the load torque
Now, instead of the rotor resistance, we propose a new coordinate transformation that allows an estimation of the stator resistance which presents also a critical parameter in induction motors. We assume that the rotor resistance keep its rated value R rN in this case. Let us adopt the new state variables as follows
a time derivative of these state variables leads to
where ε 2 is given as above. From equations (3) and (5) the HGO admits the following form
Referring to (11), the rotor fluxes and the stator resistance are governed by the following equationŝ
As previously, an estimation of the load torqueT L and its time derivativeT Lp can be given by (10) that, in spite of the large initial estimation error, the obtained estimate of the load torque quickly converge to the actual value. We show also that there are little fluctuations in the stator resistance estimation even at low frequency conditions, they are caused by the term of uncertainty ε 2 which affects the convergence properties whenω = 0. The rotor fluxes estimation are illustrated in figure (4) . As it can be seen, a rallying behavior between the guess and the true values is nearly achieved.
C. Estimation of the rotor fluxes, both rotor and stator resistances, and the load torque
In order to simultaneously estimate both rotor and stator resistances, we use another state transformation such as model (1) can be rewritten again under form (2) . Let us choose z as follows
A time derivative of these state variables leads to
where ε 2 is given as above. The corresponding HGO admits the following form
Referring to (14) , we can deduce an estimation of the rotor flux vector and both rotor and stator resistances such as
The load torqueT L and its time derivativeT Lp can arise, as previously, from equation (10) . To show the merits of the proposed observation scheme, an arbitrary rising trapezoidal profiles are suggested in our simulation to the load torque and both rotor and stator resistances. As called in subsection IV-A, a rotor short-circuit is carried out at the time t = 1.15s. Figure (5 ) presents the performance attained with θ 1 = 1200 and θ 2 = 100. In spite of some overshoots in start-up, graphs (a) and (c) show that the convergence of the estimatesR r andT L to their trues values is achieved in the operation range, and even when the short-circuit occurs. Such fault detection brings to our estimator an inherent advantage in relation to the other observation techniques. Nonetheless, as it can be seen in graphs (b) and (d), the outcome annulation of the rotor resistance involves a significant estimation error in both stator resistance and flux modulus. This behavior reflects the sensibility of the stator resistance estimation to both rotor resistance and load torque mismatch. Consequently, some fluctuations appear in the estimation of the rotor flux modulus. V. CONCLUSION In this paper, an alternative form for a high gain observer is presented. It allows to conjointly estimate state variables and time varying parameters without a requirement to have persistence excitation condition which is usually required for similar studies. This strategy helps not only, to online follow time evolution of critical parameters and state variables; but also, to detect some appropriate fault for a given normal operating range. The satisfactory results given for an application to the induction motors, confirm the good behavior of the proposed algorithm to track the mismatch of both rotor and stator resistances as well as the time evolution of the rotor flux and the load torque; and therefore the possible exploitation of our design in the fault detection issue (i.e. short circuit detection whenR r ≃ 0). The efficiency in real time computation can be once more highlight when the proposed observer ensure the convergence properties at zero speed which remains a challenge. Thus, our futur work will focus on the resolution of this open problem.
APPENDIX SKETCH OF PROOF FOR ESTIMATION ERROR ANALYSIS
Proceeding as in [8] , we can show that the transformation Φ 0 : R n → R n 1 q , x 1 , x 2 , x 3 ) . . .
puts system (2) under the following form ż = A z + φ (u, z) + ∂ Φ 0 ∂ x ε y = Cz = z 1 (18) with φ (u, z) has a triangular structure, C and A as given above. Let consider a HGO design for (18) as follows [7] z = Aẑ + φ (u,ẑ) − θ ∆ 
where σ (S) =
