In this paper, we proved some new properties of normal distribution random variables, and these properties will provide better understanding of the foundation of normal distribution.
Introduction
Let random variable obey a probability distributions of the location parameter and the scale parameter . The probability density function is ( ) = 1 √2 exp (− ( − ) 2 2 2 ). Then the random variable calls normal random variable, i.e. ~( , 2 ).
Property 1：Let
and are random variables. If we know that ~( 1 , 1 2 ) and ~( 2 , 2 2 ), and are independent of one another. Hence, From the uniqueness theorem of characteristic function, we can come to the conclusion that the random variables and are also normal distributions. Moreover, this property can be extended to other distributions. For example, Poisson distribution, binomial distribution and multinomial distribution. Because 1 and 2 are normal distributions and they are independent of each other. Hence, 1 + 2 and 1 − 2 are also normal distributions. Besides, 1 and 2 are the linear combination of 1 + 2 and 1 − 2 . By the linearity of normal distribution, we easily obtain that the random variables 1 and 2 are also normal distributions.
Property 4:
Let and be random variables and they are independent identically distributed. Their density functions are not equal to zero, and they have second derivatives. We can show that , , + and − are normal distributions if + and − are independent of each other.
Proof: Let ( ) be density function of the random variable , and ( ) be density function of the random variable . The density functions of = + and = − are ( ) and ( ) , respectively. Besides, and are independent of each other. Hence
We need to take log of (a) ln ( 
We take partial derivative to of both sides of (c). We have 
Next, we take partial derivative to both sides of (d). We have It is the density function of ( , 1 ) and, let = 0 in (f), then 2 = ln (0).
We take the derivative to for (f). We have The Jacobi determinant is
Therefore, the joint probability density function of ( , ) is
Hence, the random variables and are independent of each other, and they obey (0,1). Besides, we can generate random numbers of standard normal distribution by using this property, and generate any parameters random numbers of normal distribution.
Property 6: Normal distribution entropy is the largest when given the mean and variance in a probability distribution. (In information theory, entropy was introduced by Claude Elwood Shannon, the founder of information theory, and it was used to measure the degree of uncertainty of experiment. We can defining the entropy by
For convenience, we use the natural logarithm.) Let ( ) be univariate density function, with mean and variance 2 . Then the probability distribution of maximum entropy is normal distribution.
Proof:
When have maximum entropy, we know that = ( ) ( ) = 0.
Constraint conditions are as follows:
Based on the variational principle and three constraint conditions, we introduce three undetermined multipliers , and . Here we replaced with the modification of , and it was undetermined coefficient.
We have used the constraint condition (1). Let = − ( − 2 ), because of the integral of the function is 1, and < 0. Then 
