Abstract. A newly developed weak Galerkin method is proposed to solve parabolic equations. This method allows the usage of totally discontinuous functions in approximation space and preserves the energy conservation law. Both continuous and discontinuous time weak Galerkin finite element schemes are developed and analyzed. Optimal order error estimates in both H 1 and L 2 norms are established. Numerical tests are performed and reported.
Introduction
In this paper, we consider the initial-boundary value problem u t − ∇ · (a∇u) = f in Ω, t ∈ J, u = g on ∂Ω, t ∈ J,
where Ω is a polygonal or polyhedral domain in R d (d = 2, 3) with Lipschitz-continuous boundary ∂Ω, J = (0,t ], and a = (a ij (x, t)) d×d ∈ [L ∞ (Ω ×J )] d 2 is a symmetric matrix-valued function satisfying the following property: there exists a constant α > 0 such that
For simplicity, we shall concentrate on two-dimensional problems only (i.e., d = 2). For any nonnegative integer m, let H m (Ω) be the standard Sobolov space, which is the collection of all real-valued functions defined on Ω with square integrable derivatives up to order m with semi-norm For simplicity, we use · for the L 2 norm. The parabolic problem can be written in a variational form as follows
where u is called a weak solution if u ∈ L 2 (0, t; H 1 (Ω)) and u t ∈ L 2 (0, t; H −1 (Ω)), and if u = g on ∂Ω.
Parabolic problems have been treated by various numerical methods. For finite element methods, we refer to [1] and [2] . Discontinuous Galerkin finite element methods were studied in [3] and [4] . In [5] and [6] , finite volume methods were presented, which were based on the integral conservation law rather than the differential equation. The integral conservation law was then enforced for small control volumes defined by the computational mesh.
The goal of this paper is to consider a newly developed weak Galerkin (WG) finite element method for parabolic equation which is based on the definition of a discrete weak gradient operator proposed in [7] . In this numerical method, the analysis can be done by using the framework of Galerkin methods, and totally discontinuous functions are allowed to be used as the approximation space. Furthermore, the approximation results also satisfy the energy conservation law.
The rest of this paper is organized as follows. In Section 2, we introduce some notation and establish a continuous time and discontinuous time weak Galerkin finite element scheme for the parabolic initial boundary-value problem (1) . In Section 3, we prove the energy conservation law of the weak Galerkin approximation. Optimal order error estimates in both H 1 and L 2 norms are proved in Section 4. The paper is concluded with some numerical experiments to illustrate the theoretical analysis in Section 5.
The Weak Galerkin Method
In this section we design a continuous time and a discontinuous time weak Galerkin finite element scheme for the initial-boundary value problem (1) . We consider the space of discrete weak functions and the discrete weak operator introduced in [7] . Let T h be a quasiuniform family of triangulations of a plane domain Ω and T be each triangle element with ∂T as its boundary. For each T ∈ T h , let P j (T ) be the set of polynomials on T with degree no more than j, and P l (∂T ) be the set of polynomials on ∂T with degree no more than l, respectively. LetP j (T ) be the set of homogeneous polynomials on T with degree j. The weak finite element space S h (j, l) is defined by
Denote by S 0 h (j, l) the subspace of S h (j, l) with vanishing boundary value on ∂Ω; i.e., S
is a subspace of the set of vector-valued polynomials of degree no more than r on T . For each v = {v 0 , v b } ∈ S h (j, l), the discrete weak gradient ∇ d v ∈ h of v on each element T is given by the following equation:
where n is the outward normal direction of ∂T . It is easy to see that this discrete weak gradient is well-defined.
To investigate the approximation properties of the discrete weak spaces S h (j, l) and h , we use three projections in this paper. The first two are local projections defined on each triangle T : one is
. The third projection Π h is assumed to exist and satisfy the following property: For q ∈ H(div, Ω) with mildly added regularity, Π h q ∈ H(div, Ω) such that Π h q ∈ V (T, r) on each T ∈ T h , and
It is easy to see the following two useful identities:
The discrete weak spaces S h (j, l) and h need to possess some good approximation properties in order to provide an acceptable finite element scheme. In [7] , the following two criteria were given as a general guideline for their construction:
, where 0 ≤ m ≤ j + 1, the discrete weak gradient of the L 2 projection Q h u of u in the discrete weak space S h (j, l) provides a good approximation of ∇u; i.e., ∇ d (Q h u) − ∇u ≤ Ch m u m+1 holds true.
Examples of S h (j, l) and h satisfying the conditions P1 and P2 can be found in [7] . For example, with V (T, r = j + 1) = [P j (T )] 2 +P j (T )x being the usual Raviart-Thomas element [8] of order j, one may take equal-order elements of order j for S h (j, l) in the interior and the boundary of each element T . The key of using the Raviart-Thomas element for V (T, r) is to ensure the condition P1. The condition P2 was satisfied by the commutative property (4) which has been established in [7] . It was shown later in [9, 10] that the condition P1 can be circumvented by a suitable stabilization term. Consequently, the selection of V (T, r) and S h (j, l) becomes very flexible and robust in practical computation. It even allows the use of finite elements of arbitrary shape.
The main idea of the weak Galerkin method is to use the discrete weak space S h (j, l) as testing and trial spaces and replace the classical gradient operator by the weak gradient operator ∇ d in (2) .
First, we pose the continuous time weak Galerkin finite element method, based on the weak Galerkin operator (3) and weak formulation (2) , which is to find u h (t) = {u 0 (·, t), u b (·, t)}, belonging to S h (j, l) for t ≥ 0, satisfying u b = Q b g on ∂Ω, t > 0 and u h (0) = Q h ψ in Ω, and the following equation (6) (
which is assumed to be bounded and coercive, i.e., for constant α, β, γ > 0
and that
We now turn our attention to some discrete time Weak Galerkin procedures. We introduce a time step k and the time levels t = t n = nk, where n is a nonnegative integer, and denote by U n = U n h ∈ S h (j, l) the approximation of u(t n ) to be determined. The backward Euler Weak Galerkin method is defined by replacing the time derivative in (6) by a backward difference quotient, or, if∂U n = (U n − U n−1 )/k, 
Energy Conservation of Weak Galerkin
This section investigates the energy conservation property of the weak Galerkin finite element approximation u h . The increase in internal energy in a small spatial region of the material K, i.e., control volume, over the time period [t − ∆t, t + ∆t] is given by
Suppose that a body obeys the heat equation and, in addition, generates its own heat per unit volume at a rate given by a known function f varying in space and time, the change in internal energy in K is accounted for by the flux of heat across the boundaries together with the source energy. By Fourier's law, this is
where q = −a∇u is the flow rate of heat energy. The solution u of the problem (1) yields the following integral form of energy conservation:
where the Green's formula was used. We claim that the numerical approximation from the weak Galerkin finitel element method for (1) retains the energy conservation property (8) .
In (6), we chose a test function v = {v 0 , v b = 0} so that v 0 = 1 on K and v 0 = 0 elsewhere. After integrating over the time period, we have
Using the definition of operator Q h and of the weak gradient ∇ d in (3), we arrive at
Then by substituting in (9), we have the energy conservation property
which provides a numerical flux given by
The numerical flux q h · n is continuous across the edge of each element T , which can be verified by a selection of the test function v = {v 0 , v b } so that v 0 ≡ 0 and v b arbitrary.
Error Analysis
In this section, we derive some error estimates for both continuous and discrete time weak Galerkin finite element methods. The difference between the weak Galerkin finite element approximation u h and the L 2 projection Q h u of the exact solution u is measured. We first state a result concerning an approximation property as follows.
Lemma 4.1. For u ∈ H 1+r (Ω) with r > 0, we have
Using the triangle inequality, the definition of Π h and the second condition P2 on the discrete weak space S h (j, l), we have
Continuous Time Weak Galerkin Finite Element Method.
Our aim is to prove the following estimate for the error for the semidiscrete solution.
Theorem 4.1. Let u ∈ H 1+r (Ω) and u h be the solutions of (1) and (6), respectively. Denote by e := u h − Q h u the difference between the weak Galerkin approximation and the L 2 projection of the exact solution u. Then there exists a constant C such that
1+r ds,
Since the numerical solution also satisfies the heat equation, we have
Combining the above two equations we obtain (10) (
which shall be called the error equation for the WG for the heat equation. Let e = u h − Q h u be the error. Use v = e in the error equation, we obtain (e t , e) + a(e, e) = (
By Cauchy-Schwarz inequality and the coercivity of the bilinear form, we have
It follows that
and hence, after integration,
Then by Lemma 4.1, we have the assertion. In order to estimate ∇ d e, we use the error equation with v = (u h − Q h u) t = e t . We obtain (e t , e t ) + a(e, e t ) = (
By the Cauchy-Schwarz inequality, this shows that
i.e.,
Thus, integrating with respect to t and together with the coercivity and boundedness yields
By adding (α + γ/2)/α = 1 + γ 2α times inequality (11) to the above inequality, we arrive at
Next, we use the Cauchy-Schwarz inequality to obtain
Then by Lemma 4.1, the proof is completed.
Discrete Time Weak Galerkin Finite Element Method.
We begin with the following lemma which provides a Poincaré-type inequality with the weak gradient operator.
Proof. Letφ 0 be a piecewise constant function with the cell average of φ on each element T . Let φ I ∈ H 1 0 (Ω) be a continuous piecewise polynomial with vanishing boundary value lifted from φ as follows. Let G j (T ) be the set of all Lagrangian nodal points for P j+1 (T ). At all internal Lagrangian nodal points x i ∈ G j (T ), we set φ I (x i ) =φ 0 . At boundary Lagrangian points x i ∈ G j (T ) ∩ ∂T , we let φ I (x i ) be the trace ofφ 0 from either side of the boundary. At global Lagrangian points x i ∈ ∂T ∩ ∂Ω, we set φ I (x i ) = 0. Let [[φ 0 ]] e denote the jump of φ 0 on the edge e; i.e., (12) [
By the classical Poincaré inequality for φ I , we have
where T (T ) denotes the set of all triangles in T having a nonempty intersect with T , including T itself, and ε(T ) denotes the set of all edges having a nonempty intersection with T . Note the elementary fact that
where x i and x k run through all the Lagrangian nodal points on T . By construction, φ I (x i ) is the cell average of φ 0 on either the element T or an adjacent element T * which shares with T a common edge or a vertex point. Thus, φ I (x i ) − φ I (x k ) is either zero or the difference of the cell average of φ 0 on two adjacent elements T and T * . For the later case, assume that x e is a point shared by T and T * . It is not hard to see that
Thus, we have
Substituting the above estimate into (15) yields
By combining (13) with (14) and (16) we obtain
where (12) has been applied to estimate the jump of φ 0 on each edge. Next, we want to bound the two terms on the right hand side of (17) by ∇ d φ . Let us recall that the weak gradient ∇ d φ is defined by
and by using integration by parts, we have
In order to bound ∇φ 0 and [[φ 0 ]] e by ∇ d φ , we let q in (18) satisfy the following
where by Lemma 5.1 in [12] , q and φ have the norm equivalence of
∂T . Using (18) and (19), we have
then together with (17), we have the assertion.
With the results established in Lemma 4.2, we are ready to derive an error estimate for the discrete time weak Galerkin approximation u h as the following theorem. Theorem 4.2. Let u ∈ H 1+r (Ω) and U n be the solutions of (1) and (7), respectively. Denote by e n := U n − Q h u(t n ) the difference between the backward Euler weak Galerkin approximation and the L 2 projection of the exact solution u. Then there exists a constant C such that
and
where u 1+r = max j=1,··· ,n { u(t j ) 1+r } and u t 1+r = max j=1,··· ,n
Proof. A calculation corresponding to the error equation (10) yields
Let w n 1 = u t (t n ) −∂u(t n ), and w n 2 = Π h (a∇u(t n )) − aQ h (∇u(t n )), and choosing v = e n in (20), we have (∂e n , e n ) + a(e n , e n ) = (w
By coercivity of the bilinear form and Cauchy-Schwarz inequality, we obtain
By the Poincaré inequality of Lemma 4.2, we have
Then by triangle inequality, it follows 1 2 e n 2 + αk 2
so that
and, by repeated application,
We write
Substitute (23) into (21) and together with Lemma 4.1, we have the error estimate for e n . In order to show an estimate for ∇ d e n we may choose instead v =∂e n in error equation (21) to obtain the following identity
The second term on the right hand side can be written as
Then the error equation becomes
By triangle inequality, we have
and, after cancelation and by repeated application,
followed by triangle inequality and boundness and coercivity of the bilinear form. By the similar process as in (23) and Lemma 4.1, we have
Then by substituting (23), (21) and the above inequality into (24), we have the error estimate for ∇ d e n as the following
which completes the proof.
Optimal Order of Error Estimation in L 2 .
To get an optimal order of error estimate in L 2 , the idea, similar to Wheeler's projection as in [13] and [1] , is used where an elliptic projection E h onto the discrete weak space S h (j, l) is defined as the following: Find E h v ∈ S h (j, l) such that E h v is the L 2 projection of the trace of v on the boundary ∂Ω and
. In view of the weak formulation of the elliptic problem,
this definition may be expressed by saying that E h v is the weak Galerkin finite element approximation of the solution of the corresponding elliptic problem with exact solution v. By the error estimate results in [7] , we have the following error estimate for E h v.
Lemma 4.3. Assume that problem (26) has the H 1+s regularity (s ∈ (0, 1]). Let v ∈ H 1+r be the exact solution of (26), and E h v be a weak Galerkin approximation of v defined in (25). Let Q h v = {Q 0 v, Q b v} be the L 2 projection of v in the corresponding finite element space. Then there exists a constant C such that
Throughout this section the error in the parabolic problem (1) is written as a sum of two terms,
which will be bounded separately. Notice that the second term is the error in an elliptic problem and then can be handled by applying the results in Lemma 4.3. Then our main goal here is to bound the first term θ. Following the above strategy, the error estimate for continuous time weak Galerkin finite element method in L 2 and H 1 are provided in the next two theorems. Theorem 4.3. Under the assumption of Theorem 4.1 and the assumption that the corresponding elliptic problem has the H 1+s regularity (s ∈ (0, 1]), there exists a constant C such that
Proof. We write the error according to (29) and obtain the error bound for ρ easily by Lemma 4.3 as the following
In order to estimate θ, we note that by our definitions
, t > 0, where we have used the fact that the operator E h commutes with time differentiation. Since θ ∈ S 0 h (j, l), we may choose χ = θ in (31) and obtain (θ t , θ) + a(θ, θ) = −(ρ t , θ), t > 0.
and hence
Using Lemma 4.3, we find
and since
the desired bound for θ(t) now follows. (1) is independent of time t, there exists a constant C such that
Proof. As in the proof of Theorem 4.3, we write the error in the form (29). Here by Lemma 4.3,
In order to estimate ∇ d θ, we may choose χ = θ t in the equation (31) for θ. We obtain (θ t , θ t ) + a(θ, θ t ) = −(ρ t , θ t ).
Since the coefficient matrix a in the bilinear form a(·, ·) is independent of time t, we have
Then by integrating with respect to time t and using the coercivity and boundedness of the bilinear form, we obtain
Hence, in view of Lemma 4.3 and (33), we have
Next, we derive an error estimate for the backward Euler weak Galerkin method.
Theorem 4.5. Let u ∈ H 1+r (Ω) and U n be the solutions of (1) and (7), respectively. And let Q h u be the L 2 projection of the exact solution u. Then there exists a constant C such that
Theorem 4.6. Under the assumption of Theorem 4.5, and the assumption that the coefficient matrix a is independent of time t, there exists a constant C such that
Proof. It is sufficient to estimate ∇ d θ n . To this end, we choose χ =∂θ n in (35), and it is easily seen that
By repeating the application, we have
As in (36), we obtain k w
Together with (23), (33) and (34), we have the assertion.
Numerical Experiments
In section 2, we mentioned that the discrete weak space S h (j, l) and h in the weak Galerkin method need to satisfy two conditions. In [7] , the authors proposed several possible combinations of S h (j, l) and h . Through out this section we use a uniform triangular mesh T h , the discrete weak space S h (0, 0), i.e., space consisting of piecewise constants on the triangles and edges respectively, and h with V (T, 1) to be the lowest order Raviart-Thomas element RT 0 (T ) in the weak Galerkin method, which were used in [14] for the numerical studies of the weak Galerkin method for secondorder elliptic problems. We also adopt the various norms used in [14] to present the numerical results of the error e h between the L 2 projection Q h u of the exact solution and the numerical solution u h . Example 1. As the first example, we consider the following heat equation in Ω = (0, 1) × (0, 1),
where a = 1 0 0 1 and f , g and ψ are determined by setting the exact solution u = sin(2π(t 2 + 1) + π/2) sin(2πx + π/2) sin(2πy + π/2).
For this inhomogeneous Dirichlet boundary condition, with a uniform triangular mesh T h , we chose the approximation space
for all T ∈ T h , v b ∈ P 0 (e) for all T ∈ T h and e ⊂ ∂T / ∈ ∂Ω, v b = g h for all T ∈ T h and ∂T ∈ ∂Ω    where g h is the L 2 projection of g in the piecewise constant finite element space on the boundary ∂Ω. In the test, k = h and k = h 2 are used to check the order of convergency with respect to time step size k and mesh size h respectively, since the convergence rate of the error is dominated by that of the time step size k when k = h, and the convergence rate of the error is dominated by that of the mesh size h when k = h 2 . The results are shown in Table 1 and Table 2 . Since the exact solution is smooth, we observe the optimal convergence rates in both L 2 and weak Galerkin H 1 norms for the Dirichlet boundary data type initial boundary value problem, which is consistent with the theoretical results shown in section 4 and 5. Next, we consider this heat problem with a mixed boundary condition
where ∂Ω 1 ∩ ∂Ω 2 = ∅, and ∂Ω 1 ∪ ∂Ω 2 = ∂Ω. The exact solution is set to be u = sin(2π(t 2 + 1) + π/2) sin(πy)e −x , where ∂Ω 2 is the boundary segment x = 1 and ∂Ω 1 is the union of all other boundary segments. For the mixed boundary data type of initial boundary value problem, we also achieved the optimal convergence rates of the error in all norms as shown in Table 3 and Table 4 .
Example 2. For the second example, we consider the parabolic problem (37) of full tensor
with Dirichlet boundary condition and coefficient matrix a = x 2 + y 2 + 1 xy xy x 2 + y 2 + 1 , which is symmetric and positive definite, and f , g and ψ are determined by setting the exact solution u = sin(2π(t 2 + 1) + π/2) sin(2πx + π/2) sin(2πy + π/2). The results are shown in Table 5 and Table  6 , which confirm the theoretical rates of convergence in L 2 . For the discrete H 1 norm, the numerical convergence is of order O(h 2 ) which is one order higher than the theoretical prediction. We believe that this suggests a superconvergence between the weak Galerkin finite element approximation and the L 2 projection of the exact solution. Interested readers are encouraged to conduct a study on the superconvergence phenomena. 
