or the relations between the incremental forces and incremental displacements7) (or positions) with or without2)-3) the separation of rigid body displacements. The most popular among them seems to be the updated Lagrangian formulation with the separation of rigid body displacements in terms of the incremental forces and displacements.
Nonlinear discrete equations of structural systems can be solved numerically by the simple load incremental method without iteration's or the iterative procedures such as the Newton-Raphson method1)-6) and the method of successive substitutions'x'. The simple load incremental method is the easiest for mathematical manipulation, but may result in the accumulative errors in computation. The Newton-Raphson method produces second-order convergenc7) when the tangent stiffness matrix is nonsingular, The direct solution of the governing equations by successive substitutions is simple in the iterative procedure. However, one of the drawbacks of the method of successive substitutions is that, unlike the Newton-Raphson method, the existence of convergence region is not guaranteed in the neighborhood of the solution and that it produces first-order convergence, even when the solution converges.
Singular points of equilibrium such as bifurcation points can be analysed using the methods of eigen values11) perturbationsT L') or initial imperfections0). The perturbation method is most useful in the theoretical investigation of the behavior near bifurcation points, however, few numerical solutions have been tried only for simple problems since tedius and cumbersome computations are inevitable. The method of initial imperfections appears physically tractable and has been used for the analysis of simple structural systems7)10) But solutions are found only in a heuristic sense, and no versatile procedure has been established in assuming the configurations of initial imperfections that will trace the most critical equilibrium path.
The use of eigen values may be most advantageous and versatile to determine bifurcation points and to trace the equilibrium paths branching out from the points, however, few studies have been made so far14) 15) This paper presents a total Lagrangian nonlinear formulation of elastic trusses, in which the governing stiffness equations are described as the relations between the overall forces and positions. With this selection of spatial positions as basic unknowns, the specification of the initial configuration becomes unnecessary and the separation of rigid body motion is automatically attained by an appropriate selection of local coordinates. The stiffness equations are solved numerically by the method of successive substitutions. This iterative procedure helped by the nature of the stiffness matrix obtained in this study is proved to be the same as the Newton-Raphson method.
STIFFNESS EQUATIONS OF TRUSSES
Consider a structural member pq with the initial undeformed length l subject to axial force only. Fig. 1 shows the member in equilibrium in a displaced state, for which the initial position of the member is of no importance.
Superscripts p and q denote quantities at the ends p and q of the member, respectively.
Three rectangular Cartesian coordinates (x,, x2, x3), (x;, xi, x3) and (xi, xzt x3) defined at the displaced state with the orthogonal base vectors { i {{1, i2 i3{, {i {={i; i z i 3 { and { i i { { i; i? i 3 {, respectively, are introduced to describe a point in space.
The bracket {{ indicates a column matrix. The base vector {i1 { is the reference frame fixed in space, whereas ii) is the reference frame with i; selected along the member from p to q at the displaced equilibrium state and hence {i { are generally unknown base vectors. The base vector {i { is the reference frame selected to satisfy the condition ti tL
(1) in which superscript t indicates transpose of a matrix.
Noting the direction cosine between ii and ii is expressed, in view of Eq. (6b), by (x'-f )/ 1, the equilibrium
in which
The matrix K is decomposed to the sum of the matrix K' corresponding to small displacement theory and the remaining part KZ as 
In view of Eqs. (5) and (10), K can also be written as
Noting x;9-xi"= l and -gyp= 9-x3p=Q, the selection of i 1 equal to; is results in 
3s in which F and x are quantities similar to F and;z but defined in reference frame of ii. The coordinate transformation matrix T relating x and F defined in the reference frame of ii with x and F, respectively, by
is given by T=( LLiiJ v Gci)-n C r 1 (19) in which It is noted that, when } ii } is selected to be equal to }i; }, the stiffness equation for finite displacement of trusses becomes equal to that for small displacement as obvious from Eqs. (29) and (30).
The stiffness equation for a whole truss is obtained by the standard superposition procedure by making use of the equilibrium of forces and continuity of position at each nodal point.
ITERATIVE PROCEDURE BY SUCCESSIVE SUBSTITUTIONS
The nonlinear stiffness equation of a truss has been expressed in the form of Eq. The v-th unit base vector (ii)" for the (v+i)-th iterative solution may, then, be chosen as
This procedure is performed on each component member of the whole truss. When solution converges, comparison of Eqs. (38) and (39) shows that the condition of Eq. (1) is automatically satisfied. With (it)' determined by Eq.
(39), the coordinate transformation vector < tn> y as defined by Eq. (24) is expressed by
The force and position vectors consisting of the nodal points of the whole truss are denoted henceforth by the same notations as for the member element.
To utilize the method of successive substitutions, Eq. (21) is solved for x as
and successive estimates of the solution are determined using
Unlike the Newton-Raphson method, the method of successive substitutions does not assure convergence, and only produces first-order convergence in general, even if the solution converges17. When the successive substitutions 5s F, NISIIINO, K, IKEUA, T, SAKUIZAI and A, HASEGAWA converge, t; also converges to i; and hence either of the expressions of Eqs. (25) and (29) Noting that y-th estimate < t;t (x" )> is nothing but < t;i (xv)> and that Eq. (28) Since the number of unknowns is larger by one than that of the equations, an additional condition must be introduced among variables x and f In structural analysis, it is common that nodal positions of structures are solved under the given force as expressed by
where C j1 is a constant for (j +1)-th solution. While, so-called position control or path length control'4 is also used in nonlinear structural analysis. In the former, one of the positions, for example x1, is given as
In the latter, a path length of equilibrium curve in n+1 dimensional space is given as
in which f and x are the known components of j-th solution on the equilibrium curve. The a, up to an are nondimensional arbitrary constants, while an+, is another arbitrary constant equating the dimension of f to that of x1.
It is noted that Eqs. (51) and (52) are the special cases of Eq. (53). From this, it is obvious that to retain all of the left side terms of Eq. (53) is not necessary and some of the terms may be discarded arbitarily by selecting a, being equal to zero. The magnitude of at may be selected on trial basis for a faster convergence. With no information available for appropriate magnitudes, unity or zero may be assigned for a, up to an, while the magnitude of an+, may be selected such that the order of an+, f -. f becomes equal to that of the largest element of x1-x ( at the range where linear small displacement theory holds.
Since Eq. (53) is nonlinear, it may be linearlized for the purpose of iteration. Expanding in Taylor series about the y-th estimates, xi and fv, and retaining only linear terms, Eq. (53) becomes
With the specification of one additional condition, the n+1 unknowns x and f may be solved by iteration.
Combining Eq. (54) with Eq. (J0), successive estimates of the solution are determined by 
When k =Q where Ai may be multiple roots, a solution of Eq. (60) exists only when e0f =0 and/or f=0.
When eif #0, Qf has to be equal to zero. The loading is then stationary at this equilibrium point x with respect to the variation of x and hence it is the maximum, the minimum or an inflexion point. As has been discussed earier, it is seen in Fig. 3 that the straight line of Eq. (68) g(x,)=(b2/x;)(-1+ l/a/x;+ b2) (73) Fig, 4 shows the relation between x1 and g(x1) as given by Eq. (73). The figure indicates that the solutions diverge in the region of unstable equilibrium between points B and C and converges in the remaining region. 
NUMERICAL EXAMPLE OF A RETICULATED TRUSS
A reticulated truss2). 10). 11). 15).19) as shown in Fig, 6 is analysed as a numerical example with multi-degrees of freedom system. The solution is obtained by prescribing the path length of equilibrium using the stiffness matrix of Eq.
(25b). The results are plotted in Fig, 7 as indicated by triangles. There was difference between the solutions employing Eqs. (5) and (74), but, as can be seen in the figure, it was insignificant within the range of loaing and Table 1 Vertical loading pattern. Fig, 6 A reticulated truss (unit in cm). In order to demonstrate the numerical computation to find bifurcation points and bifurcated equilibrium paths, the reticulated truss is analysed for loading pattern (b) of Table 114 15). The main equilibrium path starting from the initial configuration with symmetrical displacements is shown in Fig. 8 with the vertical position x3 of node a in the abscissa and the force intensity f in the ordinate. The eigen value analysis is performed to check the presence of possible singular points simultaneously with the determination of a point on the main equilibrium path. The singular points thus obtained are marked in the figure by symbols (a), (V) and (LI) which indicate bifurcation points with a single root and multiple roots of zero, and stationary points, respectively. Fig, 9 shows the self-evident equilibrium configurations for f==0. These configurations correspond to points Q, R, S and P in Fig. 8 . It may be worth to mention that this rather complex equilibrium path has been obtained by a single job of computation, detecting all the singular points.
The first portion of the equilibrium path of Fig. 8 is enlarged and depicted in Fig. 10 . Aslo shown in Fig. 10 by dotted lines are the changes of the magnitude of each eigenvalue with the change of equilibrium configuration, where
Ai is the i-th smallest eigen value. Single dotted line for AZ, A, and that for A0, A5 show that both of them are Since points A, B and C are not the stationary points, Eq. (64) can also be used for the estimation of an increment. With this increment including the particular solution, however, the iterative solution showed a tendency to converge on a solution on the main equilibrium path, rather than on the bifurcated paths. The force increment at the bifurcation points in the direction of bifurcated paths are nearly equal to zero at A and C, whereas that is not so at B. This shows that the bifurcated paths at A and C are stationary at the bifurcation points, whereas those at B are not. These two types of bifurcated equilibrium paths are called as symmetric and asymmetric bifurcations, respecitively'4 Because of this, it is obvious that a better initial value for a solution on the bifurcated paths can be estimated at A and C by the homogeneous solution, but the particular solution represents the increment on the main equilibrium path.
The tangential vectors at each singuar points A through D are determined by the vector from the bifurcation point to a nearby point on the bifurcated equilibrium path, and their i3-components are given in Table 3. Comparing   Tables 2 and 3 differ from each other in the 22-dimensional space of (f, x). Hosono'4) has also computed the equilibriumpath bifurcated from the points A, B and C, but part of them. Table 3 Tangents of equilibrium paths at points A. B, C and D. After the main paths of the bifurcated paths from the original main path 0) are traced, similar analysis can be performed again to trace the bifurcated paths, that is, the third and further generations of the equilibrium curves from the bifurcation points on the second generation of the equilibrium curves as shown in Fig. 12 . An example of this third generation curves is shown in Fig. 13 which depicts all the bifurcated paths within the range of -1 <x3Q<l. 4. It has been proved that the finite displacement problem of trusses can be solved not only by the stiffness equation
for finite displacement, but also by that for small displacement, when local coordinate j; is selected in the direction parallel to the displaced member axis and when an iterative process converges.
The stiffness matrix of this total Lagrangian formulation becomes equal to the tangential stiffness of the system, when the local coordinate j is selected along the displaced member axis. The iterative procedure by the method of successive substitutions is presented to solve the stiffness equation developed in this study and its convergence is discussed.
Since the stiffness matrix of this study converges to the tangential stiffness of the system, the simple and most primitive successive substitution procedure becomes equal to the Newton-Raphson iteration, resulting in second order convergence for initial values sufficiently close to a solution.
The stiffness matrix is presented in two different forms. One is the customary form, Eq. (25'a), as the sum of the stiffness matrix for small displacement and geometric matrix. The other is presented in slightly different way by Eq. (25b). Though the latter form is not reported in any literature, it seems to be preferable by the reason that the quantities irrelevant to the final results are not included in the latter but included in the former as has been discussed before.
It seems essential to perform eigen value analysis for the finite displacement solutions of a complex structure.
Path length control is effective to trace the main equilibrium path, however, the detection of bifurcation points is possible only with the help of eigen value analysis. Further, it may be a difficult task to locate a solution on bifurcated paths if information on eigen vectors at the bifurcation points is not available. 
