Abstract This study presents a method to incorporate uncertainty of climate variables in climate change impact assessments, where the uncertainty being considered refers to the divergence of general circulation model (GCM) projections. The framework assesses how much bias occurs when the uncertainties of climate variables are ignored. The proposed method is based on the second-order expansion of Taylor series, called second-order approximation (SOA). SOA addresses the bias which occurs by assuming the expected value of a function is equal to the function of the expected value of the predictors. This assumption is not valid for nonlinear systems, such as in the case of the relationship of climate variables to streamflow. To investigate the value of SOA in the climate change context, statistical downscaling models for monthly streamflow were set up for six hydrologic reference stations in Australia which cover contrasting hydro-climate regions. It is shown that in all locations SOA makes the largest difference for low flows and changes the overall mean flow by 1-3%. Another advantage of the SOA approach is that the individual contribution of each climate variable to the total difference can be estimated. It is found that geopotential height and specific humidity cause more bias than wind speeds in the downscaling models considered here.
changes in the climate system as well as the uncertainty associated with these projections. Uncertainty is defined as the divergence of general circulation model (GCM) projections of climate variables (Eghdamirad et al. 2016; Tebaldi and Knutti 2007; Woldemeskel et al. 2012 ). Methods to analyse the uncertainty in climate projections are reasonably common (Hawkins and Sutton 2009; Hawkins and Sutton 2011; Knutti et al. 2008; Knutti et al. 2010; Tebaldi and Knutti 2007) , but there has been limited work in how to incorporate estimates of climate uncertainty into climate change impact.
The coarse resolution of GCMs does not allow GCM projections to be used for climate change impact assessment at local scales. Therefore, outputs of GCMs need to be transformed to a finer scale. This is achieved using either regional climate models (RCMs) or statistical downscaling models (Fowler et al. 2007) . Generally, only a limited subset of GCMs is used for downscaling. Such a reduced subset can mean that the true uncertainty of the downscaled impacts is underestimated. This study investigates how full range of GCM projections can be incorporated in the process of statistical downscaling.
Statistical downscaling studies have focused on the uncertainty created by the choice of downscaling method or the impact model (Fowler et al. 2007; Mehrotra et al. 2014; Raje and Mujumdar 2011) but have rarely considered the uncertainty in the climate variables themselves. In addition to not understanding the uncertainty in the downscaled impacts, a problem of even more importance is the potential bias in the projections that can result from neglecting uncertainty due to the nonlinear nature of the systems being modelled.
The main issue that has prevented climate variable uncertainty being explicitly considered is one of the resource constraints. Due to the computational costs involved, downscaling studies rarely use every available climate model and instead use one or a select subset of models to perform the climate change assessment. To overcome this problem and address the potential biases in downscaled outputs, in this research, the use of second-order approximation (SOA) is proposed as a framework for incorporating climate variable uncertainty into statistical downscaling. SOA is based on the Taylor series expansion for uncertainty analysis (Benjamin and Cornell 1970) . SOA characterizes uncertainty by evaluating the first moment (mean) and second moment (variance) of a model output by using the mean and variance of the input random variables (Haan 2002) . While the alternative traditionally used is the first-order approximation (FOA) of the Taylor Series, use of SOA provides more accurate estimates of the model mean than FOA especially when nonlinear systems are being modelled and uncertainty exists (Haan 2002) .
Taylor series expansions have been widely used for uncertainty analysis in water engineering. Dettinger and Wilson (1981) developed a framework to apply Taylor series expansion for uncertainty analysis of groundwater, and this has been expanded in a number of other groundwater studies (Bobba et al. 1996; Ferrante et al. 2002; Ferrante and Yeh 1999; Glasgow et al. 2003; Kuppusamy et al. 1987; Panda et al. 2008; Wang and Hsu 2009) . Taylor series expansion has been used for uncertainty analysis of water quality by Bobba et al. (1996) and Xue et al. (2010) . Xue et al. (2015) applied a higher order of Taylor series to investigate error propagation in geographic information systems (GIS). Alvisi and Franchini (2010) presented a framework to calibrate roughness of pipe by considering uncertainty through Taylor series expansion. Also, covariance of inputs was applied in the Taylor series expansion by Maskey and Guinot (2003) and Karamouz et al. (2011) to improve uncertainty analysis of flood prediction and floodplain variability. Previously mentioned studies have compared the accuracy of SOA with other computationally intensive methods of uncertainty analysis such as Monte Carlo simulations. It has been found in these studies that SOA can provide a computationally simple framework of uncertainty analysis.
To apply the SOA framework for statistical downscaling, it is clear that estimates of the uncertainty of the downscaling predictors are required. Recently, Woldemeskel et al. (2012) developed the square root error variance (SREV) which provides a time series of uncertainty of a climate variable from any GCM, while Woldemeskel et al. (2016) extended this to cover the CMIP5 archive. This uncertainty can be further decomposed into model uncertainty, scenario uncertainty, and ensemble uncertainty (Cox and Stephenson 2007; Hawkins 2011; Hawkins and Sutton 2009; Hawkins and Sutton 2011; Woldemeskel et al. 2016; Woldemeskel et al. 2012; Woldemeskel et al. 2014; Yip et al. 2011) . Eghdamirad et al. (2016) applied the SREV to consider uncertainty in upper air climate variables from GCMs which are the basis for most statistical downscaling studies. The current study uses the estimated SREV from Eghdamirad et al. (2016) as the measure of uncertainty to formulate the SOA-based estimate of the expected response.
The framework for using SOA to assess bias and uncertainty in downscaling is demonstrated here through an example of statistical downscaling of streamflow for six locations in Australia. SOA is used to incorporate the uncertainty of the predictors (independent variables) to establish the nonlinear bias in the downscaled streamflow (dependent variable). The remainder of the paper is organized as follows. The study area and data (streamflow, GCM climate variables, and their uncertainty) are presented in Sect. 2. Section 3 describes the methodology of applying SOA to statistical downscaling. Results and discussions are presented in Sect. 4 followed by conclusions in Sect. 5.
Data

Study area and streamflow data
In this research, SOA is used in the statistical downscaling of streamflow for six locations in Australia. Monthly streamflow data has been provided by the Australian Bureau of Meteorology (BOM). There are 222 hydrologic reference stations for which high-quality data is available to analyse trends and the long-term variability of streamflow across Australia (Zhang et al. 2014) . Six of these stations have been selected in this study, chosen to be representative of streamflow in the contrasting hydro-climate regions of Australia. These catchments are all unregulated with minimal land use changes (Zhang et al. 2014) . Detailed information about the stations is presented in Table 1 . The hydrologic data is available from http://www.bom.gov.au/water/hrs/feature.shtml.
Climate models and variables
For the downscaling model, simulations from the CSIRO Mk3.6.0 GCM have been used. Reanalysis data from the National Centers for Environmental Prediction-National Center for Atmospheric Research (NCEP/NCAR) is used to calibrate the statistical downscaling models. Four climate variables at pressure levels 500 and 850 hPa are selected as the predictors for the statistical downscaling model of monthly streamflow. These variables, which have been used in previous studies where the response variable was the same as our study (Ghosh and Mujumdar 2008; Sachindra et al. 2015; Sachindra et al. 2013) , are (1) geopotential height (zg), (2) specific humidity (hus), (3) eastward wind (ua), and (4) northward wind (va). The future projections from the downscaling model have been analysed for the period 2006-2100 and for the Representative Concentration Pathway (RCP) 2.6. It has been suggested that soil moisture may be useful in modelling streamflow (Alvarez-Garreton et al. 2014; Han et al. 2012; Sachindra et al. 2015; Sachindra et al. 2013; Sachindra et al. 2011) . However, there are concerns over the reliability of GCM simulations of soil moisture (Lauer et al. 2017) . Other predictors may also be useful, however, for clarity of the statistical downscaling demonstration in this study, only four climate variables at 500 and 850 hPa pressure levels have been used. To calculate SREV, a large set of climate models is required, including different RCPs and different initial condition ensembles. All GCMs from CMIP5 which contain simulations for three RCPs (RCP2.6, RCP4.5, and RCP8.5) for three ensembles are selected, including CCSM4, CESM1 (CAM5), CSIRO-MK3-6-0, CanESM2, HadGEM2-ES, IPSL-CM5A-LR, MIROC5, and MPI-ESM-LR. To compare the GCM outputs for the SREV calculations, all simulations are interpolated onto a common grid by using a bilinear interpolation (Nawaz and Adeloye 2006) . The NCEP/NCAR grid is used for the common grid.
Methodology
As described above, the aim of this study is to present a framework for incorporating climate variable uncertainty into a statistical downscaling model using SOA. This framework corrects for the error in the nonlinear downscaling model that is a result of neglecting input uncertainty. The process is illustrated in Fig. 1 , and more details are presented in the following sub-sections on the downscaling model, SOA, and the use of SREV to input uncertainty. Fig. 1 Comparison of standard downscaling approach with SOA framework. a SVM for downscaling streamflow (Q) by using predictors X = (X 1 , X 2 , ...). b SOA framework which includes the uncertainty of the predictors σ X ¼ σ X 1 ; σ X 2 ; ::: ð Þ
Statistical downscaling
To demonstrate the application of SOA in impact assessments, a sample statistical downscaling model is created using a Support Vector Machine (SVM). SVM is a machine learning method which is applicable for nonlinear regression (Vapnik 1998) . SVM has been shown to be useful in downscaling GCM outputs (Chen et al. 2012; Chen et al. 2010; Najafi et al. 2010; Nasseri et al. 2013; Raje and Mujumdar 2011; Tripathi et al. 2006 ) and specifically for downscaling streamflow (Ghosh and Mujumdar 2008; Joshi et al. 2013; Sachindra et al. 2013) . It is important to note that SOA could be applied with any nonlinear impact model, and the implementation here is chosen to maintain consistency with past research as well as to keep the presentation of the uncertainty framework easy to understand. Tuning a SVM is strongly dependent on choosing SVM parameters and kernel parameters (Cawley and Talbot 2007; Cawley and Talbot 2010) . Raje and Mujumdar (2011) discussed choice of kernel function, including linear, polynomial, sigmoid, splines, and radial basis function (RBF) in using SVM for statistical downscaling precipitation. Because Ghosh and Mujumdar (2008) found a RBF useful in their SVM model for statistically downscaling streamflow, a RBF has also been adopted here. In this study, the package 'e1071' in the 'R' computing platform (Meyer and Wien 2015) is used to perform a sample SVM regression for future projections of streamflow. To ensure that the regression is not overfitted, a 10-fold cross-validation was used in order to choose the best parameters for the model by tuning SVM for model selection (Gold and Sollich 2003) by a grid search method with the range of values epsilon = 0.01 to 1 and cost = 2 to 512. The best SVM performance is selected based on root mean square error (RMSE). The RMSE values and optimum SVM parameters can be different on each run of SVM, because the tuning method randomly shuffles the data. Variability in the different SVM simulations is most evident at low flows and has little impact on the highest flows. To address this point, once the best parameters for each run of SVM for each station are estimated, then, the same values for epsilon and cost are used to apply the SVM with GCM projections to estimate future streamflow.
A separate SVM model is created for each of the six hydrologic stations using monthly time scale data and using all months in the year in the model. In each location, the downscaling predictors are chosen from the GCM grid point that covers the catchment of interest. Two pressure levels are considered for each of the four predictors (namely 500 and 850 hPa), and the predictor variables from the pressure level with the higher correlation with observed streamflow are selected.
The SVM downscaling model is calibrated using normalized streamflow and normalized reanalysis data. The future GCM simulations need to be bias corrected prior to use in the SVM. Nested bias correction (NBC) is used to correct the future (2006-2100) simulations of the climate variables with the bias defined using the NCEP/NCAR reanalysis data. NBC addresses bias in the mean, variance, and lag-1 autocorrelation at the monthly and the annual time scale (Johnson and Sharma 2012; Johnson and Sharma 2015) . The bias-corrected simulations are normalized using the reanalysis for use in the trained SVM.
As previously described, the CSIRO-Mk3.6.0 GCM simulations for RCP2.6 and ensemble r1i1p1 are used to estimate future streamflow at each location for the period 2006-2100. The outputs of the normalized SVM model are finally rescaled by the mean and standard deviation of the observed streamflow.
Second-order approximation
The framework proposed here to improve the downscaling outputs is to use a Taylor series expansion around the inputs into the downscaling model, which, given the spatial and temporal scale associated with GCM or reanalysis data, represents an expected input with an associated measure of uncertainty. Consider f as a function of random, independent variables X = (X 1 , X 2 , . . .). Equation 1 shows the Taylor series expansion of function f about the expected value of X.
where X ¼ X 1 ; X 2 ; ::: À Á is the expected values of random variables and f (k) is the k th derivative of the function f(X). Considering the first order of Taylor series and neglecting the truncated error, then the FOA of the expected value of the function is shown in Eq. 2 where the expected value is defined as E X ½ ¼ X .
To estimate the SOA of the expected value, the second-order series expansion of the Taylor series (with neglected truncation error) is used as shown in Eq. 3.
Comparing Eq. 2 and Eq. 3 illustrates that the FOA estimation is accurate only for linear systems where the second derivative of the function is zero. In a nonlinear system, neglecting the truncated error of the Taylor series causes a bias in the approximation of the expected value. In the current application, X contains the four predictors used in the downscaling model (f). The expected value of f is the normalized streamflow (Y). The SOA method therefore requires the observed streamflow data, reanalysis simulations as per the SVM model, and the current and future simulations of the GCM, along with their associated uncertainties.
Incorporating SREV in SOA
As shown in Eq. 3, SOA requires the variance of the input vector X, σ 2 x . This is estimated using the SREV (Eghdamirad et al. 2016; Woldemeskel et al. 2016; Woldemeskel et al. 2012; Woldemeskel et al. 2014) . The SREV provides estimates of uncertainty for each month as a time series derived from the GCM simulation. This uncertainty is described using the standard deviation across the set of all model simulations. The key innovation of SREV is that the model simulations are grouped according to percentile rather than time (Woldemeskel et al. 2012) . Thus, for each time step in a GCM simulation, uncertainty is quantified by SREV by first ascertaining the percentile associated with that simulation and then computing the standard deviation across all models for the same percentile. Full details of the SREV calculations are provided in Woldemeskel et al. 2012 and Eghdamirad et al. (2016) with a summary of the important points below.
To calculate SREV, the GCM future simulations are regridded onto a common grid and are then rescaled to ensure that the magnitude of uncertainty can be compared across the different climate variables. Each variable is rescaled by its mean and variance from the simulations of the historical climate.
The SREV estimates are then used in Eq. 3 to modify the streamflow projections by incorporating the climate variable uncertainty in Eq. 4.
where E SOA (Y) is the expected value of the SOA estimate of the streamflow, SVM X À Á is the estimate of the streamflow without considering the uncertainty of predictors,
is the second derivative of the calibrated SVM model with respect to each of the individual predictor variables X i , and SREV 2 (X i ) is variance for each predictor. Because the SVM model was constructed using normalized predictors and streamflow, the final value of streamflow after the SOA modification, E SOA (Y), is rescaled by the mean and standard deviation of the observed streamflow.
Results and discussion
SVM performance
To evaluate the performance of SVM, monthly average streamflow modelled by SVM during the calibration period is compared with the observed streamflow for six hydrologic feature stations across Australia. As shown in Table 2 , the performance of SVM varies across the different hydrologic stations but the model generally provides a good representation of the This may occur because the large-scale climate variables do not fully represent the processes leading to extreme streamflow. As explained earlier, the downscaling here has been simplified to demonstrate the SOA framework and hence an exact match between the observations and model statistics is not expected. The simplifications in the statistical downscaling include using a reduced set of predictor variables without accounting for Markovian dependence from 1 month to the next, only using the grid location above each catchment and finally keeping the same predictors for each of the locations for consistency. In addition, Sachindra et al. (2013) showed that the performance of SVM could be improved by using surface climate variables such as soil moisture as predictors, deseasonalizing time series of predictors and predictand, tuning two different downscaling models separately for wet and dry seasons, and using a wider range of calibration to cover more extreme events. Further, the choice of the kernel function and the model optimisation and cross-validation methods may also affect the simulations. Each of these choices introduces some uncertainties into the study results, and it is expected that improved performance of the model could be achieved by addressing these points, but for the purposes of implementing SOA, the model has been deemed to be acceptable.
Impact of SOA on future projections
Using the calibrated SVM models for each location and the uncertainty of the input variables, SOA is applied using the SVM model. As explained in Eq. 4, if the input uncertainty is ignored, biases will result in the expected values of the SVM simulations. This process is illustrated in Fig. 2 where 1 year of simulations for station G8170002 is shown. The standardized input predictors to SVM are shown in panels a to d with the 90th percentile confidence limits on each predictor estimated using the SREV and assuming a normal distribution around the expected value of the standardized predictor. At this location, the largest uncertainty occurs in specific humidity during the summer and autumn (December to May) and this uncertainty leads to the differences between SVM and the SOA analyses in the same months. Uncertainty in the other predictors is reasonably small and constant through this analysis window, and thus, the SOA and SVM differences are small in the winter and spring. This window on the results highlights the potential errors that can result from neglecting uncertainty in input predictors in downscaling. The power of SOA is its ability to incorporate readily available information on this uncertainty into climate change impact assessments. The SOA-SVM differences for the future streamflow projections across the entire analysis period (2006-2100) and all six stations are summarized in Table 2 . The projected mean streamflow when using SOA differs from the SVM projections by 1-2%. However, as shown in Fig. 3 , the largest differences between the two methods are seen for low flows. At each time step, the deviation between the SVM and SOA projection has been calculated and Fig. 3 presents the median of these differences for each decile of the SVM projections. At low flows, the differences are above 10% at all locations, with small differences at higher flow rates.
The varying influence of SVM at the different locations is shown in the quantilequantile plots of the SVM and SOA projections of streamflow in Fig. 4 . The difference between the results in Fig. 4 and deciles in Fig. 3 is that the deciles were based on matching the time series of the SVM and SOA projections whereas the quantile-quantile plots do not match up the monthly time steps. These results again highlight the big differences that SOA makes at low flows. It is therefore expected that uncertainty in the climate variables will have more impact on drought projections than during wetter periods. Given that drought periods are critical for the design of water infrastructure, correctly estimating the future low flows is vital.
It is clear from Fig. 4 that there are strong differences in the uncertainty and resulting biases in projections at the six locations. The largest deviations between the SVM and SOA results are seen at stations G8170002 and 143303A. These stations are located in the tropics and sub-tropics respectively. There are strong seasonal cycles of rainfall and hence The SVM predictors of geopotential height (zg), specific humidity (hus), eastward wind (ua), and northward wind (va) with their 90th percentile confidence limits. e The projected streamflow using SVM and using SOA streamflow in both areas, with the wet season occurring in the austral summer and a relatively dry austral winter. At G8170002, geopotential height has its largest variability (high SREV) occurring in winter corresponding to the period of lower flows when the difference between the SVM and SOA estimates is the largest.
Attributing the contribution of individual predictors to total uncertainty
In the previous section, the differences that SOA makes to the streamflow projections were assessed. A further advantage of SOA is the ability to decompose the contributions of each predictor to the differences in the projections shown in Figs. 3 and 4 . When using SOA, the output is a combination of the uncertainty in the model formulation and the uncertainty of the input variables (Dettinger and Wilson 1981) . The first term of Eq. 4 represents the uncertainty of the downscaling process, and the second term is a weighted average of input variable uncertainty. Since the input variables are normalized, their contributions to the total SOA correction can be calculated using this second term of the SOA approximation by considering the model derivative separately for each of the climate variables. Table 3 compares the average of contribution of each predictor to the total difference between the SVM and SOA streamflow projections. Given that the second derivative in Eq. 4 can be either negative or positive, the absolute value of the contribution has been calculated for each predictor. As shown in Table 3 , geopotential height and specific humidity have larger contributions to the differences between SOA with SVM than wind speeds. For the two most southern stations (231213 and 305202), the geopotential height uncertainty contribution is much larger than at the other locations. For G8170002, the split between geopotential height and specific humidity is almost equal showing the importance of moisture availability in downscaling streamflow in the tropics. As shown in Eq. 4, the contribution of each predictor to the overall SOA-SVM difference depends both on the SREV and the second derivative of SVM about each of the predictors. Therefore, future work could further split the contributions shown in Table 3 into the climate variable uncertainty and the SVM model sensitivity (i.e. the model derivative) to each of the climate variables. 
Conclusions
Uncertainty of predictor variables is rarely considered in hydro-climatological modelling applications. It is shown that neglecting this uncertainty in a nonlinear system can lead to substantial biases in the projected quantity of interest. The SOA framework presented here is shown to be a simple and effective way of incorporating input uncertainty into a statistical downscaling model. Uncertainty in the predictors is defined using the SREV, which measures
(e) (f) Fig. 4 Quantile-quantile plots comparing SOA with SVM for six feature hydrologic stations the cross model variability in climate projections. Using an SVM downscaling model, future streamflow has been projected for six different locations in Australia. It was shown that considering input uncertainty leads to differences in the projections of low flows although there are changes across the full distribution of streamflow.
The difference of SVM with SOA can be disaggregated to quantify the contribution for each of the predictors to the total bias. In the current research, geopotential height and specific humidity contribute more to the overall difference of SVM with SOA than wind speeds.
Opportunities for extending this work include modifying the SOA framework to consider any dependence between the input predictors and their uncertainties. Seasonal models of the SREV and SVM also may shed light on the contributions of different variables to the overall uncertainty. Information from the disaggregation of the uncertainty to each predictor may be useful in selecting the best subset of predictors in a statistical downscaling model. Additionally, while the application here focusses on using climate model outputs and their associated uncertainty to improve derived predictions of streamflow, the SOA framework offers a much broader basis for understanding why alternate models of differing spatial resolutions deviate in their simulations. If an assumption can be made that coarser resolutions are associated with greater uncertainty in the input values associated with any computational unit in a model, and that the computational transfer function is nonlinear, a key reason behind deviations between a coarse and a higher resolution model could be the second-order bias term that results. Future work will investigate the magnitude of this term in climate modelling studies with the aim of improving the definition of a typical computational unit so as to include the second-order bias where input uncertainty is quantifiable.
As an uncertainty analysis approach, SOA has been shown in this study to correct the bias present in standard statistical downscaling approaches. The advantage of SOA is that it has significantly smaller computation requirements than Monte Carlo method (MCM) approaches even in statistical downscaling. Applied to dynamical downscaling, these computational savings would be even more significant. SOA could be used to incorporate the uncertainty of boundary conditions into the simulations. However, it would be substantially more complicated to apply SOA to dynamic downscaling. It should be noted that calculating the derivatives of the fundamental equations in the dynamic models would be an important challenge for use in dynamical downscaling applications. While numerical alternatives to this exist, using them will further increase computational time which is often a limiting factor with such modelling.
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