Object tracking is one of the important research topics in computer vision. Despite the great progress in this area, effectively and efficiently tracking object in videos still remains challenging especially in scenarios of rapid movement of objects, illumination changes, appearance of similar objects in the background. In this work, we propose an object tracking method by improving the state-of-the-art tracker MDNet based on channel attention, which can distinguish among similar objects by suppressing the background and highlighting the object. We integrate the channel attention module and group normalization into MDNet network. To validate the effectiveness of the proposed tracker, we compare it with a number of existing state-of-the-art trackers in terms of success rate and precision on OTB-100, OTB-50 and CVPR 2013 datasets. The test results have demonstrated the effectiveness and improvement of the proposed tracking algorithm.
I. INTRODUCTION
Object tracking has long been a challenging and hot research problem in computer vision, which has broad applications in areas of visual navigation, traffic monitoring, military guidance, astronomical observation and meteorological analysis. Object tracking estimates the motion state of the object, including the position, speed and acceleration in subsequent video frames given the information of the initial frame. To track the target in videos, the algorithm usually consists of two models, the appearance model and motion model. The appearance model can be further divided into two categories, generative model and discriminative model. The generative model maintains a target template by learning features online and search for the optimal image region that best matches the template. The corresponding region is the predicted position of the target. The discriminative model considers the tracking process as a binary classification problem which extracts the features from the target and background to train a classifier, which is used to separate the target from the image background of video frames. Many tracking algorithms have been developed to attack the problem, for example, classic tracking methods such as Mean shift [1] , [2] , correlation filtering [3] , [4] . In recently years, deep learning technologies The associate editor coordinating the review of this manuscript and approving it for publication was Ye Duan.
have achieved great success in computer vision tasks such as image classification [5] , segmentation [6] , cross-modal retrieval [7] . In object tracking, deep learning based methods are also widely used, such as DeepSRDCF [8] , CCOT [9] , ECO [10] , and Siames network [11] .
The typical object tracking algorithm consists of several modules [12] : motion model, feature extraction, observation model, and model updater, as shown in Fig. 1 . 1) Motion model: It generates a set of candidate regions or bounding boxes that locate the target based on the estimation of the previous frame. The motion model mainly establishes the relationship between the object motion states in the previous and subsequent frames in the entire video sequence, and predicts the target directly or indirectly in the candidate frames. 2) Feature extraction: It converts targets into easy-tohandle representations that affect the final performance of the tracker. Feature extraction methods include manual feature extraction [13] and automated feature extraction such as image processing and deep learning based methods [14] , [15] . 3) Observation model: The observation model makes a confidence judgment on the candidate area in the current frame, and calculates the probability that the candidate region is the target. 
4)
Model updater: The model updater determines the strategy and frequency of updating the observation model.
Object tracking can be difficult when the tracking target is occluded by other unrelated objects, moving strenuously or similar objects appear in the view. Tracking algorithms should be robust to these situations. Although there have been various methods trying to solve these problems from different perspectives, a large room still remains to improve. Attention mechanism has been widely used in computer vision tasks such as image classification and segmentation. Several such attempts have been made [16] - [18] to incorporate attention processing to improve the performance of CNNs in large scale image classification tasks [19] . In deep learning based object tracking, considerably less attention is paid to the attention mechanism across different feature channels. In order to decrease the interference from the background and highlight the object, channel-wise attention can be used to help distinguish the object from the background as channel attention focuses on "what" is meaningful given an image [19] . Tracker MDNet [20] is a six-layer model, in which the first five layers are pre-trained using a large number of video sequences to capture the sequence independent features and fine-tune the last a few layers during tracking to capture the sequence dependent information. This design and model update strategy achieves good balance between computational efficiency and tracking accuracy. Therefore, in this work, we propose to improve MDNet based on channel attention mechanism. Our work is motivated by the observation that the channel information of the image mainly conveys object identity information, which can be used to differentiate similar objects. In our work, we embed the channel attention module at the higher layers of MDNet network. We also use group normalization to alleviate the batch size problem caused by batch normalization during training and testing as the tracking network is trained offline using video sequences with ground truth data and fine-tuned online with test videos. We evaluate the proposed tracker on benchmark datasets of OTB-100, OTB-50, and CVPR-13. Extensive experiments with ablation studies demonstrate that the proposed method has achieved better tracking accuracy. In summary,the major contributions of our work are the followings. 1) We propose to use the channel attention mechanism to highlight the foreground target and weaken the background by paying different attentions to different channels. This way, similar objects can be better distinguished. 2) We apply the group normalization to reduce errors caused by the batch size in batch normalization. 3) We implement the proposed method based on MDNet and evaluate it extensively on three benchmark datasets. We show that channel attention mechanism performs well against the state-of-the-art methods in terms of tracking accuracy, especially in scenarios where similar objects appear in the view.
The rest of the paper is organized as follows. Section II presents the related work of attention mechanism and group normalization. In Section III, we describe the channel attention mechanism and group normalization. Section IV presents the experimental results on three benchmark datasets. Section V concludes the paper.
II. RELATED WORK
Visual tracking has been an active research area for a long time. Deep learning technologies, especially deep convolutional neural networks have greatly advanced the accuracy and effectiveness of object tracking due to the strong capabilities of rich feature representation [20] . Recent researches have mainly advanced in three directions: increasing the depth of the network, expanding the width of the network, and the cardinality [19] . Various deep learning trackers have been proposed to attack the core problem in tracking, which is how to detect and locate the object accurately and efficiently in challenging scenarios with occlusions, out-of-view, deformation, background cluttering, existence of similar objects and other variations. In DeepSRDCF [8] , the authors propose to use features from the convolutional layers of a CNN for object tracking. In CCOT [9] , Martin et al. goes beyond the conventional DCF (Discriminative Correlation Filters) and employs an implicit interpolation model to pose the learning in the continuous spatial domain and proposes a continuous convolutional operator. Siamese networks, which learn similarity functions to match candidate frame against template image [21] , [22] , have drawn great attention in visual tracking community because of the favorable performance and end-to-end trainability. Luca Bertinetto from Oxford University put forward a basic tracking framework: SiamFC [21] , [23] , [24] , which trains the model offline to learn the similarity to the initial frame using available training dataset and detects the target online by siamese convolution.
An important characteristic of the human visual system is that it does not attempt to process the entire scene at once. Instead, humans use a series of local glimpses and selectively focus on salient parts to better identify the visual environment. Attention allows humans to sift out valuable part from a large amount of information. Similarly, in computer vision, attention mechanism has been widely used to make the algorithm to focus on the informative and important part of the image. Many work have been carried out on how to design deep neural networks equipped with attention mechanism. According to the attention domain, the attention methods roughly fall into three categories, spatial domain, channel domain, and mixed domain [25] . In the work of [26] , a spatial attention deep network combineed with partial PSO (Particle Swarm Optimization) is proposed. In work of squeeze-andexcitation network [17] , the squeeze step uses global average pooling to convert the feature map of size H × W × C into a vector of 1 × 1 × C such that the network can see the channels with different weights, where H , W , C are the height, width and number of channels of the feature map, respectively. Wang et al. utilize attention mechanism in a residual attention network that consists of bottom-up topdown feedforward structure to perform the image classification task [16] . In Cbam [19] , the method combines the spatial and channel attention to take the both advantages.
III. METHOD A. CHANNEL ATTENTION MODULE DESIGN
In this section, we present the design of the proposed channel attention module. This is a simple and effective attention module for feed forward convolutional neural networks. Our module is based on channel attention, which is more suitable for object tracking as spatial attention require much more computation. Channel attention uses channel-to-channel relationships to generate channel attention maps. To efficiently calculate the channel attention, we compress the spatial dimensions of the input feature map. In order to learn spatial information, average pooling has been widely used so far. In addition to previous work, we think that max pooling collects another important clues about object characteristics to infer more elaborate channel attention. Therefore, we use both average pooling and maximum pooling features. Because the number of layers of this network is relatively small, channel attention only applies to high-level semantics at higher layers of the tracking model. The channel block attention module is a lightweight universal module so that it can be seamlessly integrated into any CNN architecture and the calculation and parameter overhead is negligibly small as we only add one channel attention layer to the orignal MDNet model. In addition, the final model can be trained end-to-end. Fig. 2 shows the network structure of the channel attention module. The FIGURE 2. Channel attention module. As illustrated, the input feature map is passed through max-pooling and average-pooling in parallel. A following shared network which is a multi-layer perceptron network is used before the information being merged. Shared network is critical as it can reduce the number of parameters and the computation. input feature map on the left is input to the maximum pooling and the average pooling in parallel. After passing through the shared network, the data is extended to the dimension of the feature map and finally merged. The shared block contains two fully connected layers and corresponding activation layers. Activation layer 1 is a ReLU function and activation layer 2 is a sigmoid function. Table 1 shows the parameters of the module layers. Given an intermediate feature map F ∈ R C×H ×W as an input, the channel attention module calculates the sum of the one-dimensional channel attention map M c ∈ R C×1×1 .
where represents element-wise multiplication to expand the corresponding attention value, i.e. broadcasting channel attention values along the channel dimension. F * is the final output. We first use the average pooling and maximum pooling operations to aggregate the spatial information of the feature map to generate two different spatial context descriptors; then forward the two descriptors to the shared network to generate channel attention map M c ∈ R C×1×1 . A shared network consists of a multi-layer perceptron (MLP), whose dimensions are determined by the channels of input features. To reduce parameter overhead, the hidden activation layer size is set to R C/r×1×1 , where r is the reduction ratio, which is set to 16 in our implementation. After applying the shared network to each descriptor, we use element-wise summation to merge the output feature vectors. In summary, channel attention is calculated as:
where σ is the sigmoid function, W 0 ∈ R C/r×C and W 1 ∈ R C×C/r . Note that the two inputs share the weight of the MLP, namely W 0 ∈ R C/r×C and W 1 ∈ R C×C/r and the activation function follows W 0 immediately.
B. GROUP NORMALIZATION
In the process of training and testing, we notice the significant differences between training and testing during tracking. Group-normalized network structure is applied to reduce the bias caused by the inconsistent data volume during training and verification [27] . Unlike batch normalization [28] which performs more global normalization along the batch dimension, group normalization divides the channels into groups and is easy to implement. A series of normalization includes BN(batch normalization), LN (layer normalization) [29] , and IN (instance normalization) [30] and GN (group normalization) [27] :
Here x represents the feature from a layer and i is the index. For example, for the case of two-dimensional images, i = (i N , i C , i H , i W ) is a 4D vector indexing the features in (N , C, H , W ) order, where N is the axis of the batch, C is the dimension of the channel, H and W are the height and width dimensions of the space. The u and σ in the above formula is the mean and standard deviation calculated by:
where ε is a small constant, S i is a set of pixels to compute the mean and standard deviation, and m is the size of this set. The difference between different normalization methods lies in the definition of S i . The layer normalization set is defined as S i = {k|k N = i N }, which means that LN computes u and σ along the (C, H , W ) axes for each sample. In IN, this set is defined as 
Here G is the number of groups to be grouped, and is set to 32 as a hyperparameter by default. C/G is the number of channels in each group, GN is the operation between LN and IN, and the mean and variance are calculated along (C/G, W , H ). 
C. TRACKING PROCESS 1) MAIN MODEL
We modify the network of MDNet [20] by integrating channel attention process and group normalization. Fig. 3 shows the main model structure. Table 2 shows the network architecture. The first three layers are clipped from a pre-trained VGG model [31] . Each layer starts with a convolution layer, followed by the activation layer with the ReLU function. The first and second layers are then followed by group normalization and maximum pooling layer. Considering that the network should be small and easier to train, channel attention layer is appended to the end of the third layer. The fourth and fifth layer are fully connected layer and activation layer. Similar to MDNet, the main model is optimized through multi-domain training and the last fully connected branches (fc6 1 -fc6 K ) are replaced by single one (fc6), which will be fine-tuned during online training.
2) TRACKING ALGORITHM
The overall procedure of our tracking algorithm is presented in Algorithm 1, which is similar to that of [20] .
Weight Initialization:
The tracker has only one model. Let w j denote the weight of the jth layer filter in the tracking network. w 1:5 loads the parameters from the pre-trained model and w 6 is randomly initialized. In the process of online tracking, the parameters of the convolution kernel w 1:3 and the parameters of the attention layer are fixed, while the fully connected layers w 4:6 are updated online. Such an update strategy not only makes the tracking network more efficient, but also avoids the over-fitting problems caused by pre-training. distribution. The mean value of the Gaussian distribution is x * t−1 , which is object state in previous frame and the covariance is a diagonal matrix diag(0.09r 2 , 0.09r 2 , 0.25), where r is the length of object in previous frame. Model Updater: In order to increase the robustness and adaptability of the tracker, we adopt long-term and shortterm update strategy during the tracking process. When the model score f + (x * t ) > 0 on the target, the data is updated, but the model is not updated. This is the long-period update. When a tracking failure is detected, i.e. f + (x * t ) < 0, a shortperiod update is performed, in which the model is updated using the samples collected during successful tracking. In both update schemes, the negative samples are collected from short-period updates as the negative samples of the previous frames are usually irrelevant to the current frame target. The execution of long-period updates and short-period updates depends on how fast the appearance of the target changes.
IV. EXPERIMENT A. IMPLEMENTATION DETAILS 1) OFFLINE TRAINING
We choose ImageNet 2015-VID to train the offline model as it contains large number of videos and are quite different from the test videos. 3683 video sequences are selected with high integrity and the target occupance ratio is less than 0.5. We randomly select 8 frames from each of these video sequences. In each frame, 50 positive and 200 negative patches are generated. A patch is labeled positive if the IOU to the ground truth bounding box is over 0.7, negative is less than 0.5. The model is updated with a mini-batch which contains only 96 negatives and 32 positives produced by the hard negative example mining procedure. Fig. 4 shows the precision curve during the offline training. We can see that the model precision converges to around 0.96.
2) MODEL UPDATING AND ONLINE TRAINING
The same as MDNet, the time period for short term and long term update is set to |T s | = 20, |T l | = 100 and the model generates 256 candidate regions around the target in the previous frame according to the Gaussian distribution. During online updating, the learning rates for ordinary convolution layers, convolution layer in the attention module and the fully connected layers are 0.0001, 0.004 and 0.001 respectively. Similar to offline training, we collect 200 positive samples and 50 negative samples according to the IOU value with the calibration bounding box using thresholds 0.7 and 0.3. When the first frame is initialized, there are 5000 negative samples (S − 1 ) and 500 positive samples (S + 1 ). For the bounding box regression model, we train it using 1000 training samples with the same parameter settings as in [32] .
B. EXPERIMENTAL RESULTS
OTB50 or OTB2013 [33] contains 50 fully annotated sequences that are collected from commonly used tracking sequences. OTB100 or OTB2015 [34] is the extension of OTB2013 and contains 100 video sequences. Some new sequences are more difficult to track. CVPR-13 [33] has 51 fully annotated sequences. The evaluation is based precision plot and success plot. The precision plot shows the percentage of frames with respect to the center distance in pixels between the tracking result and ground truth. The success plot shows the percentage of successful frames with respect to the overlap ratio between the tracking result and ground truth. The area under curve (AUC) of each success plot is used to rank the tracking algorithm.
We compare our methods to the state-of-the-art trackers, in which MDNet [20] is built on ubuntu16.04's pytorch1.1 deep learning framework, opencv3.3.0 and python3.6. The trackers tested are TADT [35] (2019CVPR), Dsiamm [11] (2018ECCV), C-COT [9] (2016ECCV), HDT [36] (2016CVPR), CF2 [37] (2015ICCV), SRD-CFdecon [38] (2016CVPR), SRDCF [39] (2016CVPR), SAMF [40] (2014ECCV), Staple [41] (2016CVPR), DSST [42] (2014BMVC), KCF [43] (2015TPAMI), LCT [44] (2015CVPR), CNN-SVM [45] (2015ICML), DeepSRDCF [8] (2015ICCV). Fig. 5, 6 and 7 show the test results of the proposed tracker (CDCT) on datasets of OTB-50, CVPR-13, and OTB-100. From the curves in the figure, we can see that our tracker is the best among these trackers in terms of success rate and precision. Table 3 shows the concrete numbers. From the table, our tracker is slightly better than that of MDNet and significantly better than that of TADT and DSiamm, which were published in 2019 and 2018 respectively.
1) RESULTS ON FULL DATASET

2) RESULTS ON DATASET WITH BACKGROUND CLUTTERS
We also run the comparison tests on the subset of 33, 20 and 23 video sequences with background clutters selected from OTB-100, OTB-50, CVPR-13 respectively. Fig. 8, 9 and 10 show the test results of the proposed tracker (CDCT) on datasets of OTB-50, CVPR-13, and OTB-100. Table 4 shows the numbers for the performance of MDNet and CDCT. For the performance of other trackers, please refer to the curves in the figures. We can see that on this subset of test videos with background clutters, our proposed tracker still performs best. Specifically, on the 33 sequences from OTB-100, CDCT achieves success rate of 67.92 and precision score of 93.77, which are both higher than those of MDNet, 66.16 and 93.14 for success rate and precision respectively. Fig. 11, 12 and 13 show an example in which the left figure is the 660th frame and the right one is 663rd frame. Fig. 11 is the ground truth with the target person annotated. Fig. 12 shows the prediction given by MDNet and Fig. 13 is the prediction of our proposed tracker. We can see that our tracker makes a correct prediction even with similar objects around the target. 
3) TEST EXAMPLES
C. ABLATION EXPERIMENT
In this section, we perform an ablation experiment to see performance of the tracker. Our tracker integrates channel FIGURE 13. Test example: result of the proposed method. The left is frame 660, the right is frame 663. The bounding boxes are the prediction from the proposed tracker. attention module and group normalization based on MDNet, which enhances the foreground by weakening the background, making the tracker more robust against similar backgrounds. The network parameters increase by 0.2MB, which is relatively small, and will not significantly affect the tracking performance. We compare our tracker with MDNet with or without channel attention and group normalization. The experiment is done using the video sequences from ImageNet 2015-VID object detection. In Table 5 , the first row is the final result. We can conclude that the channel attention deformation module contributes the most to the final effect, and the group normalization has less contribution. Group normalization is effective only when the number of training batches and test batches reaches a certain order of magnitude. In this experiment, during training, each batch has 128 patches and in testing, the batch size is 256. The difference between training and testing batch size is not very big. In summary, the channel attention module has made the major contribution to the improvement of the proposed tracker over the original MDNet.
V. CONCLUSION
In this work, we propose a tracking method by improving MDNet in two ways. The first one is the integration of channel attention module, which is designed to make the tracker more robust when there are similar objects in the background. The second one is the group normalization technique, which can effectively solve the inconsistency between offline, online training and testing if batch normalization is used. We have tested the proposed tracker on OTB-100, OTB-50 and CVPR 2013 datasets, compared its performance with a number of existing state-of-the-art trackers in terms of success rate and precision. The test results have demonstrated the effectiveness and improvement of the proposed tracking algorithm.
