Today, much research on face recognition has focused on using grey-scale images. With the increasing availability of color images, it makes sense to develop approaches for integrating color information into recognition process as the grey-scale approaches is sensitive to lighting variations. In this paper, we have proposed a novel two phase method, i.e., YCbCr-WPD-PCA-Mah. In the first phase, we convert the each training face into Y, Cb and Cr components and then decompose Y, Cb and Cr components into k parts using the Wavelet Packet Decomposition(WPD).finally perform PCA for k-times on Y, Cb and Cr subbands, to get k eigenspaces and k feature vectors for each Y, Cb and Cr subbands.In the second phase i.e., classification phase, the test image is projected onto the Y-eigenspace, Cb-eigenspace, and Creigenspace after being decomposed into k part using WPD.Then, the Mahalanobis Distance is computed between the test image and all the training images in Y-subspace, Cb-subspace, and Cr-subspace.The Mahalanobis Distance is computed between the merged feature vectors.In deceision level, we compute the mean of the Mahalanobis Distances obtained from Y, Cb and Cr subspaces. The face has the best match with the test image is which has the minimum distance. The accuracy of the proposed method i.e., YCbCr-WPD-PCA-Mah has been identified and a comparison was performed in terms of recognition rates or Equal Error Rate(EER) or the Receiver Operating Curves(ROC).
Introduction
BIOMETRICS is the science of establishing the identity of an individual based on the physical, chemical or behavioral features of the person. Among the features that may be are: face, fingerprints, hand geometry, handwriting, iris, retinal, vein, and voice.Face recognition system is a computer application for automatically identifying or verifying a person from a digital image or a video frame. A survey of various FR techniques has been provided in Ref. . The rest of the paper is organised as follows: Section 2 introduces the wavelet packet decomposition(WPD). Section 3 introduces the Principal Component Analysis(PCA).Section 4 introduces the proposed algorithms i.e., YCbCr-WPD-PCA-Mah. Section 5 shows Results that have been tabulated and are graphically depicted. Section 6 contains the conclusion.
Wavelet Packet Decomposition (WPD)
Discrete wavelet transform(DWT) is a well-known signal analysis tool, is widely used in feature extraction, compression and denoising applications. Discrete wavelet transform has been used in various studies in face recognition. In discrete wavelet decomposition, only LL is further decomposed. In case of DWT however, oscillatory patterns are not represented in a proper manner as the wavelets are ill suited. The oscillating variations in the intensity can only be described by small-scale wavelet coefficients. But as, these small-scale coefficients has little energy, and are quantized to zero even at high bit rate. The drawback of DWT is overcomed by the wavelet packet decomposition(WPD) also known as wavelet packets. Wavelet packets are able to represent the high frequency information. In discrete wavelet decomposition, only LL is further decomposed. Conversely, in wavelet packet decomposition all LL, LH, HL and HH are further decomposed as shown in fig. 1 (b) and 1(c ). Fig. 1(b) illustrates the wavelet packet decomposition at level 1 of the original image as shown in fig 1(a) . However, the wavelet packet decomposition at level 2 is given in fig. 1 (c). Wavelet packets represent a generalization of multiresolution decomposition. In the wavelet packets decomposition, the recursive procedure is applied to the coarse scale approximation along with horizontal detail, vertical detail, and diagonal detail, which leads to a complete binary tree.
Principal Component Analysis (PCA)
Principal Component Analysis(PCA) is one of the most popular appearance-based methods used mainly for dimensionality reduction in compression and recognition problems.Principal component analysis(PCA) also known as Karhunen-Loeve expansion, which has two useful properties when used in face recognition. The first is that it can be used to reduce the dimensionality of the feature vectors. The second useful property is that PCA eliminates all the statistical covariance in the transformed feature vectors.Sirovich and Kirby first used PCA to efficiently represent pictures of human faces.They showed that any particular face can be (i)economically represented along the eigenpictures coordinate space, and (ii) approximately reconstructed using just a small collection of eigenpictures and their corresponding projections.Within this context, Turk and Pentland presented the well-known Eigenfaces method fir face recognition in 1991. Since then, PCA has been widely investigated and has become one of the most successful approaches in face recognition.
PCA is mathematically defined as an orthogonal linear transformation that transforms the data to a new coordinate system such that the greatest variance by any projection of the data comes to lie on the first coordinate (called the first principal component), the second greatest variance on the second coordinate, and so on. PCA is theoretically the optimum transform for given data in least square terms.PCA can be used for dimensionality reduction in a data set by retaining those characteristics of the data set that contribute most to its variance, by keeping lower-order principal components and ignoring higher-order ones. Such low-order components often contain the "most important" aspects of the data. However, depending on the application this may not always be the case .
For a data matrix, XT, with zero empirical mean (the empirical mean of the distribution has been subtracted from the data set), where each row represents a different repetition of the experiment, and each column gives the results from a particular probe, the PCA transformation is given by:
(1)
where the matrix Σ is an m-by-n diagonal matrix with nonnegative real numbers on the diagonal and W Σ VT is the singular value decomposition (svd) of X. PCA has the distinction of being the optimal linear transformation for keeping the subspace that has largest variance. This advantage, however, comes at the price of greater computational requirement if compared, for example, to the discrete cosine transform .
Proposed method based on PCA and WPD using YCbCr color space (YCbCr -PCA-WPD-Mah):
Much research on face recognition has focused on using grey-scale images. With the increasing availability on color images, it makes sense to develop approaches for integrating color information into the recognition process. Since the grey-scale approach is sensitive to lighting variations, we have chosen an approach which takes into consideration the intensity information as well as the chromatic information such as the YCbCr color space.
YCbCr Color space:
YCbCr is a family of color spaces used as a part of the color image pipeline in video and digital photography systems.It is a way of encoding RGB information. The RGB color space has been widely used for processing and storing digital image data. This model describes each color as a weighted combination of three base components Red, Green and Blue. However, high correlation between components and mixing luminance with chromaticity makes it very sensitive to changes in imaging conditions such as lighting. Unlike the RGB space, YCbCr separated luminance from chrominances using a linear transform consisting of a weighted sum of the three components. 
Cr=128 + 0.439216 R -0.3677884 G -0.0714274 B (4) Where Y is luminance, Cb is blue chromaticity, and Cr is red chromaticity. The combined component i.e., YCbCr representation of the face and the separate components of the YCbCr representation of the face are depicted in the figure.Fig 2(a) shows original face, fig.2(b) shows the YCbCr view of the face, fig.2(c) shows the Y component, fig.2(d) shows the Cb component and fig.2(e) shows the Cr component of the face. From the figure we can say that the person is recognizable from the Y image, but the Cr and Cb components are less recognizable. Steps followed in this method are:
Step 1: Convert each face image into Y, Cb and Cr components.
Step 2: Decompose Y, Cb and Cr components obtained from the original images into k parts using the Wavelet Packet Decomposition. In our method, we have used the wavelet packet decomposition at level two. At the second level of decomposition, we obtain one image of approximation(low-resolution image ) and 15 images of details. Therefore, the face image is described by 16 wavelet coefficient matrices, which represent quite a huge amount of information(equal to the size of the input image). Each of the coefficient matrices contains information about the texture of the face.
Step 3: Perform PCA for k-times in the Y, Cb, and Cr subbands(approximations and details). After the training, we get k eigenspaces and k feature vectors for each of Y, Cb and Cr subbands.
Step 4: The k feature vectors obtained from k eigenspaces are merged into one vector. The features are selected corresponding to the largest eigenvalues of the merged and sorted eigenvalues vector.
Step 5: In the classification phase, the test image is projected onto the Y-eigenspace, Cb-eigenspace, and Cr-eigenspace after being decomposed into k part using the Wavelet Packet Decomposition. Then, compute the Mahalanobis distance between the test image and all the training images in Y-subspace, Cb-subspace, and Cr-subspace. The Mahalanobis distance is computed between the merged feature vectors. In the decision level, we compute the mean of the Mahalanobis distances obtained from Y, Cb, and Cr subspaces. The face that has best match with the test image is which has the minimum distance. 
Experimental results:
To evaluate the efficiency of the method discussed, we have used two face databases i.e., face94 database. The face94 database (http://cswww.essex.ac.uk/mv/allfaces/faces94.html) consists of 153 distinct persons. There are 20 images per person, a total of 3060 images. The subjects were sitting at approximately the same distance from the camera and were asked to speak while a sequence of twenty images was taken. The speech was used to introduce moderate and natural facial expression variation. The size 180 by 200 pixels (portrait format).There are three directories: female (20) , male (113), malestaff (20) .They contains images of male and female subjects in separate directories. None of the 20 samples are identical to each other; so there was no overlap between the training and test sets. Besides, the original images are used in training and testing without pre-processing . Fig 4(a) shows some examples from the face94 database. The FEI face database is a Brazilian face database that contains a set of face images taken between June 2005 and March 2006 at the Artificial Intelligence Lab of FEI, Brazil. There are 14 images of 200 individuals, a total of 2800 images. All images are colorful and taken against a while homogeneous background in an upright frontal position with profile rotation of upto about 180 degrees. The number of male and female subjects is exactly the same and equal to 100.This database is available at (http://www.fei.edu.br/~cet/facedatabase.html) . Fig 4(b) shows some examples of image variations from the FEI face database. To identify the accuracy of our algorithm, a comparison was performed with other methods in terms of recognition rates. In this experiment, we have selected from face94 database 30 images, 15 images of female and 15 images for male. As there are 20 samples per image, we select 10 samples per image for training and 10 samples per image for testing for part I, so there are 300 images in training set and 300 images in testing set(10 sample per class in the training set). For part II, we have selected from FEI face database 20 images, the images with extensions(-01.-03,-05,-07,-09,-12,-13 and -14) are selected for testing and the remaining images are used in the training.In this experiment, we have compared between PCA, DWT-PCA, WPD-PCA and YCbCr-WPD-PCA-Mah methods in terms of the recognition rates with three , five, and ten samples per class in training set. The results of the tests are summarized in the table 1 . We have seen that the recognition rates increase as we increase the numbers of samples per class. Our method (YCbCr-WPD-PCA-Mah) outperforms other methods; since it reaches recognition rates of 90.50%, 95.87%, and 98.99% with three, five and ten samples per class respectively. fig. 5(a) .The experiments are carried out though the use of a laptop(dual CPU T2330 1.4 GHz and 2GB memory) and the MATLAB language as tool of development. The GUI for the application is as shown in the fig.5(b) . 
Conclusion
In this paper, we evaluate the accuracy of our algorithm the YCbCr-WPD-PCA-Mah, a comparison was performed with other methods via PCA, DWT-PCA, WPD-PCA methods in terms of the recognition rates with three , five, and ten samples per class in training set. We have seen that the recognition rates increase as we increase the numbers of samples per class. Our method (YCbCr-WPD-PCA-Mah) outperforms other methods; since it reaches recognition rates of 90.50%, 95.87%, and 98.99% with three, five and ten samples per class respectively.In the proposed method, we have used the YCbCr color space.The future scope, can be that, we can use other color space and do comparison between them in order to choose the best one. We have also used PCA as dimensionality reduction technique, we can try other techniques such as SVD or FLD.
