The square root law and structure of finite rings by Iosevich, A. et al.
ar
X
iv
:1
40
5.
76
57
v1
  [
ma
th.
NT
]  
29
 M
ay
 20
14
THE SQUARE ROOT LAW AND STRUCTURE OF FINITE
RINGS
A. IOSEVICH, B. MURPHY, AND J. PAKIANATHAN
Abstract. LetR be a finite ring and define the hyperbolaH = {(x, y) ∈
R × R : xy = 1}. Suppose that for a sequence of finite odd order rings
of size tending to infinity, the following “square root law” bound holds
with a constant C > 0 for all non-trivial characters χ on R2:
∣∣∣∣∣∣
∑
(x,y)∈H
χ(x, y)
∣∣∣∣∣∣
≤ C
√
|H |.
Then, with a finite number of exceptions, those rings are fields.
For rings of even order we show that there are other infinite families
given by Boolean rings and Boolean twists which satisfy this square-root
law behavior. We classify the extremal rings, those for which the left
hand side of the expression above satisfies the worst possible estimate.
We also describe applications of our results to problems in graph theory
and geometric combinatorics.
These results provide a quantitative connection between the square
root law in number theory, Salem sets, Kloosterman sums, geometric
combinatorics, and the arithmetic structure of the underlying rings.
1. Introduction
The square root law is a ubiquitous concept in modern mathematics.
Roughly speaking, it says that∣∣∣∑ oscillating terms of modulus 1∣∣∣ ≤ C√# terms.
Many classical problems and open conjectures can be related to the square
root law. For example, the Riemann hypothesis can be restated [16] in terms
of the square root law applied to the exponential sum∑
0<p≤q≤H;(p,q)=1
e
2πi p
q .
Another example is provided by the Hardy Circle Conjecture, which says
that the number of lattice points inside the disk of radius R in the plane
is equal to πR2 plus an error term of size at most CǫR
1
2
+ǫ for any ǫ > 0.
Expressing the number of lattice points as an exponential sum once again
puts this problem into the framework of the square root law.
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Even if we were to only stick to famous problems, the list of situations
where the square root law comes into play is very large. An interested
reader can take a look at a very informative survey by Barry Mazur [14]
where several aspects of this concept are exposed. The manifestation of the
square root law that is most relevant to us is Deligne’s proof [4, 5] of the
Riemann hypothesis for finite fields. See also [11] for a very nice survey of
the problem. One of the key aspects of this theory is obtaining sharp bounds
for Kloosterman type sums [17], in particular the bound∣∣∣∣∣∣
∑
s∈F∗q
χ(as+ bs−1)
∣∣∣∣∣∣ ≤ 2√q,
where Fq is the finite field with q elements, (a, b) ∈ F2q\{(0, 0)}, F∗q is the
field’s multiplicative group and χ is a non-trivial additive character on Fq.
The square root law is discussed in this paper in the context of Salem
sets.
Definition 1.1. Let {Ri}∞i=1 denote a set of finite rings such that |Ri| → ∞
as i→∞1. Let {Si}∞i=1 denote the collection of sets such that Si ⊂ Rdi , the
d-dimensional module over Ri. Let Ŝi(γi) denote the Fourier transform of
Si, viewed as the characteristic function of the set Si
2.
(i) Suppose that for every ǫ > 0 there exists Cǫ > 0, independent of i,
such that
|Ŝi(γi)| ≤ Cǫ|Ri|−d|Si|
1
2
+ǫ
for every non-zero γi ∈ Γi. Then we say that {Si}∞i=1 is Salem with
respect to {Rdi }
∞
i=1.
(ii) Suppose that there exists C > 0 such that
|Ŝi(γi)| ≤ C|Ri|−d|Si|
1
2
for every non-zero γi ∈ Γi.
Then we say that {Si}∞i=1 is purely C-Salem with respect to {Rdi }
∞
i=1.
The sphere provides us with a way to construct examples of Salem sets
in a discrete setting. Let Fq denote the finite field with q elements. Let
St =
{
x ∈ Fdq : ||x|| ≡ x21 + · · ·+ x2d = t
}
,
where t is a unit in Fq. It is well-known (see for example [6]) that
|Ŝt(γ)| ≤ 2q−dq
d−1
2
if γ is non-zero. Since |St| = qd−1+ lower order terms, we instantly recover
the Salem property with ǫ = 0 for any sequence of fields. The proof in
1Here and throughout, if S is a finite set, |S| denotes the number of elements of S.
2See section 2 for the definition of the Fourier transform.
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[6] also shows that the hyperboloid is a pure Salem set for any sequence of
fields, and a Gauss sum estimate shows the same for the paraboloid.
We have already seen that some explicitly defined sets such as the sphere,
paraboloid and the hyperboloid are all Salem sets over finite fields Fq.Does
this phenomenon persist over more general rings? The main thrust of this
paper is that the answer is, in general, no, at least for odd order rings. In the
case of even rings, the main culprits are large Boolean rings and we classify
the set of exceptions below.
Theorem 1.2. Let {Ri}∞i=1 denote a sequence of odd order finite rings with
|Ri| → ∞. Let
Hi = {x ∈ R2i : x1x2 = 1}
denote the hyperbola with respect to the ring Ri.
Suppose that {Hi}∞i=1 is purely Salem with respect to {R2i }∞i=1. Then there
exists i0 such that for all i > i0 Ri is a field.
Our proof examines rings of general (odd or even) order also and our
results show that if one restricts to finite rings which have no Z/2Z-factors in
their semisimple decomposition, or even a bounded number of such factors,
then Theorem 1.2 still holds in the sense that if the hyperbola is purely
Salem with respect to such a sequence rings, then all but finitely many of
these rings are fields.
In the presence of an unlimited number of Z/2Z factors, we establish
other sequences which have a purely Salem hyperbola. Specifically, we show
that if
Rn = Z/2Z × · · · × Z/2Z
is the Boolean ring of order 2n then the sequence of these rings has a purely
Salem hyperbola. More generally if R is any fixed finite ring, the sequence
Sn = R×Rn has a purely Salem hyperbola.
Theorem 5.14 on page 14 of [1] shows that a random construction yields
Salem sets with respect to any sequence of rings Ri of size tending to infin-
ity. However such constructions result in a logarithmic loss, which means
that the resulting sequence is Salem, but not purely Salem (see Definition
1.1 above). Salem sets share many properties with random sets, so it is
interesting when a specific set of geometric and arithmetic importance like
the hyperbola, sphere, or parabola exhibits Salem set behavior.
The Fourier coefficients of the hyperbola can be interpreted as generalized
Kloosterman sums in the resulting rings as explained in Section 2. These
sums are an important class of exponential sums with numerous number
theoretic applications. In the process of proving Theorem 1.2 we introduce
the concept of the Kloosterman-Salem number of a finite ring R, denoted by
CR, which measures quantitatively how well the “square-root law” holds for
Kloosterman sums over that ring. More precisely, the Kloosterman-Salem
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number is the smallest positive number C such that∣∣∣∣∣∑
x∈R∗
χm(x)χn(x
−1)
∣∣∣∣∣ ≤ C√|R∗|
for all (m,n) ∈ R2 \ {(0, 0)}.
The larger this number, the weaker the form of the resulting square-root
law. In the course of proving Theorem 1.2, we show that for any threshold
α ∈ (0,∞), only a finite number of non-field odd order finite rings have
Kloosterman-Salem number CR < α. On the other hand, results of Weil,
Deligne, and Nicholas Katz show finite fields F have Kloosterman-Salem
number asymptotic to 2 as |F | → ∞. For details please refer to Section 2
below.
The following theorem, interesting in its own right, summarizes our quan-
titative results on the Kloosterman-Salem numbers.
Theorem 1.3. Let α ∈ (0,∞) be a threshold. Then
• If α < 2, only a finite number of odd order finite rings have Kloosterman-
Salem number CR with CR ≤ α.
• If α > 2, only a finite number of odd order finite rings which are not
fields have CR ≤ α. All but at most a finite number of finite fields
have CR ≤ α.
• lim|F |→∞CF = 2 where the limit is taken over any sequence of finite
fields.
• Every finite ring has 1 ≤ CR ≤
√
|R∗|. The rings with CR = 1 are
exactly the finite Boolean rings.
• The finite rings with CR =
√
|R∗| are called extremal rings. A finite
field is extremal if and only if it has order 2, 3 or 4. For any finite
ring R, S = R × B, where B is a nontrivial Boolean ring, has S an
extremal ring.
• Every finite non-Boolean ring has CR ≥
√
2.
These results are illustrated in Figure 1.
1.1. A graph theoretic viewpoint. The methods of this paper can be
used to yield some light on Erdo˝s-type problems in geometric combinatorics
and related graph theoretic questions. This subsection is dedicated to a brief
discussion of these topics.
Let R be a finite associative ring with a unit and define a graph, called
the hyperbola graph of R, with vertices being the elements of R2 and two
vertices x and y are connected by an edge if x − y ∈ H, where H is a
hyperbola defined above.
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Figure 1. Kloosterman-Salem numbers
Definition 1.4. The clique number of a graph is the number of vertices in
the largest complete subgraph. The independence number of a graph is the
number of vertices in the largest edgeless subgraph. The chromatic number
of a graph is the smallest number of distinct colors for the vertices such that
if two vertices are connected by an edge, they are of different color.
Definition 1.5. The spectrum of a graph is the collection of eigenvalues of
its adjacency matrix. A graph is regular if all its vertices have the same
degree d and for such a graph d is the largest eigenvalue of the adjacency
matrix, and indeed the spectrum lies in the interval [−d, d]. The value −d
is in the spectrum of a d-regular graph if and only if the graph is bipartite.
For a non-bipartite graph, the spectral gap is the size of the gap between the
largest and 2nd largest eigenvalue. The spectral gap is defined to be zero if
and only if d has multiplicity ≥ 2 in the spectrum.
Theorem 1.6. Let R be an associative finite ring with a unit. Let CR
denote the Kloosterman-Salem number of R. Then:
• The hyperbola graph is a regular graph of degree d = |R∗| and it is
connected and not bipartite if and only if CR <
√|R∗| i.e., the ring is
not extremal.
• The spectrum of the hyperbola graph consists exactly of |R|2 times the
Fourier coefficients of the hyperbola’s characteristic function.
• For a non-extremal ring, the spectral gap of the hyperbola graph is
|R∗| − CR
√
|R∗|.
• In the case that the hyperbola graph is connected and not bipartite (i.e.
R is non-extremal), a random walk on the graph is mixing i.e. con-
verges to the uniform distribution at a rate determined by the spectral
gap. More precisely for every starting node i, the probability ptij that
after t steps in a uniform random walk on the hyperbola graph, that
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we end up at vertex j satisfies:∣∣∣∣ptij − 1|R|2
∣∣∣∣ ≤
(
CR√
|R∗|
)t
.
• The independence number of the hyperbola graph of R is at most
CR|R|2|R∗|− 12 .
• The chromatic number of the hyperbola graph of R is at least |R
∗| 12
CR
.
• In particular, if R is a finite field of order q, then the chromatic number
of the hyperbola graph is at least 12.14
√
q − 1.
As an aside, note that any sequence of distinct finite rings with CR =
o(
√
|R∗|) yields a sequence of hyperboloid graphs with chromatic number
tending to infinity.
2. Proof of Theorem 1.2
2.1. Basic setup. Let R be a finite ring, which is associative with identity
but not necessarily commutative. We view the hyperbola as H = ×−1(1)
where × : R×R→ R is the ring multiplication. Thus
H = {(x, y) ∈ R2 : xy = 1}.
Clearly |H| = |R∗| where R∗ is the unit group of R.
We now identify R with its Pontryagin dual as its underlying additive
group is finite abelian. We then identify the Pontryagin dual of R2 with
itself accordingly. The Haar measure is the counting measure normalized
so that the entire space has measure 1. With this notation, the Fourier
transform of the hyperbola H ⊆ R2 is given by
Hˆ(m) =
1
|R|2
∑
(x,y)∈R2
H(x, y)χm(−(x, y)) = 1|R|2
∑
x∈R∗
χm1(−x)χm2
(
−1
x
)
,
where χm is the character in the dual group corresponding to m ∈ R under
the identification of R with its dual, and m = (m1,m2) ∈ R2.
When the underlying abelian group of R is cyclic, we can write χm(x) =
χ(mx) where χ is a fixed non-trivial character and this becomes the well-
known Kloosterman sum
Hˆ(m) =
1
|R|2
∑
x∈R∗
χ
(
−m1x− m2
x
)
for m = (m1,m2) ∈ R2.
When R is a finite field, it is well-known [17] that
(2.1) |Hˆ(m)| ≤ 2|R|−2
√
|R| for m 6= 0.
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Thus the hyperbola is a pure C-Salem set for some
C ≤ 2
√
|R|/|R∗| = 2√
1− 1|R|
when R is a finite field.
Definition 2.1 (Kloosterman-Salem number). TheKloosterman-Salem num-
ber of R is the infimum of numbers C > 0 such that
|Hˆ(m)| ≤ C|R|−2|R∗| 12
for all m 6= (0, 0). We denote this number CR.
The Kloosterman-Salem number is clearly finite and non-negative for any
finite ring. Note that
CR =
|R|2√
|R∗| maxm6=(0,0) |Hˆ(m)|.
If the Kloosterman-Salem number of R is C, we say that R is a pure C-Salem
set.
The vertical equidistribution of Kloosterman sums over finite fields, es-
tablished by Nicholas Katz [8], implies that the constant 2 in Weil’s bound
is asymptotically sharp:
lim
|F |→∞
CF = 2,
where the limit is taken over finite fields F . We will establish that for any
threshold 0 < α < ∞, there are only finitely many finite rings of odd order
aside from fields with CR < α. This means for thresholds 0 < α < 2 there
are at most finitely many odd order finite rings with CR < α whereas for
thresholds 2 < α < ∞ almost all fields have CR < α whereas only finitely
many non field, odd order finite rings have CR < α.
In particular this means that any sequence {Rn} of distinct finite odd
order rings with Kloosterman-Salem number uniformly bounded, are even-
tually fields, in the sense that there exists N > 0, such that for n ≥ N , Rn
is a field. This is the essence of Theorem 1.2.
2.2. A geometric criterion. An important set that encodes the connec-
tion between addition + and multiplication × in the ring R is given by
N(R) = (× ◦ −)−1(1)
= (−)−1(H)
= {(x, y) ∈ R2 ×R2 : x− y ∈ H}
= {(x, y) ∈ R2 ×R2 : (x1 − y1)(x2 − y2) = 1}
where − : R2×R2 → R2 is subtraction and × : R×R→ R is multiplication.
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Similarly, we define
N(E) = {(x, y) ∈ E×E : x−y ∈ H} = {(x, y) ∈ E×E : (x1−y1)(x2−y2) = 1}
and let n(E) = |N(E)|.
The next result relates the Kloosterman-Salem number to the size of the
set N(E).
Theorem 2.2. Let R be a finite ring with Kloosterman-Salem number C.
Then any set E ⊂ R2 with |E| > C|R|2
|R∗|
1
2
has n(E) > 0. More precisely, there
exist e1, e2 ∈ E such that e1 − e2 ∈ H.
Proof. Let q = |R|. Then we have:
n(E) = |{(x, y) ∈ E × E : x− y ∈ H}|
=
∑
x,y
E(x)E(y)H(x − y)
= q4
∑
m
|Eˆ(m)|2Hˆ(m)
= q4
∑
m6=0
|Eˆ(m)|2Hˆ(m) + |E|
2|R∗|
q2
= D(E) +
|E|2|R∗|
q2
where D(E) =
∑
m6=0 |Eˆ(m)|2Hˆ(m) is called the discrepancy of the set E
relative to the hyperbola H.
As H is a pure C-Salem set of size |R∗|, we have
|D(E)| ≤
(∑
m
|Eˆ(m)|2
)
· Cq−2|R∗| 12 = q2|E|Cq−2|R∗| 12
where the last step follows by the Plancherel theorem. Thus
|D(E)| ≤ C|E||R∗| 12 .
As n(E) = D(E) + |E|
2|R∗|
q2 as long as |D(E)| <
|E|2|R∗|
q2 , we will have
n(E) > 0. This is certainly the case when
C|E||R∗| 12 < |E|
2|R∗|
q2
which happens when |E| > Cq2
|R∗|
1
2
. Thus Theorem 2.2 is proven.

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2.3. Bound on the size of ideals. The sum-product formulation encap-
sulated in Theorem 2.2 leads directly to a bound on the size of proper ideals
of R in terms of the Kloosterman-Salem number C.
Theorem 2.3. Let R be a finite ring with unit, with Kloosterman-Salem
number C. Then any proper left (or right) ideal I of R has
|I| ≤ C|R|
|R∗| 12
.
Remark 2.4. As every ring (with unit) has at least the zero proper ideal,
this in particular implies C > 0 for every finite ring.
Proof. We prove the theorem for proper left ideals. The proof for right ideals
is similar. If I is a proper left ideal then E = R× I ⊆ R2 has n(E) = 0 as it
is impossible to solve the equation (x1 − y1)(x2 − y2) = 1 since x2 − y2 ∈ I.
Thus |E| = |R||I| ≤ C|R|2
|R∗|
1
2
by Theorem 2.2. This completes the proof of
Theorem 2.3. 
We will see that the bound in Theorem 2.3 is sharp in the sense that for
any fixed 0 < C <∞, only a limited class of finite rings satisfy it.
2.4. Structure of finite rings. Finite rings have a well studied structure,
which we record here:
Proposition 2.5. Let R be a finite ring with unit.
(1) R contains a unique two-sided maximal ideal J , called the Jacobson
radical, such that R/J is a semi-simple ring.
(2) The semi-simple quotient R/J is isomorphic to a product of matrix
rings over finite fields.
This was one of the first complete classification theorems in algebra. We
will sketch a proof, with references to Lang’s Algebra [12], where the reader
can find the details.
Proof. If R is a finite ring with Jacobson radical J then R/J is finite and
semisimple. Since semisimple rings are direct products of simple rings
(Chapter XVII, Theorem 4.4), it follows that R/J is a finite product of
simple rings. Finally, every finite simple ring is a matrix ring over a finite
field.
This last fact follows from two famous theorems. First, as finite rings are
Artinian, the Artin-Wedderburn theorem shows that finite simple rings are
isomorphic to Matn(D), the n× n matrix ring over a finite division ring D.
It follows immediately from Wedderburn’s theorem, which states that finite
division rings are fields, that D is a finite field. 
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Now we will fix notation. Let R = Matn(F ) where F is a finite field.
Then |R| = |F |n2 and
|R∗| = |GLn(F )| = |F |n2
(
1− 1|F |
)(
1− 1|F |2
)
. . .
(
1− 1|F |n
)
.
Thus
|R∗|
|R| = φR = φ(n, |F |) =
(
1− 1|F |
)(
1− 1|F |2
)
. . .
(
1− 1|F |n
)
.
It will be convenient to have a uniform lower bound on φ(n, |F |).
Lemma 2.6. For all n ≥ 1 and all finite fields F , we have φ(n, |F |) ≥ 1/4.
Proof. Since φ(n, |F |) = (1− 1|F |)(1− 1|F |2 ) . . . (1− 1|F |n ) is increasing in |F |,
the general case follows from the case |F | = 2. As φ(n, 2) is monotonically
decreasing as a function of n, it then suffices to establish that the infinite
product
α =
(
1− 1
2
)(
1− 1
4
)
. . .
(
1− 1
2n
)
. . .
is bounded below by 14 . A priori, by the monotone convergence theorem, α
exists in the interval [0, 1). Taking logs and using the power series expansion
for log(1− x) we get:
− log(α) =
∞∑
n=1
∞∑
k=1
1
k2nk
Exchanging the order of summation and summing the geometric series as a
function of n, we get
− log(α) =
∞∑
k=1
1
k2k
1− 1
2k
=
∞∑
k=1
1
k(2k − 1) ≤
∞∑
k=1
1
k
(
1
2
)k−1
= −2 log
(
1
2
)
Thus log( 1α ) ≤ log(4) yielding α ≥ 14 as desired. 
If R is a finite semisimple ring, then by Proposition 2.5
(2.2) R = Matn1(F1)× · · · ×Matnk(Fk),
where F1, . . . , Fk are finite fields labelled so that |F1|n1 ≤ |F2|n2 ≤ · · · ≤
|Fk|nk . If R is written as in (2.2), we say that R has k semisimple factors.
Note that
R∗ = GLn1(F1)× · · · ×GLnk(Fk),
and
|R∗| = |R|φ(n1, |F1|) · · · φ(nk, |Fk|).
Finally, if R is a finite ring with Jacobson radical J then by Proposition
2.5, we have the short exact sequence of rings and ideals:
0→ J → R→ Matn1(F1)× · · · ×Matnk(Fk)→ 0,
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where again F1, . . . , Fk are finite fields labelled so that |F1|n1 ≤ |F2|n2 ≤
· · · ≤ |Fk|nk .
As the Jacobson radical has the property that if a ∈ J then 1 + a is a
unit, it is easy to argue that the units of R are exactly the elements that
project to units of R/J and so
|R∗| = |J ||(R/J)∗| = |J ||(R/J)|φ(n1, |F1|) . . . φ(nk, |Fk|).
2.5. Finite simple rings. We first establish some bounds in the restricted
world of finite simple rings. Specifically, we show the following.
Proposition 2.7. For a given threshold α > 0, all but finitely many finite
simple rings with Kloosterman-Salem number less than α are fields or 2× 2
matrix rings over a field.
Proof of Proposition 2.7. Let M be the maximal left ideal in Matn(F ) con-
sisting of matrices with an all zero last column. Then |M | = |F |n2−n and so
by Theorem 2.3 we have
|F |n2−n ≤ C|F |
n2√
|F |n2φR(n, |F |)
.
Hence by lemma 2.6
1
4
|F |n(n−2) ≤ |F |n(n−2)φR(n, |F |) ≤ C2.
Since |F | > 1, it is clear that n is bounded. If n > 2, then
|F | ≤ (4C2)1/n(n−2).
Thus for any fixed C, there are finitely many choices of n, and for n > 2
there are finitely many choice of F , which proves the theorem. 
2.6. Kloosterman sums in matrix rings. We now will eliminate the case
of Mat2(F ) in Proposition 2.7. By an explicit computation we will show that
if R = Mat2(F ), then
CR ≥
|F | − 1 + 1|F |√
(1− 1|F |)(1− 1|F |2 )
,
which implies that only finitely many 2×2 matrix rings have a Kloosterman-
Salem number less than a given threshold.
Proposition 2.8. Let α ∈ (0,∞) then there are only finitely many matrix
rings Mat2(F ) with Kloosterman-Salem number less than α. Thus there are
only finitely many non-field, simple rings with Kloosterman-Salem number
less than α.
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Let us first describe the Kloosterman sums arising from a matrix ring
Matn(F ). Recall
Hˆ(A,B) =
1
|F |2n2
∑
C∈GLn(F )
χA(−C)χB(−C−1)
for (A,B) ∈ Matn(F ) × Matn(F ). We identify Matn(F ) ×Matn(F ) with
its Pontryagin dual in the following specific way. The trace form (A,B) →
Tr(AB) is F -bilinear, symmetric and non-degenerate. As Matn(F ) is a F -
vector space, every irreducible character of Matn(F ) is the composition of a
linear functional followed by a fixed nontrivial irreducible additive character
χ of F , i.e., of the form χ(L(x)). As the trace form is non-degenerate, every
such functional can be taken of the form L(−) = Tr(−B) or L(−) = Tr(A−)
for suitable A,B ∈ Matn(F ). Due to this we may choose an identification
of Matn(F )×Matn(F ) with its Pontryagin dual such that
Hˆ(A,B) =
1
|F |2n2
∑
C∈GLn(F )
χ(−Tr(CA+BC−1))
and we shall do so from now on.
The groupGLn(F ) acts on Matn(F )×Matn(F ) byD·(A,B) = (DA,BD−1)
and it is easy to check that Hˆ(A,B) is constant on orbits. More precisely,
it is a GLn(F ) invariant:
Hˆ(DA,DB) = Hˆ(A,B).
Since the trace is a similarity invariant, conjugating by C−1 in the defining
expression shows that Hˆ is symmetric also i.e.
Hˆ(A,B) = Hˆ(B,A).
This invariance and symmetry makes the evaluation of Hˆ(A,B) reduce to
a relatively decent number of cases based on the ranks of the matrices A
and B. The non degenerate case of rank 2 matrix A reduces as Hˆ(A,B) =
Hˆ(I,A−1B) and the coefficients
Hˆ(I, C) =
1
|R|2
∑
D∈GL2(F )
χ(−Tr(D + CD−1))
are probably the most interesting. However we will only use one particular
degenerate coefficient in our arguments:
Hˆ
([
1 0
0 0
]
,
[
0 0
0 −1
])
=
1
|R|2
∑
D∈GL2(F )
χ
(
−a+ a
∆
)
where we write D =
[
a b
c d
]
and ∆ = det(D), R = Mat2(F ). To evalu-
ate this we need to enumerate the distribution of upper-left entries a and
determinants ∆ amongst the matrices in GL2(F ).
SALEM SETS IN MODULES OVER FINITE RINGS 13
Partition GL2(F ) into the left cosets of SL2(F ):
GL2(F ) =
⋃
∆∈F ∗
G∆,
where G∆ are the matrices with determinant ∆. A simple computation
shows that for ∆ 6= 0, there are p2 matrices in G∆ with any given fixed
nonzero a as upper-left entry and p(p − 1) matrices in G∆ with upper-left
entry a = 0.
For fixed ∆ ∈ F− {0, 1}, we have∑
D∈G∆
χ
(
−a+ a
∆
)
= |F |2
∑
a∈F∗
χ
((
−1 + 1
∆
)
a
)
+ |F |(|F | − 1) = −|F |
by character orthogonality applied to χ on F. On the other hand for ∆ = 1
we get ∑
D∈G1
χ
(
−a+ a
∆
)
= |SL2(F )| = (|F | − 1)|F |(|F | + 1).
Putting everything together we get
Hˆ
([
1 0
0 0
]
,
[
0 0
0 −1
])
=
1
|R|2
∑
D∈GL2(F )
χ
(
−a+ a
∆
)
=
1
|R2|((|F | − 1)|F |(|F | + 1)− (|F | − 2)|F |).
Thus
|R|2√
|R∗|
∣∣∣∣Hˆ ([1 00 0
]
,
[
0 0
0 −1
])∣∣∣∣ = |F |(|F |2 − |F |+ 1)|F |2√(1− 1|F |)(1− 1|F |2 )
and so the Kloosterman-Salem number of R = Mat2(F ) satisfies the claimed
bound:
CR ≥
|F | − 1 + 1|F |√
(1− 1|F |)(1− 1|F |2 )
.
As the right hand side goes to infinity as |F | → ∞, we see there only finitely
many finite fields F such that the Kloosterman-Salem number of Mat2(F )
lies below any given threshold. Together with Proposition 2.7, this proves
Proposition 2.8.
2.7. The semisimple case. We will now extend the results of the previous
sections to show that all but finitely many semisimple rings with no F2 =
Mat1(F2) factors and Kloosterman-Salem number below a given threshold
are fields.
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Proposition 2.9. For any fixed 0 < α < ∞, all but finitely many finite
semisimple rings R with CR ≤ α and no F2-factors are finite fields. In
particular, for any fixed 0 < α < ∞, all but finitely many finite, odd order,
semisimple rings R with CR ≤ α are finite fields.
To prove Proposition 2.9, we need two lemmas. Firstly we establish a
useful general lower bound on the Kloosterman-Salem number of a finite
ring.
Proposition 2.10. Let R be a finite ring with 1 6= 0 and let C be its
Kloosterman-Salem number. Then√
1
2
<
√
1− |R
∗|
|R|2 ≤ C ≤
√
|R∗|.
Thus no finite ring has Kloosterman-Salem number C ≤
√
1
2 .
Proof. LetH be the characteristic function of the hyperbola {(x, y) ∈ R2|xy =
1}. Plancherel’s Theorem gives
|R|2
∑
m∈R2
|Hˆ(m)|2 =
∑
x∈R2
|H(x)|2 = |H| = |R∗|.
Thus
|R|2
 |R∗|2
|R|4 +
∑
m6=0
|Hˆ(m)|2
 = |R∗|
so
|R∗|
|R|2 −
|R∗|2
|R|4 ≤ C
2|R|−4|R∗|(|R|2 − 1) ≤ C2|R|−2|R∗|
and hence
C ≥
√
1− |R
∗|
|R|2 >
√
1− 1|R| ≥
√
1
2
.
As |R|2Hˆ(m) is the sum of |R∗| terms of modulus one, it is clear |Hˆ(m)| ≤
|R|−2|R∗| which yields CR ≤
√
|R∗|.

We will see later that the lower bound for C in Proposition 2.10 can be
strengthened to 1 while the upper bound is sharp in general.
We will also need a formula for the Kloosterman-Salem number of a direct
product of rings.
Proposition 2.11. Let R = R1×R2 be a direct product of finite rings, then
their Kloosterman-Salem numbers are related by
CR = max(C1|R∗2|
1
2 , |R∗1|
1
2C2),
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or equivalently
CR√
|R∗| = max
(
C1√|R∗1| , C2√|R∗2|
)
.
Note that because we require our rings to have a unit, and because the
Kloosterman-Salem number is not defined when the dual group has no non-
zero elements, this theorem only applies to non-trivial direct product de-
compositions.
Proof. First note that R∗ = R∗1 ×R∗2. As R = R1 ×R2 is also a decomposi-
tion of the underlying Abelian groups, the (irreducible) characters of R are
products of characters of R1 and R2. The Hyperbola H ⊆ R2 also decom-
poses as H = H1×H2 under the decomposition R2 = R21×R22. Furthermore
for any m = (m1,m2) ∈ R21 ×R22 = R2 it is easy to see that
Hˆ(m1,m2) =
1
|R|2
∑
(x1,x2)∈R∗1×R
∗
2
χm1
(
−
(
x1,
1
x1
))
χm2
(
−
(
x2,
1
x2
))
= Hˆ1(m1)Hˆ2(m2).
The maximum of |Hˆj(mj)| asmj varies over nonzero elements is by definition
CRj |Rj |−2|R∗j |
1
2
while the value of |Hˆj(0)| is |Rj |−2|R∗j | for j = 1, 2. Thus it is easy to
calculate
|R|2√
|R∗| max(m1,m2)6=(0,0) |Hˆ(m1,m2)| = max(CR1CR2 , CR1 |R
∗
2|
1
2 , CR2 |R∗1|
1
2 )
as claimed by considering the three cases (m1,m2) both nonzero, m1 = 0
andm2 = 0. Using the trivial bound CRj ≤
√
|R∗j | shows that the maximum
is one of the last two terms. 
Proposition 2.11 lets us construct examples to show that Z/2Z factors
have a limited effect on Kloosterman-Salem numbers and explains why we
have to restrict to rings without these factors in this section.
Example 2.12 (Boolean rings). A finite Boolean ring is a direct product of
finitely many Z/2Z’s. Let Rn = Z/2Z × · · · × Z/2Z be the Boolean ring of
order 2n, which can be identified with the ring of F2-valued functions on a set
of size n under the usual operations of function addition and multiplication.
These rings have Kloosterman-Salem number C = 1 independent of n and
hence give a sequence of rings Rn with |Rn| → ∞ such the Kloosterman-
Salem number is uniformly bounded by 1.
To prove that C = 1 for all finite Boolean rings first note that CZ/2Z = 1
by noting that the hyperbola consists of a single point {1, 1} and performing
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a quick calculation of Hˆ(m,n). We then use induction and the fact that
Rn = Z/2Z×Rn−1 in Proposition 2.11 to find
CRn = max
(
1× 1, 1×
√
|R∗n−1|, 1×
√
|R∗1|
)
= 1,
as all Boolean rings only have one unit, the vector (1, 1, . . . , 1).
It is also easy to see that Boolean rings are exactly the rings with only
one unit. To see this first note, that if a ring has exactly one unit then
the Jacobson radical J has J = 0 as |R∗| = |J ||(R/J)∗| ≥ |J |. Thus R is
semisimple. By the Chinese remainder theorem, the simple matrix factors
of R must then also have only one unit. It is easy then to see that they must
be Mat1(F2) = Z/2Z and so R ∼= Z/2Z× · · · × Z/2Z is a Boolean ring.
Example 2.13 (Twisting any ring by Boolean rings). Let R be any finite
ring, then let Sn = Z/2Z× · · · × Z/2Z×R be the direct product of R with
the Boolean ring of order 2n.
The product formula readily shows that
CSn = max
(
CR,
√
|R∗|
)
=
√
|R∗|
is independent of n. Thus the sequence of rings {Sn}∞n=1 has |Sn| → ∞ and
uniformly bounded Kloosterman-Salem number. Despite this, these rings
exhibit the worst square root law in the sense that CSn =
√|R∗| = √|S∗n|
achieves the general upper bound on the Kloosterman-Salem number given
in Proposition 2.10.
Now we proceed with the proof of Proposition 2.9.
Proof of Proposition 2.9. Let R be a finite semisimple ring as in equation
(2.2) with no Z/2Z factors.
If R has only one semisimple factor, then R is simple, so by Propositions
2.7 and 2.8 all but finitely many such R are fields.
Now suppose that R has at least two semisimple factors, so that R =
Matn1(F1) × R2, where R2 is a semisimple ring (note |R2| ≥ 2 as 1 6= 0
in our rings). Let C1 and C2 denote the Kloosterman-Salem numbers of
Matn1(F1) and R2, respectively. By Proposition 2.11, we have
C1|R∗2|1/2 ≤ CR and C2|GLn1(F1)|1/2 ≤ CR.
Bounding C1 and C2 below by Proposition 2.10 yields upper bounds for
|GLn1(F1)| and |R∗2|:
|GLn1(F1)|, |R∗2| ≤ 2C2R.
If R is a product of k matrix rings, as in (2.2), the previous equation implies
that
|GLn2(F2)| · · · |GLnk(Fk)| ≤ 2C2R.
This implies that
1
4
|Fj |n
2
j ≤ |GLnj (Fj)| ≤ 2C2R
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for j = 1, . . . , k, so nj and |Fj | are bounded for all j. Further, as Fj 6= Z/2Z,
we have |GLnj (Fj)| ≥ 2, hence
2k−1 ≤ |GLn2(F2)| · · · |GLnk(Fk)| ≤ 2C2R,
which shows that k is bounded. As the size and number of R’s semisimple
factors are bounded in terms of CR, it follows that |R| is bounded in terms
of CR.
It follows that there are finitely many semisimple R with no Z/2Z factors
and with more than one semisimple factor and Kloosterman-Salem number
CR ≤ α, which concludes the proof. 
Remark 2.14. The same proof shows that all but finitely many semi-simple
rings R with CR ≤ α and a bounded number F2 factors (say ≤ n such factors)
are fields.
2.8. Finite rings with Jacobson radical. In this section we show that at
most finitely many (odd) rings with Kloosterman-Salem number less than
α > 0 have a non-zero Jacobson radical.
Firstly, we show that a ring with a non-zero Jacobson radical has a larger
Kloosterman-Salem number than its semisimple part.
Lemma 2.15. Let R be a finite ring with Jacobson radical J , and let S =
R/J be the semisimple part of R, so that we have a short exact sequence of
rings and ideals
0→ J → R→ S → 0.
If CR and CS = CR/J denote the Kloosterman-Salem numbers of R and S,
then
CR ≥ CS |J |1/2 = CR/J |J |1/2.
Proof. Let χm, χn be any additive characters of S (at least one of them
nontrivial), pulling them back under the quotient map π : R → S, one can
view them as additive characters of R which are equal to 1 on J . Using
these characters one obtains certain Kloosterman sums
Hˆ(m,n) =
1
|R|2
∑
x∈R∗
χm(−x)χn(−1
x
),
which represent certain Fourier coefficients for the hyperbola of R. As
χm(−x) and χn(− 1x) only depend on the image of x, 1x in S, using that
R∗ = π−1(S∗), this sum degenerates into
Hˆ(m,n) =
|J |
|R|2
∑
x∈S∗
χm(−x)χn(−1
x
).
Taking the maximum over (m,n) 6= (0, 0) ∈ S × S one gets
max
(m,n)∈S×S
|Hˆ(m,n)| = |J ||R|2CS |S
∗| 12
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and so
CR|R|−2|R∗|
1
2 ≥ |J ||R|2CS |S
∗| 12 .
(Note this last inequality is not necessarily an equality as the previous max-
imum was only over characters of R induced from S and not all characters
of R.) Using that |R∗| = |S∗||J | this simplifies to give
CR ≥ CS |J |1/2 = CR/J |J |1/2,
as was to be shown. 
We are now ready to show that there are finitely many finite rings with
no Z/2Z semisimple factors that have a non-zero Jacobson radical and a
Kloosterman-Salem number below a given threshold. This is the last step
in the proof of the main theorem.
Proof of J 6= 0 case. Let R be a finite ring with Kloosterman-Salem number
CR bounded above by some threshold α ∈ (0,∞); further, assume that R
has no Z/2Z semisimple facters.
It follows from Lemma 2.15 and Proposition 3.2 that |J | ≤ α2 and CR/J ≤
α. As R/J is semisimple and CR/J is bounded by α, Proposition 2.9 implies
that R/J must be a field in all but finitely many cases. Thus we may assume
that we have a short exact sequence
0→ J → R→ F → 0,
where F is a finite field. It remains to be shown that the Jacobson radical
is zero in all but finitely many cases.
If J 6= 0, then J/J2 6= 0 by Nakayama’s lemma. As J/J2 is a non-zero
R/J = F -vector space, it follows that |F | divides |J |. Since |J | is bounded
by α2, it follows that |F | is also bounded by α2, hence |R| is bounded by α4,
which implies that only a finite number of rings satisfy these conditions. 
Thus we have established Theorem and in view of the above, Theorem
1.2 follows.
3. Quantitative Results
The proofs of Propositions 2.7 and 2.8 yield explicit bounds which we
record in the following corollary.
Corollary 3.1. Let F be a finite field, let R be the finite simple ring
Matn(F ), and let CR be the Kloosterman-Salem number of R.
If n = 2,
(3.1) CR ≥ |F | − 1 + 1|F | .
If n ≥ 3,
(3.2) CR ≥ 1
2
|F |n(n−2)2 .
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In particular, CR ≥
√
2 for all F and all n. In addition, we have
(3.3) n ≤
√
2 log2(CR) + 2.
Proof. If n = 2, then by Proposition 2.8,
CR ≥
|F | − 1 + 1|F |√
φ(2, F )
≥ |F | − 1 + 1|F | ,
which proves (3.1).
Now suppose that n ≥ 3. In this case the proof of Proposition 2.7 shows
that
(3.4)
1
4
|F |n(n−2) ≤ |F |n(n−2)φ(n, |F |) ≤ C2R.
Taking square roots proves (3.2).
To prove the bound (3.3) on n, we combine trivial bound 2 ≤ |F | with
(3.4):
2n(n−2)−2 ≤ C2.
For n ≥ 3, we have (n− 2)2 ≤ n(n− 2)− 2, so
2(n−2)
2 ≤ C2,
which implies (3.3) by taking logarithms. For n = 2, the upper bound is
trivial and so the proof is complete. 
Using Lemma 2.15 we can strengthen the general lower bound for Kloosterman-
Salem numbers obtained in Proposition 2.10.
Proposition 3.2. Let R be a finite ring with Kloosterman-Salem number
CR. Then CR ≥ 1 with equality if and only if R is a finite Boolean ring.
Any non-Boolean finite ring has CR ≥
√
2.
Proof. Since CR ≥ CR/J |J |
1
2 , Lemma 2.15 implies that it is enough to con-
sider the semisimple case J = 0. The product formula in Proposition 2.11
reduces to the case where R = Matn(F ). By Corollary 3.1, if n ≥ 2 then
CR ≥
√
2.
Thus we are reduced to the case R = Mat1(F ) = F a finite field. Here
by a result on Kloosterman sums, which we cite below, we have CF ≥
√
2
for all finite fields besides F2. A simple direct computation shows CF2 = 1
as explained in Example 2.12.
Furthermore it is easy to see from these arguments that CR = 1 if and only
if R is semisimple with all simple factors F2, a Boolean ring, and otherwise
CR ≥
√
2. 
The lower bound CF ≥
√
2, where F is a finite field, is implicit in the
original work of Kloosterman [9]. A modern proof can be found on page 22
of [10], where it is shown that if |F | = q, then
(3.5) C2F ≥
2q3 − 3q2 − 3q − 1
(q − 1)(q2 − q − 1) .
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For q > 3, the right hand side of (3.5) is greater than 2, and one may easily
check that CF3 =
√
2.
4. Extremal Rings
In this section we study rings that have the worst possible square root
law for Kloosterman sums. We call such rings extremal:
Definition 4.1. A finite ringR is extremal if its Kloosterman-Salem number
CR achieves the general upper bound CR =
√|R∗|.
Example 2.12 shows that Boolean rings FN2 are extremal, and exam-
ple 2.13 shows that we can create extremal rings by taking products with
Boolean rings. It turns out that there are further examples, which we will
partially classify.
We begin by providing an alternate characterization of extremal rings.
Theorem 4.2. Let R be a finite ring with Kloosterman-Salem number C.
Then the following are equivalent:
(1) C <
√
|R∗|.
(2) R is not an extremal ring.
(3) The subset {(x−1, x−1−1) : x ∈ R∗} of R2 generates R2 as an additive
group.
(4) For every A,B ∈ R, there exists a positive integer n and units x1, . . . , xn ∈
R∗ such that
x1 + · · ·+ xn − n = A
x−11 + · · ·+ x−1n − n = B
Proof. Note that (1) and (2) are equivalent by definition, and (3) and (4)
are equivalent as R × R is finite and so a subset S ⊆ R2 generates it as an
additive group if and only if it generates it as a semigroup. In this case this
means any (A,B) ∈ R2 is a finite sum of elements of the form (xi, x−1i ).
Thus it remains to prove the equivalence of (2) and (3).
Suppose R is an extremal ring, which means that CR =
√
|R|∗. This
happens if and only if there exists (m,n) 6= (0, 0) such that
|K(m,n)| =
∣∣∣∣∣∑
x∈R∗
χm(x)χn(x
−1)
∣∣∣∣∣ = |R∗|.
That is, K(m,n) has no cancellation. As |χm(x)χn(x−1)| = 1, this can only
happen if χm(x)χn(x
−1) is constant for x ∈ R∗.
Since χ = χm ⊗ χn : R × R → C is a non-trivial additive character,
its kernel K is a proper subgroup of R × R. Elements in R × R have
the same χ-value if and only if they lie in the same coset of K, and so
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the Kloosterman sum K(m,n) has no cancellation only if the hyperbola
H = {(x, x−1)|x ∈ R∗} lies in a single coset of K.
SinceH−(1, 1) is contained inK−(1, 1), it is clear that ifH−(1, 1) cannot
generate R2 under addition. Conversely, if H − (1, 1) generates a proper
subgroup K of R2 then a pullback character under π : R×R→ (R×R)/K
yields a non-trivial additive character χm ⊗ χn of R×R for which K(m,n)
has no cancellation. 
Corollary 4.3. If R is a finite ring with Jacobson radical J then if the
semisimple ring R/J is extremal, this implies R itself is extremal.
Proof. First recall the hyperbola H in R × R maps onto the hyperbola H¯
in R/J × R/J under the quotient map. Thus if H generates R × R as an
additive group, H¯ will generate R/J × R/J as an additive group. Thus
by Theorem 4.2, R not extremal implies R/J is not extremal. The result
follows by taking the contrapositive. 
Corollary 4.3 reduces questions about extremal rings to questions about
extremal semisimple rings.
Corollary 4.4. If R = R1× · · · ×Rn is a direct product of finite rings then
R is extremal if and only if at least one of the Ri, 1 ≤ i ≤ n is extremal.
Proof. One can prove this either using the product formula for Kloosterman-
Salem numbers or by noting that the hyperbola H in R × R is the direct
product of the hyperbolas Hi in Ri×Ri. Thus H−{(1, 1)} generates R×R
as an additive group if and only if each Hi − {(1i, 1i)} generates Ri ×Ri as
an additive group. Thus R is not extremal if and only if all the Ri’s are not
extremal. 
Corollary 4.4 lets us reduce the questions about extremal semisimple rings
to ones about extremal simple rings, i.e., Matn(F ) where F is a finite field.
We deal with fields next.
Proposition 4.5. Let Fq be the finite field of order q. Then Fq is extremal
if and only if q = 2, 3, 4.
Proof. Let C be the Koosterman-Salem number of Fq. By the Weil bound
(2.1), any nontrivial Kloosterman sum is bounded by 2
√
q. Thus the field
is not extremal as long as 2
√
q < q − 1 as the Kloosterman sums are sums
of q − 1 elements of modulus one. This is the case if q2 − 6q + 1 > 0 which
holds as long as q > 5. Thus any finite field of size q > 5 is not extremal.
The field F2 has C = 1 and only one unit so it is extremal. The field F3
has C =
√
2 =
√|F∗3| so it is extremal.
For F5 the Kloosterman sums are given by K(m,n) =
∑
x∈F∗5
χ(mx+ nx ).
The x = 1,−1 terms and x = 2,−2 terms are complex conjugates and with
a bit of calculation, we get
K(m,n) = 2 cos(2π(m+ n)/5) + 2 cos(4π(m − n)/5).
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As it is impossible to have m+ n = 0 = m− n without m = n = 0 in F5
we see that F5 is not extremal.
Finally write F4 = F2[u] where u is a primitive third root of unity and
hence solves u2 + u + 1 = 0. Recall the trace Tr : F4 → F2 is given by
Tr(a + bu) = (a + bu) + (a + bu2) = 2a + b(u + u2) = b for any a, b ∈ F2,
as the Galois group of F4 over F2 is cyclic of order two generated by the
Frobenius map Frob : x→ x2. The Kloosterman sum is then given by
K(m,n) =
∑
x∈F∗4
χ
(
Tr
(
mx+
n
x
))
where χ(s) = eπix is the nontrivial additive character of F2. Thus
K(m,n) = χ(Tr(m+ n)) + χ(Tr(mu+ n(1 + u))) + χ(Tr(m(1 + u) + nu)).
It follows that K(1, 1) = χ(0) + χ(0) + χ(0) = 3 = |F∗4| and so F4 is
extremal. 
5. Hyperbola Graphs
Let R be a finite ring and let S be a subset of Rd for some d ≥ 1. We say
S is symmetric if x ∈ S implies −x ∈ S. Please consult [13] for the graph
theoretic background needed in this section.
Definition 5.1. Given a symmetric set S ⊆ Rd for some d ≥ 1. We define
the S-graph GS to be the graph whose vertex set is V = R
d and where v1
and v2 are joined by a single edge in S if and only if v1 − v2 ∈ S.
Note this graph has no multiple edges, and has loops if and only if 0 ∈ S.
It is a regular graph where each vertex has degree d = |S|. Graphs of these
sort have been studied extensively [3, 2].
Recall the adjacency matrix A of this graph is a |V | × |V | matrix whose
rows and columns are indexed by the vertices of the graph and where aij = 1
if vertex vi is joined to vertex vj by an edge and aij = 0 if not.
We first relate the spectrum of the graph GS , the set of eigenvalues of A,
to the Fourier coefficients of the characteristic function of the set S.
Proposition 5.2. Let GS be the S-graph of a symmetric set S ⊆ Rd and
let A be its adjacency matrix. The eigenvectors of A are exactly the charac-
ters of the additive group of the ring R and the character χm corresponds to
eigenvalue |R|dSˆ(m), where Sˆ(m) is the Fourier coefficient of the character-
istic function S with respect to that character. Thus the spectrum of A is the
same as the set of Fourier coefficients of S scaled by |Rd|. In particular the
spectral gap between the largest eigenvalue and one of 2nd largest magnitude
is
|S| −max
m6=0
|Rd||Sˆ(m)|.
Proof. First note that we may think of a function f : V = Rd → C as
a column vector whose entries are indexed by the vertex set V = Rd and
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whose v-th entry is f(v). Under this identification, it is easy to check that
the adjacency matrix A corresponds to an operator g = Af where
g(v) =
∑
u∈S
f(v + u).
Now let f = χm be an additive character of R
d, then
Af(v) =
∑
u∈S
χm(v + u)
=
∑
u∈Rd
χm(v)χm(u)S(u)
= χm(v)
∑
u∈Rd
χm(−u)S(u)
= |Rd|Sˆ(m)χm(v)
for all v ∈ V . Thus Af = |R|dSˆ(m)f and f = χm is an eigenvector of A
with eigenvalue |R|dSˆ(m). As (Rd,+) is a finite abelian group, the number
of such characters is |Rd| = |V |. As irreducible characters of finite groups are
linearly independent, we see that we have indeed found all the eigenvectors
of A. The proposition follows. 
In a regular graph of degree d, d is the largest eigenvalue of A. It is also
an eigenvalue of maximal magnitude though −d is also in the spectrum and
of equal magnitude if the graph is bipartite. Furthermore by a theorem of
Frobenius, the multiplicity of d as an eigenvalue of A is the same as the
number of connected components of the graph. Thus we have the following
corollary:
Corollary 5.3. Let GS be the S-graph arising from a symmetric set S ⊆ Rd.
Then GS is connected if and only if
max
m6=0
Sˆ(m) < |R|−d|S|.
Furthermore we have
max
m6=0
|Sˆ(m)| < |R|−d|S|
if and only if the graph is connected and not bipartite.
Proof. The first part follows from the Theorem of Frobenius mentioned in
the preceding paragraph. The second part then follows as the only element
of the spectrum that can have the same magnitude as d besides d itself is
−d and −d is in the spectrum of a connected regular graph if and only if
the graph is bipartite. 
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Corollary 5.4. If R is a finite ring which is not extremal then for any
A,B ∈ R there exists n ≥ 1 and units u1, . . . , un such that
A = u1 + · · ·+ un
B = u−11 + · · ·+ u−1n .
Proof. If R is not extremal, by Corollary 5.3 we have that the hyperbola
graph is a connected graph. Thus in particular it is possible to get from
vertex (0, 0) to vertex (A,B) with a simple path. This means that (A,B) =
(0, 0)+ (u1, u
−1
1 )+ · · ·+(un, u−1n ) for some (uj , u−1j ) on the hyperbola. This
gives the result. 
Definition 5.5. Let R be a finite ring and let H ⊆ R2 be the hyperbola
H = {(u, u−1)|u ∈ R∗}. The hyperbola graph is the graph arising from the
symmetric set H. By the earlier results of this section, this graph is regular
of degree d = |R∗| and has a spectrum given by |R|2 times the Fourier
coefficients of H.
Corollary 5.6. Let R be a finite ring and C be its Kloosterman-Salem num-
ber. Then if R is not extremal, the hyperbola graph GH is connected and
not bipartite. Furthermore the spectral gap is given by |R∗|−
√
|R∗|C. Con-
versely when R is extremal, the hyperbola graph GH is either disconnected
or connected and bipartite.
Proof. The spectrum of a regular graph of degree d is real and contained in
the interval [−d, d]. It is connected if and only if d has multiplicity 1 as an
eigenvalue and bipartite if and only if −d is an eigenvalue.
When R is not extremal, |R2||Hˆ(m)| < |R∗| form 6= 0 and so d = |R∗| has
multiplicity one as an eigenvalue and −d does not occur as an eigenvalue.
Furthermore by definition
|R|2max
m6=0
|Hˆ(m)| = C
√
|R∗|,
so the spectral gap of the hyperbola graph is given by
|R∗| − C
√
|R∗|
and the corollary follows. 
Example 5.7 (Hyperbola graphs of extremal examples). Let Kn denote the
complete graph on n vertices. The hyperbola graphs of the extremal rings
F2,F3, and F4 are disjoint unions of complete graphs:
• The hyperbola graph of F2 is the disjoint union of two edges, that is,
two K2 graphs.
• The hyperbola graph of F3 is the disjoint union of 3 triangles, that is,
three K3 graphs.
• The hyperbola graph of F4 is the disjoint union of four K4’s.
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For q > 4, Fq is not an extremal ring and so the associated hyperbola
graphs are connected, non-bipartite graphs; thus the pattern exhibited by
F2,F3 and F4 does not continue.
Explicitly for F5, the hyperbola is given byH = {(1, 1), (2, 3), (3, 2), (4, 4)}.
Thus given (x, y) ∈ F25 it is clear there is a path from (x, y) to all the
(x + n, y + n), n = 0, 1, 2, 3, 4 consisting of adding (1, 1) ∈ H repeatedly to
(x, y). On the other hand, adding (2, 3) or (3, 2) to (x, y) raises or lowers
the value of y − x by one. From these facts it is easy to directly check that
the hyperbola graph of F5 is connected. In fact the 5 vertices on the line
y − x = b for fixed b form a cycle subgraph C5. The hyperbola graph of F5
is obtained from the five cycle subgraphs for b = 0, 1, 2, 3, 4 by joining each
point in the cycle subgraph corresponding to the line y − x = b to exactly
one point in the cycle subgraph corresponding to the line y− x = b+ 1 and
to exactly one point in the cycle subgraph for the line y − x = b− 1.
Example 5.8. If R1, R2 are finite rings and R = R1 × R2 is their direct
product, the Chinese remainder theorem shows that H = H1×H2 where H
is the hyperbola of R andHj is the hyperbola of Rj. The resulting hyperbola
graph GH has (x1, y1) adjacent to (x2, y2) if and only if x1, x2 are adjacent
in GH1 and y1, y2 are adjacent in GH2 . Thus the adjacency matrix of GH
is the tensor product of those for GH1 and GH2 . Thus if λ1, . . . , λN is the
spectrum of GH1 (listed with multiplicity) and µ1, . . . , µK is the spectrum
of GH2 then λiµj, 1 ≤ i ≤ N, 1 ≤ j ≤ K is the spectrum of GH .
Given a graph, a random walk on the graph is a process where we start at
some vertex and at each step move to an adjacent vertex in a manner where
it is equally likely that we move to any adjacent vertex versus any other.
It is well known (see [13]) that the random walk on a connected, non
bipartite, regular graph converges to the uniform distribution. This means
that no matter where we start, after a large number of random steps, we are
equally likely to be anywhere in the graph. More precisely, in the hyperbola
graph for a non-extremal ring R, using the results in [13], we have if ptij is
the probability that starting at vertex i we end up at vertex j after t steps
in a random walk, then ptij satisfies
∣∣∣∣ptij − 1|R|2
∣∣∣∣ ≤
(
C√
|R∗|
)t
.
where C is the Kloosterman-Salem number of the finite ring R.
A d-regular, connected, non-bipartite graph has good expansion proper-
ties if its spectral gap is large. In particular, if d − λ2 ≥ 2ǫd then G is an
ǫ-expander (see [13]). It follows that:
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Corollary 5.9. If R is a non-extremal ring with Kloosterman Salem number
C, then the corresponding hyperbola graph is a |R∗|-regular, connected, non-
bipartite simple graph and is an expander graph with expander ratio is
ǫ =
1
2
(
1− C√|R∗|
)
.
Remark 5.10. Among expander graphs, the Ramanujan graphs are those
with best spectral expansion. The hyperbola graph of a non-extremal ring
R is a Ramanujan graph if λ2 ≤ 2
√
|R∗| − 1. This happens if and only if
the Kloosterman-Salem number C satisfies C ≤ 2
√
1− 1|R∗| . If R is an odd
order ring, our results show that aside from a finite set of exceptions, this
can only occur when R is a field.
Further, a graph is Ramanujan if and only if its Ihara zeta function sat-
isfied the “Riemann Hypothesis” [15]. The Ihara zeta function is defined
for all graphs, and so it provides a zeta function associated to Kloosterman
sums over general rings. For Kloosterman sums over fields, the Ihara zeta
function and the classical zeta function ([7] section 11.5) are closely related.
The results of section 2.2 yield an upper bound on the independence
number of hyperbola graphs.
Proposition 5.11. The independence number of the hyperbola graph of a
finite ring R with Kloosterman-Salem number CR is at most
CR|R|
2√
|R∗|
.
Proof. Let E ⊂ R2 be an independent set. This means that there are no
solutions to x − y ∈ H with x and y in E. In the language of section 2.2,
this means that n(E) = 0, hence by Theorem 2.2
|E| ≤ CR|R|
2√
|R∗| .

This bound implies a lower bound on the chromatic number of hyperbola
graphs.
Proposition 5.12. The chromatic number of the hyperbola graph of a finite
ring R with Kloosterman-Salem number CR is at least
√
|R∗|
CR
.
Proof. Suppose that the hyperbola graph can be colored by k colors so that
no two adjacent vertices are the same color. This partitions the vertex set
R2 into k sets E1, . . . , Ek, where each Ei is monochromatic. Since vertices
of the same color are not connected, each Ei is an independent set, and so
by Proposition 5.11, we have
|R2| =
k∑
i=1
|Ei| ≤ kCR|R|
2√
|R∗| .
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Rearranging yields the desired lower bound on the number k of colors re-
quired. 
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