ABSTRACT. Estimating an overall density function from repeated observations on each of a sample of independent subjects or experimental units is of interest. An example is provided by biodemographic studies, where one observes age-at-death for several cohorts of flies. Cohorts are kept in separate cages, which form the experimental units. Time-variation then is likely to exist between the cohort densities and hazard rates due to cage effects on aging. Given the densities of age-at-death for the individual cohorts, one aims to obtain an estimate for the underlying overall density and hazard rate. In microarray gene expression experiments, similar problems arise when addressing the need for normalization of probe-level data from different arrays. Conventional methods, such as the cross-sectional average density, ignore time variation and hence are often not representative for such data. We view densities as functional data and model individual densities as warped versions of an underlying overall density, where the observed densities are assumed to be realizations of an underlying stochastic process.
Introduction
In biomedical studies, density and hazard functions of age-at-death and density functions of gene expressions are often of primary interest. In economics, densities of income distributions across various populations are studied, and in this context, Kneip and Utikal (2001) extended functional data analysis to the case of samples of density functions by utilizing functional principal component analysis (Rice and Silverman 1991) . In this setting, one observes many densities and these densities are then considered as functional data, i.e., as a sample of realizations of an underlying stochastic process.
In recent years, statistical methodology for densities as functional data was developed by various authors. These include Delicado (2007) and Nerini and Ghattas (2007) , who studied functional ANOVA and functional classification, respectively, when data are densities, and Delicado (2011) , who investigated dimension reduction for functional data, including functional principal components and representations based on multidimensional scaling. Related work on functional hazard analysis can be found in Quintela-del-Río (2008) , Ferraty, Rahbi and Vieu (2008) and Chiou and Müller (2009) , and on functional classification in Cuevas, Febrero and Fraiman (2007) . Manté et al. (2005) consider functional classification for the case of a sample of distribution functions within a biological data analysis framework. Further related descriptions and references can be found in Ferraty and Vieu (2006) , and a general introduction to functional data analysis is given in Ramsay and Silverman (2005) . While in some of these approaches density, hazard and distribution functions are viewed as functional data, time warping is usually not considered to be a central issue for these functional objects. The purpose of this paper is to demonstrate that including time warping components in functional density and hazard analysis is often quite beneficial and may lead to a better understanding of the data. We introduce Quantile Synchronization, a simple and straightforward density warping approach in order to implement this objective.
A motivating example is provided by data that were generated in a recent biodemographic study, which is described in more detail in Section 6.1. In this experiment, age-at-death data for large cohorts of Mexican fruit flies were obtained to study longevity and survival of these flies. The data consist of lifetables for 54 cages of male flies, whose survival was monitored over a 174 day period. For each cage, the number of deaths per day was recorded. As the flies in a cage interact with each other, the natural unit of analysis is cage (cohort). Each cohort, corresponding to a sampling unit, possesses an associated density or hazard function, for the age-at-death distribution of the flies in the cohort. One may then construct a density or hazard function from the observed age-at-death (lifetime) data for the flies in a cohort, separately for each of the cohorts. Figure 1 displays the observed hazard rates for the first 10 cohorts, obtained with the method described in Müller et al. (1997) . The hazard rates are seen to share common features and there is also evidence for significant time-variation between cohorts. Adopting the viewpoint that each density is a random function that may include time variation, a basic statistical question arises as to how to arrive at a reasonable overall density or hazard rate for this sample of random densities. A solution of this problem for densities will imply a solution for hazard rates as well, due to the 1-to-1 relationship between densities and hazard rates. In biodemographic applications, one seeks representative population trajectories of mortality, which need to be assembled from many observed cohorts (Vaupel et al., 1998) .
The variation inherent in various cohort trajectories is likely to be composed of both temporal and amplitude variation. We propose here to reduce the temporal variation by time-synchronizing the cohort trajectories prior to an averaging step by using quantile synchronization, which emerges as the most natural way to approach this problem.
Another example is provided by microarray gene expression experiments, where the expression levels recorded in oligonucleotide arrays are often of interest and a problem analogous to time-variation arises when multiple arrays are involved. The problem here is to adjust for the variation across densities obtained from different arrays. Such variation is usually due to non-biological differences between arrays and is considered a nuisance. At best this variation is of minor interest in the study of gene expressions, where the objective is to detect over/under-expression of genes (for a detailed discussion of sources of array variation, see Hartemink et al., 2001 . Therefore, a preprocessing step that eliminates undesirable array density variation is often required. Such preprocessing is also called normalization in microarray data analysis, and so-called quantile normalization has been proposed for the purpose of normalizing the various observed densities (Bolstad et al., 2003) . This provides another instance in which quantile synchronization is highly useful.
Conventional methods to find a representative density, such as the cross-sectional mean of a sample of densities, are often inadequate, as they ignore the differences in time scale between the individual densities. Our goal is to obtain a reasonable overall ("normalized") density that summarizes the densities that are observed for each individual cohort and that may serve as a representative of the population of cohorts. In order to identify the average density in the presence of random time scale variation, we propose to apply a version of curve synchronization or warping, also known as curve registration (Sakoe and Chiba, 1978; Ramsay and Li, 1998) , or alignment (Kneip and Gasser, 1992) .
In time-dynamic biological systems, time-variation between individual trajectories is a common feature. A typical example is growth curve. It is well-known that in human growth, different individuals tend to have different growth schedules. Events shared by all subjects, such as growth spurts, typically occur at different individual ages or times . In such situations, subject-specific time scales adequately reflect internal dynamics of the process, as each individual or cohort progresses according to its own time scale. To obtain meaningful overall densities, it is then appropriate to warp individual time scales to a common time scale, the "synchronized time". A different rationale for the same objective is the need for normalization in gene expression arrays, as discussed above, where "time" corresponds to gene expression level.
Several synchronization methods have been proposed. The "structural average", a version of the landmark method, was studied in Kneip and Gasser (1992) , with more recent extensions in Gervini and Gasser (2005) . In this approach, individual curves are aligned or shifted towards the average of common structural locations. These structural locations correspond to features that exist across all curves and can be determined from estimated curves and derivatives. Further statistical analysis, such as averaging across the sample, is done subsequently, after the curves have been aligned. Wang and Gasser (1998) derived confidence intervals for the "structural average" and a bootstrap estimation procedure. Silverman (1995) proposed a simple "time-shift" model, see Leng and Müller (2006) for a recent application. Ramsay and Li (1998) provided a flexible family of time transformations, leading to smooth monotone curve registration functions based on splines, aligning towards an overall mean, referred to as Procrustes method. Self-modeling warping functions have been developed in Gervini and Gasser (2004) and several basic ideas for warping and curve alignment are due to Gasser (1997, 1999) .
In a study on warping methods by Liu and Müller (2004) , a general method for estimating a population mean function when curve data contain random time transformations, called functional convex averaging, was introduced and an implementation based on area-under-the-curve synchronization was proposed. This approach and the need to analyze time-warped biodemographic cohort densities and hazard rates motivate the development of area-under-the-curve density synchronization. Additional motivation is derived from the problem of gene expression normalization, where researchers perform "quantile normalization", a variant of area-under-the-curve synchronization. Specifically, Bolstad et al. (2003) proposed three normalization methods for microarray data analysis and compared their performance with conventional methods. In these comparisons, quantile normalization emerged as the best and fastest algorithm for erasing unwanted variation in expression level densities between arrays.
Our study places this method into the formal context of density synchronization, which to the best of our knowledge has not yet been addressed formally. We will explore the application to gene expression further in Section 6.2. Our approach borrows ideas from functional convex averaging and area-underthe-curve synchronization and extends these to samples of densities by establishing a connection to quantile functions and quantile-density functions (Parzen, 1979) .
The article is organized as follows. The functional density synchronization model and quantile synchronization are introduced in Section 2. Estimation of model components, derivation of synchronized hazard rates, and preliminary facts regarding kernel smoothing are the theme of Section 3. In Section 4, we focus on asymptotic properties of the quantile-synchronized density estimate, and provide a key theorem. Simulation results are discussed in Section 5, demonstrating that the quantile synchronization approach overcomes the drawbacks of conventional averaging. We then demonstrate the application of our methods to gene expression and mexfly data (Section 6). Concluding remarks are given in Section 7, and auxiliary results and brief proofs in an Appendix.
Quantile synchronization
Our starting point is a sample of density functions f k , k = 1, . . . , n, which we interpret as realizations of a stochastic process F that produces trajectories which are densities. For a given large T > 0, let f k (x), x ∈ [0, T ], be the random density corresponding to the k-th subject, where f k ≥ 0 and T 0 f k (x)dx = 1. We assume the support of f k to be an interval [0, T ], and f to be an arbitrary random density generated by the process F. In reality, the densities f k are generally not directly observed, but rather we observe data that are generated from each density f k . Estimation of f k then requires a preliminary estimation step via smoothing methods, such as kernel smoothing (Silverman, 1986) . We remark here that for technical reasons, our results require that the densities have bounded support. In practice and also in simulations, we work with densities with unbounded support as well. In such cases, the targets are densities which are truncated to a suitably large finite interval.
In analogy to Liu and Müller (2004) , we consider warped density functions
which are realizations of the density-valued process F. Our proposed approach to align such random densities is area-under-the-curve warping, i.e., to postulate that the underlying latent warping mapping corresponds to the inverse of the cumulative distribution function (cdf) F , i.e., the random quantile function associated with each f , given by
The quantile function then maps a postulated synchronized time t ∈ [0, 1] to warped time x ∈ [0, T ]. As an example, we plot the cdfs for simulated data in Figure 2 , where the time-variation across individual densities is contained in these cdfs. This time-variation is equivalently reflected in the subject/cohort quantile functions (Figure 3 ). The use of quantile functions in statistics has been investigated by many authors, including Parzen (1979) , Sheather and Marron (1990), and Jones (1992) , among others.
A key step in the modeling is to assume that each random quantile function F −1 can be expressed as sum of a fixed smooth quantile function F −1 0 , representing common features shared by all subjects/cohorts, and a random smooth deviation function δ, representing specific features of an individual subject/cohort. Define stochastic quantile processes
where δ has mean zero and bounded variation, F −1
as the synchronized time. Note that the argument does not necessarily correspond to a physical time, depending on the application.
Density processes {f (x), x ∈ [0, T ]} are then generated from the random quantile functions The primary target of our analysis is the overall quantile function,
in synchronized time t. The quantile-synchronized overall density is then
The fact that f ⊕ is a density follows immediately from the above definition, as F 0 is a cdf, the quantile-
For a sample of densities f k , k = 1, . . . , n, the synchronized overall density f ⊕ is targeted bȳ
applying the warping mapping ϕ to the average quantile function. Note that the quantile-synchronized density estimatef ⊕ differs substantially from the usual cross-sectional average densityf = 1 n n k=1 f k , which does not incorporate time-warping and is linear in the sample densities f k , whilef ⊕ is nonlinear.
Since for each fixed n,
is a quantile function,f ⊕ is always a density function.
Comparing this approach with the model in Liu and Müller (2004) , we note that there, functional data are assumed to be generated by a bivariate stochastic process (
Transposing this concept to the present situation, this bivariate process model would be applied to the random distribution function process with realizations F , where
. A key feature of the present situation is that Y (t) = t is known, which resolves the basic non-identifiability issue that was discussed in Liu and Müller (2004) and also otherwise simplifies the approach. As before, writing
, which, upon differentiation, leads to the quantile-synchronized density f ⊕ .
Estimating the components for quantile synchronization
A multitude of smoothing methods have been devised for nonparametric density estimation; we use here kernel density and kernel quantile smoothing. Assume that for the k-th subject/cohort, k = 1, . . . , n, a sample of m k scalar data X k1 , . . . , X km k ∼ F k are observed, and that these data are conditionally independent, conditioning on the random distribution function F k , which randomly varies across experimental units, subjects or cohorts, and is a realization of a distribution function process. To ensure that the numbers of measurement asymptotically increases in the same way across the subjects/cohorts, we assume that there exists a sequence m = m(n) with m → ∞, as n → ∞, such that
for positive constants τ k , such that 0
For the distribution function F k of the k-th cohort, k = 1, . . . , n, the quantile function
. Given the sample X k1 , . . . , X km k , a natural estimator of the quantile function is the empirical quantile function
is the empirical distribution function. Cheng and Parzen (1997) proposed a unified kernel quantile estimator, given bỹ
where α is a kernel function, chosen as a probability density function that is symmetric around 0, and
Whether one proceeds to smooth the empirical quantile functions first, followed by averaging these smoothed quantile functions, as in (8) below, or to average empirical quantile functions first, followed by smoothing, makes no difference, as the smoothing step is linear. The motivation for including a smoothing step is twofold: First, smoothing the quantile function eliminates the awkwardness in defining arbitrary quantiles from the empirical quantile function, as the smoothed quantile function typically will be strictly monotone on most of the range. Second, smoothing improves second order efficiency by alleviating the so-called relative deficiency, as has been shown in Falk (1984) .
The quantile-synchronized overall density estimate is obtained as follows. First, the synchronization mapping functionsF
.., n, for each subject/cohort are estimated by the smoothing step (7), using a Gaussian kernel α and adaptive global plug-in bandwidth selectors. More specifically, our implementation follows the description in Gasser, Kneip and Köhler (1991) and Brockmann, Gasser and Hermann (1993) , and we adopt their publicly available R package lokern with global bandwidth choice. This leads to the estimateF
for
0 . Variants of this approach are possible, some of which may be advantageous in certain situations. For example, one can easily substitute the Gaussian kernel with other kernel functions such as the Epanechnikov kernel. Furthermore, other smoothing methods might be used, for example splines or local linear fitting when the quantile function is available on a discrete grid of points.
By numerical inversion, one obtains the distribution function estimateF 0 corresponding toF −1 0 , and finally an estimate off ⊕ (4), targeting f ⊕ (3), by convolvingF 0 with a derivative kernel,
Here h = h(n) is a bandwidth, with h → 0 as n → ∞, nh 2 → ∞, and β
(1)
is the derivative of a kernel function β with properties outlined in (H3) in the Appendix. The required numerical differentiation of the estimated quantile-synchronized distributionF 0 in (9) is thus implemented by convolving with a derivative kernel.
For kernels β we chose the standard Gaussian density, which worked well in practice. As for kernel α, again alternative kernel choices can be easily substituted, such as the Epanechnikov kernel, as well as alternative approaches for differentiation, e.g. based on smoothing splines. The bandwidth h or equivalent smoothing parameter typically is chosen very small. To control biases near endpoints when applying kernel methods for functions with domains on a bounded interval, one often benefits from applying specially designed boundary kernels (see, e.g., Müller, 1991 Müller, , 1993 or local polynomial approximations (Zhang and Karunamuni, 1998 ), but such adjustments do not matter much here, due to the very small bandwidths. Another alternative to implement numerical differentiation would be to use difference quotients, but this approach requires the choice of a step size and has some drawbacks (see e.g. , for a discussion of these issues).
Note that the computation of the quantile-synchronized overall density estimatef ⊕ does not actually require to obtain subject/cohort densitiesf k , as it is based on the cohort quantile functionsF −1 k . In applications it is nevertheless often helpful to compute and inspect the estimatesf k of the individual cohort densities, as this leads to better understanding of the characteristics of subject/cohort behavior and is important for interpretation of the data and the detection of outliers. For estimating the densities f k , one may apply histograms, smoothed histograms, kernel density estimators or other nonparametric density estimation schemes (see Silverman, 1986) .
From the one-to-one relationship between density functions and hazard rates, we obtain the quantilesynchronized overall hazard rate from the quantile-synchronized overall density estimate bŷ
Asymptotic results
We denote weak convergence in the function space C of continuous functions by ⇒. As discussed above, the subject/cohort densities f k and the corresponding quantile functions
. . , n, are typically not directly observed but must be estimated from samples generated by these distributions. Starting 
where Ξ F is a centered Gaussian process defined in (19) in the Appendix.
This result provides the asymptotic distribution of the estimated quantile-synchronized cdfF 0 . This is the key quantity in the proposed quantile synchronization method. All other overall sample characteristics such as the overall density, but also overall mean, median or other quantities are derived from F 0 , and corresponding estimates are derived fromF 0 .
Theorem 2. Under the assumptions of Theorem 1 and condition (H4) in the Appendix, for bandwidths h as defined in (9), it holds that
We have seen that f ⊕ is always a density, according to (3). Theorem 2 implies that also the estimateŝ f ⊕ (x) are arbitrarily close to a density for large samples. In finite samples, this is not necessarily the case. One may wish to apply an adjustment tof ⊕ by projecting onto the space of density functions, e.g., by truncating the function when it is negative at 0 and normalizing, so that the integral becomes 1 (see, e.g., Gajek, 1986) .
Theorem 2 provides a theoretical basis for the application of quantile synchronization in large samples. For example, quantile normalization in microarray analysis can be studied within our framework, and Theorem 2 guarantees the validity of this approach for large samples and identifies f ⊕ as the appropriate target. Choosing the rate h ∼ n −1/6 , one finds that Theorem 2 establishes a convergence rate of n −1/3 in the sup norm. As long as m/n → ∞, i.e., the average number of observations per cohort (see (5)) grows asymptotically faster than the number of cohorts in the data sample, the convergence is determined by the number of available cohorts n that enter into the synchronization step.
For the synchronized overall hazard rate estimatorλ ⊕ (10), the target function is the synchronized
. Theorems 1 and 2 immediately imply the consistency result
Illustrations with simulated data
In order to illustrate the effectiveness of our method, we generated three sets of simulated data. In additional simulations, not reported here, we studied the effect of the selection of bandwidths b in eq.
(7) on the resulting quantile-synchronized overall density estimatef ⊕ , and found the influence to be relatively small, so that this choice appears not very crucial.
Simulation 1. In the first example with simulated data, the starting point was the quantile function Q 0 of the Gaussian density with mean 4 and standard deviation 1. Warping functions were generated as δ(t) = A sin(πt), where A ∼Uniform(−1, 1), leading to warping processes Q(t), where n = 60 copies of
were generated. Then m = 100 observations were randomly drawn from each distribution
k . Individual density functions were estimated from each sample using kernel estimators.
In Figure 4 , the corresponding sample of density estimatesf k is displayed. Also shown are (a) the proposed quantile-synchronized overall density estimatef ⊕ , as defined in (9), and implemented as described in the previous section; (b) the conventional overall cross-sectional densitŷ
and (c) the shift-registered overall cross-sectional densitŷ
wheref SRk (x) are the shift-registered individual density estimates, simply obtained by shiftingf k to the center of the samples 1 nm n k=1 m j=1 x kj . Here the cross-sectional overall densityf CS serves as a simple-minded baseline, and would be used conventionally as representing the sample of densities. The shift-registered overall cross-sectional densitŷ f SRCS provides a second, somewhat more sophisticated baseline, combining a simple shift-warping approach with cross-sectional averaging. This provides a very simple to implement improvement over the cross-sectional estimatef CS . The results clearly demonstrate that neither the cross-sectional density estimatef CS nor the shift-registered cross-sectional density estimatef SRCS comes very close to the underlying Gaussian density, howeverf SRCS performs considerably better thanf CS . The quantilesynchronized overall density estimatef ⊕ provides the best approximation to the true underlying density and outperforms the other methods.
Simulation 2. A second simulation was carried out in a similar way, but for an underlying Gamma(κ, θ) density, with shape parameter κ = 5 and scale parameter θ = 1. Warping functions were generated with similar shapes but more variation compared to the first simulation, by δ(t) = A sin(πt), where A ∼Uniform(−2, 2). From the resulting warping processes Q(t), n = 60 copies were generated as
Then m = 500 observations were randomly drawn from each distribution
The comparison of the performance of the proposed quantile-synchronized overall density estimateŝ f ⊕ , with the conventional cross-sectional estimatef CS and the improved shift-warped cross-sectional estimatef SRCS is illustrated in Figure 5 . The quantile-synchronized overall density is seen to provide the best summary estimate, and adequately reflects the true underlying shape. In contrast, the crosssectional estimates are both less representative of the underlying Gamma distribution.
Simulation 3. A more complex structure was studied in a third example, where we consider the situation of a bimodal underlying density. The quantile function Q 0 in this case was that of a Gaussian mixture of two normal densities φ 1 , φ 2 with means 3 and 4 and standard deviations 0.3 and 0.4 respectively, with f ⊕ = 0.5φ 1 (y) + 0.5φ 2 (y). Warping functions were generated as δ(t) = A sin(2πt), where A ∼Uniform(−0.2, 0.2), leading to warping processes Q(t), where n = 60 copies of
were generated. Then m = 500 observations were randomly drawn from each distribution
The generated densities and the results obtained from quantile synchronizationf ⊕ , the conventional cross-sectional estimatef CS and the shift-warped cross-sectional estimatef SRCS are in Figure   6 . Viewing the sample densities, the warping structure is seen to be quite complex in this example.
The representative density should be close to the underlying Gaussian mixture. This is the case for the density estimate obtained by quantile synchronization, while the conventional and the shift-registered cross-sectional averaging provide similar and almost indistinguishable estimates that are far away from the target, clearly demonstrating that quantile synchronization provides a more useful representation in this case.
The corresponding comparisons for the hazard rates are shown in Figure 7 , where we compare the synchronized hazard rate estimateλ ⊕ with the alternative estimates from the cross-sectional averaging methods, replacingf ⊕ in (10) byf CS orf SRCS andF 0 byF CS orF SRCS , obtained by averaging the cohort-specific empirical distribution functions or shift-registered cohort-specific empirical distribution, respectively. The quantile-synchronized estimate correctly reflects the wave pattern of the underlying hazard rate in the middle of the domain, while both conventional and shift-warped cross-sectional estimates are clearly inferior.
Data Applications

Mexican fruit fly study
Due to genetic differences, chance and cohort effects, different individuals or cohorts of the same species often have different developmental schedules (Finch, 1994) . When studying age-at-death in a biodemographic experiment that involves samples of life tables derived from individual cohorts, it is of interest to determine the common density and hazard functions associated with the observed lifetimes (age-atdeath) across all cohorts. The proposed synchronization method provides a natural approach for this purpose, removing distortions of survival in individual cohorts that may arise through various cohort effects. Flies can easily be raised in large cohorts and their entire lifespan is observable, so there are no censoring issues. A biodemographic experiment was conducted with Mexican fruit flies (mexflies) with the goal to study mortality across a fairly large number of cohorts (see Carey et al., 2005, for background).
The mexfly data consist of life tables for 54 cages of male flies observed over a 174 day-period, where each cage contained more than 1000 flies. Observations of age-at-death of flies raised within the same cage must be assumed to be correlated, as these flies share the same living environment, food source, and temperature, which are thought to slightly vary between cages, due to small random variations. An additional unavoidable source of correlations are interactions among individuals raised jointly within the same cage (cohort). Hence entire cohorts constitute the natural independent units for data analysis.
The available data consist of a life table per cohort, i.e., the daily number of deaths, which was recorded separately for each cage. Time-variation is indeed present when viewing the cohort hazard rates (Figure   1 ), motivating the need to find an overall representative hazard.
We describe now some specific issues when implementing the proposed quantile synchronization method for biodemographic lifetime data. Histograms provide a natural first estimate for the cohortspecific densities of age-at-death. A histogram density estimate is defined as follows: Given a random sample x 1 , . . . , x m ∈ (a, b) that is sampled from a density function f , define a partition of (a, b) by
Denote the count of sample points falling within bin B j by y j , j = 1, . . . , P , so that
As alternative, one might consider histosplines (Wahba, 1976) .
The mexfly data is naturally binned by days, as the counts of deaths for all cohorts are recorded at days 1, . . . , M , where M is the maximum age (in days) observed in the study. Thus, in this application, ∆ j = ∆ = 1 day, and the bins B j are one-day intervals. We denote the observations for the k-th cohort by (x j , y kj ), where k = 1, . . . , n, x j = j − 1/2, j = 1, . . . , M, denote the midpoints of the j-th day, n is the total number of cohorts (here n = 54), and y kj corresponds to the number of deaths observed on day j for cohort k. The histogram density estimatef Hk defined in (13) for the underlying density f k of age-at-death for cohort k iŝ
The empirical distribution functionF Hk can then be defined aŝ
We will therefore replaceF −1 k in (6) by the empirical quantile plot (F Hk (x j ), x j ), which then is entered into the kernel quantile estimator (7).
The resulting individual warping function estimatesF −1 k (t) (7), k = 1, 2, ..., 54, and the overall timesynchronizing functionF −1 0 (t) (8) are displayed in Figure 8 . Given the synchronized overall density estimatef ⊕ (9), the synchronized hazard rateλ ⊕ is obtained by equation (10). In Figure 9 , we compare the synchronized hazard rate estimateλ ⊕ with the alternative estimates that are obtained from the cross-sectional averaging methods. The synchronized hazard function estimateλ ⊕ shows a"plateau", i.e., a flattening of the hazard rate towards older ages. A few cohort trajectories but not all of them show this phenomenon as well (see Figure 1) . Such plateaus are commonly found in biodemographic studies (Carey et al., 1992; Wachter, 1999) . Their presence implies that the flies' vulnerability does not always increase as they age and plateaus may be interpreted as a slowing of the aging process for very old individuals. The hazard function estimates derived from the cross-sectional methods do not show a plateau. Since the variability of hazard rate estimates is quite high in the right tail, these findings must be considered suggestive but not conclusive. However, most genes in the trisomic region are over-expressed in Ts1Cje mice while the expression levels for other chromosomes are almost the same between Ts1Cje and normal mice. Amano et al. concluded that the over-expression of genes in the trisomic region has a bearing on the pathogenesis of DS. The raw, unfiltered, probe-level data for both Ts1Cje and normal mice are available from Gene Expression Omnibus (GEO) at NCBI.
Gene expression analysis of Ts1Cje mouse for Down syndrome
The GeneChip hybridization used in Amano et al. (2004) was based on Affymetrix Murine Genome U74A and U74B GeneChips (24935 probe sets) (Affymetrix, Inc., Santa Clara, CA, USA). There are two types of probes for Affymetrix GeneChips. Perfect match (PM) represents the reference probes that match a target sequence. Each gene is typically represented by a set of 11-20 pairs of probes and the expression intensity for a gene is obtained through a summary of the measurements from the probe set.
In the commonly encountered case where multiple arrays are involved, the construction of an overall summary density is not trivial and the simple cross-sectional average density is not effective, due to random array effects which effectively correspond to expression level warping. This problem is recognized in genomics and leads to the need for array normalization as a preprocessing step. We use the density of log(PM) to illustrate how quantile-synchronization can be used to advantage. Here the experimental units are the arrays, for each of which one obtains expression data that give rise to a density function corresponding to the gene expression level distribution, as measured by the specific array.
Array level-variation effects are evident from the densities of expressions for normal 2N mice using n = 6 arrays ( Figure 10 ) and Ts1Cje mice, also using n = 6 arrays (Figure 11 ), based on U74B GeneChips. Adjustment for the presence of expression level warping is clearly necessary in order to obtain a useful overall summary density. Applying our method to the probe-level data and comparinĝ f ⊕ with the cross-sectional densitiesf CS andf SRCS shows that the undesirable level variation between arrays is removed when applying the proposed estimatef ⊕ (Figures 10 and 11) . In contrast, crosssectional estimatesf CS andf SRCS are distorted, owing to the array level variation and are inferior to capture the structure of the essential features of the expression distribution. Further microarray examples where the very similar method of quantile normalization has been applied can be found in Bolstad et al. (2003) .
Discussion and concluding remarks
Viewing cohort densities as functional data, we propose a simple yet efficient time-synchronization estimation method to obtain a reasonable underlying overall density that represents the essential features of the sample. In addition to the quantile-synchronized overall density, the procedure also provides synchronized hazard rate estimation. The proposed approach is motivated by a general model for warping in functional data analysis and uses quantile synchronization, aligning locations in the domains of the densities that correspond to the same quantile. The method proves useful for applications and has good asymptotic properties.
Quantile synchronization is particularly useful when significant warping effects exist between individual densities, as is often the case in biomedical studies. Examples based on both simulated and real data illustrate that conventional methods may fail to provide a useful overall density and hazard rate estimate in such situations. Boundary effects can be a problem that may affect estimation in the tails of the density and in some instances (especially when choosing larger bandwidths) need to be carefully addressed. Our method is related to "quantile normalization", a well established pre-processing method for gene expression arrays. The theoretical results we provide to justify quantile synchronization also extend to this quantile normalization method.
One of the anonymous reviewers of this article provided an example for discussion, where (in a slightly modified version) f 0 is a standard Gaussian density and the observed sample of densities is drawn from
In this case, the quantile-synchronized overall density that represents the sample does not belong to the manifold in which these densities lie. This shows that the representing density is not necessarily close to the densities in the sample. The density in the above example which represents the average location and also belongs to the sample is the standard Gaussian; however, this density is not representative as it does not correctly represent the variances of these densities, which are much smaller than 1 on average.
The proposed quantile-synchronized representative is a density that is symmetric around 0 but with variance smaller than 1, and this makes sense for a representative density. It can be characterized as an extrinsic rather than intrinsic mean of the manifold, and is the Fréchet mean in a suitable metric. Such a metric can be derived from the metric given in Liu and Müller (2004) , making use of the discussion after eq. (4) in Section 2.
There are several open questions. We only discussed density and hazard rate estimation for the case of no censoring. An extension to the case of censored data will be useful for various biomedical and reliability applications where some event times are censored. While bootstrap can be applied, a deeper investigation of inference procedures such as confidence intervals for estimates based on quantile synchronization in relation to the target densities or corresponding tests remain an open problem. While we provided a basic framework for a particularly natural version of quantile synchronization, the development of other approaches of warping or curve registration for samples of densities will be of interest. . . . , n, defined in (1) . Let Q be a generic process distributed as Q k , and let S denote the support of f k . If Q k is differentiable, the derivative q k (t) = Q k (t), t ∈ (0, 1), is the quantile density function (compare Parzen, 1979, and Cheng and Parzen, 1997) .
APPENDIX: PROOFS AND AUXILIARY RESULTS
For simplicity of notation, set
We require the following assumptions. The first assumption is needed to ensure that asymptotic errors are dominated by the error that stems from the finite number of n of available densities, rendering the error associated with the estimation of the individual densities negligible in comparison. (B2) There exists a constant 0 < L < ∞ such that
(see (2)) is continuously differentiable in t and inf t∈ [0, 1] 
We remark that condition (B2) cannot be satisfied for quantile functions on unbounded intervals, and therefore the domain of the f k needs to be finite. Finite support is a standard assumption in quantile estimation problems.
Let G Q (t), t ∈ [0, 1] be a Gaussian process with mean function EG Q (t) = 0 and covariances
and defineQ
Lemma 1. Under assumptions (B2) and (B3),
where Ξ F is the Gaussian process given by
Here q 0 and F 0 are defined in (16) and (3), and "•" denotes the composition of two functions.
Proof of Lemma 1. Under conditions (B2) and (B3), (18) follows from Theorem 3 in Liu and Müller (2004) .
Lemma 1 provides the asymptotic distribution of the synchronized cdfF 0 , based on the assumption that the cohort quantile functions are known. However, in applied settings, these functions are not observed directly, but rather need to be estimated from available data. Therefore, we require an extension that applies to estimated quantile
. . , n (7). For this purpose, we invoke the following additional assumptions.
(H1) The quantile density functions q k , k = 1, . . . , n, are twice continuously differentiable in (0,1), and for a constant c 0 > 0 satisfy inf t∈ [0, 1] 
There is a γ > 0 such that sup u∈ [0, 1] 
(H3) (1) The kernel functions α and β are probability density functions which are symmetric around 0, and β is differentiable.
(2) For any function g that is at least twice continuously differentiable in (0, 1), for a ρ > 1/2 it holds that lim sup m→∞ b 2 m ρ < ∞, and sup u∈ [a,b] 
Proof. By Theorem 2.1 (2) in Cheng and Parzen (1997) ,
for each k, as ρ > 1/2. Note that (H1) implies conditions (Q1)-(Q3) in Cheng and Parzen (1997) , and conditions (K1)-(K3) in Cheng and Parzen (1997) 
Proof. According to Lemma 2,
The following result is analogous to Lemma A.1 in Liu and Müller (2004) .
Proof of Theorem 1. Note that estimatef ⊕ (9), hazard rate estimate derived from the cross-sectional density estimatef CS (x) (11) (dashed), and from the shift-registered cross-sectional average densityf SRCS (x) (12) (dot-dash), for the mexfly data. f CS (x) (11) (dashed) and shift-registered cross-sectional density estimatef SRCS (x) (12) (dot-dash). mouse data: Synchronized overall density estimatef ⊕ (9) (solid), cross-sectional density estimatef CS (x) (11) (dashed) and shift-registered cross-sectional density estimatef SRCS (x) (12) (dot-dash).
