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Abstract
In this paper, we study some intrinsic characterization of conformally compact manifolds. We show
that, if a complete Riemannian manifold admits an essential set and its curvature tends to −1 at infinity in
certain rate, then it is conformally compactifiable and the compactified metrics can enjoy some regularity at
infinity. As a consequence we prove some rigidity theorems for complete manifolds whose curvature tends
to the hyperbolic one in a rate greater than 2.
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1. Introduction
In recent years there has been growing interest in the study of conformally compact
Riemannian manifolds from mathematics and physics. Conformally compact Einstein manifolds,
for instance, are the basic objects that are used to establish the mathematical foundation for the
so-called AdS/CFT correspondence proposed and studied in some promising theory of quantum
gravity; see [16].
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Suppose that Xn+1 is a smooth manifold with boundary ∂Xn+1 = Mn . A defining function x
of the boundary Mn in Xn+1 is a smooth function on Xn+1 such that
(1) x > 0 in Xn+1;
(2) x = 0 on Mn ;
(3) dx ≠ 0 on Mn .
A complete Riemannian metric g on Xn+1 is said to be conformally compact of regularity
Ck,µ if x2g extends to be a Ck,µ compact Riemannian metric on X¯n+1 for a defining function x
of the boundary Mn in Xn+1.
A basic and interesting question is that, what are the sufficient conditions for a complete
Riemannian manifold (Xn+1, g) to be conformally compact of reasonable regularity? It is rather
easy to see that the Riemann curvature needs to tend to a negative constant at infinity. On the
other hand, due to the complexity of the end structure of a hyperbolic manifold, it is clear that a
simple volume growth condition would not be enough to yield anything like what is true about
asymptotically locally Euclidean manifolds; see [5].
With those understandings in mind, in this note, as in [14], we will consider a complete,
noncompact Riemannian manifold (Xn+1, g) whose curvature is asymptotically hyperbolic of
order a as follows:
∥Rm −K∥ ≤ Ce−aρ (1)
where Rm denotes the Riemann curvature tensor of the metric g and K the constant curvature
tensor of −1, i.e., Ki jkl = −(gik g jl − gil g jk); ρ is the distance function to a fixed point in Xn+1
with respect to g; and C is a positive constant independent of ρ. To control the wild behavior of
the ends we consider a notion of essential sets which was introduced in [4,2].
Definition 1.1. A compact subset E of (Xn+1, g) is called an essential set if
(1) E is a compact domain of X with smooth and convex boundary B := ∂E, i.e. its second
fundamental form with respect to the outward unit normal vector field is positive definite.
Any geodesic half line emitting from B orthogonally to the outside of E can be extended to
infinity;
(2) the distance function ρ to the essential set is smooth;
Note that if E is an essential set, then ρ is a smooth function and has no critical point which
implies that the region in Xn+1 which is outside of the essential set E is diffeomorphic to
[0,∞)× B.
It is not easy to determine whether or not there is an essential set even in a complete hyperbolic
manifold. But it clearly is a necessary condition for a complete Riemannian manifold to be
conformally compactifiable in the above sense. Indeed in [2,3], for a complete Riemannian
manifold which possesses an essential set and whose curvature is asymptotically hyperbolic and
covariant derivatives of Riemann curvature decay, the authors were able to obtain conformal
compactifications with some regularity results. Those decay assumptions on the covariant
derivatives of curvature were derived when in addition the manifold is Einstein (cf. [3]). Note
that the most interesting case is of a = 2 in (1) which is satisfied by most known conformal
compact Einstein manifolds.
Now suppose that (Xn+1, g) is a complete Riemannian manifold that possesses an essential
set E. Then we know that outside of E the metric g can be written as
g = dρ2 + gi j (ρ, θ)dθ i dθ j ,
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where ρ is the distance function to E and θ are local coordinates on B = ∂E which are called
Fermi coordinates. We have a convention for indices in this note that all Latin letters run from 1
to n while all Greek letters run from 0 to n. With this identification there is a natural differential
structure on the closure X¯n+1 which simply is the product structure as follows. Let
E1 = {x ∈ Xn+1 : ρ(x) ≤ 1},
then E ⊂ E1 and
X¯n+1 = E1

[0, δ0] × B,
where δ0 = log e+1e−1 , and

denotes the connected sum by identifying (1, θ) ∈ ∂E1 with
(δ0, θ) ∈ {δ0}×B. Hence we may use the coordinates (τ, θ) to replace (ρ, θ) outside of E1 such
that
τ = log e
ρ + 1
eρ − 1 and (sinh ρ)
−1 = sinh τ.
Therefore, in the new coordinates, we consider
g¯ = sinh−2 ρ · g
= sinh−2 ρdρ2 + sinh−2 ρgi j (ρ, θ)dθ i dθ j
= dτ 2 + g¯i j (τ, θ)dθ i dθ j .
Now (Xn+1\E1, g¯) is a conformal compactification of (Xn+1\E1, g)with the defining function
sinh τ of the boundary Mn in X¯n+1. Thus we will focus on the regularity of g¯ at τ = 0. Note that
perhaps we will have to consider it in other coordinate systems nearby the infinity in order to get
better regularity.
As pointed out in [3] the regularity of their conformal compactifications were obtained via
ODE analysis. The drawback for that is the demand of the assumptions on the decay of covariant
derivatives of Riemann curvature such as:
∥∇k Rm∥ ≤ Ce−bρ, (2)
where C is a positive constant independent of ρ. For instance, in [3], it assumes (2) for k = 1 and
b > 0 to have C0,b regularity; and it assumes (2) for k = 2 and b > 1 to have C1,b−1 regularity.
Note that, if the curvature condition (1) holds with a > 0 and the curvature condition (2) holds
with b > 0, then a ≥ b, as noticed in [3]. Our first goal in this note is to make use of harmonic
coordinates near the infinity to obtain the C2,µ regularity under the curvature condition (2) with
k = 1 and b > 2.
Theorem 1.2. Suppose that (Xn+1, g) is a complete Riemannian manifold with an essential set
E and that it satisfies the curvature condition (1) with a > 0 and the curvature condition (2) with
k = 1 and b > 2. Then there is a differentiable structure on X¯n+1, which is smooth in the interior
of Xn+1 and C3,µ up to the boundary for some µ ∈ (0, 1). And in this differentiable structure, g¯
is smooth in the interior of Xn+1 and is C2,µ smooth up to the boundary for some µ ∈ (0, 1).
We remark here that in fact we can get C1,µ regularity when b > 2 − 1n+1 (please see
Theorem 3.5 in Section 3). Our second goal in this note is to make use of the Ricci flow
on complete manifolds to obtain some regularity without assuming decay conditions on the
covariant derivatives of curvature. Let (Xn+1, g) be a complete Riemannian manifold satisfying
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the curvature condition (1) with a > 0. We consider the normalized Ricci flow as follows:
∂
∂t
gαβ = −2ngαβ − 2Rαβ ,
gαβ(x, 0) = gαβ(x), on Xn+1.
(3)
Since our initial metric satisfies the curvature condition (1), by the work of Shi (see Theorem 1.1
in [13]), the evolution Eq. (3) has a smooth solution g(·, t) for a short time. Let
Eαβγ δ(g) = Rαβγ δ(g)+ (gαγ gβδ − gαδgβγ ).
Using the evolution equations and the maximum principles we show that (see Corollary 4.6)
Lemma 1.3. Suppose that (Xn+1, g) is a complete Riemannian manifold and that it satisfies the
curvature condition (1) with a > 0. Let (Xn+1, g(t)), t ∈ [0, T ], be a complete solution of the
normalized Ricci flow (3). Then there exist constants T0 and C such that
∥E(g(t))∥ ≤ Ce−aρt
and
∥∇E(g(t))∥ ≤ C√
t
e−aρt ,
where ∇ is with respect to the metric g(t), ρt is the distance function with respect to g(t), and C
is independent of t, 0 < t ≤ T0 ≤ T .
It is then rather easy to obtain an improvement of Theorem A in [3] as follows:
Theorem 1.4. Suppose that (Xn+1, g) is a complete Riemannian manifold with an essential set
E and that it satisfies the curvature condition (1) with 0 < a < 1. Then g¯ is C0,µ smooth up to
the boundary τ = 0 for µ = 23 a.
We observe that the curvature estimates for the compactified metric g¯ depend only on
the curvature condition (1), even though our constructions of harmonic coordinates used the
curvature condition (2). Based on compactness theorems in [11] of Riemannian manifolds we
find the regularity of harmonic coordinates indirectly via some good approximations provided
by the Ricci flow. We then obtain
Theorem 1.5. Suppose that (Xn+1, g) is a complete Riemannian manifold with an essential set
E and that it satisfies the curvature condition (1) with a > 2− 1n+1 . Then there is a differentiable
structure Γ on X¯n+1, which is smooth in the interior of Xn+1 and W 3,p up to the boundary for
some p ∈ (n + 1, 12−a ) if a ∈ (2 − 1n+1 , 2) and p > n + 1 if a ≥ 2. And in this differentiable
structure Γ , we have
(1) g¯ is smooth in the interior of Xn+1 and it is W 2,p up to the boundary for some p > n + 1.
In particular, it is C1,µ smooth up to the boundary, for some µ ∈ (0, 1);
(2) g¯ is smooth in the interior of Xn+1 and it is W 2,p up to the boundary for any p > n+ 1 if in
fact a ≥ 2. In particular, it is C1,µ smooth up to the boundary, for any µ ∈ (0, 1).
One of the motivation to derive an intrinsic criterion for a complete Riemannian manifold to
be conformally compactifiable is to find a rigidity theorem for a complete Riemannian manifold
whose curvature is asymptotically hyperbolic as in the work of Shi and Tian [14]. Although
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many interesting rigidity theorems were obtained (e.g. [1,6,7,10,12,14]) lately, most of them
need to assume some regularity of the conformally compactness of manifolds at infinity. Very
recently, in [10], a rigidity theorem for asymptotically hyperbolic manifold with Ric ≥ −ng and
admitting C2 conformal compactification was proved. We find that our curvature estimate (1)
in Proposition 2.2 and the above Theorem 1.5 together is a perfect substitute for the regularity
assumption in the rigidity theorem of [10]. Our main rigidity theorem is as follows:
Theorem 1.6. Suppose that (Xn+1, g) is a complete Riemannian manifold with an essential set
E and it satisfies the curvature condition (1) with a > 2 and Ric ≥ −ng. Assume also that Xn+1
is simply connected at infinity. Then (Xn+1, g) is a standard hyperbolic space for n ≥ 4. And
it is a standard hyperbolic space if in addition we assume that

Xn+1 ∥Rm − K∥dµg < ∞ for
n = 3.
The rest of the paper is organized as follows. In Section 2, we will present some basic
estimates which can be derived mostly just from the Riccati equations and ODE analysis. In
Section 3, we construct harmonic coordinates at the infinity, therefore prove Theorem 1.2 via
the estimates for the curvature of the compactified metrics. In Section 4, we drop the curvature
condition (2) by using Ricci flow. Finally in Section 5, we prove some rigidity results.
2. Basic estimates
In this section we present the basic estimates. First we introduce some estimates that are
consequences of the Riccati equations via ODE analysis as Lemma 2.3 in [14] (see also in
[2,3]). Suppose that (Xn+1, g) is a complete Riemannian manifold with an essential set E. And
suppose that (1) holds. Let Σρ be the level surface of the distance function ρ to the essential set
E. For simplicity we may take orthonormal frames on each slice Σρ , under which the second
fundamental form is denoted by Si j , then we recall Riccati equations:
∂Si j
∂ρ
+ Sik Sk j = R0i0 j ,
where the index 0 refers to unit normal direction of Σρ .
Lemma 2.1. Suppose that f (ρ) ≥ 14 is a smooth function for ρ > 0 and that
| f (ρ)− 1| ≤ Le−aρ,
for any ρ > 0 and some a, L > 0. If y is the solution of the equation
y′ + y2 = f
y(0) > 0,
then there is a positive constant C which depends only on L and y(0) such that
(1) |y − 1| ≤ Ce−2ρ , if a > 2;
(2) |y − 1| ≤ Cρe−2ρ , if a = 2;
(3) |y − 1| ≤ Ce−aρ , if 0 < a < 2.
Proof. The proof is very similar to the proof of Lemma 2.3 in [14]. First it is easy to see that
0 < y < C, (4)
for some constant C , which only depends on L and y(0). Let
y = v + 1.
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Then we get
v′ + 2v = ( f − 1)− v2
and
(v2)′ + 2(2+ v) · v2 = 2v · ( f − 1).
Hence
(v2)′ + 2v2 ≤ (v2)′ + 2(2+ v) · v2 = 2v · ( f − 1).
Therefore, in the light of (4) and the assumptions on the function f , it follows that
|v|2 ≤ Ce−2ρ, if a > 2,
|v|2 ≤ Cρe−2ρ, if a = 2,
|v|2 ≤ Ce−aρ, if 0 < a < 2.
Plugging back those into the same equation we have the improved estimates for v2. Finally we
finish the proof of Lemma 2.1 using the equation
v′ + 2v = ( f − 1)− v2. 
Consequently, if we write
Si j = gi j + pi j e−2ρ,
we have
|pi j | ≤ C, if a > 2; (5)
|pi j | ≤ Cρ, if a = 2; (6)
and
|pi j | ≤ Ce(2−a)ρ, if 0 < a < 2. (7)
Note that the constants C in the above depend only on the second fundamental form of the
level surface Σ0 and the constant in the assumption (1). Similarly we also have the estimates of
the second fundamental form Si j of Σρ under local coordinates { ∂∂θ i }ni=1 on B. Again if we write
S ji = gk j Sik,
and
S ji = δ ji + p ji e−2ρ,
then
|p ji | ≤ C, if a > 2; (8)
|p ji | ≤ Cρ, if a = 2; (9)
and
|p ji | ≤ Ce(2−a)ρ, if 0 < a < 2. (10)
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Using those estimates on the second fundamental form of the level set of the distance function
ρ one can easily derive the following estimates on the curvature of the compactified metric g¯ as
follows:
Proposition 2.2. Suppose that (Xn+1, g) is a complete Riemannian manifold with an essential
set E and that it satisfies the curvature condition (1) for a > 0. If g = dρ2 + gi j dθ i dθ j , and
g¯ = sinh−2 ρg := dτ 2 + g¯i j dθ i dθ j , then we have
(1) ∥Rm(g¯)∥g¯ ≤ Λ, if a > 2;
(2) ∥Rm(g¯)∥g¯ ≤ Λ| log τ |, if a = 2;
(3) ∥Rm(g¯)∥g¯ ≤ Λτ a−2, if 0 < a < 2.
If in addition we assume the curvature condition (2) for k = 1 and 1 < b < 3, then we also have
∥∇¯Rm(g¯)∥g¯ ≤ Λτ b−3.
Here Λ is a constant depending only on C in the assumptions (1) and (2).
Proof. We assume that all the geometric quantities about (Xn+1, g) is in local coordinates
{U , (ρ, θ1, . . . , θn)}, and all the geometric quantities about (X¯n+1, g¯) is in local coordinates
{U , (τ, θ1, . . . , θn)}, here θ is regarded as the spherical coordinate. So if the 0 index appears in
g, Rm and E , it means the ρ vector field and if the 0 index appears in g¯, R¯m and E¯ , it means the
τ vector field. For example, R0 jkl = Rm(∂ρ, ∂θ j , ∂θk , ∂θ l ) and E¯0 jkl = E¯(∂τ , ∂θ j , ∂θk , ∂θ l ). Let
S¯ be the second fundamental form of Στ in (X¯n+1, g¯).
Step 1. We give several basic estimates and prove the estimates of ∥Rm(g¯)∥g¯ . As
1
Λ
e2ρδi j ≤ gi j ≤ Λe2ρδi j ,
we have
|g¯i j | ≤ C.
Meanwhile, g¯00 = 1 and g¯0k = 0. By direct computation, we get
Γ¯ γαβ = Γ γαβ −
cosh ρ
sinh ρ

δ
β
0 δ
γ
α + δα0 δγβ − δγ0 gαβ

,
then Γ α00 = Γ¯ α00 = 0,Γ 00α = Γ¯ 00α = 0,Γ ki j = Γ¯ ki j . As
∂ρgi j = 2Si j ,
and
∂τ g¯i j = 2

cosh ρ
sinh2 ρ
gi j − Si jsinh ρ

= −2S¯i j ,
then Γ 0i j = −Si j , Γ¯ 0i j = S¯i j , Γ j0i = S ji , Γ¯ j0i = −S¯ ji . Especially,
S¯i j = e
−2ρ
sinh ρ
pi j − e−ρ g¯i j
and
S¯ ji = e−2ρ sinh ρp ji − e−ρδ ji .
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Using Gauss identity, we have
R¯i jkl = R¯Στi jkl − S¯il S¯ jk + S¯ik S¯ jl
= (g¯lα)Στ (R¯αi jk)Στ − S¯il S¯ jk + S¯ik S¯ jl
= sinh−2 ρ(glm)Σρ (Rmi jk)Σρ − S¯il S¯ jk + S¯ik S¯ jl
= sinh−2 ρ Ri jkl + Sil S jk − Sik S jl− S¯il S¯ jk + S¯ik S¯ jl ,
then we get
R¯li jk = e−2ρ

δlj g¯ik − δli g¯ jk

+ E li jk − e−2ρ coth ρ

pikδ
l
j + plj gik − pli g jk − p jkδli

.
On the other hand, we may calculate directly
R¯l0 jk = − sinh ρ E l0 jk
and
R¯k0i0 = sinh2 ρ · Ek0i0 − e−2ρ · sinh ρ · cosh ρ · pki + e−ρ · cosh ρ · δki .
Those readily imply the estimates for the curvature of the compactified metric g¯ with the
assumptions, estimates (8), (9), (10) and the fact that
τ = log

1+ 2
eρ − 1

∼ 2e−ρ .
Step 2. We give the estimates on the derivatives of the second fundamental form S¯ and then get
the estimates of ∥∇¯Rm(g¯)∥g¯ . First we derive from the Riccati equations that
∂ρ p
j
i = e2ρE j0i0 − e−2ρ pki p jk ,
which implies
|∂ρ p ji | ≤ Λe(2−a)ρ . (11)
To obtain the estimates on the tangential derivatives of the second fundamental form S¯, we will
take derivatives in both sides of Riccati equation. But first
R j0i0,k = ∂k R j0i0 − R jli0Γ l0k − R j0l0Γ lik − R j0ilΓ l0k + Rl0i0Γ jlk,
which implies
|∂k R j0i0| ≤ Λe−(b−1)ρ,
where we have used the fact that the compactified metric g¯ is Lipschitz when k = 1 and b > 1
in (2) and a > 0 in (1) (cf. [2,3]). Then from Riccati equations, we have
∂ρ∂k S
j
i + ∂k Sli · S jl + ∂k S jl · Sli = ∂k R j0i0.
Considering the ODE system
y′ + (2+ Ω)y = O(e−(b−1)ρ),
where
|Ω | ≤

Λe−2ρ, a > 2,
Λρe−2ρ, a = 2,
Λe−aρ, 0 < a < 2,
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and an argument similar to the one in the proof of Lemma 2.1, we then have
|∂k S ji | ≤ Λe−(b−1)ρ, (12)
where Λ is a positive constant independent of ρ and θ . Hence
|∂k p ji | ≤ Λe−(b−1)ρ . (13)
Now we are ready to get the estimates on the covariant derivatives of curvature by direct
computations. As we have
R¯δαβγ,µ = ∂µ R¯δαβγ + R¯ναβγ Γ¯ δµν − R¯δνβγ Γ¯ νµα − R¯δανγ Γ¯ νµβ − R¯δαβν Γ¯ νµγ ,
and
∂0 E
l
0 jk = E l0 jk,0 − Em0 jk Slm + E l0mk Smj + E l0 jm Smk
= E l0 jk,0 + E l0 jk − e−2ρ

Em0 jk p
l
m − E l0mk pmj − E l0 jm pmk

,
then
R¯l0 jk,0 = sinh2 ρ · E l0 jk,0 + 2 sinh ρ · cosh ρ · E l0 jk . (14)
Here we remind again that the 0 index in the quantities with bar represents the τ vector otherwise
it means the ρ vector field. After a long computation, we have
R¯li jk,m = E li jk,m −
cosh ρ
sinh ρ

E0k jiδ
l
m − E l0 jk gmi + E l0ik gmj − E li j0gmk

− e
−2ρ cosh ρ
sinh ρ
(∂m pikδ
l
j − ∂m p jkδli + pnj gikΓ lmn − pni g jkΓ lmn
− pnkδljΓ nmi + pnmδliΓ nk j + plng jkΓ nmi − plngikΓ nmj
− pinδljΓ nmk + p jnδliΓ nmk), (15)
R¯li jk,0 = − sinh ρE li jk,0 − 2 cosh ρE li jk +
2e−3ρ
sinh ρ

δlj gik − δli g jk

+

e−4ρ
sinh ρ
− 2e−3ρ cosh ρ

pikδ
l
j + plj gik − pli g jk − p jkδli

+ 2e−2ρ cosh ρ

plj gik − pli g jk

− 2e−4ρ cosh ρ

pmk p
m
i δ
l
j − pmk pmj δli

+ e−2ρ cosh ρ

∂ρ pikδ
l
j + ∂ρ plj gik − ∂ρ pli g jk − ∂ρ p jkδli

, (16)
R¯l0 jk,m = − sinh ρ · E l0 jk,m + cosh ρ ·

E00 jkδ
l
m − E lm jk − E l0 j0gmk

+

e−3ρ
sinh2 ρ
− e
−2ρ cosh ρ
sinh2 ρ

g jkδ
l
m −

e−3ρ
sinh2 ρ
+ e
−2ρ cosh ρ
sinh2 ρ

gmkδ
l
j
+

e−4ρ
sinh ρ
+ 2e
−3ρ cosh ρ
sinh ρ

pmkδ
l
j
− e
−4ρ
sinh ρ
g jk p
l
m +
2e−3ρ cosh ρ
sinh ρ
gmk p
l
j
− e−4ρ cosh ρ

pnk p
n
mδ
l
j − g jk pnm pln + 2pljb pmk

, (17)
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R¯l0 j0,m = sinh2 ρ · E l0 j0,m + sinh ρ · cosh ρ

E lm j0 + E l0 jm

− e−2ρ sinh ρ · cosh ρ · ∂m plj
+ e−2ρ sinh ρ · cosh ρ

plmΓ
m
nj − pmj Γ lnm

, (18)
R¯l0 j0,0 = − sinh3 ρ · E l0 j0,0 − 2 sinh2 ρ · cosh ρE l0 j0
+

e−2ρ sinh ρ · cosh2 ρ + e−2ρ sinh3 ρ − 2e−3ρ sinh2 ρ · cosh ρ

plj
+ e−2ρ sinh2 ρ · cosh ρ · ∂ρ plj + e−2ρ sinh ρδlj . (19)
Combine the above calculations with (11), (13) and assumption (2), we arrive at
∥∇¯Rm(g¯)∥g¯ ≤ Λe(3−b)ρ .
Thus we complete the proof of the proposition. 
Consequently we have
Proposition 2.3. Suppose (Xn+1, g) is a complete Riemannian manifold with an essential set
E, and that it satisfies the curvature condition (1) with a > 0. Then
(1) Near the boundary τ = 0, if a > 2, then∂ g¯i j∂τ
 ≤ Cτ ;
if a = 2, then∂ g¯i j∂τ
 ≤ C |τ log τ |;
if 0 < a < 2, then∂ g¯i j∂τ
 ≤ Cτ a−1.
(2) Near the boundary τ = 0, if a > 2, then∂2g¯i j∂τ 2
 ≤ C;
if a = 2, then∂2g¯i j∂τ 2
 ≤ C | log τ |;
if 0 < a < 2, then∂2g¯i j∂τ 2
 ≤ Cτ a−2.
(3) g¯i j (τ, θ) is Lipschitz up to the boundary τ = 0, if the condition (2) holds with k = 1 and
b > 1.
(4) Near the boundary τ = 0, | ∂2 g¯i j
∂τ∂θ l
| ≤ Cτ b−2, if the curvature condition (2) holds with k = 1
and b > 1.
2342 X. Hu et al. / Advances in Mathematics 230 (2012) 2332–2363
Proof. For (1), recall that
∂τ g¯i j = 2e−ρ g¯i j − 2 e
−2ρ
sinh ρ
pi j .
Hence it is easily seen that (1) holds in the light of (8), (9), (10) and the fact that
τ ∼ 2e−ρ, as ρ →∞.
As for (2) we calculate
∂2g¯i j
∂τ 2
= 2(e−ρ∂τ g¯i j + e−ρ sinh ρ g¯i j )− 2(2e−2ρ pi j + e−2ρcothρpi j − e−2ρ∂ρ pi j ).
Hence (2) in this proposition holds in the light of (11). (3) in this proposition was proved in [2].
Therefore we have only (4) in this proposition left to be proven. Again we calculate
∂τ ∂θ l g¯i j = 2e−ρ∂θ l g¯i j − 2
e−2ρ
sinh ρ
∂θ l pi j .
Thus (4) in this proposition is proven due to (13). 
So far we only employed ODE analysis and Riccati equations to derive estimates on the
compactified metric g¯. To end this section we include a simple lemma which is a variant of both
Lemma 3.8 in [3] and Prop 13.8.7 in [15]. For readers’ convenience, we give the proof here.
Lemma 2.4. Suppose f (x, y) is a function on Rn × [0,+∞) and that
|∇ f | ≤ Cy−δ,
for some δ ∈ (0, 1) and a positive constant C. Then there is a constant Λ that depends only on
C such that
∥ f ∥C0,1−δ(Rn×[0,+∞)) ≤ Λ.
Proof. For any two points (x1, y1), (x2, y2) ∈ Rn × [0,+∞) with y2 ≥ y1, we consider the
following two cases:
Case 1: Suppose y2 ≥ |x1 − x2|, then we have
| f (x1, y1)− f (x2, y2)| ≤ | f (x1, y1)− f (x1, y2)| + | f (x1, y2)− f (x2, y2)|
≤ C
1− δ (y
1−δ
2 − y1−δ1 )+ Cy−δ2 |x1 − x2|
≤ C
1− δ |y1 − y2|
1−δ + C |x1 − x2|1−δ . (20)
Case 2: Suppose y2 ≤ |x1 − x2|, in this case, take y0 = |x2 − x1|, then we have
| f (x1, y1)− f (x2, y2)| ≤ | f (x1, y1)− f (x1, y0)| + | f (x1, y0)− f (x2, y0)|
+ | f (x2, y0)− f (x2, y2)|
≤ C
1− δ (y
1−δ
0 − y1−δ1 )+
C
1− δ (y
1−δ
0 − y1−δ2 )+ Cy−δ0 |x1 − x2|
≤ C
1− δ y
1−δ
0 + C |x1 − x2|1−δ
≤ Λ|x1 − x2|1−δ . (21)
Thus, we see in both cases this lemma is true. 
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3. Harmonic coordinates at infinity
From the previous section we know that the normal derivatives of the compactified metric
g¯ is well under control when the curvature condition (1) holds with reasonably large a > 0,
and so is the curvature of g¯. But to use only ODE analysis to control the metric g¯, even just
in C0,µ norm, one needs to assume curvature condition (2) (cf. [2,3]). In this section we will
make use of elliptic PDE to improve the basic estimates established in the previous section. Our
approach is very straightforward. We want to construct a harmonic coordinate system nearby
the infinity to get a better regularity of the metric g¯. In particular when a > 1 the boundary
Mn = ∂Xn+1 = {τ = 0} × B is totally geodesic with respect to the compactified metric g¯.
Recall
g¯ = dτ 2 + g¯i j (τ, θ)dθ i dθ j
in a local coordinate system nearby the infinity, (0, δ0] × B for some δ0, as we chose before.
Therefore we can build a double N = [−δ0, δ0] × B of the manifold (0, δ0] × B and extend
the metric g¯ to the double N evenly. It is clear that the double metric g¯ is Lipschitz when the
curvature condition (1) holds with a > 0 and the curvature condition (2) holds with k = 1
and b > 1. We now start to construct a harmonic coordinate system in the double N across the
boundary {0} × B.
Lemma 3.1. Suppose that (Xn+1, g) is a complete Riemannian manifold with an essential set E.
Suppose that the curvature condition (1) holds with a > 0 and the curvature condition (2) holds
with k = 1 and b > 1. Let (τ = θ0, θ1, θ2, . . . , θn) be a local coordinate system out of the
product structure near the infinity of Xn+1 as before. Then there exists a constant C independent
of τ and θ such that on a subset [−τ0, τ0] ×O of the double N, we have
|1¯θα| ≤ C, ∀ α = 0, 1, . . . , n,
where O is an open set in B, τ0 is some small positive number and ∆¯ is the Laplacian operator
with respect to the metric g¯.
Proof. This is a simple consequence of the fact that the metric g¯ is Lipschitz when the curvature
condition (1) holds with a > 0 and the curvature condition (2) holds with k = 1 and b > 1 by
the work in [2]. 
Let φ = (θ0, θ1, . . . , θn) and D3τ1 ⊂ (−τ0, τ0) × O be a geodesic ball in the double N
centered on the boundary {0} × B, we consider the following Dirichlet problem:
1¯ψ = 0, in D3τ1 ,
ψ |∂D3τ1 = φ|∂D3τ1 .
(22)
Let ξ = ψ − φ and θ = τ1z. Then we have|∆¯zξ | ≤ Cτ 21 in D3
ξ |∂D3 = 0. (23)
Hence by W 2,p interior estimates we obtain
∥ξ∥W 2,p(D2) ≤ Cτ 21 ,
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where p > 1 is arbitrary and C depends on n, p and the constant of Lemma 3.1. Due to the
Sobolev embedding theorem we have
∥ξ∥C1,µ(D2) ≤ Cτ 21 , if p > n + 1,
here µ = 1− n+1p . By rescaling back to θ -variable,
∥ξ∥C1,µ(D2τ1 ) ≤ Cτ
1−µ
1 , if p > n + 1,
here C is a constant independent of τ, τ1 and θ . Therefore, by choosing τ1 sufficiently small we
see ψ is a harmonic coordinate system in D2τ1 and there exists a constant δ > 0 independent of
τ, τ1, and θ such that
| det(Dψ)| ≥ δ (24)
for all point in D2τ1 .
Let (D2τ1 , y
γ ), 0 ≤ γ ≤ n, be the harmonic coordinates we just constructed, then
∥yγ ∥W 2,p(D2τ1 ) ≤ C.
Since 1¯yγ =
∂2 yγ
∂τ 2
+ g¯i j

∂2 yγ
∂θ i∂θ j
− Γ¯ ki j
∂yγ
∂θk
− 1
2
∂ g¯i j
∂τ
∂yγ
∂τ

= 0, in D3τ1 ,
yγ |∂D3τ1 = θγ |∂D3τ1 ,
(25)
and g¯i j (τ, θ) = g¯i j (−τ, θ), Γ¯ ki j (τ, θ) = Γ¯ ki j (−τ, θ), and the evenness of the boundary data, by
the maximal principle, we have that
yγ (τ, θ) = yγ (−τ, θ). (26)
In the following, we try to get some higher order smoothness for these harmonic coordinates
near the boundary. First we take advantage of (4) in Proposition 2.3. Namely,
Lemma 3.2. Suppose that (Xn+1, g) is a complete Riemannian manifold with an essential set
E; that the curvature condition (1) holds with a > 0 and the curvature condition (2) holds with
k = 1 and b > 1; that (y0, y1, . . . , yn) is the harmonic coordinates constructed above. Then
yγ ∈ W 2,p(D2τ1)
for arbitrary p > 1;
∥yγ ∥
C1,µ

D 3
2 τ1
 ≤ C
for µ = 1− n+1p and arbitrary p > n + 1, here C is a constant; and ∂∂τ yγ

C1,µ

D 3
2 τ1
 ≤ C,
where µ = 1− n+1p ,C is a constant, and here p satisfies
(1) p > n + 1 if the curvature condition (1) holds with a > 0 and the curvature condition
(2) holds with k = 1 and b ≥ 2;
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(2) p ∈ (n+ 1, 12−b ) if the curvature condition (1) holds with a > 0 and the curvature condition
(2) holds with k = 1 and b ∈ (2− 1n+1 , 2).
Moreover the harmonic coordinate functions yγ are all even with respect to the variable τ .
Proof. Recall, in local coordinate φ
g¯ = dτ 2 + g¯i j dθ i dθ j , 1 ≤ i, j ≤ n.
Let
δh y = y(τ + h, θ)− y(τ, θ)h ,
for (τ, θ1, . . . , θn) ∈ D 3
2 τ1
and |h| < τ14 . Then
δh1¯y = 0,
in D 3
2 τ1
. From the fact that
∥y∥W 2,p(D2τ1 ) ≤ C,
and
∂2g¯i j
∂τ∂θk
∈ L p(D2τ1),
due to (4) in Proposition 2.3 when (b − 2)p > −1, we getg¯αβ ∂2∂θα∂θβ δh y

L p(D 3
2 τ1
)
≤ C,
which implies
∥δh y∥
W 2,p

D 3
2 τ1
 ≤ C.
Let h tend to zero. Then the Lemma follows from the Sobolev embedding theorem. 
Note that the harmonic coordinates {yγ } are even, as constructed in the above (26), we then
have
Corollary 3.3. Suppose that the curvature condition (1) holds with a > 0 and the curvature
condition (2) holds with k = 1 and b > 2 − 1n+1 . And let gˆαβ be components of the metric g¯ in
the above harmonic coordinates. Then
gˆαβ ∈ W 1,p(U , θγ )
and
∂
∂τ
gˆαβ ∈ W 1,p(U , θγ )
for p ∈ (n + 1, 12−b ) if b ∈ (2− 1n+1 , 2) and p > n + 1 if b ≥ 2, where U ⊆ D 32 τ1 .
Moreover
gˆαβ(τ, θ) = gˆαβ(−τ, θ)
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and
∂
∂τ
gˆαβ = 0 at τ = 0.
As we doubled the manifold and extended the metric to the double manifold N evenly, we
have
R¯m(τ, θ) =

R¯m(τ, θ), τ > 0,
R¯m(−τ, θ), τ < 0. (27)
To finally utilize the curvature equations we need
Proposition 3.4. Suppose that the curvature condition (1) holds with a > 0 and the curvature
condition (2) holds with k = 1 and b > 2 − 1n+1 . Then gˆαβ is a weak solution to the following
equation
1
2
1¯gˆαβ + Qαβ(∂ gˆ, gˆ) = −Rˆαβ ,
in U , where ∇¯ is gradient operator with respect to metric g¯, Q(∂ gˆ, gˆ) is a bilinear form of gˆ
and its first derivative, dV¯ is the volume form with respect to g¯, Rˆαβ are components of Ricci
curvature tensor in (U , yγ ) excluding the boundary τ = 0.
Proof. Let
U+ = {(τ, θ) ∈ U |τ ≥ 0},
and
U− = {(τ, θ) ∈ U |τ ≤ 0},
I = U+

U−,
n⃗± be the outward unit normal vectors of U± on I. Since gˆ is smooth in U except on I, we have,
for each smooth function supported inside U ,
1
2

I
∂ gˆαβ
∂ n⃗+
· ηd S¯ −

U+
∇¯ gˆαβ · ∇¯ηdV¯

+

U+
Qαβ(∂ gˆ, gˆ) · ηdV¯ = −

U+
Rˆαβ · ηdV¯ ,
and
1
2

I
∂ gˆαβ
∂ n⃗−
· ηd S¯ −

U−
∇¯ gˆαβ · ∇¯ηdV¯

+

U−
Qαβ(∂ gˆ, gˆ) · ηdV¯ = −

U−
Rˆαβ · ηdV¯ .
Here we used Proposition 2.2 and Corollary 3.3. Note that on I,
∂
∂ n⃗−
= ∂
∂τ
,
∂
∂ n⃗+
= − ∂
∂τ
.
By Corollary 3.3, we hence obtain
I
∂ gˆαβ
∂ n⃗+
· ηd S¯ =

I
∂ gˆαβ
∂ n⃗−
· ηd S¯ = 0,
which completes the proof of the Proposition. 
Now we are ready to use the harmonic coordinates at infinity to prove a regularity result as a
step stone for the proof of Theorem 1.2.
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Theorem 3.5. Suppose that (Xn+1, g) is a complete Riemannian manifold with an essential set
E and that it satisfies the curvature condition (1) with a > 0 and the curvature condition (2) with
k = 1 and b > 2 − 1n+1 . Then there is a differentiable structure Γ on X¯n+1, which is smooth in
the interior of Xn+1 and W 3,p up to the boundary for some p ∈ (n+1, 12−b ) if b ∈ (2− 1n+1 , 2)
and p > n + 1 if b ≥ 2. And in this differentiable structure Γ , we have
(1) g¯ is smooth in the interior of Xn+1 and it is W 2,p up to the boundary for some p > n + 1.
In particular, it is C1,µ smooth up to the boundary, for some µ ∈ (0, 1);
(2) g¯ is smooth in the interior of Xn+1 and it is W 2,p up to the boundary for any p > n+ 1 if in
fact b ≥ 2. In particular, it is C1,µ smooth up to the boundary, for any µ ∈ (0, 1).
Proof of Theorem 3.5. By Corollary 3.3, we see that gˆαβ ∈ W 1,p(U , yγ ), for some p > n + 1.
Due to the assumption and Proposition 2.2, we have
∥Rm(g¯)∥g¯ ∈ L p(U),
so
∥Rm(gˆ)∥gˆ ∈ L p(U), (28)
for some p > n + 1, as g¯αβ and gˆαβ represents the same metric in different coordinates. Since
g¯ is uniformly equivalent to the flat metric and | det(Dψ)| ≥ δ where δ is a uniform constant as
we showed in the construction of the harmonic coordinates, it means the change of coordinates
maintains the uniform equivalence of the metric, that is, Λ−1δαβ ≤ gˆαβ ≤ Λδαβ , where Λ is
a fixed constant. Together with (28), we have that every component Rˆαβ ∈ L p(U). Then, by
Proposition 3.4 and the standard L p theory in PDE, we obtain that gˆαβ ∈ W 2,p(U) and there is
a constant C which depends on p such that
∥gˆαβ∥L p(U) +

γ
 ∂∂yγ gˆαβ

L p(U)
+

γ,µ
 ∂2gˆαβ∂yγ ∂yµ

L p(U)
≤ C.
Particularly gˆαβ ∈ C1,µ(U) due to the standard Sobolev embedding theorem for someµ ∈ (0, 1).
Now we have constructed the harmonic coordinates (U , yγ ) on N , and gˆαβ has better
regularity than g¯αβ . By taking U

X¯n+1, which is still denoted by U , we get a local coordinate
covering on X¯n+1. Let (U , yγ ) and (V, zσ ) be two distinct harmonic coordinates on (X¯n+1, g¯).
And suppose UV is nonempty. Then, by the standard arguments in PDE, we see that there is
a constant C with
∥zσ∥W 3,p(UV, yγ ) ≤ C
Putting all these harmonic coordinates together we then obtain a differentiable structure on X¯n+1.
Thus we finish to prove Theorem 3.5. 
Proof of Theorem 1.2. Recall from Proposition 2.2 that
∥∇¯Rm(g¯)∥g¯ ≤ Λτ−(3−b).
Hence by Lemma 2.4 and b > 2, we know R¯m ∈ C0,µ1(U). On the other hand, ∂ gˆαβ ∈ C0,µ2(U),
due to Theorem 3.5. Therefore we may again use the Ricci equation
1
2
1¯gˆαβ + Qαβ(∂ gˆ, gˆ) = −Rˆαβ ,
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where Qαβ(∂ gˆ, gˆ) and Rˆαβ are all Ho¨lder continuous. Thus Theorem 1.2 follows from the
standard Schauder theory in elliptic PDE. 
4. Improvement by the Ricci flow
In this section we show that the Ricci flow can be used to help to get the regularity without
assuming the curvature condition (2). The key observation is the fact: the geometry of (X, g¯(t))
for all small t is well-controlled, particularly, we have uniform curvature estimates for (X, g¯(t))
which depend only on the curvature condition (1), here g(t) is the solution to (30) and g¯(t)
is the conformal compactified metrics. More specifically, we will show that, for all small
t, (Xn+1, g(t)) is a complete Riemannian manifold satisfying the curvature condition (1) with
a > 0 and curvature condition (2) with k = 1, b = a, and admits an essential set (see
Proposition 4.3, Proposition 4.4). Hence in the light of Theorem 3.5, we know that (X, g¯(t))
enjoys global W 2,p a prior estimate (see (3) of Lemma 4.9). Moreover, we will also show
that g(t) and g¯(t) tend to g and g¯ so good, when t tends to zero (see Proposition 4.5, (2) of
Lemma 4.8), that it implies that g¯ is W 2,p smooth up to boundary of X¯ .
Let (Xn+1, g) be a complete Riemannian manifold satisfying the curvature condition (1) with
a > 0. We consider the Ricci flow equation
∂
∂t
gαβ = −2Rαβ
gαβ(x, 0) = gαβ(x) on Xn+1.
(29)
We will also consider the normalized Ricci flow as follows:
∂
∂t
gαβ = −2ngαβ − 2Rαβ
gαβ(x, 0) = gαβ(x) on Xn+1.
(30)
We recall that, if gN solves the normalized Ricci flow (30) and letτ(t) =
1
2n
e2nt − 1
2n
,
gUαβ(x, t) = (1+ 2nτ)gNαβ(x, t),
(31)
then gU solves the Ricci flow (29). Hence if we know one we know the other. Since our initial
metric satisfies the curvature condition (1), by the work of Shi (see Theorem 1.1 in [13]), there
exist constants T,C1,C2 > 0, which only depend on n and the constant in (1) such that the
evolution Eq. (29) has a smooth solution g(·, t) for a short time t ∈ [0, T ], which satisfies the
following estimates:
sup
x∈Xn+1
∥Rm(x, t)∥ ≤ C1, 0 ≤ t ≤ T (32)
and
sup
x∈Xn+1
∥∇Rm(x, t)∥ ≤ C2√
t
, 0 ≤ t ≤ T . (33)
Let
Eαβγ δ(g
U ) := Rαβγ δ(gU )+ 11+ 2nτ (g
U
αγ g
U
βδ − gUαδgUβγ ).
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Then
Eαβγ δ(g
N ) = Rαβγ δ(gN )+ (gNαγ gNβδ − gNαδgNβγ ).
Hereafter, we denote that ρt is the distance function to the essential set E in Xn+1 with respect
to the metric g(·, t), where ρ0 = ρ. We denote that ∇ and ∆ are with respect to g(·, t), where
∇g0 and∆g0 with respect to g(·, 0) = g. Notice that ∇E = ∇Rm. Direct computations from the
evolution equations of Riemann curvature tensor give us the following:
Lemma 4.1. Suppose that (Xn+1, g) is a complete Riemannian manifold and that (Xn+1,
g(·, t)) is a complete solution of Ricci flow (29). Let E = E(g), then the evolution equations
of ∥E∥2 and ∥∇E∥2 are given by
∂
∂t
∥E∥2 = 1∥E∥2 − 2∥∇E∥2 + E ∗ E ∗ E + E ∗ E
and
∂
∂t
∥∇E∥2 = 1∥∇E∥2 − 2∥∇2 E∥2 +∇E ∗ ∇E + E ∗ ∇E ∗ ∇E,
where E ∗ E stands for terms that are contractions of E and E.
Now we will use the maximum principle to estimate ∥E∥ and ∥∇E∥. To do that we need the
following:
Lemma 4.2. Suppose (Xn+1, g) is a complete Riemannian manifold with an essential set E and
that it satisfies the curvature condition (1) with a > 0. Let (Xn+1, g(·, t)) be a complete solution
of (29), 0 ≤ t ≤ T , then
|1ρ| ≤ C, 0 ≤ t ≤ T,
here C > 0 is a constant independent of t .
Proof. First we recall a fact that
∂Γ γαβ
∂t
= −gγ δ(Rαδ,β + Rβδ,α − Rαβ,δ).
Then we calculate
∂
∂t
(1ρ) = ∂
∂t
(gαβ(∇2ρ)αβ)
= 2gαγ gβδRγ δ(∇2ρ)αβ + gαβgγ δ(Rαδ,β + Rβδ,α − Rαβ,δ)∂γ ρ.
Due to Bianchi identity
gαβ(Rαδ,β + Rβδ,α − Rαβ,δ) = 0,
we arrive at
∂
∂t
(1ρ) = 2gαγ gβδRγ δ(∇2ρ)αβ
= 2gαγ gβδRγ δ(∂α∂βρ − Γ σαβ(t)∂σρ)
= 2gαγ gβδRγ δ(∂α∂βρ − Γ σαβ(0)∂σρ)+ 2gαγ gβδRγ δ(Γ σαβ(0)− Γ σαβ(t))∂σρ
= 2gαγ (t)gβδ(t)Rγ δ(t)(∇2g0ρ)αβ
+ 2gαγ (t)gβδ(t)Rγ δ(t)gση(s)(Rαη,β + Rβη,α − Rαβ,η)(s)∂σρ · t, (34)
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where 0 < s < t ≤ T,∇2g0ρ is Hessian of ρ with respect to the metric g(·, 0) which we know is
bounded in Section 2. As for T is small, from Shi’s estimates (32) and (33), the RHS of the last
equation is bounded, then we complete the proof of this lemma. 
Now let µ, ν and η be constants which are to be determined later. We get from (32), (33) and
Lemma 4.2 that
∂
∂t
(eµρ∥E∥2) ≤ ∆(eµρ∥E∥2)+ ⟨2µ∇ρ,∇(eµρ∥E∥2)⟩
+ L(eµρ∥E∥2)− 2eµρ∥∇E∥2, (35)
and
∂
∂t
(eνρ∥∇E∥2) ≤ ∆(eνρ∥∇E∥2)+ ⟨2ν∇ρ,∇(eνρ∥∇E∥2)⟩
+ L(eνρ∥∇E∥2)− 2eνρ∥∇2 E∥2, (36)
where L is large enough and independent of t . Therefore if we choose a larger L , µ = ν and
η ≤ 2, we have
∂
∂t
(eµρ∥E∥2 + ηteνρ∥∇E∥2) ≤ ∆(eµρ∥E∥2 + ηteνρ∥∇E∥2)
+ L(eµρ∥E∥2 + ηteνρ∥∇E∥2)
+ (ηeνρ − 2eµρ)∥∇E∥2
≤ ∆(eµρ∥E∥2 + ηteνρ∥∇E∥2)
+ L(eµρ∥E∥2 + ηteνρ∥∇E∥2). (37)
Now, we are able to show:
Proposition 4.3. Suppose (Xn+1, g) is a complete Riemannian manifold with an essential set
E and that it satisfies the curvature condition (1) with a > 0. Let (Xn+1, g(·, t)), t ∈ [0, T ], be
a complete solution of the normalized Ricci flow (30). Then there exist constants T0 > 0 and
C > 0 such that
∥E(g(t))∥ ≤ Ce−aρ
and
∥∇E(g(t))∥ ≤ C√
t
e−aρ,
where C is independent of t, 0 < t ≤ T0 ≤ T .
Proof. It suffices to prove the same conclusion for unnormalized Ricci flow (29). From the
analysis above, choose T smaller if necessary, we know (Xn+1, g(t)), t ∈ [0, T ], is a complete
solution of the Ricci flow (29) with uniformly bounded curvature.
Set
h(x, t) := e2aρ∥E∥2 + te2aρ∥∇E∥2,
then (37) shows that
∂
∂t
h ≤ 1h + Lh.
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Due to (1) on (Xn+1, g(0)),
h(x, 0) = e2aρ∥E∥2(x, 0) ≤ C2,
where C is the constant in (1).
Set
u(x, t) := e−Lt h(x, t)− C2,
then
∂
∂t
u ≤ 1u,
which means u(x, t) is a weak subsolution of the heat equation
∂
∂t
−∆

u(x, t) = 0
on Xn+1 × [0, T ] with
u(x, 0) = e2aρ∥E∥2 − C2 ≤ 0.
So we can apply a result of Karp and Li here (please see Corollary 7.43 in [8]), what remains to
do is to show the following integral T
0

Xn+1
exp(−ωd2g0(x, o))u2+(x, t)dµg(t)(x)dt,
is bounded by choosing suitable ω, where dg0(x, o) is a distance function to a fixed point
o ∈ Xn+1 with respect to g0, and ω is some positive number. In fact, we know that dg0(x, o)
is equivalent to ρ(x). Due to (32) and (33), we have
sup
x∈Xn+1
∥E(x, t)∥ = sup
x∈Xn+1
∥Rm(x, t)−K∥ ≤ C(C1, n)
and
sup
x∈Xn+1
∥∇E(x, t)∥ = sup
x∈Xn+1
∥∇Rm(x, t)∥ ≤ C2√
t
,
for 0 < t ≤ T . Hence we have
u2+ ≤ u2
≤ 2(e−2Lt h2 + C4)
≤ 2

2e−2Lt [C2(C1, n)e4aρ + t2 C
2
2
t
e4aρ] + C4

≤ C(C1,C2,C, n)(te4aρ−2Lt + e4aρ−2Lt + 1). (38)
Let ω = 1, combine all the above estimates, we have that T
0

Xn+1
exp(−d2g0(x, o))u2+(x, t)dµg(t)(x)dt < +∞,
then the result of Karp and Li shows that u(x, t) ≤ 0, that is, h(x, t) ≤ C2eLt for all
(x, t) ∈ Xn+1 × [0, T ]. Take T0 = min{T, 1}, then
e2aρ∥E∥2 ≤ C2eL
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and
te2aρ∥∇E∥2 ≤ C2eL ,
for all (x, t) ∈ Xn+1 × (0, T0]. 
Next we want to show that if (Xn+1, g(·, 0)) possesses an essential set E, then there exists a
compact set E1 ⊂ Xn+1 such that it is an essential set for all g(·, t), t ∈ [0, T ], for a sufficiently
small T . For this purpose, according to Theorem 4 in [4], it suffices to show that E1 is totally
convex. Since, in the light of Proposition 4.3, we may choose E1 large enough such that sectional
curvature of g(·, t) is negative outside of E1 for t ∈ [0, T ]. Recall that a subset E ⊂ Xn+1 is
called totally convex in Xn+1 in [4] if whenever p, q ∈ E and σ : [0, 1] −→ Xn+1 is a geodesic
such that σ(0) = p, σ (1) = q , then σ([0, 1]) ⊂ E.
Proposition 4.4. Suppose (Xn+1, g) is a complete Riemannian manifold with an essential set
E and that it satisfies the curvature condition (1) with a > 0. And suppose that g(·, t) is a
complete solution to the normalized Ricci flow equation (30). Then there exist constants T1 > 0
and Λ1 > 0 such that
E1 = {x ∈ Xn+1|ρ ≤ 2Λ1}
is totally convex with respect to g(·, t) for all t ∈ [0, T1]. Therefore E1 is an essential set in Xn+1
for all g(·, t) with t ∈ [0, T1].
Proof. First we claim that there exist T1 > 0 and Λ1 > 0 such that
∇2 cosh ρ ≥ sinh ρ
4
g(·, t), (39)
for all t ∈ [0, T1] and ρ ≥ Λ1. As we have
∇2g0 cosh ρ

∂
∂ρ
,
∂
∂ρ

= cosh ρ,
∇2g0 cosh ρ

∂
∂ρ
,
∂
∂θ i

= 0,
and
∇2g0 cosh ρ

∂
∂θ i
,
∂
∂θ j

= −Γ 0i j sinh ρ = Ski gk j (ρ, θ) sinh ρ,
we then choose constant Λ0 > 0 such that for all ρ ≥ Λ0,
Ski gk j (ρ, θ) sinh ρ ≥
1
2
sinh ρ · gi j (ρ, θ),
in the light of (8)–(10). Therefore
∇2 cosh ρ ≥ 1
2
sinh ρ · g,
at t = 0. Meanwhile, the evolution of Hessian of cosh ρ is
∂
∂t
(∇α∇β cosh ρ) = gδγ (t)(Rαγ,β + Rβγ,α − Rαβ,γ )(t)∂δ cosh ρ,
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which implies ∂∂t (∇α∇β cosh ρ)
 ≤ C∥∇ cosh ρ∥ · ∥∇Ric∥ ≤ Ct− 12 e(1−a)ρ .
Then we can choose T1 ≤ T0 small enough and Λ1 ≥ Λ0 large enough such that (39) holds.
To see that E1 is totally convex in all (Xn+1, g(t)). Let f = cosh ρ. For any p, q ∈ E1, then
f (p) ≤ cosh(2Λ1), f (q) ≤ cosh(2Λ1). Let γt be any geodesic joining p and q in the metric
g(·, t). Then
f (γt (s))
′′ ≥ 0, for all s ∈ (0, 1),
from which it is easily seen that
f (γt (s)) ≤ cosh(2Λ1),
for all s ∈ (0, 1). Then we see that
γt (s) ⊂ E1,
for all s ∈ [0, 1], which means E1 is totally convex. Thus we construct an essential set E1 of
(Xn+1, g(t)), for all t ∈ [0, T1]. 
In what follows we notice that
Proposition 4.5. Suppose (Xn+1, g) is a complete Riemannian manifold with an essential set
E and that it satisfies the curvature condition (1) with a > 0. Let g(·, t) be the solution to
the normalized Ricci flow (30) and that E is an essential set for all g(·, t), t ∈ [0, T ]. Let
g¯(·, t) = sinh−2 ρt g(·, t), where ρt is the distance function to E with respect to the metric g(·, t).
Then there are constants T and C such that
∥g¯(·, t)− g¯(·, 0)∥C0(X¯) ≤ Ct
for all t ∈ [0, T ].
Proof. According to the equations
∂
∂t
gαβ = −2ngαβ − 2Rαβ ,
we easily see that
∥g(·, t)− g(·, 0)∥C0(X) ≤ Ct,
where C is independent of t . For any x ∈ Xn+1 \ E, suppose that p ∈ B := ∂E is the point
such that the length of the geodesic joining x and p is just the distance of x to B with respect to
g(·, 0). Denote this geodesic by γ (s), where s ∈ [0, 1], γ (0) = p, γ (1) = x, ρ(x, 0) = L(γ, 0)
and L(γ, t) denotes the length of γ with respect to g(·, t). We know that g(·, t) and g(·, 0) are
uniformly quasi-isometric when t ∈ [0, T ]. Hence there exists a constant λ, independent of t ,
such that
λ−1L(γ, 0) ≤ L(γ, t) ≤ λL(γ, 0), for any t ∈ [0, T ].
On the other hand we may compute
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∂
∂t
L(γ, t) = ∂
∂t
 1
0
(gαβ(γ, t)γ˙
α γ˙ β)
1
2 ds
=
 1
0
(gαβ(γ, t)γ˙
α γ˙ β)−
1
2 (−ngµν(γ, t)− Rµν(γ, t))γ˙ µγ˙ νds
= −
 1
0
(gαβ(γ, t)γ˙
α γ˙ β)−
1
2 Eµν(γ, t)γ˙
µγ˙ νds,
where Eαβ = gγ δ(t)Eαγβδ(g(·, t)), and
Eαβγ δ(g) = Rαβγ δ(g)+ (gαγ gβδ − gαδgβγ ).
Hence according to Proposition 4.3 we have
 1
0
(gαβ(γ, t)γ˙
α γ˙ β)−
1
2 Eµν(γ, t)γ˙
µγ˙ νds
 ≤
 1
0
Ce−asL0(gαβ(γ, t)γ˙ α γ˙ β)
1
2 ds
≤ CλL0
 1
0
e−asL0ds
≤ Cλa−1,
which implies
|L(γ, t)− L0| ≤ Cλa t, for any t ∈ [0, T ],
and
ρ(x, t) ≤ L(γ, t) ≤ L0 + Cλa t = ρ(x, 0)+
Cλ
a
t.
Similarly we get
ρ(x, 0) = L0 ≤ ρ(x, t)+ Cλa t.
Therefore
|ρ(x, t)− ρ(x, 0)| ≤ Cλ
a
t, (40)
for any t ∈ [0, T ]. Thus
∥g¯(x, t)− g¯(x, 0)∥ ≤ C(λ, a)t,
for all x ∈ Xn+1 \ E, and all t ∈ [0, T ], which completes the proof of the proposition. 
Here we remark that we can easily get from Proposition 4.3 and (40) that the normalized Ricci
flow g(·, t) preserves the asymptotical curvature behavior of the initial metric.
Corollary 4.6. Suppose (Xn+1, g) is a complete Riemannian manifold with an essential set E
and that it satisfies the curvature condition (1) with a > 0. Let (Xn+1, g(·, t)), t ∈ [0, T ], be
a complete solution of the normalized Ricci flow (30). Then there exist constants T0 > 0 and
C > 0 such that
∥E(g(t))∥ ≤ Ce−aρt
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and
∥∇E(g(t))∥ ≤ C√
t
e−aρt ,
where C is independent of t, 0 < t ≤ T0 ≤ T .
As an easy consequence with the help of Ricci flow we now give the proof of Theorem 1.4.
Proof of Theorem 1.4. Let g(x, t) be the metric constructed by the normalized Ricci flow (30).
Then, according to Theorem A in [3] and Proposition 4.3 in the above, we have
∥g¯(x, t)∥C0,a ≤ Λt−
1
2 ,
on X¯n+1. Recall from the proof of Proposition 4.5
∥g¯(x, t)− g¯(x, 0)∥ ≤ Ct.
Hence, let µ = 23 a, we have, for any t > 0,
∥g¯(x, 0)− g¯(y, 0)∥
|x − y|µ ≤
∥g¯(x, t)− g¯(x, 0)∥
|x − y|µ +
∥g¯(y, t)− g¯(y, 0)∥
|x − y|µ
+ ∥g¯(x, t)− g¯(y, t)∥|x − y|µ
≤ Ct · |x − y|−µ + Λt− 12 · |x − y|a−µ. (41)
As we only need to consider the case when x and y are sufficiently close, take t = |x− y| 23 a ≤ T ,
we then obtain
∥g¯(x, 0)− g¯(y, 0)∥
|x − y|µ ≤ C.
Thus we finish the proof. 
Before we move to the proof of Theorem 1.5, a little trick of smoothening the metric will
be needed, in order for us to apply Theorem 5.4 in [11] which is basically on the uniform size
of the harmonic coordinates and estimates of metric components under this coordinates with
assumptions of boundness of geometric of manifolds. We state the following:
Lemma 4.7. Suppose that Yn is a smooth manifold with a W 2,p metric g = gi j dx i dx j for some
p > n2 . Let g
ϵi j be the ϵ-mollification of gi j , i.e. if η(x) is a smooth function with compact
support inside a coordinate chart (ϕ,U) such that U η(x)dx = 1 and let ηϵ(x) = 1ϵn η( xϵ ), then
gϵi j (x) =

U
gi j (z)ηϵ(x − z)dz.
Then we have
(1) gϵi j is C
∞ smooth;
(2) When ϵ → 0, gϵi j converges to gi j in W 2,p topology, in particular, gϵi j converges to gi j in
C0 topology.
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If in addition we assume that
∥Rm(g)∥L p ≤ C,
where C > 0 is a constant, then there exists a constant ϵ0 > 0 such that when 0 < ϵ ≤ ϵ0, we
have
∥Rm(gϵ)∥L p ≤ ∥Rm(g)∥L p + 1.
Proof. We only need to proof the last statement. Note that
Ri jkl = 12 (∂ j∂l gik + ∂i∂k g jl − ∂i∂l g jk − ∂ j∂k gil)+ gnm(Γ
m
ikΓ
n
jl − Γmil Γ njk),
which is simply denoted by
Rm(g) = ∂2g + ∂g ∗ ∂g,
then
Rm(gϵ) = ∂2gϵ + ∂gϵ ∗ ∂gϵ = (Rm(g))ϵ + (∂g)ϵ ∗ (∂g)ϵ − (∂g ∗ ∂g)ϵ . (42)
Since p > n2 , we have W
1,p ⊂ L2p, and thus
lim
ϵ→0 ∥(∂g)
ϵ − ∂g∥L2p = 0,
meanwhile,
lim
ϵ→0 ∥∂g ∗ ∂g − (∂g ∗ ∂g)
ϵ∥L p = 0,
hence it is easily seen that the lemma is true. 
Now we turn to the proof of Theorem 1.5. We will remove the curvature condition (2) with
the help of Ricci flow. We explain the idea here. The key observation comes from the curvature
estimates (3) in Proposition 2.2, which indicates that, one should get W 2,p estimates for the
metric under harmonic coordinates. But, in order to construct a good harmonic coordinate, which
needs to be Lipschitz, we will take a detour through smooth metrics via our preparations in
previous sections and this section.
Suppose that (Xn+1, g) is a complete Riemannian manifold with an essential set E and that it
satisfies the curvature condition (1) with a > 2− 1n+1 . Let (Xn+1, g(·, t)) be a complete solution
of the normalized Ricci flow (30). Due to Propositions 4.3 and 4.4, (Xn+1, g(·, t)) is a complete
Riemannian manifold with an essential set E and satisfies the curvature condition (1) and (2) with
a = b > 2 − 1n+1 for any t > 0 small enough, then we can compactify every (Xn+1, g(·, t))
to obtain (X¯n+1, g¯(·, t)). Let {yγ } be the harmonic coordinates constructed in Theorem 3.5, then
g¯(·, t) is smooth in the interior of Xn+1 and it is W 2,p up to the boundary for some p > n + 1.
For a time sequence tk → 0 and a sequence ϵk → 0, let g¯k := g¯ϵk (·, tk) as defined in Lemma 4.7.
Then we have
Lemma 4.8. Suppose that (Xn+1, g) is a complete Riemannian manifold with an essential set
E and that it satisfies the curvature condition (1) with a > 2− 1n+1 . Then
(1) There exists a positive integer N0 > 0 such that when k ≥ N0,
∥Rm(g¯k)∥L p ≤ C,
where C is independent of k and some p > n + 1;
(2) g¯k converges to g¯(·, 0) in C0 topology as k →∞.
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Proof. The first statement follows directly from Proposition 2.2 and Lemma 4.7, while the
second one holds clearly from the fact
|g¯kαβ − g¯αβ(·, 0)| ≤ |g¯ϵkαβ(·, tk)− g¯αβ(·, tk)| + |g¯αβ(·, tk)− g¯αβ(·, 0)|,
Proposition 4.5 and Lemma 4.7. 
Recall from the beginning of Section 3, if the curvature condition (1) holds for a > 1, then
we can double (X¯n+1, g¯) to obtain (N , g¯).
Lemma 4.9. Suppose that (Xn+1, g) is a complete Riemannian manifold with an essential
set E and that it satisfies the curvature condition (1) with a > 2 − 1n+1 . Let (N , g¯) be the
double manifold of (X¯n+1, g¯) and U the coordinate neighborhood in N. Then for any point on
I = U ∂Xn+1, it admits a neighborhood V ⊂ U so that
(1) for each g¯k there are harmonic coordinates Hk = (y0k , y1k , . . . , ynk ) on V;
(2) there is a positive constant δ0, which is independent of k, such that |det(d Hk)| ≥ δ0 on V;
(3) ∥gˆkαβ∥W 2,p(V) ≤ C, where gˆkαβ are components of g¯k under harmonic coordinates (V, yγk ),C
is a constant that is independent of k, and some p > n + 1;
(4) If a ≥ 2, then (3) is true for any p > 1.
Proof. Due to Lemma 4.8, we know that
∥Rm(g¯k)∥L p ≤ C.
Since g¯k converges to g¯ uniformly, we see that for any q in X¯n+1 and s ≤ 1, we have
Vol(B(q, s)) ≥ Λsn , where B(q, s) is geodesic ball with radius s and center q and Λ is
independent of s. Hence, by Theorem 5.4 in [11], we obtain the existence of the neighborhood V
and therefore the lemma is proven. 
Proof of Theorem 1.5. It is absolutely essential to notice that, due to Theorem 5.4 in [11],
we have a fixed common domain V in Lemma 4.9 where the a priori estimates from the
standard theory for the sequence of elliptic PDEs are all applicable. Now, under the assumption
a > 2 − 1n+1 , by Theorem 3.5 and Lemma 4.9, for each k, we have differential structure
Γk = {(V, yγk )} and the components gˆkαβ for g¯k in the harmonic coordinates {yγk }. Hence by
(2) in Lemma 4.9, we have that there exists a constant C such that
∥∇g¯k yγk ∥ ≤ C.
Since g¯k converges to g¯(·, 0) in C0 topology as it was shown in Lemma 4.8, for k sufficiently
large, we will have
∥∇g¯(·,0)yγk ∥ ≤ C.
The Arzela–Ascoli Theorem implies that at least a subsequence converges to some yγ in C0(V)
topology. Therefore, we get the construction of Γ as following:
Γ = {(V, yγ )}.
By the definition of yγ , we know that it is harmonic and Lipschitz on V with respect to the metric
g¯(·, 0). We claim that the map
H , (y0, . . . , yn) : V → Rn+1
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is injective. In fact, according to (2) in Lemma 4.9, a direct computation leads to
∥∇g¯k H−1k ∥ ≤ C <∞.
Therefore
|Hk(p)− Hk(q)| ≥ C−1d¯(p, q),
where d¯(, ) is the distance function with respect to the metric g¯(·, 0). Thus
|H(p)− H(q)| ≥ C−1d¯(p, q), ∀p, q ∈ V,
which implies H is injective and (V, yγ ) forms a coordinate system.
Next, we claim that yγk converges to y
γ in the sense of W 1,p(V ′) for any p > 1 and any
compact subset V ′ of V . Due to
∥∇g¯(·,0)yγk ∥ ≤ C,
it suffices to show yγk converges to y
γ in the sense of W 1,2(V ′). Let (θ0, . . . , θn) be the fixed
Fermi coordinates on V and η a smooth cut-off function with Supp(η) ⊂ V and η = 1 on V ′. As
∆g¯k y
γ
k = 0,
then if we choose the test function as η2(yγk − yγ ), we have
V
(g¯k)αβ
∂yγk
∂θα
∂
∂θβ
(η2(yγk − yγ )) = 0
and 
V
g¯αβ
∂yγ
∂θα
∂
∂θβ
(η2(yγk − yγ )) = 0.
Then we get
V
g¯αβ
∂
∂θα
(η(yγk − yγ ))
∂
∂θβ
(η(yγk − yγ ))
=

V
(g¯αβ − (g¯k)αβ)∂y
γ
k
∂θα
∂
∂θβ
(η2(yγk − yγ ))
+

V
g¯αβ
∂η
∂θα
∂η
∂θβ
(yγk − yγ )2. (43)
Therefore we proved that our claim is true.
Combining this claim with the second statement of Lemma 4.9, we see that
lim
k→∞
g¯kµν ∂θµ∂yαk ∂θ
ν
∂yβk
− g¯µν(·, 0)∂θ
µ
∂yα
∂θν
∂yβ

L p(V ′)
= 0, (44)
for any p > 1.
In the light of Lemma 4.9 one gets
∥gˆkαβ∥W 2,p(V) ≤ C
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where C is independent of k, and p > n + 1 if a > 2 − 1n+1 . Then, taking a subsequence if
necessary, we may assume gˆkαβ converges weakly to gˆ
∞
αβ in W
2,p(V). Since
gˆkαβ = g¯kµν
∂θµ
∂yαk
∂θν
∂yβk
,
we see from (44) that
gˆ∞αβ = g¯µν(·, 0)
∂θµ
∂yα
∂θν
∂yβ
,
which implies that the metric g¯(·, 0) is W 2,p smooth under harmonic coordinates (V, yγ ) for any
p > n + 1.
Finally, suppose (V1, yγ ), (V2, zσ ) ∈ Γ , then zσ is harmonic in V1V2 with respect to the
metric g¯, and g¯ is W 2,p smooth under harmonic coordinates (V1
V2, yγ ), thus, we get ∂zσ∂yγ

W 2,p(V1
V2) ≤ C,
where C is a constant which depends only Γ and p. Thus we have finished the proof the
Theorem 1.5. 
5. Rigidity theorems
About rigidity in this context there are three different approaches given in [1,12,14] (see
also [10]) respectively. In [1] the manifolds are assumed to be spin and the regularity of the
conformal compactification is assumed to be very high. In [12] it still assumes the regularity of
order C3,µ, even though no spin condition is assumed for n ≤ 7. In [14] it takes advantage of the
volume comparison of geodesic spheres, hence it has to assume the manifold to have a pole. Very
recently in [10] the authors were able to relate the conformal infinity and geodesic spheres, and
then obtained a nice rigidity theorem for asymptotically hyperbolic manifold with C2 conformal
compactifications. Hence it is easily seen that Theorem 1.2 becomes a significant step stone to
utilize the regularity theorem in [9] of the conformally compact Einstein metrics to apply any
available rigidity result. Let us first restate the main result of this section (see Theorem 1.6 in
Introduction).
Theorem 5.1. Suppose that (Xn+1, g) is a complete Riemannian manifold with an essential set
E and it satisfies the curvature condition (1) with a > 2 and Ric ≥ −ng. Assume also that Xn+1
is simply connected at the infinity. Then (Xn+1, g) is a standard hyperbolic space for n ≥ 4.
And it is a standard hyperbolic space if in addition we assume that

Xn+1 ∥Rm − K∥dµg < ∞
for n = 3.
We noticed the recent work of Dutta and Javaheri [10] where no spin condition is assumed.
The argument in [10] is based on the volume comparison argument in [14] for AH manifolds
with conformal compactification of C2 regularity and an additional assumption that
R + n(n + 1) = o(e−2ρ) (45)
where R is the scalar curvature. We will use our curvature estimates and regularity theorems
to replace the C2 regularity assumption in [10] to prove Theorem 1.6. Since the proof follows
the approach in [10] with a number of modifications, we will sketch a proof in the following
2360 X. Hu et al. / Advances in Mathematics 230 (2012) 2332–2363
for readers’ conveniences. Hence from now on we will work with asymptotically hyperbolic
manifold (Xn+1, g) that satisfy all assumptions in Theorem 1.6.
Proof of Theorem 5.1. As in [10], let p0 be any point in Xn+1, t (x) be the distance function to
p0 with respect to metric g,C(p0) be the cut locus of p0 in (Xn+1, g),Σt be the geodesic sphere
of p0 with radius t in (Xn+1, g), g¯ = sinh−2 ρ · g, h = sinh−2 t · g. Let γt , ηt be the restriction
metric of g¯ and h on Σt respectively. We continue to use ρ as before to stand for the distance to
the essential set E and let u = t − ρ. It is clear that u is bounded.
Because of (8) in Section 2 we have Lemma 2.1 in [10] valid even without C2 regularity of
the conformal compactness. Hence we immediately have
Lemma 5.2. There is constant Λ which is independent of t such that
∥∇gu∥ ≤ Λe−ρ,
which is equivalent to
∥∇g¯u∥ ≤ Λ,
whenever t is smooth.
Proof. Let φ(t) = g(∇ρ,∇t). Then
g(∇u,∇u) = 2(1− φ).
To estimate φ, as in [10], we notice that
∂tφ = (1− φ2)∇2ρ(n, n),
where one writes ∇t = φ∇ρ + 1− φ2n and n is a unit vector that is perpendicular to ∇ρ.
Hence in the light of (8) one gets
∂tφ = (1− φ2)(1+ O(e−2t )).
By the proof of Lemma 2.1, we then get
φ = 1+ O(e−2t ). (46)
and finish the proof. 
An important consequence of the above lemma, as observed in [10], is that the limit of the
function u is a Lipschitz function on the infinity as t → ∞, in W 1,p-norm for any p > 1. A
geodesic in (Xn+1, g) is said to be a ρ-geodesic if it is a geodesic emanated from E and is
perpendicular to ∂E; a geodesic is said to be a t-geodesic if it is a geodesic ray from p0. The
following lemma is Corollary 3.2 in [10] which is another straightforward consequence of the
above Lemma 5.2.
Corollary 5.3. There is ρ0 > 0 such that in the region ρ > ρ0, the function t (x) is increasing
along the ρ-geodesics and the function ρ(x) is increasing along the t-geodesics.
Proof. Suppose that x1 and x2 are two points in a ρ-geodesic with distance s, i.e.
ρ(x1)− ρ(x2) = s > 0.
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Then
t (x1)− t (x2) = s + u(x1)− u(x2)
= s + sg(∇u,∇ρ)
≥ s(1− Λe−2ρ). (47)
Hence there is ρ0 such that t (x) is increasing along ρ-geodesics where ρ > ρ0. Similarly we
may show that ρ is increasing along t-geodesics where ρ > ρ0 (set ρ0 bigger if necessary). Thus
the proof of the lemma is finished. 
Analogue to our previous rigidity theorems in this section we know the asymptotically
hyperbolic manifolds that satisfy all the assumptions in Theorem 1.6 are conformally compact
of regularity C1,µ (or W 2,p) due to our Theorem 1.5 and have the standard round sphere as
the conformal infinity. Particularly we know that ∂E is diffeomorphic to Sn . One of the main
observation in [10] is the following lemma, whose proof still holds with no modification.
Lemma 5.4 (Lemma 4.1 in [10]). For t large enough, Φt : Sn → Σt is a homeomorphism.
Moreover it is a local diffeomorphism at θ ∈ Sn where Φt (θ) ∉ C(p0).
In fact the set {θ ∈ Sn : Φt (θ) ∉ C(p0)} is rather negligible when we are concerned with the
integrals. Let µ0 be the standard metric on Sn .
Lemma 5.5. For almost all t , when large enough, Φ−1t (Σt ∩C(p0)) is measure zero in (Sn, µ0).
Proof. At least when ρ is large enough, we may consider the map
Λ(x) = (Π (x), t (x)) : X \ E → Sn × [0,∞),
given by the exponential map from ∂E by the nature of an essential set and the monotonicity
of the function t along each ρ-geodesics. Note that Π and t are Lipschitz, so is Λ. Therefore
Λ(C(p0)) is measure zero in Sn × [0,∞). Due to Fubini Theorem, we see that for almost all t ,
when large enough, Sn × {t} ∩ Λ(C(p0)) is zero measure. In the light of the fact
Λ|Σt = Φ−1t |Σt ,
the lemma is then proven. 
As argued in [14,10], due to Gromov–Bishop volume comparison theorem, to prove
Theorem 1.6 it suffice to show
lim
t→∞Vol(Σt , ηt ) ≥ ωn,
where ωn is the volume of the standard sphere Sn . For this purpose, we study the pull back metric
(Φ−1t )∗ηt on Sn \ Φ−1t (C(p0)) as t approaches the infinity. Note that
(Φ−1t )∗ηt = 4e−2u(Φ−1t )∗(g¯|Σt ),
and Σt can be expressed as a graph (θ, f (θ)) on Sn . Hence we have
∂
∂t
= (1+ |∇g f |2)− 12

∂
∂ρ
− gi j ∂ f
∂θ i
∂
∂θ j

,
which, together with (46), implies
|∇g f |2 = O(e−2ρ).
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Therefore we see that
(Φ−1t )∗(g¯|Σt ) = g¯i j (t, θ)dθ i dθ j + O(e−2ρ).
Thus
lim
t→∞(Φ
−1
t )∗(ηt ) = limρ→∞ 4e
−2u g¯|Σρ , η0,
where η0 = v 4n−2µ0 and v is Lipschitz on Sn satisfying
n(n − 1)ω
2
n
n ≤

Sn

4(n−1)
(n−2) |∇Snv|2 + n(n − 1)v2

dµ0
Sn v
2n
n−2 dµ0
 n−2
n
,
since the minimum of the Yamabe functional on Sn is n(n − 1)ω
2
n
n .
Now, on one hand, if denote ηρ = w 4n−2 g¯|Σρ , w = e
2−n
2 u , and g¯ρ = g¯|Σρ , we have
lim
ρ→∞

Sn Rηρdηρ
Sn dηρ
 n−2
n
= lim
ρ→∞

Sn

4(n−1)
(n−2) |∇g¯ρw|2 + Rg¯ρw2

dg¯ρ
Sn w
2n
n−2 dg¯ρ
 n−2
n
=

Sn

4(n−1)
(n−2) |∇g¯0w|2 + Rg¯0w2

dg¯0
Sn w
2n
n−2 dg¯0
 n−2
n
=

Sn

4(n−1)
(n−2) |∇Snv|2 + n(n − 1)v2

dµ0
Sn v
2n
n−2 dµ0
 n−2
n
≥ n(n − 1)ω
2
n
n . (48)
Because g¯ is W 2,p-regular up to the boundary of (Xn+1, g¯) due to Theorem 1.5 and the comment
right after the proof of Lemma 5.2. On the other hand, by direct computation (please see the
calculations in p. 556 in [14]), we recall that,
Rηρ ≤ n(n − 1)+ o(1).
Therefore we obtain
Vol(Sn, η0) = lim
ρ→∞Vol(S
n, ηρ) ≥ ωn,
which implies
lim
t→∞Vol(Σt , ηt ) ≥ ωn .
Thus the proof of Theorem 1.6 is complete. 
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