This paper demonstrates the importance of high-quality subfilter-scale turbulence models in large-eddy simulations by evaluating the resolved-scale flow features that result from various closure models. The Advanced Regional Prediction System (ARPS) model was used to simulate neutral flow over a 1.2-km square, flat, rough surface with seven subfilter turbulence models [Smagorinsky, turbulent kinetic energy (TKE)-1.5, and five dynamic reconstruction combinations]. These turbulence models were previously compared with similarity theory. Here, the differences are evaluated using mean velocity statistics and the spatial structure of the flow field. Streamwise velocity averages generally differ among models by less than 0.5 m s
Introduction
Large-eddy simulation (LES) is used to study atmospheric behavior on scales of hundreds of meters. Off-theshelf LES models run at reasonable cost by representing small-scale processes as resolved bulk effects. Ease of use relative to laboratory or field experiments and increasing comfort with numerical simulations have led to many studies in which LES has been substituted for observations. Khanna and Brasseur (1998) explained LES's popularity: ''. . . large-eddy simulation provides the full space-time evolution of the larger-scale motions within the atmospheric boundary layer-information inaccessible with any other technique.' ' Fedorovich (2004) recognized the pitfalls of substituting LES for observations, stating that ''. . . analyses and interpretations of . . . new numerical data will not be conclusive . . . without new laboratory and field experimental data . . . for verification.'' Here, we provide further reason for caution when using LES to explain atmospheric behavior.
Examples of LES use as a surrogate for field or laboratory observations of larger-scale flow features are common. Many researchers have studied plume behavior with LES (e.g., Cai 2000; Camelli et al. 2006; Dosio et al. 2003; Kim et al. 2005; Nakayama et al. 2008 ). Khanna and Brasseur (1998) studied stability effects on largescale atmospheric structures. Foster et al. (2006) used well-resolved LES to examine near-surface coherent structures in neutrally stratified boundary flow. Stevens and Lenschow (2001) provide a framework for addressing the appropriateness of such applications. They propose two conjectural conditions that would justify use of LES as a practical tool for simulating fluid flow: 1) ''The [subgrid scale] SGS model used in LES is a faithful reproduction of reality,'' and 2) ''The statistics of the low-frequency modes that are explicitly calculated by LES are not sensitive to errors in the parameterization of SGS effects.' ' Fedorovich (2004) recognized that experimental evidence to verify the first conjecture is generally unavailable. Evidence presented here suggests that the truth of the less restrictive second conjecture cannot be assumed. To evaluate the second conjecture, this study compares differences in the larger-scale flow features [Stevens and Lenschow's (2001) low spatial frequency modes] that are associated with changes in subfilterscale (i.e., small spatial scale) models. Those largerscale differences are not always negligible.
Related terms frequently found in the LES literature are a priori and a posteriori tests. Porté -Agel et al. (2001b) describe a priori tests as using well-resolved data to assess how accurately the SGS model captures the small-scale dynamics (similar to conjecture 1) and a posteriori tests as comparing statistical characteristics of simulated flow with those measured in the atmosphere (similar to conjecture 2). Here, modeled turbulent motions are called subfilter scales (SFS), because they include some scales that are resolved by the grid. This is more precise than the usual SGS.
Most past modeling studies of geophysical flows measured simulation success by comparing major simulated features of flow or temperature fields with field observations (e.g., Berg and Zhong 2005; Chen et al. 2004) , or by comparing modeled average (spatial or temporal) profiles of basic flow parameters with observed. Stevens and Lenschow (2001) suggest that the latter kind of comparisons may be irrelevant because they are limited to easily measured low-order moments (e.g., Nieuwstadt et al. 1992) , whereas LES results are used to draw conclusions about complicated processes that depend on difficult (or impossible) to measure higher-order quantities (e.g., Moeng and Wyngaard 1986) .
Field experiments with arrays of sonic anemometers (Porté -Agel et al. 2001a; Horst et al. 2004) offer new possibilities for a priori evaluation of the Stevens and Lenschow (2001) requirement that a turbulence model faithfully reproduce reality. They can provide better understanding of relationships between filtered and unfiltered motions and how their dependence on atmospheric stability and other factors might be modeled (e.g., Kleissl et al. 2004; Chen and Tong 2006; Porté -Agel et al. 2001a; Wyngaard 2004; Hatlee and Wyngaard 2007) . As shown later, choice of model affects resolved flow features.
The neutrally stable boundary layer flow modeled here was addressed in LES studies by Lin et al. (1996) , who studied coherent structures and dynamics, and by Foster et al. (2006) , who examined the effect of coherent structures on vertical momentum flux. Both papers showed bulk results, such as velocity hodographs, that were consistent with direct numerical simulations (DNS) of the turbulent Ekman layer by Coleman et al. (1990) . Here, we primarily focus on the behavior and influence of turbulence models and secondarily on effects of spatial resolution on the LES by extending earlier analyses of the Chow et al. (2005) model data to include descriptions of flow-field spatial variability and spatial patterns. ''Pattern'' and ''distribution'' will refer to the entire horizontal extent of the domain, while ''feature'' and ''structure'' are used for organized areas within the patterns.
Flow simulations a. ARPS code
The Advanced Regional Prediction System (ARPS) is an atmospheric mesoscale model that can run in LES mode (Xue et al. 1995 (Xue et al. , 2000 (Xue et al. , 2001 . ARPS uses finite differences and can easily be applied to flow over irregular terrain, where spectral methods and sharp Fourier filter cutoffs are not viable. Chow et al. (2005) modified ARPS to include new subfilter-scale models. Table 1 summarizes ARPS properties used herein. Two grid spacings were used: 1) coarse spacing (32-m horizontal) from the original Chow et al. simulations and 2) fine spacing (8-m horizontal) to examine resolution effects. The fine-grid vertical spacing was chosen so that fineand coarse-grid aspect ratios are the same between the two sets of runs. ARPS specifies wind components on grid volume faces, but values are interpolated to volume centers for analysis. The analyses presented here are based on the resolved velocities.
b. Subfilter-scale turbulence models tested Chow (2004) and Chow et al. (2005) described most of the models used in this study, so the descriptions provided below are brief. Meneveau and Katz (2000) comprehensively reviewed the nature and evolution of approaches to subfilter-scale modeling.
LES applies an explicit spatial filter to separate large and small motions in the flow. Chow et al. (2005) discuss choice of filters for finite difference applications, especially the tophat filter used here, which is local, adaptable to complex terrain, and consistent with the explicit filtering and reconstruction framework. The filter width is twice the grid spacing, in accordance with the guidelines for choice of filter for the fourth-order advection scheme used here (see Chow and Moin 2003) . Spatial derivative estimation from point values introduces additional spatial filtering. This implicit filtering from discretization and the explicit LES filtering divide flow energy into three categories: 1) wholly resolved; 2) resolvable subfilter-scales (RSFS) smoothed by filtering; and 3) unresolved SGS motions. The RSFS and SGS components together represent the SFS motions. Knowing the explicit filter allows for reconstruction of RSFS motions for modeling effects on resolved motions. In practice, RSFS motions cannot always be reconstructed exactly. Unresolved SGS are usually modeled separately with an eddy-viscosity approach (Gullbrand and Chow 2003) .
The filtered, incompressible Navier-Stokes equations on a discrete mesh are
Notation is conventional, wherep is modified filtered pressure; xs in spatial derivatives are the Cartesian coordinates (x 1 5 x, x 2 5 y, x 3 5 z); and us are wind components, with u 1 5 u as the streamwise component, u 2 5 y spanwise, and u 3 5 w vertical. Repeated indices indicate summation. Overbars denote filtered quantities. For this finite-difference approach, tilde (;) operators are implicit in the numerical implementation. The explicit filter (overbar) is only applied in the code when calculating SFS stress terms (Chow et al. 2005) . Note that when the SFS stress t ij appears in the filtered, discretized Navier-Stokes equations, the tilde indicates added effects from discretization. Anisotropic stress terms involving t ij are modeled. The full turbulent stress is decomposed into resolved and unresolved parts:
Equation (1c) follows the example of Carati et al. (2001) and separates stress into 1) A ij , the SGS stress that depends on unresolved motions; and 2) B ij , the RSFS stress from resolved, filtered motions. Theoretically, B ij can be reconstructed from filtered fields. Models must represent SGS components in A ij , because u i u j cannot be calculated from resolved values. The eddy-viscosity concept models A ij with
The SGS eddy viscosity is n T , andS ij is the resolved strain rate tensor. Here, n T is determined from either the Smagorinsky (1963) , the turbulent kinetic energy (TKE-1.5; Xue et al. 2000) , or the dynamic Wong-Lilly (DWL; Wong and Lilly 1994) models. The Smagorinsky model uses the effective grid spacing D 5 (DxDyDz) 1/3 : and 
Following Sullivan et al. (1994) , the Smagorinsky coefficient C S is chosen to be 0.18. The turbulent kinetic energy closure (TKE-1.5) uses turbulent kinetic energy E to set a characteristic velocity scale and the effective grid spacing to set a characteristic length scale D for the determination of n T :
A prognostic equation determines E (see Xue et al. 2000) . Both the Smagorinsky and TKE-1.5 models are widely used, but the Smagorinsky applications (e.g., Cai 2000; Camelli et al. 2006; Nakayama et al. 2008 ) have tended to be of a more applied nature than those using the TKE-1.5 closure (e.g., Dosio et al. 2003; Kim et al. 2005; Khanna and Brasseur 1998; Foster et al. 2006 ). The DWL model (Wong and Lilly 1994 ) substitutes a dynamic expression (Germano et al. 1991; Lilly 1992) for eddy viscosity,
where C « replaces the Smagorinsky coefficient and turbulent dissipation rate («). Effective grid cell spacing D is defined only as part of the product
, which is dynamically calculated (Germano et al. 1991 ) from Lilly's (1992) least squares approximation.
Following the approximate deconvolution method (ADM) of Stolz and Adams (1999) , RSFS motions and associated stresses in B ij are reconstructed with van Cittert's (1931) iterative approach, which uses a series expansion to recover velocity to a known order of accuracy. Recovered unfilteredũ i are substituted in the stress tensor B ij 5ũ iũj Àũ iũj . Different reconstruction levels yield different B ij models, with each RSFS-SGS combination constituting a mixed model of total turbulent SFS stress (Bardina et al. 1983) .
Three of the models analyzed combine dynamic WongLilly with reconstruction at levels 0, 1, and 5, denoted as (dynamic reconstruction model) DRM-ADM0, DRM-ADM1, and DRM-ADM5, respectively. The modified Clark (see Clark et al. 1977; Chow 2004 ) model combines the dynamic Wong-Lilly model with a reconstruction model that uses Taylor series expansion. The final three models analyzed are the dynamic WongLilly, the TKE-1.5, and the Smagorinsky, all without reconstruction. Table 2 summarizes features of the seven models evaluated and the test runs.
A near-wall stress model (Brown et al. 2001 ) supplemented dynamic SGS turbulence models in both 32-and 8-m simulations. It accounts for stress induced by filtering and large-grid aspect ratios near the lower boundary (Dubrulle et al. 2002; Nakayama et al. 2004; Brown et al. 2001; Chow et al. 2005) , which dynamic eddy-viscosity procedures fail to represent. The near-wall model was not used with the Smagorinsky or TKE-1.5 closures because they seriously overestimate near-surface velocity gradients (see Chow et al. 2005, their Fig. 4 ). Added drag is considered part of the SGS stress as follows:
Nakayama and Sakio (2002) and Nakayama et al. (2004) provide a theoretical basis for this near-wall model. The shape function a(z) smoothly tapers near-wall stress to zero above 4Dx (128 m for the coarse grid and 32 m for the fine grid); C c is between 0.4 and 0.8, depending on grid aspect ratio (Chow et al. 2005 ).
c. Test case: Neutral atmospheric boundary layer flow
ARPS was used to simulate a large-scale, neutral, rotation-influenced boundary layer flow that has been examined by others (e.g., Andren et al. 1994; Foster et al. 2006) . The flow, driven by a constant pressure gradient corresponding to a 10 m s 21 westerly geostrophic flow, with a Coriolis parameter f 5 10 24 s 21 (;438N latitude), was initialized with small random perturbations on the analytical (constant eddy viscosity) Ekman spiral solution to develop fully turbulent flow. Surface momentum flux was parameterized using a standard log law to approximate a lower boundary of roughness length of 0.1 m. The Chow et al. (2005) results with six models on a 32-m grid are analyzed here, along with new Smagorinsky and DRM-ADM0 8-m grid results and new TKE-1.5 runs on both grids. Table 2 summarizes the analyzed cases. Extended spin-up times (.3 simulated days for coarse-grid results and ;1 or 1.5 days for fine) are used to try to ensure steady state. Andren et al. (1994) noted that inertial oscillations may affect the first-order statistics. Chow et al. (2005, their Fig. 2) showed that stationarity [defined by their Eqs. (26) and (27) 21 )2D 95 , so most pairings of model means have small but statistically significant differences. Putting these differences in perspective, a reduction of 0.25 m s 21 in u mean will cause transported scalars to lag by about 32 m (one coarsegrid square) after passage across the domain. Figure 1b shows profiles of the nondimensional velocity gradient F, which provides a more sensitive display of differences in horizontal motions; F is defined as
Results

a. Temporal variability
where friction velocity u * 5 (t 13 2 1 t 23 2 ) 1/4 ('0.44 m s
21
) is evaluated at the ground and the von Ká rmá n constant k 5 0.4. Near the surface (,150 m), F 5 1 for the theoretical log profile.
The F profiles in Fig. 1b make it clear that the Smagorinsky and TKE-1.5 models produce near-surface results that are very different from those of the other models. Below about 100 m, F is between about 0.95 and 1.2 for all but the TKE-1.5 and Smagorinsky models, which exceed 1.55, indicating substantial deviation from the theoretical profile. 
As measured by standard deviation s u (Fig. 1c) , u variability differs considerably from model to model at any given height. Smagorinsky, TKE-1.5, and WongLilly models produce the largest s u below about 100 m. In that range, the Smagorinsky standard deviation is about 40% greater than that of the DRM-ADM5. At higher altitudes, the largest standard deviations are about 20% larger than the smallest. Figure 2 shows the 8-m grid vertical profiles for the DRM-ADM0, Smagorinsky, and TKE-1.5 models. The largest D 95 confidence interval for the u mean values in Fig. 2a is about 0.003 m s
, or about half the line width, so differences between the DRM-ADM0 u mean values and others are numerically small but statistically significant. Finescale Smagorinsky and TKE-1.5 values of u mean generally differ more from their coarse counterparts than do the DRM-ADM0 means. Finescale differences among models for u mean could amount to about two fine-grid squares during a traverse of the domain.
Differences in u mean profiles cause deviations from a log profile, as seen in Fig. 2b . Below 100 m, fine grid F's are between 0.88 and 1.17 for DRM-ADM0 but range from 0.86 to more than 1.7 for Smagorinsky and TKE-1.5. Figure 2c shows Smagorinsky, TKE-1.5, and DRM-ADM0 model s u profiles on the fine grid. Above 100 m, Smagorinsky and TKE-1.5 s u s are smaller than the DRM-ADM0 s u by more than 0.1 m s 21 . The peak Smagorinsky fine-grid s u (;1.01) is somewhat smaller than the coarse-grid value (;1.06 m s 21 ) and occurs nearer to the ground (;15 versus ;50 m). The coarse and fine TKE-1.5 and DRM-ADM0 s u profiles (Figs. 1c, 2c) differ less than the Smagorinsky s u profile.
2) VERTICAL VELOCITY Figure 3 shows standard deviations of resolved vertical velocity w. Continuity requires that layer averages w mean 5 0; statistical tests confirm that none differ significantly from zero. At most heights, the largest s w exceeds the smallest by about 0.05 m s
. The largest values are at different heights for different models; however, most are between 125 and 225 m. Figure 4 shows the DRM-ADM0, Smagorinsky, and TKE-1.5 fine-grid s w profiles. Fine-grid w fluctuations are larger than the coarse grid (Fig. 3) for the same models. Both DRM-ADM0 and Smagorinsky fine-grid s w reach ;0.45 m s 21 at about 75 m altitude, while their coarse grid maxima are ;0.39 (DRM-ADM0) and ;0.40 (Smagorinsky) . The finescale TKE-1.5 peak is smaller and lower than the s w peaks of the other two models; s w maxima for Smagorinsky and DRM-ADM0 on the coarse grid are about twice the altitude of those on the fine grid and about 3 times the finescale TKE-1.5 height, indicating significant grid-dependent differences in nearsurface turbulent fluctuations. Large s w can be produced by 1) extensive, organized patterns of up-and downdrafts; 2) unorganized motions; or 3) a combination of the two types. Results presented later indicate that the first type is dominant. ) for ejections, sweeps, and upward fluxes, respectively. There are notable differences between profiles for different models, especially for ejections. Generally, the WongLilly model produces larger magnitude ejections than the other models. Differences in sweeps are somewhat less pronounced. In areas of upward flux, the largest averages are generally associated with the Wong-Lilly results and the smallest with the two higher-order reconstruction models. Figures 5d-f give the fractional areas occupied by different flux categories. The domain is more-or-less evenly divided among ejections, sweeps, and upward fluxes. Above about 50 m, the largest area covered by a model differs from the smallest area by less than 5% in a particular flux category. Figure 6 compares ejections, sweeps, and upward streamwise momentum fluxes (Figs. 6a-c) from Smagorinsky, TKE-1.5, and DRM-ADM0 subfilter models on both fine and coarse grids. The fine maxima are nearer to the ground than the coarse maxima, producing stronger gradients below 50 m for all three flux types. Above about 100 m, fine-resolution Smagorinsky, TKE-1.5, and DRM-ADM0 results are closer to each other and to their coarse-resolution counterparts, especially for upward fluxes. Furthermore, higher-altitude finescale results generally fall within the range spanned at the same altitude by the six models used at 32-m resolution.
Profiles of area occupied by ejections, sweeps, and upward momentum fluxes (Figs. 6d-f) show steeper near-surface gradients with fine resolution than with coarse, and differences among the three models are smaller for the fine grid than for the coarse at most altitudes. Given the premises of LES, it is reasonable that the choice of subfilter model has less effect with better resolution that resolves more energy.
c. Effects of models on horizontal distributions
The profiles show that models often produce mean profiles that differ significantly from one another. Even with indistinguishable means and higher-order statistics, the populations can have different spatial correlations that organize individual values differently in space. For example, mean vertical motions are always zero but, as shown later, spatial arrangements vary with altitude, resolution, and subfilter model. Profiles for momentum flux categories in Figs. 5, 6 differ among the subfilter models, so the pattern differences shown later are unsurprising.
1) VERTICAL VELOCITY
Figures 7-9 display 32-m grid w patterns at three altitudes. Each large square shows results for six of the models (DRM-ADM1 was omitted because of the figure layout). The nine small squares in each large square show the last nine snapshots. Light grays represent upward w and dark grays downward. The w 5 0 isotach separates upward from downward motion. Extreme values are shown in the corner of each model square. There are notable differences among the models (large squares) as well as differences from one time to another for the same model (small squares). Differences from snapshot to snapshot provide qualitative evidence of a given model's expected range of patterns for the same forcing.
Differences among the different models' w patterns are very apparent at 15-m altitude (Fig. 7) . Smagorinsky and TKE-1.5 patterns generally have fewer areas of extreme vertical motion than the others, consistent with the s w profiles in Fig. 3 showing their near-ground vertical motions deviating less from zero than did other models. The most striking difference between the two simple models and the others is the nature of the organized structures. Smagorinsky and TKE-1.5, far more than the others, produce long, alternating lines of upward and downward motion. There is little hint of such linear structures in DRM-ADM5 or modified Clark patterns. Although some other models exhibit linearity, the effects are much less pronounced. A test simulation combining the Smagorinsky model with the near-wall stress model produced similar linear features, suggesting that absence of the near-wall model was not their cause. Figure 8 shows w plots at 47 m with a larger grayscale range than in Fig. 7 . The patterns are similar to those at 15 m, although the Wong-Lilly linear features are less pronounced. At 162 m (Fig. 9) , the range of w's is larger away from the lower boundary in Figs. 7, 8 , as expected. The long streaks are largely absent in Fig. 9 , replaced by generally larger flow features. At this altitude, Smagorinsky and TKE-1.5 patterns differ little from the others, although their features tend to be smaller. Differences among patterns (Fig. 9) or s w 's (Fig. 3) counter the common belief that turbulence models are only important near the bottom boundary. Apparently, near-surface differences affect higher levels, confirming Juneja and Brasseur's (1999) opinion that they can infect the entire flow field.
Correlograms (Fig. 10 ) describe the structures in Figs. 7-9 more quantitatively. The isopleths are correlation coefficients between w at the center point of each structure and at the surrounding points, as derived from all 27 200 (40 3 40 3 17) points at each elevation. Correlation isopleths $0.2 are shown at intervals of 0.2. Spatial scale is shown in Fig. 10a . At 15 and 47 m (Figs. 10a,b) , most models have a ''ridge line'' in their correlation fields oriented 128-188 counterclockwise (CCW) from the abscissa. At 15 m, both the Smagorinsky and TKE-1.5 are far more elongated than the others, reflecting the previously noted linearity of their patterns in Fig. 7 . The elongation persists to 47 m (Fig. 10b) for the Smagorinsky but less so for TKE-1.5. At 162 m, all the structures, excepting those from the DRM-ADM5 model, are less elongated than at lower altitudes, with smaller major-to-minor axis ratios. The 162-m Smagorinsky and TKE-1.5 correlograms resemble most of the others, except for their smaller size. The area within the 0.2 correlation isopleth increases with height for every model, indicating larger organized structures aloft.
The structure of vertical motions from each turbulence model can be compared with neutrally stratified flow that often occurs over water when air and water temperatures are equal. Woodcock's (1942) observations of herring gull soaring behavior showed that updrafts extensive enough to support soaring did not occur with stable or neutral conditions; the long lines of updraft produced by the Smagorinsky and TKE-1.5 models are inconsistent with Woodcock's observations that found such linear structures only with higher wind speeds and more convective stratification. Figure 11 shows DRM-ADM0, Smagorinsky, and TKE-1.5 vertical motions at 9 and 152 m when 8-m grid spacing is used. A color scale is used because w 5 0 isotachs were too intricate to display properly. Colors were scaled to provide visual contrast, so some extreme values fall outside the range. As with coarser resolution, the Smagorinsky and TKE-1.5 models produce more elongated structures at 9 m (Fig. 11, top row) than does the DRM-ADM0. The elongated elements in their patterns are more closely spaced than were the coarsegrid results at 15 m (Fig. 7) . Qualitatively, the differences among models are not as pronounced as in Fig. 7 . As before, contiguous areas of upward and downward w are larger at the higher altitude shown in the bottom row of Fig. 11 .
The Smagorinsky, TKE-1.5, and DRM-ADM0 model correlograms at 8-m resolution are shown in Fig. 12 (the length scale differs from Fig. 10 ). The 9-m elevation correlograms (Fig. 12a) confirm that the Smagorinsky and TKE-1.5 structures are appreciably more elongated than those from the DRM-ADM0. Differences are less pronounced at 46 m (Fig. 12b) . At 152 m (Fig. 12c ), all models produce only slightly elongated features that differ in size but not eccentricity. DRM-ADM0 structures are larger than the Smagorinsky or TKE-1.5 structures.
Comparing DRM-ADM0, Smagorinsky, and TKE-1.5 correlograms in Fig. 12 with those in Fig. 10 reveals some similarities, but the coarse resolution features in Fig. 10 are more than 3 times as large in linear dimension at the lowest altitude and about twice as large near 150 m. Finer resolution produces closer spacing of smaller contiguous areas. The correlograms also show that elongation of coarse-grid structures persists to higher altitudes than for finer resolution. Differences among models are also greater aloft in the coarse simulations.
2) EJECTIONS, SWEEPS, AND UPWARD FLUXES
OF RESOLVED STREAMWISE MOMENTUM Foster et al. (2006) assessed the relative importance of ejections and sweeps in the vertical transfer of streamwise momentum with LES. Differences in the average area occupied by ejections, sweeps, and the upward fluxes shown in Fig. 5 suggest that some conclusions drawn by Foster et al. (2006) models at nine coarse-grid snapshots. Differences in the general shapes of ejection, sweep, and upward flux areas are apparent, especially at lower altitudes. Figure 13 shows that all the models, except for DRM-ADM5 and the modified Clark, have ''streaky'' ejection (black areas) patterns at 15 m. Most models do not organize the sweeps (gray) into lines as long and continuous as ejections. Regions of upward flux (white) often enclose a sweep. The elongated sweeps and ejections of the Smagorinsky and TKE-1.5 models are often separated by a line of upward flux. All streaky patterns are rotated CCW from the geostrophic west-east flow. The 47-m patterns (Fig. 14) are similar to those at 15 m but with wider individual features and less pronounced streaks.
At 162 m (Fig. 15) , contiguous areas of ejections, sweeps, and upward fluxes are larger for any given model than for the same model at lower altitudes. Sweep (gray) areas tend to be longer than wide but without the uniform orientation that gives a strong sense of streakiness at lower altitudes. All the models produce ejection, sweep, and upward flux features that are more continuous in the streamwise direction than in the spanwise direction. Figure 16 shows the 8-m grid ejection/sweep patterns at two altitudes for the Smagorinsky, TKE-1.5, and DRM-ADM0 models. The right column shows graphically modified patterns obtained by Foster et al. (2006) at similar altitudes. Taking advantage of periodic boundary conditions, a duplicate of a Foster et al. (2006) figure was placed above the original to form a 2 km 3 3 km pattern that was then rotated 188 CCW to offset rotation introduced by Foster et al. (2006) . Finally, 1.2-km squares were extracted and plotted in Fig. 16 . These small squares represent different areas of the same snapshot, rather than different times.
Not surprisingly, the Foster et al. (2006) TKE-1.5 results look like our TKE-1.5 results, and both look more like Smagorinsky patterns at the lower altitude and more like the DRM-ADM0 at the higher altitude. Regardless of the subfilter model, contiguous areas are larger for coarse-grid simulations than for fine-grid results. It should be noted that the general appearance of the fine-grid snapshots at the lower heights changes little with time, because there is room for many of these smaller structures in the domain. Therefore, the relative difference in number of structures is small from one realization to another. Only a few large coarse-grid structures will fit in the frame, so their numbers often differ by a factor of 2 or more from one time to another. This ''large feature'' effect is quite pronounced in the 162-m DRM-ADM0 and modified Clark results in Fig. 15. 
3) LENGTH OF ZERO FLUX ISOPLETHS
One possible answer to the question of how the observed pattern differences are related to subfilter-scale FIG. 9 . As in Fig. 7 , but for 162 m. Note that the grayscale differs.
model effects comes by analogy with what Sreenivasan et al. (1989) observed and theorized about behavior of interfacial surfaces in turbulent fluids. They related microscopic details of interfaces between mixing layers to the macroscopic fluxes between regions. Among other conclusions, they noted that an interesting interpretation is that the turbulent surfaces at the ''microscopic'' level adjust themselves in such a way that the ''macroscopic'' fluxes are independent of viscosity.
[And,]
[I]n all practical circumstances, the scale range over which the power laws hold . . . is bounded by cutoffs at both ends. For surfaces in turbulent flows, the outer cutoff is expected to occur at scales comparable to the integral scale . . . of the turbulence, while the inner cutoff occurs at the smallest dynamical scale. For vorticity interfaces, the appropriate inner scale is the Kolmogorov scale h . . . . (Sreenivasan et al. 1989) Note, the Kolmogorov scale depends on kinematic viscosity. Another important characteristic of the interfaces is that the surface area of the interface increases as the convoluted distortions are extended to smaller scales. In essence, Sreenivasan et al. (1989) argue that the transfer of momentum and other scalars is accomplished by microscale processes across the thin layers associated with intricate interface shapes. A viscosity change alters the small-scale cutoff and changes the intricacy of the interfaces, and hence changes the overall surface area where microscale processes actively mix scalars.
Large-eddy simulations differ from the situation described by Sreenivasan et al. (1989) in that the smallscale end of the cascade is fixed by filter and/or grid scales. Furthermore, the fixed small scale of LES may not support the intricate interfaces found in real fluids. However, the idea that total surface area may adjust to accommodate ''viscosity'' changes may also apply in LES, where different subfilter models generate different ''viscosities.'' Attempts by the LES to produce the interface area necessary for proper transfer of momentum in the turbulent flow may lead to different resolved feature shapes that provide more, or less, interface area between regions of upward and downward flux.
This reasoning led to the calculation of the lengths of w9u9 5 0 isopleths (the 2D manifestation of a 3D interface) as a measure of turbulent LES interface complexity. Pairs of adjacent grid points of opposite sign of w9u9 were summed to calculate the isopleth length. It was assumed that a single-zero isopleth segment passed between the points of each pair, and the length of the segment equaled the grid size. This is the same as summing the sides of white (upward momentum flux) cells where they abut a black or gray (downward) cell in Figs. 13-16. Differences in model ''viscosities'' should lead to different isopleth lengths, with larger effective model viscosities associated with shorter isopleths. Figure 17 shows w9u9 5 0 isopleth lengths at two altitudes (15 and 162 m) on the 32-m grid for the seven subfilter models; each point represents the total isopleth length for a particular snapshot. The range of isopleth lengths is a measure of how much a model's patterns vary from time to time for constant forcing. For reference, the maximum possible length (for a checkerboard of alternating signs) is 96 km. The right ordinate shows the percentage of this maximum length. Rectangles span upper and lower quartiles; a horizontal line in the rectangle marks the median of the 17 individual lengths. Shaded regions span the 95% confidence interval for the median (Velleman 1997) ; medians differ significantly when their confidence intervals do not overlap.
All models display considerable variation in zero isopleth length from one snapshot to another. The Smagorinsky and TKE-1.5 w9u9 5 0 isopleths are significantly shorter than those of other models at 15 m, which is consistent with the notion that their larger eddy viscosities produce smoother large-scale structures with less interfacial area and intricacy. By contrast, the modified Clark model generates significantly longer isopleths. At 162 m, the Smagorinsky and TKE-1.5 model isopleths are significantly longer than all but the DRM-ADM5 model isopleths. The modified Clark model has the shortest isopleths at 162 m and the longest at 15 m.
The Smagorinsky and TKE-1.5 w9u9 5 0 isopleth lengths do not change much with distance from the surface, whereas the others are substantially shorter at FIG. 11 . Vertical motions produced at 9 and 152 m on the 8-m grid by three subfilter models at nine times (small squares).
the higher altitude, indicative of larger, smoother structures. Figure 17 indicates that models can produce significantly different features at resolved scales, even away from the surface. Figure 18 shows the lengths of the w9u9 5 0 isopleths from the Smagorinsky, TKE-1.5, and DRM-ADM0 models on the 8-m grid at four different altitudes. The smaller grid spacing used for these simulations allows significantly different zero flux isopleth lengths; at the three higher elevations, both Smagorinsky and TKE-1.5 are significantly longer than DRM-ADM0. Each model median differs significantly from the others at the three lower altitudes, but the Smagorinsky and TKE-1.5 are very much alike at 152 m.
Conclusions
The following list reviews the important simulation characteristics:
1) The simulated turbulent shear flow is Coriolisinfluenced, pressure-gradient driven, neutrally stratified, and over a rough, flat surface. 2) Momentum transfers downward to the surface from the geostrophically forced wind aloft. 3) Dominant mechanisms acting on resolved motions are advection of resolved motions, Coriolis forces, and transfers to and from subfilter scales. 4) All but the Smagorinsky and TKE-1.5 subfilter models require special treatment of the near-wall region to supplement dynamic procedures' eddy viscosity; tests confirmed that the near-wall stress model was not a cause of altered flow patterns. 5) These and earlier simulation results (Chow et al. 2005) show that theoretical log profiles are better reproduced by dynamic and modified Clark models than by the Smagorinsky or TKE-1.5; the DRM framework consistently produces better agreement with a log profile in terms of means and turbulent stress behavior (see Figs. 1b, 2b ). 6) Chow et al. (2005) presented profiles in their showing that stress for different models, stress for different levels of reconstruction, and the partitioning of stress between RSFS and SGS varied substantially among models. Although factors other than SFS models can contribute to differences in the simulated flow (e.g., schemes used to discretize and integrate the equations, and averaging methods), such factors do not affect the results presented here and by Chow et al. (2005) because they were the same for all simulations.
a. Summary of findings
Comparisons of the effects of resolution and subfilter model on resolved scale flow features and aggregate properties (means, standard deviations, and others) demonstrated the following: 1) Although they are statistically significant, differences in streamwise velocity components (u) among the ADM models are quite small (generally less than about 0.1 m s
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) relative to layer means. However, the Smagorinsky, TKE-1.5. and modified Clark models differ from the ADM models by enough to affect calculated advection and agreement with the log profile. The differences between the Smagorinsky and TKE-1.5 u profiles caused by a change in grid resolution scale are larger than for the ADM0 models. 2) Major differences among the models are found in the variances and resolved motion patterns. Statistical tests showed that the vast majority of model pairings differed significantly in coarse-grid s u and s w for selected layers. Finer resolution generally reduces s w in the lowest few hundred meters for the Smagorinsky and TKE-1.5 models and increases it somewhat for DRM-ADM0. Finer-scale simulations increase s w below 200 m for all three models. 3) At any altitude, finer resolution reduces the extent of spatial correlation for vertical motion, indicating smaller active eddies. 4) As measured by correlograms, vertical motion features for a given model and resolution grow larger in area and less elongated in shape with height. At low altitudes, the linear extent of Smagorinsky structures exceeds that of other models, but the relationship is reversed at higher altitudes. 5) Coarse-grid Smagorinsky and TKE-1.5 simulations of upward and downward motion features do not agree with the observed structures in neutral atmospheric flows over the similarly flat, featureless ocean. 6) Features in ejection, sweep, and upward flux patterns are smaller at finer resolution. 7) Lines separating upward from downward horizontal momentum flux are significantly shorter near the surface for Smagorinsky and TKE-1.5 coarse-grid simulations than for the other models, indicating less convoluted interfaces. At higher altitudes, Smagorinsky and TKE-1.5 lines are longer (more convoluted) than others. Lengths decrease with altitude for all models. Finer resolution allows for more convoluted (longer) zero flux isopleths.
b. Implications
Results suggest that neither coarse-nor fine-grid simulations fully satisfy Stevens and Lenschow's (2001) second conjecture that ''the statistics of the lowfrequency modes that are explicitly calculated by LES are not sensitive to errors in the parameterization of SGS effects.'' For the coarse grid, low-frequency (i.e., large spatial scale) features are clearly sensitive to parameterization, both near the surface and aloft. The energy in resolved scales decreases near the solid boundary, because eddies are increasingly constrained, whereas filter size remains fixed relative to grid spacing (see, e.g., Horst et al. 2004) . Even with grid stretching, simulations cannot accommodate the decreased eddy sizes. The greatest differences attributable to choice of turbulence model are found in the lowest layers. Even the 8-m grid produced recognizable differences, although they are less pronounced because more energy is resolved.
Flow variability differences, as measured by layer standard deviations, are of practical importance because of the direct effect on turbulent fluxes of momentum and scalars. The differences in standard deviation for different models do not derive from random spatial distributions but from recognizably different organized spatial structures at low altitudes and well above the ground. Regardless of resolution or subfilter model, the area encompassed by spatial correlations $0.2 (see Figs. 10, 12) spans at least four grid points. At some altitudes, the long axis of a given model's structure may span 20 grid points. These features are well resolved, meaning that resolved flow solutions depend on grid spacing and subfilter model.
Results confirm that finer resolution, with less unresolved turbulent energy, yields smaller differences between the models with regard to the resolved flow structures. However, increased computational costs accompanying finer resolution may preclude this approach for many simulations of realistic flows over large areas (several kilometers or more), where only coarse grids FIG. 18 . As in Fig. 17 , but for 8-m grid simulations with three subfilter models at four heights.
will be practical, thereby requiring more sophisticated closure models that better mimic the effects of unresolved scales, such as the dynamic mixed models studied here. The combined dynamic reconstruction and nearwall models tested here produce more realistic mean profiles of wind speed and smaller, more symmetric, near-surface structures that seem more consistent with observed neutral flows. Away from the wall, eddies are larger and resolved scales hold significantly more of the total energy, making model differences less important but not insignificant (cf. Juneja and Brasseur 1999) . Near the wall, the models significantly affect resolved scales. Dynamic and reconstruction models allow some energy backscatter that reflects expected interactions between resolved and subfilter scales (cf. Leslie and Quarini 1979) . The DRM-ADM models mimic this process more faithfully, yielding more active spectra at smaller scales of resolved flows. Chow et al. (2005) found that increased reconstruction has little effect on mean velocities while improving stress profiles. They suggested that one or two orders of reconstruction with an increase in total computational cost of about 50% over standard closure models is a good compromise. Results show that substituting LES for experimental and observational data should be done with caution. When LES results drive other applications (e.g., transport and dispersion models), differences in flow features among models are likely to change results. Similarly, LES examination of changes in the nature of resolvedscale convective structures associated with changed surface heat fluxes might produce results more dependent on choice of subfilter model than on actual physical processes.
