We briefly presents the variational method for shape reconstruction from multiple images from [14] and recall how GPUs may be used as parallel processing units. We then analyse the running time of the original algorithm and describe how specific parts were adapted to run efficiently on GPUs. We finally show some results and discuss possible improvements.
Introduction
Three-dimensional shape reconstruction of a scene from a set of 2D pictures taken under different viewpoints is one of the oldest problems in computer vision and find its roots back in robotics. The current state-of-the-art algorithms for reconstruction from multiple views are typically very slow and may take from several dozen of minutes to as long as several hours to build a scene depending on the number and the resolution of the images and the desired accuracy.
A quite recent idea to improve the running time of computer vision algorithms consists in using commodity graphics cards (the ones that come with almost any new PC nowadays) not for rendering fancy graphics but as parallel processing units.
We first give a description of the variational multiview stereo method from [14] . We then present a simplified overview of the current architecture of graphics card to underline the features that makes them suitable for parallel computing. We also insists on the characteristics that significantly distinguish them from generalpurpose processing units. We then detail the parts of the algorithm that could benefit from such a port and how we implemented them on GPUs. We finally show some results and discuss the running time improvements.
Multiview stereo algorithm
The hypothesis are the same as usual : we are given n images of the same scene (often an object with a dark background and a ring or dome of cameras) and the corresponding calibration parameters of the cameras. The goal is to build a 3D model of the scene as close to the original as possible. This objective is difficult to reach because of the very different appearance of the same scene under different viewpoints (partly or totally occluded parts and varying lighting).
Multiview stereo algorithms
We can very roughly divide the multiview stereo algorithms in two different classes :
On one hand, we find discrete methods à la space carving derivated from [10] which work on an initialy whole discrete volume and, using sweeping algorithm, incremently remove chunks of voxels from this volume that do not satisfy a photoconsistency condition among all the images they are visible in.
On the other hand, we find variational methods generally based on the deformation of a surface under a PDE ( [4] and [3] ).
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Overview of the shape reconstruction method of [14]
This method is one of the second class of shape reconstruction technique. Instead of linking together the surface smoothing term and the data term, the surface evolution is reformulated as a simple image registration problem. It is thus simpler and more robust than most other methods.
Notations
c (c is the number of color channels). -Visible surface : S i , visible part of the surface in the image i.
c , reprojection of the image j in the camera i through the surface.
Energy to minimize
We wish to minimize a sum of dissimilarity terms between pairs of images : each pair is composed of one among the input images and some predicted image obtained by reprojecting some other input image into the camera attached to the first image. The dissimilarity term is of course computed only on their common domain. The semi-occluded regions are removed.
In practice, we limit ourselves to (image, predicted image) couples for which the optical axes of the cameras have the closest orientation (immediate neighbours in the common case of a camera ring).
The energy we are considering has the following form :
where :
and M is the similarity measure. The surface evolution is driven by the following equation which simply follows from the gradient descent to maximise M(S) and a smoothing term :
where H is the mean curvature of the surface, δ is the Kronecker symbol, d i the vector from the P i camera to the considered point, z its depth and λ a smoothing coefficient (λ > 0).
Similarity measure
The method described above allow to use whatever similarity measure we want : cross-correlation, correlation ratio, mutual information, etc. . .(we refer the reader to [9] for a description of the similarity measures for multi-modal image registration).
We limited ourselves to local normalized cross-correlation, which assumes an affine relation between the corresponding intensities not general enough to accomodate non-lambertian surface. However experiments from [14] have shown that it can cope with such properties if one chooses a small enough window size.
We briefly recall its definition here (cc(I i , I j )(x)) :
where ω(x 0 ) = Ω G σ (x 0 − x) dx is the normalizing coefficient related to the shape of the correlation window, and
(τ is a constant making sure that the denominator is non-nul).
The dissimilarity measure between images
is simply the sum of the normalized cross-correlation over the whole domain :
The partial derivative that we need for the minimization is given by the following expression :
Energy minimization
The minimization of the energy by gradient descent is implemented within the level set framework. It can cope with surface topology changes implicitly. This comes at a cost and to reduce the computational burden, the narrow band algorithm is used to evolve the level sets.
As the energy optimisation is done through a simple steepest gradient descent, it can easily become stuck in a local minimum. The algorithm therefore adopts a multi-scale approach : the optimisation is first done at a coarser level and the result for this level is used to initialise the optimisation at a finer level using images with doubled resolution.
General-purpose computation on GPUs
In a only a few years graphics card have become heavily parallel processing machines and the static programming model close to state automata (enable/disabling rendering parameters) has progressivly vanished in favour of an almost completely programmable model.
These new capabilities have allowed the development of new and impressive graphical effects and the amazing improvements of real-time rendering. But this programmability has also allowed them to be used in completely different field requiring only massive processing power such as bio-informatics, physics and of course, image processing and computer vision.
A new research field has emerged : GPGPU which stands for General-Purpose Computation on Graphics Processing Unit and studies the porting or the design of algorithms on parallel machines suited to the constraint of the GPU programming model (several references are cited in [8] and the state-of-the-art report [13] ).
Simplified description of the current architecture of GPUs and Programming model
Let us first recall how a GPU accelerates the rendering process (see figure 3) . The graphical primitives (triangles) that constitute the objects to be rendered are downloaded to the graphic card as a list of vertices with several attributes (position, color, texture coordinates, . . .).
Then, these vertices and their attributes undergo (programmable) transformations before being projected to the screen (a 2D grid).
The interior of the triangles defined by three consecutive projected vertices is then iterated over the screen (see figure 3.1) and at every pixel, a fragment FIG. 2 -Rasterization : filling pixels inside a triangle is generated : it combines the coordinates of the current pixel and the attributes interpolated from the vertices attributes.
This fragment undergoes a series of (programmable) transformations and if in particuliar its depth attribute allows it (by comparing it with the value stored in the depth buffer) the current pixel is colored with the fragment color (and the depth buffer is accordingly updated).
Using a graphics card as parallel computer is quite simple : draw a large quad that covers the whole screen, ensure its depth is correct and load a program that will execute on every generated fragment. Then read the result back from video memory or use it as input for another rendering pass.
The hardware implementation of this model sheds light on the current limitations of these new parallel computers (for more details about precise architecture we refer the reader to [12] ).
The fragment generation within graphical primitives is block-based, each block having typical size of 2 × 2 pixels. As the processing units in these blocks are only SIMD 4 , intruction flow coherency must be carefully optimised.
Programming
Controlling the graphics card obviously requires the use of a graphics library. We have chosen OpenGL ( [16] ), the specifics of the new generation of cards are exposed through extensions ( [17] ) to this library.
The programmable units of the graphics card are accessed using Cg ( [5] ), a sort of mid-level language similar to C, and specialized for 4-way SIMD archi- tectures. It compiles into a pseudo-assembly language for 4-way SIMD machines that is then further optimised by the video card driver.
Pitfalls
The performance improvements that we can hope are tightly related to the socalled arithmetic intensity of the computational kernels and the locality of their memory access patterns.
As a rule of thumb, we tried to make most of the computation in the GPU on very close texels trying to hide this memory latency.
GPGPU in computer vision
It is no wonder that computer vision algorithms are routinely accelerated on graphics hardware, as the kind of the data they have to process is quite close to the data real-time rendering rely on.
The dense reconstruction from two images (disparity map) has already been thoroughly explored from simple block matching strategy with a multiscale approach ( [18] ), mixed CPU/GPU approach initializing a graph-cut optimization using crude depth maps computed on GPU ( [6] ), to parallel dynamic programming on GPU [7] . Two-dimensional level set method has also already been implemented by brute force ( [15] ) with some limited performance gains though and more recently threedimensional level set for segmentation ( [11] ) introduced a virtual memory and paging system similar to the one used in operating systems.
Detailed description of the GPU implementation
Original implementation analysis
The main loop of the algorithm, the one that drives the evolution of the surface and is executed at every time step, can be decomposed as follows : Remarks : -the update of the similarity measure derivate actually only takes place every ten time steps (it slowly changes). -the similarity measure derivative is computed over the common domain of image i and image j reprojection because all the surface points visible in image i should be band points. -the normal speed and the attributes computation spend most of their running time computing bilinear interpolations of the input images pixels or the similarity measures pixels. -the depth computation and reprojection parts were already running on GPU (hence the mesh download). We thus chose to concentrate our efforts on items 5.2, 6 et 7.
Texture rendering
In order to efficiently run operations over several passes without having to read back the whole framebuffer (which is very costly), we use the ARB_framebuffer_object extension to render into a texture instead. The texture can then be detached and used as input for a later render pass.
This technique is extensively used in all the GPU suitable parts of the algorithm.
Reprojection and visibility masks computation
The depth computation is simply done by rendering the surface and updating the depth buffer.
The visibility masks and the image reprojection are computed using the shadow mapping technique which consists in using the contents of the depth buffer we got from the P j camera as a texture and rendering the surface in the camera P i .
Accessing texels in this special texture triggers a comparison between the current fragment depth and the depth stored in the texture and returns a boolean value.
The surface points are used as texture coordinates and the texture matrix (which is applied to the texture coordinates before accessing texels) replaced by the P j camera matrix.
We can thus generate a depth mask using the P j camera depth buffer as a texture. Then the I j image reprojection is obtained by applying this image as a texture (see figure 4) . 
Computation of the similarity measure derivative
The original implementation used a recursive filter (Deriche filter [2] ). This kind of filter does not fit very well in the GPU computational model constraints so it was replaced by a simple separable convolution that allows better use of the SIMD hardware of the fragment unit.
As shown by the figures 5, we used the efficient Z-Culling technique to resolve static branching : it consists in loading a depth mask in the depth buffer (with a far value for enabled pixels and a near value for disabled ones), and rendering a quad at intermediate depth so that the fragment program is not executed on disabled pixels. This technique results in amazing running time savings.
The computation of α, β and γ easily maps to successive fragment programs : 
Computation of the points position, visibility and intensity
At the finest scale, the band typically contains many dozens of thousand of points.
A set of textures is created in video RAM, which will contain for each camera the attributes (position, visibility and intensity in every camera) of the band points.
A texture containing the coordinates of the band points is also created. We then iterate over the cameras (changing the textures in which rendering is done) to compute the different attributes from the texture of band points coordinates.
Z-Culling is once again used to mask away texture parts where no computation needs to be done.
The bilinear interpolation that takes place in the intensity computation is automatically done by the texture units. 
Normal speed computation
The same kind of computation as above is done : this time we iterate over each pair of camera (the visibility textures and the active texels texture are combined to generate a mask for Z-Culling).
We then iterate over the camera pairs while accumulating the normal speeds for each band points. A normal speed texture is then read back in system RAM and used to update the level sets.
Miscellaneous
Texture download/readback from/to system memory to/from the graphics card are done asynchrously with the CPU thanks to the OpenGL extensions ARB_pixel_buffer_object or NV_pixel_data_range : when the graphics card is working on some other data, dedicated hardware download or readback the requested texture to or from the system RAM.
Results
All the presented results were obtained on a PC with an Intel Xeon 2.8 GHz CPU and 1 GB RAM equipped with an NVIDIA GeForce 6800 Ultra graphics card with 256 MB of video RAM.
The "buddha" and "bust" data sets come from the Intel OpenLF Mapping 5 project R . The "temple" data set comes from a multiview stereo evaluation project 6 .
Because of memory occupancy and performance issues, the pictures needed to be down-scaled to the next smallest power of two dimensions.
After some fine-tuning of the parameters we get satisfactory results. The results from the GPU version are almost identical to the original version. The overall speed factor is usually about 4. The original sections of the algorithms that were using lots of bilinear interpolations observe a sevenfold to eightfold improvement in general, but the computation of the measure derivative only gets a threefold decrease of its running time. 
Conclusion
We evaluated the parts of the multiview stereo algorithm from [14] which could substantially benefit from a port to GPU. We described how we reimplemented these parts and insisted on commonly used techniques in GPGPU. The results we get are encouraging : the decrease of the running time is quite significative.
