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RESUMEN
En esta tesis se investigan varios aspectos del control de los generadores
eo´licos conectados a un sistema ele´ctrico de potencia variable y como es el
comportamiento de los generadores ante este sistema. Se inicia el trabajo de
investigacio´n con un estudio detallado del estado del arte del modelo matema´tico
del generador s´ıncrono con imanes permanentes (PMSG por sus siglas en ingle´s),
el generador de induccio´n doblemente alimentado (DFIG por sus siglas en ingle´s)
y el generador de induccio´n (IG por sus siglas en ingle´s) que de acuerdo a los
para´metros caracter´ısticos de cada uno de ellos, se obtienen las ecuaciones de
estado por medio de te´cnicas de identificacio´n de sistemas.
El trabajo abarca el estudio del comportamiento del viento, ya que este es
un para´metro importante para la generacio´n de energ´ıa ele´ctrica y es variable
en el tiempo, se requiere una identificacio´n de sistemas multivariables no
lineales (SISO), ya que el control tiene como objetivo de disen˜ar estrategias
que permitan comandar estas variables de manera que se puedan mantener las
variables controladas en unos valores deseados a pesar de las perturbaciones que
puedan afectar al sistema generadas por el comportamiento del generador y su
interconexio´n con el sistema de potencia. Lo que se logra con un sistema de
potencia, es que todos los generadores que este´n conectados a este tengan tensio´n
y frecuencia iguales y constantes para no tener problemas con la carga que se
este´ alimentando. Por lo anterior se emplean diferentes te´cnicas que se orientan
hacia el control en la energ´ıa eo´lica debido a la variabilidad que tiene el viento en
diferentes momentos del d´ıa.
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INTRODUCCIO´N
La demanda de Energ´ıa Ele´ctrica ha ido en aumento al pasar de los an˜os por
eso varias investigaciones se han hecho sobre otros tipos de energ´ıa, llamadas
“Energ´ıas Renovables”, para as´ı ir disminuyendo la dependencia que se tiene de
la Energ´ıa Fo´sil. La energ´ıa eo´lica aporta, a los pa´ıses, un beneficio econo´mico
por evitar que se importe materia prima para el uso de las energ´ıas fo´siles, siendo
una energ´ıa limpia y noble con el medio ambiente, lo que hace que cada d´ıa ma´s
se este´ utilizando este tipo de generacio´n en el mundo. La Energ´ıa Eo´lica, es
una energ´ıa renovable que se basa en la utilizacio´n de una turbina eo´lica para la
transformacio´n de energ´ıa meca´nica en energ´ıa ele´ctrica para luego ser inyectada
a la red. En este tipo de energ´ıa no hay posibilidad de que su recurso, el viento,
escasee y que tenga efectos contaminantes sobre el medio ambiente. El viento es
una fuente que no es constante en el tiempo y por esto requiere un respaldo para
la generacio´n sino afectar´ıa la energ´ıa suministrada a la red.
La energ´ıa ele´ctrica derivada de la energ´ıa eo´lica por medio de una turbina, es una
aplicacio´n que se ha ido desarrollando ma´s ra´pido en las u´ltimas tres de´cadas tanto
en su tecnolog´ıa como en la creciente tendencia de aerogeneradores o turbinas de
viento de gran potencia. La demanda evolutiva del mercado en las dos u´ltimas
de´cadas esta´ tendiendo a sobre-explotar los recursos ingenieriles y la capacidad
de produccio´n. Los precios han ido en aumento haciendo explotar la tecnolog´ıa al
ma´ximo de su potencial y optimizar los disen˜os [1].
La energ´ıa eo´lica es un campo interdisciplinario de ra´pido crecimiento que abarca
mu´ltiples ramas de la ingenier´ıa y la ciencia. De acuerdo con la World Wind
Energy Association, la capacidad mundial instalada de aerogeneradores crecio´ a
una tasa promedio del 27 % anual durante los an˜os 2005-2009 [2]. Debido a
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que los aerogeneradores son grandes y con estructuras flexibles que operan en
entornos ruidosos, presentan una gran variedad de problemas de control que, si se
resuelven, podr´ıan reducir el costo de la energ´ıa eo´lica [3]. El a´rea de control es
una tecnolog´ıa que requiere el conocimiento de la mayor´ıa de aspectos relacionados
con las turbinas y con ciertos aspectos del disen˜o. Esto afecta el rendimiento y
fiabilidad durante la vida u´til de la ma´quina. Sin embargo, en comparacio´n con
otros aspectos tecnolo´gicos, el desarrollo de los sistemas de control ha sido lento [1].
Se requiere que los generadores conectados a la red ele´ctrica tengan tensio´n y
frecuencia iguales y constantes por eso se emplean diferentes te´cnicas de control a
cada sistema de generacio´n ele´ctrica, en especial en la generacio´n eo´lica debido a su
alta variabilidad que tiene su recurso, el viento. El control de la energ´ıa ele´ctrica
a partir de la energ´ıa eo´lica ha ido en aumento en los u´ltimos an˜os, debido a
que todos esta´n impulsados en reducir costos, aumentar la captura de energ´ıa
a velocidades bajas del viento o combinacio´n de las dos. A bajas velocidades
del viento, por debajo de la velocidad de conexio´n, las turbinas eo´licas no esta´n
en funcionamiento ya que las pe´rdidas superan la energ´ıa extra´ıda del viento.
A velocidades muy altas, por encima de la velocidad de corte, las turbinas son
apagadas ya que el coste adicional de ingenier´ıa para permitir el funcionamiento
en tales condiciones no es rentable [1]
Los controladores han adquirido un grado de complejidad que solo son resueltos
con me´todos de control avanzado. El disen˜o de las diferentes ma´quinas ele´ctricas,
cada ma´quina posee caracter´ısticas dis´ımiles con respecto a las dema´s, implica
que el controlador sea disen˜ado para una turbina o aerogenerador especifico. Esto
lleva a que cada controlador sera´ determinante a la hora del funcionamiento de la
turbina segu´n los para´metros que se desean manejar [1].
El desarrollo y evolucio´n de la teor´ıa de control, ha permitido desarrollar gran
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cantidad de te´cnicas tanto de identificacio´n como de control adaptativas que
utilizan el computador digital para tal propo´sito. Entre las te´cnicas de control
existentes se mencionan el tradicional controlador PID y control por reubicacio´n
de polos, las cuales son usadas como caso de estudio de este art´ıculo para el
propo´sito de control [4]. El aumento en publicaciones basadas en estrategias de
control avanzado de las turbinas de viento esta´ impulsado por el objetivo de
reducir el costo de la energ´ıa eo´lica, ya sea mediante la reduccio´n de costes, el
aumento de la captacio´n de energ´ıa, o alguna combinacio´n de los mismos. La
reduccio´n de costos se puede lograr por medio de la reduccio´n de la carga, que
puede reducir los costos de mantenimiento durante la vida u´til de la turbina o
hacer que la turbina sea construida de una manera menos costosa inicialmente.
Los controladores tempranos utilizaron control de tono individual para reducir las
cargas de los componentes [2].
Al consultar la literatura especializada, se puede notar que de preferencia el control
se realiza por los medios meca´nicos aerodina´micos. Sin embargo, al revisar los
conceptos de conversio´n de la energ´ıa del viento, queda en evidencia que otra
forma de lograr la regulacio´n de la potencia producida es mediante el control
de la velocidad de rotacio´n de la turbina eo´lica. Un sistema de generacio´n eo´lica
puede verse como un accionamiento regenerativo de un ventilador. Por lo tanto, se
pueden realizar variadas configuraciones, con ma´quinas tanto de induccio´n como
sincro´nicas. Aqu´ı es donde se incorpora el a´rea de los accionamientos de ma´quinas
de la ingenier´ıa ele´ctrica. Hace ya varias de´cadas esta disciplina ha desarrollado
distintas formas de control de velocidad, muchas de las cuales son aplicables a los
sistemas de conversio´n de la energ´ıa del viento [5].
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Cap´ıtulo 1
Modelo matema´tico de la
Turbina Eo´lica
Un aerogenerador es un dispositivo meca´nico que convierte la energ´ıa del viento en
electricidad. Sus precedentes directos son los molinos de viento que se empleaban
para la molienda y obtencio´n de harina. En este caso, la energ´ıa eo´lica, en realidad
la energ´ıa cine´tica del aire en movimiento, mueve la he´lice y, a trave´s de un
sistema meca´nico de engranajes, hace girar el rotor de un generador, normalmente
un alternador trifa´sico, que convierte la energ´ıa meca´nica rotacional en energ´ıa
ele´ctrica. Los aerogeneradores se agrupan en parques eo´licos distanciados unos de
otros, en funcio´n del impacto ambiental y de las turbulencias generadas por el
movimiento de las palas.
Para aportar energ´ıa a la red ele´ctrica, los aerogeneradores deben de estar dotados
de un sofisticado sistema de sincronizacio´n para que la frecuencia de la corriente
generada se mantenga perfectamente sincronizada con la frecuencia de la red.
En la pra´ctica las turbinas eo´licas se disen˜an para trabajar dentro de ciertas
velocidades de viento. La velocidad ma´s baja, llamada velocidad de corte inferior
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que es generalmente de 4 a 5 m/s, pues por debajo de esta velocidad no hay
suficiente energ´ıa como para superar las pe´rdidas del sistema.
La velocidad de corte superior es determinada por la capacidad de una ma´quina
en particular de soportar fuertes vientos. La velocidad nominal es la velocidad
del viento a la cual una ma´quina particular alcanza su ma´xima potencia nominal.
Por arriba de esta velocidad, se puede contar con mecanismos que mantengan la
potencia de salida en un valor constante con el aumento de la velocidad del viento.
Los elementos principales de cualquier turbina de viento son el rotor, una caja de
engranajes, un generador, equipo de control y monitoreo de la torre.
Figura 1.1: Esquema de la turbina eo´lica.
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Figura 1.2: Parque eo´lico.
1.1. Modelo meca´nico de la Turbina
De la expresio´n de energ´ıa cine´tica del flujo de aire, la potencia contenida en el
viento que pasa por un a´rea A con velocidad del viento v1 [6]:
Pw =
ρ
2
Av31 (1.1)
Donde ρ es la masa especifica del aire que depende de la presio´n del aire y de
la humedad, se supone ρ ≈ 1, 2 kg
m3
. Las corrientes de aire tienen direccio´n axial a
trave´s de la turbina eo´lica, de lo que A es el a´rea de barrida circular. La potencia
u´til obtenida se expresa por medio del coeficiente de potencia Cp [6]:
P = Cp
ρ
2
Av31 (1.2)
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Se han desarrollado aproximaciones nume´ricas para conocer el valor del coeficiente
de potencia Cp [7]:
Cp = 0,22
(116
β
− 0,4θ − 5
)
e−
12,5
β (1.3)
Donde β se puede calcular [7]:
β =
1
1
λ+0,08θ
− 0,035
θ3+1
(1.4)
Donde λ y θ es la velocidad espec´ıfica y a´ngulo de paso, respectivamente, de la
turbina eo´lica.
Figura 1.3: Variacio´n del Coeficiente de potencia Cp de la turbina eo´lica en funcio´n
de λ y θ [8].
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A medida que el a´ngulo de paso θ aumenta, el coeficiente de potencia disminuye
como se muestra en la Figura 1.3 y en consecuencia afecta la potencia que la
turbina eo´lica extrae del viento, de acuerdo a la siguiente ecuacio´n [10]:
Pt =
1
2
ρpiR2Cp(θ, β)v
3
1 (1.5)
Para conocer el torque entregado por la turbina eo´lica, se tiene la ma´xima potencia
extra´ıda del viento Pt y la velocidad angular de la turbina ωt:
Pt = Tt ωt (1.6)
ωt =
λ v1
R
(1.7)
Reemplazando la ecuacio´n (1.7) en la ecuacio´n (1.5) y luego despejando de (1.6),
se obtiene la expresio´n del torque T [7]:
Tt =
1
2
ρpiR3v21Ct(λ, β) (1.8)
Donde Ct representa:
Ct =
CP (θ, β)
λ
(1.9)
La energ´ıa generada a partir de la turbina depende del Coeficiente de Potencia.
Para cada velocidad del viento, hay una velocidad de rotacio´n de la turbina
especifica que genera la ma´ximo potencia Pt. De esta manera, el seguimiento
del punto de ma´xima potencia (MPPT) para cada velocidad del viento aumenta
la generacio´n de energ´ıa en la turbina. La curva del Coeficiente de Potencia con la
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curva MPPT se muestra en la figura 1.4, de la que puede verse que, para cualquier
velocidad del viento en particular, hay una velocidad de rotacio´n ωr, que genera
la potencia ma´xima extra´ıda, Pt, llamado tambie´n como el poder o´ptimo, Popt.
Figura 1.4: Caracter´ıstica de seguimiento de la turbina del punto de ma´xima
potencia [9].
De la ecuacio´n (1.6), es claro que la potencia ma´xima generada es proporcional al
cubo de la velocidad de rotacio´n, ωt [11].
El tren de potencia o transmisio´n de los generadores eo´licos consta de cinco partes,
el rotor, el eje de baja velocidad, caja de cambios, eje de alta velocidad y el
generador. En el ana´lisis, las otras partes de las turbinas de viento, por ejemplo,
la torre y los modos de flexio´n de las he´lices pueden ser despreciados. Cuando
el intere´s de estudio var´ıa, la complejidad del tren de transmisio´n difiere. Por
ejemplo, cuando se estudian los problemas tales como la fatiga de torsio´n, la
dina´mica de ambos lados de la caja de cambios tienen que ser considerados.
Entonces, se requieren dos masas agrupadas o modelos ma´s sofisticados. Pero
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cuando el estudio se centra en la interaccio´n entre los parques eo´licos y las
redes de CA del tren de transmisio´n puede ser tratada como un modelo de masa
despreciable en aras de la eficiencia del tiempo y precisio´n adecuada. Por lo tanto,
el tren de transmisio´n adopta la forma de un modelo de masa despreciable y
se muestra en la figura 1.3 en el que los para´metros se han referenciado al del
generador.

dωg
dt
= (Te − Twg −Bmωg) 1Jeq
dαg
dt
= ωg
(1.10)
donde g representa los para´metros del lado del generador, Jeq es la inercia
rotacional del generador la cual se deriva en Jeq =
Jg+Jw
ng
, ng es la relacio´n de
transmisio´n, Bm es la friccio´n de rotacio´n. Te es el torque electromagne´tico, αg en
el a´ngulo meca´nico del generador, Twg es el torque aerodina´mico que se ha referido
al lado del generador por medio de Twg =
Tw
ng
y ωg es la velocidad angular meca´nica.
1.2. Modelado del viento
El modelado adecuado de los proyectos de energ´ıa eo´lica en los estudios de sistemas
de potencia es cada vez ma´s importante para los operadores del sistema y los
propietarios de las redes de transporte de energ´ıa. La expansio´n de la energ´ıa eo´lica
se ha acelerado debido a los avances tecnolo´gicos, la reduccio´n y la preocupacio´n
por el calentamiento global causado en parte por una mayor concentracio´n de
CO2 en la atmo´sfera en todo el mundo [23]. Los parques eo´licos que se instalan
constan de cientos de unidades, haciendo que el parque eo´lico sea capaz de
producir unos cientos de MW . La ubicacio´n de un parque eo´lico esta´ seleccionado
basado, principalmente, en condiciones de buen viento y, por supuesto, las
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condiciones favorables tanto econo´micas como ambientales. Sin embargo, estas
buenas condiciones de viento a menudo coinciden con partes relativamente remotas
del sistema de potencia. Por lo tanto la operacio´n del parque eo´lico y su
respuesta a perturbaciones u otras condiciones cambiantes del sistema de energ´ıa
se esta´ convirtiendo en una preocupacio´n creciente, especialmente en los casos en
los parques eo´licos representan una porcio´n significativa de la generacio´n local [22].
Como resultado, ha habido un creciente intere´s en la produccio´n del modelado de
la energ´ıa eo´lica y estudios de simulacio´n. Estos estudios incluyen la cuantificacio´n
de los recursos de viento, modelado velocidad del viento, la produccio´n de energ´ıa
eo´lica, y la evaluacio´n de la fiabilidad del sistema [23].
Con el fin de obtener un modelo de la velocidad del viento, que es similar a la
velocidad real del viento; la velocidad del viento es la suma de la velocidad ba´sica
del viento, la velocidad de ra´faga, la velocidad gradual y velocidad del viento al
azar [24].
1.2.1. Velocidad ba´sica del viento
La velocidad ba´sica del viento existe durante todo el tiempo que opera la turbina
eo´lica. El valor de la velocidad ba´sica del viento refleja la velocidad media del
viento del parque eo´lico. A medida que la distribucio´n de la velocidad del viento
cumple la Distribucio´n Weibull, el valor de la velocidad ba´sica del viento se puede
derivar de los datos recogidos de un parque eo´lico [24].
Vwb = C • Γ
(
1 +
1
K
)
(1.11)
donde C es el para´metro de escala de la Distribucio´n de Weibull, K es el para´metro
de forma de la Distribucio´n de Weibull y Γ es la funcio´n gamma.
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1.2.2. Velocidad de ra´faga del viento
Velocidad de ra´faga del viento puede simular la variacio´n de la velocidad del viento
en un corto tiempo. La velocidad de ra´faga esta´ dada por:
Vwg =

0 t < T1g
Gmax
2
[
1− cos
(
2pi t−T1g
Tg
)]
T1g < t < T1g + Tg
(1.12)
donde Gmax es el valor ma´ximo de la velocidad de ra´faga, T1g es el tiempo de
ra´faga que aparezca y Tg es el periodo de ra´faga.
1.2.3. Velocidad gradual del viento
La velocidad gradual del viento puede simular la variacio´n de la velocidad del
viento en un largo tiempo. La velocidad gradual viento esta´ dada por:
Vwr =

0 t < T1r
Rmax
t−T1r
T2r−T1r T1r < t ≤ T2r
Rmax T1g < t < T1g + Tg
0 T2r + Tr ≤ t
(1.13)
donde Rmax es el valor ma´ximo de la velocidad gradual del viento, T1r es el
momento en que aparece el tiempo gradual y T2rg es el tiempo en el que se acabe
el viento gradual y Tr es el tiempo que dura el viento gradual.
1.2.4. Velocidad del viento al azar
La velocidad del viento al azar refleja el cara´cter aleatorio de la velocidad del
viento. Se obtiene por:
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Vwn = 2
n∑
i=1
[
SV (ωi)∆ω
] 1
2
cos(ωit+ ϕi) (1.14)
SV (ωi) =
2KNF
2ωi
pi2
[
1 +
(
Fωi
µpi
)2] 4
3
(1.15)
ωi = (i− 0,5)∆ω (1.16)
donde ϕi es la tolerancia estoca´stica con distribucio´n uniforme,KN es el coeficiente
de rugosidad de la superficie, F es la amplitud de la velocidad del viento al azar,
ωi es la frecuencia circular de la componente i−e´sima y SV (ωi) es la amplitud del
componente aleatorio i−e´sima.
La constitucio´n del modelo combinado de la velocidad del viento es la velocidad
ba´sica del viento, la velocidad de ra´faga, la velocidad gradual y velocidad del
viento al azar.
Vw = Vwb + Vwg + Vwr + Vwn (1.17)
1.3. Modelos matema´ticos de los generadores
Anteriormente, la generacio´n de energ´ıa eo´lica se ha conectado a la red suponiendo
que su taman˜o y su influencia son pequen˜os y por lo tanto los requisitos
de conexio´n han sido menos estrictos. Por lo general, los parques eo´licos no
contribuyen estabilizacio´n o regulacio´n de la red de corriente alterna, AC, y
en muchos casos no se realizan estudios de transitorios detallados o estudios de
estabilidad. Con la inyeccio´n de potencia proyectada en el orden de cientos de
23
Megavatios, MW , las plantas de energ´ıa pueden tener una influencia significativa
en la red de acogida y necesitan ser investigados los problemas de interaccio´n,
cuidadosamente. Se buscan nuevas soluciones de integracio´n, teniendo en cuenta
las propiedades del sistema de AC, incluyendo la estabilizacio´n, la regulacio´n y
la recuperacio´n de fallos, sino que tambie´n debe examinarse el costo efectivo de
las topolog´ıas de los parques eo´licos, su dina´mica, transitorios y la eficiencia, que
simplemente se desconectan en caso de fallos de AC.
Como el poder de accio´n de los eo´licos va en aumento, es necesario que estos deban
tener un papel ma´s activo en la regulacio´n de los sistemas de AC y apoyo. En
los u´ltimos an˜os, con el desarrollo de la electro´nica de potencia, el convertidor de
fuente de tensio´n, V SC, se ha trasformado en un agente activo en la transmisio´n y
distribucio´n de electricidad. Una de las aplicaciones atractivas de la V SC−HVDC
es que puede ser utilizado para conectar un parque eo´lico a una red de AC para
resolver algunos problemas potenciales [12].
1.3.1. Modelo ele´ctrico de la Turbina Eo´lica con Generador
S´ıncrono de Imanes Permanentes
Tradicionalmente, una turbina de viento con PMSG esta´ conectada a la red de
corriente alterna AC a trave´s de convertidores back-to-back completos. Hoy en d´ıa,
con la evolucio´n de la electro´nica de potencia, el convertidor de fuente de tensio´n
basado en HVDC (VSC-HVDC), se ha considerado como una solucio´n viable para
la integracio´n de parques eo´licos a las redes debido a sus caracter´ısticas favorables.
La topolog´ıa de este tipo de conexio´n se representa en la figura 1.5, donde V SC1
es el convertidor de potencia en el lado de la ma´quina; T1 es el transformador
de interfaz y L1 es la inductancia del transformador (se omite la resistencia del
transformador). ug es la tensio´n de salida del convertidor de potencia que debe
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ser referido al lado de la ma´quina y la fe es la frecuencia ele´ctrica que debe variar
con la variacio´n de la velocidad del viento.
Figura 1.5: Diagrama de bloques del PMSG con VSC-HVDC [19].
Cuando V SC − HVDC se implementa para la transmisio´n de la energ´ıa eo´lica,
la ma´quina de potencia del lado del convertidor (V SC1) opera para ajustar la
velocidad del generador de acuerdo con la variacio´n de la velocidad del viento. El
convertidor de potencia (V SC2) en el otro extremo del enlace de CC conecta redes
de CA y toma la responsabilidad de controlar la tensio´n de corriente continua CC
y la tensio´n de salida de AC o la potencia reactiva.
La PMSG se ha considerado como un sistema que hace posible la produccio´n
de electricidad a partir de la energ´ıa meca´nica obtenida del viento. El modelo
dina´mico de PMSG se deriva de la referencia s´ıncrona de dos fases en el que
el eje q es 90◦ por delante del eje d con respecto a la direccio´n de rotacio´n. La
sincronizacio´n entre el marco de referencia dq-rotacio´n y el marco abc-trifa´sico se
mantiene por un bucle enclavado en fase (PLL).
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El modelo ele´ctrico de PMSG en el marco de referencia s´ıncrono se da en [7]:
did
dt
= −Ra
Ld
id + ωe
Lq
Ld
id +
1
Ld
ud
diq
dt
= −Ra
Lq
iq − ωe
(
Ld
Lq
iq +
1
Lq
λo
)
+ 1
Lq
uq
(1.18)
Donde los sub´ındices d y q se refieren a las cantidades f´ısicas que se han
transformado en el marco de referencia dq-s´ıncrono rotativo; Ra es la resistencia
de la armadura; ωe es la velocidad de rotacio´n ele´ctrica que esta´ relacionada
con la velocidad de rotacio´n meca´nica del generador como ωe = npωg, donde
np es el nu´mero de pares de polos; λo es el flujo magne´tico permanente. La
frecuencia ele´ctrica se determina por fe =
ωe
2pi
. La frecuencia se obtiene por PLL.
Las inductancias, Ld y Lq son la suma de las inductancias del generador en el eje d
y eje q y la inductancia del transformador se representa por L1, respectivamente.
ud y uq son, respectivamente, los componentes del eje d y eje q de ug en la figura
1.6.
(a) Circuito equivalente del eje q
(b) Circuito equivalente del eje d
Figura 1.6: Circuito equivalente de PMSG en el marco de referencia s´ıncrono [7].
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El potencial ele´ctrico del eje q es eq = ωeλo y el potencial ele´ctrico del eje d es
ed = 0. Se asume que las inductancias Ld = Lq = L son iguales y la ecuacio´n
(1.18) puede reescribirse como [7]:

did
dt
= −Ra
L
id + ωeiq +
1
L
ud
diq
dt
= −Ra
L
iq − ωe
(
id +
1
L
λo
)
+ 1
L
uq
(1.19)
El torque electromagne´tico se puede derivar de:
Te = 1,5np((Ld − Lq)idiq + iqλo) (1.20)
Como las inductancias del eje d y eje q son iguales, el torque electromagne´tico
puede ser regulado por iq como:
Te = 1,5npiqλo (1.21)
El modelo basado en Simulink del generador, se da en la figura 1.7.
Figura 1.7: Modelo del generador.
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1.3.2. Modelo ele´ctrico de la Turbina Eo´lica con Generador
de Induccio´n Doblemente Alimentado
Generador de induccio´n doblemente alimentado (DFIG) es el que, actualmente,
se encuentra ma´s instalado en muchos parques eo´licos. En comparacio´n con el
generador as´ıncrono en general, el DFIG tiene una configuracio´n ma´s compleja.
El estator esta´ conectado directamente a la red, mientras que el rotor bobinado
esta´ conectado a una fuente de convertidor de frecuencia electro´nico parcialmente
nominal que consiste en dos PWM inversores / rectificadores conectados espalda
con espalda con un enlace de CC intermedio, como se muestra en la figura 1.8,
[13].
Figura 1.8: Esquema del sistema de DFIG [17]
El DFIG se basa en un principio del generador de induccio´n e incorporar dos
grupos de bobinas de fases mu´ltiples de potencia similares que tienen medios
independientes de excitacio´n. El DFIG transforma la potencia de la turbina
de entrada en energ´ıa ele´ctrica. La potencia producida en el estator es siempre
positiva. La potencia del rotor puede ser tanto positiva como negativa debido a
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la presencia del convertidor del back − to − back. El DFIG se conecta a la red
con un convertidor back − to− back de fuente de tensio´n, que controla el sistema
de excitacio´n. Esto es con el fin de desacoplar la frecuencia del rotor meca´nico
y ele´ctrico. El convertidor del lado del rotor funciona a la frecuencia del rotor
mientras el convertidor del lado de la red funciona a una frecuencia de la red. La
tensio´n del rotor de frecuencia variable permite el ajuste de la velocidad del rotor
para que coincida con el punto de funcionamiento o´ptimo en cualquier velocidad
del viento. El convertidor del lado del rotor se utiliza t´ıpicamente por muchos
fabricantes para controlar la velocidad junto con la tensio´n del terminal y el factor
de potencia. Mientras el convertidor del lado de la red, como una derivacio´n para
convertidor de potencia reactiva, tambie´n se utiliza para cargar el enlace de CC
y mantener la tensio´n del circuito [14].
uq y ud son, respectivamente, los componentes del eje d y eje q de ug en la figura
1.9.
(a) Circuito equivalente del eje q
(b) Circuito equivalente del eje d
Figura 1.9: Circuito equivalente del DFIG en el marco de referencia s´ıncrono [15].
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El DFIG es ba´sicamente una ma´quina de induccio´n de anillo colector. Un marco
de referencia dq se elige para el modelo DFIG. Se utiliza la convencio´n de
motor, lo que significa que las corrientes son las entradas y alimentacio´n real y
potencia reactiva tienen un signo negativo cuando se alimentan a la red. Utilizando
la convencio´n del motor, se obtiene como resultado el siguiente conjunto de
ecuaciones [16]:

usd = Rsisd + pψsd − ωsψsq
usq = Rsisq + pψsq + ωsψsd
urd = Rrird + pψrd − ωrψrq
urq = Rrirq + pψrq + ωrψrd
(1.22)
con u, i y ψ son el voltaje, la corriente y el flujo como una funcio´n de tiempo, y
R es la resistencia. Los sub´ındices s y r denotan las cantidades del estator y del
rotor. d y q denotan el eje dq, ωs y ωr es la velocidad angular ele´ctrica del estator
y rotor, respectivamente.
Debido a que el flujo del rotor es ma´s estable que la corriente del rotor,
normalmente el flujo del rotor y la corriente del estator se selecciona como
para´metro de estado, por lo anterior se reescriben las ecuaciones anteriores.
disd
dt
= LmLσ
Lr
(usd −Rsisd) + ωsisq − Lσ dψrddt + ωsLσ dψrqdt
disq
dt
= LmLσ
Lr
(usq −Rsisq)− ωsisd − Lσ dψrqdt − ωsLσ dψrddt
(1.23)

dψrd
dt
= urd − RrLrψrd + RrLmLr isd + ωrψrq
dψrq
dt
= urq − RrLrψrq + RrLmLr isq − ωrψrd
(1.24)
El torque electromagne´tico esta expresado por la siguiente ecuacio´n:
Te = np
Lm
Lr
(isqψrd − isdψrq) (1.25)
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con Lm, Ls y Lr como la inductancia mutua, inductancia del estator y del rotor,
respectivamente, y Lσ =
Lm
LsLr−L2m . El modelo de las corrientes en el eje d y q
basado en Simulink del generador, se da en la figura 1.10.
(a) Modelo de las corrientes del generador en el eje d
(b) Modelo de las corrientes del generador en el eje q
Figura 1.10: Modelo de las corrientes del generador.
El modelo de los flujos en el eje d y q basado en Simulink del generador, se da en
la figura 1.11.
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(a) Modelo de los flujos del generador en el eje d
(b) Modelo de los flujos del generador en el eje q
Figura 1.11: Modelo de los flujos del generador.
1.3.3. Modelo ele´ctrico de la Turbina Eo´lica con Generador
de Induccio´n
Los parques eo´licos pueden estar compuestos de generadores de velocidad fija o
variable-velocidad, y tambie´n de la induccio´n (doblemente alimentados DFIG
y de jaula de ardilla) o ma´quinas s´ıncronas (imanes permanentes PMSG y
rotor bobinado). Los generadores de induccio´n de jaula de ardilla SCIG han
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sido utilizados como generadores de velocidad fija, o de micro-generacio´n. Sin
embargo, tambie´n se pueden implementar como generadores de velocidad variable,
introduciendo un convertidor completo de potencia entre la red y el generador.
Las principales ventajas del uso de generador jaula de ardilla son su bajo costo,
una buena fiabilidad y robustez. Su principal inconveniente, en comparacio´n con
los generadores de imanes permanentes s´ıncronos PMSG, es la dificultad para
construir un generador de induccio´n jaula de ardilla multipolar[20].
Durante de´cadas, varias estrategias de control de las ma´quinas de induccio´n se han
desarrollado, entre ellos, el control directo de par DTC que ha sido considerado
como una solucio´n a muchos problemas de los me´todos cla´sicos, tales como el
control de vector V C y el control de campo orientado FOC [21]. Tambie´n se
puede implementar utilizando diferentes enfoques: escalar o de control de vector,
la orientacio´n de campo directo o indirecto, la orientacio´n de campo del rotor
o estator. Control escalar es fa´cil de implementar, pero fa´cilmente inestable. El
me´todo de orientacio´n de campo indirecto es ma´s sensible a los para´metros de la
ma´quina, pero elimina la necesidad de deteccio´n de flujo directos [20].
Figura 1.12: Esquema del sistema de IG [18]
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El modelo del generador de induccio´n, expresado en el eje de referencia dq,
esta´ dado por las siguientes ecuaciones del sistema de tensio´n [21]:

usd = Rsisd +
dψsd
dt
− ωsψsq
usq = Rsisq +
dψsq
dt
+ ωsψsd
0 = Rrird +
dψrd
dt
− ωrψrq
0 = Rrirq +
dψrq
dt
+ ωrψrd
(1.26)
donde Rs, Rr, ωs, ωr son las resistencias de fases y la velocidad angular,
respectivamente. (usd, usq)(isd, isq)(ird, irq)(ψsd, ψsq)(ψrd, ψrq) representan las componentes
de las tensiones, corrientes a lo largo de los ejes d y q. Los sub´ındices s y r
representan las cantidades del estator y el rotor, respectivamente.
Las ecuaciones de flujo esta´n dados por [21]:

ψsd = Lsisd + Lmird
ψsq = Lsisq + Lmirq
ψrd = Lrird + Lmisd
ψrq = Lrirq + Lmisq
(1.27)
Ls y Lr son las inductancias del estator y rotor, Lm es la inductancia mutua del
estator y el rotor.
El torque puede ser expresado como [20]:
Te =
3
2
npLm(isqird − isdirq) (1.28)
La potencia activa y reactiva se obtiene:
Qs =
3
2
(usqisd − usdisq) (1.29)
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Ps =
3
2
(usqisd + usdisd) (1.30)
El modelo basado en Simulink del generador, se da en la figura 1.14.
Figura 1.13: Modelo de los flujos del estator del generador IG
Figura 1.14: Modelo de los flujos del rotor del generador IG
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1.4. Modelo de espacio de estados
La teor´ıa de control de Espacios del Estado (tambie´n llamada la teor´ıa de control
moderna) fue desarrollada en la de´cada de 1960. A diferencia de la teor´ıa de
control cla´sica que se basa en el modelo de funcio´n de transferencia del sistema, la
teor´ıa de control de Espacios de Estado se basa en el modelo de espacio de estado
en el dominio del tiempo de cada sistema [25].
Muchos sistemas dina´micos, independientemente de que tipo sean, se pueden
caracterizar por ecuaciones diferenciales las cuales se obtienen con base a las leyes
f´ısicas. Se puede definir un modelo matema´tico como la descripcio´n matema´tica
del comportamiento del sistema. Los modelos matema´ticos se pueden representar
ba´sicamente en dos formas: mediante un conjunto de ecuaciones diferenciales de
primer orden, conocidas como ecuaciones de estado o mediante una ecuacio´n
diferencial de n−e´simo orden. Sin embargo, esta u´ltima queda restringida a
sistemas con una sola entrada y una sola salida.
Las ecuaciones de estado, constituye un conjunto de ecuaciones diferenciales de
primer orden, que describe completamente el comportamiento del sistema que se
quiere modelar. Este me´todo de plantear el modelo matema´tico de un sistema
es muy importante porque puede ser aplicado a sistemas no lineales y sistemas
multivariables. Donde [26]:
x1(t), x2(t), ..., xn(t) son las variables de estado del sistema en el tiempo t y u1(t),
u2(t), ..., up(t) son las entradas del sistema en el tiempo t.
Las ecuaciones de estado de entrada de un sistema lineal e invariante en el tiempo,
se pueden escribir de forma matricial como:
36
˙x(t) = Ax(t) +Bu(t) (1.31)
donde A y B son matrices constantes de dimensiones nxn y nxp, respectivamente.
Las ecuaciones de estado de salida de un sistema lineal e invariante en el tiempo,
se pueden escribir de forma matricial como:
y(t) = Cx(t) +Du(t) (1.32)
donde C y D son matrices constantes de dimensiones qxn y nxp, respectivamente.
Las ecuaciones de estado de entrada, ecuacio´n 1.33, y salida, ecuacio´n 1.34, de
forma matricial:

˙x1(t)
˙x2(t)
...
˙xn(t)

=

a11(t) a12(t) · · · a1n(t)
a21(t) a22(t) · · · a2n(t)
...
...
. . .
...
an1(t) an2(t) · · · ann(t)


x1(t)
x2(t)
...
xn(t)

+

b11(t) b12(t) · · · b1p(t)
b21(t) b22(t) · · · b2p(t)
...
...
. . .
...
bn1(t) bn2(t) · · · bnp(t)


u1(t)
u2(t)
...
up(t)

(1.33)
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
y1(t)
y2(t)
...
yq(t)

=

c11(t) c12(t) · · · c1n(t)
c21(t) c22(t) · · · c2n(t)
...
...
. . .
...
cq1(t) cq2(t) · · · cqn(t)


x1(t)
x2(t)
...
xn(t)

+

d11(t) d12(t) · · · d1p(t)
d21(t) d22(t) · · · d2p(t)
...
...
. . .
...
dq1(t) dq2(t) · · · dqp(t)


u1(t)
u2(t)
...
up(t)

(1.34)
Para el caso de la turbina eo´lica tambie´n se puede modelar sus ecuaciones como
modelo de espacios de estado. El modelo tiene dos entradas que son: la velocidad
del viento v1 y la generacio´n del torque a partir de la velocidad del viento, y
produce como salida la velocidad angular meca´nica wg, que es la u´nica variable
medida a partir de la velocidad del viento, y el torque aerodina´mico Twg.
Se usa un me´todo estoca´stico para linealizar para´metros invariantes en el tiempo
como lo es el torque aerodina´mico donde, adema´s, se tiene en cuenta una
perturbacio´n  [27]:
˙Twg = − 1
T
Twg +  (1.35)
donde T es la constante de tiempo del torque.
De el modelo de espacio de estados linealizado de la turbina eo´lica se conoce las
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variables de estado x y las entradas u, donde el vector x es la forma:
x =
 Twg
ωg
 (1.36)
y la sen˜al de entrada en el sistema u representa el torque electromagne´tico
generado por la turbina:
u =
[
Te
]
(1.37)
Con referencia a las ecuaciones 1.10 y 1.35 se obtiene el modelo de espacio de
estados con los vectores x y u, y con la salida:
 ˙Twg
ω˙g
 =
 − 1T 0
− 1
Jeq
−Bm
Jeq
 Twg
ωg
+
 0
1
Jeq
 Te +
 
0
 (1.38)
y =
[
0 1
] Twg
ωg
 (1.39)
1.5. DC-Link
Un convertidor de potencia bidireccional, entre la red y el lado del rotor, permite
el funcionamiento sub- y super-s´ıncrono por so´lo una fraccio´n de la ma´quina en
potencia nominal. La energ´ıa se puede extraer de o absorbida por el rotor a trave´s
del convertidor dependiendo de la velocidad de funcionamiento. Cuando esta´ en
funcionamiento super-s´ıncrona, el DFIG puede suministrar energ´ıa desde el rotor
y el estator, proporcionando hasta 3 veces la potencia nominal.
En los u´ltimos an˜os los convertidores directos de energ´ıa de CA − CA se
han utilizado en sistemas de generacio´n de velocidad variable. Convertidores
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matriciales (MC), convertidores matriciales indirectos, convertidores matriciales
multinivel y ma´s recientemente Convertidores Sparse Matrix, han mostrado
ventajas para aplicaciones de alta frecuencia.
El convertidor de matriz indirecta (IMC), son los convertidores de silicio puro
con baja distorsio´n en las corrientes de entrada, la capacidad del flujo de potencia
es bidireccional y la gran ventaja es cuando el taman˜o es un tema crucial y las
condiciones atmosfe´ricas adversas esta´n presentes. El IMC se compone de un
convertidor de dos etapas que se conecta directamente a la fuente de alimentacio´n a
la carga sin voluminosos condensadores o inductores entre etapas, por lo que es una
alternativa a lo tradicional Back-to-Back Voltage Source Converter (BBV SC). Se
utiliza un esquema de conmutacio´n ma´s simple (cero del DC-Link de conmutacio´n
de corriente) y no necesita proteccio´n contra sobretensiones adicional como el MC
convencional. La Figura 1.15 muestra la configuracio´n convencional del IMC que
se va abordar [29].
Figura 1.15: WECS con la tecnolog´ıa DFIG controlado por un IMC [29].
Brevemente se muestran a continuacio´n las principales ecuaciones sobre el modelo
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de IMC. La tensio´n en funcio´n de los conmutadores del rectificador y las tensiones
de entrada de DC−Link:
Vdc =
[
Sr1 −Sr4 −Sr3 −Sr6 −Sr5 −Sr2
]
.

vinA
vinB
vinc
 (1.40)
Las corrientes de entrada en funcio´n de los conmutadores del rectificador y del
DC−Link actuales:

iinA
iinB
iinC
 =

Sr1 − Sr4
Sr3 − Sr6
Sr5 − Sr2
 .idc (1.41)
Las corrientes DC−Link en funcio´n de los interruptores del inversor y las corrientes
de salida:
idc =
[
Si1 Si3 Sri5
]
.

ira
irb
irc
 (1.42)
Estas ecuaciones corresponden a las nueve y ocho estados de conexio´n va´lidas para
el rectificador y las partes del inversor de un IMC convencional, respectivamente.
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Cap´ıtulo 2
Control Adaptativo
La adaptacio´n se muestra solo en las plantas y en los animales, es una
forma caracter´ıstica de los organismos vivos que adaptan su comportamiento
a su entorno, inclusive si este es adverso. Cada adaptacio´n implica una cierta
pe´rdida para el organismo pero despue´s de repetidas adaptaciones a los mismos,
las plantas y los animales logran tener las pe´rdidas al mı´nimo. Junto a este tipo
de sistemas que se encuentran en la naturaleza tambie´n existen sistemas te´cnicos
capaces de adaptacio´n. Estos var´ıan en gran medida en la naturaleza, y un amplio
rango de herramientas matema´ticas se usa para describirlos. Por lo tanto, es
imposible encontrar un u´nico proceso matema´tico para definir todos los sistemas
adaptativos.
Un sistema adaptativo tiene tres entradas y una salida, como se muestra en la
figura 2.1. Teniendo en cuenta el medio ambiente que actu´a sobre el sistema
adaptativo, se tiene en cuenta dos componentes: la variable de referencia w y
la perturbacio´n v. La variable de referencia es creado por el usuario, pero, por
regla general, la perturbacio´n no puede ser medida. El sistema recibe informacio´n
sobre el comportamiento requerido Ω, la salida del sistema es el comportamiento
del sistema (Regla de Decisio´n).
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y = f(w, v,Θ) (2.1)
se produce una u´nica salida y para cada cambio del comportamiento de w y v.
Un cambio en el comportamiento se representa mediante el cambio del para´metro
Θ. Para cada combinacio´n (w, v,Θ) se selecciona un lugar de Θ, el para´metro Θ∗
con el fin de minimizar las pe´rdidas de la funcio´n g, en un periodo de tiempo
determinado.
En este caso el proceso de adaptacio´n es usado para buscar Θ∗ y continu´a hasta que
el para´metro sea encontrado. Si se produce un cambio despue´s de cada intervalo
de tiempo T0, la adaptacio´n se hara´ repetidamente en el inicio de cada intervalo.
Si la adaptacio´n dura un tiempo τ (despue´s de que las pe´rdidas de g se reduzcan),
entonces las pe´rdidas sera´n menores, con una relacio´n menor a τ/T0. El valor
inverso de las pe´rdidas se conoce como el efecto de adaptacio´n.
g = (Ω, w, v,Θ∗) = min(Ω, w, v,Θ∗) (2.2)
Se puede decir, que un sistema adaptativo repite constantemente el proceso de
adaptacio´n, incluso cuando el comportamiento del medio ambiente se mantiene
sin cambios, y necesita informacio´n constante sobre el comportamiento requerido.
Un sistema de aprendizaje, evalu´a repetidas adaptaciones con el fin de recordar
cualquier estado previamente encontrado durante la adaptacio´n y cuando este
vuelve a aparecer en el medio, no utiliza la ecuacio´n 2.2 para encontrar el o´ptimo,
ya que utiliza la informacio´n que se encuentra en su memoria.
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Figura 2.1: Estructura interna de un sistema adaptativo [30].
Si el sistema adaptativo se utiliza para el control, las caracter´ısticas de
comportamiento podr´ıan ser:
asignacio´n de los polos y ceros de un sistema de lazo cerrado;
el exceso requerido de la respuesta al escalo´n de un sistema de lazo cerrado
a una referencia y las perturbaciones de entrada;
el tiempo de establecimiento;
el valor mı´nimo de varios criterios integrales o de suma;
la amplitud y la frecuencia natural de las oscilaciones en los lazos no lineales;
el espectro de frecuencia de un sistema de control de lazo cerrado;
el valor requerido de los ma´rgenes de ganancia y de fase, etc
En la figura 2.2 se muestra un diagrama de bloques general de un sistema
adaptativo. De acuerdo con este diagrama se puede formular una definicio´n de
control automa´tico para un sistema adaptativo:
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Los sistemas de control adaptativos, se adaptan a los para´metros o
la estructura de una parte del sistema (el controlador) a los cambios
en los para´metros o la estructura en otra parte del sistema (el
sistema controlado) de tal manera que todo el sistema mantiene un
comportamiento o´ptimo de acuerdo con la criterios establecidos, con
independencia de los cambios que se hayan producido.
Figura 2.2: Diagrama de bloques general de un sistema de control adaptativo [30].
Los controladores adaptativos se diferencian de los controladores cla´sicos de
retroalimentacio´n, es que los controladores cla´sicos utilizan el principio de
retroalimentacio´n para compensar las perturbaciones desconocidas y los estados
del proceso, en cambio, la base del sistema adaptativo altera la forma en que se
procesa el error, es decir, la ley de control se adapta a las condiciones desconocidos
y se extiende su zona de situaciones reales en las que se puede lograr un control
de alta calidad. La teor´ıa del control adaptativo no tiene un enfoque unificado
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para la clasificacio´n de los sistemas operativos. Se muestra, en la figura 2.3,
una clasificacio´n detallada de los sistemas de control adaptativo de acuerdo con
diferentes enfoques pero no incluye los sistemas de aprendizaje.
Figura 2.3: Clasificacio´n de los sistemas de control adaptativos [30].
Los tres enfoques principales en los que se basa el problema de control adaptativo
son: los controladores de ajuste automa´tico STC, modelo de referencia para
sistemas adaptativos MRAS y el enfoque heur´ıstico. Tambie´n esta los sistemas
que tienen una estructura variable la cual es alterada basada en su experiencia
adquirida de un procedimiento establecido.
Controladores adaptativos basados en un enfoque heur´ıstico:
Los me´todos que utilizan este enfoque proporciona la capacidad de adaptacio´n
mediante la evaluacio´n de la salida del proceso o por criterios de calidad
seleccionados para el proceso de control. En este caso el algoritmo para un
controlador PID digital se utiliza a menudo y usualmente se selecciona un nivel
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de oscilacio´n en la salida del, o su error, como el criterio. Estos me´todos no
requieren la identificacio´n del sistema controlado. Una ilustracio´n del bloque de
estos me´todos se da en la figura 2.4.
Figura 2.4: Diagrama de un control adaptativo con enfoque heur´ıstico [30].
Este enfoque satisface las aplicaciones pra´cticas pero se enfrenta a una serie de
problemas de ca´lculo y so´lo se ha aplicado con e´xito en los casos simples.
Modelo de referencia del sistema adaptativo:
El modelo de referencia da la respuesta requerida ym o el vector de estado requerido
xm a la sen˜al de referencia de entrada ur. Este enfoque se basa en la observacio´n
de la diferencia entre la salida del sistema ajustable ys y la salida del modelo de
referencia ym. El diagrama de bloques ba´sico del sistema de adaptacio´n del modelo
de referencia se muestra en la figura 2.5.
El objetivo de la adaptacio´n, es la convergencia de las caracter´ısticas esta´ticas y
dina´micas del sistema ajustable, es decir, el lazo cerrado, a las caracter´ısticas del
modelo de referencia. Este es un sistema adaptativo con comportamiento forzado
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donde la comparacio´n entre este comportamiento forzado y el comportamiento
(respuesta) del sistema ajustable (lazo de control) ys, proporciona el error . La
tarea del mecanismo de control apropiado es reducir el error  o los errores en
el vector de estados x entre el modelo de referencia y el sistema ajustable a
un mı´nimo para los criterios dados. Esto se hace ya sea mediante el ajuste de
los para´metros del sistema ajustable o mediante la generacio´n de una sen˜al de
entrada adecuada.
Figura 2.5: Diagrama de bloques ba´sico de un modelo de referencia del sistema
adaptativo [30].
Este sistema adaptativo es importante, ya que se puede utilizar tanto para el
control y para identificar los para´metros del modelo de proceso o para estimar el
estado del sistema. Estos sistemas son, en cierta medida, limitado por el hecho de
que so´lo son adecuados para control determin´ıstico.
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Controladores de auto ajuste:
Este tipo de controlador, el cual identifica los procesos desconocidos y luego
sintetiza el control (control adaptativo con la identificacio´n recursiva de las
caracter´ısticas del sistema y las perturbaciones, y la actualizacio´n de las
estimaciones) se conoce como un controlador de auto ajuste STC. Este
controlador ha logrado resultados, principalmente, en sistemas de una sola
dimensio´n para la cual se han desarrollados algoritmos nume´ricos de complejidad
variable.
Figura 2.6: Diagrama de bloques ba´sico de un control adaptativo digital con lazo
[30].
Estos algoritmos son aplicados a trave´s de un computador de control equipado
con una unidad de interfaz con el entorno tecnolo´gico.
Se supone un procesos tecnolo´gico controlado con un solo proceso de entrada
u(k) y un solo proceso de salida y(k). Se incluye la perturbacio´n medible v(k) y
no medible n(k) que puede afectar el proceso controlado. Un computador trabaja
como el controlador adaptativo digital, y este, esta´ conectado en retroalimentacio´n
49
al proceso controlado y, adema´s, procesa el valor requerido de la salida del proceso.
El diagrama de bloques de este lazo de retroalimentacio´n ba´sico se da en la Figura
2.6.
La tarea general de un control adaptativo o´ptimo con identificacio´n recursiva es,
por lo tanto, extremadamente complicado ya que hay que buscar dentro de e´l
una secuencia de las salidas del controlador que deban asegurar, que al definir los
valores de salida del proceso, este´n tan cerca como sea posible del valor objetivo
y al mismo tiempo permitir la identificacio´n ma´s precisa del proceso dado. Con lo
anterior, fue necesario simplificar la solucio´n usando la experiencia experimental
y la intuicio´n; es solucio´n se llama El principio equivalente de certeza, donde hay
una separacio´n forzada de identificacio´n y control, como se muestra en la Figura
2.7.
Figura 2.7: Estructura algor´ıtmica interna de un controlador auto-ajuste [30].
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La separacio´n forzada de identificacio´n y control, divide la estructura interna del
control y, estas partes, esta´n conectadas a trave´s de la transferencia del punto
de los para´metros de estimacio´n Θ(k). La estimacio´n recursiva del modelo de
referencia del proceso se lleva a cabo en la parte de identificacio´n y es usado para
predecir los valores de yˆ(k) de la salida y(k) del proceso. La parte de control
contiene un bloque para calcular los para´metros del control (ley de control L)
utilizando el modelo de los para´metros estimados Θˆ(k). Los para´metros del control
entonces sirven para calcular los valores u(k) del controlador para cada periodo
muestreado.
Cuando la identificacio´n funciona bien la s´ıntesis puede llevarse a cabo utilizando
algoritmos conocidos, tales como el disen˜o de reubicacio´n de polos, control
Dead-Beat, control de varianza mı´nima, control de varianza mı´nima generalizada,
control lineal cuadra´tico, y me´todos de s´ıntesis digital para controladores PID.
Figura 2.8: Diagrama de bloques de un STC impl´ıcito [30].
Los controladores denominados impl´ıcito, son a los que el proceso de identificacio´n
no sirve para determinar las estimaciones del modelo de los para´metros del proceso
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Θˆ(k) pero se usa el lazo de control para reparametrizar y as´ı estimar los para´metros
del controlador directamente. Se muestra en la Figura 2.8.
Los controladores que usan s´ıntesis a partir de la estimacio´n del modelo de los
para´metros del proceso son llamados explicito. Se muestra en la Figura 2.9.
Figura 2.9: Diagrama de bloques de un STC expl´ıcito [30].
donde Qi es el criterio de identificacio´n, Qs es la s´ıntesis del criterio del controlador
y q son los para´metros del controlador.
El principio de los STC tambie´n puede ser usado para controladores de un solo
disparo, es decir, se utiliza la identificacio´n recursiva para calcular los para´metros
del controlador, solo en la fase de ajuste, luego de ser configurado la identificacio´n
se desconecta y el sistema queda controlado con para´metros fijos, es decir, la
identificacio´n de los para´metros se hace solo una vez en todo el proceso, como se
muestra en la figura 2.10.
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Figura 2.10: Diagrama de bloques de un controlador auto ajustable usando proceso
de una sola identificacio´n [30].
2.1. Control PID Adaptativo
Es claro que la gran mayor´ıa de los controladores que se utilizan actualmente en
la industria son controladores tipo PID porque, siempre que este´n bien ajustados,
ellos muestran buenos resultados de control. Tambie´n son fa´ciles de usar debido
a que son simples, generalmente bien conocido y fa´cil de implementar. El uso de
controladores PID en tiempo continuo tiene una tradicio´n de muchos an˜os.
La forma generalizada de un controlador PID continu´a en el tiempo, se expresa
en la siguiente ecuacio´n:
u(t) = KP e(t) +KI
∫ t
0
e(τ) dτ +KD
d e(t)
dt
(2.3)
donde e(t) = w(t)−y(t), la variable manipulada y(t) denota la salida del proceso,
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es decir, la variable controlada e(t) representa el seguimiento del error y w(t) es la
sen˜al de referencia, es decir, del punto de ajuste. u(t) es la salida del controlador.
Los para´metros del controlador PID en la ecuacio´n 2.3 son los siguientes: KP
ganancia proporcional, KI ganancia integral y KD ganancia derivativa, son las
reglas para ajustar el controlador PID.
Usando la Transformada de Laplace es posible convertir la ecuacio´n 2.3 en la
forma:
U(s) = KP E(s) +
KI
s
E(s) +KD sE(s) (2.4)
donde s representa el operador de la transformador Laplace. De la ecuacio´n
anterior se puede determinar la funcio´n de transferencia del controlador PID.
GR(s) =
U(s)
E(s)
= KP +
1
s
KI +KD s (2.5)
Para obtener la forma digital de un controlador PID de tiempo continuo, es
necesario discretizar los componentes de derivadas e integrales de la ecuacio´n 2.3.
Cuando el per´ıodo de muestreo T0 es muy pequen˜o y el ruido de la sen˜al de salida
del proceso se filtra efectivamente, el algoritmo ma´s simple se obtiene mediante
la sustitucio´n de la derivada con una diferencia de primer orden (de dos puntos,
diferencia hacia atra´s).
de
dt
≈ e(k)− e(k − 1)
T0
=
∆e(k)
T0
(2.6)
donde e(k) es el valor de error en el k−e´simo momento de muestreo, es decir, en
el tiempo t = kT0. La forma ma´s fa´cil de aproximar la integral es mediante la
suma simple, de modo que, se puede aproximar la funcio´n de tiempo continuo por
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periodos de muestreo T0 de la funcio´n constante (funcio´n de paso, rectangular),
esto se puede lograr utilizando tres me´todos siguientes:
1. Usando el me´todo llamado, Me´todo Rectangular Hacia Adelante FRM .
∫ t
0
e(τ) dτ ≈ T0
k∑
i=1
e(i− 1) (2.7)
Teniendo en cuenta el me´todo FRM para la componente integral, da como
resultado, la ecuacio´n 2.8, para un controlador PID discreto.
u(k) = KP e(k) +KIT0
k∑
i=1
e(i− 1) +KD e(k)− e(k − 1)
T0
(2.8)
2. Si la sen˜al de tiempo continuo es discretizado recursivamente, usando la
funcio´n de paso, con la ayuda del llamado Me´todo Rectangular Hacia Atra´s
BRM , se cambia la relacio´n de la integral de la siguiente manera.
∫ t
0
e(τ) dτ ≈ T0
k∑
i=1
e(i) (2.9)
Teniendo en cuenta el me´todo BRM para la componente integral, da como
resultado, la ecuacio´n 2.10, para un controlador PID discreto.
u(k) = KP e(k) +KIT0
k∑
i=1
e(i) +KD
e(k)− e(k − 1)
T0
(2.10)
3. Si, en lugar de me´todos rectangulares anteriores, se utiliza el Me´todo
Trapezoidal que es ma´s preciso TRAP para calcular la integral, donde se
sustituye la sen˜al continu´a en el tiempo con secciones de l´ıneas rectas.
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∫ t
0
e(τ) dτ ≈ T0
k∑
i=1
e(i) + e(i− 1)
2
(2.11)
Teniendo en cuenta el me´todo TRAP para la componente integral, da como
resultado, la ecuacio´n 2.12, para un controlador PID discreto.
u(k) = KP e(k) +KIT0
[
e(0)+e(k)
2
+
k∑
i=1
e(i) + e(i− 1)
2
]
+KD
e(k)− e(k − 1)
T0
(2.12)
En las figuras 2.11 y 2.12, se muestran las diferencias que tienen los me´todos
individuales de discretizacio´n de la integral del error e(t) en tiempo continuo en
los puntos de e(kT0), donde k = 0, 1, 2, ..., n.
(a) Me´todo FRM (b) Me´todo BRM
Figura 2.11: Los me´todos de discretizacio´n de la componente integral [30].
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Figura 2.12: Me´todo de discretizacio´n TRAP [30].
Cuando el muestreo es suficientemente ra´pido, no existe ninguna diferencia
significativa entre las aproximaciones integrales, el me´todo BRM es el que ma´s se
utiliza. Estos algoritmos son conocidos como Algoritmos absolutos o de posicio´n
de un controlador PID, porque calculan el valor total de la salida del controlador
u(k), en te´rminos de la posicio´n de conduccio´n. Las ecuaciones 2.8, 2.10 y 2.12 son
llamados algoritmos no recurrentes, en donde todos los valores anteriores del error
e(k−i), i=1, 2, . . . , k, tienen que ser conocidos, para calcular la integral y con ella
la accio´n del controlador pero con una variacio´n en el valor de KI o KP produce
un cambio instanta´neo del todo el valor de la componente integral lo que resulta
una sobrecarga en todo el ca´lculo del error, la cual no es aceptable para el proceso.
Los algoritmos recurrentes son, por lo tanto, ma´s adecuado para el uso pra´ctico.
Este tambie´n es necesario calcular la integral recurrente 2.9 o el valor de la salida
del controlador u(k) a partir de un valor previamente grabado u(k−1), adema´s de
la correccio´n del incremento ∆u(k). Para un controlador PID con salida digital,
el incremento (cambio) ∆u(k) puede ser calculado.
Los algoritmos que calculan el incremento (modifican) ∆u(k), se les conoce como
algoritmos incrementales o de velocidad. Para conocer la relacio´n recurrente,
ecuaciones 2.13 y 2.14, se escoge la salida del controlador u(k) que usa el me´todo
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BRM , ecuacio´n 2.10, y se resta ella misma por pasos, en k y en k − 1
u(k) = ∆u(k) + u(k − 1) (2.13)
∆u(k) = KP [e(k)−e(k−1)]+T0KI e(k)+KD
T0
[e(k)−2e(k−1)+e(k−2)] (2.14)
u(k) = KP [e(k)− e(k − 1)] + T0KI e(k)
+
KD
T0
[e(k)− 2e(k − 1) + e(k − 2)] + u(k − 1) (2.15)
Las ecuaciones de relacio´n recurrente para los me´todos FRM y TRAP ,
respectivamente:
u(k) = KP [e(k)− e(k − 1)] + T0KI e(k − 1)
+
KD
T0
[e(k)− 2e(k − 1) + e(k − 2)] + u(k − 1) (2.16)
u(k) = KP [e(k)− e(k − 1)] + T0KI2 [e(k) + e(k − 1)]
+
KD
T0
[e(k)− 2e(k − 1) + e(k − 2)] + u(k − 1) (2.17)
forma general de la relacio´n recurrente
∆u(k) = q0e(k) + q1e(k − 1) + q2e(k − 2) + u(k − 1) (2.18)
Los para´metros del controlador q0, q1 y q2, de la ecuacio´n 2.18, se muestran en la
Tabla 2.1. Usando la ecuacio´n 2.18, es posible calcular la respuesta al escalo´n de los
controladores PI y PID digital. Para que la respuesta al escalo´n del controlador
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PID digital se acerque a la de un controlador PID en tiempo continuo, los
para´metros del controlador q0, q1 y q2, esta´n limitados.
q0 > 0 q1 < −q2 − (q0 + q1) < q2 < q0 (2.19)
Para´metros del
controlador
FRM BRM TRAP
q0 KP +
KD
T0
KP + T0KI +
KD
T0
KP +
T0KI
2
+ KD
T0
q1 −(KP − T0KI + 2KDT0 ) −(KP + 2KDT0 ) −(KP − T0KI2 + 2KDT0 )
q2
KD
T0
KD
T0
KD
T0
Tabla 2.1: Los para´metros incrementales de un controlador PID digital.
donde KP es la ganancia proporcional, KI es la ganancia integral y KD es la
ganancia derivada, es decir, la relaciones funcionales
qi = f(KP , KI , KD, T0); para i = 0, 1, 2 (2.20)
Figura 2.13: Respuesta al escalo´n de un controlador PI digital [30].
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Figura 2.14: Respuesta al escalo´n de un controlador PID digital [30].
Para la componente de la derivada tambie´n se puede aproximar mediante la
sustitucio´n de la derivacio´n por una diferencia media de cuatro puntos usando
la relacio´n
∆e(k) =
1
6
[e(k) + 3e(k − 1)− 3e(k − 2)− e(k − 3)] (2.21)
El algoritmo de la posicio´n obtenida con el BRM para discretizar el componente
integral tiene entonces la forma
u(k) = KP e(k) +KIT0
k∑
i=1
e(i)
+
KD
6T0
[e(k) + 3e(k − 1)− 3e(k − 2)− e(k − 3)] (2.22)
y el algoritmo incremental toma las siguientes formas
u(k) = KP e(k) +KIT0
k∑
i=1
e(i)
+
KD
6T0
[e(k) + 3e(k − 1)− 3e(k − 2)− e(k − 3)] + u(k − 1) (2.23)
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o esta
∆u(k) = q0e(k) + q1e(k − 1) + q2e(k − 2)
+q3e(k − 3) + q4e(k − 4) + u(k − 1) (2.24)
donde
q0 = KP + T0KI +
KD
6T0
q1 = −KP + KD3T0
q2 = −KD
T0
q3 =
KD
3T0
q4 =
KD
6T0
(2.25)
2.2. Me´todo de Reubicacio´n de Polos
Un controlador basado en la reubicacio´n de polos de un control de lazo cerrado
esta´ disen˜ado para alcanzar los polos pre-establecidos del polinomio caracter´ıstico.
Adema´s del requisito para la estabilidad, es posible, utilizando la asignacio´n de
polos adecuado, obtener la caracter´ıstica requerida de la variable de salida del
lazo cerrado - por ejemplo sobre-impulso ma´xima, amortiguacio´n, etc.
La relacio´n entre la posicio´n de los polos y el curso de un proceso de control
sera´ demostrado con una funcio´n de transferencia de segundo orden de la forma
Gw(s) =
ω2n
s2 + 2sωn + ω2n
(2.26)
donde  es el factor de amortiguamiento, y ωn es la frecuencia natural de oscilacio´n.
La amortiguacio´n real del sistema es igual a ωn (factor de amortiguamiento), y
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la verdadera frecuencia de oscilacio´n (amortiguado) del sistema es ωn
√
1− 2. La
ecuacio´n caracter´ıstica de la funcio´n de transferencia, ecuacio´n 2.26 es
s2 + 2sωn + ω
2
n = 0 (2.27)
Para lograr la estabilidad del proceso de control, los polos deben estar en el
semiplano izquierdo del plano s, as´ı como las condiciones  > 0 y ωn > 0 debe ser
va´lido. Se puede obtener un proceso de control de oscilacio´n amortiguada, si las
ra´ıces son complejas-conjugadas, es decir, si el factor de amortiguacio´n esta´ en el
intervalo 0 <  < 1. En este caso, la respuesta del sistema a un escalo´n unitario
tiene la forma
y(t) = 1− e
−ωnt
√
1− 2
[
sin
(
ωn
√
1− 2t
)
+
√
1− 2 cos
(
ωn
√
1− 2t
)]
(2.28)
De la ecuacio´n 2.28, la frecuencia de oscilacio´n es ωn
√
1− 2 y de acuerdo con
esto el periodo de oscilacio´n esta´ dado por
Tk =
2pi
ωn
√
1− 2 (2.29)
El primer sobre-impulso (ma´ximo) de la salida del proceso se observa en un tiempo
igual a la mitad del per´ıodo de Tk. El taman˜o de la salida del proceso en este punto
de tiempo se calcula mediante el establecimiento de t=Tk/2 en la ecuacio´n 2.28
ymax = y
(Tk
2
)
= 1 + e
− pi√
1−2 (2.30)
Las ra´ıces reales ( ≥ 1) representan los valores rec´ıprocos de las constantes
de tiempo de la funcio´n de transferencia y conducen a un proceso de control
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aperio´dico. Es posible utilizar el ana´lisis anterior para elegir los para´metros  y
ωn por lo que el proceso de control se adapta a las propiedades requeridas.
Despue´s de la conversio´n de la funcio´n de transferencia 2.26 en una forma discreta,
el denominador de la funcio´n de transferencia contiene el polinomio de segundo
grado D(z−1) de la forma
D(z−1) = 1 + d1z−1 + d2z−2 (2.31)
Las ra´ıces de la funcio´n de transferencia de tiempo continuo se convierten en la
forma discreta de acuerdo con la relacio´n zi = exp(siT0), i = 1, 2;, y los coeficientes
del polinomio D(z−1) tienen la forma
d1 = −2exp(−ωnT0) cos(ωnT0
√
1− 2); para  ≤ 1
d2 = −2exp(−ωnT0) cosh(ωnT0
√
2 − 1); para  ≤ 1 (2.32)
d3 = exp(−2ωnT0)
La reubicacio´n de polos de la funcio´n de transferencia discreta depende del per´ıodo
de muestreo elegido T0.
2.2.1. Derivacio´n del algoritmo Reubicacio´n de Polos
Se supone que la planta tiene un modo ARMAX
A(z−1)y(k) = z−dB(z−1)u(k) + C(z−1)es(k) (2.33)
donde
A(z−1) = 1 + a1z−1 + ...+ anaz−na
B(z−1) = b1z−1 + ...+ bnbz−nb
C(z−1) = 1 + c1z−1 + ...+ cncz−nc
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d es un tiempo de retardo expresado como un mu´ltiplo entero del periodo de
muestreo T0, es(k) es una secuencia de ruido no correlativa con valor de media
cero.
Este modelo de la planta es el resultado de la identificacio´n recursiva en el
algoritmo de controlador de auto-sintonizacio´n. Es posible obtener formas ma´s
simples del modelo 2.33 para C(z−1) = 1 (modelo ARX), para d = 0 (tiempo de
retardo cero) y para na = nb = n (grado de igualdad de polinomios).
El disen˜o del controlador se basa en el esquema de bloques general de un
controlador de lazo cerrado con dos grados de libertad (ve´ase la Figura 2.15).
La influencia de los cambios en el valor de referencia w y la influencia de las
perturbaciones v.
Figura 2.15: Diagrama de bloques de un proceso de control con un controlador
con dos grados de libertad [30].
Teniendo en cuenta que v(k) = 0, y es(k) = 0, la ecuacio´n siguiente del controlador
puede ser extrapolada:
P (z−1)K(z−1)u(k) = R(z−1)w(k)−Q(z−1)y(k) (2.34)
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Esta ecuacio´n puede simplificarse para K(z1) = 1. Un caso especial es un
controlador con un solo grado de libertad (Figura 2.16), que es va´lida para
R(z−1) = Q(z−1), y que trabaja con un error de seguimiento e(k) = w(k)− y(k).
Figura 2.16: Diagrama de bloques de un proceso de control con un controlador
con un grado de libertad [30].
De las ecuaciones 2.33 y 2.34 es posible determinar la funcio´n de transferencia de
un lazo cerrado, por lo tanto:
Gw(z) =
Y (z)
W (z)
=
B(z−1)R(z−1)
A(z−1)K(z−1)P (z−1) +B(z−1)Q(z−1)
(2.35)
La derivacio´n de las ecuaciones para los para´metros del controlador de
computacio´n es similar al procedimiento con el me´todo dead-beat. Se requiere
que el nivel del error sea cero despue´s de un cambio en la salida del controlador en
un nu´mero finito de pasos de control esta condicio´n, es va´lida so´lo si este polinomio
(denominador de la funcio´n de transferencia) no es en forma de una fraccio´n, que
significa que
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A(z−1)K(z−1)P (z−1) +B(z−1)Q(z−1) = D(z−1) (2.36)
si se coloca un uno en el lado derecho de la ecuacio´n, que coloca los polos en cero,
si se sustituye por el polinomio D(z−1) ya se tiene polos elegidos.
GP (z) =
B(z−1)
A(z−1)
=
b1z
−1 + b2z−2
1 + a1z−1 + a2z−2
(2.37)
Un controlador para un sistema de segundo orden sin tiempo de retardo con la
funcio´n de transferencia que se deriva de la ecuacio´n 2.36, que durante cuatro
polos elegidos tiene la forma
(1 + a1z
−1 + a2z−2)(1− z−1)(p0 + p1z−1) + (b1 + b2z−1)
(q0 + q1z
−1 + q2z−2) = 1 + d1z−1 + d2z−2 + d3z−3 + d4z−4 (2.38)
Un sistema de ecuaciones lineales se puede obtener usando el me´todo de
coeficientes inciertos (p0 = 1)
b1 0 0 1
b2 b1 0 a1 − 1
0 b2 b1 a2 − a1
0 0 b2 −a2


q0
q1
q2
p1
 =

d1 + 1− a1
d2 + a1 − a2
d3 + a2
d4

con su solucio´n
p1 =
γ6
γ1
q0 =
γ2−γ3
γ1
q1 = −γ4+γ5γ1 q2 =
d4+p1a2
b2
y con variables auxiliares
x1 = d1 + 1− a1 x2 = d2 + a1 − a2 x3 = d3 + a2
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γ1 = (b1 + b2)(a1b1b2 − a2b21 − b22) γ2 = x1(b1 + b2)(a1b2 − a2b1)
γ3 = b
2
1d4 − b2[b1x3 − b2(x1 + x2)] γ4 = a1[b21d4 + b22x1 − b1b2(x2 + x3)
γ5 = (b1 + b2)[a2(b1x2 − b2x1)− b1d4 + b2x3]
γ6 = b1(b
2
1d4 − b1b2x3 + b22x2)− b22x1
Similar al me´todo dead-beat, los para´metros calculados se sustituyen en la
ecuacio´n de un controlador con un grado de libertad
u(k) = q0e(k) + q1e(k − 1) + q2e(k − 2) + (1− p1)u(k − 1) + p1u(k − 2) (2.39)
El proceso de control requerido se cumple por un controlador con dos grados de
libertad de la forma
u(k) = γ0w(k)−q0y(k)−q1y(k−1)−q2y(k−2)+(1−p1)u(k−1)+p1u(k−2) (2.40)
donde el para´metro γ0 se calcula a partir de la relacio´n
γ0 =
1 + d1 + d2 + d3 + d4
b1 + b2
(2.41)
2.3. Me´todo del controlador PID de Ba´nya´sz y
Keviczky
La funcio´n de transferencia discreta del controlador PID se considera en su forma
esta´ndar
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GR(z) =
Q(z−1)
P (z−1)
=
q0 + q1z
−1 + q2z−2
1− z−1 (2.42)
El filtro digital GF esta´ conectado en serie con el controlador. El proceso
controlado se describe por la siguiente funcio´n de transferencia discreta
GP (z) =
B(z−1)
A(z−1)
=
b0 + b1z
−1
1 + a1z−1 + a2z−2
z−d =
b0(1 + γz
−1)
1 + a1z−1 + a2z−2
z−d (2.43)
donde b0 6= 0 y d > 0 es el nu´mero de pasos del tiempo de retardo. La Figura
2.17 muestra un diagrama de bloques de lazo cerrado. El controlador polinomial
Q(z−1) se elige con el fin de validar
Q(z−1) = q0(1 + q´1z−1 + q´2z−2) = q0(1 + a1z−1 + a2z−2) = q0A(z−1) (2.44)
lo que significa que
q´1 =
q1
q0
q´2 =
q2
q0
(2.45)
Figura 2.17: Diagrama de bloques del lazo de control para el controlador Ba´nya´sz
y Keviczky [30].
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Se puede simplificar el lazo del control de la Figura 2.17 como el de la Figura 2.18
donde el integrador y el tiempo de retardo puro esta´n conectados directamente
en serie cuando la relacio´n 2.46 para la ganancia de integrador es va´lida.
kI = q0b0 (2.46)
Figura 2.18: Diagrama de bloques simplificado del lazo de control [30].
El filtro de correccio´n se puede utilizar para compensar la interferencia no deseada
causada por la expresio´n 1 + γz−1, as´ı como para otros fines durante la s´ıntesis
de controlador. Este controlador asume el conocimiento del nu´mero de pasos
de tiempo de retardo. El vector de las estimaciones de los para´metros tiene la
siguiente forma
ΘˆT (k) = [aˆ1, aˆ2, bˆ0, bˆ0] (2.47)
y el vector de regresio´n es
ΘˆT (k − 1) = [−y(k − 1),−y(k − 2), u(k − d), u(k − d− 1)] (2.48)
La estimacio´n de los para´metros del modelo se utilizan para calcular los
para´metros de controlador de acuerdo con la relacio´n 2.49
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γ =
b1
b0
q0 =
kI
b0
q1 = q0a1 =
kI
b0
a1 q2 = q0a2 =
kI
b0
a2 (2.49)
donde
kI =
 12d−1 para γ = 01
2d(1+γ)(1−γ) para γ > 0
(2.50)
Las relaciones 2.49 y 2.50 pueden ser insertadas en la ecuacio´n para calcular la
salida del controlador
u(k) = q0e(k) + q1e(k − 1) + q2e(k − 2) + u(k − 1) (2.51)
2.4. Control por Observador de Estado
En los sistemas reales solo se tiene disponible los valores de entrada y de salida.
A partir de estos valores se implementa la identificacio´n adaptativa para conocer
los para´metros de la planta pero no se conocen todas las variables de estado del
sistema.
Una de las te´cnicas de control digital ma´s usada es la realimentacio´n de variables
de estado, pero no se conocen todas las variables de un sistema por tal motivo,
se incluye un observador que es capaz estimar las variables de estado para la
realimentacio´n. Este observador depende de los para´metros de la planta y se
adapta ante variaciones parame´tricas.
La estructura general del control por realimentacio´n se muestra en la Figura 2.19 y
puede ser expresada, para el caso SISO, en la siguiente ecuacio´n (Ley de Control)
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[31]
L(q−1)u(t) = −P (q−1)y(t) +M(q−1)y∗(t+ d) (2.52)
Figura 2.19: Estructura general del control por realimentacio´n [31].
Se asume un sistema representado por un modelo DARMA de la forma
A(q−1)y(t) = B(q−1)u(t); B(q−1) , q−dB′(q−1) (2.53)
Se multiplica por L(q−1) y se usa la ecuacio´n 2.52 para obtener el sistema en lazo
cerrado
[L(q−1)A(q−1) + q−dB′(q−1)P (q−1)]y(t) = B′(q−1)M(q−1)y∗(t) (2.54)
Se busca que los polos en lazo cerrado este´n en un lugar diferente que los polos
en lazo abierto, es necesario escoger L(q−1) y P (q−1) de la ecuacio´n 2.52 para que
satisfaga la siguiente ecuacio´n
L(q−1)A(q−1) + q−dB′(q−1)P (q−1) = A(q−1) (2.55)
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Las siguientes ecuaciones representan la estimacio´n de las variables de estado a
partir de un observador
A∗(q−1) = Q(q−1)[A(q−1) +K(q−1)] (2.56)
Donde se define R(q−1)
R(q−1) , L(q−1)−Q(q−1) (2.57)
se reescribe la Ley de Control para que el te´rmino de la derecha pueda ser
expresado como una funcio´n lineal del vector de estados
A(q−1)z(t) = u(t); y(t) = B(q−1)z(t) (2.58)
[R(q−1) +Q(q−1)]u(t) = −P (q−1)y(t) +M(q−1)y∗(t+ d) (2.59)
con z(t) como el vector de estados.
y se obtiene
Q(q−1)u(t) = M(q−1)y∗(t+ d)− [R(q−1)u(t) + P (q−1)y(t)] (2.60)
La ecuacio´n 2.60 se puede reescribir de acuerdo a las ecuaciones 2.58 para ser
expresada como realimentacio´n de variables de estado en te´rminos de z(t)
Q(q−1)u(t) = M(q−1)y∗(t+ d)− [R(q−1)A(q−1) + P (q−1)B(q−1)]z(t) (2.61)
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donde
[R(q−1)A(q−1) + P (q−1)B(q−1)]z(t) = R(q−1)u(t) + P (q−1)y(t) (2.62)
A partir de las ecuaciones 2.55 y 2.56 se obtiene
R(q−1)A(q−1) + P (q−1)B(q−1) = Q(q−1)K(q−1) (2.63)
donde Q(q−1) = 1 +Q1q−1 + ...+Qn−1q−n+1 y K(q−1) = k1q−1 + ...+ knq−n y la
ecuacio´n 2.61 se redefine
Q(q−1)u(t) = M(q−1)y∗(t+ d)−Q(q−1)K(q−1)z(t) (2.64)
considerando Q(q−1) estable, es equivalente con
u(t) =
[
M(q−1)
Q(q−1)
]
y∗(t+ d)−K(q−1)z(t) (2.65)
El sistema en lazo cerrado resultante para la ecuacio´n 2.61 se puede encontrar al
sustituir 2.65 y 2.58
Q(q−1)[A(q−1) +K(q−1)]z(t) = M(q−1)y∗(t+ d) y(t) = B(q−1)z(t) (2.66)
donde el denominador en lazo cerrado esta´ dado por la ecuacio´n 2.56 y con la
seleccio´n adecuada de Q(q−1) y K(q−1) se pueden asignar los polos en lazo cerrado
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arbitrariamente. La interpretacio´n de la realimentacio´n por variables de estado se
muestra en la Figura 2.20.
Figura 2.20: Reubicacio´n de polos por realimentacio´n de variables de estado [31].
2.5. Estimacio´n de para´metros
2.5.1. Algoritmo de mı´nimos cuadrados
En un sistema de para´metros desconocido se requiere estimar los valores de A(q−1)
y B(q−1) a trave´s de un algoritmo en l´ınea. Los para´metros del controlador deben
cambiar de acuerdo a la variacio´n de los para´metros del modelo. Por esto, se utiliza
el algoritmo de estimacio´n de mı´nimos cuadrados que tiene la siguiente forma [31]
θˆ(t) = θˆ(t− 1) + P (t− 2)φ(t− 1)
1 + φ(t− 1)TP (t− 2)φ(t− 1)[y(t)− φ(t− 1)
T θˆ(t− 1)] (2.67)
con la actualizacio´n de la matriz P (t− 1) dada por
P (t− 1) = P (t− 2)− P (t− 2)φ(t− 1)φ(t− 1)
TP (t− 2)
1 + φ(t− 1)TP (t− 2)φ(t− 1) (2.68)
donde θ = f(A(q−1), B(q−1)).
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El esquema completo de estimacio´n de variables de estado incluyendo la estimacio´n
adaptativa de para´metros del observador se muestra en la Figura 2.21
Figura 2.21: Esquema general de realimentacio´n de variables de estado usando un
observador de estado adaptativo [31].
El esquema completo del PI adaptativo de estimacio´n de variables de estado se
muestra en la Figura 2.22
Figura 2.22: Esquema completo del PI adaptativo de variables de estado [31].
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2.5.2. Algoritmo de proyeccio´n
El algoritmo de proyeccio´n se basa en el principio del algoritmo de mı´nimos
cuadrados, la diferencia consiste en que la estimacio´n de para´metros ya esta ma´s
cerca a la solucio´n por la cual la variacio´n de estos no es tan grande, es decir, no
se utiliza la matriz de covarianza P (t− 1)en la estimacio´n de los para´metros. La
siguiente ecuacio´n representa el algoritmo de proyeccio´n
θˆ(t) = θˆ(t− 1) + φ(t− 1)
C + φ(t− 1)Tφ(t− 1)[y(t)− φ(t− 1)
T θˆ(t− 1)] (2.69)
donde C es una constante muy pequen˜a (aproximadamente 0.0000001) para evitar
la divisio´n por cero en la inicializacio´n de los para´metros.
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Cap´ıtulo 3
Control PI en la turbina eo´lica
3.1. Controlador PI contenido en el modelo de
la turbina eo´lica
El convertidor del lado del rotor es usado para controlar la potencia de
salida y la tensio´n (o potencia reactiva) de la turbina eo´lica medida en los
terminales de la red de potencia. La potencia es controlada con el fin de
seguir la caracter´ıstica predefinida potencia-velocidad, llamada caracter´ıstica de
seguimiento. La velocidad actual de la turbina, ωr, es medida y la potencia
meca´nica correspondiente a la caracter´ıstica de seguimiento es usada como la
potencia de referencia para el control en lazo cerrado de la potencia.
La caracter´ıstica de seguimiento es definida por cuatro puntos (como se muestra
en la Figura 3.1): A, B, C y D.
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Figura 3.1: Caracter´ıstica de seguimiento y de la turbina [17].
Desde la velocidad cero hasta la velocidad A, la potencia de referencia es cero.
Entre el punto A y el punto B la caracter´ıstica de seguimiento es una l´ınea recta,
la velocidad del punto B debe ser mayor que la del punto A. Entre el punto B y
el Punto C, la caracter´ıstica de seguimiento se encuentra en el punto de ma´xima
potencia de la turbina (ma´xima potencia de la turbina vs las curvas de velocidad
de la turbina). La caracter´ıstica de seguimiento es una l´ınea recta desde el punto C
y el punto D. La potencia en el punto D es uno por unidad (1 p.u.) y la velocidad
debe ser mayor que la velocidad del punto C. Ma´s alla´ del punto D la potencia de
referencia es una constante igual a uno por unidad (1 p.u.).
El lazo de control de potencia se ilustra en la Figura 3.2. La potencia de salida
ele´ctrica actual se mide en los terminales de la red de la turbina eo´lica, se an˜aden
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las pe´rdidas totales de potencia (meca´nicas y ele´ctricas) y esta es comparada con
la potencia de referencia obtenida en la curva de caracter´ıstica de seguimiento.
Un regulador Proporcional-Integral (PI) es usado para reducir el error de potencia
a cero. La salida de este regulador es la referencia de la corriente del rotor Iqrref
que debe ser inyectada en el rotor desde el convertidor Crotor (Figura 1.8). Esta
componente de corriente es la que produce el torque electromagne´tico Tem. La
componente actual de Iqr, de la secuencia positiva, es comparada con Iqrref y el
error es reducido a cero por el regulador de corriente (controlador PI).
La salida de este controlador de corriente es la tensio´n Vqr generado por Crotor. El
regulador de corriente con ayuda de la alimentacio´n de Cred predice Vqr.
Figura 3.2: Sistema de control del convertidor del lado del rotor [17].
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El convertidor Cred (Figura 1.8), es usado para regular la tensio´n del capacitor del
DC bus. Adema´s, este modelo permite el uso de convertidor de Cred para generar
o absorber potencia reactiva. El sistema de control, ilustrado en la Figura 3.3,
consiste de:
Los sistemas de medicio´n que miden las componentes d y q de las corrientes
AC de secuencia positiva son controlados por la tensio´n DC Vdc.
El lazo de regulacio´n exterior consiste en un regulador de tensio´n DC. La
salida del regulador de tensio´n DC es la corriente de referencia Idgcref para
el regulador de corriente (Idgc es la fase de corriente con tensio´n de la red
que controla el flujo de potencia activa).
El lazo de regulacio´n interna consiste de un regulador de corriente. El
regulador de corriente controla la magnitud y fase de la tensio´n generada
(Vgc) por el convertidor Cred desde la corriente Idgcref producida por el
regulador de tensio´n DC y especifica la referencia Iqref .
El regulador de corriente con ayuda de la alimentacio´n hacia adelante predice la
tensio´n de salida de Cred.
Figura 3.3: Sistema de control del convertidor del lado de la red [17].
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3.2. Controlador PI adaptativo aplicado al modelo
de la turbina eo´lica
El controlador PI del modelo de la turbina eo´lica esta aplicado en los reguladores
de corriente tanto en el lado del rotor como el de la red, conociendo esto se aplica
el controlador PI adaptativo en los reguladores de corriente reemplazando los
controladores PI existentes en el modelo de la turbina, como se muestra en las
Figuras 3.4 y 3.5
Figura 3.4: Diagrama de control en el lado del rotor del sistema.
Figura 3.5: Diagrama de control en el lado de la red del sistema.
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El control PI adaptativo utiliza el algoritmo de mı´nimos cuadrados para encontrar
un valor estimado de los para´metros iniciales de la planta, como se muestra en
la seccio´n 2.5.1. Con la estimacio´n inicial se procede a utilizar el algoritmo de
proyeccio´n, de la seccio´n 2.5.2, ya que los para´metros se encuentran mas cerca de
la solucio´n y no tienen una variabilidad significativa alrededor del punto de inicio.
Basado en el me´todo de Reubicacio´n de Polos para el controlador PI, se tienen
las siguientes ecuaciones para conocer las constantes de la salida del controlador
segu´n la estimacio´n de para´metros.
Se plantea la funcio´n de transferencia
y[k] =
bo
q + a1
u[k] (3.1)
y la sen˜al del controlador del sistema de orden uno
u[k] =
C1q + C2
q − 1 e[k] (3.2)
La funcio´n de transferencia en lazo cerrado
Hlc[k] =
(
bo
q+a1
)(
C1q+C2
q−1
)
1+
(
bo
q+a1
)(
C1q+C2
q−1
)
=
C1b0q + C2b0
q2 + (b0C1 + a1 − 1)q + (C2b0 − a1) (3.3)
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se define el polinomio deseado
Pd[k] = (q − P1)(q − P2) = q2 + α1q + α2 (3.4)
y se compara con el denominador de la funcio´n de transferencia en lazo cerrado
b0C1 + a1 − 1 = α1 C2b0 − a1 = α2 (3.5)
se tiene
 b0 0
0 b0
 C1
C2
 =
 α1 + 1− a1
α2 + a1
 (3.6)
donde la funcio´n de transferencia del controlador en diferencias queda de la forma
u[k] = C1e[k] + C2e[k − 1] + u[k − 1] (3.7)
con C1 y C2 despejados en la ecuacio´n 3.6 y el error e igual a la resta entre la
referencia r y la salida y.
Controlador PI adaptativo aplicado en el modelo del generador, en el lado de la
red y del rotor, basado en Simulink, se da en las Figuras 3.7 y 3.6, respectivamente.
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Figura 3.6: Modelo del regulador de corriente en el lado de la rotor en el modelo
generador-turbina.
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Figura 3.7: Modelo del regulador de corriente en el lado de la red en el modelo
generador-turbina.
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Cap´ıtulo 4
Resultados de las simulaciones y
ana´lisis
En este cap´ıtulo se muestran los resultados de las pruebas realizadas sobre
el modelo del Generador de Induccio´n Doblemente Alimentado por medio
de simulacio´n del modelo matema´tico del generador−turbina en SIMULINK/
MATLAB, y un motor DC y de induccio´n real. Las pruebas realizadas consisten
en implementar un control adaptativo jera´rquico en el eje q para el sistema
multivariable por medio del algoritmo PI por Reubicacio´n de Polos como se
presentan en el Cap´ıtulo 3.
En primera instancia se hace una breve descripcio´n de la conexio´n de la turbina
eo´lica y el generador, mostrando las caracter´ısticas de estos, despue´s se presenta el
modelo usado en la simulacio´n, turbina-generador acoplado a una red de potencia.
Luego, se muestran los resultados obtenidos antes y despue´s de aplicados los
diferentes controladores usados en el sistema multivariable.
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4.1. Turbina eo´lica y generador
Las turbinas eo´licas usadas con un generador de induccio´n doblemente alimentado
DFIG, consisten en un generador de induccio´n con rotor bobinado y un
convertidor AC/DC/AC (back−to−back) basado en PWM . El devanado del
estator esta´ conectado directamente a la red a 60 Hz mientras que el rotor esta
alimentado por la frecuencia variable a trave´s del convertidor AC/DC/AC.
La tecnolog´ıa del DFIG permite extraer la ma´xima energ´ıa del viento para
bajas velocidades del viento por la optimizacio´n de la velocidad de la turbina.
La velocidad o´ptima de la turbina produce un ma´ximo en la energ´ıa meca´nica
para una velocidad del viento espec´ıfica y esta es proporcional a la velocidad del
viento. Otra ventaja de la tecnolog´ıa de DFIG es la capacidad de los convertidores
electro´nicos de potencia para generar o absorber potencia reactiva, eliminando
as´ı la necesidad de la instalacio´n de bater´ıas de condensadores como en el caso de
generadores de induccio´n de jaula de ardilla.
Figura 4.1: Sistema generador-turbina.
4.2. Modelo de la simulacio´n
Este sistema consiste de un parque eo´lico de seis turbinas eo´licas de 2 MW
conectadas a un sistema de distribucio´n de 25 kV que exporta energ´ıa a una
87
red de 120 kV a trave´s de una l´ınea de 30 km. La planta de 2 MW consiste de una
carga, motor de induccio´n de 1.68 MW con un factor de potencia de 0.93, y una
carga resistiva de 200 kW que esta´ conectada al mismo alimentador en el bus B25.
La turbina eo´lica y la carga-motor tienen un sistema de proteccio´n que monitorea
el voltaje, la corriente y la velocidad meca´nica. El voltaje DC−Link del DFIG
tambie´n esta´ monitoreado. Este modelo es adecuado para observar los armo´nicos
y el comportamiento del sistema dina´mico en periodos de tiempo relativamente
cortos.
El parque eo´lico esta simulado por una sola turbina de 2 MW para ver su
comportamiento en un sistema de potencia. Para tener completo el parque eo´lico
solo se tiene que multiplicar sus para´metros por seis en el menu´ de la turbina.
Figura 4.2: Sistema generador-turbina usado en la simulacio´n acoplado a un
sistema de potencia.
4.3. Resultados
El sistema usado en la simulacio´n tiene por defecto controladores PI no
adaptativos en su modelado, en las siguientes figuras se muestra el comportamientos
de las variables con los controladores establecidos para las corrientes en la red y
el rotor.
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Figura 4.3: Respuesta de la corriente q en el lado de la red con un control PI.
Figura 4.4: Respuesta de la corriente q en el lado del rotor con un control PI.
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Con el control PI, el sistema responde en un tiempo de 0.2 ms hasta llegar a
la referencia pero en el transcurso de ese tiempo se pueden observar variaciones
significativas en el procesos de control de las sen˜ales.
4.3.1. Respuesta del sistema multivariable con controladores
PI adaptativos jera´rquicos
Se disen˜o´ un control PI adaptativo para el sistema multivariable. Se identifico´ los
para´metros del sistema para luego ser incluidos en el control y as´ı encontrar una
respuesta mas ra´pida.
En las siguientes figuras se muestran las respuestas de las corrientes con
controladores PI adaptativos jera´rquicos conectados en cascada. La simulacio´n
se realizo´ con dos datos diferentes de los valores de la turbina y el generador.
Respuesta con los datos mostrados en las tablas 4.1 y 4.2
Figura 4.5: Respuesta de la corriente q en el lado de la red con un control PI
adaptativo.
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Figura 4.6: Respuesta de la corriente q en el lado del rotor con un control PI
adaptativo.
Potencia nominal 1.6 MW
Voltaje nominal del rotor 575 V
Frecuencia nominal del estator 60 Hz
Resistencia del estator 0.00706 p.u.
Resistencia del rotor referida al estator 0.005 p.u.
Reactancia del estator 0.171 p.u.
Reactancia del rotor referida al estator 0.156 p.u.
Reactancia mutua 2.9 p.u.
Inercia del rotor en el generador 5.04 s
Nu´mero de pares de polos 3
Tabla 4.1: Para´metros del generador prueba 1.
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Inercia del rotor en la turbina 2.5 s
Rigidez del eje 2.5 p.u./rad
Rango de la velocidad del rotor en la turbina 9.5-21 rpm
Velocidad nominal del viento 12 m/s
Dia´metro del rotor 75 m
Relacio´n de la caja de cambios 1:85.5
Tabla 4.2: Para´metros de la turbina.
Respuesta con los datos mostrados en las tablas 4.3 y 4.2
Potencia nominal 2 MW
Voltaje nominal del rotor 690 V
Frecuencia nominal del estator 60 Hz
Resistencia del estator 0.075 p.u.
Resistencia del rotor referida al estator 0.018 p.u.
Reactancia del estator 0.048 p.u.
Reactancia del rotor referida al estator 0.12 p.u.
Reactancia mutua 3.8 p.u.
Inercia del rotor en el generador 0.5 s
Nu´mero de pares de polos 2
Tabla 4.3: Para´metros del generador prueba 2.
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Figura 4.7: Respuesta de la corriente q en el lado de la red con un control PI
adaptativo.
Figura 4.8: Respuesta de la corriente q en el lado del rotor con un control PI
adaptativo.
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Al comparar las Figuras 4.5 y 4.7 en el lado de la red y, 4.6 y 4.8 en el lado
del rotor, no se encuentra ninguna diferencia en las figuras cuando se cambia
los para´metros del generador por lo que el controlador cumple con la funcio´n de
identificar los para´metros de cualquier sistema ante un cambio como es debido
para realizar una optima respuesta. Si, las figuras anteriores se comparan con las
figuras obtenidas con el control PI (figuras 4.3 y 4.4), se muestra un cambio menos
brusco en la salida del sistema siguiendo la referencia.
4.3.2. Control PI adaptativo en sistemas reales
El control PI adaptativo usado en las simulaciones anteriores tambie´n fue
implementado en un motor dc y de induccio´n. Se identificaron los para´metros
de cada uno para inicializar el control y despue´s se observo´ la respuesta de los
sistemas ante la implementacio´n del control. Se realizo´ control de velocidad en el
motor de induccio´n, y control de posicio´n en el motor dc.
Respuesta del Motor DC
Figura 4.9: Motor de Induccio´n controlado con el algoritmo de control PI
adaptativo.
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Figura 4.10: Respuesta del Motor DC con el control PI adaptativo.
Respuesta del Motor de Induccio´n
Figura 4.11: Motor DC controlado con el algoritmo de control PI adaptativo.
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Figura 4.12: Respuesta del Motor de Induccio´n con el control PI adaptativo.
El algoritmo se adapta perfectamente para cada sistema, ya sea real o por medio
de simulacio´n. El algoritmo implementado en los modelos reales se pueden apreciar
en el APE´NDICE B. Algoritmos.
96
CONCLUSIONES
Un controlador adaptativo aplicado a un modelo de generador eo´lico funciona
ante perturbaciones internas o externas, ya sea en variaciones de los para´metros
del generador o en variaciones de la carga, mostrando una adaptacio´n o´ptima en
la respuesta ante estos cambios sobre el sistema.
Con los controladores adaptativos se obtiene un estado transitorio de control ma´s
reducido, mostrando que tiene una mayor eficiencia en sistemas multivariables con
cambios en sus para´metros en cualquier instante de tiempo.
La sen˜al controlada, en el sistema multivariable, no contiene variaciones
significativamente grandes ni bruscas, en un periodo de tiempo corto, al seguir
la sen˜al de referencia establecida.
Para sistemas que tienen retroalimentacio´n y se usan controladores jera´rquicos
conectados en cascada, se puede apreciar la influencia que tiene el tiempo de
muestreo en la convergencia del algoritmo adaptativo aplicado.
Los polos seleccionados y usados en el sistema a controlar, lo afectan de diferentes
formas ya sea obteniendo un sistema ra´pido o lento en la adquisicio´n de las sen˜ales
sobre cada sub−sistema.
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APE´NDICE A.
GLOSARIO
AC: la corriente ele´ctrica alterna es la que la magnitud y el sentido var´ıan
c´ıclicamente. La forma de oscilacio´n de la corriente alterna ma´s comu´nmente
utilizada es la de una oscilacio´n sinusoidal, puesto que se consigue una transmisio´n
ma´s eficiente de la energ´ıa.
CC: La corriente continua o corriente directa es aquella cuyas cargas ele´ctricas o
electrones fluyen siempre en el mismo sentido en un circuito ele´ctrico cerrado,
movie´ndose del polo negativo hacia el polo positivo de una fuente de fuerza
electromotriz, tal como ocurre en las bater´ıas, las dinamos o en cualquier otra
fuente generadora de ese tipo de corriente ele´ctrica.
Control: la palabra control proviene del te´rmino france´s controle y significa
comprobacio´n, inspeccio´n, fiscalizacio´n o intervencio´n. Tambie´n puede hacer
referencia al dominio, mando y preponderancia, o a la regulacio´n sobre un sistema.
Convertidor back to back:el convertidor back-to-back tiene un control
ra´pido del flujo de potencia. Al controlar el flujo de energ´ıa a la red, la tensio´n
del enlace de CC puede mantenerse constante.
DFIG:el generador de induccio´n doblemente alimentado (DFIG Doubly fed
induction generator).
Discretizar: en el sentido de normalizar, es hacer que una variable que tiene
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valores continuos tome valores discretos.
Ecuaciones en espacio de estados: se basa en la descripcio´n de las ecuaciones
de un sistema en te´rminos de n ecuaciones diferenciales de primer orden, que se
combinan en una ecuacio´n diferencial matricial de primer orden.
Energ´ıa Ele´ctrica: se denomina energ´ıa ele´ctrica a la forma de energ´ıa que
resulta de la existencia de una diferencia de potencial entre dos puntos, lo que
permite establecer una corriente ele´ctrica entre ambos —cuando se los pone en
contacto por medio de un conductor ele´ctrico— y obtener trabajo. La energ´ıa
ele´ctrica puede transformarse en muchas otras formas de energ´ıa, tales como la
energ´ıa luminosa o luz, la energ´ıa meca´nica y la energ´ıa te´rmica.
Energ´ıa eo´lica: la energ´ıa eo´lica es la energ´ıa obtenida del viento, es decir,
aquella que se obtiene de la energ´ıa cine´tica generada por efecto de las corrientes
de aire y as´ı mismo las vibraciones que el aire produce.
Espurio o outliers: un dato espurio, es generalmente definido como
observaciones o medidas que se encuentran por fuera de la distribucio´n de los
datos”
Estado: Es el conjunto ma´s pequen˜o de variables (denominadas variables de
estado) de modo que el conocimiento de estas variables en t = to, junto
con el conocimiento de la entrada para t ≥ to, determina por completo el
comportamiento del sistema para cualquier tiempo t ≥ to.
Estado Deterministico: un sistema determinista es un sistema en el cual el
azar no esta´ involucrado en los futuros estados del sistema. Es decir, si se conoce
el estado actual del sistema, las variables de ambiente y el comportamiento del
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sistema ante los cambios en el ambiente, entonces esta´ totalmente determinado
por el estado futuro del sistema.
Generacio´n: generacio´n es un te´rmino con origen en el lat´ın generatio que tiene
diversos significados y usos. Puede utilizarse para nombrar a la accio´n y efecto de
engendrar (procrear) o a la accio´n y efecto de generar (producir, causar algo).
HVDC-VSC: es un control ra´pido y preciso de los volajes y flujos de potencia.
Lineal: una funcio´n lineal es aquella que satisface las propiedades aditiva y
homoge´nea.
Maquina Ele´ctrica: una ma´quina ele´ctrica es un dispositivo que transforma
la energ´ıa cine´tica en otra energ´ıa, o bien, en energ´ıa potencial pero con una
presentacio´n distinta, pasando esta energ´ıa por una etapa de almacenamiento en
un campo magne´tico. Se clasifican en tres grandes grupos: generadores, motores
y transformadores.
Modelo: es una representacio´n abstracta, conceptual, gra´fica o visual, f´ısica,
matema´tica, de feno´menos, sistemas o procesos a fin de analizar, describir,
explicar, simular - en general, explorar, controlar y predecir- esos feno´menos o
procesos. Un modelo permite determinar un resultado final u output a partir de
unos datos de entrada o inputs. Se considera que la creacio´n de un modelo es una
parte esencial de toda actividad cient´ıfica.
MPPT: seguimiento del punto de ma´xima potencia (MPPT Maximum power
point tracking).
MW: el Megavatio es una unidad de potencia en el Sistema Internacional
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equivalente a un millo´n de vatios, se emplea para medir potencias muy grandes,
donde las cifras del orden de los cientos de miles no resultan significativas. Como
es mu´ltiplo del vatio adquiere en forma lineal sus equivalencias.
No-lineal: los sistemas no lineales representan sistemas cuyo comportamiento
no es expresable como la suma de los comportamientos de sus descriptores.
Optimizacio´n: optimizacio´n es la accio´n y efecto de optimizar. Este verbo hace
referencia a buscar la mejor manera de realizar una actividad. El te´rmino se utiliza
mucho en el a´mbito de la informa´tica.
Para´metros: se conoce como para´metro al dato que se considera como
imprescindible y orientativo para lograr evaluar o valorar una determinada
situacio´n. A partir de un para´metro, una cierta circunstancia puede comprenderse
o ubicarse en perspectiva.
PLL: es un sistema realimentado cuyo objetivo principal consiste en la generacio´n
de una sen˜al de salida con amplitud fija y frecuencia coincidente con la de entrada,
dentro de un margen determinado.
PMSG: generador s´ıncrono con imanes permanentes (PMSG Permanent magnet
synchronous generator).
PMW: la modulacio´n por ancho de pulso (PMW) es usada para generar las
sen˜ales de disparo apropiadas para los seis MOSFET’s,GTO‘s o IGBT’s en un
inversor trifa´sico.
Procesos: se denomina proceso al conjunto de acciones o actividades
sistematizadas que se realizan o tienen lugar con un fin.
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Sistema Estoca´stico: los sistemas estad´ısticos esta´n relacionados, en control
con la imposibilidad de modelizar alguna parte del proceso a estudiar.
Sistema de potencia: es el conjunto de centrales generadoras, de l´ıneas de
transmisio´n interconectadas entre s´ı y de sistemas de distribucio´n esenciales para
el consumo de energ´ıa ele´ctrica.
Torque: el torque puede ser el momento de fuerza o momento dina´mico, que
es una magnitud vectorial obtenida a partir del punto de aplicacio´n de la fuerza.
Esta magnitud se obtiene como producto vectorial (el vector ortogonal que resulta
de una operacio´n binaria entre dos vectores de un espacio eucl´ıdeo tridimensional).
Turbina: rueda hidra´ulica, con paletas curvas colocadas en su periferia, que
recibe el agua por el centro y la despide en direccio´n tangente a la circunferencia,
con lo cual aprovecha la mayor parte posible de la fuerza motriz.
Variables de estado: son las que forman el conjunto ma´s pequen˜o de variables
que determinan el estado del sistema dina´mico. No necesitan ser cantidades
medibles u observables f´ısicamente. En la pra´ctica, sin embargo conviene elegir
cantidades medibles con facilidad.
WECS: Sistemas de Conversio´n de Energ´ıa Eo´lica (WECS Wind Energy
Conversion Systems).
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APE´NDICE B.
Algoritmo del control PI adaptativo usado en la simulacio´n del generador DFIG:
function [ye,u,p]= fcn(y,r,e)
%#codegen
%pi
persistent tm;
persistent Xs;
persistent Us;
persistent theta;
persistent P;
if(isempty(P))
P=1e6*eye(2);
end
if isempty(Xs)
Xs = [0;0]; % Xs(1) es el de la iteracion k-1
end
if isempty(Us)
Us = [0;0]; % Us(1) es el de la iteracion k-1
end
if isempty(theta)
theta = [-8.028;7.557];
end
if(isempty(tm))
tm=0;
end
tm=tm+1;
if(tm>100)
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tm=0;
X=y;
Xref=r;
ENABLE=e;
%Polos deseados deben ser en magnitud <1.
%Entre mas cerca a cero mas ra´pido
%y mas cerca a 1 mas lento
Pd=poly([ones(2,1)*0.5]);
phi=[-Xs(1);Us(1)];
if(ENABLE==0)
U=0;
ye=0;
else
ye=phi’*theta;
theta=theta+phi/(0.000001+phi’*phi)*(X-ye);
%el factor 0.000001 en el denomindor es para evitar division por cero
c1=(Pd(2)-theta(1)+1)/(0.000001+theta(2));
%el factor 0.000001 en el denomindor es para evitar division por cero
c2=(Pd(3)+theta(1))/(0.000001+theta(2));
%el factor 0.000001 en el denomindor es para evitar division por cero
U=c1*(Xref-X)+c2*(Xref-Xs(1))+Us(1);
end
% guardar los Us y Xs
Us(2) = Us(1);
Us(1) = U;
Xs(2) = Xs(1);
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Xs(1) = X;
u=U;
else
u=Us(1);
ye=0;
end
p=theta;
Algoritmo del control PI adaptativo usado en el motor de induccio´n y motor DC:
clc
clear all
close all
ai=analoginput(’nidaq’,’Dev4’);
addchannel(ai,0);
ai.InputType=’SingleEnded’;
ao=analogoutput(’nidaq’,’Dev4’);
addchannel(ao,0);
u=zeros(100,1);
y=zeros(100,1);
r=zeros(100,1);
Xs = [0;0]; % Xs(1) es el de la iteracion k-1
Us = [0;0]; % Us(1) es el de la iteracion k-1
P=1e6*eye(2);
para´metros iniciales del motor dc
theta = [-1.0703;0.2497];
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para´metros iniciales del motor de induccio´n
theta =[-0.9604;0.4515];
figure(1)
uicontrol(’String’,’Parar’,’Callback’,’parada=0;’)
h=0.1;
k=1;
r(end)=2.5*rand;
parada=1;
t0=clock;
while(parada),
if(etime(clock,t0)>=h)
t0=clock;
if(k>=50)
r(end)=7*rand;
k=1;
end
y(end)=getsample(ai);
X=y(end);
Xref=r(end);
Pd=poly([ones(2,1)*0.5]);
phi=[-Xs(1);Us(1)];
ye=phi’*theta;
Algoritmo de proyeccio´n
theta=theta+phi/(0.000001+phi’*phi)*(X-ye);
%el factor 0.000001 en el denominador es para evitar division por cero
Algoritmo de mı´nimos cuadrados
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theta=theta+P*phi/(1+phi’*P*phi)*(X-ye)
P=P-P*phi*phi’*P/(1+phi’*P*phi);
c1=(Pd(2)-theta(1)+1)/(0.000001+theta(2));
%el factor 0.000001 en el denominador es para evitar division por cero
c2=(Pd(3)+theta(1))/(0.000001+theta(2));
%el factor 0.000001 en el denominador es para evitar division por cero
U=c1*(Xref-X)+c2*(Xref-Xs(1))+Us(1);
u(end)=U;
if(u(end)>2.5)
u(end)=2.5;
elseif(u(end)<-2.5)
u(end)=-2.5;
end
Us(2) = Us(1);
Us(1) = U;
Xs(2) = Xs(1);
Xs(1) = X;
putsample(ao,u(end)+2.5)
u(1:end-1)=u(2:end);
r(1:end-1)=r(2:end);
y(1:end-1)=y(2:end);
subplot(211)
stairs([y r])
subplot(212)
stairs(u)
k=k+1;
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end
pause(0.00001)
end
putsample(ao,2.5)
delete(ao)
delete(ai)
clear ao
clear ai
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