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Abstract
We give an elementary proof of the development of Macdonald polynomials in
terms of “modified complete” and elementary symmetric functions.
1 Introduction
In spite of many efforts, the problem of finding an explicit analytic expansion for the “zonal
polynomials” of Hua [1] and James [2] has kept unsolved for fifty years. This problem
is now better understood in the more general framework of Macdonald polynomials [12].
Zonal polynomials are indeed a special case of Jack polynomials, which are themselves a
particular limit of Macdonald polynomials.
Macdonald polynomials form a basis of the algebra of symmetric functions with ra-
tional coefficients in two parameters q, t. They generalize several classical bases of this
algebra, including monomial, elementary, Schur, Hall–Littlewood, and Jack symmetric
functions. These particular cases correspond to various specializations of the indetermi-
nates q and t.
Although two combinatorial expansions are known for Macdonald polynomials, in
terms of tableaux [12] or determinants [7], no analytic expansion was available for them.
Such a development had only been worked out when the indexing partition is a hook [4],
has length two [3] or three [8], and in the dual cases corresponding to parts at most equal
to 3.
In [10] a general solution has been announced for this problem, providing two explicit
analytic developments for Macdonald polynomials, in terms of elementary and “modified
complete” symmetric functions. In the special case q = t, these two developments coincide
with the classical Jacobi-Trudi formulas for Schur functions. Therefore they appear as
generalized Jacobi-Trudi expansions for Macdonald polynomials.
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In [11] a proof was given, which relies on the Pieri formula for Macdonald polynomials.
This Pieri formula defines an infinite multidimensional matrix, which can be explicitly
inverted using a method originally developed by Krattenthaler [5, 6], and further adapted
to the multivariate case by Schlosser [13].
This inversion of the “Pieri matrix” was the natural problem to solve, and it was
needed for bringing to light the explicit form of the solution. However this method is
rather technical and essentially external to Macdonald’s theory.
The purpose of this paper is to give a completely different proof, which is very quick
and elementary, does not use the general Pieri formula, and keeps totally inside the
Macdonald framework.
A strange fact is that this proof studies Macdonald polynomials Pλ, with λ a partition
of length n, by applying Macdonald theory to some auxiliary space of n indeterminates
ui, 1 ≤ i ≤ n, specialized to ui = q
λi−λntn−i−1. It is an open question whether an
analogous method can be applied to Macdonald polynomials associated with other root
systems than An.
2 Macdonald polynomials
The standard reference for Macdonald polynomials is Chapter 6 of [12].
A partition λ = (λ1, ..., λn) is a finite weakly decreasing sequence of nonnegative
integers, called parts. The number l(λ) of positive parts is called the length of λ, and
|λ| =
∑n
i=1 λi the weight of λ. For any integer i ≥ 1, mi(λ) = card{j : λj = i} is the
multiplicity of the part i in λ. Clearly l(λ) =
∑
i≥1mi(λ) and |λ| =
∑
i≥1 imi(λ). We
shall also write λ = (1m1 , 2m2 , 3m3, . . .). We set
zλ =
∏
i≥1
imi(λ)mi(λ)!.
We denote λ
′
the partition conjugate to λ, whose parts are given by mi(λ
′
) = λi − λi+1.
We have λ
′
i =
∑
j≥imj(λ).
Let X = {x1, x2, x3, . . .} be a (finite or infinite) set of indeterminates and S the
corresponding algebra of symmetric functions with coefficients in Q. When X is infinite,
elementary symmetric functions ek(X), complete symmetric functions hk(X), power sum
symmetric functions pk(X) form three algebraic bases of S, which can thus be viewed as
an abstract algebra over Q generated by the functions ek, hk or pk.
Let q, t be two indeterminates. We define (a; q)0 = 1 and for k ≥ 1,
(a; q)k =
k−1∏
i=0
(1− aqi), (a; q)∞ =
∏
i≥0
(1− aqi).
Let Q[q, t] be the field of rational functions in q, t, and Sym = S ⊗ Q[q, t] the algebra of
symmetric functions with coefficients in Q[q, t].
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For any k ≥ 0, the “modified complete” symmetric function gk(X ; q, t) is defined by
the generating series ∏
i≥1
(tuxi; q)∞
(uxi; q)∞
=
∑
k≥0
ukgk(X ; q, t).
It is often written in λ-ring notation [9, p. 223], i.e.
gk(X ; q, t) = hk
[
1− t
1− q
X
]
.
The symmetric functions gk(q, t) form an algebraic basis of Sym, which may be ex-
panded in terms of any classical basis. This development is explicitly given in [12, pp. 311
and 314] in terms of power sums and monomial symmetric functions, and in [9, Sect. 10,
p. 237] in terms of other classical bases.
We now restrict to the case of a finite set of indeterminates X = {x1, . . . , xn}. Let
Tq,xi denote the q-deformation operator defined by
Tq,xif(x1, . . . , xn) = f(x1, . . . , qxi, . . . , xn),
and for any 1 ≤ i ≤ n,
Ai(X ; t) =
n∏
k=1
k 6=i
txi − xk
xi − xk
.
Macdonald polynomials Pλ(X ; q, t), with λ a partition such that l(λ) ≤ n, are defined
as the eigenvectors of the following difference operator
E(q, t) =
n∑
i=1
Ai(X ; t) Tq,xi.
One has
E(q, t)Pλ(X ; q, t) =
(
n∑
i=1
qλi tn−i
)
Pλ(X ; q, t).
More generally let ∆(X) =
∏
1≤i<j≤n(xi − xj) be the Vandermonde determinant and a
some indeterminate. Macdonald polynomials Pλ(X ; q, t) are eigenvectors of the difference
operator
D(a; q, t) =
1
∆(X)
det1≤i,j≤n
[
xn−ji
(
1 + atn−jTq,xi
)]
.
One has
D(a; q, t)Pλ(X ; q, t) =
n∏
i=1
(
1 + a qλi tn−i
)
Pλ(X ; q, t).
The polynomials Pλ(X ; q, t) form an orthogonal basis of Sym with respect to the scalar
product < , >q,t defined by
< pλ, pµ >q,t= δλµ zλ
l(λ)∏
i=1
1− qλi
1− tλi
,
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where pµ denotes the power sum symmetric function pµ =
∏l(µ)
k=1 pµk . Let Qλ(X ; q, t)
denote the dual basis of Pλ(X ; q, t) for this scalar product.
Equivalently if Y = {y1, . . . , yn} is another set of n indeterminates, and
Π(X, Y ; q, t) =
n∏
i,j=1
(txiyj; q)∞
(xiyj ; q)∞
,
we have
Π(X, Y ; q, t) =
∑
λ
Pλ(X ; q, t)Qλ(Y ; q, t).
This yields immediately
D(a; q, t)(X)Π(X, Y ; q, t) = D(a; q, t)(Y )Π(X, Y ; q, t), (1)
E(q, t)(X)D(a; q, t)(X)Π(X, Y ; q, t) = E(q, t)(Y )D(a; q, t)(Y )Π(X, Y ; q, t), (2)
where the suffix X (resp. Y ) indicates operation on the X (resp. Y ) variables. Now one
has Pλ(1/q, 1/t) = Pλ(q, t) and Qλ(1/q, 1/t) = (qt
−1)|λ| Qλ(q, t), which implies
E(1/q, 1/t)(X)D(a; q, t)(X)Π(X, Y ; q, t) = E(1/q, 1/t)(Y )D(a; q, t)(Y )Π(X, Y ; q, t). (3)
The Macdonald polynomials associated with a row or a column partition are given by
P1k(q, t) = ek, Q(k)(q, t) = gk(q, t).
In the following, when the parameters q, t are omitted, Pµ or Qµ stands for Pµ(q, t) or
Qµ(q, t).
3 Statement of results
Let N be the set of nonnegative integers. Let u = (u1, . . . , un) be n indeterminates
and θ = (θ1, . . . , θn) ∈ N
n. For clarity of notations, we introduce n auxiliary variables
v = (v1, . . . , vn) defined by vk = q
θkuk. We write
C
(q,t)
θ1,...,θn
(u1, . . . , un) =
n∏
k=1
tθk
(q/t; q)θk
(q; q)θk
(quk; q)θk
(qtuk; q)θk
∏
1≤i<j≤n
(qui/tuj; q)θi
(qui/uj; q)θi
(tui/vj; q)θi
(ui/vj; q)θi
×
1
∆(v)
det1≤i,j≤n
[
vn−ji
(
1− tj−1
1− tvi
1− vi
n∏
k=1
uk − vi
tuk − vi
)]
.
Setting un+1 = 1/t we have
C
(q,t)
θ1,...,θn
(u1, . . . , un) =
∏
1≤i<j≤n+1
(qui/tuj; q)θi
(qui/uj; q)θi
∏
1≤i≤j≤n
(tui/vj ; q)θi
(ui/vj; q)θi
×
1
∆(v)
det1≤i,j≤n
[
vn−ji
(
1− tj
n+1∏
k=1
uk − vi
tuk − vi
)]
.
The following results were announced in [10] and proved in [11].
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Theorem 1. Let λ = (λ1, ..., λn+1) be an arbitrary partition with length n + 1. For any
1 ≤ k ≤ n+ 1 define uk = q
λk−λn+1tn−k. We have
Q(λ1,...,λn+1) =
∑
θ∈Nn
C
(q,t)
θ1,...,θn
(u1, . . . , un)Q(λn+1−|θ|) Q(λ1+θ1,...,λn+θn).
There exists an automorphism ωq,t = ωt,q
−1 of Sym such that
ωq,t(Qλ(q, t)) = Pλ′ (t, q), ωq,t(gk(q, t)) = ek.
Applying ωq,t to Theorem 1, we obtain the following equivalent result.
Theorem 2. Let λ = (1m1 , 2m2, . . . , (n + 1)mn+1) be an arbitrary partition consisting of
parts at most equal to n + 1. For any 1 ≤ k ≤ n + 1 define uk = q
n−kt
∑n
j=kmj . We have
P(1m1 ,2m2 ,...,(n+1)mn+1 ) =
∑
θ∈Nn
C
(t,q)
θ1,...,θn
(u1, . . . , un) emn+1−|θ|
× P(1m1+θ1−θ2 ,2m2+θ2−θ3 ,...,(n−1)mn−1+θn−1−θn ,nmn+mn+1+θn).
The specialization q = t corresponds to the case of Schur functions. Then we have
Pλ(t, t) = Qλ(t, t) = sλ and gk(t, t) = hk. It may be shown [11, Sect. 7] that Theorem 1
reads
s(λ1,...,λn+1) =
∑
θ∈(0,1)n
(−1)|θ| hλn+1−|θ| s(λ1+θ1,...,λn+θn).
This is exactly the development of the Jacobi-Trudi determinant
sλ = det1≤i,j≤n+1 [hλi−i+j]
along its last row [12, p. 41, (3.4)]. Conversely Theorem 2 is exactly the development of
the Na¨gelsbach-Kotska determinant
sλ = det1≤i,j≤n+1 [eλ′i−i+j
]
along its last row. Our results thus appear as generalized Jacobi-Trudi expansions for
Macdonald polynomials.
Let M(n) denote the set of upper triangular n× n matrices with nonnegative integers,
and 0 on the diagonal. By a straightforward iteration of Theorem 1 we deduce immediately
the analytic development of Macdonald polynomials in terms of the symmetric functions
gk.
Theorem 3. Let λ = (λ1, ..., λn+1) be an arbitrary partition with length n+ 1. We have
Qλ(q, t) =
∑
θ∈M(n+1)
n∏
k=1
C
(q,t)
θ1,k+1,...,θk,k+1
({ui = q
λi−λk+1+
∑n+1
j=k+2(θi,j−θk+1,j)tk−i; 1 ≤ i ≤ k})
×
n+1∏
k=1
gλk+
∑n+1
j=k+1 θkj−
∑k−1
j=1 θjk
.
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This result may also be stated in terms of “raising operators” [12, p. 9]. For each
pair of integers 1 ≤ i < j ≤ n + 1 define an operator Rij acting on multi-integers
a = (a1, . . . , an+1) by Rij(a) = (a1, . . . , ai + 1, . . . , aj − 1, . . . , an+1). Any product R =∏
i<j R
θij
ij , with θ = (θij)1≤i<j≤n+1 ∈ M
(n+1) is called a raising operator. Its action may be
extended to any function gµ =
∏n+1
k=1 gµk , with µ a partition of length n + 1, by setting
Rgµ = gR(µ). In particular Rijgµ = gµ1 . . . gµi+1 . . . gµj−1 . . . gµn+1 . Then the quantity
appearing above in the right-hand side may be written
n+1∏
k=1
gλk+
∑n+1
j=k+1 θkj−
∑k−1
j=1 θjk
=
( ∏
1≤i<j≤n+1
R
θij
ij
)
gλ.
For q = t we recover the following variant of the Jacobi-Trudi expansion [12, p. 42]
sλ =
( ∏
1≤i<j≤n+1
(1− Rij)
)
hλ.
Applying ωq,t, we immediatly deduce the following analytic expansion of Macdonald
polynomials in terms of elementary symmetric functions ek.
Theorem 4. Let λ = (1m1 , 2m2, . . . , (n + 1)mn+1) be an arbitrary partition consisting of
parts at most equal to n + 1. We have
Pλ(q, t) =
∑
θ∈M(n+1)
n∏
k=1
C
(t,q)
θ1,k+1,...,θk,k+1
({ui = q
k−it
∑k
j=imj+
∑n+1
j=k+2(θi,j−θk+1,j); 1 ≤ i ≤ k})
×
n+1∏
k=1
e∑n+1
j=k mj+
∑n+1
j=k+1 θkj−
∑k−1
j=1 θjk
.
It is clear that the analytic developments given above are fully explicit. It is worth
considering these results in some particular cases [12, p. 324], namely q = t (Schur func-
tions), q = 1 (elementary symmetric functions), t = 1 (monomial symmetric functions),
q = 0 (Hall–Littlewood symmetric functions), and q = tα, t → 1 (Jack symmetric func-
tions). This is done in detail in [11], together with the case of hook partitions (r, 1s),
already worked out by Kerov [4].
4 Proof
We shall only need the following two elementary lemmas. Let a, u = (u1, . . . , un+1) and
v = (v1, . . . , vn+1) be 2n+ 3 indeterminates. Define
H(u; v) =
1
∆(v)
det1≤i,j≤n+1
[
vn−j+1i
(
1 + atj
n+1∏
k=1
uk − vi
tuk − vi
)]
.
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With vi = q
θiui, 1 ≤ i ≤ n, the last factor of C
(q,t)
θ1,...,θn
(u1, . . . , un) can be written
1
∆(v)
det1≤i,j≤n
[
vn−ji
(
1− tj
n+1∏
k=1
uk − vi
tuk − vi
)]
= lim
a→−1
1
1 + a
H(u, 1/t; v, 0).
Lemma 1. H(u, v) satisfies the two following functional equations :
(i)
n+1∑
i=1
n+1∏
k=1
k 6=i
vi/t− vk
vi − vk
n+1∏
k=1
1− vi/uk
1− vi/tuk
H(u; v1, . . . , vi/q, . . . , vn+1) =
n+1∑
i=1
n+1∏
k=1
k 6=i
uk/t− ui
uk − ui
n+1∏
k=1
1− vk/ui
1− vk/tui
H(u1, . . . , qui, . . . , un+1; v),
(ii)
n+1∑
i=1
n+1∏
k=1
k 6=i
tvi − vk
vi − vk
n+1∏
k=1
1− qvi/tuk
1− qvi/uk
H(u; v1, . . . , qvi, . . . , vn+1) =
n+1∑
i=1
n+1∏
k=1
k 6=i
tuk − ui
uk − ui
n+1∏
k=1
1− qvk/tui
1− qvk/ui
H(u1, . . . , ui/q, . . . , un+1; v).
Proof. Consider the indeterminates X = (x1, . . . , xn+1) and Y = (y1, . . . , yn+1), with
xi = vi and yi = 1/ui. Writing Π for Π(X, Y ; 1/q, 1/t) we have obviously
Π−1 T1/q,xi Π =
n+1∏
k=1
1− vi/uk
1− vi/tuk
, Π−1 T1/q,yi Π =
n+1∏
k=1
1− vk/ui
1− vk/tui
,
H(u; v) = Π−1D(a; 1/q, 1/t)(X)Π = Π
−1D(a; 1/q, 1/t)(Y )Π,
where the second equality follows from (1). Now we have
Π−1 T1/q,xi D(a; 1/q, 1/t)(X)Π =
n+1∏
k=1
1− vi/uk
1− vi/tuk
T1/q,xiH(u; v)
=
n+1∏
k=1
1− vi/uk
1− vi/tuk
H(u; v1, . . . , vi/q, . . . , vn+1),
and similarly
Π−1 T1/q,yi D(a; 1/q, 1/t)(Y )Π =
n+1∏
k=1
1− vk/ui
1− vk/tui
H(u1, . . . , qui, . . . , un+1; v).
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Thus (i) follows from (2). We have also
Π−1 Tq,xi Π =
n+1∏
k=1
1− qvi/tuk
1− qvi/uk
, Π−1 Tq,yi Π =
n+1∏
k=1
1− qvk/tui
1− qvk/ui
,
which implies
Π−1 Tq,xi D(a; 1/q, 1/t)(X)Π =
n+1∏
k=1
1− qvi/tuk
1− qvi/uk
H(u; v1, . . . , qvi, . . . , vn+1),
Π−1 Tq,yi D(a; 1/q, 1/t)(Y )Π =
n+1∏
k=1
1− qvk/tui
1− qvk/ui
H(u1, . . . , ui/q, . . . , un+1; v),
and (ii) follows from (3).
For any partition λ = (λ1, . . . , λn) and 1 ≤ k ≤ n, we write λ(k) = (λ1, . . . , λk −
1, . . . , λn).
Lemma 2. Let X = (x1, . . . , xN ) and z be N +1 indeterminates and λ = (λ1, . . . , λn) an
arbitrary partition with length n ≤ N . The coefficient of z in Qλ(X, z; q, t) is given by
1− t
1− q
n∑
k=1
ck(λ)Qλ(k)(X ; q, t),
with ck(λ) = 0 if λ(k) is not a partition, and otherwise
ck(λ) =
k−1∏
i=1
1− qλi−λk+1tk−i−1
1− qλi−λk+1tk−i
1− qλi−λktk−i+1
1− qλi−λktk−i
.
Proof. We have
Qλ(X, z) =
∑
µ
Qλ/µ(X)Qµ(z),
where Qλ/µ denotes the skew Macdonald function [12, p. 345]. But Qµ(z) is non zero only
if µ is a row partition (k), in which case Q(k)(z) = gk(z) = akz
k for some constant ak.
In particular a1 = (1 − t)/(1 − q). Thus the coefficient of z in Qλ(X, z) is (1 − t)/(1 −
q)Qλ/(1)(X). Now using Macdonald’s notations, the skew function Qλ/(1) is defined by
Qλ/(1) =
∑
ν
ψ
′
λ/ν Qν ,
with ψ
′
λ/ν given by
e1 Pν =
∑
λ
ψ
′
λ/ν Pλ.
It is the simplest case of the Pieri formula for Macdonald polynomials. The quantities
ψ
′
λ/ν have been computed in [12, p. 336]. The partition ν writes necessarily as ν = λ(k) =
(λ1, . . . , λk − 1, . . . , λn) for 1 ≤ k ≤ n, and we have ψ
′
λ/λ(k)
= ck(λ).
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Proof of Theorem 1. We start from the Pieri formula proved in [12, p. 340, (6.24), (ii)].
Being given a partition µ = (µ1, . . . , µn) with length n, this Pieri formula reads
Q(r) Qµ =
∑
κ⊃µ
ψκ/µQκ,
where the skew diagram κ−µ is a horizontal r - strip, i.e. has at most one square in each
column. Since κ− µ is a horizontal strip, the length of κ is at most equal to n + 1, and
we can write
Q(r) Q(µ1,...,µn) =
∑
θ∈Nn
ψθ1,...,θn(µ)Q(µ1+θ1,...,µn+θn,r−|θ|).
Now let λ = (λ1, ..., λn+1) be a partition with length n+1. Expanding Q(λn+1)Q(λ1,...,λn)
and using induction on λn+1, we see that the Pieri formula can be inverted as
Q(λ1,...,λn+1) =
∑
θ∈Nn
Fθ1,...,θn(λ)Q(λn+1−|θ|) Q(λ1+θ1,...,λn+θn),
with Fθ(λ) to be determined. Since ψ0,...,0(µ) = 1, one has F0,...,0(λ) = 1.
We can write this expansion at (X, z), apply Lemma 2, and identify the coefficient of
z on each side, up to (1− t)/(1− q). The coefficient on the left-hand side is
n+1∑
k=1
ck(λ)Qλ(k) =
∑
θ∈Nn
( n∑
k=1
ck(λ)Fθ1,...,θn(λ(k))Q(λn+1−|θ|) Q(λ1+θ1,...,λk+θk−1,...,λn+θn)
+ cn+1(λ)Fθ1,...,θn(λ(n+1))Q(λn+1−|θ|−1) Q(λ1+θ1,...,λn+θn)
)
.
The coefficient on the right-hand side is
∑
θ∈Nn
Fθ1,...,θn(λ)
(
Q(λn+1−|θ|−1) Q(λ1+θ1,...,λn+θn)
+
n∑
k=1
ck((λ1 + θ1, . . . , λn + θn))Q(λn+1−|θ|) Q(λ1+θ1,...,λk+θk−1,...,λn+θn)
)
.
Now the products Q(r)Qµ form a basis of Sym. Identifying coefficients of Q(λn+1−|θ|−1)
Q(λ1+θ1,...,λn+θn) on both sides, we obtain
n∑
i=1
ci(λ)Fθ1,...,θi+1,...,θn(λ(i)) + cn+1(λ)Fθ1,...,θn(λ(n+1)) =
Fθ1,...,θn(λ) +
n∑
i=1
ci((λ1 + θ1, . . . , λi + θi + 1, . . . , λn + θn))Fθ1,...,θi+1,...,θn(λ). (4)
Remark that in order to cover all the cases, this equation must also be considered when
one θk is equal to −1. Then the corresponding Fθ(λ) are of course set to zero.
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An essential fact is that equation (4) can be used to define Fθ1,...,θn(λ) by induction,
starting from F0,...,0(λ) = 1. Indeed it can be written as
cn((λ1 + θ1, . . . , λn + θn))Fθ1,...,θn(λ) = −Fθ1,...,θn−1(λ)
−
n−1∑
i=1
ci((λ1 + θ1, . . . , λi + θi + 1, . . . , λn + θn − 1))Fθ1,...,θi+1,...,θn−1(λ)
+
n∑
i=1
ci(λ)Fθ1,...,θi+1,...,θn−1(λ(i)) + cn+1(λ)Fθ1,...,θn−1(λ(n+1)).
This defines Fθ(λ) through an induction on |λ| and θn. Indeed each Fκ(µ) which
contributes to the right-hand side has either |µ| = |λ| − 1, or κn = θn− 1. And for θn = 0
the previous relation writes
cn((λ1 + θ1, . . . , λn−1 + θn−1, λn))Fθ1,...,θn−1,0(λ) = cn(λ)Fθ1,...,θn−1,0(λ(n)),
which still allows induction on |λ|.
Moreover since ck(λ) depends only on the quantities q
λi−λj , and not on qλn+1 , the
inductive definition implies that Fθ1,...,θn(λ) depends only on q
λi−λn+1 , 1 ≤ i ≤ n. So we
may write
Fθ1,...,θn(λ1, . . . , λn+1) = Fθ1,...,θn(u1, . . . , un),
with ui = q
λi−λn+1tn−i, 1 ≤ i ≤ n. Setting vi = q
θiui, relation (4) may be written
n∑
i=1
i−1∏
k=1
1− quk/tui
1− quk/ui
1− tuk/ui
1− uk/ui
Fθ1,...,θi+1,...,θn(u1, . . . , ui/q, . . . , un)
+
n∏
k=1
1− quk
1− qtuk
1− t2uk
1− tuk
Fθ1,...,θn(qu) =
Fθ1,...,θn(u) +
n∑
i=1
i−1∏
k=1
1− vk/tvi
1− vk/vi
1− tvk/qvi
1− vk/qvi
Fθ1,...,θi+1,...,θn(u). (5)
By the inductive hypothesis, the property being true for θ = 0, the proof will be
finished if we show that C
(q,t)
θ1,...,θn
(u1, . . . , un) satisfies the previous equation. Using
C
(q,t)
θ1,...,θn
(u1, . . . , un) =∏
1≤i<j≤n+1
(qui/tuj; q)θi
(qui/uj; q)θi
∏
1≤i≤j≤n
(tui/vj; q)θi
(ui/vj; q)θi
lim
a→−1
1
1 + a
H(u, 1/t; v, 0),
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after an easy computation, it is sufficient to prove
n∑
i=1
1− ui
1− tui
n∏
k=1
k 6=i
ui/t− uk
ui − uk
n∏
k=1
tui − qvk
ui − qvk
H(u1, . . . , ui/q, . . . , un, 1/t; v, 0)
+
n∏
k=1
1− t2uk
1− tuk
1− qvk
1− qtvk
H(qu, 1/t; qv, 0) = H(u, 1/t; v, 0)+
n∑
i=1
1− qvi
1− qtvi
n∏
k=1
k 6=i
vi − vk/t
vi − vk
n∏
k=1
tuk − qvi
uk − qvi
H(u, 1/t; v1, . . . , qvi, . . . , vn, 0).
Since H(u, un+1/q; v, 0) = H(qu, un+1; qv, 0) we conclude by applying Lemma 1 (ii), with
un+1 = 1/t and vn+1 = 0.
Remark : Starting from Lemma 1 (i), the same argument applied in reverse order shows
that Fθ1,...,θn = C
(q,t)
θ1,...,θn
also satisfies the recurrence relation
n∑
k=1
n∏
i=k+1
1− vk/tvi
1− vk/vi
1− tvk/qvi
1− vk/qvi
Fθ1,...,θk−1,...,θn(u) + Fθ1,...,θn(u) = Fθ1,...,θn(u/q)+
n∑
k=1
1− quk
1− qtuk
1− t2uk
1− tuk
n∏
i=k+1
1− quk/tui
1− quk/ui
1− tuk/ui
1− uk/ui
Fθ1,...,θk−1,...,θn(u1, . . . , quk, . . . , un).
However a direct proof of this second relation seems much more difficult than for (5).
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