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Abstract. We discuss approaches to semantic heterogeneity and pro-
pose a formalisation of semantic interoperability based on the Barwise-
Seligman theory of information ﬂow. We argue for a theoretical frame-
work that favours the analysis and implementation of semantic interop-
erability scenarios relative to particular understandings of semantics. We
present an example case of such a scenario where our framework has been
applied as well as variations of it in the domain of ontology mapping.
1 Introduction
The problem of resolving semantic heterogeneity has been identiﬁed in the past
in the ﬁeld of federated databases as one of the core challenges for achieving
semantic interoperability [22]. Despite collective eﬀorts from researchers and
industrialists it remains largely unsolved. Recently, the same challenge surfaced
again in a diﬀerent context, that of the Semantic Web. It has diﬀerent character-
istics though, which make it even harder to tackle, because we are dealing with
a distributed and deregulated environment where the assurances of a strictly
monitored database management system no longer hold.
One of the core premises of the Semantic Web vision is that systems should
be able to exchange information and services with one another in semantically
rich and sound manners [5]. The semantics of one system should therefore be
exposed to the environment in such a way that other systems can interpret it
correctly and use it to achieve interoperability, which is vital for distributed
reasoning in order to support applications and services alike. However, there are
numerous ways of expressing, exposing and understanding semantics, which leads
to heterogeneity, more speciﬁcally, semantic heterogeneity. Lessons learned from
previous attempts to resolve semantic heterogeneity—and also from peripheral
areas where inconsistency has shown that semantic heterogeneity is an endemic
characteristic of distributed systems and we should learn to live with it [10]—
has prompted us to look at this challenge from another angle: to achieve the
necessary and suﬃcient semantic interoperability even if it means that we will
not resolve semantic heterogeneity completely.
To understand the necessary and suﬃcient conditions for achieving semantic
interoperability we need to look what the minimal requirements for interoper-
ability are. For two systems to interoperate there must be an established form
of communication and the right means to achieve this eﬃciently and eﬀectively.An established form of communication clearly resembles the idea of agreed stan-
dards, and there has been considerable eﬀort in the knowledge engineering com-
munity to come up with the right technologies for enforcing them. Ontologies
are among the most popular ones, which act at the protocol to which systems
have to adhere in order to establish interoperability. Although ontologies provide
the means to establish communication eﬃciently there are not always eﬀective.
The crux of the problem is the increasing proliferation of domain and applica-
tion ontologies on the Semantic Web, and, since they were built independently
by distinct groups, they are semantically heterogeneous, hence outweighing the
beneﬁts of having an ontology in the ﬁrst place. Enforcing a single standard on-
tology (or a set of standard ontologies) could alleviate the problem, but history
of computing has taught us that this is a long process with arguable results. If
we accept that ontologies are necessary for expressing and exposing semantics of
systems and domains to the Semantic Web, then we have to anticipate diﬀerent
versions of them, semantically heterogeneous ones, which have to be shared in
order to achieve interoperability.
2 Semantic Interoperability and Integration
Semantic interoperability and semantic integration are much contested and fuzzy
concepts, which have been used over the past decade in a variety of contexts and
works. As reported in [21], in addition, both terms are often used indistinctly,
and some view these as the same thing.
The ISO/IEC 2382 Information Technology Vocabulary deﬁnes interoper-
ability as “the capability to communicate, execute programs, or transfer data
among various functional units in a manner that requires the user to have little
or no knowledge of the unique characteristics of those units.” In a debate on the
mailing list of the IEEE Standard Upper Ontology working group, a more for-
mal approach to semantic interoperability was advocated: to use logic in order to
guarantee that, after data were transmitted from a sender system to a receiver,
all implications made by one system had to hold and be provable by the other,
and that there should be a logical equivalence between those implications.3
With respect to integration, Uschold and Gr¨ uninger argue that “two agents
are semantically integrated if they can successfully communicate with each other”
and that “successful exchange of information means that the agents understand
each other and there is guaranteed accuracy” [26]. According to Sowa, to inte-
grate two ontologies means to derive a new ontology that facilitates interoperabil-
ity between systems based on the original ontologies, and he distinguishes three
levels of integration [23]: Alignment—a mapping of concepts and relations to
indicate equivalence—, partial compatibility—an alignment that supports equiv-
alent inferences and computations on equivalent concepts and relations—, and
uniﬁcation—a one-to-one alignment of all concepts and relations that allows
any inference or computation expressed in one ontology to be mapped to an
equivalent inference or computation in the other ontology.
3 Message thread on the SUO mailing list initiated at http://suo.ieee.org/email/msg07542.html.The above deﬁnitions reveal a common denominator, that of communica-
tion. As we said in the introduction, since ontologies have been established as
the preferable means for supporting communication, the research issue is the
following: Having established a protocol to which communication will be based,
i.e., ontologies, what is the best way to eﬀectively make those semantically in-
teroperable?
A practical angle of viewing this problem is to focus on the notion of equiv-
alence. That is, we would like to establish some sort of correspondence between
the systems and, subsequently, their ontologies, to make them interoperable; this
could be done by reasoning about equivalent constructs of the two ontologies.
However, equivalence is not a formally and consensually agreed term, neither
do we have mechanisms for doing that. Hence, if we are to provide a formal,
language-independent mechanism of semantic interoperability and integration,
we need to use some formal notion of equivalence. And for a precise approxima-
tion to equivalence the obvious place to look at is Logic.
In this sense ﬁrst-order logic seems the natural choice: among all logics it
has a special status due to its expressive power, its natural deductive systems,
and its intuitive model theory based on sets. In ﬁrst-order logic, equivalence is
approximated via the precise model-theoretic concept of ﬁrst-order equivalence.
This is the usual approach to formal semantic interoperability and integration;
see e.g., [4,6,20,26] and also those based on Description Logics [1]. In Ciocoiu
and Nau’s treatment of the translation problem between knowledge sources that
have been written in diﬀerent knowledge representation languages, semantics is
speciﬁed by means of a common ontology that is expressive enough to interpret
the concepts in all agents’ ontologies [6]. In that scenario, two concepts are
equivalent if, and only if, they share exactly the same subclass of ﬁrst-order
models of the common ontology.
But this approach also has its drawbacks. First, such formal notion of equiv-
alence requires the entire machinery of ﬁrst-order model theory, which includes
set theory, ﬁrst-order structures, interpretation, and satisfaction. This appears
to be heavyweight for certain interoperability scenarios. Madhavan et al. deﬁne
the semantics in terms of instances in the domain [16]. This is also the case,
for example, in Stumme and Maedche’s ontology merging method, FCA-Merge
[24], where the semantics of a concept symbol is captured through the instances
classiﬁed to that symbol. These instances are documents, and a document is
classiﬁed to a concept symbol if it contains a reference that is relevant to the
concept. For FCA-Merge, two concepts are considered equivalent if, and only if,
they classify exactly the same set of documents. Menzel makes similar objec-
tions to the use of ﬁrst-order equivalence and proposes an axiomatic approach
instead, inspired on property theory [25], where entailment and equivalence are
not model-theoretically deﬁned, but axiomatised in a logical language for ontol-
ogy theory [19].
Second, since model-theory does not provide proof mechanisms for checking
model equivalence, this has to be done indirectly via those theories that specify
the models. This assumes that the logical theories captured in the ontologies arecomplete descriptions of the intended models (Uschold and Gr¨ uninger call these
veriﬁed ontologies [26]), which will seldom be the case in practice. Furthermore,
Corrˆ ea da Silva et al. have shown situations in which even a common veriﬁed
ontology is not enough, for example when a knowledge base whose inference
engine is based on linear logic poses a query to a knowledge base with the same
ontology, but whose inference engine is based on relevance logic [7]. The former
should not accept answers as valid if the inference carried out in order to answer
the query was using the contraction inference rule, which is not allowed in linear
logic. Here, two concepts will be equivalent if, and only if, we can infer exactly
the same set of consequences on their distinct inference engines.
A careful look at the several formal approaches to semantic integration men-
tioned above reveals many diﬀerent understandings of semantics depending on
the interoperability scenario under consideration. Hence, what we need in order
to successfully tackle the problem of semantic interoperability is not so much a
framework that establishes a particular semantic perspective (model-theoretic,
property-theoretic, instance-based, etc.), but instead we need a framework that
successfully captures semantic interoperability despite the diﬀerent treatments
of semantics.
3 An Approach Based on Information-Flow Theory
We observe that, in order for two systems to be semantically interoperable (or
semantically integrated) we need to align and map their respective ontologies
such that the information can ﬂow. Consequently, we believe that a satisfactory
formalisation of semantic interoperability can be built upon a mathematical
theory capable of describing under which circumstances information ﬂow occurs.
Although there is no such theory yet, there have been many notable eﬀorts
[9,8,3]. A good place to start establishing a foundation for formalising semantic
interoperability is Barwise and Seligman’s channel theory, a mathematical model
that aims at establishing the laws that govern the ﬂow of information. It is a
general model that attempts to describe the information ﬂow in any kind of dis-
tributed system, ranging form actual physical systems like a ﬂashlight connecting
a bulb to a switch and a battery, to abstract systems such as a mathematical
proof connecting premises and hypothesis with inference steps and conclusions.
A signiﬁcant eﬀort to develop a framework around the issues of organis-
ing and relating ontologies based on channel theory is Kent’s Information Flow
Framework (IFF) [14], which is currently developed by the IEEE Standard Up-
per Ontology working group as a meta-level foundation for the development of
upper ontologies[13].
3.1 IF Classiﬁcation, Infomorphism, and Channel
In channel theory, each component of a distributed system is represented by
an IF classiﬁcation A = htok(A),typ(A),|=Ai, consisting of a set of tokens,
tok(A), a set of types, typ(A), and a classiﬁcation relation, |=A⊆ tok(A) ×typ(A), that classiﬁes tokens to types.4 It is a very simple mathematical structure
that eﬀectively captures the local syntax and semantics of a community for the
purpose of semantic interoperability.
For the problem that concerns us here the components of the distributed
systems are the ontologies of the communities that desire to communicate. We
model them as IF classiﬁcations, such that the syntactic expressions that a com-
munity uses to communicate constitute the types of the IF classiﬁcation, and
the meaning that these expressions take within the context of the community
are represented by the way tokens are classiﬁed to types. Hence, the seman-
tics is characterised by what we choose to be the tokens of the IF classiﬁcation,
and depending on the particular semantic interoperability scenario we want to
model, types, tokens, and its classiﬁcation relation will vary. For example, in
FCA-Merge [24], types are concept symbols and tokens particular documents,
while in Ciocoiu and Nau’s scenario [6] types are expressions of knowledge rep-
resentation languages and tokens are ﬁrst-order structures. The crucial point
is that the semantics of the interoperability scenario crucially depends on our
choice of types, tokens and their classiﬁcation relation for each community.
The ﬂow of information between components in a distributed system is mod-
elled in channel theory by the way the various IF classiﬁcations that represent
the vocabulary and context of each component are connected with each other
through infomorphisms. An infomorphism f = hfˆ,fˇi : A  B from IF classi-
ﬁcations A to B is a contravariant pair of functions fˆ : typ(A) → typ(B) and
fˇ: tok(B) → tok(A) satisfying, for each type α ∈ typ(A) and token b ∈ tok(B),
the fundamental property that fˇ(b) |=A α iﬀ b |=B fˆ(α):5
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A distributed IF system A consists then of an indexed family cla(A) = {Ai}i∈I
of IF classiﬁcations together with a set inf (A) of infomorphisms all having both
domain and codomain in cla(A).
A basic construct of channel theory is that of an IF channel—two IF clas-
siﬁcations A1 and A2 connected through a core IF classiﬁcation C via two
infomorphisms f1 and f2:
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4 We are using the preﬁx ‘IF’ (information ﬂow) in front of some channel-theoretic constructions
to distinguish them from their usual meaning.
5 Such contravariance is a recurrent theme in logic and mathematics and has been thoroughly
studied within the context of Chu spaces [2,12]; it also underlies the mathematical theory of
concept formation [11].This basic construct captures the information ﬂow between components A1 and
A2. Note that, in Barwise and Seligman’s model it is the particular tokens that
carry information and that information ﬂow crucially involves both types and
tokens.
In fact, our approach uses this model to approximate the intuitive notion
of equivalence necessary for achieving semantic interoperability with the precise
notion of a type equivalence that is supported by the connection of tokens from
A1 with tokens from A2 through the tokens of the core IF classiﬁcation C.
This provides us with the general framework of semantic interoperability we are
after, one that accommodates diﬀerent understandings of semantics—depending
on the particularities of the interoperability scenario—whilst retaining the core
aspect that will allow communication among communities: a connection through
their semantic tokens.
The key channel-theoretic construct we are going to exploit in order to out-
line our formal framework for semantic interoperability is that of a distributed
IF logic. This is the logic that represents the information ﬂow occurring in a
distributed system. In particular we will be interested in a restriction of this
logic to the language of those communities we are attempting to integrate. As
we proceed, we will hint at the intuitions lying behind the channel-theoretical
notions we are going to use; for a more in-depth understanding of channel theory
we point the interested reader to [3].
3.2 IF Theory and Logic
Suppose two communities A1 and A2 need to interoperate, but are using dif-
ferent ontologies. To have them semantically interoperating will mean to know
the semantic relationship in which they stand to each other. In terms of the
channel-theoretic context, this means to know an IF theory that describes how
the diﬀerent types from A1 and A2 are logically related to each other.
Channel theory has been developed based on the understanding that infor-
mation ﬂow results from regularities in a distributed system: information of some
components of a system carries information of other components because of the
regularities among the connections. These regularities are implicit in the repre-
sentation of the systems’ components and its connections as IF classiﬁcations
and infomorphisms, but in order to derive a notion of equivalence on the type-
level of the system we need to capture this regularity in a logical fashion. This
is achieved with IF theories and IF logics in channel theory.
An IF theory T = htyp(T),`i consists of a set typ(T) of types, and a binary
relation ` between subsets of typ(T). Pairs hΓ,∆i of subsets of typ(T) are called
sequents. If Γ ` ∆, for Γ,∆ ⊆ typ(T), then the sequent Γ ` ∆ is called a
constraint. T is regular if for all α ∈ typ(T) and all sets Γ,Γ0,∆,∆0,Σ0,Σ0,Σ1
of types:
1. Identity: α ` α
2. Weakening: If Γ ` ∆, then Γ,Γ0 ` ∆,∆03. Global Cut: If Γ,Σ0 ` ∆,Σ1 for each partition hΣ0,Σ1i of Σ0, then Γ ` ∆.6
Regularity arises from the observation that, given any classiﬁcation of tokens
to types, the set of all sequents that are satisﬁed7 by all tokens always fulﬁll
these three properties. In addition, given a regular IF theory T we can generate
a classiﬁcation Cla(T) that captures the regularity speciﬁed in its constraints.
Its tokens are partitions hΓ,∆i of typ(T) that are not constraints of T, and types
are the types of T, such that hΓ,∆i |=Cla(T) α iﬀ α ∈ Γ.8
The IF theory we are after in order to capture the semantic interoperability
between communities A1 and A2 is an IF theory on the union of types typ(A1)∪
typ(A2) that respects the local IF classiﬁcation systems of each community—
the meaning each community attaches to its expressions—but also interrelates
types whenever there is a similar semantic pattern, i.e., a similar way commu-
nities classify related tokens. This is the type language we speak in a semantic
interoperability scenario, because we want to know when type α of one com-
ponent corresponds to a type β of another component. In such an IF theory
a sequent like α ` β, with α ∈ typ(A1) and β ∈ typ(A2), would represent an
implication of types among communities that is in accordance to how the tokens
of diﬀerent communities are connected between each other. Hence, a constraint
α ` β will represent that every α is a β, together with a constraint β ` α we
obtain type equivalence.
Putting the idea of an IF classiﬁcation with that of an IF theory together we
get an IF logic L = htok(L),typ(L),|=L,`Li. It consists of an IF classiﬁcation
cla(L) = htok(L),typ(L),|=Li and a regular IF theory th(L) = htyp(L),`Li,
such that all tokens tok(L) satisfy all constraints of th(L);9 a token a ∈ tok(L)
satisﬁes a constraint Γ ` ∆ of th(L) if, when a is of all types in Γ, a is of some
type in ∆.
3.3 Distributed IF Logic
The sought after IF theory is the IF theory of the distributed IF logic of an IF
channel
C
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that represents the information ﬂow between A1 and A2. This channel can
either be stated directly, or indirectly by some sort of partial alignment of A1
and A2 (as we show, e.g., in Section 4.2).
The logic we are after is the one we get from moving a logic on the core C of
the channel to the sum of components A1 + A2: The IF theory will be induced
6 A partition of Σ
0 is a pair hΣ0,Σ1i of subsets of Σ
0, such that Σ0 ∪ Σ1 = Σ
0 and Σ0 ∩ Σ1 = ∅;
Σ0 and Σ1 may themselves be empty (hence it is actually a quasi-partition).
7 Deﬁned further below.
8 These tokens may not seem obvious, but these sequents code the content of the classiﬁcation
table: The left-hand sides of the these sequents indicate to which types they are classiﬁed, while
the right-hand sides indicate to which they are not.
9 Properly speaking this is the deﬁnition of a sound IF logic. Channel theory has room for unsound
IF logics, but they are not needed for the purpose of this paper.at the core of the channel; this is crucial. The distributed IF logic is the inverse
image of the IF logic at the core.
Given an infomorphism f : A  B and an IF logic L on B, the inverse image
f−1[L] of L under f is the IF logic on A, whose theory is such that Γ ` ∆ is a
constraint of th(f−1[L]) iﬀ fˆ[Γ] ` fˆ[∆] is a constraint of th(L).
The type and tokens system at the core and the IF classiﬁcation of tokens
to types will determine the IF logic at this core. We usually take the natural IF
logic as the IF logic of the core, which is the IF logic Log(C) generated from
an IF classiﬁcation C: its classiﬁcation is C and its regular theory is the theory
whose constraints are the sequents satisﬁed by all tokens. This seems natural,
and is also what happens in the various interoperability scenarios we have been
investigating.
Given an IF channel C = {f1,2 : A1,2  C} and an IF logic L on its core
C, the distributed IF logic, DLogC(L), is the inverse image of L under the sum
infomorphisms f1 +f2 : A1 +A2  C. This sum is deﬁned as follows: A1 +A2
has as set of tokens the Cartesian product of tok(A1) and tok(A2) and as set of
types the disjoint union of typ(A1) and typ(A2), such that for α ∈ typ(A1) and
β ∈ typ(A2), ha,bi |=A1+A2 α iﬀ a |=A1 α, and ha,bi |=A1+A2 β iﬀ b |=A2 β.
Given two infomorphisms f1,2 : A1,2  C, the sum f1 + f2 : A1 + A2  C is
deﬁned by (f1 + f2)ˆ(α) = fi(α) if α ∈ Ai and (f1 + f2)ˇ(c) = hfˇ1(c),fˇ2(c)i,
for c ∈ tok(C).
4 Representing Semantic Interoperability
In this section we illustrate, by means of an example, our approach to seman-
tic interoperability via IF channels. Suppose that we are dealing with a situa-
tion where an agent or a group of agents (human or artiﬁcial) are faced with
the task of aligning organisational structures and responsibilities of ministries
across diﬀerent governments. This is a realistic scenario set out in the domain of
e-governments. Our agents have to align UK and US governments, by focusing
on governmental organisations, like ministries. The focal point of this alignment
is not only the structural and taxonomic diﬀerences of these ministries but the
way in which responsibilities are allocated in diﬀerent departments and oﬃces
within these ministries. This constitutes the semantics of our interoperability
scenario, and consequently this will determine our choice of types, tokens and
their classiﬁcation relation for each community, as already pointed out in Sec-
tion 3.1.
For the sake of brevity and space reasons, we only describe here four min-
istries: The UK Foreign and Commonwealth Oﬃce, the UK Home Oﬃce, the
US Department of State, the US Department of Justice (hereafter, FCO, HO,
DoS and DoJ, respectively). We gathered information related to these ministries
from their web sites10 where we focused on their organisational structures, as-
suming that the meaning of these structures is in accordance to the separation
10 Accessible from www.homeoﬃce.gov.uk, www.fco.gov.uk, www.state.gov and www.usdoj.gov.of responsibilities. These structures were trivial to extract, either from the hi-
erarchical lists of departments, agencies, bureau, directorates, divisions, oﬃces
(which we shall commonly refer to as units) within these ministries, or organisa-
tional charts and organograms publicly available on the Web. The extraction of
responsibilities and their units though, requires an intensive manual knowledge
acquisition exercise. At the time of our experiments, the ministries’ taxonomies
ranged from 38 units comprising the US DoJ to 109 units for the UK HO.
In order to capture semantic interoperability via IF channels we devised the
following four steps:
1. deﬁne the various contexts of each community by means of a distributed IF
system of IF classiﬁcations;
2. deﬁne an IF channel—its core and infomorphisms—connecting the IF clas-
siﬁcations of the various communities;
3. deﬁne an IF logic on the core IF classiﬁcation of the IF channel that repre-
sents the information ﬂow between communities;
4. distribute the IF logic to the sum of community IF classiﬁcations to obtain
the IF theory that describes the desired semantic interoperability.
These steps illustrate a theoretical framework and need not to correspond to
actual engineering steps; but we claim that a sensible implementation of semantic
interoperability can be achieved following this framework, as it constitutes the
theoretical foundation of a semantic interoperability scenario. In fact, we have
proposed an IF-based method to assist in ontology mapping [15], and in Section
5 we brieﬂy discuss how it relates to this framework.
4.1 Community IF Classiﬁcations
UK and US governments use diﬀerent ontologies to represent their respective
ministries; therefore, we shall be dealing with two separate sets of types, typ(UK) =
{FCO,HO} and typ(US) = {DoS,DoJ}. We model the interoperability scenario
using a separate IF classiﬁcation for each government, UK and US, whose types
are ministries.
To have UK and US ministries semantically interoperable will mean to know
the semantic relationship in which they stand to each other, which we take, in
this particular scenario, to be their set of responsibilities. It is sensible to assume
that there will be no obvious one-to-one correspondence between ministries of
two governments because responsibilities of a ministry in one government may
be spread across many ministries of the other, and vice versa. But we can at-
tempt to derive an IF theory that describes how the diﬀerent ministry types
are logically related to each other—an IF theory on the union of ministry types
typ(UK) ∪ typ(US) in which a constraint like FCO ` DoS would represent the
fact that a responsibility of the UK Foreign and Commonwealth Oﬃce is also a
responsibility of the US Department of State.
We shall construct the IF channel that will allow us to derive the desired IF
theory using the hierarchical structure of units shown in Figure 1. Within the
context of one government, diﬀerent ministries represent already the top-levelFig.1. Hierarchical structures of government ministries
separation of responsibilities. From the hierarchical structures we extract an IF
theory on unit types for each government. Following are the two IF theories of
UK and US units, respectively:
` AG,FS IND ` AG ` SoS,AGe BEA ` SoS
AG,FS ` PA,IND ` SoS,AGe ` BCA,BEA `
PA ` AG EUE ` FS BCA ` SoS INS ` AGe
By extracting responsibilities from the units’ web sites we are able to deﬁne
an IF classiﬁcation for each government whose tokens are responsibilities and
types are ministry units, and then classify responsibilities to their respective
units. In the table below, we list the extracted responsibilities for both UK and
US ministries along with their IDs, which we will use in sequel for the sake of
brevity.
ID UK responsibilities
r1 issues UK passports
r2 regulate entry and settlement in the UK
r3 executive services of the HO
r4 promote productive relations
r5 responsible for the work of FCO
ID US responsibilities
s1 US passport services and information
s2 promotes US interests in the region
s3 heading the DoS
s4 facilitate entry to the US
s5 supervise and direct the DoJ
The IF classiﬁcations will have to be in accordance to the hierarchy as rep-
resented in the IF theories. That is, if a responsibility is classiﬁed to a unit, it
shall also be classiﬁed to all its supra-units. This can be done automatically. The
IF classiﬁcations AUK and AUS for UK and US units, respectively, along with
their abbreviated responsibilities is as follows:
AG PA IND FS EUE
r1 1 1 0 0 0
r2 1 0 1 0 0
r3 1 0 0 0 0
r4 0 0 0 1 1
r5 0 0 0 1 0
SoS BCA BEA AGe INS
s1 1 1 0 0 0
s2 1 0 1 0 0
s3 1 0 0 0 0
s4 0 0 0 1 1
s5 0 0 0 1 0To represent how ministry types (like FCO,HO, etc.) from the IF classiﬁcation
UK relate to the IF classiﬁcation AUK of ministerial units, we will use the ﬂip
A⊥
UK
11 of the IF classiﬁcation table and its disjunctive power ∨A⊥
UK
12. The ﬂip
classiﬁes ministerial units to responsibilities, and for the UK case is shown in
Figure 2 (a). The disjunctive power of this ﬂip classiﬁes ministerial units to sets
of responsibilities, whenever at least one of its responsibilities are among those
in the set. A fragment of this IF classiﬁcation is shown in Figure 2 (b).
r1 r2 r3 r4 r5
AG 1 1 1 0 0
PA 1 0 0 0 0
IND 0 1 0 0 0
FS 0 0 0 1 1
EUE 0 0 0 1 0
{r1,r2,r3,r4,r5} ··· {r1,r2,r3} ··· {r4,r5}
AG 1 1 0
PA 1 1 0
IND 1 1 0
FS 1 0 1
EUE 1 0 1
(a) (b)
Fig.2. Flip and disjunctive power of a classiﬁcation
The way ministries relate to these sets of responsibilities can then be repre-
sented with an infomorphism hUK : UK  ∨A⊥
UK; and each context for a gov-
ernment, with its ministries, their respective units, and hierarchy captured by an
IF theory, is then represented as a distributed IF system of IF classiﬁcations. For
the UK government this distributed system is UK
hUK − − − → ∨A⊥
UK
ηA⊥
UK ← − − − − A⊥
UK,
with hUK(HO) = {r1,r2,r3} and hUK(FCO) = {r4,r5}.
4.2 The IF Channel
We construct an IF channel from a partial alignment of some of the responsibil-
ities extracted from the ministerial units’ web sites. This is the crucial aspect of
the semantic interoperability, since it is the point where relations in meaning are
established. We assume a partial alignment, that is, one where not all respon-
sibilities r1 to r5 are related to responsibilities s1 to s5. In particular we shall
assume the alignment of UK responsibilities r1, r2 and r4 with US responsibilities
s1, s4 and s2. An agreed description of these responsibilities is the following:
– (a) passport services: r1 ←→ s1
– (b) immigration control: r2 ←→ s4
– (c) promote productive relations: r4 ←→ s2
11 The ﬂip A
⊥ of an IF classiﬁcation A is the classiﬁcation whose tokens are typ(A) and types are
tok(A), such that α |=A⊥ a iﬀ a |=A α
12 The disjunctive power ∨A of an IF classiﬁcation A is the classiﬁcation whose tokens are the same
as A, types are subsets of typ(A), and given a ∈ tok(A) and Φ ⊆ typ(A), a |=∨A Φ iﬀ a |=A σ
for some σ ∈ Φ. There exists a natural embedding ηA : A  ∨A deﬁned by ηˆA(α) = {α} and
ηˇA(a) = a, for each α ∈ typ(A) and a ∈ tok(∨A)The focus of this paper is not how this partial alignment is established; various
heuristic mechanisms have been proposed in the literature (see e.g., [20]), as well
as mapping methods based on information-ﬂow theory (see [15] and Section 5).
We assume that we have already applied one of those heuristics or methods and
come up with the agreed descriptions given above.
The above partial alignment is a binary relation between typ(A⊥
UK) and
typ(A⊥
US). In order to represent this alignment as a distributed IF system in
channel theory, we decompose the binary relation into a couple of total functions
gˆUK,gˆUS from a common domain typ(A) = {a,b,c}. (For example gˆUK(b) =
r2 and gˆUS(b) = s4.) This will constitute the type-level of a couple of infomor-
phisms. We complete the alignment to a system of IF classiﬁcations A⊥
UK
gUK ← − − −
A
gUS − − → A⊥
US by generating the IF classiﬁcation on typ(A) with all possible
tokens, which we generate formally, and their classiﬁcation. To satisfy the fun-
damental property of infomorphisms, the token-level of gUK,gUS must be as
follows:
a b c
n0 0 0 0
n1 0 0 1
n2 0 1 0
n3 0 1 1
n4 1 0 0
n5 1 0 1
n6 1 1 0
n7 1 1 1
gˇUK(AG) = n6
gˇUK(PA) = n4
gˇUK(IND) = n2
gˇUK(FS) = n1
gˇUK(EUE) = n1
gˇUS(SoS) = n5
gˇUS(BCA) = n4
gˇUS(BEA) = n1
gˇUS(AGe) = n2
gˇUS(INS) = n2
Obviously, not all tokens of A will be in the images of gˇUK and gˇUS.
This alignment allows us to generate the desired channel between UK and
US that captures the information ﬂow according to the aligned responsibilities.
This is done by constructing a classiﬁcation C and a couple of infomorphisms
fUK : ∨A⊥
UK  C and fUS : ∨A⊥
US  C that correspond to a category-
theoretic colimit [18] of the following distributed IF system, which includes the
alignment and the contexts of each government:
C
∨A
⊥
UK
fUK 22 f f f f f f f f f f f f f f f f
∨A
⊥
US
fUS llXXXXXXXXXXXXXXX
UK
hUK 66 m m m m m m
A
⊥
UK
ηAUK hhRRRRRR
A gUK
oo
gUS
// A
⊥
US
ηAUS 66 m m m m m m
US
hUS hhPPPPPP
4.3 The IF Logic on the Core
This is how colimit C is constructed: its set of types typ(C) is the disjoint union
of types of ∨A⊥
UK and ∨A⊥
US; its tokens are connections—pairs of tokens—that
connect a token a of ∨A⊥
UK with a token b of ∨A⊥
US only when a and b are send
by the alignment infomorphisms gUK and gUS to tokens of the alignment IF
classiﬁcation A that are classiﬁed as of the same type. For example, the core C
will have a token hAG,SoSi connecting ∨A⊥
UK-token AG with ∨A⊥
US-token SoS,because gˇUK(AG) = n6 and gˇUS(SoS) = n5, and both n5 and n6 are of type a
in A.
The following is a fragment of the IF classiﬁcation on the core (not all types
are listed, but all tokens are):
{r1,r2,r3} {r4,r5} {s1,s2,s3} {s4,s5}
hFS,BEAi 0 1 1 0
hEUE,BEAi 0 1 1 0
hFS,SoSi 0 1 1 0
hEUE,SoSi 0 1 1 0
hIND,AGei 1 0 0 1
hIND,INSi 1 0 0 1
hAG,AGei 1 0 0 1
hPA,BCAi 1 0 1 0
hPA,SoSi 1 0 1 0
hAG,BCAi 1 0 1 0
hAG,SoSi 1 0 1 0
It shows the IF classiﬁcation of all connections to those types of the core
that are in the image of fUK ◦hUK and fUS ◦hUS, which are the infomorphisms
we will use in the next step to distribute the IF logic on the core to the IF
classiﬁcations UK and US.
As the IF logic on the core we will take the natural IF logic of the IF classi-
ﬁcation C, whose constraints are:
{r4,r5} ` {s1,s2,s3} {s4,s5} ` {r1,r2,r3}
{r1,r2,r3},{r4,r5} ` ` {r1,r2,r3},{r4,r5}
{s1,s2,s3},{s4,s5} ` ` {s1,s2,s3},{s4,s5}
The natural IF logic is the one that captures in its constraints a complete knowl-
edge of the IF classiﬁcation. Since we have constructed the IF classiﬁcation from
those in the distributed system—which captured the contexts of governments
together with the alignment of certain responsibilities—the natural IF logic will
have as its IF theory all those sequents that conform to the government’s contexts
as well as to the alignment, which is what we desire for semantic interoperability.
4.4 The Distributed IF Logic
The natural IF logic has an IF theory whose types are sets of responsibilities
taken from UK or US web sites, but we want to know how this theory trans-
lates to government ministries, by virtue of what responsibilities each ministry
has. Hence we take the IF theory of the distributed IF logic of the IF channel
UK
fUK◦hUK − − − − − − → C
fUS◦hUS ← − − − − − − US:
FCO ` DoS
HO,FCO `
DoS,DoJ `
DoJ ` HO
` HO,FCO
` DoS,DoJ
which is the inverse image along (fUK ◦ hUK) + (fUS ◦ hUS) of the natural
IF logic Log(C) generated from the core IF classiﬁcation. Its theory has the
constraints shown above and captures the semantic interoperability between all
ministries in our scenario.5 Toward Automating Semantic Interoperability
The case described above showed the four steps of the proposed framework for
representing semantic interoperability through an example scenario. As these
steps exemplify the application of a theoretical framework to a test case, they
do not correspond to actual engineering processes. Furthermore, when it comes
to implementation we do not impose any speciﬁc requirements as to what for-
malisms or inference engine will be used, or how it will be deployed on the Web.
It depends on the interoperability scenario at question. For example, in our pre-
vious work we focused on ontology mapping and devised the IF-Map method,
which comprises four phases: acquisition, translation, infomorphism generation,
and map projection. The IF-Map method is described in detail in [15], but here
we recapitulate on some key parts and draw an analogy with the generic frame-
work proposed above.
The acquisition and translation phases of IF-Map fall into the ﬁrst step of our
framework. In particular, they support the deﬁnition of the contexts of each com-
munity by representing source ontologies as IF classiﬁcations. The acquisition
phase actually supports the harvesting of ontologies from various sources when
these are not immediately available. IF-Map’s next phase, infomorphism gener-
ation, supports the generation of the IF channel, which constitutes the second
step in our framework. In the example of Section 4 we used an alignment struc-
ture to generate the desired channel between IF classiﬁcations UK and US. The
IF-Map method is able to support and automate the generation of the necessary
infomorphisms of this alignment structure, and also of the infomorphisms of the
IF channel. The third and fourth steps of our framework—the generation of the
IF logic at the core and its distribution to the sum of communities in order to
obtain the distributed IF logic—do not have a direct counterpart in the IF-Map
method as it would have been if we were interested in representing the integration
of the two ontologies. Finally, the last phase of IF-Map, map projection, projects
and stores the generated infomorphisms into RDF stores, which lies outside the
scope of the theoretical framework presented here. We currently represent info-
morphisms as custom-made RDF statements but we could have also used the
OWL construct owl:sameAs. As it is reported in [17], owl:sameAs constructs
could be used to represent links from one individual to another individual, and
in more expressive versions of the language, like OWL Full, owl:sameAs could
be used to deﬁne class equality, thus indicating that two concepts have the same
intentional meaning. As the semantics of owl:sameAs do not impose a particu-
lar form of equality—only indicating individuals which share the same identity
or sets of individuals (classes) that are interpreted intentionally as equal—we
could see them as candidates for representing equivalence between types (a.k.a.
classes).
6 Conclusions
We elaborated on the eﬀorts been made to formalise and to provide automated
support to semantic interoperability. We argued for the need to represent se-mantic interoperability in such a way that diﬀerent understandings of semantics
can be accommodate and potentially automated. We presented a theoretical
framework for achieving this based on Information-Flow theory and illustrated
an example scenario. Variations of this framework have been used in our recent
work on mapping for Semantic Web ontologies. In the future, we plan to apply
this framework to diﬀerent semantic interoperability scenarios and to focus on
semantic integration of distinct ontologies on the Semantic Web.
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