Controlled manipulation of the quantum systems is becoming an important technological tool. Rabi oscillations are one of the simplest, yet quite useful mechanisms for achieving such manipulation. However, the validity of simple Rabi theory is limited and its upgrades are usually both technically involved as well as limited to simple two-level systems. The aim of the paper is to demonstrate a simple graphical method for the analysis of the applicability of simple Rabi solutions to the controlled population transfer in complex multi-level quantum systems.
I Introduction
State selective manipulation of discrete-level quantum systems such as atoms, molecules or quantum dots is a the ultimate tool for many diverse fields such as laser control of chemical reactions, atom optics, high-precision metrology and quantum computing [1] . The elementary process on which many of the schemes of such manipulation rely are 'Rabi' population oscillations between two selected levels of the system. In the lowest approximation these oscillations are induced by perturbing the system with the coherent monochromatic force tuned into resonance with the desired transition. The name of this phenomenon stems from the name of the author of the first approximate analytic assessment of this process [2] .
Original Rabi theory is simple to present and comprehend, but has two drawbacks. First is that due to the rotating wave approximation (RWA), under which it is obtained, its validity is limited even in the pure two-level systems.
A number of papers has been published concerning the solution to the population dynamics without RWA (e.g. [3, 4, 5] ) which are all based on high-level mathematical apparatus and hence quite un-intuitive. Also, as these methods are founded on the perturbative approaches, the solution in the case of the extreme breakdown of the RWA -which is extremely simple (although maybe not very useful) -is seldom described. Second, analytical approach to the single-laser Rabi oscillations is generally constrained to simple two level system, and hence its validity is necessarily limited when it is applied to more complex multi-level systems. Since many (or, indeed, most...) interesting real systems actually are multi-level systems, at least a rough assesment of the influence of their structural complexity on Rabi oscillations between selected two levels should be done before applying them to complex systems.
In this paper both these questions are addressed. In the first section mathematically simple, yet thorough analysis of the limitations of the RWA approximation in two-level systems is presented. In the second a simple graphically criterium (based on Rabi profiles) for the analysis of validity of the RWA-based solutions is established. This enables quick estimation of the validity of the Rabi solution for certain system parameters just by visually inspecting the shape of simple lorenzian curve. Finally, third section is devoted to discussion of how Rabi profiles may be used to estimate the validity of the two-level Rabi solution in the general multi-level system. Although presented analysis is graphical -and hence not very strict in mathematical sense -it is nevertheless firmly anchored with solid analytically established arguments. It enables very good order-of-magnitude estimates of the maximum driving field intensities that can be used to efficiently drive the selected transition. Most of all, it offers conceptual simplicity and intuitiveness which are both of utmost importance when the whole subject is presented either to interested non-experts or to the newcomers in the field. Hence we consider it very suitable as both quick lab-reference tool as well as the simple didactic introduction into much more involved strict quantitative theory.
In all calculations the value of the Planck constant is taken to beh = 1.
II Rotating wave approximation in the two-level system
In this section a simple, yet thorough analysis of the validity of Rabi RWA solution in the two level system is presented. The results obtained -majority of which are quite well known -will serve as the strict mathematical basis for the consequent discussions.
II.1 Full dynamical equation
Consider the two-level quantum system. Its dynamics is described by the time dependent Schrödinger equation:
x denotes the set of all the spatial coordinates of the system. H 0 (x) is the unperturbed time-independent Hamiltonian of the system, satisfying the eigenequation:
where φ i (x) and E i are eigenfunctions and respective total energies of the unperturbed system. V (x, t) is the homogeneous monochromatic perturbation:
σ(x) is the spatial operator odd with respect to central inversion (e.g. dipole, quadrupole, ...) through which the perturbation establishes coupling between the two levels of the system. F 0 is the parameter determining the perturbation intensity (which shall be referred to as the perturbation intensity for short).
ω is constant tunable frequency of the external perturbation. Expressing the solution ψ(t) as an expansion over eigenstates φ i (x),
Eq. (1) transforms into a system of two coupled differential equations for the time dependent expansion coefficients a i (t):
Here
From the definition it is evident that I 12 = I 21 and I 11 = I 22 = 0. Combining the two expansion coefficients into a two-component vector a(τ ), expanding a cosine term as
and re-scaling the time variable to
casts Eq. (5) into convenient matrix form:
where ∆ ≡ Evolution of the population of particular level is given by Π i (t) = |a i (τ )| 2 .
II.2 RWA solution and its limitations
Rotating wave approximation hinges on the assumption that the complex exponential terms containing Γ in Eq. (7) have only minor (or even negligible) impact on the system dynamics and may hence be dropped in all further calculations. However, in order to fully explore their influence, they shall be keep throughout this calculation.
Now the following procedure is administered: first Eq. (7) is differentiated with respect to τ ; then the same equation is used to eliminate the da(τ ) dτ that appears during differentiation on the right-hand side; finally the matrix equation is split into two ordinary coupled differential equations for coefficients a 1 (τ ) and a 2 (τ ). The following expression is hence obtained:
where first index corresponds to the upper sign and second to the lower. As no approximations have yet been introduced, this is still the full dynamical equation equivalent to Eq. (7). Initial conditions comprise the whole population of the system located in one of the two levels, with the other level beeing completely empty.
Keeping only the first term on the right-hand side of the Eq. (8) interval small compared to one in which a 1 (τ ) and a 2 (τ ) significantly change, and hence they play no dynamical role. Otherwise they have to be taken into consideration.
As ∆ can be reduced at will to any small value (or indeed to zero), the period of the second term in Eq. (8) can be reduced to any small value, so this element cannot be dropped at all. Taken together, first two terms lead to the 'generalized' Rabi oscillations with period Θ ∆ = π 1 √ 1+∆ 2 and amplitude
1+∆ 2 (for see details see e.g. [6] ). So, the shift from resonance increases the frequency of the population oscillations but at the same time reduces their amplitude.
Third term in Eq. (8) regulates the additional 'Bloch -Siegert' oscillations superimposed on the pure sinusoidal population transfer curve. They are caused by the non-neglected complex exponentials containing Γ in Eq. (7), and cause the shift in the resonant frequency ω 12 ( [7] ). Based on the previously discussed argument we expect that it may be neglected if Γ >> 1. However, as Γ can be quite large and it provides the amplitude to the rotating complex exponential, it would be useful to quantify this argument and calculate exactly what the amplitude of these superimposed population oscillations is. The corrected solution is sought as a sum a ∆ (τ ) + a Γ (τ ) where a ∆ (τ ) is the generalized Rabi RWA solution and a Γ (τ ) the correction. Inserting this sum into Eq. (7) and assuming that a ∆ (τ ) >> a Γ (τ ) componentwise, the formal solution for the correction is obtained
If Γ >> 1, frequency Θ ∆ of a ∆ (τ ) will certainly be much smaller than the frequency of the complex exponentials inside the matrix. Hence we can evaluate the obtained integral between some τ 0 and τ such that τ − τ 0 << Θ ∆ by taking the almost constant a ∆ (τ ) ≈ a ∆ (τ 0 ) outside the integral sign. Remaining integration is simple and it finally yields
Frequency of the components of a Γ (τ ) is evidently much higher than that of the corresponding components of a ∆ (τ ). As the amplitude of both matrix elements is 1, the ratio of the amplitudes of the correction components and the generalized Rabi RWA solution components
. Thus indeed while Γ >> 1, a ∆ (τ ) >> a Γ (τ ) and hence the third term in Eq. (8) may be neglected.
The last remaining term in Eq. (8) has fixed amplitude equal to 4. It can be neglected if Γ + ∆ >> 1, and since ∆ can be reduced to zero, in the worst case this reduces to Γ >> 1 -which is the same as for the third component.
However, this term has a prominent role in the extreme situation, when Γ <<
1. In such case third term may be neglected due to its vanishing amplitude, and since ∆ < Γ even more so may the second term. Eq. (8) then reduces to
which leads to the population oscillations with amplitude 1, but with tempo-
As with the third term, it is inherently related to the inclusion of the 'non-RWA' contributions in matrix in Eq. (7). It should be kept in mind that in this case the perturbation is extremely strong. Under such circumstances the corresponding potential V (t) in dynamical equation (Eq. (3)) might need to be corrected with higher order interaction terms (quadrupole, octupole,...). Indeed, it may also happen that the structure of the original two-level system becomes significantly distorted or even that the system breaks up completely. Hence this result might not be very useful from the point of controlled system manipulation.
All in all, it may be concluded that Rabi RWA solution is excellent approximation to the exact solution of Eq. (7) in the complete spectral range 0 < ω < ∞ -and not just close to resonance ω 12 -of perturbation frequencies as long as
III Graphical analysis using Rabi profiles 
As can be seen from the Fig. 1 , it is a simple bell-shaped curve centered on ω 12 with half-width at half-maximum (or halfwidth) equal to D 12 .
Expressing the condition (12) in terms of the drive frequency, resonant transition frequency and coupling we obtain a simple criterium for estimating the validity of a generalized Rabi RWA solution in the particular two-level system driven by the external homogenous coherent perturbation: D 12 << ω 12 + ω.
In the worst case this reduces to
or, put in words, distance of the profile's center from the origin of the spectrum (ω = 0) must be much greater than the profile's half-width. We may also rephrase it as: 'At the origin of the spectrum the height of the profile must be negligible'. If this condition is fulfilled, population of a two-level system driven with any desired frequency ω will exhibit pure sinusoidal oscillations with amplitude equal to the height P 12 (ω) of the Rabi profile at the selected frequency and period equal to 
III.2 Multi-level system and Rabi spectrum
As a first instance of multi-level system a three-level one shall be considered. Assume that both profiles are 'narrow' so that for both of them Eq. (14) holds. Further assume that both profiles are also 'narrower' then the distance between their centers, |ω 12 − ω 23 | >> D 12 , D 23 . This situation is displayed on top graph in Figure 4 , and it can always be achieved by sufficiently reducing the drive intensity, F 0 . Now consider each of the two transitions separately.
Consider tuning the perturbation to ω 12 . As P 12 (ω 12 ) = 1 and P 23 (ω 12 ) << 1, such perturbation would induce the complete population transfer oscillations on transition 1 ↔ 2 and almost negligible population oscillations on transition 2 ↔ 3. Hence, if such a drive is applied to the three-level system, it might be expect that it would indeed produce complete population oscillations between levels 1 and 2 and would have almost negligible effect on the level 3. Validity of this prediction can be clearly observed by inspecting the numerical solution presented in the bottom graph of Figure 4 .
According to Eq. (15), an increase in the speed of population transfer can be achieved by increasing the coupling through increasing the perturbation intensity F 0 . Suppose that system parameters (resonant frequencies and coupling integrals) are such that after the drive intensity is increased both profiles still satisfy Eq. (14), but that now the profile of the undesired transition 2-3 broadens to such an extent that P 23 (ω 12 ) is still small but not negligible any more. This situation is displayed on the top graph of the Figure 5 . Considering again each transition by itself, drive with frequency (ω 12 ) would again produce the complete periodic population transfer on transition 1 ↔ 2, but would also produce a clearly observable -albeit not complete -population oscillations on 2 ↔ 3. So in the three level system we expect the population dynamics would change from that in the previous case as now both transitions 'react' significantly to the applied drive. Based on the discussion in the previous section, it can be suggested that it would roughly comprise of most population being exchanged along transition 1 ↔ 2 with the remaining fraction being now also exchanged among levels 2 and 3. This is clearly observed from the numerical solution displayed on the bottom graph of Figure 5 . It can also be observed that the maximum amplitude of the perturbing level's equals almost exactly
By further increasing the perturbation intensity ( Figure 6 ) the simple sinusoidal pattern of oscillations on the transition 1 ↔ 2 disappears completely.
Hence the perturbation this strong cannot be employed to drive the efficient population transfer along the transition 1 ↔ 2. This suggests that in a general many-level quantum system there is an upper limit to speed of the efficient population transfer (i.e. such that great majority of the population is transferred) along each particular transition. This limit is determined exclusively by the internal properties of the system. Consider two levels α and β of a many-level system that are directly coupled by the applied drive, i.e. such that I αβ = 0. The efficient transfer along transition α ↔ β is feasible as long as none of the profiles from that particular transition's Rabi spectrum has significant height at the resonant frequency of that transition -except, of course, the Rabi profile of that selected transition (which is 1 at its own resonant frequency). Certainly, it should also be kept in mind that the Rabi profile of that selected transition has to have negligible height at the origin.
IV Conclusions
First hint of the method presented in this paper that we are aware of appeared quite some time ago in [8] . Figure 5 in that paper is actually the Rabi spectrum plot (actually, its antecedent), but there its potential usefulness has passed unnoticed. Although the method is quite simple, it does offer some guidelines for one interesting application. Namely, knowing the details of the internal structure of a particular quantum system, we can easily calculate Rabi spectrum for each transition in that system. We can then use this data to quickly quantitatively estimate the lower limit for the clean population transfer time that can be achieved on any particular transition. Finally we can build a numerical scheme to search for the quickest pathway through the system along which the population can be transferred between any two selected levels, and give the lower limit of the time needed.
Full analytical treatment of the selective population transfer mechanism provides us with many additional interesting results. It can thus be shown ( [9, 10] )
that by using analytically determined chirp (i.e. time dependent variation of the perturbation frequency) instead of resonant frequency to drive any particular transition, much more efficient population transfer can be achieved. and the ordinate is P 12,23 (ω) (no units). Perturbation frequency is indicated with the vertical line on the Rabi spectrum plot, and it is set to the resonant frequency ω 12 . Bottom graph presents the population dynamics of all three populations. Full line is Π 1 (t), dashed line is Π 2 (t). Population of the level 3 would be drawn as the dotted line, but it is so negligibly small at all times that it cannot be distinguished from the x-axis. Abscissa is t (ns) and ordinate is Π 1,2,3 (t). and the ordinate is P 12,23 (ω) (no units). Perturbation frequency is indicated with the vertical line on the Rabi spectrum plot, and it is set to the resonant frequency ω 12 . Bottom graph presents the population dynamics of all three populations. Full line is Π 1 (t), dashed line is Π 2 (t) and dotted line is Π 3 (t). Abscissa is t (ns) and ordinate is Π 1,2,3 (t). and the ordinate is P 12,23 (ω) (no units). Perturbation frequency is indicated with the vertical line on the Rabi spectrum plot, and it is set to the resonant frequency ω 12 . Bottom graph presents the population dynamics of all three populations. Full line is Π 1 (t), dashed line is Π 2 (t) and dotted line is Π 3 (t). Abscissa is t (ns) and ordinate is Π 1,2,3 (t).
