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We study the response of Preisach models of hysteresis to stochastically fluctuating external fields.
We perform numerical simulations which indicate that analytical expressions derived previously for
the autocorrelation functions and power spectral densities of the Preisach model with uncorrelated
input, hold asymptotically also if the external field shows exponentially decaying correlations. As
a consequence, the mechanisms causing long-term memory and 1/f -noise in Preisach models with
uncorrelated inputs still apply in the presence of fast decaying input correlations. We collect addi-
tional evidence for the importance of the effective Preisach density previously introduced even for
Preisach models with correlated inputs. Additionally, we present some new results for the output of
the Preisach model with uncorrelated input using analytical methods. It is found, for instance, that
in order to produce the same long-time tails in the output, the elementary hysteresis loops of large
width need to have a higher weight for the generic Preisach model than for the symmetric Preisach
model. Further, we find autocorrelation functions and power spectral densities to be monotonically
decreasing independently of the choice of input and Preisach density.
PACS numbers: 02.50.Ey, 05.40.-a, 05.90.+m, 75.60.-d
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I. INTRODUCTION
Hysteresis is a widespread phenomenon [1] which is ob-
served in nature and, moreover, the key feature of many
technological applications. It involves the development of
a hysteresis memory, and multistability in the interrela-
tions between external driving fields (input) and system
response (output). Prominent examples are the magneti-
zation of ferromagnetic materials in an external magnetic
field [2], or the adsorption-desorption hysteresis observed
in porous media [3]. A phenomenological model which is
successfully applied to many different systems with hys-
teresis is the Preisach model [4]. Although, it was origi-
nally formulated for ferromagnetic materials [5, 6], it was
Everett [7] who realized its phenomenological character
and the applicability to a wide range of phenomena from
different scientific fields.
Stochastically driven Preisach models were first inves-
tigated by Mayergoyz and Korman [8–11]. To explain
thermal relaxation processes and to describe the mag-
netic after-effect or creep phenomena, they suggested to
study the relaxation of the average response of Preisach
hysteresis models driven by discrete-time independent
identically distributed (i.i.d.) continuous random pro-
cesses of zero mean. More recently, spectral properties of
the response were investigated and a mechanism for the
generation of long-term memory including 1/f -noise was
revealed [12–14]. The characterization of the memory
configuration of Preisach models driven by diffusion and
Ornstein-Uhlenbeck processes is subject of research of
Amann et al. [15]. Aim of this paper is to extend
investigations for Preisach models driven by Ornstein-
Uhlenbeck processes [16, 17] to non-Gaussian input pro-
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cesses in particular, with a focus on the long-term corre-
lation decay of the system response. In ref. [16] a scheme
was presented for the computation of the power spectral
density of the output process of Preisach models driven
by Ornstein-Uhlenbeck processes. For the same problem,
power spectral densities were computed via Monte Carlo
simulations in ref. [17]. In the latter publication, the hys-
teretic response is described for various hysteresis mod-
els including the Preisach model. It was found that the
output spectra deviate significantly from the Lorentzian
shape of the spectrum of the input processes. This is con-
firmed by our results presented here, but we go beyond
and show that, for input processes with exponentially
decaying temporal correlations, output autocorrelation
functions approach the asymptotic correlation decay al-
ready known for Preisach models driven by uncorrelated
input processes [13]. For the latter, it was shown recently,
using rigorous methods [12], that the development of a
hysteresis memory is reflected in the possibility of long-
time tails in the autocorrelation functions of the system’s
response [14]. These long-time tails represent a long-term
memory where signal components with arbitrary large
periods of duration contribute significantly to the signal,
which is reflected by the appearance of 1/fα-noise. The
methods used to derive the rigorous results for models
driven by uncorrelated processes are not applicable to
input processes showing temporal correlations, as a con-
sequence, we use simulation techniques.
This paper is organized as follows. The Preisach model
is described in Sect. II. In Sect. III, we provide rigorous
results on symmetric and generic Preisach models driven
by uncorrelated processes, some of it recapitulated from
ref. [12–14], followed by numerical results on correlated
inputs in Sect. IV and a brief summary in Sect. V.
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2II. PREISACH MODEL
A. Definition
The Preisach model [4] generates rate-independent
hysteresis using independent domains. The model is
characterized by the Preisach operator Γˆµ, which acts
on an input time series (x1, . . . , xt) and responds with
an output time series (y1, . . . , yt). The response of the
Preisach operator yt = Γˆµ{xt} is given by the weighted
superposition of the response of Preisach units sˆαβ acting
on the external field,
Γˆµ{xt} =
∫∫
α≥β
dαdβ µ(α, β)sˆαβ{xt}. (1)
A Preisach unit sˆαβ is specified by its upper and lower
threshold values α and β determining an elementary rect-
angular hysteresis loop. It yields the output yt = 1 if
its input xt is larger than the upper threshold α, and
yt = −1 if its input is less than the lower threshold β. In
between, the Preisach unit is bistable, see Fig. 1. Thus,
β α x
-1
+1
y
FIG. 1. A Preisach unit sˆαβ with upper threshold α and lower
threshold β.
the response of a Preisach unit can be written as
sˆαβ{xt} =
 +1 if ∃ t1 ∈ [t0, t] : xt1 ≥ α, xτ > β ∀τ ∈ [t1, t]−1 if ∃ t1 ∈ [t0, t] : xt1 ≤ β, xτ < α ∀τ ∈ [t1, t]sαβ(t0) ∈ {−1, 1} if β < xτ < α ∀τ ∈ [t0, t] .
(2)
sαβ(t0) denotes the initial condition of the Preisach unit
with threshold values α and β. Each loop’s individ-
ual weight is given by the Preisach density µ(α, β). In
case one considers only symmetric Preisach units sˆα
where β = −α, the Preisach density becomes µ(α, β) =
µ(α)δ(α+β). Consequently, the individual weights of the
symmetric Preisach model are given by a function of one
variable µ(α).
B. Numerical simulations
In the following, we summarize the most important
aspects of the simulation and the used initial conditions.
The focus lies on the differences between the algorithm
for the symmetric and the generic case.
1. The role of the initial configuration
The latest output and the system memory given by
the history of the external field are not the only vari-
ables determining the system state. Its response, as well
as its evolution, depends on the initial states sαβ(t0) of
Preisach units as long as the input remains in the corre-
sponding interval (β, α). Even for a stationary random
input process, the random output approaches a station-
ary process only after the influence of the initial state has
died out. In case of symmetric input densities, the use of
an equilibrated initial state accelerates this behavior on
average. It is given by
sαβ(t0) =
{
+1 α ≤ −β
−1 α > −β .
In micromagnetics, this is called the demagnetized state
[4].
For symmetric Preisach models the corresponding
equilibrated initial state is realized by sα(t0) = 0. In this
way, the responses of neighboring elementary hysteresis
operators sˆα cancel each other out mimicking that they
are in different states.
2. The output computation
Assuming the global absolute extreme value of the in-
put time series in the time interval [t0, t] is a minimum
m0 = min
τ∈[t0,t]
{xτ}, the computation of the output yt could
be carried out by summing up integrals over triangular
regions
yt = 2
N∑
i=1
[
F (Mi,mi−1)−F (Mi,mi)
]−F (M0,m0) (3)
where M0 = m0 and F (α, β) =
α∫
β
dα′
α′∫
β
dβ′µ(α′, β′). The
values stored by the model are a reduced sequence of re-
turn points consisting of decreasing local input maxima
Mi and increasing local minima mi. This sequence is
called an alternating series of dominant extreme values.
Their number of entries N varies with time. One finds an
expression analogous to Eq. (3) in case the global abso-
lute extreme value of the input time series is a maximum
M0,
yt = F (M0,m0)− 2
N∑
i=1
[
F (Mi−1,mi)− F (Mi,mi)
]
.
For more details on the system’s memory and the com-
putation of the system response see ref. [4].
The algorithm for symmetric Preisach models where
µ(α, β) = µ(α)δ(α+β) is slightly different. The fact that
this Preisach density is concentrated on the line β = −α
simplifies the computation of the output. The values
3stored by the model divide this line of Preisach units into
line segments with units in the up state, sˆα(xt) = +1,
and segments with units in the down state, sˆα(xt) = −1.
For each time step, the output is performed using the ex-
pressions of the cumulative Preisach distribution function
F (α) =
α∫
0
dα′µ(α′). One sums up the contributions from
all segments with Preisach units in the up state given
by F (Mi+1) − F (mi) and from segments with Preisach
units in the down state given by F (mi) − F (Mi). The
difference of both is the system’s output. Here, Mi > 0
and mi < 0 are the different return points of the input
memorized by the system at the time t.
III. HYSTERETIC SYSTEMS DRIVEN BY
UNCORRELATED INPUT PROCESSES
A. The autocorrelation function of symmetric
Preisach models
In this section, we give more compact expressions for
the computation of autocorrelation functions and power
spectral densities which deviate from the presentation in
ref. [13]. Further, we will document, among other things,
that our numerical methods reproduce the analytical re-
sults [12–14] for the asymptotic decay of the output au-
tocorrelation function of Preisach models driven by un-
correlated inputs.
First we treat symmetric Preisach models driven by
uncorrelated symmetric input processes {Xt}, where
pX(x) = pX(−x) and FX(x) =
∫ x
−∞ dx
′pX(x′) denote
the input probability density and the cumulative distri-
bution function, respectively. We recapitulate and ex-
tend some of the results on the output processes {Yt}
from ref. [13].
There exists an effective Preisach density given by
µ˜(u) =
µ[α(u)]
2pX [α(u)]
with u = 2[1− FX(α)]. (4)
The support of µ˜ is the interval [0, 1]. Thus the effective
Preisach density µ˜ captures in one function the combined
effect of the Preisach density µ and the input density pX .
In terms of this density the stationary output autocor-
relation functions CY (τ) = lim
t→∞ (〈YtYt+τ 〉 − 〈Yt〉 〈Yt+τ 〉)
can be expressed as
CY (τ) =
1∫
0
du µ˜(u)
1∫
0
du′ µ˜(u′)
min(u, u′)
max(u, u′)
(1− u′)|τ |.
(5)
This expression follows from Eqs. (17) – (19) presented in
ref. [12]. It follows from results for the cross-correlation
function of the output of two Preisach units. The state
of two Preisach units is governed by a 4-state Markovian
process determined by a transition matrix with entries
governed by the cumulative distribution function of the
input process. Eq. (5) shows that the output autocorre-
lation function is given by a superposition of exponential
correlation decays,
CY (τ) =
∞∫
0
dλ g(1− e−λ)e−λ|τ | (6)
where g(u) = (1 − u)µ˜(u) ∫ 1
0
du′ µ˜(u′) min(u,u
′)
max(u,u′) . As a
consequence of Eq. (5), all systems with identical effec-
tive Preisach densities show the same autocorrelation
function. Moreover, we can show that systems which
have an identical effective Preisach density yield realiza-
tions of the same stochastic output process, i. e. any
two combinations of input and Preisach density resulting
in the same effective Preisach density yield two output
processes for which not only correlations but all com-
pound probability densities coincide, see App. C. Further,
we can show easily that the autocorrelation function is
monotonically decreasing for τ ≥ 0; taking the derivative
of Eq. (6) with respect to τ yields
d
dτ
CY (τ) = −sgn(τ)
∞∫
0
dλ g(1− e−λ)λ e−λ|τ |.
Thus, for positive Preisach densities and, therefore,
positive effective densities µ˜(u), one sees easily that
d
dτCY (τ) ≤ 0 ∀ τ ≥ 0. In addition, the curvature of
CY (τ) is positive for finite values of τ , which can be con-
cluded from the second derivative. Further, we will give
an expression for the power spectral density which fol-
lows by a Fourier transform (Wiener-Khinchin theorem)
which reads
SY (ω) = 2<
{ ∞∑
τ=0
CY (τ)e
iωτ
}
− CY (0)
due to the symmetry of CY (τ). Using Eq. (5) and the ge-
ometric series, it follows that the power spectral density
can be computed by
SY (ω) =
1∫
0
du µ˜(u)
1∫
0
du′ µ˜(u′)
min(u, u′)
max(u, u′)
1− q2
1− 2q cosω + q2
(7)
where q = 1 − u′. This expression is a compressed ver-
sion of Eq. (9) presented in ref. [13] which follows from
Eq. (22) in ref. [12]. Its derivative with respect to ω yields
d
dω
SY (ω) = −
1∫
0
du µ˜(u)
1∫
0
du′ µ˜(u′)
min(u, u′)
max(u, u′)
× 2q(1− q
2)
(1− 2q cosω + q2)2 sinω,
which results in ddωSY (ω) ≤ 0 where ω ∈ [0, pi]; the power
spectral densities of symmetric Preisach models driven by
4a sequence of i.i.d. random variables (uncorrelated input
process) decay monotonically regardless of Preisach and
input density. The monotonicity of the spectral density
and its independence of the shape of the Preisach den-
sity was already expected for symmetric Preisach models
driven by Ornstein-Uhlenbeck input processes [16]. Fur-
ther, depending on the effective density, there is a pos-
sibility of SY (ω) to have a point of inflection where the
second derivative changes sign.
For input and Preisach densities which belong to the
same class of functions, for instance for asymptotically
algebraically decaying input and Preisach densities
pX(x) =
ν
2
(1 + |x|)−(ν+1), ν > 0. (8)
µ(α) = ν′(1 + α)−(ν
′+1), ν′ > 0, (9)
one obtains from Eq. (4) the following effective Preisach
density
µ˜(u) = γ1u
γ1−1 with u ∈ [0, 1] and γ1 = ν
′
ν
> 0. (10)
This effective Preisach density is also obtained for a pair
of Pareto densities, a pair of exponential densities, and a
pair of densities with algebraic behavior on limited sup-
port pX(x) = ν/2(1 − |x|)ν−1, ν > 0, −1 < x < 1 and
µ(α) = ν′(1− |α|)ν′−1, ν′ > 0, 0 ≤ α < 1. Furthermore,
the effective Preisach density which belongs to a pair of
Gaussian densities can be approximated by Eq. (10) with
additional logarithmic corrections. The evaluation of the
integrals in Eq. (5) yields the explicit result
CY (τ) =
{
Hτ+2−1/2
2+3τ+τ2 γ1 = 1
γ21Γ(τ+1)
[
γ1Γ(γ1−1)
Γ(τ+γ1+2)
+ 2 Γ(2γ1)
(1−γ21)Γ(τ+2γ1+1)
]
else
.
(11)
Hn is the n-th harmonic number and Γ(z) is the Γ-
function. The autocorrelation function (11) shows the
following asymptotic behavior
CY (τ) ∼

2γ21Γ(2γ1)
(1−γ21) τ
−2γ1 0 < γ1 < 1
τ−2ln τ γ1 = 1
γ31Γ(γ1−1)τ−(γ1+1) γ1 > 1
(τ →∞)
(12)
which is in accordance with Eq. (23) from ref. [13]. Ad-
ditionally, we see in Eq. (11) the short term behavior,
which is used to test the numerical tools used later to
produce the results for correlated input scenarios. The
output autocorrelation functions show an asymptotically
algebraic decay CY (τ) ∼ τ−ηδ with decay exponent
ηδ =
{
2γ1 0 < γ1 < 1
γ1 + 1 γ1 > 1
.
Furthermore, one observes 1/fα-noise if 0 < γ1 < 1/2,
i.e. the power spectral density SY (ω) diverges as ω →
0 and the autocorrelation function is not absolutely
summable,
∑
τ
|CY (τ)| → ∞, such that the system has
developed long-term memory. This scenario is similar
to van der Ziel’s explantion of 1/f -noise in semiconduc-
tors [18] using a superposition of exponentially decay-
ing correlations with different decay rates, cp. Eq. (6).
Concluding, the Preisach model of hysteresis is able to
transform uncorrelated input into output with long-time
tails in its autocorrelation function [14]. In case the au-
tocorrelation function of the output shows any algebraic
decay, the n-th derivative of SY (ω) with respect to ω
is diverging [12]. Consequently, SY (ω) is nonanalytic at
ω → 0 where the degree of nonanalyticity n is given by
n = dmin{2γ1−1, γ1}e. dγ1e denotes the smallest integer
greater than or equal to γ1. The presented results hold
asymptotically for all effective Preisach densities with
µ˜(u) ∼ uγ1−1(u→ 0)
since the small u-behavior caused by elementary hystere-
sis loops of large width determines the long-term corre-
lation decay, see Eq. (5).
In case the Preisach density belongs to a “class
of broader functions” than the input density, the
output becomes, apart from logarithmic corrections,
1/f -noise where SY (ω) ∼ 1/ω (ω → 0). In case the input
density belongs to the “class of broader functions” the
output correlation decays exponentially.
B. The autocorrelation function of generic
Preisach models
To present some results on generic Preisach models
driven by uncorrelated processes in a condensed fashion,
we follow the steps from the previous section.
There is an effective Preisach density [14]
µ˜(u, v) =
µ[α(u), β(v)]
pX [α(u)]pX [β(v)]
(13)
with u = 1 − FX(α) and v = FX(β). Systems with the
same effective Preisach density show the same stationary
autocorrelation function, which follows from
CY (τ) = 4
1∫
0
du
1−u∫
0
dv µ˜(u, v)
1∫
0
du′
1−u′∫
0
dv′ µ˜(u′, v′)
×min(u, u
′) min(v, v′)
(u+ v)(u′ + v′)
(1− u′ − v′)|τ |, (14)
cp. Eqs. (17) - (19) presented in ref. [12]. The corre-
sponding power spectral density of the system response
follows
SY (ω) = 4
1∫
0
du
1−u∫
0
dv µ˜(u, v)
1∫
0
du′
1−u′∫
0
dv′ µ˜(u′, v′)
×min(u, u
′) min(v, v′)
(u+ v)(u′ + v′)
1− q2
1− 2q cosω + q2 (15)
5where q = 1 − u′ − v′. From the derivatives of Eqs. (14)
and (15) follows that autocorrelation functions (∀τ ≤ 0)
and power spectral densities (ω ∈ [0, pi]) of the response
of generic Preisach models to uncorrelated processes de-
cay also monotonically.
For input densities
pX(x) = ν(1− |x|)ν−1, ν > 0, (16)
where x ∈ (−1, 1) and a constant Preisach density
µ(α, β) = 1/2 for −1 ≤ β ≤ α ≤ 1, one obtains an
effective Preisach density as follows
µ˜(u, v) = 2γ22 [4 min(u, 1−u) min(v, 1−v)]γ2−1
where γ2 = 1/ν > 0. It follows from Eq. (14) that
the asymptotic behavior close to the origin of ordinates
(u, v) → (0, 0) gives the significant contribution to the
long-term correlation decay. For the chosen example one
can write
µ˜(u, v) ∝ uγ2−1vγ2−1, (17)
which gives an effective Preisach density analogous to the
example shown above for the symmetric Preisach model,
Eq. (10). The contributions of the symmetric Preisach
units are given by
µ˜(u, u) ∝ uγ2−2. (18)
App. C reveals that it is sufficient to look only on the
effective Preisach density. Systems which show the same
effective Preisach density µ˜(u, v) yield realizations of the
same output process {Yt}. Consequently, the particular
form of input and Preisach density does not matter as
long as they result in the same effective Preisach density.
Using polar coordinates u = r sinϕ and v = r cosϕ and
performing the angle integration, one derives an expres-
sion ρ˜(r) similar to the effective density of the symmetric
problem, Eq. (10)
ρ˜(r) :=
pi/2∫
0
dϕ rµ˜(r sinϕ, r cosϕ)
ρ˜(r) ∝ r2γ2−1 (r → 0). (19)
Hence, neglecting logarithmic corrections, we expect the
asymptotic correlation decay of the generic Preisach
model driven by an uncorrelated input process to follow
from the corresponding symmetric problem with γ1 =
2γ2. The solution to which is known, see Eq. (12). Thus,
we expect an algebraic correlation decay CY (τ) ∼ τ−ηδ ,
see Fig. 2, where
ηδ =
{ −4γ2 0 < γ2 < 1/2
−(2γ2 + 1) γ2 > 1/2 (τ →∞). (20)
The points in Fig. 2 belong to the autocorrelation func-
tions of generic Preisach models driven by uncorrelated
processes where the behavior of the effective Preisach
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FIG. 2. The autocorrelation function of the response of a
generic Preisach model to uncorrelated input processes is fit-
ted with a power law. The different γ2-values chosen are listed
in the table in the same order (from top to bottom) as in the
diagram at large τ -values. The corresponding decay expo-
nents ηfit used to fit the data (solid lines) and the exponents
ηδ predicted by the approximation, see Eq. (20), are given as
well.
density is determined by the γ2-value, see Eq. (17). They
follow from the numerical evaluation of Eq. (14). The γ2-
values chosen are listed in the table shown next to the
diagram. Further, the decay exponents ηfit used to fit
the data by a power law and the exponents ηδ predicted
by the approximation, Eq. (20), are given. The stronger
the correlation decay the more marked is the tendency
to underestimate the decay exponent, which explains the
deviations between fit and prediction in Fig. 2. For the
case γ2 = 1, the asymptotic correlation decay was cal-
culated analytically in ref. [12]. The result, logarithmic
corrections to an algebraic decay with the decay expo-
nent ηδ = 3, is matched by the approximation given in
Eq. (20).
There are contributions of elementary loops of large
width besides the contribution of symmetric Preisach
units, Eq. (18). Consequently, the behavior of the generic
model is determined by an average of these contribu-
tions, which mimicks here a symmetric Preisach model
whose elementary loops of large width have less weight
than the symmetric contributions of the generic model.
Also from Eq. (20), we expect 1/fα-noise and therefore
long-term memory in the system response for γ2 < 1/4.
Fig. 3 a) and b) provide a comparison of the power spec-
tral densities of the symmetric case and the generic case.
The effective Preisach densities are given by Eqs. (10)
and (17), respectively. The power spectral densities are
computed using Eqs. (7) and (15), respectively.
C. The output density of symmetric Preisach
models
We will present results for the output distribution of a
symmetric Preisach model with uncorrelated input. The
system is determined by the effective Preisach density
given by Eq. (10). At first, we will provide rigorous re-
sults for the variance. Secondly, we will compare numeri-
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FIG. 3. The analytic results of the power spectral densi-
ties are shown for symmetric (a) and generic (b) Preisach
models driven by uncorrelated processes. The parameters
determining the effective Preisach densities take the values
γ1 = γ2 = 1, 1/2, 1/3, 1/4, 1/6 and 1/8. Smaller values γ cor-
respond to a stronger increase of the power spectral density
as ω approaches 0.
cal results for the output density pY (y) with an empirical
formula. The output density is solely determined by the
effective Preisach density since all combinations of in-
put and Preisach density resulting in the same effective
Preisach density yield output processes for which even
compound probability densities coincide.
The output variance follows from
Var(Yt) = CY (τ = 0) =
γ1
γ1 + 1
. (21)
We take a look at two limits: a broad input density
and a broad Preisach density. In case of a broad input
density where γ1 → 0, the variance goes towards zero.
Consequently, the output density approaches a Dirac δ-
function pY (y) → δ(y). The second limit is given by
γ1 → ∞. From Eq. (21) follows that the variance ap-
proaches 1. Since the output is bounded on the interval
[−1, 1], the output density approaches two delta peaks
pY (y)→ 12
[
δ(y−1)+δ(y+1)]. The process behaves like a
uncorrelated spin variable. This behavior is obvious since
γ1 →∞ corresponds to µ(α)→ δ(α). Thus, the Preisach
model returns the sign of the uncorrelated symmetric in-
put process. Between both limiting cases, the variance
monotonically increases with increasing γ1. The output
density pY (y) has to become broader as the input density
pX(x) becomes broader. Such behavior corresponds to a
correlation decay with decreasing decay exponent since
broader elementary loops are less pronounced.
This behavior is reflected by simulations. The follow-
ing results are for fixed ν = 5/2 and different values ν′,
see Eqs. (8) and (9).
The output density can be approached by a shifted
Beta distribution with the following empirical formula
pˆ(y) =
Γ(a+1/2)
Γ(a)
√
pi
(
1− y2)a−1, a = 1
2γ1
. (22)
The corresponding cumulative distribution function is
given mainly by an incomplete Beta function. Unfortu-
nately, we are currently not able to prove Eq. (22), but an
extremely good agreement between simulations and the
empirical formula is documented in Fig. 4. First of all,
the corresponding variance matches Eq. (21). Secondly,
we are going to substantiate the above statement by P-
P plots which plot the cumulative distribution functions
estimated from the data against the cumulative distri-
bution functions according to Eq. (22). Numerical data
are compared with results for the cumulative distribution
function according to Eq. (22) for γ = 1/5 and γ = 6/5,
Fig. 5.
IV. HYSTERETIC SYSTEMS DRIVEN BY
CORRELATED INPUT PROCESSES
To obtain results for stochastically driven hysteresis
from numerical experiments, we first need to generate
stochastic input processes (X1, X2, . . .) with given proba-
bility density pX(x) and stationary autocorrelation func-
tion CX(τ) = limt→∞
( 〈XtXt+τ 〉 − 〈Xt〉 〈Xt+τ 〉 ) with
given asymptotic correlation decay. This is done in
two steps. Firstly, the generation of an AR(1)-process
provides the exponential correlation decay. Secondly,
a monotonic transformation is performed to obtain the
cumulative distribution function of the target processes
and, consequently, its probability density. The algorithm
used is presented in detail in App. A.
A. The autocorrelation function of symmetric
Preisach models
In the following, we consider symmetric Preisach mod-
els with exponentially decaying input correlations
CX(τ) ∼ e−λ τ (τ →∞) (23)
and an input density given by pX(x). We compute the
output autocorrelation function Cy(τ) = ytyt+τ −yt2 us-
ing time and ensemble averages. An estimate of the au-
tocorrelation function at large times only from ensemble
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FIG. 4. The solid lines belong to the output density according
to Eq. (22). The points are estimates based on a simulation.
As the Preisach density becomes broader, the parameter γ1
decreases and the corresponding output density becomes more
narrow. (a) For γ1 < 1/2 the output density shows a peak
and vanishes as y approaches the saturation values y = ±1.
(b) For γ1 > 1/2 the output density becomes bimodal and
diverges at the borders.
average would require large ensembles and would be of
much larger numerical effort. The latter can be reduced
significantly by the additional time average. Note that
the data shown in Fig. 2, 4 - 7, 10 - 16 are obtained from
averaging over 1024 samples of length 224. The good
agreement of analytical expressions (solid lines) and sim-
ulation data (open symbols) for Preisach models with un-
correlated inputs supports the assumption that the pro-
cedure chosen is suitable.
At first, we chose the example of a driven symmetric
Preisach model introduced previously in Sect. III A where
Preisach and input densities decay asymptotically alge-
braically, Eqs. (8) and (9). For uncorrelated inputs, the
behavior of the system is determined by the quotient of
the decay exponents γ1 =
ν′
ν . The input time series com-
puted show a finite correlation decay rate λ, see Eq. (23).
Two scenarios are investigated. Firstly, the param-
eters determining the input and Preisach densities are
fixed, ν = 5/2 and ν′ = 1/2 (γ1 = 1/5), and the in-
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FIG. 5. The figures (a) and (b) belong to γ1 = 1/5; the
figures (c) and (d) belong to γ1 = 6/5. They present the
cumulative distributions, (a) and (c), and P-P plots, (b) and
(d), of symmetric Preisach models with uncorrelated input.
The models are determined by Eq. (10). The solid lines base
on the empirical formula, Eq. (22), the points belong to the
simulation.
put correlation decay rate λ takes different values. The
output autocorrelation functions which follow from the
simulations using λ = 1, 1/2, 1/4 and 1/8 are shown in
Fig. 6. Additionally, Fig. 6 contains the numerical data
and the rigorous result, Eq. (5), of the corresponding sce-
nario where the symmetric Preisach model is driven by
an uncorrelated process. The finite decay rates λ in the
input autocorrelation functions cause a slightly higher
level of the output autocorrelation functions at short time
scales, which tends to decay faster until it approaches
the correlation decay already known for Preisach mod-
els driven by uncorrelated input processes. As a conse-
quence, the autocorrelation decay is determined by the
effective Preisach density’s parameter γ1 even in the pres-
ence of exponentially decaying input correlations. That
implies the influence of input and Preisach density is re-
duced to the influence of the effective Preisach density,
see Eq. (4), for the asymptotic output correlation decay.
Secondly, we keep the asymptotic input correlation de-
cay rate fixed, λ = 1/2, and look at systems with different
Preisach densities such that the parameter ν′ and, as a
consequence, γ1 is varied. Fig. 7 shows that the long-term
correlation decay is not affected by the finite decay rate
λ of the input signal. Asymptotically, the same behavior
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FIG. 6. The autocorrelation function of the output is shown
for symmetric Preisach models (γ1 = 1/5) driven by Marko-
vian input processes with exponentially decaying autocorre-
lation functions where λ = 1, 1/2, 1/4 and 1/8. The output
correlation decay yields the same asymptotic behavior as the
corresponding situation with uncorrelated driving, simulation
(blue boxes) and rigorous results (blue line), see Eq. (11).
is observed as in the case of uncorrelated driving, hence
Cy(τ) ∼ τ−η (τ →∞) where η ≈ ηδ.
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FIG. 7. The autocorrelation function of the output is shown
for different symmetric Preisach models (γ1 = 2/10, 3/10
and 4/10) which are driven by Markovian input processes
with exponentially decaying autocorrelation functions where
λ = 1/2. The autocorrelation functions approach the cor-
responding correlation decay for uncorrelated driving (circles
and line) asymptotically.
The fact that broad Preisach and narrow input den-
sities yield 1/f -noise, where Sy(ω) ∼ 1/ω (ω → 0), is
displayed in Fig. 8. The power spectral density is com-
puted by an ensemble average Sy(ω) =
1
N |F{yt}(ω)|2
where N denotes the length of the output time series
and F{·} the Fourier transform. For the latter we used
the Hann window function. The figure shows the power
spectral density obtained from a simulation of a symmet-
ric Preisach model with an asymptotically algebraically
decaying Preisach density, Eq. (9), driven by two different
Gaussian random processes. The power spectral density
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FIG. 8. The power spectral density is obtained by a simu-
lation of a symmetric Preisach model with a broad Preisach
density driven by an uncorrelated process (red circles) and
an exponentially correlated input processes (blue triangles),
both with a narrow probability density. The prediction of
1/f -noise is verified by the inset providing a comparison with
S(ω) ∝ − 1
ω logω
(gray dashed line).
of the response to an uncorrelated process is also asymp-
totically approached using an exponentially correlated
Markovian input process with a finite correlation decay
rate λ = 1/2. The red solid line follows from Eq. (7) and
predicts 1/f -noise asymptotically, apart from logarithmic
corrections. The power spectral density thus obtained is
nonanalytic at ω = 0 and the degree of nonanalyticity
is zero. The autoregressive model of order 1, which we
used here, is the discrete-time analogue of the Ornstein-
Uhlenbeck process. Dimian and Mayergoyz [16] plotted
spectral densities Sy(ω) of symmetric Preisach models
with uniform and Gaussian Preisach density driven by
Ornstein-Uhlenbeck processes. Their figures suggest an
almost Lorentzian shaped spectral density which corre-
sponds to an exponential decay of the output autocorre-
lation function and show no signs of long-term memory.
In the case of a (narrow) uniform Preisach density on lim-
ited support, the Gaussian input density represents the
much broader distribution. Consequently, the behavior
observed is well understood by the conclusions drawn in
the previous section, which state that the output corre-
lation decays exponentially if the input density belongs
to a “class of broader functions” than the Preisach den-
sity. However, the behavior of the output autocorrela-
tion function changes drastically if we have a Gaussian
input density and, additionally, a Gaussian Preisach den-
sitiy with variance σ2 and variance σ′2, respectively. Ne-
glecting the influence of the exponentially fast decay of
the input autocorrelation function, the system’s behav-
ior is determined by the effective Preisach density with
γ1 = σ
2/σ′2. In detail, the effective Preisach density is
given by
µ˜(u) = γ1 e
(1−γ1) erfc−1(u)2 .
Here, erfc−1(·) denotes the inverse of the complementary
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FIG. 9. The figure shows the power spectral densities
of symmetric Preisach models with Gaussian input and
Preisach density. The power spectral density shows an almost
Lorentzian shape, a logarithmic, and a power law divergence
depending on the model parameters. The divergence is illus-
trated by the log-log plot and the semi-logarithmic plot in
inset.
error function. The power spectral density then behaves
for ω → 0 as:
Sy(ω) ∼
 ω
−(1−2γ1) 0 < γ1 < 1/2
− log(ω) γ1 = 1/2
const. γ1 > 1/2
(ω → 0).
Besides a finite value SY (ω = 0) [16], we would also ex-
pect a logarithmic and a power law divergence depend-
ing on the parameters chosen, see Fig. 9. Since our re-
sults for the correlation decay of Preisach models with
uncorrelated inputs apply to the output correlation de-
cay of Preisach models with exponentially correlated in-
puts asymptotically (τ →∞), see Fig. 7, the power spec-
tral densities of Preisach models with exponentially cor-
related inputs behave asymptotically (ω → 0) like the
power spectral densities of Preisach models with uncor-
related inputs. Thus, our results suggest 1/fα-noise or
a certain degree of nonanalyticity of the ouput power
spectral density, which is a novelty to the field and was
not found before, neighter analytically [16] nor by simu-
lation [17]. In distinction from the Ornstein-Uhlenbeck
processes considered in ref. [16], the processes discussed
here showed no bias, i.e. 〈Xt〉 = 0. The role of a bias to
the noise mean value is not extensively discussed so far.
However, the asymptotic results presented here apply to
most input densities since the tail of the density remains
under an additional shift.
B. The autocorrelation function of generic
Preisach models
Again, we take a look at the generic Preisach model
with a constant Preisach density µ(α, β) = 1/2, −1 ≤
β ≤ α ≤ 1; the model is driven by a stochastic process
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FIG. 10. The figure shows the autocorrelation function of
the output of a Preisach model with constant Preisach den-
sity driven by Markovian input processes with exponentially
decaying autocorrelation functions. The parameter determin-
ing the effective Preisach density is given by γ2 = 1/6 and the
input correlation decay rate takes the values λ = 1, 1/2, 1/4
and 1/8. The output correlation decay is compared with the
corresponding situation with uncorrelated driving, simulation
(blue boxes) and rigorous results (blue line).
with the probability density given by Eq. (16) and a fi-
nite correlation decay rate λ. The parameter determining
the effective Preisach density, the quotient of the decay
exponents, becomes now γ2 = 1/ν, see Eq. (17).
We consider two scenarios. At first, γ2 = 1/6 is fixed
and the input correlation decay rate λ is varied. The out-
put autocorrelation functions Cy(τ) which follow from
the simulations are shown in Fig. 10. The results are
compared with the numerical data and the rigorous re-
sult, Eq. (14), for the corresponding scenario with uncor-
related driving. The output correlation decay approaches
the correlation decay resulting from uncorrelated driv-
ing asymptotically (τ →∞). Thus, the asymptotic out-
put correlation decay is solely determined by the effective
Preisach density irrespective of the presence of input cor-
relations. Again, the deviations from the corresponding
results with uncorrelated driving observed for small τ -
values become larger with decreasing input correlation
decay rates.
In the second scenario, the input correlation decay
rate λ = 1/2 is fixed and with γ2 varies the broad-
ness of the input density. The results obtained numer-
ically for the autocorrelation function of the hysteretic
response for three different γ2-values are presented in
Fig. 11. As observed for symmetric Preisach models, the
output processes show the asymptotic correlation decays
Cy(τ) ∼ τ−ηδ already known for Preisach models driven
by uncorrelated input processes. The expected corre-
lation decay becomes slow in case of small γ2-values.
Consequently, numerical data of the output autocorrela-
tion function are more likely subject to finite-time effects.
Thus, we attribute it to finite-time effects that the val-
ues of the autocorrelation function at large τ -values are
overestimated for γ2 = 1/8 in Fig. 11. This assumption
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FIG. 11. The figure shows the output autocorrelation function
of a Preisach model with constant Preisach density driven by
Markovian input processes with exponentially decaying cor-
relations. The influence of input and Preisach density is cap-
tured by γ2 = 1/4, 1/6 and 1/8. The input correlation decay is
determined by λ = 1/2. The output autocorrelation functions
approach the corresponding correlation decay for uncorrelated
driving, simulation (circles) and rigorous results (solid lines).
The deviation between numerical data and rigorous result for
γ2 = 1/8 is discussed in the text.
is supported by the fact that results based on correlated
as well as uncorrelated inputs are affected in the same
way. The numerical data of the autocorrelation function
of the Preisach model with correlated input, however,
approach the corresponding data of the Preisach model
with uncorrelated input.
C. The output density of symmetric Preisach
models
In this paragraph, we are going to study the effect
of input correlations on the output probability density.
We study the symmetric Preisach model with input and
Preisach density according to Eqs. (8) and (9), respec-
tively. To begin with, we find that input and Preisach
density do not influence the output density individually,
but only in its combination as captured by the effective
Preisach density. The corresponding numerical data of
two scenarios yielding the same effective Preisach den-
sity coincide, see Fig. 12. Thus, the effective Preisach
density together with the input autocorrelation function
determine the output density. To show how, we will
present some numerical results for the output density of
a Preisach model with inputs which show different corre-
lation decays at first. Secondly, we will give an explana-
tion of the observed behavior. We look at two examples.
In the first example, the parameters are ν = 5/2 and
ν′ = 1/2, hence γ1 = 1/5. In the second example, the
parameter of the Preisach density is given by ν′ = 5/2,
hence γ1 = 1. Further, the input correlation decay rate
λ is varied. The scenario with uncorrelated input corre-
sponds to λ→∞. The slower the input correlation decay
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FIG. 12. The numerical data (symbols) of the output densi-
ties of symmetric Preisach models with correlated stochastic
inputs are shown. The input correlation decay rate takes the
value λ = 1/2. The parameter of the effective Preisach den-
sity is given by (a) γ1 = 1/5 and (b) γ1 = 1. The numerical
data coincide if the models share the same effective Preisach
density. The output densities, however, deviate considerably
from the corresponding output densities of Preisach models
with uncorrelated inputs (solid line), see Eq. (22).
becomes, the more the output density differs from the
output density of the Preisach model with uncorrelated
input; the ouput density becomes broader, see Fig. 13.
The latter is also illustrated by the dependence of the
output variance on the input correlation decay rate, see
Fig. 14.
Since the input density remains the same when λ is
varied, the different output densities are a result of the
different orders in which the input values appear. The
increase of the autocorrelation function CX(τ) is caused
by a higher conditional probability that, for instance, a
large positive value xt is followed by an other large posi-
tive value xt+τ . As a consequence, values of the same sign
tend to cluster more. We consider symmetric Preisach
models where the occurrence of a small positive input
value following a large positive input value leads to no
change in the output. As a result, the output caused by
smaller input values is more often the same as for large
values. Small input events are in the shadow of the larger
events of the same sign and, as a consequence, less no-
ticed by the Preisach model [19], which yields a broader
output probability density.
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FIG. 13. The numerical data of the output density of a sym-
metric Preisach model with stochastic input is shown, (a)
γ1 = 1/5 and (b) γ1 = 1. The correlation decay rates take
the values λ = 1/8, 1/4, 1/2, . . . , 16 (from bottom to top near
y = 0). If the input correlation decay rate becomes larger, the
output density becomes more narrow and closer to the output
density of the model with uncorrelated input (solid line).
V. SUMMARY AND DISCUSSION
We studied the response of Preisach models to Marko-
vian input processes. At first, analytical results were pre-
sented for Preisach models driven by uncorrelated pro-
cesses. We showed that the responses of systems which
share an effective Preisach density yield realizations of
the same stochastic process. Consequently, it is suffi-
cient to look at the effective Preisach density introduced
in ref. [13, 14] to compute output autocorrelation func-
tions. The effective Preisach density captures all rele-
vant features from input and Preisach density. Complet-
ing our former research on spectral properties of Preisach
models driven by uncorrelated processes, we analyzed the
generic Preisach model within the framework presented
in ref. [12, 13]. It was found that the visibility of long-
term memory in the output correlations is pronounced
less in the generic case. Therefore, for symmetric and
generic Preisach models to show the same long-term cor-
relation decay, elementary hysteresis loops of large width
have to show a higher weight or extreme input events
with an amplitude close to the threshold values of these
loops have to be much more rare in the generic case
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FIG. 14. The output variance Var[Y
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t ] decreases with in-
creasing correlation decay rate λ, here γ1 = 1/5. It ap-
proaches the output variance of a Preisach model with uncor-
related input Var[Y
(∞)
t ]. We attribute the small differences
between the two data sets (red circles and blue triangles) to
the finite sample size.
than in the symmetric case. Further, we showed that,
independent of the shapes of input and Preisach density,
the autocorrelation functions and power spectral den-
sities of the responses of Preisach models to sequences
of i.i.d. random variables decay monotonically. Also we
were able to find an expression for the output density
based on empirical data for all problems covered by some
standard effective Preisach density.
Secondly, we considered first-order Markovian input
processes with a finite correlation time scale under hys-
teresis represented by the Preisach model. This extends
the research of hysteretic systems driven by uncorrelated
inputs to input processes with exponentially decaying au-
tocorrelation functions. Our numerical experiments indi-
cate that the rigorous results for the correlation decay of
the response of Preisach models driven by uncorrelated
input processes [12–14] hold asymptotically also in the
presence of exponentially decaying input autocorrelation
functions. Solely the effective Preisach density deter-
mines the output correlation decay asymptotically; the
influence of fast decaying temporal input correlations dies
out on small time scales. Thus, the mechanisms found for
uncorrelated driven systems also apply in these cases and
long-time tails in the autocorrelation function of the sys-
tem response will be observed if we have broad Preisach
densities assigning a high weight to elementary loops of
large width such that rare extreme events of the input
time series give a significant contribution to the output
for a long period of time.
We found numerical evidence that the output den-
sity becomes broader with the presence of input cor-
relations. The smaller the correlation decay rate be-
comes, the broader the output density. Furthermore, the
shape of the output density does not depend on input
and Preisach density individually, but on the effective
Preisach density. Only the effective Preisach density and
the input autocorrelation function determine the output
12
probability density – a fact which emphazises the im-
portant role of the effective Preisach density even for
Preisach models with correlated inputs.
Appendix A: Input signals – generation and
properties
1. Gaussian processes with exponentially decaying
correlations
For our simulations, an exponential correlation decay
CX(τ) ∼ e−λτ (τ →∞) is generated using an autoregres-
sive model of order 1 [20]. A realization of the AR(1)-
process {ξt} is given by the recursive formula
ξt+1 = ϕξt +
√
Dεt where ϕ ∈ [0, 1). (A1)
εt ∼ N(0, 1) are i.i.d. Gaussian variables of zero mean
and unit variance.
The AR(1)-process {ξt} is a Gaussian process. For
large times t the process becomes stationary and its au-
tocorrelation function is given by
Cξ(τ) = lim
t→∞
( 〈ξt ξt+τ 〉 − 〈ξt〉 〈ξt+τ 〉 ) = D ϕτ
1− ϕ2 . (A2)
By choosing the parameters
ϕ = exp(−λ), ξ0 = 0 and D = 1− exp(−2λ), (A3)
we determine the correlation decay rate λ and ensure the
processes to have unit variance.
2. Transformation to non-Gaussian processes
Non-Gaussian stochastic input processes (X1, X2, . . .)
with exponential correlation decay and cumulative distri-
bution function FX(x) are obtained by monotonic trans-
formations Xt = f(ξt) of the AR(1)-processes {ξt}, such
that the cumulative distribution function Fξ(ξ) of the
Gaussian variable ξt and FX(x) coincide,
f(ξ) = F−1X [Fξ(ξ)]. (A4)
Following the arguments presented in App. B, the asymp-
totic correlation decay of the Gaussian process {ξt}
is preserved under the monotonic transformation (A4),
hence CX(τ) ∼ a21Cξ(τ) (τ → ∞); and the constant of
proportionality a21 is given by Eq. (B3). This method
thus provides a scheme for controlling probability density
and asymptotic correlation decay of a random process
(X1, X2, . . .), which we use for numerical experiments
concerning hysteresis.
The input probability density of one of the examples
used below shows an asymptotically algebraic decay, see
Eq. (8), and asymptotically exponentially decaying auto-
correlation functions CX(τ) ∼ e−λτ . Numerical exam-
ples are shown in Figs. 15 and 16, respectively. The solid
lines in Fig. 16 b) correspond to the predicted asymptotic
model behavior.
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FIG. 15. The figure shows simulation data (circles) and ana-
lytic expression (solid lines) of the probability density, Eq. (8)
with ν = 5/2, of the input process generated by the presented
algorithm. The inset illustrates on a log-log scale the asymp-
totically algebraic decay of the non-Gaussian process.
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FIG. 16. (a) The points show numerically obtained results
for the autocorrelation functions Cξ(τ) of Gaussian AR(1)-
models with the correlation decay rates λ = 1, 1/2, 1/4 and
1/8. (b) The non-Gaussian input processes, Eq. (8) with ν =
5/2, generated by a monotonic nonlinear transformation show
the same correlation decay.
Appendix B: Transformations of Gaussian processes
Following ref. [21], let {ξt} be a Gaussian process
with zero mean and unit variance, hence pξ(ξ) =
exp(−ξ2/2)/√2pi, and with the autocorrelation function
Cξ(t, t+τ) = 〈ξt ξt+τ 〉 − 〈ξt〉 〈ξt+τ 〉. Further, the trans-
formation Xt = f(ξt) is a square-integrable function∫
dξ pξ(ξ)|f(ξ)|2 <∞ [22] with Hermite expansion
f(ξ) =
∞∑
n=0
an
n!
Hen(ξ), an =
∫
dξ pξ(ξ)Hen(ξ)f(ξ) (B1)
where Hen(ξ) denotes the Hermite polynomial of order n
Hen(ξ) = (−1)neξ2/2 d
n
dξn
e−ξ
2/2.
Hermite polynomials are orthogonal∫
d ξpξ(ξ)Hen(ξ)Hm(ξ) = n!δnm. Thus, the joint
Gaussian distribution p(ξ1, t; ξ2, t+τ) may be written as
p(ξ1, t; ξ2, t+τ) = pξ(ξ1)pξ(ξ2)
∞∑
n=0
Cnξ (t, t+τ)
n!
Hen(ξ1)Hen(ξ2).
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This becomes obvious by calculating the marginal distri-
butions p(ξ1/2) =
∫
dξ2/1p(ξ1, t; ξ2, t+τ) and the autocor-
relation function Cξ(t, t+τ) =
∫∫
dξ1dξ2ξ1ξ2 p(ξ1, t; ξ2, t+
τ). Consequently, the autocorrelation function of the
transformed process {Xt} follows
CX(t, t+τ) =
∫∫
f(ξ1)f(ξ2)p(ξ1, t; ξ2, t+τ)dξ1dξ2 − 〈f(ξ)〉2
=
∞∑
n=1
a2n
n!
Cnξ (t, t+τ).
Thus, for monotonically decreasing functions |Cξ(t, t+
τ)| with limτ→∞ Cξ(t, t+ τ) = 0, the autocorrelation
CX(t, t+ τ) is asymptotically (τ → ∞) dominated by
the smallest power of Cξ(t, t+τ). Consequently, we can
truncate the series after the linear term
CX(t, t+τ) ∼ a21Cξ(t, t+τ) (τ →∞) (B2)
with a1 =
∫
dξ pξ(ξ)f(ξ)He1(ξ) where He1(ξ) = ξ. As a
consequence, the asymptotic correlation decay of a Gaus-
sian process {ξt} is preserved under the transformation
Xt = f(ξt) if a1 6= 0. In case limξ→±∞ f(ξ)pξ(ξ) = 0,
using integration by parts, it follows
a1 =
∫
dξ pξ(ξ)f
′(ξ). (B3)
Thus, one can easily see that a1 6= 0 is always valid for
a monotonic transformation for which f ′(ξ) ≥ 0 ∀ξ. The
trivial case f(ξ) = const. is excluded from this statement.
Appendix C: Role of the effective Preisach density
The effective Preisach density defined in Eq. (4) for the
symmetric Preisach model and in Eq. (13) in general pro-
vides more than expressions for the autocorrelation func-
tions and power spectral densities of the system response
to uncorrelated inputs. Considering model systems con-
sisting of a sequence of i.i.d. continuous random variables
{Xn} (uncorrelated input process) with probability den-
sity pX(x) and a Preisach model with Preisach density
µ(α, β) and a certain initial configuration of the Preisach
units, we can show: All model systems which share the
same effective Preisach density µ˜(u, v) and are, for sim-
plicity, initialized with the equilibrated initial state (see
Sect. II) generate the same output sequence of random
variables (Y1, . . . , Yt).
We are going to clarify this fact for the symmetric
Preisach model only. One can follow the same outline
for the generic Preisach model. We consider two model
systems sharing the same effective Preisach density µ˜(u)
with input and Preisach densities p1(x), µ1(α) and p2(x),
µ2(α), respectively. There exists an equally probable
realization (x
(1)
1 , . . . , x
(1)
t ) of the input process {X(1)n }
for each realization (x
(2)
1 , . . . , x
(2)
t ) of the input process
{X(2)n }, such that the output trajectories (y1, . . . , yt) of
both systems coincide.
The probability of a certain input trajectory
is given by p1(x
(1)
1 ) . . . p1(x
(1)
t ) dx
(1)
1 . . . dx
(1)
t and
p2(x
(2)
1 ) . . . p2(x
(2)
t ) dx
(2)
1 . . . dx
(2)
t , respectively. An
equally probable realization of the process {X(1)t }
follows from a monotonic transformation of the real-
ization of the process {X(2)t } so that their cumulative
distribution functions coincide F1(x
(1)
n ) = F2(x
(2)
n ),
x(1)n = f(x
(2)
n ) where f(x) = F
−1
1 [F2(x)]. (C1)
As a consequence, the input densities transform as
p2(x) = p1[f(x)]f
′(x). (C2)
At first, we claim that the effective Preisach densities are
the same
µ2[α2(u)]
2 p2[α2(u)]
!
=
µ1[α1(u)]
2 p1[α1(u)]
.
Using Eq. (C2), one can write
µ2[α2(u)] =
p1{f [α2(u)]}f ′[α2(u)]
p1[α1(u)]
µ1[α1(u)]. (C3)
With u = 2[1 − Fi(αi)] for i = 1, 2 follows F1(α1) =
F2(α2), hence
α1 = f(α2). (C4)
The latter plugged into Eq. (C3) yields
µ2(α2) = µ1[f(α2)]f
′(α2). (C5)
Next, we take a look at the response of the Preisach
model which is given by a sum of certain integrals, see
Sect. II B 2. Using Eqs. (C1),(C4), and (C5), one can eas-
ily show
x(2)∫
0
dα2 µ2(α2) =
x(1)=f(x(2))∫
0
dα1 µ1(α1).
Thus, corresponding values of both input trajectories
contribute with the same value to their system’s response.
Consequently, both trajectories yield the same output re-
alizations (y1, . . . , yt), assuming the Preisach units are
initialized appropriately. Model systems with the same
effective Preisach density µ˜(u) yield the same random
output process {Yn}, and, of course, the same autocorre-
lation function CY (τ).
As a result of this, systems with broader Preisach den-
sities assigning a higher weight to Preisach units of larger
widths are equivalent to systems with more narrow input
densities causing extreme events to be more rare. Conse-
quently, one needs to discuss effective Preisach densities
only.
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