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Abstract. A notion of gcd chain has been introduced by the author at ISSAC 2017 for two univariate
monic polynomials with coefficients in a ring R = k[x1, . . . , xn]/〈T 〉 where T is a primary triangular
set of dimension zero. A complete algorithm to compute such a gcd chain remains challenging. This
work treats completely the case of a triangular set T = (T1(x)) in one variable, namely a power of an
irreducible polynomial. This seemingly “easy” case reveals the main steps necessary for treating the
general case, and it allows to isolate the particular one step that does not directly extend and requires
more care.
1 Introduction
Computing gcd is without a doubt one of the most fundamental algorithm in computer algebra and com-
putational aspects have been studied extensively, till today. In [4] is introduced the concept of gcd chain to
bring a similar notion of the classical gcd of polynomials of one variable over a field, to the case of over a
ring R := k[x1, . . . , xn]/〈T 〉 where T is a primary triangular set of dimension zero. Such a ring has nilpo-
tent elements, and non nilpotent elements are invertible. Some attempts to treat this case in prior [4] have
concluded in somewhat unsatisfactory solutions. Indeed, a desirable fundamental property of gcd is an ideal
equality 〈a, b〉 = 〈g〉. While if a and b have coefficients in such a ring of type R, it is well-known that a
polynomial g does not exist in general, the outcome of [4] being to present a strategy to circumvent this
impediment by “iterating” somehow a Pseudo Remainder Sequence when a nilpotent remainder is met. On
the algorithmic side, this raises several challenging questions, even in the seemingly “easy” case of a primary
triangular set T = (T1(x1)) of one variable. As this article shows, this case is already not simple. And it is
important since it builds the framework to tackle the case of several variables. In particular we identify that
all steps, except one that requires more work, extend to more than one variable.
1.1 Motivation
An early motivation in computing gcds over triangular sets come from the triangular-decomposition algorithm
to solve polynomial (commutative or differential) systems [18,2]. This set of computational methods traces
back to the early work of Ritt [16], and the major computational advances realized later by Wu-Wen Tsu [19].
This has lead to several new directions of researches, followed by many researchers. In term of algorithms, only
pseudo-divisions were initially used. In 1993, in [7] Kalkbrenner introduced a “gcd”-point of view to realize
the decomposition, and the elimination (See also the notes [6]). This point of view has later been significantly
developed by M. Moreno-Maza et al. in particular with the implementation of the library RegularChains [5]
in the software Maple.
However, such a gcd does not handle “faithfully” polynomials having multiplicities; this question was
raised as early as 1995 [13] and later studied furthermore in [10], but without a satisfactory general answer.
In this regard, the present work situates in the realm of triangular decomposition as initiated by Wu-Wen
Tsu.
The gcd chain has the following geometric interpretation. The underlying triangular set can be thought
as some algebraic constraints, over which one may want to compute with further polynomials, that is over
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the solutions of the constraints only. It may happen that the solution (a constraint), is multiple. One may
think of t1(x) = x
3 for example, in the case where constraints are modeled by a polynomial of one variable
like in this work. When computing over t1, this allows to consider Taylor expansions at order 2 (for example
to control the first and second order derivative of the solution=constraint being modeled).
In Example 3 below, we want to compute the constraints defined by both polynomials a and b with
coefficients in R[x]/〈t1〉 = R[x]/〈x3〉. We obtain three cases, displayed in Figure 1.1, as computed by the
algorithm of this paper.
Fig. 1. Precision x (left): Three points intersection of y = 0,−1, 1 with x = 0. Precision x2 (middle): Two lines,
expanded from y = 0, 1. Precision x3 (right): One parabola, expanded from y = 1
1.2 Definitions
A primary triangular set in one variable is just a power of an irreducible polynomial p: T = (T1(x)) = (p(x)
e).
The ring R = k[x]/〈T 〉 is local of maximal ideal m = 〈p〉. It is therefore Henselian: monic polynomials admit
a unique factorization into coprime factors (not into irreducibles: see [4, § 3.1] for more details). Before giving
the technical definitions, a connection with the classical gcd over unique factorization domains will enlighten
the differences with the new notion.
Since R is Henselian we can write the unique factorization of the input polynomials a and b into coprime
factors as follows:
a = a1 · · · aγ · aγ+1 · · · aα, b = b1 · · · bγ · bγ+1 · · · bβ. (1)
We have ordered the factors so that gcd(ai mod 〈p〉, bj mod 〈p〉) = ρ
νi
i where ρi ∈ (k[x]/〈p〉)[y] is an
irreducible polynomial; And νi = min(λi, δi) where ai = ρ
δi
i + · · · and bi = ρ
λi
i + · · · (so that ai ≡ ρ
δi
i mod
〈p〉 and bi ≡ ρ
λi
i mod 〈p〉). If a and b have some factors aℓ and bm for ℓ,m > γ then we assume that
gcd(aℓ mod 〈p〉, bm mod 〈p〉) = 1.
Example 1 We reproduce the example of [4, Ex. 3.5, Ex. 5.2]. Consider the polynomials a and b along with
their unique factorizations into coprimes modulo T = x3.
a = a1a2a3 = ((y + 1)
2 + x(2y + 1) + x2(y + 1))(y + 2x+ 3x2)(y − 1− x− 2x2)
b = b1b2b3 = (y + 1 + 2x+ x
2)(y + 2x+ 4x2)(y − 1− x− 2x2)
We have γ = 3 and in each case gcd(ai mod 〈x〉, bi mod 〈x〉) is non trivial.
The informal discussion that follows is rigorously detailed in Sections 4.1-4.2 of [4]. Under this point of
view, it is convenient to refer to the more common terminology of unique factorization domains, but there is
a caveat: “precision”. Modulo p, the gcd of a and b (over the field k[x]/〈p〉) is well-defined and is as expected:
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g = gcd(ai mod 〈p〉, bj mod 〈p〉) =
∏γ
i=1 ρ
νi
i . But there is no isomorphism 〈a, b, T 〉 = 〈g, T 〉, only the more
coarse 〈a, b, p〉 = 〈g, p〉 holds. A more refined notion of “common factors at certain precision” allows to obtain
an ideal equality 〈a, b, T 〉.
Definition 1. A monic polynomial c is said to be a common factor of a and b at precision ℓ iff the
Euclidean divisions of a and b by c have both zero remainder modulo pℓ, but at least one non-zero
modulo pℓ+1.
a = ca′ + ra, b = cb
′ + rb ⇒ ra , rb ≡ 0 mod 〈p
ℓ〉, ra or rb 6≡ 0 mod 〈p
ℓ+1〉.
Let I1 be the set of indices of common factors of a and b at the smallest precision e1. Let I2 be the
set of indices of common factors a and b at the next to smallest precision e2, etc. we obtain a partition
(I1, I2, . . . , Is) of the set of common factors of a and b and the associated precision exponents [e1, . . . , es].
Example 2 (Example 1 continued) We notice that e1 = 1 and I1 = {1}. Indeed y+1 is the largest common
divisor of a1 and b1, and it is modulo x
e1 = x ; There is no common divisor of a1 and b1 modulo x
e1+1 = x2.
Next we observe that e2 = 2 and I2 = {2}: the largest common divisor of a2 and b2 is y+2x and it is modulo
xe2 = x2 (there is no common divisor of a2 and b2 modulo x
e2+1 = x3). Last modulo xe = x3 the factors a3
and b3 have a common divisor implying that I3 = {e3}.
Sections 4.1-4.2 of [4] prove the existence and uniqueness, in the case of a triangular set of one variable, of
the tuple of indices (I1, I2, . . . , Is) and of the sequence of increasing precision powers [e1, e2, . . . , es]. Before
that, with the notations of Eq. (1), denote G
(a)
j :=
∏
j∈Ij
ai and G
(b)
j :=
∏
j∈Ij
bi, so that:
a =
(
s∏
i=1
G
(a)
i
)
· aγ+1 · · · aα, b =
(
s∏
i=1
G
(b)
i
)
· bγ+1 · · · bβ . (2)
And from the discussion above both G
(a)
i and G
(b)
i have one maximal common factor which is at precision
pei . Let us write it Gi (since ehere it comes alone, it makes no harm to think of Gi as “the” gcd and to write
Gi ≡ gcd(G
(a)
i , G
(b)
i ) mod p
ei . There exist monic polynomials c
(a)
i and c
(b)
i both relatively prime modulo p,
such that:
G
(a)
i ≡ c
(a)
i Gi mod 〈p
ei〉, and G
(b)
i ≡ c
(b)
i Gi mod 〈p
ei〉, (3)
We obtain an equality of ideals: 〈a, b, T 〉 = 〈G1, pe1〉 · · · 〈Gs, pes〉. The formal definition of gcd chain modulo
a triangular set of one variable is as follows:
Definition 2. Given two monic polynomials a, b ∈ R[y], a gcd chain of a, b is a sequence (gi, pei)i=1,...,s
such that:
– e1 < . . . < es ≤ e and degy(g1) > · · · > degy(gs).
– gi is the product of all common factors of a and b at precision ≥ ei.
– gi+1 divides gi modulo p
ei+1 . Defining Gi := gi/gi+1 mod p
ei+1 for i = 1, . . . , s − 1 and Gs := gs, the
following isomorphism holds:
R[y]/〈a, b〉 ≃ (k[x]/〈pe1〉)[y]/〈G1〉 × · · · × (k[x]/〈p
es〉)[y]/〈Gs〉 (4)
where the r.h.s is a direct product of rings. We have moreover for all i = 1, . . . , s:
(k[x]/〈pei 〉)[y]/〈a, b〉 ≃ (k[x]/〈pe1 〉)[y]/〈G1〉 × · · · × (k[x]/〈p
ei−1 〉)[y]/〈Gi−1〉 × (k[x]/〈p
ei〉)[y]/〈gi〉 (5)
Example 3 (Examples 1, 2 continued) Let p(x) = x, T = (T1(x)) = (x
3) = (p3). The two monic polynomials
a and b when expanded are written:
a = y4 +
(
2x2 + 3x+ 1
)
y3 +
(
−x2 − x− 1
)
y2
(
−13x2 − 4x− 1
)
y − 7x2 − 2x
b = y3 + (3x2 + 3x)y2 + (−3x2 − 3x− 1)y − 10x2 − 2x
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According to the discussion made in Example 2, e1 = 1, e2 = 2, e3 = 3. The gcd chain is given by:
[((y − 1)y(y + 1), x) , ((y − 1− x)(y + 2x), x2) , (y − 1− x− 2x2, x3)],
and yields the following isomorphism according to (4).
(k[x]/〈x3〉)[y]/〈a, b〉 ≃ (k[x]/〈x〉)[y]/〈y + 1〉 × (k[x]/〈x2〉)[y]/〈y + 2x〉
× (k[x]/〈x3〉)[y]/〈y − 1− x− 2x2〉 (6)
However, Section 5 of [4] dealing with algorithms is more an indication of directions for future work, than
a complete and definitive exposition. This is what the present work does, treating the case of one variable
completely.
1.3 Related works
First of all, let us clarify what may appear as an elephant in the room:
why not computing the squarefree part of T = pe ?
The first reason is that sticking with T = pe really allows to discover the gcd-chain. Otherwise starting from
the gcd known at precision p one could perform Hensel lifting and, roughly speaking, see at each step which
parts still divide a and b etc. But then quadratic convergent lifting may not be convenient enough to recover
each precision ei, in that it may miss some. Some refinements should then be devised. . . with additional
costs. The linearly convergent Hensel lifting is not as efficient. The second reason is for considerations of
generalization to a primary triangular set of several variables. Computing the radical is still possible (see
e.g. [15,11]) at a reasonable cost, but this time recovering the factors at the required “precision” becomes
far more complicated, assuming it is possible. Consequently, for convenience and generalization in mind,
the squarefree part operation is not considered.
Gcds over non-radical triangular sets have been addressed in [13,10]. But none provided a structural iso-
morphism that mimics the case of gcd of polynomials over a field. In a different direction, some works have
focused on representing not only solution points, but their multiplicity as well [3,9,12,1]. The multiplicity is a
much coarser information than what provides an ideal isomorphism; Moreover the methods proposed in these
works are not simpler than the one proposed in [4] and here. See Section “Previous Work” of [4] for more
details. Compared to the algorithmic Section 5 of [4] the present article gives a complete treatment, with
Hensel lifting; in particular the over-optimistic over-simplistic Assumption (C) made therein is elucidated
with Weierstrass preparation theorem.
When the input irreducible polynomial is p(x) = x, the article [14] which computes a “truncated”
resultant of bivariate polynomials a and b shares some common features with the present work. However, the
gcd-chain carries more information than the classical resultant, and it is not clear wether the quite intricate
algorithm that is devised in [14] can be adapted. Therein, a generalized version of the “half-gcd” is proposed
whose purpose is a better asymptotic complexity. Another significant difference is the use of Weiertrass
factorization to cope with nilpotent leading coefficients. This notion is more natural and efficient than the
“normalization” lemma 1 of [14]; It does not require Hensel lifting and to know the squarefree part p of the
input T = pe.
Besides, the “clarity” of the classical subresultant based study presented here allows to detect that all
tasks used in the algorithm extend quite straightforwardly to primary triangular sets of more than one
variable, except one: Algo. 1 “nilpotentFactor” which “removes” nilpotent part. See Section “Concluding
remarks” for more about this.
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1.4 Organization of the paper
Section 2 introduces the core routine “largestFactor” that executes one iteration of the subresultant algo-
rithm. It finds the “last non-nilpotent subresultant”, uses the Weierstrass factorization to make it, together
with the first nilpotent subresultant, monic before another iteration. The complete algorithm “gcdChain”
that calls “largestFactor” is presented and analyzed in Section 3. The last section 4 details the variation of
the Weierstrass preparation theorem that we have used. Some concluding remarks end the article.
Acknowledgement
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2 A subresultant based main algorithm
The outcome of this section is Algorithm 4 “largestFactor” presented in Subsection 2.2. It introduces Weier-
strass factorizations at Lines 29 and 35. In the first subsection several subroutines used in this algorithm are
introduced first.
2.1 Preliminary routines
Algorithm 1 computes the largest power of p that divides all the coefficients of a polynomial in (k[x]/〈pe〉)[y].
It is a key routine in the present work.
Input: T = pe, power an irreducible polynomial. Nilpotent polynomial F = F0 + F1y + · · ·+ Fry
r modulo T
Output: P = pℓ, where ℓ ≤ e, and pℓ | F but pℓ+1 ∤ F
Largest degree i such that Fi is invertible if exists; −1 otherwise.
1 P ← T , i← r
2 while i > −1 and deg(P ) > 0 do
3 P ← gcd(Fi, P ) ; i← i− 1
4 return P, i
Algo 1: nilpotentFactor: find the largest power of p that divides F , and T
Proof (Correctness of Algo. 1). For any value of i, one has P = gcd(Fr, Fr−1, . . . , Fi, T ). Since T = p
e, we
can write pℓi := gcd(Fr , . . . , Fi, T ). The sequence {ℓi}i decreases. Let ℓ be the minimal value. By definition
pℓ | F since pℓ | Fj for all j, and ℓ is the largest integer having this property. Note that the output P is
precisely pℓ. On the other hand, if deg(P ) = 0, then gcd(Fi, p
ℓi−1) = 1 and ℓi−1 > 0 since otherwise the while
loop would have been exited before. We see that Fi is the coefficient of F of largest degree that is invertible
— when it exists. 
Let P, i be the ouput of Algorithm 1. The first statement in the remark hereunder follows directly from
the algorithm. The second one from the classical fact that a polynomial is nilpotent iff all its coefficients are
nilpotent.
Remark 1 If deg(P ) > 0 then i = −1 and reciprocally. The polynomial F is nilpotent iff i = −1.
A key subroutine Algo. 2 “WeierstrassMonic”, is used to “make monic” a non-nilpotent polynomial. It
is based on Corollary 2, which details are postponed to Section 4.
Last, the routine Algo. 3 below computes the subresultant pseudo remainder sequence modulo T and
proceeds to the necessary modifications. All specifications are described within the algorithm.
V
Input: Primary triangular set T = (p(x)e)
Univariate polynomial f = · · ·+ fky
k + · · · in R[y] where R = k[x]/〈pe〉, index k of the non nilpotent coefficient of f
of largest degree
Output: Monic polynomial h = yk + hk−1y
k−1 + · · ·+ h0 in the Weierstrass factorization theorem (Corollary 2)
In particular 〈f, T 〉 = 〈h, T 〉 (ideal equality)
5 (upe + vfk = 1)← Extended Euclidean Algorithm of p
e and fk in k[x]
6 f−1k ← v // inverse of fk modulo p
e
7 yk = fg + r ← Division of yk by f following Corollary 2 (using v), up to precision O(yk+1)
8 return yk − r
Algo 2: WeierstrassMonic
Input: Monic polynomials a, b with degy(a) ≥ degy(b) > 0.
Power of an irreducible polynomial T = (p(x)ǫ).
Output: Subresultant pseudo-remainder sequence modulo T : S = [Sr0 = a, Sr1 = b, Sr2 , , . . . , Srt , . . .]
Index j such that Srj is not nilpotent and Srj+1 is nilpotent or zero
Integer i such that coeff(Srj , i) is the non-nilpotent coefficient of largest degree
If Srj+1 is not zero, largest degree polynomial P (x) = p(x)
ℓ ∈ k[x] such that P |Srj+1 .
9 try
10 Compute a subresultant sequence modulo T : S = [Sr0 = a, Sr1 = b, Sr2 , , . . . , Srt , . . .]
11 j + 1← index of last non-zero subresultant
12 inew ← −1 ; Pnew ← 0
13 catch (“Error: Leading coefficient of Srt+2 is not invertible”) // division failed at the rt+2-th subresultant
14 j ← t+ 1 ; Pnew, inew ← nilpotentFactor(Srj , T )
15 if inew > −1 then // Srj is not nilpotent
16 A←WeierstrassMonic(Srj , T, inew)
17 , i← nilpotentFactor(Srj−1 , T ) // coeff(Srj−1 , i) is invertible
18 B ←WeierstrassMonic(Srj−1 , T, i)
19 return modifiedSubres(A,B,T )
20 while inew = −1 do // Srj is nilpotent
21 iold ← inew ; Pold ← Pnew ; j ← j − 1
22 Pnew , inew ← nilpotentFactor(Srj , T )
23 return S, j, inew , Pold
Algo 3: modifiedSubres: Modified subresultant pseudo-remainder sequence
Lemma 1 (Correctness of Algo. 3) The output S, j, i, P satisfies the specifications mentionned in “ouput”.
Proof. Step 1: The computation of the subresultant p.r.s. modulo T raises no exception at Line10. This
means that the full chain has been successfully computed, in particular the last subresultant is zero. By
definition of the index j at Line 11, its index is rj+2 and Srj+1 is the last non zero (mod T ).
It goes next to Line 20. The “return” occurs exactly when inew > −1 or equivalently that Srj is not
nilpotent; Additionally that Srj+1 is nilpotent or zero. The specification of Algorithm “nilpotentFactor” tell
that inew is the largest degree of Srj whose coefficient cinew is not nilpotent. Since a polynomial is nilpotent
iff all its coefficients are nilpotent, this implies that Srj is not nilpotent. Since the while loop (Line 20) is
bottom-up on the subresultant chain, j is the first index for which the corresponding subresultant is not
nilpotent. Therefore Srj+1 is nilpotent, and the specifications of Algorithm “nilpotentFactor” imply that
iold = −1 and that Pold | Srj+1 . This shows that all the requirements sateted in the “output” of Algo. 3 are
satisfied.
Step 2: The computation of the subresultant p.r.s. failed, an exception is caught. Lines 10-11 are skept to
go directly to Line 14. The leading coefficient of Srt is not invertible therefore the subresultant Srt+2 cannot
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be computed (mod T ) following the (classical subresultant p.r.s.) formula:
Srt+2(a, b) = ±
prem(Srt , Srt+1)
c
rt−rt+1
t lc(Srt)
,
{
c1 = 1, ri = deg(Sri)
ci = lc(Sri)
ri−1−ric
ri−ri−1+1
i−1 .
Nonetheless, Srt and Srt+1 have been both computed successfully. Index j is set to t+ 1. If inew > −1 then
Srt+1 is not nilpotent, therefore neither is Srt . Thus the call to Algo. “WeierstrassMonic” is valid at Lines16
and 18. And the recursive call to “modifiedSubres” makes sense. Eventually, no exception is raised, or Srj is
nilpotent (at Line 14). Moreover the recursive call is consistent since 〈a, b, T 〉 = 〈Srt , Srt+1 , T 〉 = 〈A,B, T 〉.
If inew = −1 then Srj is nilpotent, but it may not be the first nilpotent subresultant. It goes next to the
while loop (line 20) and the proof follows that of Step 1. 
2.2 Algorithm “largestFactor”
Now that the subroutines are defined, we describe the main algorithm of this section. It builds upon the
subresultant algorithm, where instead of computing the “last non-zero” one, it computes the “last non-
nilpotent” subresultant. Besides the comments and specifications, the proof of correctness discusses in details
of the several steps.
Input: Monic polynomials f,A with degy(f) ≥ degy(A). Power of an irreducible polynomial T = (p(x)
ǫ).
Output: g, pǫ1 , B, pℓ or where g is monic and 〈g, pǫ1〉 = 〈f,A, pǫ1〉 ;
B =“end” ; or B ∈ k[y] monic, degy(g) ≥ degy(B) ;
pℓ = pǫ−ǫ1 is used for iterative calls in Algorithm 5
24 if A = 0 then // Finished: No iteration necessary
25 return f, T , “end”,
26 if deg(A) = 0 then // Finished: No iteration necessary
27 return A, T , “end”,
28 S, j, i, pe1 ← modifiedSubres(A, f, T ) // Srj is not nilpotent, Srj+1 is. p
e1 | Srj+1
29 g ←WeierstrassMonic(Srj , T, i) // Put Srj in monic form
30 if pe1 = T then // case where e1 = e
31 return g, T, “end”,
32 S ← Srj+1/p
e1 // Precision loss of deg(pe1); S is no more nilpotent
33 pℓ ← T/pe1 = pe−e1
34 , i← nilpotentFactor(S, pℓ) // coeff(S, i) is invertible
35 B ←WeierstrassMonic(S, pℓ, i) // Put S in monic form
36 return g, pe1 , B, pℓ
Algo 4: The Largest Common Factor (largestFactor)
Lemma 2 (Correctness of Algo. 4) The output of Algorithm 4 verifies: 〈f,A, pe1〉 = 〈g, pe1〉.
Proof. If the algorithm exits at Line 25 then 〈f,A, T 〉 = 〈f, 0, T 〉 = 〈f, T 〉. It then returns f, T,“end”, hence
g = f and pe1 = T , and 〈f, T 〉 = 〈g, pe1〉. The gcd chain has one block.
If the algorithm exits at Line 27 then A is monic constant, hence equal to 1; therefore 〈f,A, T 〉 = 〈A, T 〉 =
〈T, 1〉 = 〈1〉. It returns A, T,“end”, hence g = A and pe1 = T , thereby 〈g, pe1〉 = 〈A, T 〉. Here too the gcd
chain has one block.
Assume now that the algorithm ends at Line 36 or at Line 31. At Line 28, according to the specifications
of Algo. 3, Srj is not nilpotent and Srj+1 is either nilpotent or zero (mod T ). Moreover p
e1 is the largest
power of p(x) that divides Srj+1 , and coeff(Srj , i) is the coefficient of largest degree that is invertible. We
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can apply Algorithm 2 “WeierstrassMonic” at Line 29; It outputs a monic polynomial g such that Srj = u · g
where u is a unit in (k[x]/〈pe1〉)[y]. In particular 〈g, pe1〉 = 〈Srj , p
e1〉 (‡).
If the test of Line 30 is satisfied, then Srj is not only the last non-nilpotent subresultant but also the
last non-zero one: classical subresultant theory insures that 〈Srj 〉 = 〈f,A〉 modulo T (that is e1 = e). From
the specifications of the “WeierstrassMonic” algorithm we have 〈g〉 = 〈Srj 〉 and thus 〈g, T 〉 = 〈f,A, T 〉 (with
T = pe1 since e = e1). The ouput Line 36 is then in accordance with the specifications.
If this test is not satisfied, more data needs to be output since additional works must be performed, like
Hensel lifting. We compute then S = Srj+1/p
e1 at Line 32 which is not nilpotent. By the “last non-nilpotent
criterion” of subresultant [4, Thm 5.1] 〈Srj , p
e1〉 = 〈f,A, pe1〉. Hence 〈g, pe1〉 = 〈f,A, pe1〉, by (‡), as required.
Similarly, Algorithm 2 at Line 35 returns a monic polynomial B such that S = v · B, v being a unit
modulo pℓ. Note that B is monic and satisfies degy(B) ≤ degy(g), as required. 
Lemma 3 If a monic polynomial c 6= 1 is a common factor of f and A at precision r > e1 then c is a
monic divisor of B at precision r − e1. A monic divisor c 6= 1 of B is not a common factor of f and A
at precision < e2.
Proof. Let c be a factor of f and A at precision r > e1. We can write: f ≡ cf
′ mod pr and A ≡ cA′ mod pr
(by Definition 1, both equalities do not hold together modulo pr+1). Consider the Be´zout coefficients (a.k.a
cofactors) uι, vι of the subresultant Srι . From the equality Srj+1 = uj+1f + vj+1A, one deduce that Srj+1 ≡
c(uj+1f
′ + vj+1A
′) mod pr. We also have pe1Bv ≡ c(uj+1f ′ + vj+1A′) mod pr. Now c being monic pe1
does not divide c, and we have: B ≡ c v
−1uj+1f
′+v−1vj+1A
′
pe1
mod pr−e1 . Since r > e1 by assumption, B ≡
0 mod 〈pr−e1 , c〉 and c is a factor of B at precision at least r − e1 ≥ 1. Moreover, since pe1 is the largest
power of p that divides Srj+1 , the precison is exactly r − e1. This proves the first assertion.
Consider a monic divisor C of B at precision < e2. This means that the remainder of the Euclidean
division of B by C is in 〈p〉 but not in 〈pe2〉. If C were a common factor of A and f at precision ℓ < e2,
then it is at precision ℓ ≤ e1 since there is no common factor of f and A at precision e1 + 1, . . . , e2 − 1, by
definition. We would obtain pe1B ≡ v−1(uj+1Cf ′+ vj+1CA′+pℓW ) mod 〈pe〉 for a non-zero polynomial W ,
and B ≡ C v
−1uj+1f
′+v−1vj+1A
′
pe1
+ pℓ−e1W mod 〈pe−e1 〉. For C to divide B modulo pℓ, the term pℓ−e1W shall
be zero at least modulo p. This happens only if ℓ > e1 since W 6= 0. Contradiction with ℓ ≤ e1. 
3 The Gcd-Chain Algorithm
Now that all sub-routines used in Algorithm 4 “largestFactor” are defined, we introduce in this section main
Algorithm 5 below. It is made of a while loop that has two main components:
1. a call to Algorithm 4 “largestFactor” (line 40) . A loss of precision is entailed in the division at Line 32.
2. recovering this precision loss at each iteration by Hensel lifting (Lines 43-51).
Each iteration computes one “block” of the gcd-chain. The correctness is shown in Theorem 1, with several
preliminaries made of Lemmas 4-6, Proposition 1 and its corollary 1. These preliminaries contain a detailed
description of each step of the algorithm.
Remark 2 In the sequel the triangular sets Ti, T
′
i are all power of the irreducible polynomial p. These
exponents denoted ei or e
′
i are introduced only for the analysis and are not needed in the algorithms. This is
consistent with the principle made in § 1.3 to not compute squarefree parts.
Lemma 4 The Hensel lifting at Line 48 of Algorithm 5 returns G⋆i , g
⋆
i+1 verifying: G
⋆
i ≡ Gi mod 〈T
′
i+1〉,
g⋆i+1 ≡ gi+1 mod 〈T
′
i+1〉, gi ≡ G
⋆
i g
⋆
i+1 mod 〈Ti+1〉.
Proof. This is classical: the algorithm follows exactly the steps presented in Algorithm 15.10 of [17]. 
The next lemma clarifies the status of the input/output when calling Algorithm “largestFactor” at
Line 40, within the several iterations. The notations introduced will be used thereafter.
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Input: Power of an irreducible polynomial T = (p(x)e)
Univariate polynomials a and b in R[y] where R = k[x]/〈T 〉
Output: Lists of polynomials C = [g1, . . . , gs] , D = [G1, . . . , Gs−1]
List of polynomials equal to powers of the irreducible polynomial p: T = [pe1 , pe2 , . . . , pes ] such that
[(g1, p
e1), . . . , (gs, p
es)] is the gcd-chain of (a, b, T )
37 g0 ← a ; B0 ← b ; S0 ← T ; i← 0 ; e0 ← 0 ; T0 ← T
38 C ← [ ] ; D ← [ ] ; T ← [ ]
39 while Bi 6=“end” and Bi 6= 1 do // Algo. 4 ended Line 25 or 27 or 31
40 gi+1, T
′
i+1, Bi+1, Si+1 ← largestFactor(gi, Bi, Si) // Iteration of Algo. 4
41 if i = 0 then // First iteration treated apart
42 T ← T cat [T ′i+1]
43 else // Trigger Hensel Lifting from second iteration
44 Gi ← gi/gi+1 mod 〈T
′
i+1〉 // gi = Gigi+1 mod 〈T
′
i+1〉
45 α, β ← xgcd(Gi, gi+1) mod 〈T
′
i+1〉 // αGi + βgi+1 ≡ 1 mod 〈T
′
i+1〉
46 Ti+1 ← Ti · T
′
i+1 // Ti+1 = p
ei+1
47 precision← deg(Ti+1)
48 G⋆i , g
⋆
i+1 ← HenselLift(gi, Gi, gi+1, α, β, T
′
i+1,precision)
// G⋆i ≡ Gi mod 〈T
′
i+1〉 , g
⋆
i+1 ≡ gi+1 mod 〈T
′
i+1〉, gi ≡ G
⋆
i g
⋆
i+1 mod 〈Ti+1〉
49 gi+1 ← g
⋆
i+1 mod 〈Ti+1〉
50 D ← D cat [G⋆i mod 〈Ti〉]
51 T ← T cat [Ti+1] // Next block computed
52 C ← C cat [gi+1]
53 i← i+ 1
54 return C, D, T
Algo 5: The gcd-chain algorithm
Lemma 5 Write T = [T1, . . . , Ts] with Ti = pei , C = [g1, . . . , gs] and D = [G1, . . . , Gs−1] the three outputs of
Algorithm 5. For all i = 0, . . . , s−1, consider the output gi+1, T
′
i+1, Bi+1, Si+1 of the call to “largestFactor”
at Line 40, and Ti+1 as defined at Line 46. They are related as follows:
T ′i+1 = p
ei+1−ei , Si+1 = p
e−ei+1 , Ti+1 = p
ei+1 (with e0 := 0).
Proof. The proof goes by induction on i = 0, . . . , s − 1. According to the specifications of Algorithm 4
“largestFactor” (Line 40) proved in Lemma 2. we have when i = 0, T ′1 = p
e1 , S1 = p
e−e1 . Note that the case
i = 0 (Line 41) does not require Hensel lifting, and thus T1 = T
′
1 = p
e1−e0 = pe1 , as required.
By induction hypothesis we can assume that the result holds up to i < s − 1. There is an i + 1-th call
to Algorithm 4 “largestFactor” (at Line 40), with input Si = p
e−ei , by induction hypothesis. From the
Specification of Algorithm 4, the output is T ′i+1 = p
ei+1−ei because the input Si is only at precision e − ei;
And Si+1 = p
e−ei−(ei+1−ei) = pe−ei+1 as required. The definition of Ti+1 at Line 46 gives Ti+1 = T
′
i+1 · Ti =
pei+1−eipei = pei+1 as required. 
The proposition below connects the different outputs obtained after each iteration, to the initial input
a, b, T . It is crucial in the proof of Theorem 1
Proposition 1. With the notation of Lemma 5, we have
for i ≥ 1, pei−1gi ∈ 〈a, b, p
e〉, peiBi ∈ 〈a, b, p
e〉.
Proof. We proceed by induction on i, starting with the base case i = 1.
By definition g1 is the first output polynomial of the first call to Algorithm 4 “largestFactor” in Algo-
rithm 5 “gcdChain”. From the definition of the Weierstrass factorization at Line 29 of Algorithm 4, there
is a unit ν1 ∈ (k[x]/〈pe〉)[y] such that ν1g1 = Srj . Write the Be´zout coefficients u
(1)
j a+ v
(1)
j b = Srj , so that
g1 = ν
−1
1 (u
(1)
j a+ v
(1)
j b); this proves that g1 ∈ 〈a, b, T 〉 (and that g1 ∈ 〈a, b, p
e〉: indeed pe = T ).
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B1 is the third output polynomial of the first call to Algorithm 4 “largestFactor” in Algorithm 5 “gcd-
Chain”. From Line 35 of Algorithm 4 and by definition of the Weierstrass factorization, there is a unit
ǫ1 ∈ (k[x]/〈pe−e1 〉)[y] such that pe1ǫ1B1 = Srj+1 . With the Be´zout coefficients written Srj+1 = u
(1)
j+1a+v
(1)
j+1b,
we obtain pe1B1 = ǫ
−1
1 (u
(1)
j+1a+ v
(1)
j+1b) ∈ 〈a, b, p
e〉.
Next assume that the result holds up to a value 1 ≤ i < s and let us prove it for i+1. By definition gi (resp.
Bi) is the first (resp. the third) output polynomial of the i-th call to Algorithm 4 “largestFactor” in Al-
gorithm 5 “gcdChain”. From the definition of the Weierstrass factorization at Line 29 (resp. at Line 35)
of Algorithm 4, there is a unit νi+1 ∈ (k[x]/〈pe−ei 〉)[y] (resp. ǫi+1) such that gi+1νi+1 = Srj (resp.
pei+1−eiǫi+1Bi+1 = Srj+1). Write the Be´zout coefficients as follows:
Srj = u
(i+1)
j gi + v
(i+1)
j Bi, Srj+1 = u
(i+1)
j+1 gi + v
(i+1)
j+1 Bi.
It follows that:
peigi+1
(•)
= ν−1i+1(u
(i+1)
j p
eigi + v
(i+1)
j p
eiBi), p
ei+1−eiBi+1 = ǫ
−1
i+1(u
(i+1)
j+1 gi + v
(i+1)
j+1 Bi).
The latter equality implies pei+1Bi+1
(⋆)
= ǫ−1i+1(u
(i+1)
j+1 p
eigi + v
(i+1)
j+1 p
eiBi). By induction hypothesis p
ei−1gi ∈
〈a, b, pe〉 and peiBi ∈ 〈a, b, pe〉. Thus peigi = pei−ei−1pei−1gi ∈ 〈a, b, pe〉. Consequently, both the r.h.s of
Eqs. (⋆) and (•) are in 〈a, b, pe〉, therefore so are peigi+1 and p
ei+1Bi+1. 
The first iteration of the loop of Line 39 is special since it doesn’t require Hensel Lifting (case i = 0).
The lemma hereunder treats this base case apart, and used in the induction proof of Theorem 1.
Lemma 6 The first iteration of the while loop (Line 39, i = 0) of Algorithm 5 fills C with g1 and T with
T ′1 = p
e1 . We have 〈g1, pe1〉 = 〈a, b, pe1〉.
Moreover, if there is only one iteration the stronger equality 〈g1, pe1〉 = 〈a, b, pe〉 holds.
Proof. From the proof of correctness of Algorithm 4 one has at Line 40 of Algorithm 5 〈g1, T ′1〉 = 〈g0, B0, T
′
1〉.
But T ′1 = p
e1 , g0 = a and B0 = b yielding the first equality.
For the second one, by Proposition 1 we know that pe0g1 = g1 ∈ 〈a, b, pe〉 and that pe1B1 ∈ 〈a, b, pe〉. If
there is only one iteration of the while loop Line 39, namely for i = 0, then there are two sub-cases. First
B1 6=“end” and B1 = 1. Then Proposition 1 gives pe1B1 = pe1 ∈ 〈a, b, pe〉 which proves 〈pe1 , g1〉 = 〈a, b, pe〉.
Second, B1 =“end”. This happens when the call to Algorithm “largestFactor” (Line 40) with input a, b, T
outputs Bi+1 = B1 =“end”. According to Lines 25, 27, 31 the output denoted p
e1 (in this Lemma) is equal
to T (as denoted in Algorithm 4) which is equal to pe. This implies 〈g1, pe1〉 = 〈g1, pe〉 = 〈a, b, pe〉. 
To prove correctness of the “gcdChain” Algorithm 5, one must consider the isomorphisms (4) and (5).
This amounts to prove that a product of ideals of type 〈G1, pe1〉〈G2, pe2〉 · · · 〈gi, pei〉 is equal to ideals of
type 〈a, b, pei〉. Thus we must examine the generators of the product of ideals, which is the purpose of the
following corollary (of Proposition 1).
Corollary 1. The same notations as in Lemma 5 are used. Let I be a subset of indices in [[1, s− 1]] and let
I¯ its complement in [[1, s]] (so that I, I¯ is a partition [[1, s]]).
Then gs
∏
i∈I p
ei
∏
j∈I¯ Gj ∈ 〈a, b, p
e〉.
Proof. Assume that I 6= ∅ first and let ς := maxI. Then {ς + 1, . . . , s − 1} ⊂ I¯ (possibly empty). We
claim that peςgs
∏s−1
j=ς+1Gj ∈ 〈a, b, p
e〉, from which the conclusion follows since 〈gs
∏
i∈I p
ei
∏
j∈I¯ Gj〉 ⊂
〈peς gs
∏s−1
j=ς+1Gj〉.
From the definition of Gi and gi after Hensel Lifting at Lines 50 and 49 of Algorithm 5 one has: gi−1 =
Gi−1gi mod p
ei−1 (see Lemma 4). It implies the following equality where (· · · ) denotes a polynomial:(∏s−1
j=ς+1Gj
)
gs = (
∏s−2
j=ς+1Gj)(gs−1 + p
es−1gs(· · · )) = (
∏s−3
j=ς+1Gj)(gs−2 + p
es−1gs−1(· · · ) + pes−1gs(· · · ))
= gς+1 + p
eς+1gς+2(· · · ) + · · ·+ p
es−3gs−2(· · · ) + p
es−2gs−1(· · · ) + p
es−1gs(· · · ))
X
If we multiply the above equation by peς then each term is a multiple of peℓgℓ+1 for some ℓ = ς, . . . , s − 1.
Hence, by Proposition 1 each term is in 〈a, b, pe〉 yielding the conclusion in the case I 6= ∅.
Otherwise when I = ∅, the product is equal to G1 · · ·Gs−1gs and similarly to the above, we get g1 +
pe1g2(· · · ) + · · ·+ pes−1gs(· · · ), which is in 〈a, b, pe〉 according to Proposition 1. 
The proof of Theorem 1 requires a last intermediate result.
Lemma 7 With the notations of Lemma 5 assume that s ≥ 2. Fix an 1 ≤ i ≤ s−1 and refer to the notations
of Eqs (2)-(3), to define a′ := G
(a)
i+1 · · ·G
(a)
s · aγ+1 · · · aα and b′ := G
(b)
i+1 · · ·G
(b)
s · bγ+1 · · · bβ. We have:
1. 〈a, b, pei+1〉 ⊂ 〈G1, pe1〉 · · · 〈Gi, pei〉〈a′, b′, pei+1〉.
2. 〈a′, b′, pei+1〉 = 〈gi+1, pei+1〉.
Proof. By Eqs.(2)-(3), we have a = a′
∏i
j=1G
(a)
j (similarly b = b
′
∏i
j=1G
(b)
j ) with G
(a)
j ≡ c
(a)
j Gj mod 〈p
ej 〉
(respectively G
(b)
j ≡ c
(b)
j Gj mod 〈p
ej 〉). Therefore
a = a′ ·
i∏
j=1
(c
(a)
j Gj + p
ej (· · · )), b = b′ ·
i∏
j=1
(c
(b)
j Gj + p
ej (· · · )),
where (· · · ) denotes some polynomials. This proves the inclusion 1.
To prove 2, let us treat first the case i = 1. Consider the polynomials g1, B1, which are the output of the
first call to “largestFactor” at Line 40 of Algorithm 5. Note that if we apply the lemma 6 with g1, B1, p
e−e1
instead of a, b, T , we obtain the ideal equality: 〈g1, B1, pe2−e1〉 = 〈g2, pe2−e1〉; Note the precision loss of e1
entailed at the previous iteration i = 0. Let us prove prove that 〈a′, b′, pe2−e1〉 = 〈g1, B1, pe2−e1〉. According
to Definition 1 and to the definitions of the polynomials a′ and b′, the common factors and a′ and b′ are
exactly those of a and b at precision ≥ e2. By Lemma 3, such common factors are divisors of B1 at precision
≥ e2− e1. On the other hand, by Lemma 2 the divisors of g1 (at precision p) are exactly the common factors
of a and b. Therefore, up to precision, the common factors of g1 and B1 are exactly those of a and b at
precision ≥ e2, hence are the same as those of a′ and b′. As for precision, the common factors at precision
≥ e2 of a, b, and those of g1, B1 (and they are at precision ≥ e2 − e1 due to precision loss). We deduce that
〈g2, pe2−e1〉 = 〈a′, b′, pe2−e1〉. After Hensel lifting at Line 48, we obtain 〈g2, pe2〉 = 〈a′, b′, pe2〉 .
The general case i > 1 reduces to the case i = 1 by considering instead of a and b, E := a/G
(a)
1 · · ·G
(a)
i−1 =
aγ+1 · · · aα ·
∏s
j=iG
(a)
j and respectively F := b/G
(b)
1 · · ·G
(a)
i−1 = bγ+1 · · · bβ ·
∏s
j=iG
(b)
j ; And instead of a
′
and b′ to take E′ := a′/G
(a)
1 · · ·G
(a)
i = aγ+1 · · ·aα ·
∏s
j=i+1G
(a)
j and respectively F
′ := b′/G
(b)
1 · · ·G
(b)
i =
bγ+1 · · · bβ ·
∏s
j=i+1G
(b)
j . 
Theorem 1. At the end of the i-th iteration of the while loop (Line 39) of Algorithm 5, the output lists
C, T ,D are currently filled with:
C = [g1, . . . , gi], T = [p
e1 , . . . , pei ], D = [G1, . . . , Gi−1],
and at the end of the algorithm, after say s iterations, the sequence [(g1, p
e1), . . . , (gs, p
es)] is a gcd chain.
Proof. We must show that Isomorphisms (4) and (5) hold. By the Chinese remaindering theorem it suffices
to show that
〈a, b, pe〉 = 〈G1, p
e1〉 · · · 〈Gs−1, p
es−1〉〈gs, p
es〉. (7)
holds, in order to prove (4); and to prove that (5) holds, it suffices to show that:
for all s ≥ i ≥ 1, 〈a, b, pei〉 = 〈G1, p
e1〉 · · · 〈Gi−1, p
ei−1〉〈gi, p
ei〉, (8)
Assume first that s = 1. Then Eq. (8) and Eq. (7) corresponds respectively to the first and to the second
equality of Lemma 6.
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Assume now that s > 1. Let us prove Eq. (8) first. The case i = 1 amounts to 〈g1, pe1〉 = 〈a, b, pe1〉
and is provided by Lemma 6. Assuming now i > 1. Statements 1.-2 of Lemma 7 together insure that
〈a, b, pei〉 ⊂ 〈G1, pe1〉 · · · 〈Gi−1, pei−1〉〈gi, pei〉 (†).
On the other hand, Corollary 1 insures of the inclusion:
〈G1, p
e1〉 · · · 〈Gi−1, p
ei−1〉〈gi〉 ⊂ 〈a, b, p
e〉.
Indeed the generators of the product ideals on the l.h.s. are proved in that corollary to belong to the r.h.s.
It follows that:
〈G1, p
e1〉 · · · 〈Gi−1, p
ei−1〉〈gi, p
ei〉 ⊂ 〈a, b, pei〉.
Together with (†), this proves Eq. (8). Let us prove Eq. (7). Eq. (8) with i = s yields:
〈G1, p
e1〉 · · · 〈Gs−1, p
es−1〉〈gs, p
es〉 = 〈a, b, pes〉.
Corollary 1 provides the inclusion:
〈a, b, pe〉 ⊃ 〈G1, p
e1〉 · · · 〈Gs−1, p
es−1〉〈gs〉.
Moreover, since by assumption there are s iterations, the while loop at Line 39 of Algorithm 5 stops at the
s + 1-th iteration. Either Bs 6=“end” and then Bs = 1. Proposition 1 then guarantees that p
esBs = p
es ∈
〈a, b, pe〉. We obtain the equality (7) required. Either Bs =“end”: the s − 1-th call to “largestFactor” at
Line 40 with input gs−1, Bs−1, p
e−es−1 exits at one of the Lines 25, 27, 31. If it is at Line 25, then Bs−1 = 0
which happens eventually only if b = 0, that is if there is only one iteration; Since s > 1 here, this cannot
happen. If it is at Line 27, then Bs−1 = 1, and there is no such s-th iteration since the test at Line 39 is not
passed. It remains the case of Line 31. Then the output T is equal here to pes and we have e = es. Then
Eq. (7) and Eq. (8) coincide.

4 A variant of Weierstrass preparation’s theorem
The Weierstrass preparation theorem states that a formal power series f =
∑
i aiX
i ∈ a[[X ]] with coefficients
in a local complete ring (a,m), not all of them lying in m, has a unique factorization f = qu where q =
q0 + · · ·+ qn−1Xn−1 +Xn is monic and qi ∈ m, and where u ∈ a[[x]]⋆ is an invertible power series.
In our context the local complete ring is a = k[x]/〈pe〉, m = 〈p〉 (indeed it is equal to k[[x]]/〈pe〉, which
is a finite quotient of the local complete ring k[[x]]). But the factorization supplied by the classical version
(e.g. [8, Theorem 9.1]) does not fit the needs of this work. The following variant does:
Proposition 2. Let (a,m) be a complete local ring and let f ∈ a[X ] a polynomial, say f = fdX
d + · · ·+ f0
which has not all of its coefficients fi lying in m. Write fk the coefficient of highest degree that is not in m.
There are unique polynomials q and u in a[X ] such that f = uq where:
– q is monic of degree k.
– u = u0 + u1X + · · ·+ ud−kX
d−k where u0 6∈ m and ui ∈ m for i ≥ 1 (note that u is a unit of a[[X ]]).
The proof is adapted from [8, Theorem 9.1-9.2].
Proof. Write revd(f) := X
df( 1
X
) the reversal polynomial of f (this is why we need f to be a polynomial and
not a general power series). The term of smallest degree not in m is fkX
d−k. By the standard Weierstrass
preparation Theorem 9.2 of [8] revd(f) = gs where s is an invertible power series in a[[X ]] and g = X
d−k +
gd−k−1X
d−k−1 + · · ·+ g0 is a monic polynomial which satisfies gi ∈ m. Since deg(revd(f)) = d and that g is
monic, necessarily s ∈ a[X ] and is of degree k. We write s = s0 + · · ·+ skXk. Thus:
revd(revd(f)) = f = revd−k(g)revk(s) = (1 + gd−k−1X + · · ·+ g0X
d−k)(sk + · · ·+ s0X
k)
Now since s is invertible, s0 ∈ a⋆. Letting u = s0 + · · ·+ g0s0Xd−k and q = s
−1
0 sk + · · ·+ s
−1
0 s1X
k−1 +Xk
provides polynomials satisfying f = uq as well as the requirement of the proposition. 
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The polynomial q can be computed by an Euclidean division. This possibility is a minor adaptation of [8,
Theorem 9.1], that we have reproduced in Appendix for sake of completeness.
Corollary 2. With the same notations and hypotheses of Proposition 2, given the inverse coefficient f−1k , the
monic polynomial q can be computed by mimicking the Euclidean division of Xk by fkX
k+ fk−1X
k−1+ · · · ,
but with f instead of fkX
k+fk−1X
k−1+ · · · to obtain Xk = gf+r. The power series g needs to be computed
only up to modulo Xd−k+1. Followed by the inversion of the truncated power series g to get: q = (Xk−r)g−1.
Proof. By Lemma 8, there exits a unique invertible power series g ∈ a[[X ]] and a unique polynomial r ∈ a[X ]
such that Xk = gf + r. Therefore (Xk − r)g−1 = f is the factorization of Proposition 2, by uniqueness. We
deduce that g−1 is a polynomial of degree d−k that verifies the conditions of the aforementioned proposition.
In consequence, the power series g needs to be known only modulo Xd−k+1. 
Example 4 Let a = k[[x]]/〈x2〉 ≃ k[x]/〈x2〉 be the complete local ring of maximal ideal m = 〈x〉, f = xy2 +
y+1. The Weierstrass factorization of Proposition 2 insures the existence of a polynomial q = y+ · · · ∈ a[y]
and u = u0+u1y with u0 ∈ a⋆ and u1 ∈ m, such that f = uq. To compute it, Euclidean division as explained
in Corollary 2 works as follows (boxed terms are parts of the remainder).
y xy2 + y + 1
−xy2 -1 1− xy + x
xy
-x
We obtain y = (xy2 + y+ 1)(1− xy+ x)− x− 1, hence qu = (y+ x+ 1)(1− xy+ x)−1 = xy2 + y+ 1 is the
factorization of Proposition 2. Now u = (1−xy+x)−1 = 1+
∑
i≥1 x
i(y−1)i = 1+x(y−1) in (k[x]/〈x2〉)[y].
We check that u0 = 1− x ∈ a⋆ and u1 = x ∈ m.
5 Concluding remarks
A running example Let p(x) = x, e = 7, that is the input primary triangular set in one variable is T (x) =
x7. The two input monic polynomials in (Q[x]/〈T (x)〉)[y] are defined through their unique factorization into
(two) coprime factors as:
a := (y + x+ x2 + x3 + x4 + x5 + x6) ∗ (y + 1 + x3 + x6)
b := (y + x+ x2 + 2 ∗ x3 + x4 + x5 + x6) ∗ (y + 1 + x3 + x5)
gcdChain(a, b, x7) ==
– First call to “largestFactor” Line 39 (i = 0): largestFactor(a, b, x7) ==
• Line 28 modifiedSubres(a, b, x7) ==
∗ Line 10: Subresultant mod x7 does not fail; We obtain S = [a, b, . . .], precisely:
S = [y2 + (2 ∗ x6 + x5 + x4 + 2 ∗ x3 + x2 + x+ 1) ∗ y + 2 ∗ x6 + 2 ∗ x5 + 2 ∗ x4 + x3 + x2 + x,
y2 + (x6 + 2 ∗ x5 + x4 + 3 ∗ x3 + x2 + x+ 1) ∗ y + 4 ∗ x6 + 2 ∗ x5 + 2 ∗ x4 + 2 ∗ x3 + x2 + x,
(−x6 + x5 + x3) ∗ y + 2 ∗ x6 + x3,
0]
∗ The last non nilpotent subresultant is b = S[2] and the first nilpotent is S[3] = (−x6+ x5+ x3) ∗
y + 2 ∗ x6 + x3.
∗ While loop Line 20 (j = 3) Srj = S[3]
nilpotentFactor(Srj , x
7) == x3,−1 (Pnew = x3, x3 | S[3], inew = −1)
∗ While loop Line 20 (j = 2) Srj = S[2] = b
nilpotentFactor(Srj , x
7) == 1, 2 (Pnew = 1, coeff(b, inew) = coeff(b, y
2) = 1)
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∗ exit while loop and return modifiedSubres(a, b, T ) == S, 2, 2, x3
• Line 29: WeierstrassMonic(b, x7, 2) == b
• Line 32: S = S[3]/x3 = (−x3 + x2 + 1) ∗ y + 2 ∗ x3 + 1
• Lines 33-34: pℓ = T/x3 = x4, nilpotentFactor(S, x4) == 1, 1 (i = 1)
• Line 35: B1 = y + 3 ∗ x3 − x2 + 1
• return b, x3, B1, x4
– Line 42, Line 52: T = [x3], C = [g1] (g1 = b mod 〈x3〉)
– Line 39 (i = 1): largestFactor(g1, B1, x
4) ==
• Line 28: modifiedSubres(g1, B1, x4) ==
∗ Line 10 Subresultant mod x4 does not fail; We obtain
S = [y2 + (3 ∗ x3 + x2 + x+ 1) ∗ y + 2 ∗ x3 + x2 + x,
y + 3 ∗ x3 − x2 + 1,
3 ∗ x3 − x2,
0]
∗ The last non nilpotent is actually B1 = S[2] and the first one is S[3] = 3 ∗ x3 − x2.
∗ While loop Line 20 (j = 3) Srj = S[3]
nilpotentFactor(Srj , x
4) == x2,−1 (Pnew = x2, x2 | S[3], inew = −1)
∗ While loop Line 20 (j = 2) Srj = S[2] = B1
nilpotentFactor(Srj , x
4) == 1, 1 ( Pnew = 1, coeff(B1, inew) = coeff(B1, y) = 1)
∗ exit while loop and return modifiedSubres(g1, B1, x4) == S, 2, 1, x2
• Line 29: WeierstrassMonic(B1, x
4, 1) == B1
• Lines 32 S = S[3]/x2 = 3 ∗ x− 1
• Lines 33-34: pℓ = x4/x2 = x2, nilpotentFactor(S, x2) == 1, 0 (i = 0)
• Line 35: B2 = 3 ∗ x1
• return B1(= g2), x2(= T ′2), 3 ∗ x− 1(= B2), x
2(= S2)
– (Hensel Lifting, preparation) Line 44: G1 = g1/g2 = b/B = y + x mod 〈x
2〉
– Lines45-47 α = −(1 + x), β = (1 + x), T2 = x3 · x2 = x5, precision= 5.
– (Hensel Lifting): Step 1: from x2 to x4:
G⋆1 = y + 2 ∗ x
3 + x2 + x, g⋆2 = y + x
3 + 1
Step2: from x4 to x8:
G⋆1 = y − 2 ∗ x
7 + x6 + x5 + x4 + 2 ∗ x3 + x2 + x, g⋆2 = y + 2 ∗ x
7 + x5 + x3 + 1
– Line 49: g2 = g
⋆
2 mod 〈x
5〉 = y + x3 + 1
– Lines 50-52: D = [G⋆1 mod 〈x
3〉] = [y + x2 + x], T = [x3, x5], C = [b, y + x3 + 1]
– Line 39 (i = 2): largestFactor(g2, 3 ∗ x− 1, x5) ==
• Line 27 degy(3 ∗ x− 1) = 0, return 3 ∗ x− 1, x
6, “end”.
– return C = [b, y + x3 + 1], D = [y + x2 + x], T = [x3, x5].
According to Definition 2, we have here s = 2 blocks. And moreover G1 = D[1] and G2 = g2 = C[2],
yielding the isomorphism:
(Q[x]/〈x7〉)[y]/〈a, b〉 ≃ (Q[x]/〈x3〉)[y]/〈y + x2 + x〉 × (Q[x]/〈x5〉)[y]/〈y + x3 + 1〉
In this example, this decomposition coincides with the primary decomposition.
Generalization All steps of Algorithm 4 “largestFactor” extends to more than one variable, except the
management of the first nilpotent subresultant. To illustrate this difficulty, let us consider a primary tri-
angular set T = (x2, y2) of radical (x, y), and some input polynomials a and b in (k[x, y]/〈T 〉)[z]. It may
happen that a subresultant is equal to say xz + y (for example a = z2 + 2xz − y and b = z2 + xz − 2y).
It is nilpotent and the iterated resultant criterion allows to detect it. But there is no way to “remove” the
nilpotent part as in the case of a polynomial of one variable. To apply Weierstrass preparation theorem, the
polynomial must not be nilpotent. A solution consists of “adding” this polynomial to the coefficient ring.
How this integration shall be done requires more work and will be investigated in the future.
XIV
Complexity The running-time of the algorithm is dominated by that of the subresultant calls. Indeed, all
other subroutines are indeed based on classical algorithms which have a lower cost: Hensel lifting, inversion
of a truncated power series are endowed of fast algorithms; And Weierstrass factorization is reduced to an
Euclidean division. The standard subresultant p.r.s. have a quadratic (operations in k[x]/〈pe〉) cost in the
degrees of the input polynomials. Therefore a running-time of O((e deg(p))2 ·deg(a)2) can be estimated using
naive but realistic algorithms..
We speculate that a fast version of our algorithm has a quasi-linear cost O(˜(e deg(p) · deg(a)), by using
fast “divide and conquer” (a.k.a half-gcd). This is quite challenging, and as one knows, is not reflected in
any practical algorithm. For now, we care on feasability with a view toward extensions to several variables.
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Appendix
This is a modification of Lang’s proof [8, Theorem 9.1] up to a minor point indicated below, of the Weierstrass
division, which is used in Corollary 2.
Lemma 8 With the same notations and assumptions of Proposition 2, given g ∈ a[[X ]], we can solve the
equation g = qf + r uniquely with q ∈ a[[X ]] and r ∈ a[X ] and deg r < k.
XV
Proof. Define the linear maps α : a[[X ]]→ a[X ],
∑
i aiX
i 7→
∑k−1
i=0 aiX
i and τ : a[[X ]]→ a[[X ]],
∑
i aiX
i 7→∑
i ak+iX
i. It is clear that b ∈ a[X ] has degree < k if and only if τ(b) = 0 or α(b) = b. Therefore if g = qf+r,
deg(r) < k then τ(g) = τ(qf). Moreover τ(Xkh) = h and h = τ(h)Xk + α(h) for any h ∈ a[[X ]]. Thus
τ(g) = τ(q(α(f) +Xkτ(f))) = τ(qα(f)) + τ(f)q.
Let Z = τ(f)q. Notice that τ(f) = fk + Xm
′ with fk ∈ a
⋆ and m′ ∈ ma[[X ]] by assumption, hence τ(f)
is invertible in a[[X ]]. The equation above can be rewritten: τ(g) = τ(Z α(f)
τ(f) ) + Z. Being able to solve this
equation in Z uniquely gives τ(f)q, hence q, hence r = g − fq in a unique way.
To do it, the proof differs slightly from that of [8, Theorem 9.2] to the following point. The reason why
the image of the map below
τ ◦
α(f)
τ(f)
: a[[X ]]→ ma[[X ]]
is ma[[X ] is because τ(f)−1 = f−1k
∑
ℓ≥0(−1)
ℓ(mX)ℓ for anm ∈ ma[[X ]] and hence α(f)τ(f)−1 = α(f)f−1k +
α(f)M where M ∈ ma[[X ]]. Therefore τ(α(f)τ(f)−1) ∈ ma[[X ]] since deg(α(f)fk−1) = deg(α(f)) ≤ k − 1.
Thus for any power series h ∈ a[[X ]], (
τ ◦
α(f)
τ(f)
)
(h) ∈ ma[[X ]].
Now a[[X ]] being a complete ring, I + τ ◦ α(f)
τ(f) is invertible and Z = (I + τ ◦
α(f)
τ(f) )
−1(τ(g)) is determined in
a unique way. 
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