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Kurzfassung 
Im Kontext einer Werkstatt für Menschen mit Behinderung wurde in einem intensiven 
und mehrschichtigen Prozess partizipativer Softwareentwicklung das Modell eines As-
sistenzsystems entwickelt, das Menschen mit Lernschwierigkeiten bei der selbstständi-
gen Bewältigung ihrer Arbeitsaufgaben unterstützt. Durch Einbeziehung spezifischer 
Erkennung des emotional-kognitiven Zustands und personalisierter Profile kann dieses 
System so auf die Bedürfnisse der Zielgruppe eingehen, dass Unfälle, Irritationen und 
Fehler vermieden werden können und Erlebnisse vermittelt werden, die die Selbstwirk-
samkeitserwartungen stärken. Mit einem Prototyp konnte dieses Modell überprüft und 
verfeinert werden. Das System besteht aus einem Authoring-Bereich für die Arbeitsvor-
bereitung, womit personalisierbare audio-visuelle Arbeitsanweisungen verfasst werden 
können, und einem mobilen Assistenzbereich, der leicht in den Arbeitsplatz integrierbar 
ist. Für den Prozess der Softwareentwicklung musste ein angepasstes Modell der Parti-
zipation ausgearbeitet werden, das den Bedürfnissen der Zielgruppe gerecht wird.   
Schlagwörter: Assistenzsystem, Emotionserkennung, Behinderung, Lernschwierigkei-
ten, assistierte Partizipation, Personalisierung, Spracherkennung, Sprachsteuerung, mo-
dulare Audio-/Videobearbeitung, Empowerment, Steigerung der Selbstwirksamkeitser-
wartung 
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Abstract  
A model of an assistance-system was built in an intensive and multilayered process of 
participatory software development in the context of a sheltered-workshop for disabled 
people. The solution is assisting people with learning disabilities to accomplish auton-
omously their job tasks. Based on emotion-recognition and specific personalized pro-
files the system can recognize the cognitive abilities in a certain situation and assist to 
coop with problems by personalized feedback. Therefor the successful completion of a 
task is supported and the system can prevent failures and dangerous mistakes. As a re-
sult the experience of personal confidence and self-efficacy can be fostered. By a proto-
type the model could be evaluated and refined. The system consists of an authoring-area 
for designing personalized audio-visual work instructions and a mobile assistance area, 
that could easily be integrated in a production station. Because of the special needs of 
the target group and their vulnerability a adapted version of participatory software de-
velopment process has to be initiated and applied. 
Keywords: assistance-system, emotion recognition, handicap, learning difficulty, as-
sisted participation, personalisation, voice recognition, voice control, modular au-
dio/video editing, empowerment, increase of self-efficacy 
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1 Einleitung 
Assistenzsysteme sind bereits Teil unseres Alltags. Für spezifische Zielgruppen mit 
ihren eigenen Bedürfnissen gibt es jedoch vielfach weder Digitale Medien noch die 
Möglichkeit dieser Zielgruppen sich an der Entwicklung neuer Technologien zu beteili-
gen. Assistenzsysteme die sich kognitiven und emotionalen Bedürfnissen entsprechend 
verhalten können sind eine besondere Herausforderung, gerade wenn Ziele, wie die 
Vermittlung von Selbstwirksamkeitserfahrungen, intendiert sind. 
Motivation 
Durch meinen Unfall 2005 ergab sich für mich eine neue Sichtweise, die mich in man-
chen Dingen des Lebens umdenken ließ. Ich bin seitdem querschnittgelähmt und habe 
viel Unterstützung und Hilfe benötigt. In dieser Zeit habe ich erfahren, wie wichtig es 
für mich ist, selbstständig und ohne Hilfe weiterer Personen Tätigkeiten ausführen oder 
etwas erleben zu können. Ich bin mittlerweile wieder in der Lage mein Leben komplett 
selbstständig zu führen, aber aus eigener Erfahrung weiß ich, wie schwierig dieser Weg 
ist. Lernen und Bewältigen von Aufgaben sind ein Schlüssel, der für Behinderte bedeut-
sam ist, da hierdurch Entwicklungen zu vermehrter Selbstständigkeit und zu einem ver-
besserten Lebensgefühl ermöglicht werden. Eine Gruppe von Behinderten, die es dies-
bezüglich besonders schwer hat, sind Menschen mit Lernschwierigkeiten. Für diese 
Gruppe fehlen oft altersgemäße Lösungen und Materialien für das Lernen, die sie als 
Individuen respektieren bzw. wertschätzen und die dem Bedarf ihres Alltags angepasst 
sind. Da Digitale Medien für diese Gruppe ein Medium der Teilhabe an altersgemäßer 
Kultur ist, kann von Lösungen mit Digitalen Medien ein besonderes Potenzial erwartet 
werden.  
Die eher geringe wissenschaftliche Unterstützung für Menschen mit Lernschwierigkei-
ten im Bereich der Digitalen Medien hat mich motiviert gerade in diesem Bereich For-
schung zu betreiben. Es ermöglicht mir neue Erkenntnisse in einem Bereich zu entwi-
ckeln und zu entdecken, der bisher, wenn überhaupt, eher nebenher betrachtet wurde. 
Dies bietet mir die Möglichkeit grundlegende Forschung in diesem Bereich zu betreiben 
und neue Ansätze zu verfolgen.  
Einen möglichen Grund dafür, dass das Gebiet der technologischen Unterstützungen für 
Menschen mit Lernschwierigkeiten bisher eher marginal ist, beschreiben Revermann 
und Gerlinger in ihrer „Studie des Büros für Technikfolgen-Abschätzungen beim Deut-
schen Bundestag“ wie folgt: 
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„Insbesondere für Menschen mit Einschränkungen der Lernfähigkeit oder 
psychischen Erkrankungen, die im Sinne des SGB IX ebenfalls als »behin-
dert« gelten, verbessern sich die Chancen auf dem Arbeitsmarkt nur sehr 
eingeschränkt durch den Einsatz von Technik.“  
[Revermann / Gerlinger, 2010, S.39] 
Für mich steht bei meiner Arbeit jedoch nicht die Eingliederung in den Arbeitsmarkt im 
Vordergrund, sondern mir geht es um die selbstständige Bearbeitung von Aufgaben im 
Alltag der Betroffenen, die dadurch die Erfahrung der Selbstwirksamkeit machen kön-
nen. 
Zielsetzung / Fragestellung 
Ich möchte durch die Entwicklung eines didaktisch auf die Bedürfnisse der Menschen 
mit kognitiven Schwierigkeiten angepassten Mediums einen Beitrag dazu leisten, dass 
diese Menschen durch neue Assistenz- und Lernmedien ein selbstbestimmteres Leben 
führen können.  
Ziel der Dissertation ist es, ein Modell für das Design Digitaler Medien zu entwickeln, 
das Lernen für Menschen mit Lernschwierigkeiten (mittelgradige Intelligenzminde-
rung1) unmittelbar im Handlungskontext unterstützt. Die gefundenen Lösungsansätze 
werden fortlaufend während des gesamten Projektes mit Experten einer Einrichtung für 
Menschen mit Lernschwierigkeiten bewertet und darauf aufbauend verbessert. 
Hierzu ist zu erarbeiten, in welchem Rahmen die Benutzung von Digitalen Medien beim 
kontextbezogenen Lernen für diese Zielgruppe sinnvoll ist und in welchem Umfang 
Digitale Medien Unterstützung beim Lernen und beim Wiederabrufen von Gelerntem 
bieten können. Neben dem Hauptziel, Möglichkeiten und Potenziale durch medienassis-
tiertes Lernen im Kontext der Werkstattarbeit zu eröffnen, müssen zunächst weitere 
Teilziele bearbeitet werden wie spezifische Usability, Barrierefreiheit, Funktionalität 
und Generierbarkeit von Content.  
Usability für Menschen mit kognitiven Schwierigkeiten muss sich spezifischen Fragen 
stellen: 
 Es ist zu klären, wie ein Interface aussehen kann, das ohne Problem von Men-
schen mit Lernschwierigkeiten und eventuellen weiteren Behinderungen benutzt 
werden kann.  
 Entscheidend ist die autonome Nutzung des Systems durch die Zielgruppe, da-
mit die Selbstständigkeit gefördert werden kann.  
1 Siehe Tabelle 1: ICD-10 - Kapitel 5: Psychische und Verhaltensstörungen - Intelligenzminderung 
[DIMDI-ICD] 
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 Durch mobile und flexible Technologien soll die Integration in den Arbeitskon-
text unter Berücksichtigung der kognitiven Lernspezifika der Zielgruppe ge-
währleistet werden. 
Meine Arbeit knüpft an bestehende Forschungen der Arbeitsgruppe dimeb zur Persona-
lisierung und personalisiertem Lernen von Menschen mit Lernschwierigkeiten an (z.B. 
an der Forschung von Saeed Zare [vgl. Zare, 2010]). Die Anzeige der Inhalte und deren 
Abruf muss den jeweiligen Bedürfnissen der Zielperson angepasst sein, damit die Inter-
aktion mit dem System den individuellen Lernbedürfnissen gerecht werden kann. Das 
Design der Content-Eingabe durch die Arbeitsvorbereitung (Mitarbeiter der Werkstatt 
und Experten) soll so konzipiert sein, das eine personalisierte Wiedergabe des Content 
möglich wird. 
Überblick über die Kapitel 
Diese Dissertation besteht aus neun Kapiteln. Die ersten vier Kapitel behandeln die 
Grundlagen und beleuchten den aktuellen Stand der Forschung. Die folgenden drei Ka-
pitel erarbeiten die sich daraus ergebenden Anforderungen, das Konzept und die Umset-
zung des Molediwo-Systems (mobile learning system for disabled people at workplace). 
Die beiden letzten Kapitel beschreiben die Evaluation des Prototyps und dokumentieren 
das Erreichte. Abschließend werden in diesen Kapiteln die Ergebnisse diskutiert und 
eingeschätzt. 
Kapitel 2 gibt einen Überblick über den Stand der aktuellen Forschung im Hinblick auf 
Digitale Medien für Menschen mit Behinderungen und erörtert besondere Fragen, die 
sich für Menschen mit Lernschwierigkeiten ergeben. Zentral für diese Forschung ist 
auch die Einbeziehung von Datenschutz und ethischen Gesichtspunkten. Aus der Ana-
lyse bestehender Ansätze und der Anforderungen ergibt sich, dass geeignete Medienlö-
sungen personalisierbar sein müssen, das heißt, dass sich die Systeme auf die Bedürfnis-
se und die Situation eines Nutzers einstellen. 
Kapitel 3 stellt Entwicklungen, Stand der Technologie und Forschung bezogen auf As-
sistenzsysteme vor. Auch hier wird auf Assistenzsysteme für Menschen mit Behinde-
rungen fokussiert und zwar im Hinblick auf Hardwarebesonderheiten (Eingabegeräte 
etc.) und spezifische Softwarelösungen. Technologien und Medien können durch ein 
geeignetes Design zur Selbstständigkeit des Nutzers beitragen und damit deren Lebens-
qualität verbessern. 
Kapitel 4 diskutiert Ansätze der Personalisierung, die Assistenzsysteme für die Ziel-
gruppe nutzbar machen. Ausgehend von diesen Ansätzen wird die Notwendigkeit, den 
emotional-kognitiven Zustand eines Nutzers zu erfassen, deutlich. Im Weiteren werden 
verschiedene Ansätze der Emotionserfassung diskutiert und die Emotionserkennung aus 
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Sprache favorisiert sowie deren technische Umsetzung genauer analysiert. Für Men-
schen mit kognitiven Einschränkungen stellen Systeme die Emotionen erkennen können 
und sich diesen anpassen eine große Hilfe dar, sind aber mit vielen zu lösenden Fragen 
verknüpft. 
Kapitel 5 erörtert den partizipativen Entwicklungsansatz und stellt die Anforderungen 
an das System vor. Die Zielgruppe erfordert eine mehrschichtige Vorgehensweise, die 
unterschiedliche Experten einbezieht (inklusive Beobachtungen vor Ort) um Überforde-
rungen und Überlastungen zu vermeiden. Gleichzeitig muss durch ergänzende Metho-
den der Anforderungsanalyse der Blickwinkel und Erfahrungshorizont erfasst werden. 
Kapitel 6 skizziert das Konzept eines interaktiven Assistenzsystems, das auf individuel-
le und Kontext bedingte Anforderungen, wie zum Beispiel den Verlust der Aufmerk-
samkeit durch störende Emotionen, eingehen kann. Die dahinterliegenden Modelle wer-
den vorgestellt und diskutiert.  
Kapitel 7 beschreibt die technische Umsetzung im Detail. Zu den Lösungen gehört ein 
mobiles Assistenzsystem, das aus drei Komponenten besteht. Erstens aus einem Daten-
Center mit den Nutzerdaten inklusive Profil und den Inhalten. Zweitens aus dem Mole-
diwo-Studio für das gestalten Arbeitsanweisungen und der Bearbeitung der Profile. Und 
Drittens der Molediwo-WorkApp, ein mobiles Assistenzsystem, das in den Arbeitsplatz 
integriert ist.  
Kapitel 8 dokumentiert den Evaluationsprozess und die Ergebnisse. In vier aufeinander 
aufbauenden Evaluationen wurde das System zunächst von Experten unter spezifischen 
Gesichtspunkten getestet und analysiert. Im letzten Schritt wurde ein Szenario geschaf-
fen um den Prototyp mit der Zielgruppe entsprechend ihrer kognitiven Belastbarkeit zu 
testen. 
Kapitel 9 diskutiert die Ergebnisse und gibt einen Ausblick. Der Prototyp weist auf das 
Potenzial personalisierter Assistenzsysteme hin. Mit ihnen kann die Selbstständigkeit 
der Zielgruppe gestärkt werden und dies kann ein Baustein für ein Inklusiveres Leben 
sein.  
 
Aus Gründen der sprachlichen Vereinfachung sind alle Aussagen in diesem Dokument 
als geschlechtsneutral zu verstehen. 
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2 Digitale Medien für Menschen mit 
Lernschwierigkeiten 
Digitale Medien und technologische Lösungen für Menschen mit spezifischem Bedarf 
müssen sich auf Charakteristiken dieser Gruppe von Menschen beziehen. Menschen mit 
Behinderungen haben sehr unterschiedliche Einschränkungen und so müssen diese Lö-
sungen die unterschiedlichen Ausgangslagen und Bedürfnisse abbilden können. Men-
schen mit kognitiven Einschränkungen sind ebenfalls sehr unterschiedlich eingeschränkt 
und haben darüber hinaus oft eine Reihe weiterer körperlicher Einschränkungen. Aus-
gehend von der Darstellung grundlegender Aspekte dieser Zielgruppe soll diskutiert 
werden, was dies für die Entwicklung entsprechender Digitaler Medien bedeuten kann. 
2.1 Behinderung, kognitive Entwicklung und 
Lernschwierigkeiten 
Eine Behinderung wird anhand unterschiedlicher Merkmale körperlicher, funktionaler, 
kognitiver, emotionaler und sozialer Einschränkungen festgestellt. Es kann die körperli-
che Bewegungsfähigkeit eingeschränkt sein, die Sprache, die Möglichkeit komplexe 
kognitive Aufgaben zu erfüllen oder sich emotional in sozialen Kontexten einzufügen. 
2.1.1 Begriffe und Definitionen 
In der deutschen Gesetzgebung wurde im deutschen Sozialgesetzbuch eine Definition 
festgelegt, die als rechtliche Grundlage dient: 
„Menschen sind behindert, wenn ihre körperliche Funktion, geistige Fähig-
keit oder seelische Gesundheit mit hoher Wahrscheinlichkeit länger als 
sechs Monate von dem für das Lebensalter typischen Zustand abweichen 
und daher ihre Teilhabe am Leben in der Gesellschaft beeinträchtigt ist.“ 
[Sozialgesetzbuch 9 - §2, 2010] 
Im Hinblick auf den Arbeitsmarkt wird im dritten Sozialgesetzbuch die folgende 
Definition verwendet, die wiederum auch auf die vorhergehende verweist: 
„(1) Behindert im Sinne dieses Buches sind Menschen, deren Aussichten, am 
Arbeitsleben teilzuhaben oder weiter teilzuhaben, wegen Art oder Schwe-
re ihrer Behinderung im Sinne von §2 Abs. 1 des Neunten Buches nicht 
nur vorübergehend wesentlich gemindert sind und die deshalb Hilfen zur 
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Teilhabe am Arbeitsleben benötigen, einschließlich lernbehinderter Men-
schen. 
(2) Behinderten Menschen stehen Menschen gleich, denen eine Behinderung 
mit den in Absatz 1 genannten Folgen droht.“   
[Sozialgesetzbuch 3 – §19, 2010] 
Die WHO [DIMDI-ICF, 2011] geht hingegen in ihrer Klassifikation (ICF) nicht 
nur auf die Einschränkungen oder die Abweichungen vom typischen Zustand ein, 
sondern auch auf deren Auswirkungen auf das gesellschaftliche Leben. Es soll 
damit ein Standard geschaffen werden, der es ermöglicht, eine einheitliche Spra-
che für die Definition des Gesundheitszustands einer Person zu besitzen, um da-
mit die Kommunikation zwischen unterschiedlichen beteiligten Gruppen zu ver-
einfachen. Dieser Standard soll auch die Möglichkeit des Vergleichs (zwischen 
Ländern, Disziplinen im Gesundheitswesen, im Zeitverlauf, …) ermöglichen.  
In ihrem Konzept der ICF versucht die WHO zwei unterschiedliche Modelle (me-
dizinisches und soziales Modell)2 zu vereinen, „die eine kohärente Sicht der ver-
schiedenen Perspektiven von Gesundheit auf biologischer, individueller und sozi-
aler Ebene ermöglicht.“ [DIMDI-ICF, 2011, S. 6]. Das medizinische Modell be-
schreibt eine Behinderung als Fehlfunktion, die dazu führt, dass eine behinderte 
Person im Vergleich zu nichtbehinderten Menschen funktionell eingeschränkt ist. 
Somit beschränkt sich das medizinische Modell darauf, dass eine Behinderung 
eine Schädigung ist. Demgegenüber wird im sozialen Modell auf die Auswirkun-
gen der Schädigung auf das gesellschaftliche Leben eingegangen. In diesem Fall 
wird der Begriff Behinderung „ …als gesellschaftliche Resonanz auf Menschen 
mit Schädigungen aufgefasst“ [Hirschberg, 2003, S. 172]. Das Hauptaugenmerk 
liegt hier darauf, wie Menschen mit Behinderungen in der Gesellschaft einge-
schränkt oder benachteiligt sind und auf den dadurch entstehenden Barrieren.  
Menschen mit geistiger Behinderung können nach der „Internationalen statisti-
schen Klassifikation der Krankheiten und verwandter Gesundheitsprobleme“ 
(ICD-10) der WHO anhand ihrer Intelligenzminderung in Kategorien eingeteilt 
werden. Hierfür werden standardisierte Intelligenztests durchgeführt, die die indi-
viduellen Leistungen feststellen. Die Einteilung der Kategorien wird in Tabelle 1 
dargestellt: 
 
2 medizinische und soziale Modelle der ICF wurde abgedruckt mit freundlicher Erlaubnis der Weltge-
sundheitsorganisation (WHO). Alle Rechte liegen bei der WHO 
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Bezeichnung Bereich 
Leichte  
Intelligenz-
minderung 
IQ-Bereich von 50-69 (bei Erwachsenen Intelligenzalter von 
9 bis unter 12 Jahren). Lernschwierigkeiten in der Schule. 
Viele Erwachsene können arbeiten, gute soziale Beziehun-
gen unterhalten und ihren Beitrag zur Gesellschaft leisten. 
Inkl.: 
Debilität 
Leichte geistige Behinderung 
Mittelgradige 
Intelligenz-
minderung 
IQ-Bereich von 35-49 (bei Erwachsenen Intelligenzalter von 
6 bis unter 9 Jahren). Deutliche Entwicklungsverzögerung in 
der Kindheit. Die meisten können aber ein gewisses Maß an 
Unabhängigkeit erreichen und eine ausreichende Kommuni-
kationsfähigkeit und Ausbildung erwerben. Erwachsene 
brauchen in unterschiedlichem Ausmaß Unterstützung im 
täglichen Leben und bei der Arbeit. 
Inkl.:  
Mittelgradige geistige Behinderung 
Schwere  
Intelligenz-
minderung 
IQ-Bereich von 20-34 (bei Erwachsenen Intelligenzalter von 
3 bis unter 6 Jahren). Andauernde Unterstützung ist not-
wendig. 
Inkl.: 
Schwere geistige Behinderung 
Schwerste  
Intelligenz-
minderung 
IQ unter 20 (bei Erwachsenen Intelligenzalter unter 3 Jah-
ren). Die eigene Versorgung, Kontinenz, Kommunikation 
und Beweglichkeit sind hochgradig eingeschränkt.  
Inkl.: 
Schwerste geistige Behinderung 
Dissoziierte 
Intelligenz-
minderung 
Es besteht eine deutliche Diskrepanz (mindestens 15 IQ-
Punkte) z.B. zwischen Sprach-IQ und Handlungs-IQ 
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Bezeichnung Bereich 
Andere  
Intelligenz-
minderung 
Diese Kategorie soll nur verwendet werden, wenn die Beur-
teilung der Intelligenzminderung mit Hilfe der üblichen Ver-
fahren wegen begleitender sensorischer oder körperlicher 
Beeinträchtigungen besonders schwierig oder unmöglich ist, 
wie bei Blinden, Taubstummen, schwer verhaltensgestörten 
oder körperlich behinderten Personen 
Nicht näher 
bezeichnete 
Intelligenz-
minderung 
Die Informationen sind nicht ausreichend, die Intelligenz-
minderung in eine der oben genannten Kategorien einzuord-
nen. 
Inkl.: Geistig: 
- Behinderung o.n.A. 
- Defizite o.n.A 
Tabelle 1: ICD-10 - Kapitel 5: Psychische und Verhaltensstörungen - Intelligenzminde-
rung [DIMDI-ICD, 2011] 
Für Menschen mit Lernschwierigkeiten gibt es in der Fachliteratur keine einheitliche 
Bezeichnung und auch keine klare Begriffsdefinition. Da der Begriff „geistige Behinde-
rung“ auch eine negative Konnotation hat, wurde dieser Ausdruck mit der Zeit immer 
weniger als Fachbegriff eingesetzt und ist heute - wie in den folgenden Beispielen -
weitestgehend durch andere, neutralere Formulierungen ersetzt [vgl. Rose, 2006]. 
Otto Speck stellt die Frage, ob es überhaupt nötig sei, eine Definition von geistiger Be-
hinderung festzulegen, da damit immer eine gesellschaftliche Abwertung einhergeht.  
„Es sollte vielmehr versucht werden, nur so viel spezifisch zu umschreiben, 
was im Sinne einer hinreichenden Verständigung und Unterscheidung für 
einen bestimmten sinnvollen Zweck notwendig ist und zugleich die soziale 
Situation und die pädagogische Förderung am wenigsten belastet.“    
[Speck, 2005] 
Das Netzwerk People First Deutschland e.V. [vgl. Netzwerk People First, 2008] ver-
sucht den Begriff „geistige Behinderung“ abzuschaffen, da es der Meinung ist, dass 
dieser abwertend sei. Es versucht, wie die Lebenshilfe in Österreich [vgl. Lebenshilfe], 
den Begriff „geistige Behinderung“ aus dem Wortschatz zu streichen und verwendet die 
Bezeichnung „Menschen mit Lernschwierigkeiten“.  
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Ich werde im weiteren Verlauf meiner Arbeit ebenfalls den Begriff „Menschen mit 
Lernschwierigkeiten“ nutzen, da ich ebenfalls der Meinung bin, dass die Bezeichnung 
„geistige Behinderung“ noch stärker eine negative Sichtweise zum Ausdruck bringt. 
Definitionsansätze 
In der Literatur gibt es unterschiedliche Bezeichnungen für Lernschwierigkeiten, deren 
Bedeutungen jedoch weitgehend  gleich sind. Oftmals wird von Lernstörung, Lernbe-
hinderung oder Lernbeeinträchtigung gesprochen. Auch Werner G. Leitner, Alexandra 
und Reinhold Ortner gehen auf die verschiedenen Bezeichnungen ein und nutzen 
„“Verhaltens- und Lernschwierigkeiten“ als Oberbegriff für alle Verhaltensauffälligkei-
ten, Lern- und Verhaltensstörungen, abweichende Verhaltensweisen, Lernbehinderun-
gen, Lernhemmungen und Schulschwächen, …“ [Leitner et al., 2008, S.16]. 
Das National Joint Committee on Learning Disabilities hat im Jahr 1990 folgende Defi-
nition festgehalten: 
 “Learning disabilities is a general term that refers to a heterogeneous 
group of disorders manifested by significant difficulties in the acquisition 
and use of listening, speaking, reading, writing, reasoning, or mathematical 
abilities. These disorders are intrinsic to the individual, presumed to be due 
to central nervous system dysfunction, and may occur across the life span. 
Problems in self-regulatory behaviors, social perception, and social inter-
action may exist with learning disabilities but do not by themselves consti-
tute a learning disability. Although learning disabilities may occur con-
comitantly with other handicapping conditions (for example, sensory im-
pairment, mental retardation, serious emotional disturbance), or with ex-
trinsic influences (such as cultural differences, insufficient or inappropriate 
instruction), they are not the result of those conditions or influences.” 
[NJCLD, 1990, S.1] 
Zusammenfassend bedeutet diese Definition, dass mit „learning disabilities“ eine sehr 
heterogene Gruppe erfasst wird, die Schwierigkeiten hat mit bestimmten kognitiven 
Aufgaben zurechtzukommen und die auf bestimmten, spezifischen Funktionseinschrän-
kungen des Nervensystems beruhen und meistens ein Leben lang bestehen bleiben. 
Weitere Einschränkungen können damit verbunden sein, müssen es aber nicht (zum 
Beispiel soziale, körperliche, wahrnehmungsbedingte). 
In ihrem Buch „Interventionen bei Lernstörungen“ definieren Lauth, Brunstein und 
Grünke folgendermaßen: 
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„Lernstörungen bezeichnen […] Minderleistungen beim absichtsvollen Ler-
nen. Sie äußern sich darin, dass das gewünschte Können, Wissen und Ver-
halten (z.B. beim Lesen, Rechnen, Schreiben, Mitarbeit) nicht in ausrei-
chender Qualität, nicht mit ausreichender Sicherheit sowie nicht in der da-
für vorgesehenen Zeit erworben wird: Die erwarteten Leistungsergebnisse 
werden trotz als angemessen erachteter Lernangebote nicht erreicht, sodass 
den betroffenen Schülern mehr oder minder umfangreiche Störungen des 
Lernens zugeschrieben werden.“   
[Lauth et al., 2004, S.17] 
Zielinski und Weinert sind der Meinung, dass man bei der Analyse von Lernschwierig-
keiten das Schulsystem, die Schulklasse und den Schüler als Analyseebene einbeziehen 
muss und schreiben:  
„Von Lernschwierigkeiten (im schulischen Bereich) spricht man im allge-
meinen, wenn die Leistungen eines Schülers unterhalb der tolerierbaren 
Abweichungen von verbindlichen institutionellen, sozialen oder individuel-
len Bezugsnormen (Standards, Anforderungen, Erwartungen) liegen oder 
wenn das Erreichen (bzw. Verfehlen) von Standards mit Belastungen ver-
bunden ist, die zu unerwünschten Nebenwirkungen im Verhalten, Erleben 
oder in der Persönlichkeitsentwicklung des Lernenden führen.“   
[Weinert / Zielinski, 1977, S. 289]  
Das Institut für Frühpädagogik beschreibt in seinem Familienhandbuch den Begriff 
Lernschwierigkeit wie folgt: 
„Unter dem Begriff Lernschwierigkeiten versteht man, dass subjektive Leis-
tungsvoraussetzungen zur Bewältigung gestellter Lernanforderungen fehlen 
bzw. ungenügend ausgeprägt sind, so dass der Lernende bestimmte Lernin-
halte auch mit großer Anstrengung nur teilweise oder gar nicht bewältigt. 
Zu den subjektiven Leistungsvoraussetzungen werden gezählt: 
• der aktuelle Entwicklungsstand von 
o Kenntnissen, 
o Fähigkeiten, 
o Fertigkeiten und 
o Einstellungen 
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• Sowie sozialcharakterliche Besonderheiten wie 
o Selbststeuerung, 
o Werterleben 
o Leistungsmotivation u.ä.“   
 [Thiel, 2010] 
Zusammenfassend möchte ich hier feststellen, dass ich mit dem Begriff „Menschen mit 
Lernschwierigkeiten“ eine Gruppe meine, die Schwierigkeiten mit dem Lernen hat. 
Entweder liegt die Ursache in der kognitiven Verarbeitungsfähigkeit, in motivationalen 
und sozialen Problemen oder an weiteren psychischen Faktoren. Für meine Arbeit spielt 
es eine untergeordnete Rolle, welche spezifischen Gründe für die Lernprobleme ver-
antwortlich sind.  
2.1.2 Lernen 
Aus pädagogischer Sicht ist Lernen etwas Individuelles, aber gerade bei Menschen mit 
Lernschwierigkeiten muss auf die individuellen Bedingungen besonders geachtet wer-
den. Der Fokus muss auf dem jeweiligen Lernenden und seinen spezifischen Fähigkei-
ten liegen. Jeder Einzelne hat seine eigene Art und Weise der Verarbeitung von Lernin-
halten. Es muss ein Lehrangebot gemacht werden, das die Varianten abdeckt und es 
jedem erlaubt sich die Inhalte, seinen Möglichkeiten entsprechend, anzueignen [vgl. 
Burghardt, 2008]. 
Brandstetter und Burghardt fordern eine individuelle Lern- und Entwicklungsbeglei-
tung, in der es um das dem Individuum angepasste Zusammenspiel „von sonderpädago-
gischer Diagnostik, kooperativer Förderplanung, individuellem Bildungsangebot, Leis-
tungsfeststellung und der kontinuierlichen Dokumentation dieses Prozesses“ [Brandstet-
ter / Burghardt, 2007, S.1] geht. Diese Aspekte beschreiben einen Zyklus, der für jeden 
Menschen mit Lernschwierigkeiten individuell aufbereitet wird und an dem unter-
schiedliche Personen beteiligt sind. In die Förderplanung sind sowohl Lehrpersonen als 
auch Eltern und Therapeuten involviert um geeignete Ziele für die einzelnen Schüler zu 
erarbeiten. Die sonderpädagogische Diagnostik dient dazu, eine ständige Überprüfung 
der Voraussetzungen der Schüler vorzunehmen, um ihre Fähigkeiten, Bedürfnisse und 
Lernfortschritte festzulegen oder zu bearbeiten. Das individuelle Bildungsangebot und 
die Leistungsfeststellung sind zwei Gebiete, bei denen die beeinträchtigte Person im 
Rahmen ihrer Möglichkeiten direkt integriert ist, daher müssen die erforderlichen oder 
geforderten Leistungen im Leistungsspektrum jedes Einzelnen liegen. Die Abbildung 1 
zeigt den zyklischen Ablauf der Prozesse: 
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Abbildung 1: Schematische Darstellung von ILEB (Individuelle Lern- und Entwick-
lungsbegleitung) [Brandstetter / Burghardt, 2007] 
Nach Barbara Senckel muss beim Lernen individuell darauf geachtet werden, dass der 
Lerneifer geweckt wird. Dies geschieht, indem „es ihm gelingt, genügend soziale Aner-
kennung von seinen Eltern, Lehrern und/oder Spielkameraden zu bekommen“ [Senckel, 
2006, S.76]. Das führt zu erhöhter Leistungsbereitschaft und die Konzentrationsfähig-
keit wird gesteigert, da bei guten Ergebnissen eine positive Bestätigung erwartet werden 
kann.  
„Umgekehrt führt ständige Überforderung gehäuft zu Fehlschlägen und 
Kritik, die schließlich Versagensängste und eine Mißerfolgsorientierung 
hervorrufen: Das kann ich ja doch nicht.“   
[Senckel, 2006, S.76] 
Daher ist es wichtig, beim Lernen die Anforderungen für jeden Einzelnen individuell zu 
gestalten, um sich den jeweiligen Stärken und Schwächen anzupassen und eine erfolg-
reiche Bearbeitung zu ermöglichen. 
Dieser Meinung ist auch Ulrike Wittke und sie beschreibt, dass Schüler mit Lernschwie-
rigkeiten nur durch Individualisierung des Unterrichts angemessen gefördert werden 
können. Jeder Einzelne muss, je nach Lernbereich, seinen Fähigkeiten entsprechend 
Aufgaben gestellt bekommen, die er erfolgreich bewerkstelligen kann. Dies könnte 
durch Anzahl oder Niveau der Aufgabe jeweils angepasst werden [vgl. Wittke, 2000]. 
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„Bei der Auswahl von Zielen und Inhalten und im Unterricht selbst müssen 
also die Schüler/innen als Subjekte mit ihren individuellen Fähigkeiten und 
Schwächen im Mittelpunkt stehen, denn sie allein sind Maßstab des Unter-
richts.“   
[Wittke, 2000, S.24] 
Schulkonzepte für Menschen mit Behinderungen in Deutschland 
Durch die UN-Behindertenrechtskonvention von 2006, die am 24. Februar 2009 von der 
Bundesrepublik Deutschland ratifiziert wurde [UN-Behindertenrechtskonvention, 
2009], hat sich der Blick von der Sonderpädagogik zur Inklusion verschoben. Bis heute 
wird kontrovers diskutiert, wie die Umsetzung der Konvention am besten durchgeführt 
werden kann. Im Folgenden wird zunächst die Sonderpädagogik betrachtet und an-
schließend auf verschiedene Standpunkte im Hinblick auf Inklusion eingegangen. 
Schon in der traditionellen Sonderpädagogik wurde die Integration in allgemeine Schu-
len durch Integrationsklassen immer vorangetrieben, nachdem es zunächst üblich gewe-
sen war, dass Menschen mit Lernschwierigkeiten in der Regel in speziellen Schulen 
lernten [vgl. Mühl, 2007]. Die Schulen für Behinderte teilten sich (je nach Bundesland 
ist es teilweise noch bis heute so) in Unter-, Mittel- und Oberstufe auf, worauf die Ab-
schlussstufe folgte, die dazu diente, die Schülerinnen und Schüler auf das Erwerbs- und 
Erwachsenenleben vorzubereiten. Dies beinhaltete auch die Vorbereitung auf mögliche 
spätere Berufe, wobei für jeden Schüler individuelle Ziele entwickelt werden mussten, 
die in der Unterrichtsplanung zu beachten waren. 
Nach H. Mühl sind „Menschen mit geistiger Behinderung […] auf die Möglichkeiten 
des handlungsbezogenen Lernens in möglichst realen Lernsituationen angewiesen“ 
[Mühl, 2007]. Dabei ist es wichtig, dass die Lernenden das Ergebnis in vollem Ausmaß 
vor Augen geführt bekommen und sich alle Zwischenschritte verinnerlichen können. 
Die einzelnen Elemente sollten in einem projektorientierten Unterricht vermittelt wer-
den, damit sie als zusammengehörige Teile verstanden und gelernt werden. 
Andere Konzepte der Sonderpädagogik, wie z.B. der Bildungsplan für Schulen für geis-
tig Behinderte des Ministeriums für Kultus, Jugend und Sport in Baden-Württemberg 
[Ministerium für Kultus, Jugend und Sport – Baden Württemberg, 2009], der als einzi-
ger Bildungsplan speziell auf die Besonderheiten der Zielgruppe Schüler mit Lern-
schwierigkeiten eingeht, empfahlen, unterschiedliche Zugangsformen zu Bildungsinhal-
ten bereitzustellen. Diese sollten jedem Schüler und jeder Schülerin die Möglichkeit 
geben sich den Inhalt auf individuelle Art und Weise aneignen zu können. Zu diesen 
Aneignungsmöglichkeiten zählen: die „basal-perzeptive“, die „konkret-
gegenständliche“, die „anschauliche“ und die „abstrakt-begriffliche“ Aneignung. Zu der 
basal-perzeptivischen Aneignung gehört, dass der Mensch durch grundlegende (basale) 
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Möglichkeiten, wie Fühlen, Schmecken, Sehen, Riechen, Hören und Spüren die Welt 
erkundet und erlebt und sie sich so zu Eigen macht. Die konkret-gegenständliche Vari-
ante beschreibt das aktive Zusammenspiel von Personen mit Dingen oder Personen, 
durch die sie die Welt entdecken. Bei der anschaulichen Aneignung visualisieren die 
Menschen ein Bild von Personen, Ereignissen oder Zusammenhängen und verstehen 
anschauliche Darstellungen. Die abstrakt-begriffliche Aneignung zeigt auf, dass Objek-
te, Informationen und Zusammenhänge in abstrakter Form aufgenommen und verarbei-
tet werden können.  
Der Bildungsplan orientiert sich zum einen an den Bildungsplänen der allgemeinen 
Schulen und anderer Sonderschulen, bezieht aber die individuellen Bedürfnisse von 
Menschen mit Lernschwierigkeiten ein. Aus Lernbereichen und deren Inhalten wurden 
Lernangebote entwickelt, sie dienten zur Planung von Unterricht. Abbildung 2 zeigt 
eine Übersicht der Bildungsbereiche des Bildungsplans: 
 
Abbildung 2: Bildungsbereiche  
(basiert auf: [Ministerium für Kultus, Jugend und Sport – Baden Württemberg, 2009]) 
Im Lehrplan wird darauf hingewiesen, dass die Lehrenden aufgrund der Individualität 
jedes Einzelnen ihre Bilder von einzelnen Schülern und Schülerinnen ständig kritisch 
hinterfragen und anpassen sollten. Es wird an ein enges Zusammenspiel mit den Eltern 
gedacht, da an Schulen für Schüler mit Lernschwierigkeiten, deutlich mehr als an ande-
ren Schulen, Dinge vermittelt werden, die in den privaten Bereich betreffen. Manfred 
Burghardt schreibt dazu in seinem Beitrag zum Bildungsplan:  
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„Die individuelle Lern- und Entwicklungsbegleitung ist … erstes und einzi-
ges Leitthema des neuen Bildungsplans“ und „Keine Profession kann alle 
besonderen Bedürfnissen von Schüler/innen… abdecken. Eltern, Partner, 
Träger von Maßnahmen und nicht zuletzt die Betroffenen selbst sind an den 
Lern- und Entwicklungsprozessen und Maßnahmen zu beteiligen.“  
[Burghardt, 2008, S.3] 
Die Ratifizierung der UN-Behindertenrechtskonvention hat in den letzten Jahren das 
Feld der Sonderpädagogik und die Art wie Schulen mit Schülern mit Behinderungen 
umgehen verändert. Anstelle spezifischer Einrichtungen gibt es die Anforderung alle 
Schüler gemeinsam zu unterrichten, das heißt, aus Sonderpädagogik wird mehr und 
mehr Inklusionspädagogik, also die Anforderung, den Unterricht so zu gestalten, dass 
Lernen für alle möglich ist. Der Weg hierzu wird sehr kontrovers diskutiert und es gibt 
unterschiedliche Ansätze, die im Folgenden kurz zusammengefasst werden. Da der Fo-
kus dieser Arbeit auf der Entwicklung eines Assistenzsystems liegt, werden nur die 
Grundlegenden Standpunkte, die für die Gestaltung des Einsatzes diskutiert werden 
können, vorgestellt. 
Nach Kurt A. Heller gibt es drei Positionen, die sich in dieser Diskussion abzeichnen: 
Zunächst gibt es diejenigen, die ausnahmslos eine Einheitsschule für alle fordern, Heller 
nennt sie Vertreter einer „radikalen“ Inklusion. Zu den „gemäßigteren“ Inklusionsver-
tretern zählt er vor allem solche, die sich an praxisorientierten Ansätzen einer Einheits-
schule orientieren. Die von ihm präferierte dritte Position setzt seiner Meinung nach das 
„Kindeswohl“ an die erste Stelle. Dies bedeutet, dass auch Lösungen, die Schüler von-
einander separieren, diesen besser dienen könnten. In seinen Ausführungen zu „Vor- 
und Nachteilen homogener versus heterogener Lerngruppen“ setzt er sich mit einigen 
Inklusionsgrundsätzen kritisch auseinander, wie zum Beispiel mit der Auffassung: 
„Ausländische Erfahrungen belegen die Überlegenheit von Einheits- oder Gesamtschu-
len gegenüber dem gegliederten deutschen Schulwesen“. Weitere Ansätze, die für eine 
radikale Inklusion sprechen, versucht er ebenso zu widerlegen [vgl. Heller, 2013]. 
Für ihn steht ein mehrgliedriges Sekundarschulsystem, wie es bislang umgesetzt wurde, 
klar im Vorteil gegenüber der Einheitsschule, was im folgenden Zitat deutlich wird: 
„Unter dem Gesichtspunkt der schulischen Leistungseffizienz und somit der 
Optimierung individueller Ausbildungs- und späteren Berufschancen ist das 
in Deutschland etablierte mehrgliedrige Sekundarschulsystem den hiesigen 
Einheitsschulen und auch nach den jüngsten Schulstudien wie TIMSS und 
PISA deutlich überlegen.“  
 [Heller, 2013, S.57f] 
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Und er argumentiert weiter: 
„Die verfügbaren Mittel des aktuellen Bildungsetats könnten m. E. nutz-
bringender in flankierende Maßnahmen zur Verbesserung einigermaßen 
bewährter gegliederter Schulsysteme inkl. Sonderschulen […] investiert 
werden.“   
[Heller, 2013, S.70] 
Ähnliches vertritt Bernd Ahrbeck mit seinem eher skeptischen Blick auf den Inklusi-
onsgedanken: Er beruft sich dabei auf den sogenannten Hamburger Schulversuch, der in 
Bezug auf die emotionale und soziale Integration von Schülern und Schülerinnen mit 
Lern-, Sprach- oder Verhaltensproblemen als gelungen bezeichnet werden kann. Dem 
gegenüber hebt er hervor, dass die angestrebten Leistungsziele nicht erreicht wurden 
und leistungsschwache Kinder nicht von der heterogenen Gruppe profitierten. Vielmehr 
sei zu erkennen gewesen, dass der durchschnittliche Leistungsstand der beobachteten 
Klassen eher niedrig ausfiel [vgl. Ahrbeck, 2013].  
Daher schließt er: 
„Die Chancen der Inklusion liegen darin, für mehr Gemeinsamkeit von 
Kindern mit und ohne Behinderung zu sorgen […]. Für viele Kinder dürfte 
sich dies als vorteilhaft erweisen. Die Grenzen der Inklusion bestehen darin, 
dass eine unbedingte Gemeinsamkeit, der niemand entweichen kann, nicht 
für alle Kinder gut ist. Einige Schülerinnen und Schüler werden […] wei-
terhin auf spezielle pädagogische Settings angewiesen sein.“   
[Ahrbeck, 2013, S.72] 
Auf diese Kritik antwortet unter anderem Ulf Preuss-Lausitz. Er verfolgt das Ziel eines 
gemeinsamen und inklusiven Lernens und verweist in seinem Text „Zu Anforderungen 
an die Zukunftsfähigkeit unserer Schulen“ auf eine Vielzahl von deutschsprachigen und 
internationalen Studien. Diese beschäftigen sich mit dem Lernfortschritt von Behinder-
ten und Langsamlernern in Sonderschulen und weisen darauf hin, dass homogene Lern-
gruppen von behinderten Jugendlichen kognitiv und sozial ineffektiver sind, als der ge-
meinsame Unterricht. Eine norwegische Verlaufsstudie, bei der behinderte Kinder ent-
weder inklusiv oder in Sonderklassen unterrichtet werden, komme zu dem Ergebnis, 
dass fast 60% der inklusiv unterrichteten Schüler das Abschlussziel erreichten, wohin-
gegen es nur 35% in der Sonderklasse waren [vgl. Preuss-Lausitz, 2013]. 
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Abschließend plädiert er dafür,  
„in allen inklusiven Schulen eine sonderpädagogische Grundausstattung 
(mit den Kompetenzfeldern Lernen, emotionale und soziale Entwicklung und 
Sprache) einzuführen, und im Sekundarbereich zusätzlich Sozialarbeiter zu 
verankern.“   
[Preuss-Lausitz, 2013, S.46] 
Hinter den gesellschaftlichen Kontroversen um Inklusion, wie diese zu erreichen sei und 
ob Sonderschulklassen auch inklusiv sein könnten, spielt nach wie vor die Frage eine 
Rolle, wie Lernen als Teilhabe gestaltet sein sollte. Das heißt, diese Frage geht über 
Inklusionsklassen hinaus und kann eine Aufforderung sein schulisches Lernen generell 
anders zu denken. Maria Montessori hat in ihrem Ansatz der Reformpädagogik versucht 
Kinder mit Behinderungen und Straßenkinder einzubeziehen. Im offenen Unterricht der 
Montessori-Pädagogik finden sich Kinder zu Lerngruppen zusammen, die einer selbst-
gewählten Aufgabe folgen. In der Inklusion bietet dieses Konzept eines offenen Unter-
richts mit wechselnden Lerngruppen ohne klassische Schulklassen die Möglichkeit, dass 
jeder Schüler seinem individuellen Lehrplan folgt und entsprechend gefördert werden 
kann. Dies geschieht nicht nur durch Lehrer, sondern die stärkeren Schüler helfen den 
schwächeren Schülern und festigen dabei auch ihr eigenes Wissen. Dies folgt dem viel-
fach zitierten Satz „Hilf mir es selbst zu tun“ [Böhm, 1969, S.70].  
Digitale Medien könnten einen Beitrag leisten selbstständiges Lernen zu ermöglichen. 
Auch die Kontroversen Beiträge in der Inklusionsdebatte fokussieren die individuelle 
Situation des jeweiligen Schülers und sein individuelles Lernen. Der Weg dahin mag 
sehr unterschiedlich gesehen werden, die Förderung des selbsttätigen Lernens scheint 
aber grundsätzlich zu sein. Der vorliegende Ansatz dieser Forschungsarbeit nimmt den 
Satz „Hilf mir es selbst zu tun“ ernst und versucht Lernen durch selbstständiges Tun zu 
ermöglichen. 
2.1.3 Arbeitswelt und Werkstätten 
Der Zugang zum allgemeinen Arbeitsmarkt ist für Menschen mit Lernschwierigkeiten 
oft versperrt. Sie treffen „[…] oftmals auf diskriminierende Ungleichbehandlung“ [Ro-
se, 2006, S.22] und haben weitaus geringere Chancen als Menschen ohne eine Behinde-
rung. Um diesen Menschen eine berufliche Perspektive zu geben, gibt es speziell ausge-
stattete Werkstätten für behinderte Menschen, die dazu dienen, sie in das Arbeitsleben 
einzugliedern [vgl. Rose, 2006]. Dazu ist im deutschen Sozialgesetzbuch Folgendes  zu 
lesen:  
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„Die Werkstatt für behinderte Menschen ist eine Einrichtung zur Teilhabe 
behinderter Menschen am Arbeitsleben im Sinne des Kapitels 5 des Teils 1 
und zur Eingliederung in das Arbeitsleben. Sie hat denjenigen behinderten 
Menschen, die wegen Art oder Schwere der Behinderung nicht, noch nicht 
oder noch nicht wieder auf dem allgemeinen Arbeitsmarkt beschäftigt wer-
den können, 
1. eine angemessene berufliche Bildung und eine Beschäftigung zu einem 
ihrer Leistung angemessenen Arbeitsentgelt aus dem Arbeitsergebnis anzu-
bieten und 
2. zu ermöglichen, ihre Leistungs- und Erwerbsfähigkeit zu erhalten, zu 
entwickeln, zu erhöhen oder wiederzugewinnen und dabei ihre Persönlich-
keit weiterzuentwickeln. 
Sie fördert den Übergang geeigneter Personen auf den allgemeinen Ar-
beitsmarkt durch geeignete Maßnahmen. Sie verfügt über ein möglichst 
breites Angebot an Berufsbildungs- und Arbeitsplätzen sowie über qualifi-
ziertes Personal und einen begleitenden Dienst. Zum Angebot an Berufsbil-
dungs- und Arbeitsplätzen gehören ausgelagerte Plätze auf dem allgemei-
nen Arbeitsmarkt. Die ausgelagerten Arbeitsplätze werden zum Zwecke des 
Übergangs und als dauerhaft ausgelagerte Plätze angeboten. […]“  
[Sozialgesetzbuch 9 - §136, 2010] 
In diesen Werkstätten gibt es ein breites Spektrum von Arbeitsbereichen. Sie reichen 
von Zuarbeiten für große Firmen wie Daimler-Chrysler oder einer Tischlerwerkstatt für 
Spezialbedarfe von Kinderhorten über künstlerische Töpferarbeiten mit therapeutischer 
Begleitung bis hin zu Gartenpflege und Reinigungsarbeiten, wobei auch jederzeit neue 
Bereiche erschlossen werden. Bei der Zuteilung der Beschäftigten auf die einzelnen 
Bereiche müssen vor allem die individuellen Möglichkeiten jeder einzelnen Person be-
trachtet werden. Die Behinderungen der Beschäftigten können unterschiedliche Formen 
haben. Sie reichen von leichten Lernschwierigkeiten über psychische und körperliche 
Einschränkungen bis hin zu Mehrfachbehinderungen.  
In der Werkstatt Bremen gibt es ein erprobtes Vorgehen, mit dem Menschen für einen 
spezifischen Arbeitsbereich ausgesucht werden und der Arbeitsplatz wird dementspre-
chend vorbereitet. Zunächst durchläuft der Bewerber ein dreimonatiges sogenanntes 
Eingangsverfahren, bei dem Wünsche bezüglich des Einsatzbereiches und der Aufgaben 
berücksichtigt werden. Während dieser Zeit wird von den Ergotherapeuten der Werk-
statt eine Potenzialdiagnostik nach „hamet 2“ bzw. „hamet e“ erstellt. Sowohl „hamet 
2“ als auch „hamet e“ sind „ handlungsorientierte Testverfahren zur Erfassung und 
Förderung beruflicher Kompetenzen junger Menschen mit erhöhtem Förderbedarf“ 
2 Digitale Medien für Menschen mit Lernschwierigkeiten 34 
[hamet e]. „hamet e“ ist auf die Analyse der Einsatzmöglichkeiten in Werkstätten für 
Menschen mit Behinderungen ausgelegt. Da die meisten Werkstätten ihren Fokus auf 
handwerklich-motorische Basiskompetenzen legen, erfasst dieses Tool nur diese Kom-
petenzen und Einsatzmöglichkeiten. Wenn nach dem Eingangsverfahren ein weiterer 
Verbleib in der Werkstatt angestrebt wird, geht es im nächsten Schritt um eine genauere 
Zuordnung zu einem bestimmten Arbeitsplatz. Für diese Zuordnung wird die sogenann-
te Kasseler-Kompetenz-Analyse (KKA) angewendet. Die KKA ist ein standardisiertes, 
Software gestütztes diagnostisches Bewertungsverfahren, um Details bezüglich der Bil-
dungsleistung und der daraus abzuleitenden Potenziale zu gewinnen [vgl. hamet; vgl. 
KKA]. 
Abhängig von den durch die Kasseler-Kompetenz-Analyse ermittelten Einsatzpotenzia-
len und den eigenen Wünschen erhält eine Person einen Arbeitsplatz in einem bestimm-
ten Teilbereich der Werkstatt. Es wird darauf geachtet, dass der Arbeitsplatz vom Be-
schäftigten ohne Unterstützung benutzt werden kann. Es sind oftmals individuelle An-
passungen der Werksmaschinen notwendig, um einen selbstständigen Ablauf gewähr-
leisten zu können und um sicher zu sein, dass das Verletzungsrisiko minimiert ist. Be-
vor ein Beschäftigter allerdings in die eigentliche Produktion oder Dienstleistung ein-
steigen kann, gibt es oftmals einen Ausbildungsbereich, in dem der Arbeitsplatz 1:1 
übernommen wird und wo die Aufgabe erlernt werden kann. Dabei wird Lernen durch 
Wiederholung verfolgt. In dieser Ausbildung wird kein fester Zeitplan verfolgt, sondern 
der Rhythmus wird durch die Person und ihre Lernmöglichkeiten bestimmt. Demgegen-
über ist ein genauer Arbeitsablauf vorgegeben, den der Beschäftigte Schritt für Schritt 
abzuarbeiten hat, damit sich der genaue Ablauf immer besser einprägt und keine Un-
klarheiten entstehen. Je nach Behinderung werden solche Arbeitsabläufe langsamer oder 
schneller erlernt und haben unterschiedliche Schwierigkeitsstufen. Menschen mit star-
ken kognitiven Einschränkungen zum Beispiel haben ein sehr geringes bis gar kein Abs-
traktionsvermögen, wodurch ihnen eher leichte Zuarbeiten zugedacht werden. Men-
schen mit leichten Lernschwierigkeiten oder lediglich einer körperlichen Beeinträchti-
gung können auch abstraktere Aufgaben übernehmen, wobei hier eventuell eine Anpas-
sung der Werkmaschinen notwendig ist. Bei Menschen mit psychischer Labilität wiede-
rum ist das Erlernen und Verstehen neuer Aufgaben ein eher geringes Hindernis. Hier 
ist eher mit qualitativ minderwertigeren Erzeugnissen zu rechnen, wenn das psychische 
Problem in den Vordergrund rückt.  
Die Qualitätsprüfung ist in einer Werkstatt für behinderte Menschen ein sehr wichtiger 
Aspekt, da auch hier eine fehlerhafte Produktion finanzielle Einbußen bedeutet und die 
finanziellen Mittel eher knapp berechnet sind. Durch die Behinderungen der Beschäftig-
ten ist die Wahrscheinlichkeit, dass ein Werkstück nicht korrekt erzeugt wurde, größer 
als in jedem anderen Betrieb. Daher ist das Qualitätsmanagement sehr wichtig und wird 
auch in erster Linie von nicht behinderten Mitarbeitern oder von Überprüfungssystemen 
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vorgenommen. In bestimmten Bereichen wird versucht Beschäftigte mit nur leichten 
Behinderungen so weit einzuarbeiten, dass von ihnen die Qualitätsprüfung übernommen 
werden kann. 
2.2 Inklusion 
Inklusion bedeutet die Teilhabe an der Gesellschaft. Dies beinhaltet Schule, Arbeits-
platz, Freizeit, Kommunikation und Wohnen. Grundlage hierfür ist die UN-
Behindertenkonvention3 und die entsprechende Umsetzung in den jeweiligen Bundes-
ländern (unter anderem in Bremen durch den Landesbehindertenbeauftragten). Im Fol-
genden gehe ich auf die für diese Arbeit wichtigen Aspekte ein, die über Inklusion als 
Konzept für die Schule (2.1.2.1) hinausgehen. 
2.2.1 Barrierefreiheit 
Im §4 des Gesetzes zur Gleichstellung behinderter Menschen ist Barrierefreiheit folgen-
dermaßen definiert:  
„Barrierefrei sind bauliche und sonstige Anlagen, Verkehrsmittel, techni-
sche Gebrauchsgegenstände, Systeme der Informationsverarbeitung, akusti-
sche und visuelle Informationsquellen und Kommunikationseinrichtungen 
sowie andere gestaltete Lebensbereiche, wenn sie für behinderte Menschen 
in der allgemein üblichen Weise, ohne besondere Erschwernis und grund-
sätzlich ohne fremde Hilfe zugänglich und nutzbar sind.“   
[BGG, 2007] 
Der Begriff Barrierefreiheit beschreibt somit die uneingeschränkte Zugänglichkeit und 
Nutzung von Gebäuden, Medien oder Gegenständen für alle Menschen, egal ob sie eine 
Behinderung haben oder nicht. Bei Menschen mit Behinderung sind bestimmte Aspekte 
zu berücksichtigen, die für Menschen ohne Behinderung nicht von Belang sind. Ein 
Beispiel ist, dass der Eingang eines Gebäudes, der nur über einen Treppenaufgang zu 
erreichen ist, um eine Rampe erweitert werden muss, die nach DIN 18024 nur eine Stei-
gung von höchstens 6 %  betragen darf. Dadurch ist gewährleistet, dass Rollstuhlfahrer 
oder Menschen mit Rollatoren ihn selbstständig erreichen können, d.h. der Zugang bar-
rierefrei ist [vgl. Lehmann, 2006].  
Für Menschen mit eingeschränkter Sehfähigkeit wird durch die Brailleschrift Zugang zu 
Kommunikation und Teilhabe am kulturellen Leben ermöglicht. Basierend auf Braille-
schrift gibt es „gedruckte“ oder andere Informationsmedien und seit einiger Zeit auch 
spezifische Hardware, wie zum Beispiel die Braillezeile oder Brailletastaturen. Bereits 
3 Siehe Kapitel 2.1.2.1 „Aktuelle Schulsituation“ 
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vor dem Behindertengleichstellungsgesetz gab es diese Hilfen, wohingegen der Bedarf 
für gehörlose Menschen und andere Gruppen erst danach in den Fokus gerückt ist. Ei-
nerseits gab es beispielsweise Nachrichtensendungen, die auch in Gebärdensprache 
übertragen wurden, andererseits blieb oftmals der Zugang zu Informationen im Internet 
unzureichend. Aufgrund der häufig „mangelhaften Sprachkompetenz, […] komplexe 
schriftliche Texte zu erfassen“ [DGS] war es für die gehörlosen Menschen oft nicht 
möglich schriftliche Inhalte in ihrer Gänze zu verstehen. Deshalb gab es den erfolgver-
sprechenderen Ansatz, Inhalte von Internetseiten in Gebärdensprache zu verfilmen und 
den Gehörlosen als Stream zur Verfügung zu stellen [vgl. DGS; vgl. Behindertenbeauf-
trage b]. Schließlich stellen sich im Hinblick auf Barrierefreiheit für Menschen mit 
Lernschwierigkeiten besondere, bislang wenig realisierte Anforderungen. Für diese 
Gruppe ist es wichtig Texte und Inhalte so darzustellen, dass sie einfache, klare und 
kurze Aussagen enthalten und dadurch zu verstehen sind, dies bedeutet Komplexität 
sinnvoll zu vereinfachen. Das Netzwerk „Leichte Sprache“ ist vor einigen Jahren ge-
gründet worden und hat Richtlinien entwickelt, die öffentliche Institutionen darin unter-
stützen bei allgemeinen Veröffentlichungen diesem Anspruch gerecht zu werden. Web-
seiten aus Behörden kommen diesen Richtlinien zum Teil bereits nach. So können zum 
Beispiel die Webseite des Deutschen Bundestages oder die der Bundesbehindertenbe-
auftragen in Leichter Sprache, aber auch in Gebärdensprache gelesen werden [Bundes-
tag; Behindertenbeauftragte, 2016a; Behindertenbeauftragte, 2016b]. 
2.2.2 Leichte Sprache  
Texte in Leichter Sprache sind für viele Menschen (Migranten, Kinder, Senioren etc.) 
hilfreich. Besonders für Menschen mit geistiger Behinderung oder mit Lernbehinderung 
ist es erforderlich Texte in Leichter Sprache zugänglich zu haben, damit sie nicht über-
fordert sind. Auch Menschen, die nicht gut lesen und schreiben oder die nicht gut 
Deutsch können, hilft die Leichte Sprache beim Verständnis. Aber auch Menschen ohne 
Einschränkungen haben oftmals Probleme mit Texten, wie z.B. der Steuererklärung, 
Gesetzen oder Verträgen, daher ist auch in solchen Fällen Leichte Sprache sinnvoll.   
Für die Erstellung von Leichter Sprache gibt es einige Regeln, die beachtet werden soll-
ten, damit sie für den Lesenden auch wirklich leicht zu verstehen ist. Hierzu zählen z.B. 
einfache Worte und kurze Sätze. Eine detailliertere Auflistung dieser Regeln befindet 
sich im Anhang A. Wichtig bei der Erstellung von Texten in Leichter Sprache ist die 
Überprüfung der erstellten Texte durch Personen, für die dieser Text geschrieben ist, 
wie z.B. Menschen mit Lernbehinderung. [vgl. Leichte-Sprache] 
Um es allen Menschen zu ermöglichen, die Inhalte von Webseiten zu verstehen, gibt es 
Seiten, die sowohl in normaler Sprache als auch in Leichter Sprache dargestellt werden. 
So haben alle die gleichen Chancen sich über wichtige Neuigkeiten zu informieren. Als 
Beispiele seien hier die Webseite der Bundesregierung [vgl. Bundesregierung] und des 
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Bundestags [vgl. Bundestag] aufgeführt, die jeweils auch in Leichter Sprache verfügbar 
sind. 
2.2.3 Digitale Inklusion – Teilhabe an der Informationsgesellschaft 
Gesellschaftliche Teilhabe aller Menschen ist seit einiger Zeit Forderung von Politik- 
und Zivilgesellschaft geworden. Dies gilt - und darum soll es in diesem Abschnitt gehen 
- insbesondere auch für Zugang und Umgang mit digitalen Informationen, die heute 
entscheidend sind für die Teilhabe. Für die Gestaltung von digitalen Systemen bedeutet 
dies, die Anforderungen anzunehmen und sich im Design mit spezifischen Fragen der 
Usability und Accessibility zu beschäftigen, also, wie Systeme so angepasst werden 
können, dass sie den Bedürfnissen unterschiedlicher Menschen gerecht werden können. 
 Usability und Accessibility 2.2.3.1
Im Softwareentwicklungsprozess spielt Usability eine wichtige Rolle, zunehmend wird 
diese um sogenannte Accessibility bzw. Barrierefreiheit ergänzt. Unter Usability ver-
steht Jakob Nielsen: 
“Usability is the question of wheter the functionality of the system in princi-
ple can do what is needed, and usability is the question of how well users 
can use that functionality.” 
[Nielsen, 1993, S.25] 
Mit Accessibility beziehungsweise Barrierefreiheit wird die gebrauchstaugliche Nut-
zung eines Softwaresystems für eine möglichst breite Nutzergruppe bezeichnet. Dies 
bedeutet zum Beispiel für Personen die in ihrer Mobilität oder ihrem Seh- und Hörver-
mögen eingeschränkt sind [vgl. DIN EN ISO 9241-171:2008-10, 2008]. 
Usability und Accessibility lassen sich nicht scharf voneinander abgrenzen. Für Men-
schen mit körperlichen oder kognitiven Einschränkungen ist Usability und Accessibility 
von Soft- bzw. Hardware von entscheidender Bedeutung. Zunächst möchte ich hierzu 
auf die Accessibility eingehen und danach auf Usability. 
Bei einer körperlichen Behinderung benötigen die eingeschränkten Personen Hardware, 
die an ihre speziellen Anforderungen angepasst ist (Accessibility). Dafür gibt es ver-
schiedene Ein- und Ausgabegeräte, die den verschiedenen Behinderungen entsprechend 
konzipiert sind. Ein Beispiel sind Geräte, die speziell für Menschen gebaut werden, bei 
denen die Feinmotorik oder die Grobmotorik der Arme oder Hände eingeschränkt ist. 
Für andere Behinderungen gibt es entsprechende Anpassungen, die den Anforderungen 
von behinderten Menschen genügen.  
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Abbildung 3: Tastatur mit Braillezeile (Braille Star 80)4  
Je nach Einschränkung werden unterschiedliche Lösungen benötigt, um Accessibility zu 
gewährleisten. Für blinde Menschen ist die Accessibility ein besonders wichtiger As-
pekt, da sie davon abhängig sind, die auf einem Monitor angezeigten Daten in einer 
anderen Art und Weise präsentiert zu bekommen. Accessibility für diese Zielgruppe 
wird dadurch erreicht, dass die Texte durch Screenreader vorgelesen oder dass die In-
formationen über eine Braille-Zeile mit den Fingern gelesen werden können. Bei der 
Nutzung von Braille-Zeilen wird der Bildschirm ausschnittweise betrachtet und die In-
formationen werden durch kleine Stifte, die Brailleschrift erzeugen, für den Behinderten 
lesbar gemacht. Durch zusätzliche Steuertasten ist es möglich den Ausschnitt zu bewe-
gen, damit jeder Bereich des Bildschirms erreicht werden kann. Für diese Möglichkei-
ten ist es jedoch wichtig, dass die Informationen so formatiert sind, dass sie von den 
entsprechenden Ausgabegeräten richtig verarbeitet und weitergegeben werden können. 
Für Menschen, bei denen die Sehfähigkeit nur beeinträchtigt ist, ist es wichtig, dass die 
dargestellten Informationen ihren Ansprüchen genügen. So sollten die Elemente nicht 
zu klein und gut erkennbar dargestellt werden. Ebenso ist es wichtig farblich einen gu-
ten Kontrast zwischen einzelnen angezeigten Elementen zu gewährleisten, um das An-
gezeigte trotz einer Farbschwäche gut erkennen zu können [vgl. Mikl].  
 
Abbildung 4: Tastenmaus 
Bei Menschen mit motorischen Einschränkungen, vor allem im Bereich der Arme und 
Hände, gibt es, je nach Behinderung, entsprechende Tastaturen und Mäuse. So gibt es 
Minitastaturen für Menschen mit schwacher Muskulatur, aber guter Feinmotorik oder 
4 http://www.kbwn.de/html/braille_tech.html 
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eine Großfeldtastatur für Personen mit einer schwachen Feinmotorik. Beim Eingabege-
rät Maus gibt es für Behinderte, die Einschränkungen in den Armen und Händen haben, 
ebenfalls spezielle Geräte. Bei einer Tastenmaus (Abbildung 4) wird der Zeiger durch 
einen Druck auf einen der Pfeile entsprechend bewegt, wohingegen er bei einer Track-
maus (Abbildung 5) durch das Drehen einer Kugel positioniert wird [vgl. WDR, 2003]. 
 
Abbildung 5: Trackmaus 
Neben den Darstellungsoptionen muss aber auch die Software selbst barrierefrei sein. 
Eine barrierefreie Software muss unterschiedlichen Anforderungen gerecht werden. Für 
Personen, die eine Hörbehinderung besitzen, muss es die Möglichkeit geben auditive 
Informationen visuell darzustellen. Dies kann durch die Anzeige von Untertiteln oder 
durch die gesamte textuelle Darstellung von Audio-Beiträgen gewährleistet werden. 
Durch blinkende Meldungen kann der Fokus auf bestimmte Informationen gerichtet 
werden, die normalerweise auditiv vermittelt werden.  
Bei sehbehinderten Menschen, die keine Sehfähigkeit besitzen, ist es nötig Software zu 
entwickeln, die es ermöglicht nur mit der Tastatur benutzt zu werden, weil die Nutzung 
einer Maus für diese Personen nicht ausführbar ist. Über einen Screenreader oder eine 
Brailleleiste werden dem Behinderten die derzeitige Position auf dem Bildschirm oder 
die aktiven Informationen mitgeteilt. Eine Sehbehinderung, bei der die Sehfähigkeit nur 
in einem geringen Maße gegeben ist, stellt an Software die Schwierigkeit, dass manche 
Elemente aufgrund ihrer Größe, ihres Kontrasts oder anderer Eigenschaften nicht richtig 
erkannt werden können. 
Barrierefreiheit ist eine gesellschaftliche Aufgabe, in der Behörden und Einrichtungen 
des Staates, der Länder und Gemeinden mit gutem Vorbild voran gehen müssen. Für 
Behörden der Bundesverwaltung gelten besondere Anweisungen bezüglich der Barriere-
freiheit ihrer multimedialen Auftritte und Angebote. In der Verordnung zur Schaffung 
barrierefreier Informationstechnik nach dem Behindertengleichstellungsgesetz werden 
die Anforderungen und Bedingungen präzisiert, die sich aus dem BGG ergeben [vgl. 
BITV, 2002].  
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„Diese Verordnung gilt für:  
1. Internetauftritte und –angebote,  
2. Intranetauftritte und –angebote, die öffentlich zugänglich sind, und 
3.  mittels Informationstechnik realisierte grafische Programmoberflä-
chen, die öffentlich zugänglich sind,  
der Behörden der Bundesverwaltung.“   
[BITV, 2002] 
Durch diese Verordnung wird gewährleistet, dass Informationen der Behörden der Bun-
desverwaltung für jeden Menschen zugänglich sind. In Tabelle 2 werden die 14 Anfor-
derungen der barrierefreien Informationstechnik-Verordnung aufgelistet, die in weitere 
Bedingungen aufgegliedert werden können. 
Nr. Inhalt der Anforderung 
1 Für jeden Audio- oder visuellen Inhalt sind geeignete äquivalente Inhalte bereit-
zustellen, die den gleichen Zweck oder die gleiche Funktion wie der originäre 
Inhalt erfüllen. 
2 Texte und Graphiken müssen auch dann verständlich sein, wenn diese ohne Far-
be betrachtet werden. 
3 Markup-Sprachen (insbesondere HTML) und Stylesheets (CSS) sind entspre-
chend ihrer Spezifikationen und formalen Definitionen zu verwenden. 
4 Sprachliche Besonderheiten wie Wechsel der Sprache oder Abkürzungen sind 
erkennbar zu machen. 
5 Tabellen sind mittels der vorgesehenen Elemente der verwendeten Markup-
Sprache zu beschreiben und in der Regel nur zur Darstellung tabellarischer Daten 
zu verwenden. 
6 Internetangebote müssen auch dann nutzbar sein, wenn der verwendete Benut-
zeragent neuere Technologien nicht unterstützt oder diese deaktiviert sind. 
7 Zeitgesteuerte Änderungen des Inhalts müssen durch die Nutzerin/den Nutzer 
kontrollierbar sein. 
8 Die direkte Zugänglichkeit der in Internetangeboten eingebetteten Benutzer-
schnittstellen ist sicherzustellen. 
9 Internetangebote sind so zu gestalten, dass Funktionen unabhängig vom Einga-
begerät oder Ausgabegerät nutzbar sind. 
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Nr. Inhalt der Anforderung 
10 Die Verwendbarkeit von nicht mehr dem jeweils aktuellen Stand der Technik 
entsprechenden assistiven Technologien und Browsern ist sicherzustellen, soweit 
der hiermit verbundene Aufwand nicht unverhältnismäßig ist. 
11 Die zur Erstellung des Internetangebots verwendeten Technologien sollen öffent-
lich zugänglich und vollständig dokumentiert sein, wie z. B. die vom World Wi-
de Web Konsortium entwickelten Technologien. 
12 Der Nutzerin/dem Nutzer sind Informationen zum Kontext und zur Orientierung 
bereitzustellen. 
13 Navigationsmechanismen sind übersichtlich und schlüssig zu gestalten. 
14 Das allgemeine Verständnis der angebotenen Inhalte ist durch angemessene 
Maßnahmen zu fördern. 
Tabelle 2: Übersicht der Anforderungen aus der BITV [BITV, 2002] 
Die Firma IBM hat eine Checkliste für Software-Zugänglichkeit erstellt, die man bei der 
Entwicklung von Software beachten sollte, damit diese auch für Menschen mit Behinde-
rung nutzbar ist. Diese Checkliste ist in folgende Bereiche aufgeteilt: Tastenzugriff, 
Information über Objekte, Sound und Multimedia, Anzeige, Timing, Dokumentation 
und Überprüfung der Zugänglichkeit. Zu jedem Bereich sind Voraussetzungen aufgelis-
tet, auf die eine neue Software geprüft werden sollte, um Zugänglichkeit für behinderte 
Menschen zu gewährleisten. Die ausführliche Liste ist im Anhang B einzusehen [vgl. 
IBM, 2004]. 
Usability für Menschen mit kognitiven Einschränkungen zu erreichen, ist eine Aufgabe, 
die vielfältige und im Vergleich zu anderen Behinderungen komplexe Lösungen ver-
langt und spezifische und abgewandelte Testverfahren erfordert. Zusätzlich gibt es 
Probleme repräsentative Testpersonen zu finden, da die Einschränkungen verlangen, die 
Belastungen durch Tests gering zu halten. Die Testpersonen haben darüber hinaus Prob-
leme ihre Erfahrungen zu verbalisieren. Newell weist in seinem Paper auf die be-
sonderen Schwierigkeiten hin: „Much greater variety of user characteristics and func-
tionality, hence difficulty in finding and recruiting `representative users´“ [Nevell, 2006, 
S.2]. Es sei schwer, die Charakteristika der Benutzer klar zu definieren, da sie sehr un-
terschiedlich sein können. Nevel schreibt weiter: „The users may not be able to com-
municate their thoughts…” [Nevell, 2006, S.2], was dazu führt, dass ein Designer kein 
klares Feedback bekommt.  
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Nielsen weist auf einen weiteren Aspekt des Usability-Design hin. Für ihn gibt es einen 
Unterschied zwischen physischen und kognitiven Behinderungen, wenn es um das Ge-
stalten von Software geht. Er schreibt:  
„Leider wird den kognitiven Einschränkungen in der Usability-Forschung 
weniger Interesse entgegengebracht als den physischen Behinderungen, so-
dass für diese Benutzergruppe noch keine ausreichenden Richtlinien beste-
hen.“   
[Nielsen, 2001, S.309] 
Die genannten Zitate illustrieren die Schwierigkeit für Menschen mit Lernschwierigkei-
ten Systeme benutzerfreundlich zu gestalten. Auch die Usability-Testverfahren weisen 
noch einen hohen Entwicklungsbedarf auf. Aus Gesprächen mit Usability-Experten, 
Sonderpädagogen, Sozialpädagogen und Mitarbeitern der Arbeitsvorbereitung aus Be-
hindertenwerkstätten ergaben sich Hinweise, dass aufgrund von fehlender Testverfahren 
oftmals auf Verfahren zurückgegriffen werde, die für Kinder oder Senioren gestaltet 
sind. Diese Verfahren entsprechen weitgehend den kognitiven Möglichkeiten von Men-
schen mit Lernschwierigkeiten, sind aber in einigen Punkten nur wenig geeignet. Bei 
Testverfahren für Kinder sind die geistigen Anforderungen oftmals passend, aber die 
Darstellung von Bildern, die an Kinder gerichtet sind, wird von Probanden, die sich 
bereits im Erwachsenenalter befinden, als „Kinderkram“ abgelehnt. Ähnliches ist bei 
Testverfahren, die für Senioren konzipiert sind, zu beobachten. Auch hier entsprechen 
die geistigen Anforderungen in vielen Punkten den Anforderungen behinderter Men-
schen. Aber es gibt auch Inkompatibilitäten. Wenn zum Beispiel Eingabegeräte mit be-
sonders großen Tasten genutzt werden sollen, verweigern die Probanden die Mitarbeit. 
Diese Geräte sind für Senioren aufgrund einer möglichen Sehschwäche oftmals not-
wendig, haben für Personen mit Lernschwierigkeiten aber eine abschreckende Wirkung, 
weil solche Geräte als „uncool“ betrachtet werden. Abschließend lässt sich sagen, dass 
im Bereich der Usability-Testverfahren für Menschen mit Lernschwierigkeiten noch 
eine Lücke besteht, die man derzeit durch Anpassung ähnlicher Verfahren zu schließen 
versucht, die es aber in weiteren Forschungsanstrengungen zu schließen gilt. 
 Forschungsarbeit von Saeed Zare als Grundlage 2.2.3.2
Im Rahmen seiner Promotion hat Saeed Zare ein mobiles Lernsystem für Menschen mit 
besonderem Bedarf im Schulkontext entwickelt (IMLIS – Intelligent Mobile Learning 
Interaction System) [Zare, 2010], an dessen Umsetzung ich im Rahmen meiner Diplom-
arbeit in der Informatik ebenfalls beteiligt war. Sein Ansatz bezieht sich auf Inklusions-
klassen. In der Inklusionsklasse nehmen die behinderten Schüler und Schülerinnen am 
regulären Klassengeschehen teil, werden aber durch Betreuende und ggfs. besondere 
bauliche Strukturen unterstützt. Mit dem Klassenraum ist ein abgetrennter Rückzugs-
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raum verbunden, der behinderten Schülerinnen und Schülern ermöglicht sich bei Bedarf 
zurückzuziehen und selbstständig im eigenen Rhythmus weiterzuarbeiten. Über eine 
sonderpädagogische Intervention ermöglichte das System selbstständiges Üben entspre-
chend dem spezifischen Bedarf, so dass die jeweiligen Schüler sich dann in der Folge 
wieder besser am Klassengeschehen beteiligen konnten.  
Wichtige Ergebnisse seiner Studie, die in meinen Forschungsansatz einfließen, sind vor 
allem, dass es in der Zusammenarbeit mit dieser Zielgruppe vorteilhaft ist, mit mobilen 
Geräten bzw. mobilen Assistenzsystemen zu arbeiten. Diese bieten die Möglichkeit ein 
Gerät jederzeit zu nutzen, egal zu welcher Zeit und an welchem Ort. Tablets, Smartpho-
nes und andere mobile Geräte üben auf die Zielgruppe eine starke Anziehungskraft aus, 
da sie ein „new and perhaps cool toy“ [Zare, 2010, S.184] sind. Diese Anziehung ani-
miert sie durchzuhalten und Probleme mit Hilfe dieser Geräte zu lösen.  
Die Probanden der Forschungsarbeit von Saeed Zare besaßen überwiegend eigene mo-
bile Geräte, die sie im Alltag für Notfälle oder für die Planung ihrer täglichen Abläufe 
nutzten. Auffällig war, dass sich erst durch Anwendung im Lernkontext ein besseres 
Verständnis für die Benutzung der mobilen Geräte ergab, was wiederum die Selbststän-
digkeit stärkte. Um die Schüler allerdings nicht zu überfordern oder zu unterfordern, ist 
es wichtig, dass sich die Inhalte an die jeweilige Person anpassen, was Saeed Zare durch 
eine Personalisierung des Lernmaterials erreichte. Dies modellierte er indem die Lern-
materialien in kleine Stücke, sogenannte „learning nuggets“, aufgesplittet wurden und 
so jedem in dem für ihn nötigen Bedarf präsentiert werden konnten [vgl. Zare, 2010; 
vgl. Zare, 2011]. 
 Vorabworkshops 2.2.3.3
Aus Workshops, die zu Beginn der Arbeit mit Mitarbeitern des Martinshofs, einer 
Werkstatt für Menschen mit geistigen und körperlichen Einschränkungen in Bremen, 
durchgeführt wurden, ergaben sich ähnliche Anknüpfungspunkte in der Zusammenar-
beit mit Menschen mit Lernschwierigkeiten, wie sie schon aus der Arbeit von Saeed 
Zare bekannt waren. So wurde auch hier das große Interesse an mobilen Geräten und 
am Umgang damit deutlich.  
Eine weitere wichtige Einsicht war aber auch, dass die Aufnahme- und Leistungsfähig-
keit beim Lernen und Arbeiten nicht ausschließlich vom generellen Leistungsspektrum 
der Person abhängt, sondern auch stark vom aktuellen emotionalen Zustand bestimmt 
wird, der sich sowohl täglich als auch in wesentlich kleineren Intervallen ändern kann. 
Diese Schwankungen können dazu führen, dass die Person, weil sie zum Beispiel aufge-
regt ist, sich plötzlich an Arbeitsschritte nicht mehr richtig erinnern kann, obwohl diese 
zuvor mehrmals selbstständig richtig ausgeführt worden sind. Dadurch ergeben sich 
weitere Probleme für das erfolgreiche Bewältigen der Arbeitsaufgabe, zum Beispiel, 
dass Bauteile falsch zusammengesetzt werden. Darüber hinaus kann es auch zu Arbeits-
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schutzproblemen kommen, beispielsweise können Werkzeuge falsch gehandhabt wer-
den, so dass es zu Unfällen und Verletzungen kommen kann.  
Um die Beschäftigten zu motivieren, eine Hilfe oder Assistenz dauerhaft zu nutzen, ist 
es nach Ansicht der Mitarbeiter sehr wichtig, dass sie weder überfordert noch unterfor-
dert werden. Bei einer Überforderung würden sie schnell abschalten und sich nicht mehr 
an Hilfe halten und bei einer Unterforderung würden sie das Gerät zur Seite legen und 
nicht mehr beachten, weil es für sie „Kinderkram“ ist. Um eine Überforderung  zu ver-
meiden, sollte darauf geachtet werden, dass die Anweisungen nicht zu lang sind, da 
sonst der Anfang der Anweisung vergessen ist, wenn das Ende der Beschreibung er-
reicht ist. Aber auch der Detailierungsgrad darf nicht zu hoch sein, da sonst Unterforde-
rung, Langeweile oder Unübersichtlichkeit entstehen können.  
Eine weitere Hürde, die sich bei manchen behinderten Menschen im Arbeitsprozess 
ergibt, ist das Verständnis von sprachlichen Formulierungen. Manche können mit Um-
gangssprache und im Alltag genutzten Ausdrücken umgehen und diese verstehen, aber 
für Einige ist es wiederum unerlässlich, alles in Leichter Sprache5 formuliert zu be-
kommen. 
2.3 Selbstbestimmung der Beschäftigen – Datenschutz und 
ethische Aspekte 
Grundanliegen des Dissertationsprojektes ist es, dass der Entwicklungsprozess und das 
System selbst einen Beitrag zum selbstbestimmten Leben der Beschäftigten mit Lern-
schwierigkeiten leisten. Dies bedeutet: Hilfestellung wo nötig und garantierter Freiraum 
für selbstständiges Handeln. Der Fokus liegt auf der Ermutigung zur selbstständigen 
Aktivität, die beruht auf angemessener Hilfestellung, die dem jeweiligen Förderbedarf 
entspricht. Dies bedeutet auch, auf persönliche Bedingungen und Bedürfnisse der Ein-
zelnen einzugehen. Die Beachtung und Entwicklung eines Datenschutzkonzeptes unter 
Berücksichtigung weiterer ethischer Aspekte ist dafür sehr bedeutsam. 
2.3.1 Datenschutz  
Das deutsche Bundesdatenschutzgesetz regelt, im Zusammenspiel mit den Datenschutz-
gesetzen der Länder, den Umgang mit personenbezogenen Daten. Hierzu gilt nach dem 
Bundesdatenschutzgesetz: 
 
5 Siehe Kapitel 2.2.2 Leichte Sprache 
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„Personenbezogene Daten sind Einzelangaben über persönliche oder sach-
liche Verhältnisse einer bestimmten oder bestimmbaren natürlichen Person 
(Betroffener)“   
[BDSG-§3, 2009]  
Das bedeutet, personenbezogene Daten sind sämtliche Informationen, mit denen eine 
Person beschrieben werden kann. Auf diesen Daten können die in Tabelle 3 aufgeführ-
ten Handlungsformen ausgeführt werden. 
Bezeichnung Definition 
Erheben …ist das Beschaffen von Daten über den Betroffenen. 
Speichern … ist das Erfassen, Aufnehmen und Aufbewahren von Daten auf einem 
Datenträger zum Zwecke ihrer weiteren Verarbeitung. 
Verändern … ist das inhaltliche Umgestalten gespeicherter Daten. 
Übermitteln … ist das Bekanntgeben gespeicherter oder durch Datenverarbeitung 
gewonnener Daten an einen Dritten in der Weise, dass die Daten durch 
die verantwortliche Stelle an den Dritten weitergegeben werden oder 
das der Dritte zum Abruf bereitgehaltene Daten einsieht oder abruft. 
Sperren … ist das Verhindern weiterer Verarbeitung gespeicherter Daten. 
Löschen … ist das endgültige Unkenntlichmachen gespeicherter Daten  
Nutzen … ist jede sonstige Verwendung gespeicherter oder zur Speicherung 
vorgesehener personenbezogener Daten. 
Tabelle 3: Datenschutz - Handlungsformen [BDSG-§3, 2009] 
Darüber hinaus gilt nach §4 des Bundesdatenschutzgesetzes der Grundsatz eines gene-
rellen Verbotes mit Erlaubnisvorbehalt. Dies bedeutet: 
„Die Erhebung, Verarbeitung und Nutzung personenbezogener Daten sind 
nur zulässig, soweit dieses Gesetz oder eine andere Rechtsvorschrift dies er-
laubt oder anordnet oder der Betroffene eingewilligt hat.“   
[BDSG-§4, 2009] 
Ebenso sollte der Grundsatz der Datensparsamkeit beachtet werden, nach dem stets so 
wenige Daten wie möglich verarbeitet werden sollen. Insbesondere sind personenbezo-
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gene Daten zu anonymisieren oder zu pseudonymisieren6. Zentrale Bedeutung hat zu-
dem der Zweckbindungsgrundsatz, nach dem personenbezogene Daten nur für die Zwe-
cke verarbeitet werden dürfen, für die sie auch erhoben worden sind [vgl. BDSG-§3, 
2009; vgl. BDSG-§3a, 2009]. 
2.3.2 Datenschutz für behinderte Menschen 
Die Achtung der Privatsphäre behinderter Menschen wird durch Artikel 22, Absatz 1 
der UN-Behindertenrechtskonvention geregelt. Dieser besagt: 
„(1) Menschen mit Behinderungen dürfen unabhängig von ihrem Aufent-
haltsort oder ihrer Wohnform, in der sie leben, keinen willkürlichen oder 
rechtswidrigen Eingriffen in ihr Privatleben, ihre Familie, ihre Wohnung 
oder ihren Schriftverkehr oder anderer Arten der Kommunikation oder 
rechtswidrigen Beeinträchtigungen ihrer Ehre oder ihres Rufes ausgesetzt 
werden. Menschen mit Behinderungen haben Anspruch auf Schutz gegen 
solche Eingriffe oder Beeinträchtigungen.“    
[UN-Behindertenrechtskonvention, 2009] 
Es gilt nach Absatz 2 des Artikels 22: 
„(2) Die Vertragsstaaten schützen auf Grundlage der Gleichberechtigung 
mit anderen die Vertraulichkeit von Informationen über die Personen, die 
Gesundheit und die Rehabilitation von Menschen mit Behinderungenz“ 
[UN-Behindertenrechtskonvention, 2009] 
Entsprechende Umsetzungen im deutschen Recht finden sich im Bundesdatenschutzge-
setz §3 wieder, die bereits im vorhergehenden Kapitel beleuchtet wurden. 
2.3.3 Das Molediwo-Datenschutzkonzept 
Im Rahmen dieser Dissertation ist auch das Bremische Datenschutzgesetz zu beachten, 
das sowohl für die Werkstatt Bremen als auch für die Universität Bremen als öffentliche 
Einrichtungen des Landes Bremen gilt. Hier sind vor allem die Absätze 3 und 4 des §19 
zu beachten, die wie folgt lauten: 
 
6 (6a) Pseudonymisieren ist das Ersetzen des Namens und anderer Identifikationsmerkmale durch ein 
Kennzeichen zu dem Zweck, die Bestimmung des Betroffenen auszuschließen oder wesentlich zu er-
schweren. [BDSG-§3 2009] 
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„(3) Sobald der Forschungszweck dies erlaubt, sind die Merkmale, mit de-
ren Hilfe ein Personenbezug hergestellt werden kann, gesondert zu spei-
chern; die Merkmale sind zu löschen, sobald der Forschungszweck erreicht 
ist. §11 Abs. 2 findet keine Anwendung. 
(4) Eine Verarbeitung der nach Absatz 1 erhobenen oder der nach Absatz 2 
übermittelten Daten zu anderen als zu Forschungszwecken ist unzulässig. 
Die unter den Voraussetzungen des Absatzes 2 Satz 2 übermittelten Daten 
dürfen nur mit Einwilligung des Betroffenen weiter übermittelt werden.“ 
[BremDSG, 2003]  
Aufbauend auf diesen rechtlichen Grundsätzen habe ich für das vorliegende For-
schungsprojekt folgende Maßstäbe aufgestellt, die in der Umsetzung beachtet wurden: 
Es werden nur wirklich notwendige Daten erfasst, die für die Nutzung von Bedeutung 
sind. Das bedeutet zum Beispiel, dass nicht erfasst wird, welche medizinischen Aspekte 
mit der Behinderung verbunden sind. Es wird, wo möglich, darauf verzichtet, Art und 
Grad der Behinderung im System zu erfassen. Stattdessen werden die spezifischen Be-
dürfnisse ausgewiesen, zum Beispiel, ob er oder sie Leichte Sprache benötigt oder leicht 
erregbar und irritierbar ist. 
Die Nutzung beschreibender Daten zur Person wird eingeschränkt, so dass zwar perso-
nalisierte Zuweisungen und Anweisungen möglich werden, aber eine direkte Zuordnung 
zu einer Person von außen nicht erkennbar ist. Dies bedeutet unter anderem, den Einsatz 
von Nummern (Barcode) für die Identifizierung statt Bild- oder medizinischer Daten. 
Auch für die Evaluation wurde ein Ablauf gestaltet, der die Anonymisierung und die 
Löschung personenbezogener Daten garantiert. Für die Evaluation angelegte Profile 
werden nach der Evaluation gelöscht, während die Daten selbst (ohne Personenbezug) 
auf Universitätsservern gespeichert werden. 
Durch die vorherige Anonymisierung werden auch die erkannten Emotionen nur ano-
nymisiert kodiert und können von außen nicht mehr einer bestimmten Person zugeord-
net werden. 
Das Evaluationsteam weist bei jedem Schritt entsprechend den Notwendigkeiten erneut 
auf diese Punkte hin. Jedem Beschäftigten aus der Behindertenwerkstatt, der an der 
Evaluation teilnimmt, wird vorab durch Mitarbeiter der Arbeitsvorbereitung erläutert, 
was es bedeutet, dass ein persönliches Profil angelegt wird und was darin gespeichert 
und wie es eingesetzt wird. 
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2.4 Fazit und Herausforderung 
Für ein Assistenzsystem für die spezifische Zielgruppe ergeben sich einige wichtige 
Aspekte, die über die üblichen Anforderungen an ein solches System hinausgehen. Das 
Material, mit dem das System assistieren soll, muss für die nutzende Person individuell 
angepasst sein, damit diese es zum einen überhaupt nutzen kann und zum anderen auch 
nutzen möchte. Hierbei spielen mehrere Faktoren eine Rolle, die berücksichtigt werden 
müssen. Als erstes müssen die Einschränkungen des Beschäftigten bekannt sein, damit 
sich das System darauf einstellen kann und das entsprechende Material in einer passen-
den Form präsentiert. Als weiterer Schritt zur Personalisierung des Systems ist es nötig, 
den aktuellen emotionalen Zustand zu erfassen, um, wenn nötig, darauf einzugehen und 
die Präsentation der Arbeitsschritte anzupassen oder im äußersten Fall beruhigend ein-
zuwirken oder den Arbeitsprozess zu unterbrechen um Unfälle zu vermeiden. 
Daraus lässt sich schließen, dass eine Art „dynamischer Personalisierung“ bereitgestellt 
werden muss, um auf die Stärken und Schwächen der Beschäftigten in den jeweiligen 
Kontexten, entsprechend der aktuellen Situation, eingehen zu können. Die dynamische 
Anpassung zielt darauf, eine Förderung der Selbstständigkeit und eine Motivation zur 
weiteren Nutzung des Systems zu fördern. Innerhalb unserer Zielgruppe gibt es die so-
genannten Savants7, die sich durch besondere Fähigkeiten auszeichnen, aber gekoppelt 
sind mit Schwierigkeiten auf anderen Gebieten. Oft ist es schwierig, Aufgaben für diese 
Zielgruppe so zu stellen, dass ihre Fähigkeiten ausreichend gefördert werden, ohne sie 
in den schwachen Bereichen zu überfordern. Dies erfordert besonderer Sorgfalt beim 
Erstellen des persönlichen Profils und eine dynamische Beobachtung bei der Bewälti-
gung der gestellten Aufgaben.  
Eine Gruppe von Sonderpädagogen und Psychologen, die sich der konstruktivistischen 
Pädagogik verpflichtet fühlt, weist darauf hin, dass es ernstzunehmende Hinweise gibt, 
dass Intelligenz etwas Flexibles ist, das sich zeitlebens weiter entwickeln kann und dass 
somit auch Menschen mit Lernschwierigkeiten ihre Möglichkeiten erweitern können. 
Der von Reuven Feuerstein entwickelte Ansatz der „Mediated Learning Experience“ 
zeigt im Einzelfall erstaunliche Entwicklungsmöglichkeiten der Beteiligten. Eine Ver-
mittelnde Person (mit „Katalysator“ bezeichnet) vollzieht Handlungen, basierend auf 
eigenen mentalen Modellen, die den Beteiligten anregen beim Nachvollzug diese men-
talen Modelle nachzubilden. Katalysatoren können in der Regel Eltern, Lehrer oder Ge-
schwister sein [vgl. Feuerstein et al., 1999; vgl. Feuerstein et al., 2002].  
Aufgrund dieser Hinweise, dass kognitives Wachstum auch für Menschen mit Lern-
schwierigkeiten möglich ist, möchte ich meine Anwendung so konzipieren, dass die 
kognitiven Entwicklungsmöglichkeiten mit berücksichtigt werden. Die aktuelle Situati-
7 Siehe Glossar 
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on wird von Experten der Behindertenwerkstätten in Interviews [vgl. Expertengespräch 
2012a] folgendermaßen beschrieben: Der Fokus liegt zumeist darauf, die gestellten 
Aufgaben zu erledigen, und es ist daher oft nicht möglich, Anreize für komplexere Auf-
gaben zu setzen, die die weitere kognitive Entwicklung begünstigen könnten. Diese 
Anreize könnten im System zum Beispiel durch Anzeigen von Titeln, die gelesen wer-
den können, oder durch die Ausgabe von etwas komplexeren Anweisungen gesetzt wer-
den, die kognitives Wachstum herausfordern. Die Gestaltung des personalisierten Feed-
backs des Systems könnte dem „Vermittler“ im Modell der „Mediated Learning Experi-
ence“ von Feuerstein entsprechen. 
Bei dieser „anschaulichen Aneignung“ von Wissen durch Stimulation muss aber darauf 
geachtet werden, dass es zu keiner Überforderung kommt, die Stress auslösen und eine 
kognitive Lähmung erzeugen könnte. Ebenso ist eine Unterforderung zu vermeiden, 
weil dies dazu führen kann, dass die kognitive Konzentration nachlässt, worauf auch 
Wittke [vgl. Wittke, 2000] und Senckel [vgl. Senckel, 2006] hinweisen8. 
Zusammenfassend möchte ich eine Personalisierung für die spezifischen Fähigkeiten 
einzelner Beschäftigter in der Behindertenwerkstatt entwickeln, die Überforderung 
vermeidet, aber Anreize für kognitive Entwicklung bietet. Mit diesem Anspruch beziehe 
ich mich auch auf die Forschungsarbeit von Saeed Zare, der dies bereits berücksichtigt 
hatte [Zare, 2010, Kap.: 3.6.1].  
8 Siehe Kapitel 2.1.2: Lernen 
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3 Assistenzsysteme für die Freizeit, den Arbeitsplatz 
und das Lernen 
Mit der Entwicklung der mobilen Geräte, wie zum Beispiel Smartphones, sind Assis-
tenzsysteme unterschiedlicher Art auf den Markt gekommen. Für viele Bereiche, wie 
zum Beispiel Übersetzungshilfen, Sprachlernprogramme, Bewegungs- und Trainingshil-
fen sowie Navigationssysteme, gibt es bereits ein sehr breites Angebot. Die genannten 
Technologien sind digitale Begleiter die bestimmte Hilfestellungen bzw. Informationen 
bereitstellen oder Kommunikation und Lernen ermöglichen. 
3.1 Digitale Medien und Lernen 
„Die Entwicklung der digitalen Medien und ihre Verbreitung führen zu tief-
greifenden Veränderungen in Gesellschaft, in Berufs- und Alltagskontexten 
und auch in Lernkontexten“   
[Zorn, 2013, S.49] 
schreibt die Bildungs- und Medienwissenschaftlerin Isabell Zorn und führt weiter aus: 
„Ihre Allgegenwärtigkeit durch Mobile Computing, ihre Implementierung in 
Gebrauchsgegenstände im Ubiquitous Computing, neue Recherche- und 
Kommunikationsmöglichkeiten, die Verknüpfung von Informationen durch 
das Semantic Web, neuartige  Verknüpfungen zwischen Menschen und In-
formationen durch Social Software im Web 2.0 ermöglichen neue Situatio-
nen und Möglichkeiten des Lernens.“   
[Zorn, 2013, S.49] 
Dabei kommt es auf die Qualität der Gestaltung der Lernsituationen an worauf 
verschiedenste Mediendidaktiker, unter anderem Michael Kerres, hinweisen.  
„Es hat sich gezeigt, dass der Erfolg oder Misserfolg des Angebotes von der 
didaktischen Konzeption abhängt. Es kommt nicht darauf an, Computer o-
der digitale Medien als solche einzuführen. Es kommt vielmehr darauf an, 
die Potenziale der digitalen Medien für bestimmte Formen des Lernens zu 
nutzen. Nicht die Medien selbst sind gut oder schlecht (geeignet) für das 
Lernen, sondern ihre Aufbereitung und ihre didaktisch adäquate oder an-
gemessene Nutzung kann einen Mehrwert erzielen.“   
[Kerres et al., 2013, S.585] 
3 Assistenzsysteme für die Freizeit, den Arbeitsplatz und das Lernen 51 
 
Der Lernkontext des Arbeitsplatzes für Menschen mit Lernschwierigkeiten hat spezifi-
sche Anforderungen für die bestimmte Potenziale der Digitalen Medien vielverspre-
chende  Lösungsansätze bieten können. Da das Feld der Digitalen Medien sehr vielfältig 
ist, werden folgende Anwendungsgebiete genauer betrachtet und diskutiert. Diese sind 
zum einen mobiles Lernen und zum anderen Assistenzsysteme. Mobiles Lernen unter-
stützt den Lernprozesse im Alltag, meist außerhalb des Klassenraumes, im Kontext der 
Anwendung und scheint zurzeit ein sich in verschiedenste Richtungen weiter entwi-
ckelndes Lernmedium zu werden. Die vorliegende Arbeit integriert ein mobiles Lern- 
und Assistenzsystem in die Erfordernisse einer Werkstatt und nutzt audiovisuelle Erklä-
rungen, insbesondere Erklärvideos. 
„Es existieren verschiedene mehr oder weniger austauschbare Begriffe für 
Mobiles Lernen,  wie etwa "wireless", "ubiquitous", "seamless", "nomadic" 
oder "pervasive learning" bzw. "education", zusätzlich "mobile CSCL" und 
"mobile e‐Learning“.“   
[Göth / Schwabe, 2011, S.284] 
Mittlerweile verschiebt sich der Fokus beim mobilen Lernen von der mobilen Hardware 
auf den Lerner als mobiler Lerner [vgl. Göth / Schwabe, 2011; vgl. de Witt, 2013]. 
„Dabei steht die Frage des Lernkontextes im Vordergrund, der Artefakte, 
Subjekte und Objekte in einen inhaltlichen Zusammenhang bringt.“  
[de Witt, 2013, S.16] 
Der Lernkontext ist der Ort des Lernens und beinhaltet technische, mediale und didakti-
sche Faktoren. Im Folgenden werden zunächst die technischen Faktoren genauer darge-
stellt. 
3.2 Technologien für die Interaktion von Menschen und 
Computersystemen 
Das Lernen mit Digitalen Medien hängt von den Lernkonzepten ab, wird aber ebenso 
durch die vorhandenen Hard- und Softwarelösungen innovativ gestaltet bzw. be-
schränkt. Um Potenziale dieser Technologien für das vorliegende Vorhaben zu erfassen, 
werden in diesem Kapitel die mobile Technologien inklusive erweiterter Eingabemög-
lichkeiten vorgestellt und insbesondere auf Assistenzsysteme eingegangen. 
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3.2.1 Mobile Technologien 
Um die spezifischen Potenziale mobiler Technologien für die Entwicklung neuer Lern-
szenarien einzuschätzen, möchte ich im Folgenden detaillierter auf die technologischen 
Grundlagen mobiler Geräte eingehen. Mobile Technologien haben mittlerweile Einzug 
in das tägliches Leben gehalten und treten in verschiedenen Formen auf. Die Spannwei-
te reicht von einfachen MP3-Playern bis hin zu Mehrzweckgeräten wie Smartphones 
oder Smartwatches, die verschiedene Möglichkeiten, wie z.B. Telefonieren, Bilder auf-
nehmen, Musik abspielen und dynamische Terminplanung in sich vereinen [vgl. Kuku-
lska-Hulme / Traxler, 2005]. 
 Mobile Geräte 3.2.1.1
Unter mobile Geräte sind sowohl sogenannte portable Geräte als auch die eigentlichen 
mobilen Geräte zusammengefasst. Unter portablen Geräten werden in erster Linie Lap-
tops verstanden, die an jeden Ort mitgenommen werden können. Sie erweisen sich aber 
als unhandlich und aufwändig für unterwegs in der spontanen Nutzung. Die hier als 
mobilen Geräten bezeichnete Hardware ist nicht nur mobil in Bezug auf Mitnahme zu 
unterschiedlichen Orten, sondern kann insbesondere schnell und unkompliziert spontan 
an unterschiedlichen Orten genutzt werden, dazu zählen insbesondere Handhelds oder 
Smartphones.  
Mobile Geräte haben sich zu Multifunktionsgeräten entwickelt. So gibt es Smartphones, 
die unterschiedliche Nutzungsmöglichkeiten bereitstellen, die vor wenigen Jahren noch 
nach Mobiltelefonen (z.B. telefonieren, SMS schreiben) und PDA’s (z.B. Kalender- und 
Adressverwaltung) unterschieden wurden.  
Die Rechenleistung und die Speicherkapazität von mobilen Geräten steigen stetig an. 
Trotzdem reichen diese oftmals nicht aus, um den Anforderungen aktueller Software 
gerecht zu werden. Daher gibt es mobile Plattformen (Betriebssysteme), die explizit für 
diese Geräte konzipiert sind. Als Beispiele hierfür seien genannt: Symbian, Windows 
Mobile, Blackberry, Apple iPhone OS, Google Android, Samsung Bada und HP Palm 
webOS. Je nach Plattform ist der Zugriff auf bestimmte Systemfunktionen begrenzt 
oder freigegeben. Dies führt dazu, dass manche Plattformen für die Implementierung 
bestimmter Anwendungen besser geeignet sind, andere weniger im Hinblick auf den 
Implementierungs- und Wartungsaufwand [vgl. Herzog, 2009]. 
Als Eingabemöglichkeiten besitzen mobile Geräte oftmals eine Touchscreen-
Oberfläche, wobei einige zusätzlich die Möglichkeit einer Spracheingabe bieten. Für 
sehbehinderte Menschen gibt es spezielle PDAs (Abbildung 6)  mit spezifischen Ein- 
und Ausgabemöglichkeiten. Für den Austausch von Informationen bieten sich unter-
schiedliche Möglichkeiten über Internet, Bluetooth, Infrarot, Speicherkarten bzw. USB-
Kabel [vgl. Kukulska-Hulme / Traxler, 2005].   
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Abbildung 6: „Victor Reader Stream (New Generation)“ der Firma Humanware - 
Handheld für Sehbehinderte9 
 Mobile Kommunikation 3.2.1.2
Eine der wichtigsten Eigenschaften von mobilen Geräten ist die Möglichkeit der Nut-
zung von kabellosen Übertragungswegen. Hierbei können unterschiedliche Technolo-
gien zur Datenübertragung verwendet werden, wie das Mobilfunknetz, W-Lan, Blue-
tooth und Infrarot. Das Mobilfunknetz lässt sich Unterteilen in GSM-, GPRS-, UMTS- 
und LTE-Netze, wobei das erstgenannte lediglich zur Sprachübermittlung dient und die 
anderen zusätzlich Datenübertragung unterstützen. 
Mobilfunknetze sind weit verbreitet, wohingegen W-Lan nur im Empfangsbereich eines 
Access-Points Zugriff zum Internet bietet. Viele Gebäudekomplexe (z.B. Bahnhöfe und 
Flughäfen) und Institutionen wie Universitäten bieten flächendeckende Internet-
Anbindung über W-Lan, das jedoch oft nur einem bestimmten Personenkreis zugänglich 
ist.  
Bluetooth und Infrarot dienen der Datenübermittlung auf kurzen Distanzen. Übertra-
gungen via Infrarot sind zwischen Sender und Empfänger lediglich möglich, wenn ein 
direkter Sichtkontakt besteht. Bluetooth-Technologie bietet die Möglichkeit, mehrere 
Geräte gleichzeitig zu verbinden, die Geräte müssen sich lediglich innerhalb eines Ra-
dius von 10m befinden [vgl. Bluetooth, 2011]. 
 Vor- und Nachteile 3.2.1.3
Der Vorteil von mobilen Technologien liegt darin, dass sie an jedem Ort und zu jeder 
Zeit genutzt werden können. Die Geräte sind in der Regel klein, damit sie leicht zu 
transportieren sind und sich so die einfache Nutzung überall realisieren lässt.  
Entsprechend der stetigen Leistungssteigerung von mobilen Technologien werden stän-
dig neue Nutzungsmöglichkeiten entwickelt und neue Anwendungskontexte erschlos-
sen. Trotz der steigenden Möglichkeiten gibt es Einschränkungen. Aufgrund der gerin-
gen Größe der Geräte sind die Displays klein gehalten, wodurch es zu Schwierigkeiten 
kommen kann, alles visuell gut erkennbar darzustellen. Die Eingabe von Texten ist auf-
grund der recht klein gehaltenen Tastaturen, gleichgültig ob reale oder virtuelle Tasta-
9 http://www.humanware.com/en-europe/products/blindness/dtb_players/compact_models 
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tur, recht zeitaufwändig [vgl. Kukulska-Hulme / Traxler, 2005]. Hinzu kommt, dass die 
Nutzungsdauer begrenzt ist, da sie mit Akkus betrieben werden. Zur Zeit ist die Nut-
zungsdauer von Akkus noch sehr begrenzt und verringert sich bei wiederholtem Aufla-
den stetig. 
3.2.2 Lösungen für die erweiterte Eingabe in der HCI durch intelligente 
Systeme 
Neben Maus oder Touchscreen gibt es komplexere Eingabemöglichkeiten, die sich spe-
zifischer auf die menschliche Interaktion beziehen und dafür Methoden der Künstlichen 
Intelligenz einsetzen. Im Folgenden werden drei wichtige Technologien erläutert: 
 Bilderkennung 3.2.2.1
In der Bilderkennung werden mit Hilfe von lichtempfindlichen Sensoren (z.B. in Digi-
talkameras) optische Daten erfasst und als digitale Signale weiterverarbeitet. In einem 
hierdurch gewonnenen Bild werden aus den Helligkeits- und Farbunterschieden Objekte 
identifiziert und in dem abgebildeten Raum lokalisiert. Diese Objekte werden dann 
klassifiziert und weiter analysiert. 
Nach Niemann kann der Ablauf der Bilderkennung als intelligentes Klassifikationssys-
tem im Wesentlichen in folgende sechs Module aufgeteilt werden (Abbildung 7): Sig-
nal, Vorverarbeitung, Merkmalberechnung, Stichprobe, Lernen, Klassifikation. Zu-
nächst sind die Signalaufnahme und die Vorverarbeitung zur Gewinnung digital weiter-
verarbeitet, um die Größe der Datei und damit die zu verarbeitende Menge an Daten zu 
verkleinern. Aus diesen digitalisierten Bildern werden Kanten, Eckpunkte, Flächen und 
weitere Merkmale, die die Objekte in dem Bild beschreiben, errechnet. Mit Hilfe dieser 
Merkmale werden die Objekte im Bild zunächst identifiziert und anschließend klassifi-
ziert. Die Klassifizierung ist ein komplexer Prozess und erfordert sehr spezifisches Wis-
sen, das vom System mit Methoden der Künstlichen Intelligenz erlernt werden muss. 
Damit das System die Klassifizierung vollziehen kann, muss es vorab mit Stichproben 
von Referenzobjekten trainiert worden sein um die extrahierten Merkmale mit den trai-
nierten Inhalten zu vergleichen. Dieser Vergleich kann mit verschiedenen Klassifikato-
ren geschehen, wie zum Beispiel dem Bayes-Klassifikator, dem Nächster-Nachbar-
Klassifikator oder dem Hidden-Markov-Modell. Diese Klassifikatoren werden in 4.3.1 
näher erläutert. 
Die durch die Klassifikation gewonnenen Daten müssen in Beziehung zum jeweiligen 
Kontext gesetzt werden. Identifizierte Objekte können je nach Kontext anders interpre-
tiert werden, so könnte eine Computertomographieaufnahme nur dann zur Diagnose 
einer Krankheit genutzt werden, wenn das System über das notwendige fachspezifische 
Wissen verfügt und die gewonnen Daten entsprechend analysiert [vgl. Niemann, 1983; 
vgl. Görz / Hornegger, 2005]. 
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Abbildung 7: Module eines Klassifikationssystems [nachgezeichnet nach Niemann, 
1983] 
 Spracherkennung 3.2.2.2
Die systembasierte Erkennung von Sprache kann, ebenso wie die Bilderkennung, in 
entsprechende Module aufgeteilt werden (siehe Abbildung 7). In diesem Prozess wird 
meistens das Sprachsignal mit Hilfe von Mikrofonen aufgenommen, in der Vorverarbei-
tung digitalisiert und in ein MP3 Format für die nächsten Verarbeitungsschritte  kom-
primiert. Die Merkmalberechnung von Sprache erfolgt durch die Analyse der Audio-
aufnahme sowohl im Zeitbereich als auch im Frequenzbereich, den man durch eine Fou-
riertransformation des Signals erhält. Die Merkmale werden nicht aus dem Gesamtsig-
nal berechnet, sondern das Signal wird in eine Folge von Segmenten aufgeteilt, woraus 
sich dann eine entsprechende Folge von Merkmalen ergibt. 
Ebenso wie bei der Bilderkennung werden hier Stichproben als Trainingssets genutzt, 
mit deren Hilfe die Klassifikatoren des Systems dem Kontext angepasst werden, so dass  
die aufgenommen Signale bestimmten Worten zuordnen werden können. Hierfür kön-
nen wieder entweder der Bayes-Klassifikator, der Nächster-Nachbar-Klassifikators oder 
das Hidden-Markov-Modell eingesetzt werden. Bei Sprache besteht allerdings die 
Schwierigkeit, dass bei durchgehenden Aufnahmen die einzelnen Worte als eigenstän-
dige Einheiten identifiziert werden müssen um eine erfolgreiche Klassifikation durch-
führen zu können.  
Um entsprechend dem Kontext den erkannten Worten eine Bedeutung zuzuschreiben, 
muss in der Analyse noch das Klassifikationsergebnis interpretiert werden. Bei einer 
Frage an ein automatisches Zugauskunftssystem zum Beispiel muss dieses den Ab-
fahrts- und den Zielbahnhof sowie den Abfahrtszeitpunkt erkennen oder wenn nötig 
passende Rückfragen dazu generieren [vgl. Niemann, 1983; vgl. Görz / Hornegger, 
2005]. 
 Gestenerkennung 3.2.2.3
Die Gestenerkennung bedient sich verschiedener Methoden, die sich, je nachdem ob es 
sich um zweidimensionale oder dreidimensionale Gesten handelt, unterscheiden. Zwei-
dimensionale Gesten werden bei der Bedienung von verschiedenen Geräten, wie zum 
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Beispiel Smartphones oder Tablets, benutzt, wobei einfach zu erlernende Gesten für 
bestimmte Aktionen vordefiniert sind und auf den Oberflächen der Geräte durch Fin-
gerberührungen ausgeführt werden. Die Erkennung von dreidimensionalen Gesten hin-
gegen ist komplexer und kann mit unterschiedlichen Methoden durchgeführt werden. 
Für die Durchführung werden aktive oder passive Sensoren eingesetzt, die in den nächs-
ten beiden Teilkapiteln näher besprochen werden. 
Die Daten dieser Sensoren werden gefiltert und segmentiert, indem die Daten herausge-
filtert werden, die für die Erkennung nötig sind. Ein besonderer Fall ist die Nutzung 
einer einfachen Anfangs- und Endgeste, die die relevante Geste von den übrigen Gesten 
unterscheidet. Die Klassifikation der gewonnenen Daten wird wiederum mit Methoden 
der Künstlichen Intelligenz durchgeführt, indem zum Beispiel das Hidden-Markov-
Modell oder künstliche neuronale Netze eingesetzt werden um die erkannte Geste mit 
vorgegebenen und gelernten Gesten aus einem Trainingsdatensatz zu vergleichen [vgl. 
LaViala Jr., 2013; vgl. Blank, 2014]. 
3.2.2.3.1 Aktive Sensoren 
Bei den aktiven Sensoren gibt es beispielsweise Beschleunigungssensoren und Gyro-
skope, die verwendet werden, um die entsprechenden 3D Daten zu generieren und dar-
aus Gestenmuster zu erkennen. Dabei spielt ebenfalls der Kontext eine Rolle, es wird in 
der Regel ein Fokus gesetzt und andere Gestendaten können dann vernachlässigt wer-
den. Beispielsweise kann das Tracken, also das Erkennen, auf die Finger bzw. die Hand 
begrenzt werden, wenn nur diese für Gestenerkennung relevant sind.  
 
Abbildung 8: SixthSense Gestenerkennungssystem [SixthSense, 2010] 
Die bekannteste Methode zur Gestenerkennung der Finger ist das Tracken mit Hilfe 
eines Handschuhs, auf dem mehrere Sensoren angebracht sind, die die Krümmung der 
Finger erfassen. Ein Nachteil ist, dass der Handschuh oftmals keine Informationen dar-
über liefert, wo sich die Hand im dreidimensionalen Raum befindet. Eine andere Mög-
lichkeit des Fingertracking, das ohne Handschuh auskommt, liefert das SixthSense Pro-
jekt (Abbildung 8, Abbildung 9), bei dem die Fingerkuppen farblich markiert sind und 
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über eine tragbare Kamera erkannt werden. Ein tragbarer Projektor kann eine Interakti-
onsfläche (z.B. Tastenfeld) für weitere Gestenerkennung bieten [vgl. SixthSense, 2010]. 
 
Abbildung 9: Projizierte Fläche mit der interagiert wird [SixthSense, 2010] 
Eine Weiterentwicklung des Datenhandschuhs für die Gestenerkennung ist das Myo 
Armband, das seit September 2014 auf dem Markt erhältlich ist. Dieses arbeitet mit 
EMG Sensoren, die die sogenannte Myoelektrik (die elektronischen Signale der Arm-
muskulatur) erfassen und verarbeiten. Die „Inertial MeasurementUnit“ erkennt durch 
die Muskelsignale auf 9 Achsen die Bewegungen und Rotationen der Hand und des 
Unterarms im Raum [vgl. MYO, 2014; vgl. Sopanos et al., 2009; vgl. Sopanos et al. 
2010].  
Die Gestenerkennung der Hand ist eng an die Gestenerkennung durch 
Fingerbewegungen geknüpft und wird oftmals gemeinsam verwendet. Bei der Hand 
kann entweder ein Gerät mit Sensoren direkt an der Hand befestigt werden, wie zum 
Beispiel ein Handschuh, oder mit der Hand wird ein Gerät manipuliert. Eine Variante 
wird in der Spieleindustrie in Form von Motion Controllern genutzt, wie etwa dem 
Wiimote von Nintendo oder dem Move Controller der Playstation von Sony. Allerdings 
haben diese Geräte den Nachteil, dass man sie in der Hand halten muss und so andere 
Interaktionen nicht mehr möglich sind. 
Die Ganz-Körper-Erkennung von Bewegungen erfolgt meist mit Hilfe eines Motion-
Capture-Anzugs, auf dem sich einige elektromagnetische Tracker (oder optische Tra-
cker) befinden, die mit entsprechend platzierten Kameras erkannt werden können. Die-
ses Verfahren wird hauptsächlich für Videospiele und Filme verwendet, kann aber auch 
für die Gestenerkennung eingesetzt werden. Es hat jedoch den Nachteil, dass man den 
Anzug im alltäglichen Leben nicht trägt und oftmals die Erfassung der Bewegung des 
gesamten Körpers für den Kontext nicht relevant ist [vgl. LaViala Jr., 2013; vgl. Blank, 
2014]. 
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3.2.2.3.2 Passive Sensoren 
Die Gestenerkennung mit passiven Sensoren bedeutet, dass keine Sensoren direkt am 
Körper getragen werden müssen. Stattdessen werden spezifische Kameras eingesetzt, 
wie zum Beispiel Tiefenbildkameras, die mehr relevante Informationen liefern als her-
kömmliche. Es gibt drei Arten von Tiefenbildkameras, die ich im Folgenden kurz erläu-
tere. Die TOF-Kamera (time-of-flight) erstellt ihr Tiefenbild, indem sie für jeden Bild-
punkt einen Lichtimpuls aussendet und die Zeit misst, bis sie das reflektierte Lichtsignal 
wieder empfängt. Die structured-light Kamera hingegen erkennt das Tiefenbild, indem 
sie ein aus Punkten bestehendes Muster auf die zu erkennende Fläche projiziert und 
dieses Bild auswertet. Die dabei entstehenden Verzerrungen des Musters, die durch die 
unterschiedlichen Entfernungen bedingt sind, werden genutzt um ein entsprechendes 
Tiefenbild zu generieren (wie zum Beispiel bei der Kinect, die aus einem Zusammen-
spiel aus optischer Kamera und Tiefenbildkamera besteht). Die dritte, am wenigsten 
verbreitete Variante, ist die Stereo-Vision Kamera. Hier wird das menschliche Erkennen 
als Vorbild genommen, indem eine Szene mit zwei Kameras mit unterschiedlicher Posi-
tion aufgenommen wird und dies in der Erkennung ein Tiefenbild erzeugt [vgl. LaViala 
Jr., 2013; vgl. Blank, 2014]. 
3.2.3 Assistenzsysteme 
Um genauer zu beschreiben was Assistenzsysteme sind, möchte ich mit zwei Definitio-
nen Einsteigen, wobei sich die zweite mehr auf kognitive Assistenzsysteme bezieht. Der 
Lehrstuhl für Datenbank- und Informationssysteme der Universität Rostock versucht 
Assistenzsysteme wie folgt zu definieren: 
„Assistenzsysteme dienen den Nutzer zur Unterstützung in bestimmten Situ-
ationen oder bei bestimmten Handlungen. Die Voraussetzung dafür ist eine 
Analyse der gegenwärtigen Situation und gegebenenfalls darauf aufbauend 
eine Vorhersage der zukünftigen Situation. Die Interaktion sollte sich dem 
natürlichen Handlungsablauf des Menschen anpassen und die Ausgabe soll-
te komprimiert sein, um den Nutzer nicht zu überlasten.“   
[Lehrstuhl für Datenbank- und Informationssysteme] 
Im Buch „Technische Assistenzsysteme“ werden unterschiedliche technische Systeme 
vorgestellt und kognitive Assistenzsysteme wie folgt beschrieben: 
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„Wir verstehen unter Assistenzsystemen mit maschineller Wahrnehmung 
solche Systeme, die eine Sensorik zur Erfassung der Umgebung mit nachfol-
gender Interpretation besitzen und die zeitgleich mit dem Menschen an ei-
ner Aufgabe autonom oder teilautonom arbeiten.“  
[Gerke, 2014, S.8] 
Assistenzsysteme werden in unterschiedlichen Bereichen, von Alltag bis Freizeit, einge-
setzt und bieten bereits eine Vielzahl von Unterstützungsmöglichkeiten. Im Kraftfahr-
zeugmarkt zum Beispiel sind Assistenzsysteme wie der Notbremsassistent, der Spurhal-
teassistent, der Spurwechselassistent, der Einparkassistent und weitere Hilfsassistenz-
systeme im Einsatz, die es dem Fahrer erleichtern sollen, sein Fahrzeug sicher zu führen 
[vgl. Deutscher Verkehrssicherheitsrat, 2016]. Ein ähnliches bzw. prototypisches Assis-
tenzsystem, das in der Öffentlichkeit häufig genannt wird, ist der Autopilot von Flug-
zeugen. Dieses wird zwar im allgemeinen Sprachgebrauch als Autopilot bezeichnet, ist 
aber in der Realität ein Zusammenspiel verschiedener einzelner Systeme, die teilweise 
auch unabhängig voneinander agieren und bedient werden können. Durch die Entwick-
lung solcher Systeme wurden die Abstürze von Flugzeugen erheblich reduziert und das 
Fliegen wurde sicherer gemacht. Allerdings kann es, wenn man sich ausschließlich auf 
die Technik verlässt, zu unvorhergesehenen Unglücken kommen, da die Systeme zu 
autonom bzw. abgeschottet arbeiten und menschliche Interaktion nicht immer mehr 
möglich ist. Ein Beispiel ist der Beinahe-Absturz eines Airbus A321 der Lufthansa im 
November 2014. Der Bordcomputer versetzte eine gerade in Bilbao gestartete Maschine 
in einen konsequenten Sinkflug, weil er aufgrund von Eiskristallen an der Pitotsonde10 
fehlerhafte Daten erhielt. Ein Unglück konnte hierbei nur abgewendet werden, weil die 
Piloten rechtzeitig die Kontrolle über das Flugzeug zurück erlangten, indem sie den 
Computer abschalteten [vgl. Airliners, 2015]. 
Der Bereich der Pflege bietet der Forschung ein weites Feld, um Assistenzsysteme zu 
erproben und zu etablieren, da u.a. der demografische Wandel und der damit einherge-
hende Anstieg des Altersdurchschnitts ein Umdenken in der Pflege erfordern. „Es be-
steht in der Bevölkerung eine eindeutige Präferenz für ein selbstbestimmtes Altern in 
der eigenen Wohnung.“ [BMG, 2013, S.8] Um diese Selbstbestimmung zu ermöglichen, 
sollen Assistenzsysteme genutzt werden, um betreuendes Personal zu reduzieren und zu 
entlasten und dem alternden Menschen jederzeit die Möglichkeit zu bieten eigenständig 
zu agieren. Hier gibt es verschiedene Formen der Assistenz, wie zum Beispiel die 
Überwachung der Vitalfunktionen durch Sensoren oder die Unterstützung bei der Teil-
nahme am sozialen Leben sowie  der Assistenz bei der selbstständigen Durchführung 
von alltäglichen Aufgaben [vgl. BMG, 2013]. 
10 Siehe Glossar 
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In der Chirurgie werden computergestützte Assistenzsysteme genutzt, um bei Operatio-
nen die Präzision von Eingriffen zu erhöhen und dadurch feinere Operationen durchfüh-
ren zu können [vgl. Schlag / Eulenstein / Lange, 2010]. Auch in der Logistik werden 
Assistenzsysteme eingesetzt, „die dem Logistikplaner die optimalen informationstechni-
schen Mittel in klar definierten Prozessen zur Verfügung stellen, um eine effiziente Lo-
gistik im Unternehmen und über deren Grenzen hinaus zu gewährleisten“ [Fraunhofer, 
2016]. 
PROMIMO (Prozessintegrierte Mitarbeiter-Unterstützung in der Montage) ist für die 
individuelle Unterstützung für einen Arbeitsplatz in der Produktion konzipiert worden. 
Dieses Assistenzsystem unterstützt Mitarbeiter in der Industrie beim Zusammenbau von 
Werkstücken und wurde an der Universität Bielefeld entwickelt. Die Unterstützung ge-
schieht durch die visuelle Ausgabe einzelner Montageschritte entweder als Projektion 
auf die Arbeitsfläche mit den Bauteilen oder auf einen integrierten Bildschirm, so dass 
entsprechend der Visualisierung die Arbeiter diese Teile zusammenfügen können. Die 
Bauanleitungen bestehen aus Bildern mit kurzen und ergänzenden Textinformationen. 
Diese Kombination ist so gehalten, dass die Transferhürde von der Anleitung zum Zu-
sammenbau gering ist. Um Fehler bei komplexeren Montagevorgängen zu vermeiden, 
werden zusätzlich relevante Hinweise gegeben, die durch Fehlerrückmeldung in der 
Qualitätskontrolle generiert werden [vgl. Ingenieur, 2014; vgl. Arbeitsschutz-Portal, 
2014]. Ähnlich wie in diesem Projekt geht es in der vorliegenden Forschungsarbeit um 
ein Assistenzsystem, dass Arbeitsvorgänge in der Montage unterstützt. Dennoch gibt es 
gravierende Unterschiede, da ein Assistenzsystem in einer Werkstatt mit Behinderungen 
anderen Anforderungen entsprechen muss. So zum Beispiel unterscheidet sich die Ziel-
gruppe des PROMIMO-Projekts in ihren Fähigkeiten stark von der Zielgruppe Men-
schen mit Lernschwierigkeiten. Für die Zielgruppe dieser Forschungsarbeit wäre die 
Nutzung eines solchen Systems aufgrund der textuellen Erklärungen zumeist nicht ver-
ständlich oder zu abstrakt und die Übertragung auf den Montagevorgang gelingt nur 
bedingt. Der Arbeitsplatz in der Werkstatt für Menschen mit Behinderung wird indivi-
duell auf die jeweiligen Fähigkeiten eingestellt. Dies erfordert auch eine Anpassung der 
Erklärungen auf die jeweils unterschiedlich angepassten Arbeitsvorgänge. Da die Anlei-
tungen und Hinweise zur Fehlervermeidung bei PROMIMO genereller Art sind, kann 
die Zielgruppe der Menschen mit Lernschwierigkeiten diese allgemeinen Informationen 
kaum auf ihren Arbeitskontext übertragen. Ebenso fehlt für diese Zielgruppe die Erken-
nung des aktuellen emotionalen Zustandes, der im vorliegenden Forschungsprojekt eine 
bedeutende Rolle für die Anpassung an die aktuelle Arbeitssituation und den Beschäf-
tigten ermöglicht. 
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3.3 Lern- und Assistenzsysteme für Menschen mit 
besonderem Bedarf 
Da behinderte Menschen oder Menschen mit Einschränkungen oftmals auf Hilfe ange-
wiesen sind, bieten sich Assistenzsysteme in diesem Bereich sehr gut an, um zu ermög-
lichen, dass die Menschen ihren Alltag selbstständiger bewältigen oder ohne Hilfe ei-
genständig an etwas teilhaben können. Im Folgenden werden einige Assistenzsysteme 
vorgestellt, die für die Unterstützung von Menschen mit besonderem Bedarf konzipiert 
worden sind. Allerdings sind diese zumeist für körperlich eingeschränkte Personen ent-
wickelt, denn nach Revemann und Gerlinger  
„ist dies nach dem derzeitigen Stand nicht bei jeder Art der Schädigung […] 
gleichermaßen möglich. Insbesondere für Menschen mit Einschränkungen 
der Lernfähigkeit oder psychischen Erkrankungen, die im Sinne des SGB IX 
ebenfalls als »behindert« gelten, verbessern sich die Chancen auf dem Ar-
beitsmarkt nur sehr eingeschränkt durch den Einsatz von Technik.“  
[Revermann / Gerlinger, 2010, S.39] 
Allerdings weisen sie darauf hin, dass technische Hilfsmittel auch bei Menschen mit 
Lernschwierigkeiten oder psychischen Einschränkungen Unterstützung bei der Informa-
tionsaufnahme und –verarbeitung leisten können. „Computergestützte Anweisungs- und 
Erinnerungshilfen können die auszuführenden Einzelschritte multimedial darstellen 
[…]“ [Revermann / Gerlinger, 2010, S.111], argumentieren die Autoren. Mit multime-
dialen Darstellungen können Menschen mit Lernschwierigkeiten Arbeitsabläufe nach-
vollziehen und einhalten, was ohne Hilfe ein Problem sein kann. Das „[...] Coaching 
kann technikunterstützt erfolgen; mobile Endgeräte können dabei einzelne Tätigkeiten 
des Arbeitsprozesses aufzeigen und als Erinnerungshilfe fungieren; […]“ [Revermann / 
Gerlinger, 2010, S.111]. 
Im Folgenden werden einige Assistenzsysteme vorgestellt, die Menschen mit besonde-
rem Bedarf dabei unterstützen sollen ihr Leben selbstständiger zu führen. Es wird so-
wohl auf bereits bestehende als auch auf Systeme eingegangen, die sich derzeit in der 
Entwicklung befinden und deren positiver Nutzen erforscht wird. 
3.3.1 Das M-Learningsystem IMLIS 
Saeed Zare hat im Rahmen seiner Dissertation ein System entwickelt (an der techni-
schen Umsetzung war ich beteiligt), das Schüler mit Lernschwierigkeiten beim Lernen, 
Üben und Festigen des Gelernten unterstützen und ihre Selbstständigkeit stärken soll. 
Das System IMLIS (Intelligent Mobile Learning Interaction System) präsentiert den 
Schülern auf mobilen Geräten personalisiertes Lernmaterial. Durch die Personalisierung 
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wird die Präsentation des Lernstoffes so gestaltet, dass sie weder unterfordert noch 
überfordert sind und die ihnen gestellten Aufgaben ohne Hilfe bearbeiten können. Für 
diese spezifische Personalisierung wird vom Lehrer für jeden Schüler ein persönliches 
Profil angelegt, das seine Fähigkeiten und Schwierigkeiten erfasst. Mit diesen Informa-
tionen kann das System die Lernmaterialien für jeden einzelnen Schüler personalisiert 
aufbereiten. Durch die Bearbeitung der Aufgaben und das daraus entstehende Feedback 
kann der Lehrer das Profil jederzeit anpassen und so die Personalisierung weiter opti-
mieren [vgl. Zare, 2010; vgl. Zare & Schelhowe, 2009].  
3.3.2 genesis 
In dem interdisziplinären Projekt „genesis“ der Georg-Simon-Ohm Hochschule in 
Nürnberg wurde die integrative Idee des „Fördern durch Spielen“ für Kinder mit körper-
lichen und geistigen Behinderungen umgesetzt. Durch Spiele sollen die Entwicklungs-
chancen dieser Kinder verbessert werden, indem beim Spielen zum Beispiel Zusam-
menhänge erkannt, Konzentrationsfähigkeit geübt oder die Verbesserung der Geschick-
lichkeit trainiert werden. Außerdem soll hierbei das Zusammenspiel von behinderten 
und nicht behinderten Kindern gefördert werden. Im weiteren Verlauf des Projektes 
wurde die Zielgruppe erweitert, so dass nun die für behinderte Kinder entwickelten 
Spiele für ältere Erwachsene adaptiert wurden [vgl. genesis, 2013]. 
3.3.3 Touristisches AssistenzSystem (TAS) 
Die Technische Universität Ilmenau hat in einem Forschungsprojekt ein Assistenzsys-
tem entwickelt, das es Menschen mit Handicap ermöglichen soll touristische Aktivitäten 
selbst zu planen. Ein wissensbasiertes Routenplanungsmodul erstellt barrierefreie Wan-
derrouten, die dem jeweiligen Handicap angepasst sind. So wird es möglich, dass so-
wohl Blinde und Sehbehinderte als auch Rollstuhlfahrer das Zielgebiet, den Thüringer 
Wald, ohne fremde Hilfe durchwandern können [vgl. TUIlmenau, 2005, TUIlmenau, 
2006]. 
3.3.4 WikiNavi – Navigationssystem für Personen mit körperlichen 
Behinderungen in urbanen Gebieten mit vielfältigen 
Mobilitätsangeboten 
Bei dem WikiNavi Projekt, das im Dezember 2012 startete, wird ein bereits etabliertes 
Kraftfahrzeug-Navigationssystem für „Fußgängernavigation“ adaptiert. Dieses System 
zielt besonders darauf, Menschen mit körperlichen Behinderungen, ältere Menschen 
und Väter/Mütter mit Kinderwagen im Raum Berlin zu unterstützen. Für den Weg wird 
eine Mobilitätskette aus verschiedenen Elementen, wie z.B. Fußwegen, öffentlichen 
Verkehrsmitteln oder Taxifahrten, zusammengestellt. Diese wird jeweils für die nutzen-
de Person optimiert und kann durch weitere eigene Angaben, wie zum Beispiel relevan-
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ten Informationen zu Fußgänger- und Rollstuhlfahrer behindernden Baustellen, erwei-
tert und aktualisiert werden. [vgl. WikiNavi, 2012] 
3.3.5 Autonom 
Ein Vorläufer heutiger Assistenzsysteme für Menschen mit Behinderungen ist Autonom. 
Die Forschungsgruppe Fortec im Institut für Industrielle Elektronik und Materialwis-
senschaften an der Technischen Universität Wien hat zwischen 1994 und 1997 dieses 
technische Assistenzsystem entwickelt. Seit 1999 ist es als kommerzielle Version er-
hältlich. Autonom unterstützt vor allem Menschen mit starken körperlichen Einschrän-
kungen bei der Kommunikation und beim Steuern ihrer Umgebung. Zentraler Aspekt ist 
das spezifische Design der Eingabemöglichkeiten. Es lässt sich mit einem sogenannten 
Einmalschalter (virtueller Auswahlrahmen plus physikalischer Button), einem Joystick 
oder anderen Geräten und angepassten Interaktionsmethoden bedienen. Der Einmal-
schalter wird eingesetzt, indem auf dem Bildschirm mehrere Icons angezeigt werden, 
die für bestimmte Ereignisse stehen. Ein Auswahlrahmen springt nun nach kurzer Zeit 
von Icon zu Icon und wenn das Gewünschte erreicht ist, wird der Einmalschalter betä-
tigt um das Icon auszuwählen. 
 
Abbildung 10: Eine der Autonom-Oberflächen zur alternativen Steuerung des Mauszei-
gers [Panek & Zagler, 2003] 
Eingesetzt werden kann das System um Umgebungsgeräte wie CD-Player, Radios oder 
Fernseher zu steuern, aber auch um weitere Geräte im Haushalt, wie die Fernsteuerung 
von Türen, Fenstern, Vorhängen oder Sonnenblenden zu regulieren. Das System kann 
individuell für jedes Gerät angepasst werden. 
Ein weiterer Bereich, in dem das System zur Anwendung kommt, ist Kommunikation. 
Über das System können Alphabets- oder  Symboltafeln ausgewählt werden. Auf die-
sem Weg kann man dem Kommunikationspartner Nachrichten zukommen lassen. Das 
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System Autonom existiert seit etwa 20 Jahren und heute wird die eigenständige Nutzung 
verschiedenster PC-Technologien immer wichtiger. Autonom hat hier seinen dritten 
Nutzungsbereich entwickelt, indem ein mit dem System ausgestattetes Notebook an 
einen PC angeschlossen und das Notebook als Eingabemedium genutzt wird. Das Note-
book ist mit weiteren Komponenten wie zum Beispiel Eye-Tracker ausgestattet, um ein 
dem jeweiligen Bedarf spezifisches Interface anzubieten und die selbstständige Nutzung 
normaler PC’s zu ermöglichen. Hier ist die Personalisierung durch Hardware realisiert 
[vgl. Panek / Zagler, 2003; vgl. Panek / Zagler / Seisenbacher, 2000]. 
3.3.6 Assistenzsystem im häuslichen Umfeld 
Ein aktuelles Forschungsprojekt des Ministeriums für Arbeit, Soziales, Gesundheit, 
Familie und Frauen Rheinland-Pfalz, der Fraunhofer-Gesellschaft zur Förderung der 
angewandten Forschung in Kaiserslautern (IESE und ITWM) und des Deutschen Insti-
tuts für angewandte Pflegeforschung in Vallendar (dip) soll es behinderten Menschen 
ermöglichen länger selbstständig in ihrem eigenen Haushalt zu leben. Es wird ein Assis-
tenzsystem entwickelt, das den täglichen Ablauf einer Person im eigenen Haushalt er-
kennt und reagiert, wenn es zu Änderungen kommt. Tägliche Dinge, wie das Schlafen 
oder das Zubereiten von Speisen, werden erkannt, wobei auf Abweichungen vom „nor-
malen“ Ablauf geachtet wird. Sollte ein ungewöhnliches Ereignis, wie zum Beispiel ein 
Sturz, registriert werden, wird umgehend automatisch eine Nachricht an eine betreuende 
Institution oder Person übermittelt, damit schnellstmöglich Hilfe geleistet werden kann 
[vgl. Rlp, 2011]. 
3.3.7 CaMeLi – Care Me for Life 
Die acht teilnehmenden Partner aus fünf europäischen Nationen forschen im Projekt 
CaMeLi seit Juni 2013 an einem Assistenzsystem für demografischen Wandel, das für 
ältere Personen konzipiert ist. Aufgrund der steigenden Anzahl von älteren Mitbürgern 
ist der Hilfe- und Unterstützungsbedarf gestiegen, dafür sollen technische Hilfsmittel 
entwickelt werden. Das System soll auf mobilen Geräten im alltäglichen Umfeld der 
Personen installiert werden. Die Interaktion mit dem System geschieht durch mündliche 
Kommunikation mit einem Avatar, der sowohl den emotionalen Zustand der mit ihm 
interagierenden Person erkennt als auch Emotionen oder anderes menschliches Verhal-
ten simulieren kann. Dadurch sollen ältere Menschen in ihrem alltäglichen Leben unter-
stützt und die Akzeptanz des Systems soll erreicht werden [vgl. CaMeLi, 2015]. 
3.3.8 ALFRED: Personal Interactive Assistant for Independent Living and 
Active Aging 
Im ALFRED Projekt wird ein mobiler, personalisierter Butler für ältere Menschen ent-
wickelt, der ihnen die Möglichkeit bietet unabhängig zu bleiben, sich mit den betreuen-
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den Personen zu koordinieren und am sozialen Leben teilzunehmen. Die elf Partner aus 
fünf europäischen Ländern erarbeiten ein sprachgesteuertes System, das sowohl unter-
wegs als auch zu Hause mit Hilfe von mündlich formulierten Fragen oder über Kom-
mandos genutzt werden kann. Das System versucht sowohl die Termine und Kontakte 
der Person zu koordinieren und so den sozialen Kontakt zu anderen zu stärken als auch 
den Alltag zu unterstützen. Die medizinische Befindlichkeit der älteren Person wird 
ebenfalls überwacht. Hierzu werden Wearable-Sensoren verwendet, um die dafür not-
wendigen Daten zu ermitteln und dem betreuenden Personal zur Verfügung zu stellen. 
Entsprechend der Datenauswertung kann gegebenenfalls ein Notfall erkannt und ent-
sprechende Hilfe kontaktiert werden [vgl. ALFRED, 2014]. 
3.3.9 Adaptives Cognitives Training 
Adaptives Cognitives Training ist ein seit September 2014 laufendes Projekt der Koope-
rationspartner Universität Bielefeld und v. Bodelschwinghschen Stiftung Bethel, die 
sich die Zielsetzung gegeben hat, dass „alle Menschen in ihrer Verschiedenheit selbst-
verständlich zusammen leben, lernen und arbeiten können“ [Bethel, 2016]. In diesem 
Projekt wird der Fokus auf die Mitarbeiter der proWerk Werkstätten der Stiftung gelegt. 
Das Besondere der proWerk Werkstätten ist die Ausrichtung auf Berufliche Rehabilita-
tion. Mit einem Pilotprojekt sollte geklärt werden, wie den Mitarbeitern geholfen wer-
den kann, ihren jeweiligen Arbeitsablauf besser zu verstehen und sich daran zu erinnern. 
Um den Arbeitsablauf nachvollziehbar zu strukturieren, stellte die Software verbal und 
grafisch die verschiedenen Tätigkeitsfelder dar und forderte auf zu entschieden, was 
zusammen gehört, was im jeweiligen Ablauf gleichzeitig passieren muss und was ge-
trennt voneinander bearbeitet werden sollte. Dieses strukturierende Training wurde re-
gelmäßig wiederholt, manchmal einmal pro Woche und manchmal auch in größerem 
Abstand. Es zeigte sich, dass die Antworten bei diesem strukturierenden Training in 
etwa dem Verhalten im realen Arbeitsablauf entsprachen. Die Ergebnisse dieses Pilot-
projektes sollen nun erweitert und verfeinert werden, so dass die Ausbilder der Werk-
statt in Zukunft eine systematisierte Unterstützung in der Diagnostik erhalten um besser 
auf die Auszubildenden eingehen zu können [vgl. ACT, 2016]. 
3.4 Fazit – Lern- und Assistenzsysteme für den Alltag von 
Menschen mit besonderem Bedarf  
Der derzeitige Stand und die derzeitige Entwicklung von Assistenzsystemen für Men-
schen mit besonderem Bedarf zielen vor allem darauf ab, das alltägliche Leben selbst-
ständiger führen zu können. Das Hauptaugenmerk wird verstärkt auf die Unterstützung 
durch technische Systeme im eigenen Haushalt gelegt, um dem demografischen Wandel 
gerecht zu werden und dem Mangel an betreuendem Personal entgegenzuwirken. Diese 
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Design-Konzepte für ältere Menschen können oftmals auf Menschen mit Behinderung 
übertragen werden, da diese auf ähnliche Hilfe angewiesen sind. Unterstützung für diese 
Zielgruppe gibt es ebenso durch besondere Arten von Navigationshilfen.   
Im Arbeitskontext für Menschen mit besonderem Bedarf, insbesondere mit kognitiven 
Einschränkungen, gibt es derzeit sehr wenige Ansätze Assistenzsysteme einzusetzen, 
um den Arbeitsablauf der Beschäftigten zu unterstützen. Auch das Lernen am Arbeits-
platz für den Arbeitsplatz könnte durch entsprechende Assistenzsysteme gefördert wer-
den und dadurch zum Beispiel die Arbeitssicherheit verbessert werden. Zwar bestehen 
vereinzelt technische Systeme, die mit Hilfe von Sensoren die Korrektheit von gefertig-
ten Werkstücken überprüfen, aber das Zeigen der richtigen Reihenfolge und das Erläu-
tern der Arbeitsschritte werden von einem leitenden Mitarbeiter übernommen.  
Da die Beschäftigten die leitenden Mitarbeiter jedoch während des Arbeitsprozesses oft 
nicht fragen, wenn sie unsicher sind, sondern ihre Aufgaben ohne Hilfe zu erledigen 
versuchen, kann es zur fehlerhaften Fertigungen kommen. Die fehlerhafte Bedienung 
von Werkzeugen kann zu Gefährdung, zu eingeschränkter Arbeitssicherheit oder zu 
Verletzungen führen. Hier wäre die Nutzung eines Assistenzsystems, das die durchzu-
führenden Arbeitsschritte detailliert erklärt und die Bedienung der Werkzeuge zeigt, 
hilfreich, um dem vorzubeugen. Arbeitsschritte könnten mit einer solchen Hilfe selbst-
ständiger und korrekter durchgeführt und damit auch das Selbstbewusstsein gestärkt 
werden.  
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Menschen mit kognitiven Einschränkungen benötigen technische Lösungen, die ihren 
vielfältigen Bedürfnissen und spezifischen Einschränkungen entsprechen und die sich 
auf die individuellen kognitiven Fähigkeiten beziehen. Der Fokus liegt in dieser Be-
trachtung auf dem Verhältnis kognitiver Fähigkeiten zu emotionaler Gestimmtheit. Die-
ses Verhältnis bestimmt insbesondere bei dieser Zielgruppe die Möglichkeit aktiv zu 
handeln.  
4.1 Personalisierung und Tracking des kognitiv-emotionalen 
Zustandes 
Menschen mit Lernschwierigkeiten benötigen eine individuell angepasste Unterstützung 
beim Lernen, wie schon in Kapitel 2 beschrieben. Da die Beeinträchtigung bei Men-
schen mit Lernschwierigkeiten unterschiedlich ausgeprägt ist und sehr individuelle 
Ausgleichsstrategien entwickelt werden müssen, ist es wichtig, beim Lernen die persön-
lichen Möglichkeiten und Lernstrategien zu beachten. Lernmaterial und Lernumgebung 
müssen für die jeweilige Person aufbereitet, also „personalisiert“ sein. Für diese Perso-
nalisierung spielt eine wichtige Rolle, dass Menschen mit Lernschwierigkeiten anders 
lernen als Menschen ohne Lernschwierigkeiten. Sie lernen eher, indem sie Dinge be-
obachten und nachahmen, während viele Menschen ohne kognitive Einschränkungen 
sich auch durch Hören und Aufschreiben oder Lesen neue Sachverhalte und Abläufe 
vorstellen und erschließen können. Da Menschen mit kognitiven Einschränkungen oft 
nur sehr bedingt abstrahieren können, braucht diese Zielgruppe beim Erlernen neuer 
Handlungsabläufe Anleitung, um abstrakte Vorgänge in konkrete Schritte zu überset-
zen. Zum Beispiel können Betreuer diese Übersetzung leisten und so ermöglichen, dass 
diese Zielgruppe sich eine neue Aufgabe aneignen  und effektiv durchführen kann [vgl. 
Zare, 2010]. 
Zusätzlich zu der erforderlichen Personalisierung ist es für diese Zielgruppe wichtig, 
auch den emotionalen Zustand mit einzubeziehen, da dieser einen erheblichen Einfluss 
auf die Aufnahme- und Konzentrationsfähigkeit hat. Personen mit Lernschwierigkeiten, 
die sehr aufgeregt oder verärgert sind, haben oft eine Tendenz Gelerntes sehr schnell 
wieder zu vergessen, so dass sie Arbeitsschritte, die ihnen gerade erklärt worden sind, 
nicht mehr ausführen können. Dadurch sinkt ihr Selbstwertgefühl, da sie immer wieder 
um Hilfe bitten müssen oder ihnen die gestellte Aufgabe misslingt.  
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Im Expertengespräch mit Experten der Arbeitsvorbereitung wurde deutlich, dass in der 
persönlichen Unterstützung auf den emotionalen Zustand eingegangen wird und die 
jeweiligen Interventionen davon abhängig sind. Der Einfluss des aktuellen emotionalen 
Zustands muss auch in einem Assistenzsystem für Menschen mit Lernschwierigkeiten 
berücksichtigt werden. Gleichzeitig könnte ein emotionssensitives System die Chance 
bieten, negative Aspekte einer persönlichen Betreuung zu reduzieren (Schwächung des 
Selbstwertgefühls bei starker Inanspruchnahme von Hilfen durch andere) [vgl. Exper-
tengespräch, 2012a]. 
Seit einigen Jahren ist die Emotionserkennung ein Thema der Informatik. Im Folgenden 
werden die Emotionserkennung im Allgemeinen und mögliche technische Umsetzungen 
in einem Assistenzsystem im Detail betrachtet. 
4.2 Emotionserkennung 
Um eine Emotionserkennung durchführen zu können, muss man zunächst definieren, 
was Emotionen für eine Software sein können. Dies ist schwierig, „denn Emotionen 
sind subjektive Empfindungen, die in kürzeren Zeiträumen entstehen und sich auf be-
stimmte Ereignisse, Personen oder Objekte beziehen.“ [Brandt et al., 2012, S.424] 
Verschiedene Emotionsmodelle gehen von Basisemotionen aus. William James be-
schreibt in seinem Buch „What is an Emotion?“ ein Modell mit den 4 Basisemotionen 
Angst, Ärger, Trauer und Liebe, wohingegen Mowrer nur Schmerz und Liebe nutzt.  
Andere Autoren betrachten Emotionen in Dimensionen des PAS-Modells, das mit Freu-
de, Erregung und Dominanz (engl. pleasure, arousal, dominance) arbeitet. [vgl. James, 
1884; vgl. Mehrabian, 1995; vgl. Brandt et al., 2012 ] 
Plutchik geht von acht Basisemotionen aus, wie das „Rad der Emotionen“ in Abbildung 
11 zeigt. Diese sind Freude, Vertrauen, Angst, Überraschung, Traurigkeit, Abneigung, 
Groll und Erwartung. Nach innen zum Mittelpunkt zeigt das Rad eine Steigerung und 
nach außen eine Abschwächung der Intensität der Emotion. Durch die Vermischung 
zweier benachbarter Emotionen entstehen sogenannte primäre Dyaden. So entsteht zum 
Beispiel aus Freude und Akzeptanz Liebe [vgl. Plutchik, 1994]. 
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Abbildung 11: Rad der Emotionen [Stangl, 2016] 
Bei der Mensch-Mensch-Kommunikation werden Emotionen wahrgenommen, oft ohne 
dass die Sender direkten Einfluss darauf haben. So werden sowohl durch die Ausspra-
che als auch über Gestik und Mimik Informationen übermittelt, die der Empfänger be-
stimmten Emotionen zuordnen kann und womit er den emotionalen Zustand des Kom-
munikationspartners erfasst.  
Bei computerunterstützten Systemen, die Emotionen erkennen sollen, stellt sich zu-
nächst die Frage, welche technischen Hilfsmittel und welche Messwerte benötigt wer-
den, um Emotionen zu erfassen. Dann müssen die erhobenen Messwerte so analysiert 
und interpretiert werden, dass sie passenden Emotionen zugeordnet werden können. 
Für die Erkennung von Emotionen gibt es bereits verschiedene funktionsfähige Ansätze, 
die in diesem Abschnitt dargestellt werden sollen. Zum einen können Emotionen aus 
der Gesichtsmimik und/oder aus der Gestik des gesamten Körpers ermittelt werden. 
Zum anderen lässt sich auch aus der Sprache ein emotionaler Zustand analysieren. Ein 
weiterer Ansatz ist die Erkennung durch gemessene Vitaldaten einer Person, wobei es 
hier erforderlich ist, dass die Person entsprechende Messgeräte am Körper trägt. Ein 
multimodales Verfahren, welches die Ergebnisse der zuvor genannten, unimodalen Ver-
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fahren kombiniert, würde sicherlich zu noch besseren Ergebnissen führen. Diese Kom-
bination entspricht in vielen Alltagssituationen auch unserer natürlichen Weise die 
Emotionen eines Kommunikationspartners zu erfassen.  
In der Informatik steckt das Erkennen und Verarbeiten von Emotionen noch in den An-
fängen und wird unter der Bezeichnung Affective Computing stetig verbessert und wei-
terentwickelt. In einem Ansatz wird versucht mit spezifischen Methoden der Künstli-
chen Intelligenz, die Emotionen des menschlichen Interaktionspartners durch Agenten 
und Roboter zu erfassen. In ihrer Interaktion können sie anders auf den menschlichen 
Interaktionspartner eingehen. Mit emotionalen Schnittstellen sollen Agenten und Robo-
ter zu empathisch empfundenen Kommunikationspartnern werden und damit menschli-
che Kommunikation simulieren [vgl. Brandt et al., 2012]. 
4.3 Aktuelle Methoden der Emotionserkennung 
Die wohl bekannteste Emotionserkennungsmethode, die in der Informatik eingesetzt 
wird, ist die Ermittlung des derzeitigen emotionalen Zustands aus der Gesichtsmimik. 
Zudem ist es aber auch möglich, auf andere Methoden zurückzugreifen, um die Emotio-
nen einer Person zu bestimmen. Es können zum Beispiel die getätigten Gesten analy-
siert oder die Intonation der gesprochenen Worte ausgewertet werden. Zudem ist es 
möglich, über die Haut oder die Vitaldaten einer Person auf ihren emotionalen Zustand 
zu schließen. 
 
Abbildung 12: Typischer Ablauf der automatischen Emotionserkennung  
[nachgezeichnet nach Brandt et al., 2012, S.425] 
Bei den verschiedenen Methoden ist der Prozess der Erkennung (siehe Abbildung 12) 
vergleichbar. Zunächst werden geeignete Sensoren, wie zum Beispiel eine Kamera oder 
ein Mikrofon, ausgewählt und für die Datenerfassung vorbereitet. Im nächsten Schritt 
wird die jeweils gewählte Datenerfassung durchgeführt, indem zum Beispiel die Kame-
ra Gesten, das Mikrofon Sprache usw. erfassen. Die darauffolgende Vorverarbeitung 
versucht, in den erfassten Signalen Störungen zu entfernen oder wenigstens zu minimie-
ren und eine Normalisierung der Daten durchzuführen. Diese vorverarbeiteten Daten 
werden im Weiteren genutzt, um aus ihnen entsprechende Merkmale zu extrahieren, die 
für die Formalisierung der Emotionen bedeutsam sind. In der Klassifikation wird dieses 
extrahierte Merkmalsmuster einer spezifischen Emotion zugeordnet (Klassifikator). Um 
das Merkmalsmuster dann der jeweiligen Emotion zuzuordnen, werden Methoden des 
Maschinellen Lernens eingesetzt. Diese Methoden benötigen Testdatenbanken, in denen 
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bereits Messdaten mit Merkmalen gespeichert sind, die entsprechend eindeutig be-
stimmten Emotionen zugeordnet sind und mit denen das System trainiert wird [vgl. 
Brandt et al., 2012; vgl. Schuller, 2006]. 
Die meistgenutzten Klassifikatoren bei der Erkennung von Emotionen werden im Fol-
genden genauer betrachtet. Danach werden die verschiedenen Methoden der Emotions-
erkennung und die Abläufe im Detail beschrieben und abschließend diskutiert, welche 
Methoden für diese Arbeit in Frage kommen. 
4.3.1 Klassifikationsverfahren 
Nachstehend sollen verschiedene Verfahren aus der Künstlichen Intelligenz mit ihren 
technischen Details dargestellt werden, die in der Emotionserkennung eingesetzt wer-
den. 
 Support Vector Machine (SVM) 4.3.1.1
Die Support Vector Machine Klassifikation gehört zum „überwachten Lernen“ als Ge-
biet der Künstlichen Intelligenz. Es wird mit Objekten aus Trainingsdaten gearbeitet, 
die mit Hilfe von Vektoren in einen mehrdimensionalen Raum abgebildet werden. Die 
Objekte der Trainingsdaten sind dabei vorab bestimmten Klassen zugeordnet. Das ma-
thematische Verfahren der Support Vector Machine erstellt beim Trainieren der Daten 
eine Abgrenzung zwischen den Objekten der einzelnen Klassen. Die Grenze wird so 
berechnet, dass der Abstand zwischen ihr und den Vektoren maximal ist. In Abbildung 
13, in der ein zweidimensionaler Raum genutzt wird und die beiden Klassen rot und 
blau linear trennbar sind, ist zu erkennen, dass die Trennlinie so zwischen den Elemen-
ten verläuft, dass die Entfernung zwischen ihr und den nächstliegenden Elementen der 
Klassen (in grün) maximal ist. Hierbei dienen die grünen Vektoren der Grenzlinie als 
Stützvektoren (engl. Support Vector). Zur Klassifizierung neuer Objekte werden die 
dazugehörigen Vektoren im Raum abgebildet und können anhand der Grenzlinie einer 
bestimmten Klasse zugeordnet werden. Dadurch, dass der Abstand der Grenzlinie zu 
den Stützvektoren maximal ist, können neue Objekte der richtigen Klasse zugeordnet 
werden, auch wenn ihre Vektoren näher an der Grenzlinie liegen als die Stützvektoren. 
[vgl. Russel / Norvig, 2004] 
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Abbildung 13: 2D Support Vector Maschine Klassifikation [Jaggi, 2008] 
 Nächste-Nachbarn 4.3.1.2
Das Nächste-Nachbarn Verfahren, auch k-Nächste-Nachbarn Verfahren genannt, ist 
eine Methode, bei der angenommen wird, dass ein Eingabeobjekt großer Wahrschein-
lichkeit nach zu der gleichen Klasse gehört wie seine nächsten Nachbarn, mit denen das 
System vorab trainiert wurde. So einfach dieses Verfahren von Experten eingeschätzt 
wird, bringt es jedoch auch Schwierigkeiten und Anforderungen mit sich. Eine Berech-
nung der Nachbarn aufgrund der Entfernung könnte dazu führen, dass die Entfernung zu 
klein gewählt wird, sich daher keine Nachbarn in dem Bereich befinden und so keine 
Einordnung möglich ist. Ist die Entfernung zu groß gewählt, könnten sich alle trainier-
ten Daten in der ausgewählten Menge befinden und so ebenfalls kein aussagekräftiges 
Ergebnis liefern.  
Eine Möglichkeit, dieses Problem zu lösen, ist, sich genau die k (k∈ℕ) Nachbarn anzu-
schauen, die dem einzuordnenden Objekt am nächsten liegen. Die Klassen dieser Nach-
barn werden dann verglichen und die Klasse mit der höchsten Anzahl (der Vorkommen) 
wird dem einzuordnenden Objekt zugewiesen. Hierbei ist es von Vorteil, ein ungerades 
k zu wählen, um einen Gleichstand und somit eine nicht verwertbare Aussage im besten 
Fall zu vermeiden. Ein weiterer Aspekt ist die Berechnung der Entfernungen zwischen 
den Nachbarn. Diese könnte einfach mit der euklidischen Distanz berechnet werden. 
Wenn man aber in einem zweidimensionalen Raum (Koordinatensystem der Werte) 
zum Beispiel die Angaben Höhe und Gewicht als Achsen hätte und für eine der beiden 
Dimensionen die Skala ändert, dann würde sich die Menge der k-nächsten-Nachbarn 
verändern. Um dies zu vermeiden, könnte man die Skalen für die Dimensionen standar-
disieren, indem man jeweils die Standardabweichung berechnet und die eigentlichen 
Merkmalswerte als Vielfaches der Standardabweichung angibt. 
Die Bestimmung des Wertes k ist ein wichtiger Faktor, der die Aussagekraft des Klassi-
fikators stark beeinflusst. Wählt man ein sehr kleines k, wie zum Beispiel k=1, dann ist 
die Wahrscheinlichkeit der Falscheinordnung recht hoch. Bei zu groß gewähltem k für 
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die Nachbarschaft, zum Beispiel k = 40, verschwimmen die Daten und die Ergebnisse 
sind auch nicht aussagekräftig. Nach Russel und Norvig ist ein Wert zwischen 5 und 10 
für k empfehlenswert, da dann gute Ergebnisse für Datenmengen in kleineren Dimensi-
onen erreicht werden [vgl. Russel / Norvig, 2004]. 
 Naive Bayes 4.3.1.3
Der Naive Bayes Klassifikator weist einem neuen Objekt die Klasse zu, zu der es mit 
der höchsten Wahrscheinlichkeit gehört. Dabei geht der Klassifikator davon aus, dass 
alle Merkmale des Objekts voneinander unabhängig, aber wiederum von der Klasse 
abhängig sind. Dies ist zwar nicht immer der Fall, aber diese Vereinfachung kommt der 
Realität oft sehr nahe, so dass dieser Ansatz meist recht gute Ergebnisse erzielt. Mit 
einem Beispiel möchte ich diesen komplexen Algorithmus verständlich machen. 
Nehmen wir an, es gibt zwei Tüten mit Bonbons, wobei die Bonbons die Merkmale G 
(Kirsch- oder Zitronen-Geschmack), P (rotes oder grünes Papier) und L (mit Loch oder 
ohne) haben. Hierzu gibt es einen Trainingsdatensatz (Tabelle 4), mit dem der Naive 
Bayes-Klassifikator trainiert wurde. 
Geschmack Papierfarbe Loch Tüte 
Kirsch Rot Ja 1 
Kirsch Grün Nein 2 
Zitrone Grün Ja 2 
Zitrone Grün Nein 1 
Kirsch Rot Ja 1 
Zitrone Grün Nein 2 
Kirsch Rot Nein 2 
Kirsch Grün Ja 1 
Zitrone Grün Nein 2 
Kirsch Rot Nein 2 
Tabelle 4: Trainingsdatensätze 
Gesucht ist nun die Klasse (Tüte) mit der größten Wahrscheinlichkeit, dass dort ein 
Bonbon mit den Merkmalen Zitrone, Grün und Loch drin ist. Dies drückt sich auf der 
Formelebene wie folgt aus: 
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Sei V = {v1, v2, …, vn} die Menge der Klassen und <a1, a2, … an> die 
Konjunktion der Attribute, dann ergibt sich aus dem Bayeschen Theorem 
die Wahrscheinlichkeit P(h/D), dass h wahr ist gegeben die beobachteten 
Daten D. 
Nach Thomas Bayes (der das Bayesche Theorem aufgestellt hat) könnte 
man dies berechnen, indem man folgende Formel verwendet: 
𝑃𝑃(ℎ|𝐷𝐷) = 𝑃𝑃(𝐷𝐷|ℎ)𝑃𝑃(ℎ)
𝑃𝑃(𝐷𝐷)  
In unserem Fall suchen wir die wahrscheinlichste Klasse für unseren 
Bonbon mit seinen Merkmalen: 
𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑃𝑃�𝑣𝑣𝑗𝑗  �𝑎𝑎1,𝑎𝑎2, … ,𝑎𝑎𝑛𝑛) 𝑣𝑣𝑗𝑗𝜖𝜖 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚  
𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑃𝑃(𝑎𝑎1,𝑎𝑎2, … ,𝑎𝑎𝑛𝑛|𝑣𝑣𝑗𝑗  )𝑃𝑃(𝑣𝑣𝑗𝑗)𝑃𝑃(𝑎𝑎1,𝑎𝑎2, … ,𝑎𝑎𝑛𝑛)𝑣𝑣𝑗𝑗𝜖𝜖 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚  
Der Nenner kann in diesem Fall vernachlässigt werden, da er für alle 
Klassen gleich wäre: 
𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑃𝑃(𝑎𝑎1,𝑎𝑎2, … ,𝑎𝑎𝑛𝑛|𝑣𝑣𝑗𝑗  )𝑃𝑃(𝑣𝑣𝑗𝑗)𝑣𝑣𝑗𝑗𝜖𝜖 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚  
Der Naive Bayes Klassifikator geht davon aus, dass ai bedingt unabhän-
gig ist, daher kann man auch schreiben: 
𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑃𝑃�𝑣𝑣𝑗𝑗��𝑃𝑃(𝑎𝑎𝑖𝑖|𝑣𝑣𝑗𝑗  )
𝑖𝑖
𝑣𝑣𝑗𝑗𝜖𝜖 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚  
Anhand der Beispieldatensätze ergibt sich daraus folgendes: 
P(Tüte = 1) = 4
10
= 0,40  P(Geschmack = Kirsch| Tüte = 1) = 3
4
= 0,75 
 P(Tüte = 2) = 6
10
= 0,60 P(Geschmack = Kirsch| Tüte = 2) = 3
6
= 0,50  
… 
 
Die Wahrscheinlichkeiten für den zu klassifizierenden Bonbon: 
P(Tüte = 1)P(Zitrone|1)P(Grün|1)P(Loch|1) = 0,40 ∗  �1
4
� ∗ �
2
4
� ∗  �3
4
� =0,0375  
P(Tüte = 2)P(Zitrone|2)P(Grün|2)P(Loch|2) = 0,60 ∗  �3
6
� ∗ �
4
6
� ∗  �1
6
� =0,03�  
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Damit würde der Naive Bayes Klassifikator den Bonbon der Tüte 1 zu-
ordnen mit einer normierten Wahrscheinlichkeit von:  0,03750,0375 + 0,03� = 0,5555555 
[Russel / Norvig, 2004, S.885-889] 
 
 Hidden-Markov-Modell 4.3.1.4
Das Hidden-Markov-Modell ist ein probabilistisches Modell, bei dem gilt, dass nur der 
unmittelbar vorangehende Zustand  einen Einfluss auf den nachfolgenden Zustand aus-
übt. Allerdings besteht es aus n-Zuständen (𝑋𝑋𝑡𝑡,𝑚𝑚𝑚𝑚𝑚𝑚 𝑚𝑚 = 1 …𝑛𝑛), die nicht beobachtet 
werden können, die aber ein zufälliges Symbol emittieren. Dies wird im Folgenden an-
hand eines Beispiels näher erläutert. 
 
Hier werden zunächst zwei Matrizen benötigt. Die eine gibt das Über-
gangsmodell (A) und die andere die Zustands-Symbolmatrix (B) an. Für die 
Übergangswahrscheinlichkeiten gilt hier:  
𝐴𝐴𝑖𝑖𝑗𝑗 = 𝑃𝑃(𝑋𝑋𝑡𝑡 = 𝑗𝑗|𝑋𝑋𝑡𝑡−1 = 𝑚𝑚) 
Das heißt, dass 𝐴𝐴𝑖𝑖𝑗𝑗 die Wahrscheinlichkeit für den Übergang von Zustand i 
in Zustand j angibt. 
Die Emission eines Symbols v zum Zeitpunkt t, wenn das System sich im 
Zustand 𝑋𝑋𝑡𝑡 befindet,  sieht wie folgt aus: 
𝐵𝐵𝑗𝑗�𝑣𝑣(𝑚𝑚)� = 𝑃𝑃(𝑣𝑣(𝑚𝑚)|𝑋𝑋𝑡𝑡) 
Es gibt einen Vektor 𝜋𝜋, der eine initiale Wahrscheinlichkeitsverteilung an-
gibt. Somit ist ein Hidden Markov Model durch (A, B, 𝜋𝜋) definiert. 
Nehmen wir die Zustände „Sonne“ und „Regen“ und die Symbole „nass“ 
und „trocken“. Die Übergangswahrscheinlichkeiten sind angegeben: 
 
- P(Regen | vorher Regen) = 0,75 
- P(Sonne | vorher Regen) = 0,25 
- P(Regen | vorher Sonne) = 0,2 
- P(Sonne | vorher Sonne) = 0,8 
und die Beobachtungswahrscheinlichkeiten 
 
- P(nass | Sonne) = 0,1 
- P(trocken | Sonne) = 0,9 
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- P(nass | Regen) ) = 0,95 
- P(trocken | Regen) = 0,05 
sowie die initialen Wahrscheinlichkeiten 
 
- P(Regen) = 0,3 
- P(Sonne) = 0,7 
 
Daraus ergeben sich die Matrizen: 
𝐴𝐴 =  �0,75 0,250,2 0,8 � 
𝐵𝐵 =  � 0,1 0,90,95 0,05� 
 
Nehme man nun die Beobachtung 
O = (trocken, nass, trocken) 
dann ist eine Folge S = (𝑠𝑠1 , … , 𝑠𝑠𝑛𝑛) von Zuständen gesucht, bei der P(S | O) 
maximal ist. Es wird der Viterbi-Algorithmus angewendet. Ein entspre-
chender Beispielablauf im Detail kann in Anhang C betrachtet werden.  
 
Nachstehend gehe ich auf die verschiedenen möglichen Varianten des Ablaufs und die 
dadurch bedingten Strukturen ein.   
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Abbildung 14: Schematic representation of different HMM topologies: (a) linear model, 
(b) Bakis model, (c) left-to-right model, and (d) completely connected structure of an 
ergodic model [Fink, 2008] 
In Abbildung 14 werden die verschiedenen möglichen Topologien11 eines Hidden-
Markov-Models dargestellt. Der Übergang beim linearen Modell ist ausschließlich zu 
sich selber oder zu dem nächsten Zustand möglich. Beim Bakis Modell ist hingegen 
zusätzlich ein Übergang zum übernächsten Zustand möglich. Beim links-nach-rechts-
Modell ist der Übergang von einem Zustand zu sich selber und zu allen seinen Nachfol-
gern möglich. Das ergodische Modell ermöglicht einen Übergang von jedem Zustand zu 
jedem anderen Zustand und zu sich selber. Bedeutsam ist, dass in der Spracherkennung 
und in der Emotionserkennung mit dem linearen Modell gearbeitet wird [vgl. Russel / 
Norvig, 2004; vgl. Schuller / Batliner, 2014].  
4.3.2 Emotionserkennung durch Vitaldaten 
Die Emotionserkennung anhand von Vitaldaten ist in den meisten Fällen mit Sensoren 
verbunden, die sich direkt am Körper bzw. auf der Haut befinden oder bestimmte Ver-
änderungen auf der Haut erfassen können. Die bekanntesten sind das EKG oder die 
Pulsmessung, wie sie auch beim Arzt durchgeführt werden. Zu diesen allgemein be-
kannten Verfahren kommt aber auch die Erfassung der sich ändernden Leitfähigkeit der 
Haut, die von der Schweißbildung abhängt und Auskunft über den emotionalen Zustand 
geben kann. Mit Hilfe von EMG-Messsensoren können auch Muskelaktivitäten be-
stimmter Muskelstränge beobachtet werden. Westerink et. al. beschreiben in ihrem Pa-
per, wie EMG-Sensoren im Gesicht genutzt werden können, um Muskelaktivitäten, die 
zu einem Stirnrunzeln oder einem Lächeln führen, zu überwachen. Dies zeigt jedoch 
11 Siehe Glossar 
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auch, dass es nötig ist, verschiedene Vitaldaten zu erfassen und miteinander zu kombi-
nieren, um ein aussagekräftiges Ergebnis zu erhalten, da ein Stirnrunzeln alleine wenig 
Aussagekraft hat. 
Die gesammelten Daten werden vorverarbeitet und normalisiert, damit anschließend die 
entsprechenden Merkmale aus den Daten extrahiert werden können. Diese Merkmale 
werden dann mit Hilfe von Methoden des maschinellen Lernens klassifiziert und einer 
bestimmten Emotion zugeordnet. [vgl. Brandt et al., 2012; vgl. Westerink et al., 2008; 
vgl. Murugappan et al., 2008] 
4.3.3 Emotionserkennung durch Gesichtsmimik und Gesten 
Um aus der Gesichtsmimik oder aus Gesten automatisiert die Emotion zu ermitteln, ist 
es, wie bei allen anderen Verfahren, nötig, eine Test- und Trainingsdatenbank zu erstel-
len, in der entsprechende Merkmalsextraktionen zu Mimik und Gestik gespeichert wer-
den. Diese müssen vorab manuell korrekt klassifiziert und einer Emotion zugeordnet 
werden, damit sie vom System zum Trainieren genutzt werden können. 
Bei der Mimikerkennung muss in der Vorverarbeitung zunächst das Gesicht in einem 
Bild lokalisiert (Gesichtserkennung) und normalisiert werden, damit die später extra-
hierten Merkmale vergleichbar sind. Bei der Merkmalextraktion des Gesichts gibt es 
eine Unterscheidung zwischen transienten und nicht transienten Merkmalen. Die nicht 
transienten sind solche, die dauerhaft präsent sind, wie zum Beispiel die Nase oder die 
Augenbrauen. Die transienten hingegen, zum Beispiel Falten, sind nicht immer präsent, 
entstehen aber bei bestimmten Gesichtsbewegungen.   
Um Merkmale zu extrahieren gibt es die Möglichkeit sogenannte facial feature localiza-
tion points (FFLP) zu definieren und auf das Bild zu projizieren, um wichtige Punkte im 
Gesicht zu definieren. Anhand dieser Punkte können dann Abhängigkeiten untereinan-
der bzw. die durch Bewegungen hervorgerufenen Veränderungen untersucht werden. 
Hierbei kann das gesamte Gesicht als Grundlage genommen werden, aber auch kleinere, 
lokale Bereiche wie der Augen- oder Mundbereich. Eine Möglichkeit ohne FFLP zu 
arbeiten bietet ein Verfahren, bei dem ein Raster über die Gesichtsregion gelegt wird 
„und nach Merkmalen wie Augen (dunkelste Punkte in der Region) und Nase (hellster 
Punkt in der Region) gesucht“ wird. Diese werden dann als Ausgangspunkte für die 
Bestimmung weiterer Punkte wie zum Beispiel Augenbrauen genutzt. Eine weitere 
Möglichkeit Merkmale zu extrahieren ist es, die Deformierung des Gesichts im Ver-
gleich zu einem neutralen Gesichtsausdruck, der vorab aufgenommen wurde, zu ermit-
teln. 
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Abbildung 15: facial feature localization points [Scholz, 2011] 
Die Klassifizierung dieser Merkmale geschieht mit Hilfe von maschinellem Lernen, 
indem das System vorab mit der bestehenden Trainings- und Testdatenbank trainiert 
wurde. Dieses antrainierte Wissen wird dann genutzt, um die extrahierten Merkmale zu 
klassifizieren und die Ergebnisse zu interpretieren. Auch hier erhöht sich die Wahr-
scheinlichkeit, dass die Emotion korrekt erkannt wird, wenn man verschiedene Merk-
malextraktionsmethoden kombiniert. [vgl. Scholz, 2011; vgl. Brandt et al., 2012] 
Die Forschung der Emotionserkennung aus Gesten hat gerade erst begonnen und die 
Ergebnisse sind noch nicht verlässlich. Die Erfassung von Gesten ist in vielerlei Hin-
sicht interessant, da auch in der Mensch-zu-Mensch-Kommunikation die Körperhaltung 
oder Gesten dem Gesprächspartner viele unterschwellige Informationen über den emo-
tionalen Zustand liefern und die Kommunikation bereichern können. Um die Gesten zu 
erkennen, können Verfahren mit Kameras eingesetzt werden, wie sie in Kapitel 3.2.2.3 
beschrieben sind. Allerdings sind natürliche Gesten technisch schwer zu erfassen, da 
Beginn und Ende einer Gestenbewegung oder Haltung oft nicht eindeutig sind. Um die-
se Eindeutigkeit zu erreichen, könnten Codewörter eingesetzt werden, die den Anfang 
und das Ende einer Geste signalisieren; dies würde allerdings nur in darauf ausgelegten 
Szenarien umsetzbar sein [vgl. Brandt et al., 2012]. 
4.3.4 Emotionserkennung durch Sprache 
Bei der Erkennung von Emotionen aus dem gesprochenen Wort gibt es zwei Ansätze, 
deren Ergebnisse man kombinieren kann, um eine größere Treffsicherheit zu erzielen. 
Zum einen kann die Emotion aus dem Klang der Stimme ermittelt werden. Dabei wer-
den Lautstärke, Energie und weitere Merkmale analysiert. Die andere Möglichkeit be-
steht in der Analyse der Wortwahl und des dazugehörigen Satzbaus.  
Bei beiden Verfahren, die im Weiteren genauer betrachtet werden, ist der Gesamtablauf 
relativ ähnlich. So wird bei beiden zunächst mit Hilfe von Mikrofonen das gesprochene 
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Wort aufgenommen, vorverarbeitet und normalisiert, damit anschließend die benötigten  
Merkmale extrahiert werden können. Diese werden dann mit Hilfe von maschinellen 
Lernmethoden, für die wiederum eine Test- und Trainingsdatenbank mit passenden 
Merkmalen vorhanden sein muss, klassifiziert und so einer Emotion zugeordnet. 
 Struktur (Grammatik, Satzbau) 4.3.4.1
Um einen gesprochenen Satz oder eine Äußerung einer bestimmten Emotion zuzuord-
nen, bietet das hier besprochene Verfahren die Möglichkeit die Satzaussage in einzelne 
Wörter zu separieren. In diesem in einzelne Worte aufgeteilten Satz wird dann nach 
Schlüsselwörtern gesucht, die mit einer bestimmten Wahrscheinlichkeit einer Emotion 
zugeordnet werden können. Zu diesen Schlüsselwörtern muss vorab ein Wörterbuch 
angelegt worden sein, in dem durch Expertenwissen oder durch maschinelles Lernen für 
jedes Wort eine Wahrscheinlichkeit zu einer Basisemotion angegeben ist. Bei der Klas-
sifikation einer Aussage ergibt sich durch Kombination der Wahrscheinlichkeiten der 
einzelnen Worte aus dem Wörterbuch eine Gesamtwahrscheinlichkeit für jede Basise-
motion. Durch diese Klassifikation lässt sich die Basisemotion mit der höchsten Wahr-
scheinlichkeit als die vom Sprecher ausgedrückte Emotion herleiten. Man kann auch die 
Wahrscheinlichkeiten der einzelnen Emotionen nutzen, um, in Kombination mit dem 
Ergebnis einer weiteren Emotionserkennungsmethode ein genaueres Gesamtergebnis zu 
erreichen. 
Das oben beschriebene Verfahren, bei dem lediglich Schlüsselwörter ohne deren mögli-
che Zusammenhänge betrachtet werden, kann allerdings auch zu Fehlinterpretationen 
führen. Zum Beispiel in dem Satz „Sie sieht heute nicht glücklich aus.“ würden die bei-
den Schlüsselwörter „nicht“ und „glücklich“ erkannt werden, wobei das erst genannte 
eher auf eine negative und das zweite auf eine positive Emotion hinweist. Weil das 
„nicht“ in diesem Fall aber das nachfolgende Wort beeinflusst, kann das vorab be-
schriebene Verfahren dadurch erweitert werden, dass zusätzlich syntaktische Abhängig-
keiten betrachtet werden [vgl. Agrawal / An, 2012; vgl. Schuller / Rigoll / Lang, 2004]. 
 Klang 4.3.4.2
Die Zuordnung gesprochener Worte zu einer Emotion lässt sich auch aus dem Klang 
und der Intensität gesprochener Worte bestimmen. Dies wird im Folgenden näher be-
trachtet. 
Nachdem die gesprochene Sprache mit Hilfe eines Mikrofons, digitalisiert wurde, wird 
sie vorverarbeitet. Hierbei wird versucht, Störungen, wie zum Beispiel Hintergrundge-
räusche oder vorhandene Echos, herauszufiltern. Außerdem wird versucht, durch eine 
Kontrolle der Amplitudenverhältnisse den Einfluss von variierenden Aufnahmelautstär-
ken und Mikrofonleistungen abzuschwächen. 
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Im nächsten Schritt werden die sogenannten Low Level Descriptoren (LLD), also die 
Audio-Merkmale, extrahiert, indem die Aufnahme in etwa 100 Frames pro Sekunde 
aufgeteilt wird mit einer Zeitfenstergröße von zirka 10-30 ms. Für die Fensterungen 
werden im Zeitbereich meist rechteckige Fensterfunktionen genutzt, wohingegen im 
Frequenzbereich eher die Hamming- oder die Hann-Fensterfunktion zum Einsatz 
kommt.  
„Typical audio LLDs cover: intensity (energy, loudness, etc.),intonation 
(pitch, etc.) linear prediction cepstral coefficients (LPCCs), perceptual line-
ar prediction (PLP), cepstral coefficients (MFCCs, PLP-CCs, etc.), for-
mants (amplitude, position, width, etc.), magnitude spectra (mel frequency 
bands, NMF based components), harmonicity (harmics-to-noise ratio, 
noise-to-harmonics ration, etc.), vocal chord perturbation (jitter, shimmer, 
etc.), spectral statistics (MPEG-7 standard, roll-off points, flux, variance, 
slope, etc.) and many more.”  
[Schuller / Batliner, 2014, S.180] 
Weitere Merkmale werden durch das sogenannte „Chunking“ extrahiert. Hierbei wird 
die Entwicklung der LLDs über die Zeit betrachtet und zu aussagefähigen Frames zu-
sammengefasst. So können Merkmale über den zeitlichen Ablauf hin extrahiert werden. 
Diese Chunks sind zumeist zwischen ein paar 100 Millisekunden und ein paar Sekunden 
groß. Zusätzlich kommen weitere Methoden zum Einsatz, um die Extraktion noch spe-
zifischer zu gestalten. Mit der „Hierarchischen Funktionellen Extraktion“ können aus 
den Merkmalen jedes Chunks weitere Merkmale berechnet werde. Die hier häufig 
auftretenden Merkmale sind: 
“Extremes (minimum, maximum, range, etc.), means (arithmetic, absolute, 
etc.), percentile (quartiles, ranges, etc.), standard deviation, higher mo-
ments (skewness, kurtosis, etc.), peaks (number, distances, etc.), distinct 
segments (number, duration, etc.), regression (coefficients, error, etc.), 
sprectrum (discrete cosine transformation coefficients, etc.), and tempo (du-
rations, positions, etc.).”   
[Schuller / Batliner, 2014, S.181] 
An die Merkmalsextraktion schließt sich eine Merkmalsreduktion an, um redundante 
Informationen herauszufiltern und nur die Informationen zu behalten, die für die Emoti-
onserkennung aussagekräftig sind. Hierfür wird der Merkmalsraum mit Hilfe der 
Hauptkomponentenanalyse (engl. principal component analysis (PCA)) und der linearen 
Diskriminantenanalyse (engl. linear discriminant analysis (LDA))  in einen neuen trans-
formierten Merkmalsraum überführt. Aus diesem transformierten Merkmalsraum wer-
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den zur Reduktion nur die Merkmale mit dem höchsten Eigenwert ausgewählt. Auf die-
ser Menge wird dann die Merkmalsselektion durchgeführt, in der bestimmt wird, wel-
che Merkmale aus dem Merkmalsraum entfernt werden können, weil sie für die Emoti-
onen-Klassifizierung keine Aussagekraft haben. Um dies zu erreichen, werden zumeist 
Funktionen genutzt, die den Informationszuwachs, die Korrelation zwischen den 
Merkmalen oder die Korrelation des Merkmals zum Ziel, also zur Emotion, berechnen. 
Hier gibt es nun unterschiedliche Möglichkeiten die Merkmale auszuwählen. Man kann 
mit einer leeren Liste starten und immer das am besten abschneidende Merkmal hinzu-
fügen oder man nimmt eine Liste mit allen Merkmalen und streicht immer das schlech-
teste. Die erstgenannte Methode, die sogenannte „sequentiel forward floating search“ 
(SFFS), ist dabei die am weitesten verbreitete, da man damit leicht eine kleine Menge 
von „wichtigen“ Merkmalen aus einer großen Anzahl von Merkmalen erhalten kann. 
Im nächsten Schritt wird das System mit bereits vorhandenen Trainingsdaten weiter 
trainiert. Es gibt für die Emotionserkennung aus Sprache mehrere erprobte Datenban-
ken, die sich als Trainingsdaten anbieten (z.B. FAU Aibo Emotion Corpus). In diesen 
Datenbanken befinden sich zumeist kurze Statements, die von Schauspielern gespro-
chen wurden oder die live mitgeschnitten wurden. Bei den Beiträgen der Schauspieler 
ist eine Benennung beigefügt, die angibt, welche Emotion der Schauspieler in der Situa-
tion gespielt hatte. Bei den Live-Aufnahmen wurden von Experten die Aussagen be-
stimmten Emotionen zugeordnet. Mit diesen Tupeln aus Emotions-Labeln und digitaler 
Aufnahme wird das System dann trainiert. 
Anhand der Merkmale, die sich aus der Merkmalsreduktion und der Merkmalsselektion 
ergeben haben, kann das trainierte System nun neue Aufnahmen analysieren und als 
eine der möglichen Emotionen klassifizieren [vgl. Schuller / Batliner, 2014; vgl. Schul-
ler, 2007; vgl. Ververidis / Katropoulos, 2003]. 
4.3.5 Diskussion 
Für Menschen mit Lernschwierigkeiten ist es sehr wichtig, dass sie personalisiert be-
treut oder angeleitet werden. Ihre kognitiven Möglichkeiten werden durch den aktuellen 
emotionalen Zustand besonders stark beeinflusst.  
In der Mensch-zu-Mensch-Kommunikation ist das Erkennen der Emotion relativ ein-
fach, da man unbewusst verschiedene Aspekte wie Haltung oder Sprache analysiert und 
für sich auswertet. Für technische Assistenzsysteme ist diese Aufgabe nicht einfach zu 
bewerkstelligen, da hierfür auch bestimmte Voraussetzungen, wie zum Beispiel die In-
stallation von Sensoren, vorhanden sein müssen. Im Hinblick auf Menschen mit Lern-
schwierigkeiten ist dies auch deshalb schwieriger, weil sie z.B. leicht ablenkbar sind 
durch die Installation von Geräten.  
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Für den Kontext eines Assistenzsystems im Bereich einer Werkstatt für behinderte 
Menschen ist es nicht möglich eine Emotionserkennung mit Hilfe von Vitaldaten durch-
zuführen. Die hierfür nötigen, am Körper zu tragenden Sensoren würden den Arbeitsab-
lauf negativ beeinflussen und ablenken. Die Nutzung der Gestenerkennung ist nicht 
möglich, da durch eventuelle körperliche Beeinträchtigungen die Ergebnisse keine Ver-
gleichsmöglichkeit mit Trainingsdaten bieten könnten. Eine korrekte Tiefenbildanalyse 
und daraus resultierende Gestenerkennung sind darüber hinaus bei der Handhabung von 
Werksmaschinen nicht immer möglich.  
Nach Abwägung dieser Aspekte scheint die am besten umsetzbare Methode die Emoti-
onserkennung aus Sprache zu sein. Hier würde Ablenkung vermieden, wenn das System 
bereits über Sprache gesteuert wird.  
Emotionserkennung aus Sprache hat andererseits auch das Problem, das Sprecher spezi-
fische Artikulationsschwierigkeiten aufweisen können, die eine geeignete Anpassung 
erfordern. Ein Lösungsansatz wäre es, die Spracherkennung und damit auch die Ergeb-
nisse der Emotionserkennung durch individualisierte Sprachproben anzupassen. 
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5 Anforderungen an ein Lernsystem für Menschen 
mit Lernschwierigkeiten 
Um der hochdiversen Zielgruppe mit ihrem personalisierten Bedarf zu entsprechen, 
wurden Studien und Ansätze der partizipativen Softwareentwicklung recherchiert und 
reflektiert. Schnell war klar, dass es für die Zielgruppe einerseits sehr intensiver und 
spezifischer Anpassung bedarf und dass andererseits die Nutzer nur sehr bedingt belas-
tet werden dürfen. Außerdem hängt die Funktionsfähigkeit des Systems von der Be-
dienbarkeit durch die Arbeitsvorbereitung ab. Diese beiden Bedingungen für die Syste-
mentwicklung wurden durch eine spezifische Nutzerbeteiligung bei der erweiterten An-
forderungsanalyse umgesetzt.  
5.1 Partizipative Softwareentwicklung 
Partizipative Methoden der Softwareentwicklung werden kontinuierlich seit den achtzi-
ger Jahren weiterentwickelt. In der Arbeitsgruppe dimeb an der Universität Bremen 
wurden und werden spezifische Ansätze für unterschiedliche Zielgruppen ausgearbeitet. 
Sie bilden die Grundlage für die erweiterte Anforderungsanalyse dieses Projektes. Im 
Folgenden werden kurz eine Reihe von partizipativen Anforderungserhebungsmethoden 
skizziert. Danach werden die ausgewählten Ansätze diskutiert und die Auswahl wird 
begründet.  
5.1.1 Allgemeine Methoden des partizipativen Software Designs  
Die folgende Beschreibung stützt sich auf Ansätze, die durch Sarodnick und Brau, 
Krannich und Calabria dargestellt wurden, da die Ausführungen für den Kontext mobi-
ler Lernanwendungen besonders geeignet schienen [vgl. Sarodnick / Brau, 2011; vgl. 
Krannich, 2010; vgl. Calabria, 2004]. 
Teilnehmende Beobachtung 
Bei der teilnehmenden Beobachtung ändert der Entwickler seine Rolle zu einem 
passiven Beobachter, der die Aktionen des Nutzenden so begleitet und dokumen-
tiert, dass er die Erfahrungen der Nutzenden selbst erleben kann. Dies bedeutet eine 
stärkere Beteiligung bei den Interaktionen der Nutzenden und dennoch bleibt die 
Beobachtung das Hauptinstrument der Erhebung. Befragungen können diese Erhe-
bung ergänzen.   
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Zukunftswerkstatt 
In dieser angeleiteten Gruppenaktivität werden in drei Schritten realisierbare Uto-
pien von zukünftigen Arbeitssituationen entwickelt. In der ersten Phase geht es um 
die Probleme, in der zweiten werden die Teilnehmenden ermutigt möglichst viel 
Phantasie zu entwickeln und in der dritten Phase werden aus den Phantasien um-
setzbare Zielsetzungen.  
 
Fragebogen 
Mit Fragebögen sollen die Nutzer zu Aussagen und Bewertungen ihres subjektiven 
Nutzungserlebnisses gebracht werden, die durch Ankreuzen und Gewichten vorge-
fertigter Antworten  erhoben werden können. 
  
Interview 
In Interviews treten Entwickler und Nutzende in eine direkte verbale Kommunikati-
on. Oft anhand eines Leitfadens fragt der Entwickler den Nutzer nach persönlichen 
Erlebnissen, Vorstellungen, Unklarheiten, Kritiken oder Bedürfnissen. 
 
Fokusgruppe 
Hierbei handelt es sich um ein moderiertes Gruppeninterview mit sogenannten Sta-
keholdern, also Interessenvertretern unterschiedlicher Gruppen von Beteiligten. Es 
können Prototypen oder spezielle Anwendungsszenarien vorgestellt und gemeinsam 
diskutiert  werden. Der Moderator stellt einen positiven Gesprächskontext her, der 
die Teilnehmenden ermutigt gemeinsam Ideen und Vorstellungen zu entwickeln und 
konkreter zu formulieren. 
 
Walkthrough 
In einem Rollenspiel bzw. in der Vorstellung versetzt sich ein Nutzer bzw. Experte 
in eine konkrete Nutzungssituation und beschreibt, was er oder sie schrittweise tun 
würde und wie das System darauf reagieren sollte. Es haben sich sehr unterschiedli-
che Formen herausgebildet. Beispielhaft sollen die Heuristische Estimation und der 
Pluralistische Walkthrough genannt werden. In der Heuristischen Estimation ver-
gleicht der Evaluator zwei oder mehrere Systeme hinsichtlich vorgegebener Prinzi-
pien und bewertet dabei die Qualität der Usability. Im Pluralistischen Walkthrough 
kommen Benutzer, Experten und Entwickler zusammen und durchlaufen zuvor fest-
gelegte Arbeitsschritte, um einzelne Elemente der Interaktion zu besprechen.  
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Workshop 
Anhand vorbereiteter Fragen und Aufgaben werden diese in Kleingruppen bearbei-
tet. Der Prozess wird dokumentiert und die Ergebnisse erfasst und so dargestellt, 
dass sie gemeinsam diskutiert und reflektiert werden können. 
 
Mockup 
Der Begriff Mockup kommt aus dem Design und wird dort genutzt, um einen Ent-
wurf in einer eins zu eins Umsetzung begreifbar zu visualisieren und mögliche In-
teraktionen zu simulieren bzw. weiter zu planen. Oft dienen Mockups als Visualisie-
rungshilfe für Diskussionen mit den unterschiedlichen beteiligten Gruppen. 
 
Pilotphase 
Mit einer ersten, vollständigen Version des Systems kann unter Realbedingungen 
mit dem Feedback der Nutzer und durch Analyse der auftretenden Fehler durch Up-
dates das lauffähige System verbessert werden. 
 
Persona-Methode 
Bei der Persona-Methode werden synthetische Personen erstellt, die aus Mitgliedern 
der Zielgruppe generiert sind, das heißt, typische Eigenschaften (Alter etc.), Vorlie-
ben und Verhaltensweisen aufweisen. Diese synthetischen Personen sollen dabei so 
konkret wie möglich modelliert sein, sodass sie gut vorstellbar und somit gut im 
weiteren Verlauf einsetzbar sind. 
Alle diese Methoden dienen dazu, die Interaktionen genauer zu erfassen und den Bedarf 
sowie die fehlenden Schnittstellen und Prozesse zu definieren.  
5.1.2 Die Rolle des Requirement Engineerings in der 
Softwareentwicklung 
Eine fundierte Softwareentwicklung beginnt bereits mit einer sorgfältig geplanten An-
forderungsanalyse (Requirement). Hier wird die Grundlage für die zukünftige Qualität 
gesetzt. 
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Requirement Definition nach IEEE 610.12: 
„(1) A condition or capability needed by a user to solve a problem or 
achieve an objective.  
(2) A condition or capability that must be met or possessed by a system or 
system component to satisfy a contract, standard, specification, or other 
formally imposed documents. 
(3) A documented representation of a condition or capability as in (1) or 
(2).”   
[IEEE, 1990] 
Im Allgemeinen beginnt der Prozess der Softwareentwicklung mit der Anforderungs-
analyse, deren Ergebnisse in einem Modell zusammengefasst werden. Die Anforderun-
gen an ein System werden mit unterschiedlichen Methoden von den Beteiligten erfragt 
sowie systematisch und strukturiert dargestellt, um einerseits den weiteren Entwick-
lungsprozess zu unterstützen und andererseits die Kommunikation mit den Beteiligten 
zu erleichtern. 
Der Prozess des Requirement Engineering lässt sich (nach Streitferd und nach Deifel) in 
folgenden Schritten zusammenfassen: 
Anforderungserhebung (requirement elicitation) und Anforderungs-
analyse (requirement analysis) 
In dieser Stufe werden Ziele und Probleme identifiziert. Die Entwickler ver-
suchen, die notwendigen Aspekte zu verstehen und den Umfang und die 
Grenzen der Umsetzung genau einzuschätzen (Scoping). Die Probleme und 
Ziele werden aufeinander bezogen, um eine Priorisierung vornehmen und 
die gegenseitige Abhängigkeit abschätzen zu können. Hierfür müssen die 
beteiligten Stakeholder und deren Bedürfnisse identifiziert werden, oft kön-
nen daraus unterschiedliche Perspektiven auf die Zielsetzung herausgearbei-
tet werden. 
Anforderungsspezifikation (requirement specification) 
Die Anforderungen werden durch weitere Priorisierung und Analyse der ge-
genseitigen Bedingtheit in eine strukturierte Darstellung überführt, um dar-
aus ein Modell zu entwickeln (Im Teilkapitel 5.3 wird eine strukturierte 
Darstellung der Anforderungen für Molediwo im Detail besprochen). 
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Anforderungsbewertung (requirement validation) 
Hier wird geprüft, ob alle entscheidenden Anforderungen im Modell wie-
dergegeben werden (Validierung) und in der Verifikation wird überprüft, ob 
diese Anforderungen stimmig miteinander verknüpft sind und die Imple-
mentierung ermöglichen. Für diesen Prozess werden oft zwischenzeitliche 
Reviews erstellt, die Auskunft geben, welche Ergebnisse erzielt wurden und 
welche Probleme, Widersprüche und Fehler aufgetreten sind.  
 [vgl. Streitferdt, 2003; vgl. Deifel, 2002] 
Für einen partizipativen Softwareentwicklungsprozess im Kontext der Werkstatt für 
behinderte Menschen soll gerade auch die Anforderungsanalyse spezifischer gefasst 
werden und mit geeigneten Formen des Einbringens der Nutzersicht ergänzt werden. 
5.2 Anpassungsbedarf der Methoden an den Kontext 
Werkstatt für behinderte Menschen 
Mit dieser Arbeit versuche ich bereits im Requirement Engineering dem spezifischen 
Kontext und der Zielgruppe gerecht zu werden. Hierbei können Ansprüche für die parti-
zipative Softwareentwicklung, die in der Arbeitsgruppe Digitale Medien in der Bildung 
der Universität Bremen die Praxis bestimmen, aufgegriffen werden. Beispielhaft hierfür 
sind Hinweise aus der Arbeit von Saeed Zare. 
Wie in der Arbeit von Saeed Zare bereits dargestellt, stellt die Zielgruppe hohe Anfor-
derungen an eine einfühlsame Beteiligung. Die Einbindung der Endnutzer ist oft 
schwierig, weil diese Zielgruppe wenig belastbar ist und keine konkreten Aussagen oder 
Hinweise verbalisieren kann. Durch Beobachtung bei der Bearbeitung einfacher Aufga-
ben im praktischen Vollzug oder im Kontext können bestimmte Verhaltensweisen und 
Abläufe erfasst werden, die aber durch Expertenwissen interpretiert werden müssen. 
Daher kann in der Diskussion vor Ort das Wissen verschiedener Experten, wie zum Bei-
spiel aus der Ergotherapie oder der Arbeitsvorbereitung, notwendige Interpretationshil-
fen liefern [vgl. Zare, 2010]. 
Hieraus ergibt sich der Bedarf, Beteiligung, bzw. die Sicht der Nutzer und ihr Erleben, 
über geeignete Experten zu erfassen und soweit wie möglich auf Plausibilität zu prüfen 
und zu reflektieren. Daher wird gerade die Einbeziehung der beteiligten Experten aus 
der Arbeitsvorbereitung und Sozialarbeit ein entscheidender Schritt sein. Hinzukommen 
sollte auch ein Verfahren der kritischen Reflexion gewonnener Expertenaussagen.  
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Abbildung 16: Rahmen der Zusammenarbeit 
5.2.1 Die Rolle der Experten in der assistiert-partizipativen 
Softwareentwicklung 
In der Forschungsarbeit von Saeed Zare wurde mit Lehrerinnen und Behindertenexper-
tinnen zusammengearbeitet, während sich die Einbeziehung der Schüler auf Beobach-
tungen und Usability-Tests beschränkte. In dieser Forschungsarbeit soll das System 
Molediwo möglichst selbstständig von der Zielgruppe bedient werden können und daher 
sollten die Situation, Sicht und Erfahrung der Zielgruppe geeignet einfließen können. 
Mit einem Modell der zielgruppengemäßen Erfassung von Hinweisen über Erfahrung 
und Erleben spezifisch gestellter Anforderungen wurde versucht eine Sicht der Ziel-
gruppe zu konstruieren. Das Vorgehensmodell des Projekts Molediwo sieht folgende 
aufeinander abgestimmte Komponenten vor: 
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1. Beobachtung der Beschäftigten bei der Umsetzung zuvor festgelegter Aufgaben 
und mit spezifizierten Kriterien 
2. Qualitative Langzeitbeobachtung spezifischer Verhaltensweisen mit Beobach-
tungsraster und Dokumentation in einem Beobachtungstagebuch durch die Ar-
beitsvorbereiter in der Werkstatt 
3. Diskussion und Expertengespräche zu spezifischen Aufgabenstellungen mit der 
Arbeitsvorbereitung 
4. Gemeinsame Reflexion der Zwischenergebnisse 
5. Gemeinsame Entwicklung von Szenarien 
6. Gemeinsame Vorbereitung der Evaluation 
7. Evaluation mit der Arbeitsvorbereitung und nicht-invasive Evaluation mit be-
lastbaren Probanden im geschützten Rahmen 
8. Spezifisch gestaltete Gespräche über Erfahrungen mit einzelnen Mitgliedern der 
Zielgruppe in angepasster, einfacher Sprache 
Für die Modellierung eines diesem Projekt angemessenen Vorgehensmodells, das gute 
Ergebnisse unter Einbeziehung von Expertenwissen und unterschiedlichen Sichtweisen 
ermöglicht, wurden verschiedene Modelle der partizipativen Softwareentwicklung und 
des agilen Softwaredesign genutzt. Für jede Aufgabe wurden Teilschritte definiert, de-
ren Ergebnisse regelmäßig mit den Experten reflektiert wurden. 
Der Softwareentwicklungsprozess war in diesem Projekt, wie mehrfach angedeutet, 
spezifischen Bedingungen unterworfen. Eine entscheidende Bedingung war, dass es 
letztlich zwei Hauptzielgruppen gab und zwar die Beschäftigten mit kognitiven Ein-
schränkungen und die Mitarbeiter, die insbesondere in der Arbeitsvorbereitung die Tä-
tigkeit strukturieren, vorbereiten und bei der Durchführung assistieren. Molediwo soll 
den Abläufen in der Werkstatt gerecht werden und beide Zielgruppen unterstützen. Der 
Anspruch dieser Forschungsarbeit ist es, den Softwareentwicklungsprozess partizipativ 
zu gestalten und von Anfang an beide Zielgruppen mit einzubeziehen. Dieser Prozess 
erfordert Sensibilität für die Möglichkeiten und Grenzen der Beteiligten. Jeder Beteilig-
te sollte mit seinem spezifischen Wissen und seinem fachspezifischen Blick berücksich-
tigt werden, ohne überlastet zu werden. Von Anfang an wurden die Experten der Ar-
beitsvorbereitung und der begleitenden Sozialarbeit einbezogen. Nach ersten Besuchen 
vor Ort wurde schnell klar, insbesondere durch die Kommentierung der Sozialarbeiter 
und der Mitarbeiter in der Arbeitsvorbereitung, dass die Zielgruppe der Beschäftigten 
wenig belastet werden kann und wir gemeinsam Wege finden müssen, deren Sicht mög-
lichst aussagekräftig erfassen zu können. Durch einen spezifischen Prozess der Einbe-
ziehung der Mitarbeiter der Arbeitsvorbereitung konnte diesem Anspruch weitgehend 
entsprochen werden. Einerseits wurden Gesprächskontexte geschaffen, um die spezifi-
sche Sicht der Arbeitsvorbereitung zu erfassen und andererseits konnten in anderen Ge-
sprächskontexten die Experten der Arbeitsvorbereitung die Sicht der Beschäftigten mit 
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erfassen. Hierfür mussten geeignete Formen der Beobachtung, der Visualisierung und 
der Kommunikation gefunden werden. 
5.2.2 Assistiert-partizipative Softwareentwicklung  
Die assistiert-partizipative Softwareentwicklung basiert auf den flexiblen und modula-
ren Vorgehensweisen der agilen Softwareentwicklung. Die Stärke der agilen Software-
entwicklung liegt darin schnell auf unvorhergesehene Herausforderungen zu reagieren 
und regelmäßig Zwischenergebnisse mit den Kunden zu reflektieren. Da es im vorlie-
genden Fall darum ging, regelmäßig die Zwischenergebnisse mit Experten der Werk-
statt für behinderte Menschen zu reflektieren und sich adäquat auf die ergebenden Er-
kenntnisse einzustellen, konnten Anregungen aus der agilen Softwareentwicklung pro-
duktiv für eine eigenständige Vorgehensweise aufgenommen werden. 
 Agile Softwareentwicklung 5.2.2.1
In den 1990er bis 2000er Jahren ist die sogenannte agile Softwareentwicklung als Ant-
wort auf Probleme in der klassischen Vorgehensweise entwickelt worden. Ziel dieses 
Ansatzes war es, bessere Software in möglichst kürzerer Zeit zu entwickeln, die den 
Kundenwünschen mehr entspricht. Zuvor war es oft schwierig Kundenwünsche und 
Vorstellungen richtig zu erfassen und manchmal war es kaum möglich Änderungen in 
das Endprodukt einzuarbeiten. Der erste Schritt war es, sich auf bestimmte Prinzipien zu 
verständigen um die Kommunikation mit den Kunden im Team und die Organisation 
der Programmierarbeit zu verbessern. Die wichtigsten Elemente dieser Prinzipien lau-
ten: „Menschen und Interaktionen stehen über Prozessen und Werkzeugen“, „Zusam-
menarbeiten mit dem Kunden steht über den Vertragsverhandlungen“ und „Reagieren 
auf Veränderungen steht über dem Befolgen eines Plans“, denn aus dieser Sicht sollen 
Veränderungen auch am Ende des Entwicklungsprozesses dem Wettbewerbsvorteil des 
Kunden dienen. Dies Bedeutet auch eine möglichst enge und kontinuierliche Zusam-
menarbeit von Softwareentwicklern und Experten, oft von Angesicht zu Angesicht. 
Wichtig ist es auch regelmäßig gemeinsam funktionsfähige Zwischenergebnisse zu tes-
ten und zu reflektieren. 
Entsprechend dieser Werte und Ausrichtung wurden bestimmte Methoden übernommen 
und weiterentwickelt. Diese sind zum Beispiel Peer-Programming, Testgetriebene Ent-
wicklung, Story-Cards, Refaktorierung und Code-Reviews. Die meisten dieser Metho-
den betreffen die Art und Weise der Organisation der Programmierarbeit, interessant 
sind im Zusammenhang einer Systementwicklung mit komplexer Funktionalität für spe-
zifische Zielgruppen die sogenannten Story-Cards. Eine Story-Card ist gewissermaßen 
ein Schnappschuß einer imaginierten Nutzungssituation, das heißt, im Zentrum steht die 
Frage „Wer, Was, Warum“ mit dem System durchführt. Ergänzt wird dies durch Priori-
sierung etc. um im Ensemble der Story-Cards festzulegen, welche Funktionalität Vor-
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rang haben muss. Bei Methoden wie Peer-Programming wird die Programmierarbeit so 
organisiert, dass immer zwei Personen gleichzeitig an einer Programmsequenz arbeiten 
und abwechselnd einer programmiert, während der andere die Korrektheit und die Prob-
lemlösung im Auge hat. 
Als typisch für die agile Softwareentwicklung werden mittlerweile bestimmte Prozesse 
angesehen. Diese sind zum Beispiel:  „adaptive software programming“, „crystal“, „ext-
reme programming“ oder „scrum“. Hier soll beispielhaft auf das sogenannte „scrum“ 
eingegangen werden, das eine Management-Methode ist. Ziel von „scrum“ ist es, nicht 
bewusstes Wissen oder nicht formuliertes Handlungswissen zu erfassen und einzube-
ziehen. Daher ist die Arbeitsorganisation im Projektmanagement nicht auf Befehl und 
Ausführung ausgelegt, sondern auf gemeinsames effektives Handeln. Um dies gelin-
gend umzusetzen, werden drei Rollen definiert mit spezifischen Verantwortlichkeiten. 
Diese Rollen sind: der Product Owner, das Entwicklungsteam und der Scrum Master. 
Der Product Owner beachtet alle Vorgänge unter dem Gesichtspunkt der Zielsetzung 
und des Endergebnisses. Um alle Vorgänge innerhalb des Projektmanagements zum 
richtigen Zeitpunkt anzugehen und komplexe Aufgaben in bewältigbare Teilschritte 
aufzuteilen, beschäftigt sich der Scrum Master mit den aktuellen Prozessen sowie der 
Abstimmung im Team. Lauffähige, inkrementell implementierte Zwischenergebnisse 
werden durch sogenannte Sprints erreicht. Durch eine enge Verzahnung von Planung, 
Umsetzung und Reflektion des Ergebnisses können lauffähige Implementierungen er-
reicht werden.  Die Aufteilung in sinnvolle Teilziele mit modular konzipierten und auf-
einander aufbauenden Funktionalitäten ermöglicht es, in der kritischen Reflexion 
schnell Fehlentwicklungen auszugleichen. 
Die oben beschriebenen Werte und Vorgehensweisen machen aus komplexen Software-
projekten umsetzbare Teilprojekte, die gut in Teams umgesetzt werden können. Der 
Fokus liegt hier auf der Programmierarbeit, bei Systemen mit komplexen Interaktionen, 
wo Usability und Systemverhalten eng verknüpft sind, sollten weitere Gesichtspunkte 
und Vorgehensweisen hinzutreten. Oft kritisieren Einzelentwickler agile Vorgehenswei-
sen, indem sie diese zum Beispiel mit einem Hausbau vergleichen, bei dem der Archi-
tekt die vorhergehende Planungsarbeit, wie zum Beispiel Bauzeichnungen etc., mit dem 
Bauprozess zusammenlegen würde. Da erfahrungsgemäß die Geschoßhöhe beim Fun-
dament eine Rolle spielt, ist ein genaues Konzept vor Beginn der Bautätigkeit notwen-
dig. In ähnlicher Weise sollten agile Methoden nicht dazu verführen, die vorangehende 
Arbeit am Konzept zu vernachlässigen [vgl. Fowler, 2005; vgl. English, 2016].  
Das spezifische Anliegen dieser Arbeit erforderte ein eigenständiges Vorgehensmodell 
in der Softwareentwicklung, das durch agile Methoden inspiriert ist, diese aber adap-
tiert, um der Grundkonzeption gerecht zu werden. Das heißt, dass während des gesam-
ten Entwicklungsprozesses impliziertes Expertenwissen einfließen soll.  
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 Ablaufphasen in der assistiert-partizipativen Softwareentwicklung  5.2.2.2
Das Modell der spezifisch angepassten Softwareentwicklung wurde bei Molediwo in  
folgende Phasen aufgeteilt: 
 
Abbildung 17: Ablaufphasen in der assistiert-partizipativen Softwareentwicklung bei 
der Zusammenarbeit mit der Werkstatt Bremen 
Im Rahmen dieser Arbeit wurden die Arbeitsabläufe in der Behindertenwerkstatt durch 
„teilnehmende Beobachtung“ während der alltäglichen Arbeit mehrfach erfasst und do-
kumentiert, um dann mit Experten die dokumentierten Schritte zu besprechen. Hierbei 
wurden vor allem der Zusammenbau von KFZ-Teilen erfasst und der Umgang der Be-
schäftigten mit den Werkstücken und Werkzeugen beobachtet. Außerdem wurden die 
Personen der Arbeitsvorbereitung befragt, um Aufbau der Arbeitsplätze und Ablauf der 
Prozesse zu formalisieren. Vereinzelt konnten auch Anmerkungen der Beschäftigten 
erfasst werden, die zum Beispiel auf Neuerungen oder bestimmte Merkmale hinwiesen 
[vgl. Expertengespräch, 2012a]. 
Im weiteren Verlauf der Entwicklung stellte sich die Aufgabe, durch „Expertengesprä-
che“ detaillierte Fragestellungen der Implementierung zu vertiefen und dadurch die An-
forderungen zu präzisieren. Hierbei wurden sowohl Mitarbeiter der Werkstatt für behin-
derte Menschen als auch Experten aus der Forschung verschiedener beteiligter Diszipli-
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nen, insbesondere der Behindertenpädagogik, hinzugezogen [vgl. Expertengespräch, 
2011, vgl.  Expertengespräch, 2012b, vgl.  Expertengespräch, 2012c]. 
Mit den Mitarbeitern der Arbeitsvorbereitung konnten mehrere „Walkthroughs“ durch-
geführt werden. Zunächst wurden verschiedene Unterstützungssysteme verglichen, um 
mit einem imaginären Assistenzsystem vorher erfasste Anforderungen konkreter zu 
formulieren.  
In „Fokusgruppen“ wurden einzelne Entwicklungsstände als Prototypen vorgestellt, um 
in der Diskussion fehlende Elemente zu ermitteln, aber auch, um bestehende Tei-
limplementierungen zu besprechen und ggfs. durch Umgestaltung oder Anpassung Ver-
besserungen zu erzielen. Es wurden meist auch Mitarbeiter zu Rate gezogen, da von 
ihnen klarere Aussagen gemacht werden konnten, inwiefern der eine oder andere As-
pekt bereits den Anforderungen genügt [vgl. Expertengespräch, 2013b, vgl. Expertenge-
spräch, 2014, vgl. Expertengespräch, 2015]. 
Die Eigenheiten der Zielgruppe, insbesondere deren kognitive Belastbarkeit, ließ, wie 
oben beschrieben, nur eine indirekte Beteiligung zu. Alle Beteiligten waren sich be-
wusst, dass Fehlinterpretationen der Beobachtungen möglich sind. Daher sieht das Kon-
zept Molediwo eine hohe Modularität vor, so dass auch einzelne Komponenten einfach 
geändert werden können. Zum Beispiel flossen die Ergebnisse der Evaluation der Proto-
typen in eine Überarbeitung des jeweils betrachteten Moduls ein. Aber auch die Umset-
zung im Prototyp sieht eine Dokumentation der Fehlnutzungen und Probleme vor, so-
dass weitere Überarbeitungsschritte auch zur Überarbeitung des Gesamtkonzepts beitra-
gen können. 
5.3 Strukturierte Darstellung der Anforderungen 
Unter Anwendung der genannten Methoden ergaben sich die Anforderungen an das 
Assistenzsystems für Menschen mit Lernschwierigkeiten. Das System soll sich in den 
Arbeitskontext integrieren lassen und die gewohnten Arbeitsabläufe nicht stören oder 
unterbrechen. So kann das Problem, dass neu gelernte Abläufe schnell vergessen und 
erst durch vielfaches Wiederholen langsam verfügbar werden, vermindert oder vermie-
den werden. Dies macht die Beschäftigten selbstständiger und hilft Fehler zu vermei-
den. Das eigenständige, erfolgreiche Zusammensetzen der Werkstücke motiviert und 
stärkt die kognitive Fähigkeit sich einen neuen, komplexen Arbeitsablauf zu merken 
und ihn zu reproduzieren. 
Ein Teil des Konzepts ist die Unterteilung des Gesamtsystems in vier Bausteine. Bau-
stein A und B richten sich an unterschiedliche Beteiligte, sowohl an die Zielgruppe Be-
schäftigte mit Lernschwierigkeiten als auch die Mitarbeiter der Arbeitsvorbereitung. 
Baustein C ermöglicht die Verwaltung der Inhalte und Baustein D ermöglicht eine spe-
5 Anforderungen an ein Lernsystem für Menschen mit Lernschwierigkeiten 95 
zifische, interaktive Anpassung des Systems. Diese Struktur ist das Ergebnis von Hin-
weisen aus Experteninterviews und Überlegungen zur technischen Implementation. 
Hervorzuheben ist, dass aus der Interpretation der Anforderungen und der Diskussion 
mit Experten der Arbeitsvorbereitung, die Einbeziehung der Emotionserkennung durch 
Sprache, die Interaktivität des Systems zielgruppengerecht erweitern kann (Baustein D). 
Das System soll den aktuellen emotionalen Zustand der Nutzenden kontextbezogen er-
fassen und zur Modulation des Feedbacks und der Ausgabe des Inhalts einsetzen. 
 
Abbildung 18: Übersicht der Bausteine 
5.3.1 Content-Generierung (Baustein A und Baustein C) 
Für die Erstellung von Arbeitsanweisungen und Profilen sollen die Mitarbeiter der Ar-
beitsvorbereitung eine Software vorfinden, mit der die Inhalte für die Beschäftigten mit 
Lernschwierigkeiten vor- und aufbereitet werden. Die einzelnen Arbeitsbereiche der 
Werkstatt, wie zum Beispiel „Gärtnerei“, müssen ihre Anweisungen selber anlegen, 
bearbeiten und löschen können, um sinnvolle und kontextbezogene Anweisungen für 
die Beschäftigten mit Lernschwierigkeiten ausgeben zu können. Diese Arbeitsanwei-
sungen sollen die einzelnen Schritte eines gesamten Arbeitsablaufs enthalten und, wenn 
möglich, auch in verschiedenen Detaillierungsstufen vorhanden sein. In den Experten-
gespräche hat sich herausgestellt, dass drei verschiedene Stufen ausreichend sind, um 
zum einen den Anforderungen der Beschäftigten mit Lernschwierigkeiten gerecht zu 
werden, zum anderen aber auch den Aufwand für die Mitarbeiter der Arbeitsvorberei-
tung beim Erstellen nicht zu groß werden zu lassen.  
Im Authoring-Prozess fordert das System dazu auf, den Ablauf eines Arbeitsprozesses 
als verknüpfte Arbeitsschritte anzulegen. Dafür muss von der Arbeitsvorbereitung ein 
Prozess in sinnvolle Unterschritte aufgeteilt werden, die durch Erklärungen verbunden 
sind. Visuelle Erklärungen sind vorzuziehen bzw. Erklärungen in einfacher Sprache als 
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Audiosequenz, weil viele Beschäftigte mit Lernschwierigkeiten nicht ausreichend lesen 
können. Jedoch sollten zumindest teilweise auch textuelle Elemente vorhanden sein, um 
diejenigen, die lesen können, auch entsprechend zu fordern und zu fördern. Die zu er-
stellenden Teilschritte können entweder aus kurzen Videosequenzen, aus Bildern mit 
gesprochenem Text oder aus einer Kombination von beiden bestehen. 
Für die Weiterbearbeitung einzelner Videosequenzen müssen diese mit wenig Aufwand 
im System zugeschnitten und mit einem neuen gesprochenen Text nachsynchronisiert 
werden können, da es schwer ist, eine Videoaufnahme und gesprochenen Text im Ar-
beitsablauf ohne Störungen herzustellen. Aufgrund der Diversität der Beschäftigten ist 
es zudem notwendig für bestimmte Teilschritte Audioaufnahmen in „normaler“ und 
„einfacher“ Sprache zu erstellen, damit die Beschäftigten mit Lernschwierigkeiten die 
gesprochenen Aufgaben verstehen, sich aber nicht unterfordert fühlen müssen. Das glei-
che gilt für Teilschritte in denen ein Bild genutzt wird. Zudem muss es bei den Bildern 
die Möglichkeit geben, diese durch weitere Elemente, wie zum Beispiel Pfeile oder 
Kreise, anzureichern, um die Aufmerksamkeit lenken zu können. 
Die verschiedenen Schwierigkeitsstufen und Detaillierungsgrade der Arbeitsanweisung 
erfordern persönliche Merkmale, um automatisch für jedes Individuum die richtige Va-
riante herauszusuchen und wiederzugeben. Diese persönlichen Merkmale werden in 
einem individuellen Nutzerprofil gespeichert, das auch spezifische Einschränkungen 
und Gefährdungen beinhaltet. Wichtig ist dabei, die entscheidenden Merkmale auszu-
wählen, da im Profil die individuelle Datenmenge überschaubar gehalten werden muss 
und durch ein Datenschutzkonzept12 die missbräuchliche Nutzung dieser Profile unter-
bunden werden kann. 
Die Inhalte, also die Bild-, Video-, Audio- und Profildaten sowie die dazu gehörenden 
Metadaten, werden auf einem Server gespeichert und durch eine Datenbank strukturiert 
zur Verfügung gestellt.  
5.3.2 Content-Visualisierung und Feedback (Baustein B) 
Das System zur visuellen Darstellung der Inhalte wird von Beschäftigten mit Lern-
schwierigkeiten genutzt, um sich Arbeitsabläufe in einzelnen, kleinen Teilschritten an-
sehen zu können. Immer wenn sie unsicher sind, zum Beispiel, wenn sie sich nicht mehr 
genau erinnern können, was der nächste Schritt ist oder sie das Gefühl haben, dass sie 
etwas falsch machen könnten, kann das System unkompliziert Abläufe in unterschiedli-
chen Detailierungsgraden wiedergeben. Da das System direkt Teil des Arbeitsplatzes 
ist, können Überforderung bzw. Fehler bei der Übertragung auf die aktuelle Situation 
weitgehend vermieden werden. Diese Form der Integration motiviert das Nachfragen, 
12 Siehe 2.3 Selbstbestimmung der Beschäftigen – Datenschutz 
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ohne das Selbstwertgefühl zu beschädigen, da es einfacher ist, ein technisches System 
um Hilfe zu bitten, als eine Person (wiederholt) fragen zu müssen. 
Damit das System weiß, mit wem es interagiert (welches Profil zu nutzen ist), ist es 
nötig, dass es erkennt, welcher Beschäftigte das System gerade nutzt. Außerdem muss 
registriert werden, an welchem Arbeitsplatz der Beschäftigte gerade tätig ist, um die 
entsprechenden Inhalte bereitzustellen. Die Bedienung des Systems muss einfach gestal-
tet und für Beschäftigte mit Lernschwierigkeiten leicht verständlich sein. Hierfür ist es 
notwendig, auf Text bei funktionellen Elementen so weit wie möglich zu verzichten und 
diese Elemente durch einfache, klare und leicht erfassbare Grafiken zu ersetzen. Ob-
wohl Text weitgehend vermieden werden soll, kann eine zusätzliche, übersichtliche und 
sparsame Beschriftung diejenigen fördern, die sonst ihre bereits vorhandene Lesefähig-
keit wenig einsetzen können. 
Da die kognitiven Fähigkeiten der Beschäftigten mit Lernschwierigkeiten oftmals stark 
von ihrer aktuellen emotionalen Verfassung abhängig sind, soll das System diese Ver-
fassung ermitteln und sich darauf einstellen. Die Anforderungen hierzu werden im 
nächsten Abschnitt genauer beleuchtet. 
5.3.3 Anforderungen für die Integration der Emotionserkennung in das 
Assistenzsystem (Baustein D) 
Der Einsatz von Emotionserkennung für Menschen mit Lernschwierigkeiten stellt die 
Anforderung, dass die Hardware die Person nicht ablenken oder irritieren darf, was bei 
dieser Zielgruppe sehr leicht passiert. Daraus ergibt sich, dass keine weiteren Sensoren, 
wie z.B. Pulsmessgeräte zum Abgriff von Vitaldaten, genutzt werden können. Auch die 
Installation von weiteren Kameras, um z.B. die Gesichtsmimik zu erkennen, hat eine 
ablenkende Wirkung. Die Nutzung von Sprache ist hierbei ein geeignetes Mittel, um 
unaufdringlich den emotionalen Zustand zu erkennen. Da das System durch Sprache des 
Nutzers gesteuert wird, werden keine weiteren, den Ablauf störenden Elemente einge-
setzt.  
5.3.4 Die Anforderungen im Überblick 
Die gefundenen Anforderungen gliedern sich in technische, zielgruppenbezogene, 
werkstattbedingte und durch den Kontext der Arbeitsvorbereitung gegebene Prozesse, 
Bedingungen und Erfordernisse, die mit den beschriebenen Methoden erhoben wurden. 
Die Details können im Anhang D eingesehen werden. 
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6 Iterativer Prozess der Konzept- und Architektur-
Entwicklung 
Die folgenden Modelle und Konzepte basieren auf den Ergebnissen der Anforderungs-
analyse und insbesondere auf den Auswertungen der Expertengespräche in Verbindung 
mit den Beobachtungen vor Ort. Da die Zielgruppe nur bedingt direkt befragt werden 
konnte, mussten die Entwürfe und Konzepte iterativ evaluiert und angepasst werden. Es 
wurde nochmals auf Methoden der Anforderungsanalyse zurückgegriffen, um die Mo-
delle und Konzepte weiter zu spezifizieren. Mit der Persona-Methode wurden Anwen-
dungsfälle im Kontext konstruiert und der Interaktionsverlauf verifiziert.  
6.1 Interaktions-Konzept mit technischen Lösungen für 
Zielgruppe und Kontext 
Bereits bei der ersten Entwicklung der Idee zu diesem Projekt stand fest, dass die Ziel-
gruppe „Menschen mit Lernschwierigkeiten“ sein wird. Dies ergab sich zum einen 
dadurch, dass schon vorab Projekte mit dieser Zielgruppe durchgeführt worden und Er-
fahrungen vorhanden waren. Zum anderen aber ergab es sich auch durch die persönliche 
Bekanntschaft mit einem Mitarbeiter der Arbeitsvorbereitung der Werkstatt für Men-
schen mit Behinderung, der zur Entwicklung der Idee beitrug. 
Aus früheren Studien war bekannt, dass die Zielgruppe eine Affinität zu Digitalen Me-
dien hat und sehr gerne versucht, diese zu nutzen und mit ihnen zu interagieren, was 
ihnen zumeist auch recht gut gelingt. Da die behinderten Menschen aber auch häufig 
Unterstützung oder Assistenz bei der Umsetzung von Aufgaben benötigen, schien es 
naheliegend, diese Assistenz in einem entsprechenden System zu modellieren und damit 
Motivation und Selbstständigkeit zu stärken. 
Für die Interaktion der Zielgruppe mit dem System wurden aus den Ergebnissen der 
Expertengespräche und aus Beobachtungen der Zielpersonen im Arbeitsablauf erste 
Konzepte entwickelt. Diese werden laufend den Anforderungen und Möglichkeiten der 
Nutzer angepasst [vgl. Expertengespräch, 2011, vgl. Expertengespräch, 2012a]. 
6.1.1 Barcodes 
In der Werkstatt für behinderte Menschen wird bereits vielfach mit Barcodes gearbeitet. 
Die meisten Beschäftigten besitzen ein Namensschild mit einem eigenen Barcode, um 
sich damit zu authentifizieren. Dies wird im zu entwickelnden System aufgegriffen. 
Durch den Barcode kann erkannt werden, mit welchem Benutzer das System gerade 
interagiert, so dass auf dieser Grundlage entschieden werden kann, wie die Person un-
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terstützt werden kann. Auch der Arbeitsplatz kann anhand von Barcodes erkannt wer-
den, da sich dort bereits entsprechende Kennzeichnungen befinden. 
Die Erkennung von Nutzer und Arbeitsplatz anhand von Barcodes ist den Beschäftigten 
vertraut und führt daher nicht zu großer Umstellung und Verunsicherung. 
6.1.2 (Bild-)Sprache 
Das Problem, Schriftsprache und abstrakte Symbole zu lesen und korrekt zu erkennen, 
spielt bei der Zielgruppe eine recht große Rolle. Dadurch sind die Interaktionen des Sys-
tems mit dem Nutzer nur in geringem Maße über Schriftzeichen durchführbar. Ganz 
drauf verzichtet werden soll jedoch nicht, da diejenigen, die ein wenig lesen können 
oder dieses erlernen wollen, durch Worte gefordert und somit im Lesen gefördert wer-
den können.  
Mehrheitlich findet die Interaktion vom System zum Nutzer in Form von Videos bzw. 
Bildern mit dazu gesprochenem Text statt. Die gesprochenen Texte können in normaler 
und in einfacher Sprache aufgenommen werden, damit der Nutzer die jeweils passende 
Variante zu sehen bekommt. 
Die Interaktion des Nutzers mit dem System, seine Eingabe, findet auch über gespro-
chene Worte statt. Kommandos werden genutzt, um dem System mitzuteilen, was der 
Nutzer als nächstes vom System erwartet. Kommandos können zum Beispiel „weiter“, 
„vor“ oder „zurück“ sein, wodurch man entweder den nächsten oder den vorherigen 
Arbeitsschritt erklärt bekommt. Durch das Aussprechen von „wiederholen“ kann man 
das System auffordern den aktuellen Arbeitsschritt noch einmal zu erläutern. 
6.2 Strukturierung der audio-visuellen Erklärungen durch 
Storyboards 
Storyboards werden in der Filmindustrie genutzt, um den Ablauf eines Films schon vor-
ab grafisch vor Augen zu haben. Hierbei „handelt es sich um eine Prävisualisierung des 
Drehbuchs mit Bleistift und Papier, noch vor der eigentlichen filmischen Umsetzung.“ 
[Betz, 2002, S.1] Aber auch in vielen anderen Bereichen ist die Benutzung von Story-
boards üblich. Sie können den Verlauf eines Films visualisieren, aber auch den Ablauf 
von Prozessen grafisch darstellen.  
„A storyboard is a sketch of how to organize a story and a list of its con-
tents.”   
[Stevens, 2011]  
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schreibt Jane Stevens und führt weiter aus:  
“a multimedia story is some combination of video, text, still photos, audio, 
graphics and interactivity presented in a nonlinear in which the information 
in each medium is complementary, not redundant.”   
[Stevens, 2011] 
Bei der Erstellung eines Storyboards beginnt man mit dem eigentlichen Ablauf, der vi-
sualisiert werden soll und splittet diesen in einzelne Teile auf. Wenn die Aufteilung ab-
geschlossen ist, sollte für jeden Teilabschnitt entschieden werden, wie er dargestellt 
werden soll, entweder als Video, Foto, Audio, Grafik, Text, als Kombination dieser 
Möglichkeiten oder auf andere Art und Weise. Es sind auch die Adressaten zu beden-
ken, die das Storyboard nutzen sollen. Wenn die einzelnen Sequenzen und ihre Darstel-
lung erarbeitet worden sind, werden die einzelnen Elemente in einen Zusammenhang 
gebracht, d.h., eine Abfolge wird erstellt [vgl. UsabilityNet, 2006a; vgl. Stevens, 2011]. 
Um Storyboards zu evaluieren, sollen repräsentative Nutzer aus der Zielgruppe ausge-
wählt werden. Bei der Benutzung des Storyboards durch diese Nutzer sollen keine Hin-
weise gegeben werden, aber die Nutzenden werden beobachtet und auftretende Proble-
me werden festgehalten. Anschließend werden in einem Interview die Eindrücke wäh-
rend der Nutzung erfragt bzw. rekonstruiert. Manchmal können auch Ideen und Gedan-
ken, die während der Nutzung aufgetreten sind, wertvolle Hinweise liefern. Anschlie-
ßend sollte eine Liste von Problemen und Lösungsansätzen erstellt werden, damit die 
Storyboards sinnvoll modifiziert werden können [vgl. UsabilityNet, 2006b]. 
In Molediwo wird dieses Konzept genutzt, um Arbeitsabläufe visuell und auditiv in 
kleinen Teilschritten darzustellen. Jeder Arbeitsschritt kann entweder mit einem Video 
oder einem Bild visuell dargestellt werden. Dazu können dann Erklärungen gesprochen 
und aufgenommen werden, die das Video oder das Bild und die Aufgabe genauer erläu-
tern. Diese Arbeitsschritte können dann aneinander gefügt werden, um einen gesamten 
Arbeitsablauf darzustellen.  
Storyboards zu einem Arbeitsablauf können in drei unterschiedlichen Granularitätsstu-
fen („normal“, „detailliert“ und „sehr detailliert“) erstellt werden. Dadurch wird es dem 
System ermöglicht, je nach Nutzer, die Stufe darzustellen, die die bestmögliche Unter-
stützung im Arbeitsablauf gewährleistet. Zu den einzelnen Arbeitsschritten können Au-
dioaufnahmen in einfacher und normaler Sprache aufgenommen werden, damit das Sys-
tem auch hier die für den Nutzer passende Variante auswählen kann.  
Durch die unterschiedliche Granularität („normal“, „detailliert“ und „sehr detailliert“) 
und die unterschiedlichen Sprachaufnahmen („normal“, „einfach“) ergeben sich bis zu 
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sechs Variationen von Storyboards für einen Arbeitsablauf, aus denen das System die 
für den Nutzer geeignetste Variante auswählen kann. 
6.3 Systemarchitektur 
Die Analyse der Anforderungen und der zur Verfügung stehenden Technologien führte 
zu einer Unterteilung des Gesamtsystems in drei separate Teile, die so miteinander ver-
zahnt sind, dass einerseits die Funktionalität erreicht wird und andererseits das System 
in den realen Kontext der Werkstatt für Menschen mit Behinderungen integrierbar ist. 
Die drei Grundkomponenten sind die Folgenden: Das Molediwo-DataCenter ist das 
Herzstück, in dem alle audiovisuellen Daten, Verknüpfungsinformationen und Profile 
gespeichert sind. Im Molediwo-Studio werden die Unterstützungsmodule erstellt. In der 
Molediwo-WorkApp kann der Beschäftigte der Werkstatt auf die Unterstützungsmodule 
zugreifen. In der Molediwo-WorkApp findet nicht nur die audio-visuelle Ausgabe der 
Erklärungsmodule statt, sondern es ist dort auch die Emotionserkennung integriert, die 
eine spezifische Personalisierung ermöglicht und eine zentrale Rolle einnimmt. 
6.3.1 Molediwo-Studio  
Im Molediwo-Studio können die für die Arbeitsorganisation zuständigen Verantwortli-
chen (Werkstattleiter und Arbeitsvorbereitung) die audio-visuellen Hilfen und die Nut-
zerprofile auf einfache und schnelle Weise generieren und verwalten.  
 Lerninhalte 6.3.1.1
Das Molediwo-Studio ermöglicht die Erstellung von Lern- bzw. Assistenzinhalten, die 
so aufbereitet werden können, dass sie in der Molediwo-WorkApp von den Beschäftig-
ten rezipiert und verstanden werden können. Um dies zu gewährleisten, besteht die 
Möglichkeit beschreibende Videos in kleine Teilabschnitte zu schneiden, da längere 
Erklärungen von der Zielgruppe nicht behalten oder nicht im Gesamtkonzept verstanden 
werden können. Es ist auch eine Neusynchronisation dieser Videoabschnitte intendiert, 
die in zwei verschiedenen Varianten („einfache“ und „normale“ Sprache) ausgegeben 
werden können, damit jeder Beschäftigte eine für ihn verständliche Art der Erklärung 
erhält. 
Die Lerninhalte können auch aus Bildern bestehen, die durch zusätzliche Elemente, wie 
zum Beispiel Pfeile oder Kreise, erweitert werden können. Die Erweiterungen dienen 
dazu, auf bestimmte Regionen oder Merkmale im Bild genauer hinzuweisen. Damit 
kann die erklärende Sprachaufnahme, die zu einem Bild aufgenommen wird, genauer 
erklärt und visuell nachvollziehbar werden. Die Audioaufnahmen können ebenso wie 
bei der Neusynchronisation von Videoelementen in zwei Varianten, der „normalen“ und 
der „einfachen“ Sprache, durchgeführt werden.  
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Die so erzeugten Elemente, die im Weiteren Storyline-Items genannt werden, können 
dann in Form eines Storyboards, dessen Konzept im vorherigen Abschnitt dargestellt 
wurde, zu einem Ablauf einer Arbeitsanweisung zusammengefasst werden. Dieser Ab-
lauf, der aus Kombinationen von Video- und Bild-Elementen besteht, enthält alle wich-
tigen Inhalte, die ein Beschäftigter mit Lernschwierigkeiten benötigt, um seine Aufgabe 
erfolgreich zu bewerkstelligen. Zusammenfassend sind im System folgende Varianten 
der Anpassung der audio-visuellen Erklärungen vorgesehen:  
• Einzelbilder und Videosequenzen in „normaler“ und „einfacher“ Sprache 
• Arbeitsabläufe in drei Detailierungsstufen: „normal“, „detailliert“, „sehr detail-
liert“ 
Hierdurch wird gewährleistet, dass jeder Beschäftigte mit Lernschwierigkeiten nicht 
durch zu viele und detaillierte Arbeitsschritte gelangweilt wird, aber auch nicht durch zu 
wenig Information desorientiert ist. 
 Benutzerprofil 6.3.1.2
Um in der Molediwo-WorkApp eine sinnvolle und hilfreiche auditive und visuelle Dar-
stellung des notwendigen Materials für den Beschäftigten zu gewährleisten, muss ein 
Profil des Beschäftigten im System hinterlegt sein. Dieses Profil setzt sich aus unter-
schiedlichen, benutzerspezifischen Angaben zusammen. Zum einen werden Informatio-
nen über den jeweiligen Mitarbeiter/Beschäftigten benötigt wie Name oder Barcode-ID, 
um ihn bei der späteren Nutzung identifizieren zu können, zum anderen sind Angaben 
nötig, die die Person näher beschreiben bzw. dem System Anhaltspunkte für die ange-
passte Interaktion mit der Person liefern. Die folgende Tabelle zeigt die genutzten Pa-
rameter und gibt dazu eine kurze Erläuterung. 
Bezeichnung Erläuterung 
einfache Sprache Dieser Punkt gibt an, ob der Benutzer die Texte 
der Anweisungen in einfacher oder normaler 
Sprache benötigt 
Nachfrage, ob vorheriger Schritt 
abgeschlossen ist 
Mit diesem Punkt kann angegeben werden, ob 
der Benutzer gefragt werden soll, ob er den vor-
herigen Anweisungsschritt erfolgreich bearbeitet 
hat.  
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Bezeichnung Erläuterung 
Wartezeit für Nachfrage Diese Angabe gibt die Zeit an, die ohne Interak-
tion verstrichen sein muss, bevor gefragt wird, ob 
der Benutzer den Schritt erfolgreich abgeschlos-
sen hat. (Angabe nur möglich, wenn Punkt 
„Nachfrage“ aktiviert.) 
Anweisungslevel Der Anweisungslevel gibt an, in welcher Detail-
lierungsstufe der Benutzer die Anweisungen be-
nötigt. Hier stehen „normal“, detailliert“ und 
„sehr detailliert“ zur Auswahl. 
Emotionserkennungsintervall Diese Intervallangabe beschreibt den zeitlichen 
Rahmen, der genutzt wird, um aus den in dieser 
Zeit erkannten Emotionen die aktuelle Emotion 
zu ermitteln.  
Emotionssensitive Reaktion (ag-
gressiv/lustlos) 
Hier stehen verschiedene Elemente zur Verfü-
gung, wie das System im Bedarfsfall auf den 
Benutzer eingehen kann, um ihn ggfs. zu beruhi-
gen oder zu motivieren. 
Tabelle 5: Einige notwendige Angaben im Benutzerprofil 
Die ersten Punkte dieser Tabelle („einfache Sprache“, „Nachfrage, ob Schritt abge-
schlossen“ und „Wartezeit für Nachfrage“) sind Elemente, mit denen das System für 
eine Sitzung statisch arbeiten kann. Das heißt, dem Benutzer werden, wenn für ihn „ein-
fache Sprache“ aktiviert ist, die Anweisungen alle in einfacher Sprache präsentiert. 
Ebenso ist durch die anderen beiden Punkte, wenn sie aktiviert sind, festgelegt, wann 
beim Benutzer nachgefragt wird, ob er den letzten ihm präsentierten Arbeitsschritt er-
folgreich durchgeführt hat. Die Zeitangabe dient als maximale Zeit, die der Benutzer 
inaktiv ist, also nicht mit dem System interagiert. Dies kann zum einen den Grund ha-
ben, dass er keine weitere Hilfe benötigt und selbstständig weiter arbeiten kann oder 
dass er Probleme hat und sich evtl. anderweitig beschäftigt. Was zutrifft, wird durch die 
Nachfrage und die darauf folgende Antwort ermittelt, mit entsprechender Reaktion des 
Systems. 
Der Anweisungslevel gibt an, in welcher Detaillierungsstufe der Benutzer die Anwei-
sungen benötigt. Diese Levelangabe ist nicht statisch konzipiert, sondern passt sich dem 
emotional-kognitiven Zustand der Person an, um zu jedem Zeitpunkt den passenden 
Anweisungslevel zu zeigen. Für diese Levelanpassung, die durch Emotionserkennung 
vorgenommen wird, ist es notwendig, ein Emotionserkennungsintervall anzugeben. Die 
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Erkennung des aktuellen emotionalen Zustands soll aber nicht nur auf eine einzige Aus-
sage begrenzt sein, sondern sich aus mehreren erkannten Emotionen über einen kurzen 
Zeitraum ermittelt werden. Dadurch wird gewährleistet, dass nicht spontan auf eine - 
möglicherweise inkorrekte - Erkennung reagiert wird. Die Länge des zeitlichen Rah-
mens, in dem die Ergebnisse der Emotionserkennung betrachtet werden, wird mit dem 
Emotionserkennungsintervall angegeben. Dieser ist je nach Benutzer unterschiedlich 
und hängt von persönlichen Dispositionen, aber auch anderen Faktoren ab. Zum Bei-
spiel kann ein längeres Intervall angegeben werden, weil die entsprechende Person sehr 
langsam spricht oder in der Verarbeitung von Informationen länger benötigt und Aussa-
gen daher erst nach langem Zögern getätigt werden. Für die Bestimmung der Intervall-
länge werden Angaben der verantwortlichen Werkstattleiter benötigt. 
In besonderen Fällen, wenn es nicht ausreicht eine detailliertere Anweisung anzubieten, 
weil der emotionale Zustand des Benutzers aktuell keine produktive Arbeit ermöglicht, 
sind besondere Reaktionsmöglichkeiten des Systems vorgesehen. Damit werden zwei 
Gründe berücksichtigt, die nach Expertenmeinung besonders häufig dazu führen, dass 
ein Benutzer nicht weiter arbeiten sollte: Der erste Grund ist, dass der Benutzer zu ag-
gressiv geworden ist, woraus sich Fehler im Arbeitsablauf ergeben können und das Ver-
letzungsrisiko steigt. Der zweite Grund ist, dass Lustlosigkeit bzw. Müdigkeit den Be-
nutzer nicht mehr zu korrekter Ausführung der Arbeit befähigen. Für den Fall, dass das 
System feststellt, dass ein Benutzer besser nicht weiter arbeiten sollte, sind drei Mög-
lichkeiten der Reaktion vorgesehen. Erstens wird versucht, den Benutzer positiv zu 
stimmen durch gezielte Ansprache mit motivierenden Aussagen. Zweitens kann eine 
Lieblingsmusik vorgespielt werden. Drittens kann auch zu einem entspannenden Spiel 
aufgefordert werden. In manchen Fällen muss das System den Benutzer darüber hinaus 
aber auch zu einer Pause auffordern. Die verantwortlichen Werkstattleiter können in der 
Datenbank angeben, welches Feedback in der jeweiligen Situation für den Benutzer am 
besten geeignet ist. Die motivierenden Aussagen sind genau wie die Musik und die 
Spiele individuell anpassbar. [vgl. Expertengespräch, 2012a, vgl. Expertengespräch, 
2012c] 
6.3.2 Molediwo-WorkApp 
Die Molediwo-WorkApp ist am Arbeitsplatz als mobiles Interface integriert und ist für 
die Ein- und Ausgaben mit dem Nutzer während der Arbeitssitzungen zuständig.  
 Login und Anweisungsauswahl 6.3.2.1
Die Authentifizierung mit Benutzername und Passwort ist für Menschen mit Lern-
schwierigkeiten nicht geeignet, da das korrekte Erinnern von Buchstabenfolgen bzw. 
Schreiben und Lesen Schwierigkeiten bereitet. Eine Möglichkeit, um dem System mit-
zuteilen, mit wem es interagiert, ist das Einscannen des Barcodes vom Namensschild, 
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das die Beschäftigten regulär in der Werkstatt tragen. Das System könnte auditiv einen 
noch nicht authentifizierten Nutzer dazu auffordern sich mit seinem Namensschild (mit 
Barcodekennung) über die Kamera des mobilen Gerätes anzumelden. Die Barcodes sind 
in den Profilen hinterlegt. Bei nicht erkannten Barcodes wird darum gebeten mit dem 
Assistenzpersonal ein entsprechendes Profil anzulegen. Es können weitere Barcodes 
eingesetzt werden, wenn es darum geht, Assistenz zu einem bestimmten Arbeitsablauf 
zu erhalten. An den Arbeitsplätzen, zu denen es assistierende Anweisungen gibt, sind 
Barcodes angebracht, die, nach auditiver Aufforderung durch das System, eingescannt 
werden können.  
 Content-Visualisierung 6.3.2.2
 
Abbildung 19: Prototypische Abbildung der Contentvisualisierung in der Molediwo-
WorkApp 
Für die Wiedergabe der Inhalte gliedert sich die Bildschirmdarstellung folgendermaßen: 
Im Zentrum befindet sich das Ausgabefenster für die visuellen Medien. Darüber befin-
den sich die visuell gestalteten Hilfsmittel für Übersicht und Interaktion. Die Übersicht 
oben zeigt in Bildern die Folge der Arbeitsschritte an. Das jeweils aktive Bild bzw. Vi-
deo ist rot umrandet und wird darunter im Hauptbereich ausgegeben. Ganz rechts in der 
oberen Leiste befindet sich ein Mikrofon-Icon, das je nach Zustand unterschiedlich ge-
färbt erscheint. Während der Ausgabe der Arbeitsanweisung findet keine Spracherken-
nung statt. Für Personen ohne Rotgrünblindheit wird dies über die Rotfärbung des Mik-
rofons angezeigt. Wenn sich das Mikrofon grün färbt ist dies das Zeichen, dass die nut-
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zende Person mit dem System sprachlich interagieren kann. Diese Einstellung für die 
Spracherkennung ist notwendig, um Fehler bei der Erkennung durch akustische Über-
schneidungen mit der Anweisungsausgabe zu vermeiden. Ansonsten könnte eine solche 
Überschneidung dazu führen, dass zum Beispiel in der Audioausgabe der Anweisung 
das Wort „weiter“ gesagt wird und Molediwo darauf reagiert, obwohl der Nutzer dies 
nicht wollte. Wenn hingegen ein vom Nutzer gesprochenes Sprachkommando erkannt 
wurde, wird die dazugehörige Sprachaufnahme zur Analyse der Emotion des Nutzers 
der openSMILE-Anwendung übergeben. Darauf wird im nächsten Kapitel detaillierter 
eingegangen. 
6.4 Emotionserkennung 
Die Emotionserkennung wird mit Hilfe der Software openSMILE13, die von der For-
schungsgruppe von Björn Schuller von der Technischen Universität München entwi-
ckelt wurde, durchgeführt. Hierfür werden aufgenommene Sprachkommandos der 
Software übergeben und analysiert, um zu ermitteln, welcher emotionale Zustand am 
wahrscheinlichsten ist. Das Ergebnis wird dann in der Molediwo-WorkApp weiter ver-
arbeitet. 
6.4.1 openSMILE 
 Die openSMILE-Anwendung nutzt zur Analyse von Sprachaufnahmen drei verschiede-
ne  Modelle, die die Auswirkung von Emotionen auf sprachliche Äußerungen jeweils 
unterschiedlich abbilden. Diese Modelle basieren auf der Analyse einer entsprechenden 
Sprachdatenbank. Eine dieser Datenbanken ist die „Berlin Database of Emotional Spe-
ech“ (Emo-DB) [vgl. Burkhardt et al. 2005, vgl. Emo-DB]. Eine weitere ist der Airplan 
Behaviour Corpus (ABC), der zur Ermittlung des affektiven Zustands eingesetzt werden 
kann. Die dritte, der AudioVisual Interest Corpus (AVIC), dient dazu, den Grad des 
Interesses zu ermitteln.  
Die Modelle von openSMILE sind mit den Inhalten dieser Datenbanken trainiert und 
ordnen mit Hilfe der Klassifikationsverfahren, die in Kapitel 4.3.1 vorgestellt wurden, 
den einzelnen Klassifizierungsmerkmalen Wahrscheinlichkeiten zu. Die Analyse funk-
tioniert im Detail bei den drei eingesetzten Modellen unterschiedlich. Das Modell von 
AVIC ordnet neue Sprachaufnahmen in drei „Level of Interest“ ein (loi1, loi2 und loi3). 
Die möglichen Klassifizierungsmerkmale für die Modelle zu Emo-DB und  ABC sind 
wie folgt: 
EmoDB:  anger, boredom, disgust, fear, happiness, neutral, sadness 
13 http://www.audeering.com/research/opensmile 
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ABC: aggressive, cheerful, intoxiacated, nervous, neutral, tired 
Eine genaue Übersicht, welche Daten von openSMILE nach Analyse einer Sprachauf-
nahme dem System zur Verfügung gestellt werden, kann in Anhang E eingesehen wer-
den [vgl. Eyben et al., 2013]. 
6.4.2 Emotionserkennungsansatz 
Der Benutzer der Molediwo-WorkApp interagiert mit dem System unter Zuhilfenahme 
vordefinierter einfacher Sprachkommandos, wie zum Beispiel „weiter“, „zurück“ oder 
„wiederholen“. Jede Spracheingabe wird temporär gespeichert. Wenn in einer dieser 
Aufnahmen eines der Sprachkommandos erkannt wird, wird die entsprechende Interak-
tion ausgelöst und gleichzeitig an die openSMILE-Anwendung zur Analyse übergeben. 
Das Resultat der Analyse bietet eine Wahrscheinlichkeitsangabe (in Prozent) möglicher 
Emotionen. Die Emotion mit dem größten Wahrscheinlichkeitswert wird als der aktuel-
le emotionale Zustand des Benutzers definiert. Die Reduktion der Emotionserkennung 
auf Kommandoeingaben reduziert die Fehleranfälligkeit durch zufällige Äußerungen 
Dritter während der Nutzung. 
In Gesprächen mit Experten des Martinshofs hat sich ergeben, dass für eine korrektere 
Emotionserkennung allerdings die Analyse einer einzelnen Aussage nicht aussagekräf-
tig genug ist. Stattdessen werden die einzelnen Analyseergebnisse über ein im Profil zu 
definierendes Zeitintervall betrachtet. Dieses Zeitintervall muss personalisiert für jeden 
Benutzer angegeben werden, weil Sprachgeschwindigkeit und Verständnis einer Person 
ausschlaggebend sind, mit welcher Geschwindigkeit Sprachkommandos nacheinander 
gesprochen werden. Die Anzahl der analysierten Sprachkommandos wird jedoch auf 
sechs begrenzt, weil weiter in der Vergangenheit liegende Ergebnisse nur noch in sehr 
geringem Maße Auskunft über den aktuellen emotionalen Zustand geben und daher 
vernachlässigt werden sollten [vgl. Expertengespräch, 2011; vgl. Expertengespräch, 
2012a]. 
 
Tabelle 6: Gewichtung der einzelnen Emotionserkennungsergebnisse 
Zeitpunkt  
(1 = die Letzte Analyse) 
Gewichtung 
1 100% 
2,3 70% 
4-6 50% 
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Die Einzelanalysen in diesem Zeitintervall bekommen eine Gewichtung, je nachdem, 
wann diese vorgekommen sind (Tabelle 6). Hierbei werden die Ergebnisse für die Mo-
delle Emo-DB und ABC für die zwei Zustände Aggressiv und Lustlos betrachtet. Bei 
dem Emo-DB Modell fließt die Klassifizierung „anger“ für den aggressiven und „bore-
dom“ sowie „sadness“ für den lustlosen Zustand ein. Das ABC Modell ordnet die Klas-
sifizierung „aggressive“ dem aggressiven und „tired“  dem lustlosen Zustand zu. Der 
Durchschnitt der gewichteten Analysen ergibt dann jeweils einen Wert für die verschie-
denen Zustände. Anhand von Grenzwerten wird dann geprüft, ob bestimmte emotionale 
Zustände so ausgeprägt sind, dass darauf eingegangen werden soll. Nur, wenn sowohl 
mit Hilfe des Emo-DB- als auch mit dem ABC-Modell erkannt wird, dass es sich um 
einen aggressiven bzw. um einen lustlosen emotionalen Zustand handelt, wird dieser 
Zustand auch als solcher im System verarbeitet. Für die Zwecke der Arbeitsfähigkeit 
bzw. kognitiven Bereitschaft werden nur jene Aspekte betrachtet, die mit Spannungszu-
stand bzw. Erschöpfung zu tun haben, da das Anliegen dieser Arbeit im Bereich der 
Unterstützung liegt und gleichzeitig die Persönlichkeit des jeweiligen Nutzenden ge-
schützt werden soll. 
In Gesprächen mit Sonderpädagogen wurde erarbeitet, wie die Grenzwerte zwischen 
den drei Zuständen „arbeitsfähig“, „eingeschränkt arbeitsfähig“ und „nicht arbeitsfähig“ 
definiert werden. Mit der entsprechend Einordnung des emotionalen Zustands kann das 
System mit den im Nutzerprofil hinterlegten Daten personalisiert auf die Situation rea-
gieren und auf die Person eingehen.  
6.5 Entwicklung des Gesamtmodells über Anwendungsfälle 
Für die Entwicklung von Anwendungsfällen wird die PERSONA Methode genutzt, bei 
der fiktive Personen zunächst detailliert beschrieben werden, um damit dann bestimmte 
Szenarien mit realen Aufgaben, Problemen und Lösungen durchzuspielen. Die Personas 
wurden in mehreren Workshops gemeinsam von einem Mitarbeiter der Arbeitsvorberei-
tung und den Wissenschaftlern formuliert (Anhang F).  
Die Szenarienbeschreibungen gliedern sich wie folgt: Nach einer kurzen Charakterisie-
rung der Person wird ein typischer Arbeitsablauf dargestellt bis zu dem Punkt, an dem 
Probleme auftreten. Dann folgt die Beschreibung des üblichen weiteren Verlaufs mit 
den Gefahren, alternativ wird beschrieben, wie die Assistenz durch Molediwo zum posi-
tiven Abschluss des Arbeitsvorganges führen kann. 
6.5.1 Karl 
Karl ist 30 Jahre alt und hat mit seinen 180cm und seinen breiten Schultern ein kräftiges 
Erscheinungsbild. Er scheint seinen Körper nur schwerfällig bewegen zu können, was 
dazu führt, dass er etwas behäbig durch den Tag geht. Er ist leicht ablenkbar, was auf 
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seine innere Grundaufgeregtheit zurückzuführen ist. Er braucht viel Aufmerksamkeit 
und regelmäßige Ansprachen, damit er sich auf seine Arbeit konzentrieren kann. Wenn 
er etwas falsch gemacht hat, ärgert er sich sehr und kann mit Kritik nur schwer umge-
hen. Er wird aggressiv, wenn er sich ungerecht behandelt fühlt. 
Szenario 
Der Beschäftigte Karl kommt am Montagmorgen verspätet zur Arbeit, da der Bus Ver-
spätung hatte. Dies führt dazu, dass er eine Ermahnung von seinem Vorarbeiter be-
kommt. Das macht ihn wütend, da er selbst nichts dafür kann, dies aber nicht kommuni-
zieren kann. An seinem Arbeitsplatz soll er nun den neuen Zusammenbau seines Werk-
stückes, der ihm in der letzten Woche gezeigt wurde, durchführen. Es soll die elektri-
sche Bohrmaschine verwendet werden, um Löcher für die Halterung zu bohren.  
Fortsetzung ohne Molediwo 
Da Karl bereits von seinem Vorarbeiter ermahnt wurde, mag er heute nicht mehr mit 
ihm sprechen und fängt einfach an, das Loch in das Werkstück zu bohren. Weil er aber 
so wütend ist, fällt ihm nicht mehr ein, welchen Bohrkopf er verwenden soll und er 
nimmt einfach den ersten, den er vor sich sieht. Dabei vergisst er auch Sicherheitsvor-
kehrungen, die das Aufsetzen der Schutzbrille vorsehen. An der Perforation, an der das 
Loch gebohrt werden soll, setzt er den Bohrer an. Da der Bohrkopf jedoch zu breit ist, 
bohrt er nicht nur in das weiche Material, sondern auch in das Plastik, das sich um die 
Bohrstelle herum befindet. Dabei springt ihm ein Stück Plastik ins Auge, was große 
Schmerzen verursacht. Der Vorarbeiter eilt sofort herbei um Erste Hilfe zu leisten. 
Durch das Fehlverhalten ist Karl verletzt und das Bauteil ist nicht mehr nutzbar.  
Fortsetzung mit Molediwo 
Da Karl wegen des Zuspätkommens bereits von seinem Vorarbeiter ermahnt wurde, 
mag er heute nicht mehr mit ihm sprechen und holt sich das Tablet, auf dem das Assis-
tenzsystem Molediwo installiert ist. Er denkt sich, dass er das heute auch ganz ohne Hil-
fe seines Vorarbeiters hinbekommt. Als er mit dem Tablet in der Hand wieder an sei-
nem Arbeitsplatz angekommen ist, startet er die App. Er scannt zunächst den Barcode 
auf seinem Namensschild und dann, nach Aufforderung des Systems, den Barcode an 
seinem Arbeitsplatz. Nun bereitet das System die Arbeitsanweisung für diesen Arbeits-
platz für Karl vor und zeigt ihm seinen ersten Arbeitsschritt, der besagt, dass er zunächst 
seine Schutzbrille aufsetzen soll, was er völlig vergessen hatte. Nachdem er das Kom-
mando „weiter“ gesagt hat, zeigt ihm das System das Bild eines Bohrkopfs und erklärt 
ihm auditiv die Erkennungsmerkmale des richtigen Bohrkopfs. Daraufhin nimmt er die-
sen aus der Bohrkopfkiste. Mit einem „weiter“ erhält er die Videoanweisung, wie er den 
Bohrkopf im Bohrer befestigen soll.  
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Da das System an dieser Stelle aber durch Analyse der Sprachkommandos erkennt, dass 
Karl wütend zu sein scheint, unterbricht es die Erklärung der Arbeitsanweisung. An-
hand seines Profils weiß die Applikation, dass Karl mithilfe seiner Lieblingsmusik wie-
der beruhigt werden kann und weist ihn an, der nun spielenden Musik zu lauschen. 
Nachdem das Musikstück beendet ist, fragt das System, ob er nun den nächsten Arbeits-
schritt erklärt haben möchte, was Karl mit „ja“ bestätigt. Daraufhin erhält er noch ein-
mal die Anweisung, wie man den Bohrkopf im Bohrer befestigt. 
Nachdem er den Bohrkopf fest in den Bohrer eingesetzt hat, nimmt er sich das Werk-
stück dazu und grübelt darüber nach, wo er das Loch bohren soll, aber es fällt ihm nicht 
ein. Er sagt das Kommando „weiter“ und auf dem Tablet wird ihm ein Bild des Werk-
stücks gezeigt. Auf dem rechten oberen Rand des Werkstücks ist ein roter Kreis ge-
zeichnet. Durch den gesprochenen Text zum Bild wird Karl erklärt, dass er das Loch 
dort bohren soll, wo sich der rote Kreis befindet. Er erfährt, dass sich an dieser Stelle 
auf dem Werkstück ein kleine Perforation in Form einer Einkerbung befindet. Karl 
sucht diese Stelle auf dem Werkstück. Nachdem er sie gefunden hat, bohrt er an dieser 
Stelle das Loch. Damit ist seine Arbeitsaufgabe für dieses Werkstück erledigt und er 
legt es in die Kiste für die fertigen Werkstücke, die dann von anderen Beschäftigten 
weiter verarbeitet werden. Bei den nächsten Werkstücken benötigt er heute keine Hilfe 
mehr, da er nun den Ablauf wieder im Kopf hat. 
6.5.2 Lara 
Lara ist eine sehr lebendige Person und mit ihren 35 Jahren bei einer Größe von 155cm 
ein kleines Kraftpaket. Sie ist emotional und leicht ablenkbar. Oft lässt sie sich schnell 
reizen, wenn sie sich angegriffen fühlt, provoziert aber auch gerne andere. Vor allem 
diejenigen, die auf ihre Provokationen eingehen, sind ihr bevorzugtes Ziel. Daher ist es 
notwendig, bei ihr eine klare Linie zu verfolgen, Anliegen und Anweisungen deutlich 
und klar zu formulieren. Wenn sie eine Arbeit ausführt, dann ist sie sehr gewissenhaft 
und braucht keine weitere Motivation, um bei der Sache zu bleiben. Falls es aber im 
Arbeitsablauf zu Fehlern kommt, muss sie vorsichtig wieder an den Ablauf herangeführt 
werden, da sie sonst sehr enttäuscht ist und die weitere Arbeit komplett verweigert. 
Szenario 
Lara fühlt sich an diesem Freitag voller Freude und Energie, weil sie am Abend mit 
ihren Freunden ins Kino gehen will. Ein Kollege ärgert sie aber schon die ganze Woche 
und kommt auch an diesem Mittag wieder bei ihr vorbei, um sie zu provozieren, worauf 
sie prompt reagiert. Der Leiter der Gruppe hat das zum Glück mitbekommen und geht 
gleich dazwischen. 
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Fortsetzung ohne Molediwo 
Leider wurde sie durch ihren Kollegen so sehr abgelenkt, dass sie im weiteren Verlauf 
des Zusammenbaus ihres Werkstückes die Größe der Schrauben verwechselt und 
dadurch etwas falsch macht, was ihr aber erst am Ende auffällt. Das macht sie sehr trau-
rig, weil sie normalerweise ihre Arbeiten immer gut bewältigt. Sie möchte nun aufgrund 
ihres fehlerhaften Ergebnisses keine weiteren Werkstücke mehr zusammenbauen und 
macht eigenmächtig eine Pause, in der sie ihre Frustration an anderen Kollegen auslässt. 
Erst als der Leiter der Gruppe sie auffordert, an ihren Arbeitsplatz zu gehen und ihr in 
aller Ruhe noch einmal die Arbeitsschritte zeigt, beginnt sie, die Arbeit wieder aufzu-
nehmen. 
Fortsetzung mit Molediwo 
Leider wurde sie durch ihren Kollegen so sehr abgelenkt und aufgeregt, dass sie nicht so 
konzentriert ist. Sie nutzt nun ein Tablet mit der darauf  installierten Molediwo Applika-
tion, wo ihr die einzelnen Arbeitsschritte gezeigt werden. Das System merkt anhand der 
Analyse ihrer Sprachkommandos, dass sie sehr erregt und schon fast aggressiv ist. Auf-
grund dieser Analyse und auf der Grundlage des hinterlegten Profils entscheidet das 
System, dass es nötig ist, ihr die Anweisung in einer detaillierteren Form zu präsentie-
ren, damit sie nicht wichtige Zwischenschritte vergisst bzw. vertauscht. Aufgrund dieser 
detaillierteren Anweisung gelingt es ihr, das Werkstück richtig zusammenzubauen und 
sich schließlich wieder zu beruhigen. 
6.5.3 Reinhard 
Der 41 Jahre alte und 190cm große Reinhard ist eigentlich ein ruhiger Mensch. Aber 
wenn es um das Thema „Alter“ geht oder er sich nicht genügend beachtet fühlt, kommt 
es oft zu emotionalen Ausbrüchen. Diese können so weit gehen, dass er seine Brille 
zerbricht und sich auf den Boden wirft. Er weicht häufiger in „Smalltalk“ aus statt sich 
auf die Arbeit zu konzentrieren. Damit er sich wieder der Arbeit zuwendet, muss er oft 
mehrfach dazu aufgefordert werden. Aber es kann auch passieren, dass er während der 
Arbeit ermüdet und sogar auf dem Stuhl einschläft. Wenn er sein Pensum nicht schafft, 
macht in dies traurig, da er glaubt, aufgrund seines Alters versagt zu haben. 
Szenario 
Heute ist wieder einer der Tage bei Reinhard, an dem er für eine angenehme Unterhal-
tung mit seinen Kollegen gerne seine eigentliche Arbeit vergisst. Da gestern ein Fuß-
ballländerspiel war, ist auch schnell ein Thema gefunden, über das man sich unterhalten 
kann. Daher hat Reinhard, obwohl die Mittagspause schon vorbei ist, bei Weitem noch 
nicht die Hälfte seines eigentlichen Arbeitspensums geschafft. 
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Fortsetzung ohne Molediwo 
Der Gruppenleiter fordert ihn zum wiederholten Mal auf, sich seiner Arbeit zu widmen. 
Dies tut er schließlich auch und fängt an sein Werkstück weiter zusammenzubauen. Da 
er aber keine große Lust verspürt zu arbeiten, setzt er sich nach ein paar Handgriffen 
erst einmal auf einen Stuhl, auf dem er langsam einschläft. Erst nach einiger Zeit be-
merkt dies der Leiter, weckt ihn und weist ihn an, weiter zu arbeiten. Leider konnte er 
dadurch an diesem Arbeitstag nur sehr wenig schaffen, was ihn zum Feierabend sehr 
traurig macht. Auch meidet er deswegen das gesellige Zusammensein nach der Arbeit. 
Fortsetzung mit Molediwo 
Der Gruppenleiter fordert Reinhard zum wiederholten Mal auf, sich seiner Arbeit zu 
widmen. Dieses Mal gibt er ihm das Tablet mit der installierten Molediwo-WorkApp, die 
ihm die nächsten Arbeitsschritte noch einmal anzeigt. Nachdem Reinhard sich die ersten 
Schritte mit Hilfe des Sprachkommandos „weiter“ hat anzeigen lassen, bemerkt das 
System anhand der eingebauten Emotionserkennung, dass er müde wird. Da in dem 
Profil von Reinhard diese Situation abgebildet ist, beginnt das System, darauf zu reagie-
ren. Es reagiert auf jede Pause nach der Darstellung der Arbeitsschritte. Wenn Reinhard 
kein neues Kommando gegeben hat, wird nach ein bis zwei Minuten nach Beendigung 
der Präsentation eines Arbeitsschrittes gefragt, ob er den nächsten Schritt vorgeführt 
haben möchte. Hierauf antwortet Reinhard mit „ja“ und bekommt den nächsten Schritt 
angezeigt. Reinhard wird durch die sich wiederholende Frage, ob er den nächsten 
Schritt sehen möchte, dazu gebracht, bei seiner Arbeit zu bleiben und sie ohne weitere 
Verzögerung auszuführen. Das System analysiert anhand der weiteren Sprachkomman-
dos jedoch schließlich, dass sich Reinhards Müdigkeit verstärkt hat. Molediwo reagiert, 
indem ihm seine Lieblingsmusik vorgespielt wird. Diese bringt ihn zum Tanzen, durch 
die Bewegung wird er wieder munterer und kann sich anschließend weiteren Arbeits-
aufgaben zuwenden. 
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7 Design und Implementation von MOLEDIWO 
Das in Kapitel 6 dargestellte Modell und die Anwendungsszenarien sind Grundlage für 
die Ausgestaltung des Gesamtkonzeptes mit den Ablaufmöglichkeiten und potenziellen 
Interaktionen. Für die Implementierung wurden Hardware, technische Aspekte, Design 
der Benutzeroberfläche und die Bedingungen des Werkstatt-Kontextes berücksichtigt.  
Entsprechend der für diesen Kontext entwickelten assistiert-partizipativen Softwareent-
wicklung14 wurden einem verantwortlichen Mitarbeiter der Arbeitsvorbereitung die 
Zwischenstände zugänglich gemacht und gemeinsam mit ihm reflektiert, sodass eine 
schrittweise Passung an den Kontext umgesetzt werden konnte [vgl. Expertengespräch, 
2013b, vgl. Expertengespräch, 2014, vgl. Expertengespräch, 2015]. 
7.1 Technische Aspekte 
Bei der Umsetzung der Molediwo-Systems werden drei Programmiersprachen (C#, Java 
und PHP) eingesetzt, wobei PHP lediglich in zwei Skripten (Anhang G und Anhang H) 
genutzt wird, dessen Bedeutung und Nutzung zu einem späteren Zeitpunkt genauer er-
läutert wird. Diese Skripte werden in dem in Windows integrierten Editor Notepad ge-
schrieben, während für die Java-Programmierung die Entwicklungsumgebung Eclipse 
und für C# Visual Studio genutzt wird.  
Die Entwicklungsplattform Eclipse mit Java wird genutzt, um die Molediwo-WorkApp 
zu entwickeln, die auf Geräten mit einem Android-Betriebssystem laufen soll. Hierfür 
muss in Eclipse das Plugin ADT (Android Development Tools) installiert sein, das es 
ermöglicht, Android-Projekte zu erstellen, User-Interfaces zu gestalten, die Applikation 
mit einem Debugger sowie einem Emulator zu testen und signierte Applikationspakete 
für den Export auf die mobilen Geräte zu erstellen [vgl. Android 2015]. 
Das Molediwo-Studio wird mit der Entwicklungsumgebung Visual Studio in C# und 
unter Zuhilfenahme des WPF-Frameworks programmiert. Diese Komponenten bieten 
sich an, weil das Molediwo-Studio auf Rechnern mit Windows-Betriebssystem einge-
setzt werden soll und die genutzten Entwicklungskomponenten von Microsoft zur Ver-
fügung gestellt werden, um Programme für ihr Betriebssystem (Windows) zu erstellen. 
Für die Speicherung der textuellen Inhalte, wie zum Beispiel Angaben zu den späteren 
Nutzern oder Titel und Beschreibungen von einzelnen Arbeitsschritten oder ganzen Ar-
beitsabläufen, wird eine SQL-Datenbank auf einem über das Internet erreichbaren Ser-
ver (Molediwo-DataCenter) eingesetzt. Sowohl das Molediwo-Studio als auch die 
14 Siehe 5.2.2 Ablaufphasen in der assistiert-partizipativen Softwareentwicklung 
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Molediwo-WorkApp können so auf die Inhalte zugreifen. Die medialen Inhalte, wie Vi-
deos oder Fotos zu einzelnen Arbeitsschritten, werden auf einem FTP-Server gespei-
chert. Die Namen der Dateien sind in der SQL-Datenbank hinterlegt und sind darüber 
zugreifbar. 
Die Erkennung der Emotionen geschieht serverseitig mit Hilfe des Programms openS-
MILE. Sprachkommandos des Nutzers, die mit dem mobilen Gerät aufgenommen und 
von der Software erkannt werden, werden auf den Server übertragen. Sobald diese Datei 
vollständig auf den Server geladen wurde, wird eine http-Anfrage an ein php-Skript 
(Anhang H) gesendet, das das openSMILE-Programm anweist, diese Datei zu analysie-
ren. Das Ergebnis wird dem mobilen Gerät übermittelt, damit es das Emotionsergebnis 
weiter verarbeiten kann und, auf diesem Ergebnis aufbauend, die nächsten Schritte ein-
leitet. [vgl. Eyben et al., 2013] 
7.2 Hardware 
Entsprechend der Systemarchitektur wurden bestimmte Hardwarekomponenten gewählt 
und den einzelnen Anwendungen zugeordnet. Das Molediwo-System besteht aus zwei 
Front-Ends, dem Molediwo-Studio und der Molediwo-WorkApp sowie dem Back-End 
Molediwo-DataCenter. Das Molediwo-Studio Front-End läuft auf einem Windows-
Rechner, auf dem mindestens Windows-Vista und das Microsoft .Net Framework 4.5 
installiert sind. Für die Molediwo-WorkApp gilt die Minimalanforderung an das mobile 
Gerät, dass mindestens Android 3.0 (Honeycomb) darauf läuft. Als Zielplattform ist die 
Android Version 4.2 (JellyBean) angedacht. Die mobilen Geräte müssen eine Kamera 
besitzen, die einen Autofokus hat, damit sich beim Scannen der Barcodes die Entfer-
nung automatisch einstellt. 
Sowohl für das Molediwo-Studio als auch für die Molediwo-WorkApp ist eine Verbin-
dung zum Internet erforderlich, damit sie mit dem Molediwo-DataCenter kommunizie-
ren können. Während das Studio eine Verbindung benötigt, um Inhalte zu editieren, ist 
für die Molediwo-WorkApp die Internetverbindung während des Betriebs erforderlich, 
damit die nötigen Inhalte aus der Datenbank geholt werden können oder damit die Emo-
tionserkennung, die serverseitig läuft, durchgeführt werden kann. Die medialen Elemen-
te müssen vorab auf das mobile Gerät geladen werden. um eine Verzögerung durch 
Nachladen der Inhalte zu vermeiden. 
Das Molediwo-DataCenter läuft auf einem Linux-Server und besteht zum einen aus 
einer MySQL-Datenbank und zum anderen aus der Möglichkeit Dateien mit Hilfe des 
FTP-Protokolls hoch- bzw. runterzuladen. Hier wird die Emotionserkennung durchge-
führt, indem eine Sprachaufnahme hochgeladen, durch das Emotionserkennungsanwen-
dung openSMILE analysiert und das Ergebnis dem mobilen Gerät zurückgegeben wird. 
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7.2.1 Datenbank 
Die Datenbank läuft als MySQL-Datenbank auf einem Linuxserver, der über das Inter-
net erreichbar ist. In der Datenbank werden zum einen Informationen über Nutzerin 
Form eines Profils gespeichert. Zum anderen werden Metadaten zu den Fotos und Vi-
deos gespeichert und Informationen darüber, wie sie verwendet werden sollen. Es wer-
den Log-Informationen gespeichert, die zeigen, wann welche Elemente genutzt wurden, 
auch Informationen zum Nutzungsverhalten der Personen sowie zu den erkannten Emo-
tionen, damit das System mit diesen Daten lernen und bessere Unterstützung bieten 
kann.15 Ein dazugehöriges Datenbankdiagramm ist in Anhang I dokumentiert. 
7.2.2 Datenspeicher 
Auf die medialen Daten kann mit Hilfe des FTP-Protokolls zugegriffen werden. Diese 
liegen auf dem gleichen Server wie die MySQL-Datenbank, in der die Dateinamen hin-
terlegt sind, damit auf die Dateien über ihren Namen zugegriffen werden kann. Die 
Speicherstruktur ist in vier Bereiche aufgeteilt, um einfacher auf die entsprechenden 
Dateien zuzugreifen. Diese sind auf die Inhalte der Dateien bezogen und lassen sich in 
die Bereiche Audio-Dateien, Video-Dateien, Fotos und Thumbnails aufteilen. Ein 
Thumbnail wird beim Anlegen eines „StoryLineItems“ erzeugt, damit es dann direkt 
verwendet werden kann und nicht bei jedem Zugriff neu erzeugt werden muss. 
 
Abbildung 20: Datenspeicher Ordnerstruktur 
7.2.3 Kommunikation 
Die Kommunikation der Hardwarekomponenten findet nur zwischen je einem der 
Frontends und dem Backend statt. Zwischen dem Molediwo-Studio und der Molediwo-
WorkApp gibt es keinen direkten Kommunikationskanal. Das Molediwo-Studio kann 
sowohl auf die Datenbank als auch auf den FTP-Server schreibend und lesend zugrei-
fen. Die Molediwo-WorkApp hat lesenden Zugriff auf die Inhalte. Nur zum Loggen der 
erkannten Emotionen und zum Speichern der Interaktion ist auch schreibender Zugriff 
auf die Datenbank möglich. 
15 Unter Berücksichtigung der Datenschutzauflagen 
                                                 
7 Design und Implementation von MOLEDIWO 116 
 
Abbildung 21: Kommunikation Molediwo-Studio und Molediwo-DataCenter 
Die Kommunikation der beiden Frontends mit dem Backend unterscheidet sich dahin-
gehend, dass es von einem Android-System nicht direkt möglich ist, eine Anfrage an 
eine MySQL-Datenbank zu stellen (vgl. Abbildung 21 und Abbildung 22). Hier kommt 
eines der bereits erwähnten php-Skripte (Anhang G) zur Anwendung, indem vom mobi-
len Gerät eine http-Anfrage an das php-Skript geschickt und diesem als Parameter das 
eigentliche SQL-Statement mitgegeben wird. Dieses Skript liegt auf dem gleichen Ser-
ver, auf dem sich auch die MySQL-Datenbank befindet, was es wiederum dem Skript 
ermöglicht auf die Datenbank zuzugreifen und das übergebene SQL-Statement auszu-
führen. Die von der Datenbank zurückgegebenen Daten werden dann vom php-Skript in 
ein Json-Objekt verpackt und dem mobilen Gerät als Antwort übermittelt. Das mobile 
Gerät kann diese Daten dann entsprechend der Anfrage weiter verarbeiten (siehe Abbil-
dung 22 und Abbildung 23).  
 
7 Design und Implementation von MOLEDIWO 117 
 
Abbildung 22: Kommunikation Molediwo-WorkApp und Molediwo-DataCenter 
 
Abbildung 23: Detaillierte Netzwerkkommunikation zwischen der Molediwo-WorkApp 
und der Datenbank 
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 Spracherkennung 7.2.3.1
Für reine Spracherkennung wäre die Nutzung der in Android integrierten Erkennung 
vollkommen ausreichend. Allerdings ist es nicht möglich, die Sprachaufnahme als Byte-
Array oder in einer anderen Form weiter zu verwenden, weil der Zugriff auf die 
Sprachdaten nicht möglich ist. Für die Emotionserkennung ist dies jedoch notwendig, 
damit das gesprochene Kommando an die openSMILE-Anwendung weitergegeben wer-
den kann. Ein Diagramm zum Ablauf der Sprach- und Emotionserkennung kann im 
Anhang J eingesehen werden.  
Abbildung 24: Beispiel Rückgabe der Speech-API für die Aussage "ja" 
Um eine Erkennung von Sprachkommandos und Emotionen durchführen zu können, ist 
es notwendig, eine externe Spracherkennung mit zu integrieren, die die Möglichkeit 
bietet, eine Sprachaufnahme übergeben zu bekommen und diese auszuwerten. In der 
Molediwo-WorkApp wird die Speech-API, die auch in Google Chrome verwendet wird, 
genutzt. Diese bietet die Möglichkeit, eine eigene Aufnahme zu übergeben und ein ent-
sprechendes Spracherkennungsergebnis als Rückgabe zu bekommen. Hierzu wurde eine 
eigene Methode implementiert, die versucht, mit dem Beginn eines Wortes oder eines 
Satzes die Aufnahme zu starten und sie beim Beenden abschließt, um sie weiterzuge-
ben. Wenn in der Rückgabe der Speech-API eines der im System verwendeten Kom-
mandos erkannt wird, wird die Sprachaufnahme an die openSMILE-Anwendung über-
geben für die Durchführung einer Emotionsanalyse. 
 Emotionserkennung 7.2.3.2
Um die Emotion eines Benutzers der Molediwo-WorkApp zu ermitteln, muss zunächst 
eines der gesprochenen Kommandos, die zur Interaktion mit dem System notwendig 
sind, aufgenommen worden sein. Diese Aufnahme wird dann in einen vordefinierten 
Ordner auf den entsprechenden Server hochgeladen, um dort analysiert zu werden. Als 
nächstes wird eine http-Anfrage mit dem Namen der hochgeladenen Datei als Parameter 
an ein php-Skript (Anhang H) geschickt, das die openSMILE-Anwendung startet. Als 
Parameter wird der Dateiname übergeben. Das Ergebnis der Analyse wird in eine tem-
poräre Datei geschrieben. Der Inhalt, als Rückgabe auf die http-Anfrage, wird wieder an 
die Molediwo-WorkApp geschickt. Ein Beispiel für eine solche Rückgabe ist im Anhang 
E dargestellt. 
{"result":[]} 
{"result":[{"alternative":[{"transcript":"ja","confidence":0.55671078},{"transcript":"Yahoo"}, 
{"transcript":"Ja"},{"transcript":"tja"}],"final":true}],"result_index":0} 
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7.3 Molediwo-Studio und Molediwo-WorkApp 
Molediwo besteht aus den beiden Applikationen Molediwo-Studio und Molediwo-
WorkApp. Im Folgenden werden diese beiden Applikationen mit ihren Funktionen und 
ihrem Screen-Design beschrieben. 
7.3.1 Molediwo-Studio 
Das Molediwo-Studio wird im Gesamtsystem zur Content-Generierung genutzt. Es wer-
den hier die Daten der Benutzer16 mit den entsprechenden Metadaten angelegt und bear-
beitet und die visuellen und auditiven Elemente werden erzeugt und bearbeitet. Das 
Studio ist in verschiedene Bereiche unterteilt. Zum einen gibt es den Bereich der Mitar-
beiterübersicht, in dem Daten von Mitarbeitern/Beschäftigten angelegt und bearbeitet 
und spezielle Metadaten zugeordnet werden können. Zum anderen werden hier die visu-
ellen und auditiven Elemente („StoryLineItem“) erstellt, die aus verschiedenen einzel-
nen Bausteinen bestehen. Dies wird im Folgenden detaillierter betrachtet.  
Aus diesen einzelnen „StoryLineItems“ können in einer Art Storyboard Arbeitsanwei-
sungen zusammengestellt werden. Diese Storyboards werden in drei unterschiedlichen 
Stufen erstellt, auch dazu unten mehr. Um diese erstellten Arbeitsanweisungen zusam-
menfassen zu können, kann man Arbeitsbereiche deklarieren und die einzelnen Anwei-
sungen zu Gruppen zusammenzufassen. 
 Navigation 7.3.1.1
Der Wechsel zwischen den verschiedenen Bereichen 
des Molediwo-Studios und weitere wichtige Funktio-
nen, wie das Speichern oder Anlegen, werden über die 
Navigationsleiste am oberen Rand bewerkstelligt. Es 
gibt Elemente, die immer vorhanden sind (Abbildung 
26 und 27) und solche, die sich dynamisch dem aktuel-
len Bereich anpassen.  
 
 
 
 
 
 
16 Siehe 2.3 Selbstbestimmung der Beschäftigen – Datenschutz 
Abbildung 25: Neu, Bear-
beiten und Löschen 
Abbildung 26: Einstellungen und Aus-
loggen 
Abbildung 27: Modus-Auswahl 
                                                 
7 Design und Implementation von MOLEDIWO 120 
Abbildung 32: 
Vorschau 
Abbildung 29: Neu und Speichern Abbildung 28: Suche 
Zu den statischen Bereichen gehört die Auswahl des Modus (Abbildung 27). Hier kann 
man zwischen den Bereichen auswählen, die folgenderweise bezeichnet sind: „Arbeits-
bereiche“, „Anweisung-Storyboard“, „Mitarbeiter“ und „Cutter-Modus“. Diese Be-
zeichnungen wurden mit der Arbeitsvorbereitung (die auch Zielgruppe dieser Anwen-
dung ist) abgesprochen. Jeder dieser Buttons führt zu einer anderen Bearbeitungsober-
fläche. In einem weiteren dauerhaft sicht- und nutzbaren Bereich (Abbildung 26) kann 
man zum einen die Einstellung für die Verbindung zur Datenbank und zum FTP-Server 
ändern, sich ausloggen oder das ganze Programm beenden.  
Je nachdem, welcher Modus ausgewählt ist, können ergänzende Menü-Elemente er-
scheinen. „Neu“, „Bearbeiten“ und „Löschen“ (Abbildung 25) ist nur für Arbeitsanwei-
sungen, Arbeitsbereiche und Mitarbeiter verfügbar. „Neu“ und „Speichern“ (Abbildung 
29) können im „Anweisungs-Storyboard“ und im „Cutter-Modus“ genutzt werden. Ein 
weiteres Element, das überall, außer im Cutter-Modus, genutzt werden kann, ist die 
„Suche“ (Abbildung 28). Diese bietet die Möglichkeit nach bestimmten Ausdrücken zu 
filtern oder nach bestimmten Begriffen zu suchen.  
 
 
 
 
 
Für einige Modi gibt es spezifische Funktionen im Navigationsbereich, die zur besseren 
Erkennung mit Umrandung in oranger Farbe dargestellt werden. Hierzu zählen die Foto- 
oder Videobearbeitung im Cutter-Modus, die Ansicht der Nutzungs- und Emotionssta-
tistiken im Mitarbeiterbereich und die „Vorschau“ des Anweisung-Storyboards. 
 
 
 
 
 
 
 
Abbildung 30: 
Foto- und Video-
bearbeitung 
Abbildung 31: Statistiken 
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 Arbeitsbereiche 7.3.1.2
Ein Arbeitsbereich dient zur Gruppierung und Einordung von einzelnen Arbeitsanwei-
sungen in einen gemeinsamen Kontext. Arbeitsbereiche können zum Beispiel die Gärt-
nerei, die Reinigung oder jeder weitere Bereich sein, zu dem Arbeitsanweisungen ange-
legt werden. Die Einteilung gibt zum einen eine klarere Übersicht über die verschiede-
nen Kontexte, ermöglicht aber auch ein schnelles Wiederfinden von bestehenden Ar-
beitsanweisungen zur Überarbeitung.  
 
Abbildung 33: Übersicht über bestehende Arbeitsbereiche und Arbeitsanweisungen 
Über die Reiter „aktive Arbeitsbereiche“ und „Arbeitsbereiche ohne Anweisung“ kann 
man sich alle angelegten Arbeitsbereiche ansehen. Hinter dem ersten Reiter ist eine 
Übersicht der erstellten Arbeitsanweisungen zu einem Arbeitsbereich mit Kurzbeschrei-
bungen hinterlegt. Durch einen Doppelklick auf eine dieser Arbeitsanweisungen gelangt 
man in den Anweisung-Storyboard-Bereich, wo man eine detaillierte Beschreibung der 
Arbeitsanweisungen mit Teilschritten erhält. 
 Cutter-Modus 7.3.1.3
Eine Arbeitsanweisung besteht aus kleinen Teilschritten, die den gesamten Arbeitsab-
lauf beschreiben. Diese Teilschritte werden im Weiteren „StoryLineItem“ genannt, da 
dort, in Anlehnung an eine Storyboard, der Ablauf in kleinen Einheiten (Items) erläutert 
wird. Ein StoryLineItem kann entweder aus einem kurzen Video oder einem Foto be-
stehen. Ein Foto kann durch Markierungen und gesprochenen Text angereichert werden. 
Bei einem Video gibt es die Möglichkeit den bestehenden Ton zu nehmen oder diesen 
durch eine neue Sprachaufnahme zu ersetzen. Diese Bearbeitungsmöglichkeit von Vi-
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deos und Fotos sind als Möglichkeiten im Cutter-Modus zu finden und werden unten 
erklärt. 
7.3.1.3.1 Foto 
Bei der Erstellung eines Foto-StoryLineItems müssen von einzelnen Elementen (z.B. 
Werkzeuge, Materialien, Abläufe) vorab Bilder erzeugt werden. Das  Bild wird über 
den Button „Bild öffnen“ in das Molediwo-Studio geladen, wo das Bild dann angezeigt 
wird. Die Bilder können dann im Molediwo-System durch weitere Elemente angerei-
chert werden. 
Im Informationsbereich auf der rechten Seite kann man dem StoyLineItem einen Titel 
und eine Beschreibung hinzufügen, damit andere oder auch die erstellende Person selbst 
später wissen, was mit diesem Bild ausgedrückt werden soll. Das StoryLineItem muss 
einem Arbeitsbereich zugeordnet werden, damit es gut wiedergefunden werden kann. 
Informationen zum Erstellungs- und Änderungszeitpunkt werden automatisch vom Sys-
tem beim Speichern gesetzt. Im unteren Bereich können zwei Audioaufnahmen zum 
Bild erstellt oder bereits bestehende geladen werden. Zwei Audioaufnahmen sind nötig, 
da die verbale Erklärung zu diesem Bild sowohl in „normaler“ als auch in „einfacher“ 
Sprache vorliegen soll. Die Beschreibung in „einfacher“ Sprache ist allerdings optional, 
sodass der erstellende Mitarbeiter selbst entscheiden kann, ob die „normale“ Beschrei-
bung für alle verständlich ist oder ob zusätzlich eine „einfache“ Variante nötig ist. 
 
Abbildung 34: Erstellung eines Foto-StoryLineItem 
Direkt unter dem Bild besteht über den Button „Bild bearbeiten“ die Möglichkeit das 
Bild durch kleine Elemente zu ergänzen. In diesem Modus kann man rote Kreise oder 
Pfeile auf dem Bild hinzufügen und damit auf bestimmte Dinge im Bild hinweisen oder 
7 Design und Implementation von MOLEDIWO 123 
diese hervorheben. Dies bietet auch die Möglichkeit in der verbalen Erläuterung darauf 
einzugehen und so eine bessere Fokussierung zu erreichen. Nach dem Drücken auf den 
„Übernehmen“-Button wird das bearbeitete Bild anstelle des unbearbeiteten Bildes im 
StoryLineItem-Modus angezeigt. Das Originalbild bleibt weiterhin unverändert im Da-
teisystem gespeichert. 
 
Abbildung 35: Anreichern eines Bildes durch zusätzliche Elemente 
Zum Abspeichern im Molediwo-System und für die Nutzung des Foto-StoryLineItems 
zur Erstellung von Arbeitsanweisungen muss im Navigationbereich der „Speichern“-
Button gedrückt werden. Nun wird zunächst geprüft, ob alle notwendigen Angaben ge-
macht wurden. Wenn entsprechende Eingaben fehlen, wird darauf hingewiesen. Bei 
Vollständigkeit werden die medialen Inhalte auf den FTP-Server geladen und die Me-
tainformationen werden in die Datenbank geschrieben. 
7.3.1.3.2 Video 
In einem Video-StoryLineItem kann man in einem kurzen Video den Teilablauf einer 
Arbeitsanweisung erläutern. Es ist nicht von Bedeutung, ob man den gesamten Ablauf 
in einem Stück aufgenommen hat oder bereits Teilstücke als einzelne Aufnahmen be-
sitzt, da man im Molediwo-Studio mit Hilfe der freien Software FFmpeg verschiedene 
Videoformate schneiden und bearbeiten kann.  
Um ein Videoelement zu bearbeiten und weitere Informationen dazu anzugeben, muss 
das Video zunächst über den Button „Video-Datei öffnen“ in das Molediwo-Studio ge-
laden werden. Das Video wird geladen und der erste Frame gezeigt. Im Bereich rechts 
kann man diesem StoryLineItem einen Titel, eine Beschreibung sowie einen Arbeitsbe-
reich zufügen. Die Informationen zum Erstellungsdatum oder zum Datum der letzten 
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Änderung sowie der Länge des Videos werden, ebenso wie bei Fotos, vom System au-
tomatisch gesetzt. 
 
Abbildung 36: Erstellung eines Video-StoryLineItem 
Um das Video zu schneiden oder eine neue Tonspur hinzuzufügen, muss der Button 
„Video-Datei bearbeiten“ ausgewählt werden. Im sich öffnenden Fenster hat man nun 
die Möglichkeit die Videospur und die Tonspur des Videos zu bearbeiten. Beim Bear-
beiten der Videospur kann man durch Anklicken der Zeitleiste zu jedem Frame (Zeit-
punkt) innerhalb des Videos springen. Wenn man einen geeigneten Startzeitpunkt ge-
funden hat, drückt man den Button „Startpunkt setzen“ und platziert an dieser Stelle 
einen grünen Marker. Entsprechend kann man dies für den Endzeitpunkt tun, indem 
man den Button „Endpunkt setzen“ nutzt. Wenn Start- und Endpunkt gesetzt sind und 
der Endpunkt sich nicht vor dem Startpunkt befindet, wird der Button „Video schnei-
den“ angezeigt. Durch Betätigung dieses Buttons wird das Video auf den Bereich zwi-
schen Start- und Endzeitpunkt gekürzt. 
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Abbildung 37: Bearbeitung der Videospur 
Zum Ändern der Audiospur zu einem Video muss man in den Audiospur-Reiter wech-
seln. Hier kann man sowohl eine Audio-Aufnahme in „normaler“ als auch in „einfa-
cher“ Sprache zu dem Video aufnehmen. Dies ersetzt jeweils die Originaltonspur und es 
wird eine neue Datei erzeugt. Das Betätigen eines der beiden roten Kreise zum Auf-
nehmen lässt das Video ohne Ton beginnen und die Audio-Aufnahme starten, damit 
man passend zum bewegten Bild die erklärenden Worte einsprechen kann. Mit dem 
betätigen des „Übernehmen-Buttons“ wird das Video in ein für Android-Geräte abspiel-
bares Format konvertiert.  
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Abbildung 38: Bearbeitung der Audiospur 
Abschließend wird ein Vorschaubild (Button „Vorschau setzen“) erzeugt, das im weite-
ren Verlauf als Thumbnail für dieses StoryLineItem dient. Die Bearbeitung des Video-
StoryLineItems wird mit dem Druck auf den „Speichern“-Button abgeschlossen. Die 
Eingaben werden dabei auf Vollständigkeit überprüft. Wenn dies positiv geprüft ist, 
wird das Video in ein für Android-Geräte kompatibles Format konvertiert, wenn dies 
nicht bereits bei der Bearbeitung der Videodatei geschehen ist. Es werden zwei Video-
dateien erzeugt, wenn man sowohl eine Tonspur in „normaler“ als auch eine in „einfa-
cher“ Sprache aufgenommen hat. Die Videospur wird jeweils mit der entsprechenden 
Audiospur zusammengefasst und die ursprüngliche Audiospur wird überschrieben. 
 Anweisung-Storyboard 7.3.1.4
Zur Erstellung von Arbeitsanweisungen gelangt man im Navigationsbereich über den 
Punkt „Anweisung-Storyboard“. Hier werden sowohl die beschreibenden Metadaten 
erstellt als auch die einzelnen StoryLineItem einer Anweisung ausgewählt und für die 
Darstellung auf den mobilen Geräten organisiert (Anhang K). 
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Abbildung 39: Arbeits-
anweisung-Metadaten 
Der linke Bereich (Abbildung 39) ist für die Metadaten re-
serviert, die zur Arbeitsanweisung gehören, wie zum Bei-
spiel Titel, Beschreibung und Artikelnummer, die in der 
Molediwo-WorkApp für den Barcode gebraucht werden. Es 
kann ein Arbeitsbereich angegeben werden, um die Anwei-
sung einordnen und schneller wiederfinden zu können.  
Im rechten Bereich werden alle erstellten StoryLineItems 
nach Arbeitsbereichen aufgelistet (Abbildung 41) und die-
nen der Erstellung der Storyline, die den Arbeitsablauf be-
schreibt. Diese Storyline wird in der Bildschirmdarstellung 
in der Mitte angezeigt. Die Thumbnails der StoryLineItems 
aus dem rechten Bereich werden dabei in den „sehr detail-
lierten“-Bereich („s. det.“ – nur in diesem Bereich können 
die Thumbnails angezeigt werden, da dies die Basisstoryline 
ist, von der die verschiedenen Varianten abgeleitet werden) 
der Storyline gezogen (Abbildung 40). Durch Drag and Drop kann hier die Reihenfolge 
der StoryLineItems geändert und angepasst werden. Damit die Anweisung für unter-
schiedliche Beschäftigte nutzbar ist, kann man für diejenigen StoryLineItem ein Häk-
chen setzen, die auch in der „detaillierten“ („det.“) und der “normalen“ („norm.“) An-
weisung genutzt werden sollen. Dadurch werden alle erstellten Arbeitsanweisungen in 
drei Detaillierungsgraden erstellt, was es dem System ermöglicht, für jeden Beschäftig-
ten die für ihn passende Anweisung auszuwählen.  
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 40: Arbeits-
schritte der Anweisung 
Abbildung 41: Verfügbare StoryLineItem nach Berei-
chen geordnet 
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Um einen Eindruck zu bekommen, wie die Arbeitsanweisung auf dem mobilen Gerät 
dargestellt wird, gibt es in der Navigationsleiste den Button „Vorschau“. Dies simuliert 
die Darstellung auf dem mobilen Gerät. Damit kann der Ersteller vorab ohne mobiles 
Gerät testen, ob die Anweisung ausreicht und verständlich ist.  
 Mitarbeiter 7.3.1.5
Beim Anlegen von Mitarbeitern17 kann über die Rechtezuweisung eine von zwei Nut-
zungsmöglichkeiten zugewiesen werden: Zum einen kann ein Mitarbeiter Rechte be-
kommen, das Molediwo-Studio zu nutzen, um damit Anweisungen und Arbeitsschritte 
zu erstellen. Zum anderen können Informationen in einem Profil zu einem Beschäftigten 
hinterlegt werden, damit die Molediwo-WorkApp sich während der Nutzung personali-
siert auf den jeweiligen Nutzenden einstellen kann. 
 
Abbildung 42: Übersichtsliste der Mitarbeiter im System 
Bei beiden Varianten ist es nötig eine Namenskennung für die Person anzugeben. Wenn 
diese Person das Molediwo-Studio nutzen soll, sind zudem die Angabe eines Benutzer-
namens und eines Passworts notwendig, damit diese sich verifizieren kann. Für das 
Molediwo-Studio gibt es zwei Arten von Rechten: Zum einen das Recht „Autor“, das es 
erlaubt, neue Inhalte zu erstellen oder bestehende zu bearbeiten. Zum anderen das Recht 
„Superuser“, das es zusätzlich ermöglicht, neue Mitarbeiterdaten zu erstellen oder Ein-
stellungen zu verändern. 
Für das Erstellen von Daten für einen neuen Beschäftigten, der die Molediwo-WorkApp 
verwenden soll, sind differenzierte Angaben notwendig. Zur Verifizierung sind in die-
sem Fall nicht ein Benutzername und ein Passwort notwendig, sondern eine Barcode-
ID, die sich auch auf dem Namensschild des Beschäftigten befindet. Weitere Angaben 
sind notwendig, damit das System eine personalisierte Unterstützung bieten kann: Es ist 
die Angabe notwendig, ob die Inhalte in „normaler“ oder „einfacher Sprache“ zur Ver-
fügung gestellt werden müssen und die Angabe, mit welchem Detaillierungsgrad (nor-
mal, detailliert, sehr detailliert) die Inhalte zur Verfügung gestellt werden sollen. Für 
bestimmte Beschäftigte ist es darüber hinaus notwendig, dass nachgefragt wird, ob sie 
17 Siehe 2.3 Selbstbestimmung der Beschäftigen – Datenschutz 
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den letzten Schritt abgeschlossen haben und weiter ihrer Tätigkeit nachgehen. Es kann 
eine Zeitspanne angegeben werden, nach der diese Überprüfung durchgeführt werden 
soll.  
 
Abbildung 43: Detailansicht eines Mitarbeiters 
Für die Erkennung des aktuellen emotionalen Zustands ist ein Intervall anzugeben, in 
dem die erkannten Emotionen betrachtet werden, damit daraus ein aktueller Zustand 
abgeleitet werden kann. Wenn der Beschäftigte als zu aggressiv oder zu lustlos einge-
stuft wird, sind Angaben notwendig, wie das System auf den erkannten Zustand reagie-
ren soll. Für beide Varianten stellt die Software das gleiche Repertoire an Reaktionen 
zur Verfügung. Eine Variante ist, dass Musik abgespielt wird, dafür stehen – je nach 
diagnostizierter Emotion - unterschiedliche Musikstile zur Verfügung. Eine weitere 
Möglichkeit besteht darin, einen Text einzugeben, der dem Beschäftigten vorgespro-
chen werden soll. Eine dritte Variante, die angedacht aber nicht umgesetzt ist, wäre die 
Möglichkeit, dem Beschäftigten ein Spiel anzubieten, das ihn ablenkt, seine aggressive 
Haltung reduziert oder durch das er angeregt wird. 
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7.3.1.5.1 Statistiken 
Im Molediwo-Studio gibt es spezifische Möglichkeiten des Feedbacks für die Mitarbei-
ter der Arbeitsvorbereitung. Mit Statistiken werden sowohl Informationen zum Nut-
zungsverhalten als auch zu den erkannten Emotionen visualisiert. Es gibt zwei unter-
schiedliche Statistiken, die sich vom Aufbau jedoch ähneln: Die eine Statistik dient dem 
Nutzer des Molediwo-Studios dazu, eine Übersicht über die Nutzung des Systems zu 
erhalten. Diese Angaben werden sowohl tabellarisch als auch in einem Balken- bzw. 
einem Tortendiagramm dargestellt. Die allgemeine Nutzungsübersicht zeigt an, wie oft, 
wann und von wem eine Arbeitsanweisung genutzt wurde. Dies kann auch auf die Nut-
zung nur einer bestimmte Anweisung beschränkt werden, sodass eine Übersicht über die 
Nutzung der einzelnen Schritte einer Anweisung erhältlich ist. Beide Anzeigen lassen 
sich auch zielgerichtet für einen bestimmten Nutzer visualisieren18.  
 
Abbildung 44: Nutzungsstatistik 
Die Statistik zu den erkannten Emotionen bietet dem Anwender zum einen eine tabella-
rische Übersicht darüber, welche Emotion wann zu welchem Nutzer bei welchem Ar-
beitsschritt erkannt wurde. Zu dieser Tabelle gibt es, analog zu den Nutzungsstatistiken, 
sowohl ein Balken- als auch ein Tortendiagramm, die die Häufigkeit der erkannten 
Emotionen visualisieren. Diese Angaben lassen sich sowohl auf einen bestimmten Be-
nutzer als auch auf eine bestimmte Anweisung spezifizieren. 
18 Siehe 2.3 Selbstbestimmung der Beschäftigen – Datenschutz 
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Abbildung 45: Emotionenstatistik 
7.3.2 Molediwo-WorkApp 
Die Molediwo-WorkApp ist das assistierende Element des Gesamtsystems. Es dient den 
Beschäftigten als Unterstützung in ihrem Arbeitsablauf. Nach der Authentifizierung mit 
Hilfe eines Barcodes kann der Barcode an dem Arbeitsplatz, an dem eine Hilfe benötigt 
wird, gescannt werden. Über vom Nutzer gesprochene Kommandos kann mit dem Sys-
tem interagiert werden, um sich die einzelnen Arbeitsschritte erläutern zu lassen. Das 
System erfasst anhand der gesprochenen Kommandos auch den emotionalen Zustand 
des Nutzers und lässt dies in die Entscheidungsfindung für die nächsten Schritte einflie-
ßen. Das System versucht, sich auf den Kontext und die emotionale Verfassung anzu-
passen und die am besten geeignete Entscheidung zu treffen. So kann es zum Beispiel 
sein, dass der nächste Schritt im Arbeitsablauf präsentiert wird, aber auch, dass das Sys-
tem versucht, auf den Benutzer einzugehen um ihn zu motivieren oder zu beruhigen. 
 Interaktion 7.3.2.1
Es gibt verschiedene Interaktionsmöglichkeiten in der Molediwo-WorkApp. Zur Erken-
nung der nutzenden Person19 wird der Barcode des Beschäftigten eingescannt; dafür 
wird die Kamera des mobilen Gerätes genutzt. In gleicher Weise wird verfahren, um die 
assistierende Arbeitsanweisung angezeigt zu bekommen. Es wird dafür der entspre-
chende Barcode gescannt, der sich am jeweiligen Arbeitsplatz befindet. 
Eine weitere Interaktionsvariante ist die Nutzung des Touchscreens. Dieser soll jedoch 
nur in Ausnahmefällen genutzt werden, um die Hände für manuelle Arbeit frei zu hal-
ten. Die Interaktion findet in der Regel über Sprache statt. Dafür gibt es festgelegte 
19 Siehe 2.3 Selbstbestimmung der Beschäftigen – Datenschutz 
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Kommandowörter. Tabelle 7 zeigt eine Übersicht über die implementierten und erprob-
ten Kommandos und ihre Behandlung im System. In Tabelle 8 werden Kommandos und 
ihre entsprechende Auswirkung auf das System aufgeführt, die geplant aber nicht mehr 
umgesetzt wurden. 
Bezeichnung Auswirkung 
Weiter Der nächste Teilschritt der Arbeitsanweisung wird angezeigt 
Vor Der nächste Teilschritt der Arbeitsanweisung wird angezeigt 
Zurück Der vorherige Teilschritt der Arbeitsanweisung wird angezeigt 
Wiederholen Der aktuelle Teilschritt der Arbeitsanweisung wird noch einmal 
gestartet 
Beenden Die Molediwo-WorkApp wird beendet 
Ja Positive Antwort auf eine Nachfrage 
Nein Negative Antwort auf eine Nachfrage 
Tabelle 7: Auflistung der möglichen Sprachkommandos 
Bezeichnung Auswirkung 
Hilfe Ein betreuender Mitarbeiter wird gerufen 
Langsamer Die Anweisung wird in einer detaillierteren Stufe dargestellt 
Schneller Die Anweisung wird in einer weniger detaillierten Stufe dargestellt 
Pause Evtl. ein Spielangebot oder ähnliches 
Tabelle 8: Auflistung geplanter, aber nicht umgesetzter Sprachkommandos 
 Screendesign der App 7.3.2.2
7.3.2.2.1 Login 
Der erste Schritt ist die Authentifizierung des Beschäftigten, damit das System die eige-
nen Interaktionen dem jeweiligen Beschäftigten anpassen kann20. Da viele Menschen 
mit Lernschwierigkeiten nicht richtig schreiben und lesen können, ist eine herkömmli-
che Eingabe von Benutzername und Passwort nicht möglich. Stattdessen wird auf die 
Möglichkeit des mobilen Gerätes zurückgegriffen, mit der freien Software zxing die 
Kamera als Barcodescanner zu verwenden. So authentifiziert sich der Benutzer, indem 
20 Siehe 2.3 Selbstbestimmung der Beschäftigen – Datenschutz 
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er seinen Barcode einscannt, wenn er dazu aufgefordert wird. Durch den hinterlegten 
Inhalt des Barcodes kann das System den Benutzer verifizieren und sich im weiteren 
Verlauf der Nutzung auf die speziellen Bedürfnisse des Benutzers einstellen.  
 
Abbildung 46: Login-Barcode-Scan 
7.3.2.2.2 Auswahl Arbeitsanweisung  
Wie bereits vorher beschrieben, wird die Arbeitsanweisung zum jeweiligen Arbeitsplatz 
in ähnlicher Weise ausgewählt, mit Hilfe von Barcodes, die mit der Kamera des mobi-
len Gerätes eingescannt werden. So kann kontextuell die richtige, assistierende Arbeits-
anweisung ausgegeben werden. Da das System an die kognitiven Fähigkeiten der Ziel-
gruppe angepasst ist, stellt das Barcode-Lesen eine wichtige Unterstützung dar, um die 
„richtige“ Anweisung geben zu können und Hilfestellung zu bieten. 
 
Abbildung 47: Barcodescan des Arbeitsplatzes 
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7.3.2.2.3 Anzeige Arbeitsanweisung  
Die grafische Darstellung der einzelnen Teilschritte einer assistierenden Arbeitsanwei-
sung ist in zwei Bereiche aufgeteilt: Der obere Bereich dient der Orientierung, er gibt 
eine Übersicht über die vorherigen, die aktuellen und die folgenden Teilschritte. Im 
Hauptbereich wird der jeweils aktuelle Teilschritt dargestellt. 
Der obere Übersichtsbereich enthält mittig und rot umrandet jeweils ein kleines 
Thumbnail des aktuellen Teilschritts der assistierenden Arbeitsanweisung. Links davon 
befinden sich Thumbnails der bereits abgearbeiteten und rechts davon Thumbnails der 
noch kommenden Arbeitsschritte. Es werden kognitive Anreize geboten, ab und zu die 
Lesefähigkeit zu trainieren. Neben den Thumbnailelementen wird durch kleine darüber-
stehende Zahlen die Position des Teilschrittes innerhalb der Anweisung hervorgehoben 
und die darunter stehende Beschriftung benennt den jeweiligen Teilschritt. Für die ei-
gentliche Bedienung sind nur die Bildelemente entscheidend, die Textzusätze haben 
lediglich herausfordernden Charakter. Am rechten Rand des oberen Bereiches ist ein 
Mikrofon zu erkennen, dessen Farbe zwischen grün und rot wechselt. Die grüne Farbe 
bedeutet, dass nun ein Kommando wie zum Beispiel „weiter“ oder „zurück“ eingespro-
chen werden kann und dann auch verarbeitet wird. Ein rotes Mikrofon hingegen zeigt 
an, dass zur Zeit keine Kommandos vom System erkannt und verarbeitet werden kön-
nen. Dies ist normalerweise nur der Fall, wenn gerade ein Video oder eine Audioauf-
nahme zu einem Bild abgespielt wird; dann soll verhindert werden, dass gesprochene 
Worte aus diesen Aufnahmen als Kommandos zurückgekoppelt und fehlinterpretiert 
werden. Diese ampelähnliche Metapher ist für die meisten Beschäftigten leicht ver-
ständlich, bedarf aber noch einer Überarbeitung für die Gruppe der Rot-Grün-Blinden.   
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Abbildung 48: Visualisierung einer Arbeitsanweisung 
Im Hauptbereich wird in maximaler Größe das Bild oder das Video des aktuellen Ar-
beitsschrittes angezeigt bzw. abgespielt. Über diesem Bild oder Video steht auch die 
Bezeichnung des aktuellen Teilschrittes. Dies soll, wie bereits erwähnt, diejenigen, die 
ein wenig lesen können, motivieren, die entsprechenden Titel zu den Aufgaben zu lesen 
und sich zu merken. 
7.3.2.2.4 Besondere Elemente  
Bei starker Änderung des emotionalen Zustands des Beschäftigten kann das System 
darauf schließen, dass die Person nicht mehr arbeitsfähig ist. Dies kann zum Beispiel 
auftreten, wenn der Beschäftigte zu aggressiv oder zu lustlos wird. In einem solchen 
Fall wird die unterstützende Assistenz gestoppt und das System beginnt, mit Hilfe be-
stimmter Interaktionen, auf die Person emotional bzw. stabilisierend einzugehen. 
Um Beschäftigte zu beruhigen oder wieder zu motivieren, gibt es drei Arten von Feed-
back: Die erste Variante ist, dass der nutzenden Person eine im Profil hinterlegte, moti-
vierende oder beruhigende Anweisung sprachlich mitgeteilt wird. Eine weitere Mög-
lichkeit besteht darin, dass eine bestimmte Musik vorgespielt wird, die der Situation 
entspricht und die im Profil der Person als geeignet hinterlegt ist. Eine entsprechende 
Auswahl ist im Profil des Lieblingsmusikstils hinterlegt. 
 Decision-Engine 7.3.2.3
Die Decision-Engine interpretiert die erkannten Emotionen, die in den Analysen der 
Sprachaufnahmen extrahiert wurden. Hierbei betrachtet sie maximal die letzten sechs 
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Ergebnisse. Die Analyseergebnisse fließen mit unterschiedlichen Gewichtungen (Tabel-
le 6, Seite 105) in die Interpretation ein.  
Die Interpretation der Daten liefert Werte bezüglich des emotionalen Zustandes des 
Beschäftigten hinsichtlich der komplementären Zustände Aggression und Ermüdung. 
Die Ergebnisse für Aggression bzw. Ermüdung werden entsprechend der zeitlichen Nä-
he gewichtetet und addiert (wie weiter oben bereits beschrieben). Für die Bestimmung 
des prozentualen Verhältnisses der komplementären Zustände werden die Summen der 
beiden Zustandswerte durch die Summe aller Werte geteilt. Dies wird sowohl für die 
Ergebnisse des emoDB- als auch des ABC-Modells gemacht. Beim emoDB-Modell 
fließt die Kategorisierung „Ärger“ in den aggressiven und „Langeweile“ sowie „Trau-
rigkeit“ in den lustlosen Zustand mit ein. Beim ABC-Modell weist die Kategorisierung 
„aggressiv“ auf einen aggressiven und „müde“ auf einen lustlosen Zustand hin. Eine 
beispielhafte Veranschaulichung dieser Berechnung kann in Anhang L genauer betrach-
tet werden. 
Die Ergebnisse der beiden Modelle werden mit den gesetzten Grenzwerten für „einge-
schränkt arbeitsfähig“ und „nicht arbeitsfähig“ verglichen und wenn nötig wird entspre-
chend reagiert. Sollten beide Werte über dem Grenzwert für „eingeschränkt arbeitsfä-
hig“ sein, aber keiner oder nur einer der Werte über dem Grenzwert „nicht arbeitsfä-
hig“, dann wird der Detaillierungsgrad der Arbeitsanweisung mit dem nächsten zu be-
trachtenden Schritt heraufgesetzt. Der Beschäftigte erhält dann eine ausführlichere As-
sistenz. Sollten sich die Werte beider Modelle über dem Grenzwert für „nicht arbeitsfä-
hig“ befinden, wird eines der im Profil hinterlegten Möglichkeiten aufgegriffen, um den 
Beschäftigten zu beruhigen oder zu motivieren (siehe Kapitel 7.3.2.2.4). 
7.4 Rolle der Werkstattleiter 
Für das Molediwo-System spielt der Werkstattleiter eine entscheidende Rolle und im 
Folgenden werden die wichtigsten Interaktionen beschrieben. Das System soll seine 
Arbeit ebenfalls unterstützen, aber nicht im Sinne einer direkten Assistenz, sondern als 
Hilfsmittel zur Unterstützung der Beschäftigten. Er ist dafür zuständig, den benötigten 
Content zu generieren und diesen auch zu warten. Er muss die Daten für die Beschäftig-
ten mit Lernschwierigkeiten anlegen und personalisierte Metadaten der jeweiligen Per-
sonen bereitstellen.  
Der Arbeitsablauf der Contentgenerierung stellt verschiedene Anforderungen an ihn. 
Zum einen muss er einen neu zu beschreibenden Arbeitsablauf in seiner Gesamtheit 
analysieren, um zu entscheiden, welche Teilschritte bei der Unterstützung relevant sind. 
Als nächstes ist es notwendig abzuwägen, in welcher Form, als Bild oder als Video, 
jeder Teilschritt für den Kontext am besten veranschaulicht werden kann. Im Weiteren 
müssen die Aufnahmen gemacht und zur Verfügung gestellt werden. Nach dem Hoch-
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laden der Aufnahmen werden diese im Cutter-Modus des Molediwo-Studios entspre-
chend bearbeitet und, wenn sinnvoll, werden erklärende Tonspuren hinzugefügt. Oft ist 
es hilfreich Bilder durch weitere Symbole anzureichern und dadurch verständlicher zu 
machen. Erst wenn alle notwendigen Teilschritte zur Beschreibung eines Arbeitsablaufs 
vorliegen, können diese zu einer Arbeitsanweisung zusammengefasst werden. Hierbei 
muss beachtet werden, dass alle Teilschritte für die „detaillierteste“ (im System mit 
„sehr detailliert“ bezeichnet) Anleitung erstellt werden müssen und ausgewählte Teil-
schritte lediglich für die nicht so „detaillierte“ (im System mit „detailliert“ bezeichnet) 
oder die „normale“ Anweisung (die kürzeste Anweisung, für geübte Beschäftigte) weg-
gelassen werden können. Mit folgender Tabelle wird eine Übersicht über die Grundar-
beitsschritte der Arbeitsvorbereitung (durch Werkstattleiter) im System geboten: 
Schritt # Bezeichnung Erläuterung 
1 Arbeitsablaufanalyse Analyse des gesamten Ablaufs einer Ar-
beitsaufgabe, für die eine assistierende Ar-
beitsanweisung erstellt werden soll 
2 Teilschrittextrahierung Extraktion der einzelnen Teilschritte, die 
den gesamten Ablauf konkret und nachvoll-
ziehbar visualisieren. 
3 Visualisierungsentscheidung Entscheidung, in welcher Form jeder einzel-
ne Teilschritt am besten visualisiert werden 
kann (Video oder Foto) 
4 Rohdatenerstellung Aufnahme von Videos oder Fotos, die die 
einzelnen Teilschritte beschreiben 
5 Aufbereitung Die aufgenommenen Daten werden im 
Molediwo-Studio geschnitten und durch 
neue Audiospuren und Symbole angerei-
chert. 
6 Erstellung der Arbeitsan-
weisung 
Die einzelnen Teilschritte werden in einer 
bestimmten Reihenfolge zu einer Arbeits-
anweisung in drei verschiedenen Detaillie-
rungsstufen zusammengefasst.  
Tabelle 9: Übersicht über die einzelnen Arbeitsschritte bei der Erstellung einer assistie-
renden Arbeitsanweisung 
Eine weitere wichtige Aufgabe, die von den Werkstattleitern zu leisten ist, ist die Cha-
rakterisierung der Beschäftigten mit Lernschwierigkeiten, damit für jeden ein personali-
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siertes Profil angelegt werden kann. Hier ist es vor allem wichtig, auf die Besonderhei-
ten einzugehen, wie zum Beispiel, dass eine Person leicht ablenkbar ist, leicht emotional 
erregbar ist oder schnell die Lust verliert, wenn etwas nicht sofort klappt. Es ist auch 
notwendig zu beschreiben, wie vorgegangen werden sollte, um solche Situationen zu 
meistern oder gar nicht aufkommen zu lassen.  
Im Verlauf der Nutzung des Systems wird es in manchen Fällen dazu kommen, dass 
Elemente in Anweisungen fehlen, die nachgearbeitet werden müssen oder dass Ein-
schätzungen über das kognitive Potenzial oder die emotionale Befindlichkeit eines Be-
schäftigten mit Lernschwierigkeiten sich verändert haben. Dafür muss das System auf 
einem aktuellen Stand gehalten werden. Die im System integrierten Statistiken bieten 
eine Möglichkeit Veränderungen, zum Beispiel in der Nutzung, feststellen zu können 
oder zu erkennen, dass zum Beispiel bestimmte Erklärungen von Arbeitsschritten sehr 
oft wiederholt wurden. Dies könnte ein Indiz dafür sein, dass die Erklärung des Arbeits-
schrittes in der bestehenden Form noch zu komplex ist und angepasst werden sollte. Das 
System unterstützt mit den Übersichtsfunktionen den Werkstattleiter in regelmäßigen 
Abständen zu prüfen, ob das System noch optimal an den Kontext angepasst ist oder 
erneut adaptiert werden muss. 
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8 Evaluation  
Molediwo soll exemplarisch zeigen, wie ein digitales Assistenzsystem gestaltet werden 
kann, dass einen Beitrag für selbstbestimmtes Leben für die Zielgruppe Menschen mit 
Lernschwierigkeiten leistet. Dieses Modell eines unterstützenden Systems soll einsetz-
bar sein für die Implementation in einem Werkstatt-Kontext. Lernen und Erinnern sol-
len unterstützt und Potenziale für eine Werkstatt für Menschen mit Behinderung sollen 
deutlich werden. In der Evaluation soll geprüft werden, inwieweit Molediwo dem Kon-
text der konkreten Werkstatt gerecht wird und dort einsetzbar wäre. Zu prüfen sind die 
Barrierefreiheit und die Usability des Systems und, wie es die Zielgruppe unterstützen 
kann. Im Weiteren sind folgende Fragen zu beantworten: 
Bereich Frage 
Hardware 
Ist die Hardware im Kontext einsetzbar? 
Ist die Ausgabe für die Zielgruppe adäquat, sind Bildschirm, 
Audioaus- und eingabe und Integration in den Arbeitsplatz 
barrierefrei? 
Software 
Ist die Struktur der Benutzungsoberfläche eindeutig, verständ-
lich und barrierefrei? 
Wirkt die Gestaltung motivierend und auf die intendierten 
Handlungen fokussiert? 
Lernen / Erinnern 
Kann man die Inhalte schnell begreifen, nachvollziehen und 
erinnern? 
Inwieweit wird der Erhalt/die Erweiterung der Leistungsfähig-
keit des Gedächtnisses gefördert? 
Gibt Molediwo Unterstützung bei der Reduktion komplexer 
Vorgänge in begreifbare Handlungsschritte? 
Motiviert es, die jeweiligen kognitiven Grenzen zu erweitern 
und die Lesekompetenz zu trainieren?  
Fördert es die Fähigkeit abstraktere Vorgänge in konkrete 
Handlungen zu übersetzen? 
Gibt es Hinweise auf wachsendes selbstständiges  Bewältigen 
von Arbeitsaufgaben? 
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Bereich Frage 
Generierbarkeit von 
Content 
Inwieweit erleichtert es die Erstellung von Inhalten, entspre-
chend den Vorgaben der Arbeitsvorbereitung? 
Arbeitsaufgaben 
autonom bewältigen 
Wie selbstständig kann man damit arbeiten? 
Können Fehler vermieden bzw. Fehlerkorrekturen angeregt 
werden? 
 Kann die Unfallgefahr vermieden werden?  
Zielgruppe 
Inwieweit sind Hinweise der Arbeitsvorbereitung berücksich-
tigt? 
Wird es den Fähigkeiten und insbesondere den Handlungsmög-
lichkeiten der unterschiedlichen Zielgruppen gerecht? 
Bietet es alternative Anweisungen entsprechend der jeweiligen 
Einschränkung an? 
Tabelle 10: Übersicht über die Evaluationsfragen gruppiert, nach Zielbereichen 
Um geeignete Methoden zu wählen, mit denen diese Fragen an die Evaluation beant-
wortet werden können, wurden verschiedene Vorgehensweisen analysiert und miteinan-
der verbunden. Diese Verbindung wird im Laufe dieses Kapitels genauer bestimmt und 
beschrieben. Im Großen und Ganzen beinhaltet die vorliegende Evaluation sowohl eine 
formative als auch eine summative Evaluation. Es muss sowohl das System mit seinen 
Funktionalitäten entsprechend seiner Anforderungen getestet als auch die Einsatzmög-
lichkeit für und mit unterschiedlichen Zielgruppen untersucht werden. Dies wurde so-
wohl fortlaufend in der formativen als auch abschließend in der summativen Evaluation 
durchgeführt. Während die Ergebnisse der formativen Evaluation in die Weiterentwick-
lung einflossen sind die Ergebnisse der summativen Evaluation für die abschließende 
Bewertung des Erreichten eingesetzt worden. Im folgenden Unterkapitel wird nach dem 
Überblick über die Evaluationsmethoden die angewandte Methode mit ihren ineinan-
dergreifenden Schritten dargestellt. Im Detail wird dann der gesamte Ablauf der Evalua-
tion mit Teilschritten und Ergebnissen vorgestellt und erläutert. Abschließend werden in 
einer Übersichtstabelle die Schritte und Ergebnisse zusammengefasst.  
8.1 Evaluationsmethoden 
Im Folgenden werden verschiedene Evaluationsmethoden benannt und mögliche Ein-
satzkontexte diskutiert. Die folgende Darstellung stützt sich auf „Evaluationsmethoden“ 
von Jellito und „Evaluation von Benutzerschnittstellen“ von Oppermann und Reiterer 
8 Evaluation 141 
sowie auf Kurzbeschreibungen vom Berliner Methodentreffen [vgl. Oppermann / Reite-
rer, 1992; vgl. Jellito, 2008; vgl. Methodentreffen; vgl. Nielsen, 2012]. 
Teilnehmende Beobachtungen 
Bei Teilnehmender Beobachtung nimmt die forschende Person als Subjekt an den Inter-
aktionen der Probanden teil und lässt sich auf deren Handeln und Perspektive in realen 
Alltagssituationen ein. Die Beobachtungen können strukturiert oder offen dokumentiert 
werden. 
Beobachtung der Testpersonen live im Kontext und/oder als Vi-
deo/Audioaufnahme 
Die Beobachtung von Testpersonen in ihrem normalen Ablauf kann live, zum Beispiel 
über Monitore und/oder durch Aufnahmen, durchgeführt werden, um das Verhalten zu 
analysieren. Hier stehen die Aufzeichnungen von Interaktionsprozessen im Vordergrund 
und können detailliert dokumentiert werden, wie zum Beispiel die Handhabung von 
Geräten. 
Thinking-Aloud 
Beim Thinking-Aloud werden die Probanden aufgefordert, ihre Gedanken laut zu äu-
ßern, während sie Aufgaben erfüllen, wie zum Beispiel das Lösen eines Problems unter 
Einsatz einer Software mit entsprechenden User-Interfaces. Um diese Methode sinnvoll 
einzusetzen, müssen eine geeignete Zielgruppe und geeignete Aufgaben gefunden wer-
den. Wichtig ist dabei, sich als Forscher während des Tests vollständig zurück zu halten. 
Ein Vorteil dieser Methode ist es, dass Fehlannahmen der Nutzenden deutlich werden.  
Fragebögen 
Fragebögen mit relevanten Fragen (oft zum Ankreuzen) werden erstellt und können von 
den Probanden auf Papier oder online oder auch mündlich während einer Befragung 
ausgefüllt werden. Sie dienen dazu, bestimmte Themenfelder zu fokussieren und Ant-
worten zu erhalten. Das Design der Fragebögen soll folgende Aspekte berücksichtigen: 
Die Formulierung soll die Erfassung relevanter Informationen ermöglichen und Miss-
verständnisse sollen vermieden werden, außerdem soll der Fragebogen zur Beantwor-
tung motivieren. 
Interviews (nach Fragebogen, mit Leitfaden, frei, …) 
Interviews mit Probanden können zum Beispiel anhand von Fragebögen, Leitfäden oder 
frei durchgeführt werden. Sie können als Einzelinterviews oder Gruppeninterviews 
durchgeführt werden und technische Hilfsmittel, wie zum Beispiel Telefon oder Com-
8 Evaluation 142 
puter (Internet), können eingesetzt werden. Die Interviews können schriftlich, per Audio 
oder Video dokumentiert werden. 
Expertenwissen / Expertenbeurteilung 
Für jeden Kontext gibt es Experten mit spezifischem Fach- oder Kontextwissen. Im 
ersten Schritt müssen die Experten für den jeweiligen Kontext ermittelt werden. Das 
Wissen dieser Experten wird genutzt, um Situationen oder Sachverhalte in Erfahrung zu 
bringen oder die Sachkenntnis für die Beurteilung von Situationen und Gegenständen zu 
nutzen. Die Experten können und sollen Verlauf und Inhalt des Interviews mitbestim-
men. 
Testaufgaben (Usability-Test) 
Testaufgaben dienen dazu, die Probanden in relevanten, vordefinierten Szenarien mit 
einem Prototyp zu beobachten und das Beobachtete auszuwerten. Die Zielsetzung der 
Aufgabe muss in kurzer Zeit mit den bereitgestellten Mitteln erreicht werden können 
und den realen Anforderungen und Tätigkeiten des Zielfeldes entsprechen. Die ergono-
mische Qualität und die Funktionalität der Software kann so erfasst werden. 
Logfiles 
Computersysteme können Interaktionen loggen und diese Informationen können unter 
Berücksichtigung des Datenschutzes ausgewertet werden. Logfiles werden in verschie-
denen Varianten genutzt, zum Beispiel um die Benutzungshäufigkeit und -dauer durch 
einen oder mehrere Probanden zu erfassen. Die gedrückten Tasten oder Berührungen 
des Bildschirms können protokoliert werden. Dies kann sowohl im Testbetrieb als auch 
im Realkontext durchgeführt werden. 
Aufzeichnung des Bildschirmgeschehens 
Mit spezifischer Software können die Interaktionen im Kontext einer bestimmten An-
wendung aufgezeichnet werden. Durch die Aufzeichnung des Bildschirmgeschehens 
kann dann das Nutzungsverhalten analysiert werden. 
Gesamtpräsentation  
Durch eine Vorstellung des Gesamtsystems vor späteren Nutzern können durch deren 
Praxiswissen Möglichkeiten und Grenzen des Systems eingeschätzt werden. Einzelne 
Elemente können diskutiert werden. 
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Szenariopräsentationen 
Eine Szenariopräsentation unterscheidet sich von einer Gesamtpräsentation in der Hin-
sicht, dass ein ganz konkreter Anwendungsfall (Szenario) für die Software betrachtet 
und besprochen wird. 
8.1.1 Diskussion der Methoden 
Zielsetzung der Evaluation ist es, Aufschluss zu erhalten, ob die Ziele, die für die Ent-
wicklung und den Einsatz von Molediwo formuliert worden sind, erreicht werden konn-
ten. Einerseits soll dieses System Menschen mit Lernschwierigkeiten unterstützen und 
andererseits auch die Werkstattleitung. Eine besondere Herausforderung in diesem Pro-
jekt liegt darin, dass die Erfahrungen und Bedürfnisse der Menschen mit Lernschwie-
rigkeiten die zentrale Rolle spielen, deren Kommunikationsfähigkeit jedoch in der Re-
gel eingeschränkt ist. Methoden müssen für diesen Kontext und diese Herausforderung 
angepasst werden. Dies bedeutet, die Evaluation den Erfordernissen der Gesamtzielset-
zung anzupassen. In Gesprächen mit Experten der Werkstatt für Menschen mit Behinde-
rung wurde auf die spezifischen Kommunikationseigenheiten der Zielgruppe und deren 
größere Labilität hingewiesen. Um diesen Gegebenheiten zu entsprechen, wurde die 
Evaluation in ineinander verzahnte Schritte aufgeteilt. Dies bedeutet für die formative 
Evaluation, dass durch Beobachtungen Anhaltspunkte für die Überprüfung der Zwi-
schenergebnisse der Entwicklung gewonnen werden. Diese Anhaltspunkte sollten auch 
eingesetzt werden, um in der Zusammenarbeit mit den betreuenden Personen der Werk-
statt weiteres Erfahrungswissen und Beurteilungen gewinnen zu können und anderer-
seits die Zielgruppe so anzusprechen, dass deren Bedürfnisse und Sichtweisen adäquat 
zum Tragen kommen können. Hieraus ergibt sich die zentrale Bedeutung der Teilneh-
menden Beobachtung, die sowohl Ausgangspunkt als auch ständiges Korrektiv ist. Me-
thoden, die auf die Kommunikation mit der Zielgruppe der Menschen mit Lernschwie-
rigkeiten setzen, wie z.B. Thinking-Aloud oder Interviews, erfordern spezifische An-
passungen an die kognitiven Fähigkeiten der Zielgruppe und deren sprachliche Kom-
munikationsmöglichkeiten. In der Diskussion mit Experten aus der Behindertenpädago-
gik wurden Anhaltspunkte für die spezifische Anpassung gefunden, die im Folgenden 
dargestellt werden. 
8.1.2 Assistiert-partizipative Evaluationsmethode (formative Evaluation) 
Da bereits zu Beginn klar wurde, dass die bestehenden klassischen Evaluationsmetho-
den und Vorgehensweisen hier nur bedingt eingesetzt werden können, musste eine ei-
genständige Methode konzipiert werden. Ansätze ergaben sich aus Methoden der Soft-
wareevaluation mit Kindern und aus der Softwareentwicklung für Senioren. Nach mehr-
fachen Diskussionen mit Behindertenpädagogen und Mitarbeitern der Arbeitsvorberei-
tung wurde aus den klassischen Evaluationsmethoden eine geeignete Kombination von 
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Methoden und Vorgehensweisen entwickelt und mit Experten formuliert. Die Perspek-
tiven des Software-Entwicklers, der Menschen mit Lernschwierigkeiten und der Ar-
beitsvorbereitung werden so aufeinander bezogen, dass Hinweise auf Nutzungserfah-
rungen im Prozesses generiert werden können. Es braucht einen neuen Ansatz und einen 
aufeinander bezogenen Methodenmix. Auch in der Evaluation müssen über Teilneh-
mende Beobachtung sensible und psychologisch irritierende Prozesse (wie Gefühle des 
Bloßgestelltseins, Ängste und Hilflosigkeit) herausgefunden werden. Diese müssen 
dann im Gespräch mit der Arbeitsvorbereitung formuliert und präzisiert werden. Beim 
Thinking-Aloud und bei den Interviews mit der Zielgruppe Menschen mit Lernschwie-
rigkeiten muss diese Methode den sprachlichen und kognitiven Belastungsgrenzen an-
gepasst werden, dies bedeutet: 
• mehrfache Tests für nur kurze Sequenzen (um Ermüdungen zu vermeiden) 
• Begleitung und Unterstützung des Beschäftigten durch die Arbeitsvorbereitung 
• Verwendung bildhafter Formulierungen und Einfacher Sprache 
• Dokumentation mit Videokamera, um Probleme hinterher nachvollziehen und 
mit der Arbeitsvorbereitung analysieren zu können 
Die Testaufgaben, die Szenario- und Gesamtpräsentationen werden mit der Arbeitsvor-
bereitung abgestimmt und begleitet durchgeführt. Vor- und nachher werden Fragestel-
lungen in Expertengesprächen eruiert. Während der Durchführung sind keine Probleme 
aufgetreten und es konnten für das Projekt sinnvolle Ergebnisse generiert werden. Eine 
weitere Anwendung und Überprüfung der Methode selbst konnte in diesem Projekt 
nicht mehr geleistet werden. Sie entstand im Verlauf des Entwicklungsverfahrens und es 
wäre es sicherlich wert, diese in weiteren Prozessen zu überprüfen und zu präzisieren. 
[vgl. Expertengespräch, 2012a, vgl. Nevell, 2006, vgl. Nielsen, 2001]. 
Die Methode selbst wurde auf der Konferenz „Menschen und Computer“21 vorgestellt. 
Im Expertenkreis der Konferenz, im Workshop zum Thema „Inclusive E-Learning“, 
wurde der Ansatz sehr positiv aufgenommen. Der Ansatz wurde als „Exot unter den 
Exoten“ bezeichnet. Hintergrund dieser Aussage ist die Erfahrung der Teilnehmer, dass 
für die Arbeit mit Menschen mit Lernschwierigkeit und die Unterstützung dieser Ziel-
gruppe mit Digitalen Medien bislang kaum Methoden entwickelt worden sind [vgl. Ex-
pertengespräch, 2013a]. 
21 http://www.interaktivevielfalt.org/delfi/programm/workshops/ 
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8.2 Durchführung der begleitenden Prozessevaluation 
(formative Evaluation) 
Wie in Punkt 8.1.2 beschrieben, wurde die assistiert-partizipative Evaluationsmethode 
angewendet. Im Detail beinhaltete das Verfahren folgende Methoden und Schritte. 
Zielgruppe Methoden und Tools 
Experten der Arbeitsvorbereitung Experteninterviews (Expertenwissen) 
Fragebögen (Ergebnisse können auch wie-
der in die Anforderungsanalyse einfließen: 
Erweiterung der Personas) 
Szenariopräsentation 
Gesampräsentation 
Beschäftigte der Werkstatt (Menschen mit 
Lernschwierigkeiten) 
Interviews (Assistiert durch Experten der 
Arbeitsvorbereitung) 
Externe Experten Präsentation und Diskussion 
Tabelle 11: Methoden und Tools die in der formativen Evaluation eingesetzt wurden, 
gruppiert nach Zielgruppen 
Die Evaluation, die den Implementierungsprozess begleitete, wurde mit Experten der 
Werkstatt Bremen (Martinshof) und Experten aus Bereichen, die sich mit der Unterstüt-
zung von behinderten Menschen befassen, durchgeführt. Die Experten der Werkstatt 
Bremen haben während des gesamten Entwicklungsprozesses ihr Expertenwissen ein-
gebracht und auf mögliche Probleme oder spezielle Fragestellungen hingewiesen, die 
bei der Umsetzung für diese Zielgruppe zu beachten sind. In an Fragebögen orientierten 
Interviews wurde erarbeitet, welche speziellen Aspekte bei der Zielgruppe zu beachten 
sind und wie bestimmte Anpassungen erarbeitet werden können. In einer schriftlichen, 
leitfadenorientierten Befragung in Form eines Fragebogens wurden die Experten aufge-
fordert, anonymisiert Zielpersonen mit ihren Besonderheiten zu beschreiben, um, basie-
rend auf diesen Angaben, die Persona-Methode anzuwenden. Hierbei wurden fiktive 
Personen entwickelt, denen die angegebenen Besonderheiten mitgegeben wurden und 
mit denen Szenarien denkbar sind, in denen das Molediwo-System zum Einsatz kom-
men könnte. 
Während der gesamten Entwicklung des Systems wurden mehrere Termine genutzt, um 
den Experten eine Szenariopräsentation bestimmter Verhaltensweisen des Systems vor-
zuführen. Ihr Wissen wurde genutzt, um die speziellen Situationen zu bewerten und 
wenn möglich Verbesserungsvorschläge zu geben. Vereinzelt wurde auch eine Gesamt-
8 Evaluation 146 
präsentation durchgeführt, um gemeinsam herauszuarbeiten, welche Komponenten zu-
sätzlich nötig wären, um das System noch besser auf die Bedürfnisse der Zielgruppe 
abzustimmen. 
Auf Konferenzen zum Thema der Unterstützung von behinderten Menschen wurde nach 
der Vorstellung des Konzepts und des Zwischenstands zusätzliche Aspekte mit dem 
anwesenden Expertenpublikum erörtert. Hinweise, die in diesen Diskussionen aufka-
men, wurden anschließend mit den Experten der Werkstatt Bremen genauer betrachtet 
und in das System integriert. 
8.2.1 Settings und Ablauf 
Die begleitende Evaluation benötigte mehrere Termine vor Ort beim Martinshof. In den 
ersten Terminen wurden die Experten aufgefordert, Fragebögen auszufüllen, die zur 
Erstellung von Personas dienen sollten, mit deren Hilfe Szenarien im Implementie-
rungsprozess durchgespielt werden konnten. 
Bei den jeweiligen Terminen mit den Beteiligten ergab sich folgender Ablauf: Ausge-
hend von der Diskussion des erreichten Fortschrittes war jedes Mal ein anderer Aspekt 
im Fokus der Reflektion. Zu dem jeweiligen Hauptthema wurden Szenarien präsentiert, 
um dann mit einem Interview Bewertungen und neue Erkenntnisse zu gewinnen. 
Die Evaluation mit einem Expertenpublikum auf Konferenzen begann jeweils mit der 
Präsentation des Konzepts und dem derzeitigen Stand der Umsetzung. Das Konzept 
wurde in der Diskussion vertiefend betrachtet. Von den Experten wurden neue Sicht-
weisen und Ideen eingebracht, die teilweise in die weitere Umsetzung mit eingeflossen 
sind. 
8.2.2 Aufeinander aufbauende Zwischenergebnisse 
In der begleitenden Evaluation wurden Ergebnisse erzielt, die jeweils in die weitere 
Umsetzung einflossen. Zu Beginn wurden anhand der ausgefüllten Fragebögen Per-
sonas-Szenarien formuliert, die bestimmte Situationen  simulierten. Anhand dieser Sze-
narien und weiterer Anmerkungen der Experten wurden Teilaspekte technisch umge-
setzt.  
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Abbildung 49: Visualisierung der aufeinander aufbauenden Schritte 
Die durch externe Experten auf Konferenzen vorgeschlagenen Ansätze, wie zum Bei-
spiel der Einsatz von Leichter Sprache als Zusatzfunktion zu „Normaler Sprache“, wur-
den aufgegriffen. Mit Experten der Werkstatt für Menschen mit Behinderung wurden 
diese diskutiert und deren mögliche Integration besprochen. 
8.3 Evaluation und Diskussion des Prototypen  
(summative Evaluation) 
In separaten Workshops mit externen Experten aus der Softwareentwicklung, mit Ex-
perten aus der Arbeitsvorbereitung der Werkstatt Bremen und mit Teilnehmern aus der 
Zielgruppe Menschen mit Lernschwierigkeiten wurden die Prototypen getestet und die 
Interaktionserlebnisse reflektiert und bewertet. Im Folgenden werden die entscheiden-
den Workshops und Ergebnisse vorgestellt. Am Anfang nenne ich in Stichworten die 
eingesetzten Evaluationsverfahren, beschreibe dann Zielsetzung und Durchführung, um 
dann die Ergebnisse zu beschreiben und einzuschätzen. 
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8.3.1 Workshop 1 – Angemessene Einsetzbarkeit des Prototypen 
(Einschätzen der technischen Qualität und Usability-Test mit 
Experten aus der Softwareentwicklung) 
Zielgruppe Methoden und Tools 
Experten für Usability, sowie Hard- und 
Software 
Testaufgaben 
Thinking-Aloud 
Interviews 
Tabelle 12: Methoden und Tools die im ersten Workshop der summativen Evaluation 
eingesetzt wurden 
Der erste Workshop besteht aus zwei unterschiedlichen Teilen. Zum einen sollte die 
technische Korrektheit und Funktionsfähigkeit der implementierten Hard- und Softwa-
retechnik eingeschätzt werden, zum anderen die Usability des Prototyps. Bei der Beur-
teilung von Barrierefreiheit ist es oft sinnvoll Usability-Aspekte auch auf die benutzte 
Hardware zu beziehen und die Testpersonen so auszuwählen, das beide Bereiche von 
ihnen beurteilt werden können. 
Bei der Evaluation der Usability sollte die (intuitive) Handhabung des Systems über-
prüft werden. Die Probanden führten bestimmte Testaufgaben durch, die für den geplan-
ten Einsatz typisch sind und häufig Anwendung finden. Die Probanden wurden aufge-
fordert, ihre Gedankengänge zu einzelnen Schritten nach der Thinking-Aloud-Methode 
zu verbalisieren. Dadurch konnten einige Schwierigkeiten direkt registriert und Gründe 
ermittelt werden.  
Abschließend wurden die Probanden in einem freien Interview noch einmal gebeten, zu 
bestimmten Auffälligkeiten, die während der Nutzung aufgetreten waren, Stellung zu 
nehmen und diese detaillierter zu erläutern. Die Interviews schlossen sowohl mit einer 
Bewertung der Usability als auch mit einer Beurteilung der Einsetzbarkeit des Systems. 
Mit Hilfe der Erkenntnisse, die zur Einsetzbarkeit in den Interviews gewonnen werden 
konnten, wurde ermittelt, welche Komponenten der Software noch einmal überarbeitet 
oder angepasst werden sollten, bevor die nächste Stufe der Evaluationsworkshops mit 
Testprobanden der Zielgruppen stattfinden konnte. 
 Settings und Ablauf 8.3.1.1
Der Fokus des ersten Workshops lag sowohl auf der Überprüfung der technischen Ein-
setzbarkeit des Prototypen als auch auf der Evaluation der Usability, sowohl des Mole-
diwo-Studios als auch der Molediwo-WorkApp. Als Probanden waren ein Usability- 
sowie ein Hard- und Software-Experte beteiligt. Diese sollten sowohl die technische 
8 Evaluation 149 
Seite des Molediwo-Studios und der Molediwo-WorkApp auf Fehler und Ablaufproble-
me testen als auch die Usability des Prototyps untersuchen, bevor die unterschiedlichen 
Zielgruppen damit arbeiten. Eine Herausforderung stellte die sehr unterschiedliche 
Funktionalität des Authoring-Studios und der WorkApp dar. Hierbei musste beachtet 
werden, dass die beiden Zielgruppen und die jeweiligen Anwendungsfälle sich stark 
unterscheiden und daher die Interaktionen mit dem System grundsätzlich anders gestal-
tet sein müssen.  
Für jeden Teilnehmer stand ein Laptop mit dem installierten Molediwo-Studio zur Ver-
fügung. Zur Evaluation der Molediwo-WorkApp wurde ein Samsung Galaxy Tab 3 ver-
wendet. Die Verbindung der jeweiligen Geräte mit dem Molediwo-DataCenter wurde 
durch eine Internetverbindung der Universität Bremen gewährleistet. Der gesamte Ab-
lauf wurde mit einer Kamera aufgenommen. Vorbereitend wurden den Probanden so-
wohl Aufgabenzettel als auch Barcodes mit dem dazugehörigen Zifferncode ausgehän-
digt. Die Barcodes sollten genutzt werden, um sich als Nutzer beim System zu authenti-
fizieren oder dem System mitzuteilen, an welchem Arbeitsplatz eine Unterstützung 
notwendig ist.  
Mit jedem Probanden wurden zwei Szenarien durchgespielt, zum einen die Nutzung des 
Molediwo-Studios und zum anderen die Nutzung der Molediwo-WorkApp. Nach jedem 
Szenario wurde ein freies Interview mit dem jeweiligen Probanden durchgeführt. Im 
ersten Szenario sollten die Probanden die Interaktion mit dem Molediwo-Studio evaluie-
ren. Sie hatten verschiedene Aufgaben, die sie nacheinander durchführen mussten. Die 
erste Aufgabe bestand darin, das Konzept einer Arbeitsanweisung mit den einzelnen 
Teilschritten und einer sehr detaillierten Beschreibung eines Arbeitsablaufs zu entwi-
ckeln. Als beispielhafte Arbeitsaufgabe wurden zum einen das Füllen und Nutzen eines 
Tackers und zum anderen das Nachfüllen von Filament in einen 3-D Drucker gewählt. 
Die als Vorlage dienenden schriftlichen Beschreibungen der einzelnen Arbeitsschritte 
sind im Anhang M und Anhang N einsehbar.  
Nach der Entwicklung des Konzepts haben die Probanden die einzelnen Arbeitsschritte 
mit Hilfe ihrer Handys entweder als Foto oder als Video festgehalten, um sie im Mole-
diwo-Studio verwenden und bearbeiten zu können. Die Bild- und Video-Dateien wurden 
mit einem USB-Kabel auf den entsprechenden Laptop übertragen. 
Nach der Erstellung des Bild- und Videorohmaterials begannen die Probanden aktiv mit 
dem System zu interagieren und Aufgaben zu erledigen, wie sie sich bei einer häufigen 
Nutzung des Systems ergeben würden. Zunächst mussten sie sich mit ihren Anmeldeda-
ten, die ihnen zur Verfügung gestellt worden waren, in der Rolle eines Mitarbeiters an-
melden und anschließend einen neuen, fiktiven Beschäftigten anlegen. In diesem ersten 
Schritt sollte evaluiert werden, ob und wie einfach es für Mitarbeiter möglich ist, perso-
nalisierte Arbeitsanweisungen zu erstellen.  
8 Evaluation 150 
Nachdem die für den Nutzungskontext vorgesehenen Vorarbeiten erledigt waren, konn-
ten die Arbeitsanweisungen erstellt werden. Im Detail begannen die Probanden damit, 
die im Konzept vorgesehenen einzelnen Arbeitsschritte anzulegen, indem sie die Bilder 
mit Symbolen anreicherten oder ihre Videos in kleine Teile schnitten. Es wurden so-
wohl zu den Bildern als auch zu den Videosequenzen erklärende Sprachsequenzen auf-
genommen, die zusätzlich auch in Einfacher Sprache formuliert wurden. Nachdem alle 
Arbeitsschritte erstellt waren, wurden diese Schritte im Storyboard-Modus des Moledi-
wo-Studios zu einer Storyline, einer gesamten Arbeitsanweisung, zusammengefasst. 
Diese Storyline beschrieb sehr detailliert die Anweisung. Da jede Arbeitsanweisung 
auch in unterschiedlichen Detaillierungsstufen vorliegen sollte, war gefordert, durch 
Markieren einzelner Schritte detaillierte und normale Varianten der Arbeitsanweisung 
zu erstellen 
Nach der Nutzung des Molediwo-Studios wurde mit jedem der beiden Probanden ein 
freies Interview geführt, bei dem noch einmal auf bestimmte Aspekte des Systems ge-
nauer eingegangen werden konnte. Bezüglich der Aussagen der Probanden, die sie wäh-
rend der Nutzung machten, wurde nachgefragt. Sie wurden gebeten noch einmal aus-
führlicher auf diese Punkte einzugehen oder Verbesserungsvorschläge zu machen. 
Im letzten Teil des Workshops sollten die Probanden die Molediwo-WorkApp, die auf 
dem Samsung Galaxy Tab 3 installiert war, aus der Perspektive eines Beschäftigten 
evaluieren. Die Probanden nutzten die integrierte Kamera des Tablets, um einen Bar-
code zu scannen und sich auf diesem Weg als fiktiver Benutzer anzumelden. Anschlie-
ßend musste der Barcode der Arbeitsanweisung des jeweils anderen Probanden gescannt 
werden, um die von ihm erstellte Anweisung angezeigt zu bekommen. Die Arbeits-
schritte dieser Anweisung wurden durchgespielt, wobei mit Hilfe der Sprachkomman-
dos mit dem System interagiert wurde. Dadurch wurde auch die Emotionserkennung 
getriggert und das System reagierte entsprechend des zuvor erstellten Nutzerprofils und 
ging in spezifischer Form auf den Probanden ein. Für eine spezifischere Evaluation der 
Emotionserkennung wurde ein neuer Workshop geplant. 
 Ergebnisse 8.3.1.2
Die Evaluation im diesem ersten Workshop ergab bezüglich der Usability insgesamt ein 
gutes Ergebnis für das gesamte Molediwo-System. Die Probanden bewerteten die Ab-
läufe im Molediwo-Studio allerdings an manchen Stellen als nicht ausreichend intuitiv. 
Diese werden im nächsten Unterkapitel genauer betrachtet. Die Molediwo-WorkApp 
wurde bis auf ein paar kleinere Verbesserungsvorschläge als gut nutzbar beurteilt. Bei-
des wird im Folgenden genauer erläutert. Die eingesetzten Geräte funktionierten ein-
wandfrei mit der Applikation, die Bildschirminhalte wurden gut wiedergegeben und die 
Hardware ermöglichte den Einsatz der Emotionserkennung. Daher konnte aus techni-
scher Sicht die Hardware als geeignet eingeschätzt werden.  
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8.3.1.2.1 Molediwo-Studio 
Bei der Evaluation des Molediwo-Studios kamen die Probanden zu dem Ergebnis, dass 
aus technischer-Sicht „eigentlich alles da sei“, aber aus Usability-Sicht „nicht alles ganz 
intuitiv nutzbar sei“. Zwei Interaktionskonzepte, die als nicht intuitiv erlebt wurden, 
waren zum einen die Ribbon-Bar22 mit den einzelnen Schaltflächen am oberen Rand, 
zum anderen gab es Verwirrung bei der Nutzung der sogenannten Storyboards. Die Sto-
ryboards sollten Bilder und Videosequenzen der Arbeitsschritte in sinnvolle Abläufe 
strukturieren. Das Anlegen der Bildmaterialien (ebenso Videosequenzen) und  das An-
ordnen waren in der Reihenfolge unklar. Erwartet wurde, dass man zuerst die Rahmen-
anweisung mit einer leeren Storyline erstellt und dann erst die notwendigen Bildmateri-
alien zufügt. Aufgrund der Analyse der gedruckten Arbeitsanweisungen und ihrer Er-
stellung durch die Arbeitsvorbereitung war der Prozess im Kontext der Werkstatt jedoch 
anders strukturiert. Es müssen erst alle visuellen Materialien erstellt werden, um dann 
damit die Arbeitsanweisungen anzulegen. Da nach Rücksprache mit der Arbeitsvorbe-
reitung die gewählte Reihenfolge schlüssiger und sinnvoller zu sein scheint, wurden in 
dieser Hinsicht keine Änderungen vorgenommen. 
Darüber hinaus ergab sich, dass es beim Anlegen der Arbeitsschritte aus Usability-Sicht 
ratsam ist, diese zu jedem Zeitpunkt speichern zu können und nicht erst, wenn alle er-
forderlichen Angaben gemacht wurden. Dadurch können Zwischenstände gesichert und 
Verluste vermieden werden.  
Da eine Arbeitsanweisung aus verschiedenen Arbeitsschritten zusammengesetzt werden 
muss, ist eine übersichtliche Darstellung der möglichen Arbeitsschritte ratsam, da eine 
Überfülle an Arbeitsschritten in einer Liste die korrekte Auswahl beeinträchtigen kann. 
In der Diskussion wurde angeregt, die Arbeitsschritte noch weiter vorzusortieren. So 
sollten die Arbeitsschritte nicht nur einem Arbeitsbereich zugeordnet werden, sondern 
auch einem Aufgabenbereich, der dem Arbeitsbereich untergeordnet ist. Das erleichtert 
die Übersichtlichkeit und es sind weniger Fehler bei der Auswahl der einzelnen Schritte 
zu erwarten. 
Diskutiert wurde auch, dass Bezeichnungen für Anweisungen und Schritte vermutlich je 
nach Nutzer unterschiedlich verwendet werden, so dass die Arbeitsschritte nicht eindeu-
tig zugeordnet werden können. Für den vorliegenden Fall wurde angeregt, durch Kennt-
lichmachung des Erstellers größere Eindeutigkeit herzustellen und Nachfragen zu er-
möglichen. 
Die Ribbon-Bar verwirrte die Probanden eher, als dass sie die Nutzung erleichterte. 
Dies war bedingt durch die Anordnung der Elemente, die nicht intuitiv verständlich war. 
Die Nutzer erwarteten, dass die Inhalte, die zum aktuellen Fokus gehören, links ange-
22 Siehe Glossar 
                                                 
8 Evaluation 152 
ordnet seien, weil dort der Blick als erstes hingeht. Auch die visuelle Hervorhebung  des 
derzeit aktiven Elements in der Ribbon-Bar sollte deutlicher werden. Die Bezeichnung 
„Cutter-Modus“, so die Probanden, sei wenig aussagekräftig. Hinzu kommt, dass der 
visuelle Kontrast der Elemente in der Ribbon-Bar eine eindeutige Unterscheidung nicht 
ausreichend unterstützt. Das Togglen23 von einigen Buttons in der Ribbon-Bar, also das 
Umschalten zwischen verschiedenen visualisierten Inhalten, ist zunächst nicht selbster-
klärend. Nach einer Einarbeitungszeit (sobald das intendierte Konzept verstanden war) 
stellte es sich allerdings als übersichtliche Möglichkeit heraus, um Interaktionen auszu-
lösen, ohne das User-Interface durch noch mehr Buttons zu überladen. Die Statistiken, 
die für die Arbeitsvorbereitung als Feedback über die Nutzungsgewohnheiten der Be-
schäftigten gedacht sind, schienen den Probanden nicht ausreichend verständlich.  
Zu den Aspekten, die nach Meinung der Probanden gut gelungen sind und die sie für 
besonders erwähnenswert hielten, gehören vor allem das Bearbeiten und Erweitern von 
Videosequenzen und Bildern. Besonders fiel das einfache Schneiden von Videos auf. 
Die Möglichkeit zum Ergänzen von Bildern durch zusätzliche Elemente wurde als sehr 
positiv empfunden. Auch die Aufnahme von neuen Sprachspuren zu bestehenden Vi-
deos und die Aufnahme von Erläuterungen zu Bildern wurden besonders hervorgehoben 
und positiv bewertet.  
Es gab auch Hinweise auf erweiterte Bildbearbeitungsfunktionen, wie zum Beispiel das 
Drehen und Spiegeln von Bildern, wenn die Aufnahme z.B. vertikal statt horizontal ist. 
Ebenso sei es hilfreich, wenn ein Video in Zeitlupe oder beschleunigt abgespielt werden 
könnte, um kurze komplexe Schritte besser wahrnehmbar zu machen oder langsame 
Abläufe zu verkürzen. Dies ist zum Beispiel auch interessant dafür, kurze Videos etwas 
zu verlängern und den dazugehörigen Text dadurch langsamer und verständlicher spre-
chen zu können oder um auf Details im Video besser hinweisen zu können. 
Insgesamt ist den Probanden aufgefallen, dass die Erstellung von Arbeitsanweisungen 
sehr zeitaufwändig ist. Der zeitliche Aufwand wird sich mit der Routine in der Nutzung 
des Molediwo-Studios verringern. Bedingung ist aber, dass in der Vorbereitung ein ge-
nauer Plan für die Arbeitsanweisung erstellt wird. Dazu zählt auch die Unterteilung ei-
nes Vorgangs in sinnvolle Schritte und die Planung der Visualisierung sowie der münd-
lichen Erklärungen. Dies kann dann im Endergebnis auch zu Zeitersparnis führen. 
8.3.1.2.2 Molediwo-WorkApp  
Die beiden Probanden des ersten Workshops haben nach der Nutzung der Molediwo-
WorkApp bestätigt, das sie gut funktioniert und einfach in der Handhabung ist. Es wur-
den ein paar wenige Aspekte, die verbessert werden sollten, benannt. So wurde zum 
einen angesprochen, dass die Aufforderung zum Einscannen eines Barcodes besser vi-
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sualisiert werden könnte als dies mit dem gegenwärtigen Molediwo-Icon der Fall ist. 
Zum anderen wurde angeregt, dass nach dem Scannen des eigenen Barcodes und der 
Authentifizierung im System eine persönliche sprachliche Begrüßung wie zum Beispiel 
„Hallo Friedel, schön dass du wieder da bist“ erfolgen könne. Dies würde eine größere 
persönliche Bindung zwischen Nutzer und System erzeugen, was wiederum Auswir-
kung auf die Emotion haben kann. Eine mögliche visuelle Verbesserung sei auch eine 
deutliche Markierung, wann Kommandos gesprochen werden können und wann nicht. 
Dies sollte nicht nur durch den Farbwechsel des Mikrofons deutlich werden, sondern 
vielleicht auch durch Ein- und Ausblenden des Mikrofons oder durch andere grafische 
Akzente.  
Die Aufteilung des kleinen Bildschirms und die klare Trennung der Elemente sind nach 
Meinung der Probanden gelungen. Der aktuelle Schritt werde in einer gut erkennbaren 
Größe dargestellt und die vorherigen sowie die nächsten Schritte können in der oberen 
Leiste gut nachvollzogen werden. In diesem Zusammenhang wird aber auch darauf hin-
gewiesen, dass die grafische Anzeige davon abhängt, wie gut und genau die Anweisun-
gen erstellt wurden. Die Spracherkennung und die Interpretation von gesprochenen 
Kommandos funktionieren gut, dies hängt aber leider auch von der Qualität des Mikro-
fons ab. 
Die Erkennung von Emotionen hat grundsätzlich funktioniert, aber noch keine stabilen 
Ergebnisse geliefert und könnte deswegen verbessert werden. Für eine Verbesserung 
wäre aber zu klären, ob Unstimmigkeiten in der Emotionszuordnung an der Qualität des 
Mikrofons gelegen haben oder ob es sich tatsächlich um mangelnde Korrektheit der 
Emotionserkennungssoftware handelt. Hierbei spielt ein weiteres Problem eine Rolle: 
Für die Erkennung von Kommandos darf nicht zu schnell gesprochen werden, weil 
sonst das Kommando nicht richtig erkannt wird. Für die Emotionserkennung könnte 
aber die Sprachgeschwindigkeit ein wichtiger Bestandteil bei der eindeutigen Erken-
nung der Emotion sein. Während des Workshops wurde von der Software zum Beispiel 
häufig erkannt, dass der  Benutzer gelangweilt ist, was aber nicht der Fall war. Die 
Gründe für diese Fehlzuordnung sind nicht geklärt. Vermutlich spielen mehrere Fakto-
ren eine Rolle: die Qualität des Mikrofones, die Entfernung zum Mikrofon, die Emoti-
onserkennungssoftware, die Aussprache oder eben auch eine Kombination aus allem. 
Da manche Aspekte der Emotionserkennung und ihre Integration im Gesamtsystem 
unklar geblieben waren, wurde in einer gesonderten Evaluation gerade dieser Aspekt 
genauer betrachtet. 
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8.3.2 Workshop 2 – Test der Integration des Emotionserkennungsmoduls 
mit Experten aus der Softwareentwicklung 
Zielgruppe Methoden und Tools 
Experten der Künstlichen Intelligenz Expertenwissen 
Testaufgaben 
Interviews 
Tabelle 13: Methoden und Tools die im zweiten Workshop der summativen Evaluation 
eingesetzt wurden 
Der zweite Workshop diente dazu, die Emotionserkennung und ihre Ergebnisse zu eva-
luieren. Es wurden Experten aus der Künstlichen Intelligenz, die bereits Erfahrung ha-
ben mit der Integration von Emotionserkennungssoftware, als Probanden gewonnen. 
Mit ihnen wurden Testaufgaben durchgespielt und die Ergebnisse der Emotionserken-
nungssoftware wurden bewertet. Anschließend wurde mit den Experten in einem Inter-
view Anforderungen an die Integration der Emotionserkennung konkret formuliert. Der 
gesamte Ablauf und die Interviews wurden mit einer Kamera dokumentiert. 
 Settings und Ablauf 8.3.2.1
Der zweite Workshop diente dazu, die Korrektheit der Emotionserkennung zu evaluie-
ren. Die Experten dieser Evaluation waren zwei Informatiker der Universität Bremen, 
die selbst mit Emotionserkennung arbeiten und direkten Kontakt zu den Entwicklern der 
Emotionserkennungssoftware haben. Für die Evaluation wurden Räumlichkeiten der 
Universität Bremen genutzt und es wurde ein Asus-Laptop eingesetzt, an dem zusätzlich 
das Richtmikrofon Sony ECM-CG50BP angeschlossen war. Auf dem Laptop wurde 
eine kleine, nur für diesen Zweck implementierte, Applikation ausgeführt, die die Er-
gebnisse der Emotionserkennung visualisierte (Abbildung 50) und so den Experten so-
fort Feedback geben konnte. Der gesamte Ablauf des Workshops wurde mit einer Ka-
mera dokumentiert. Die Probanden interagierten mit dem System über gesprochene 
Kommandos und hatten die Aufgabe, so die Emotionserkennung zu triggern. Bestimmte 
emotionale Zustände sollten evoziert werden, indem die Probanden versuchten sich in 
verschiedene Emotionszustände zu versetzten und in dieser Stimmung zu sprechen. Es 
wurde überprüft inwieweit die jeweilige Emotion wirklich erkannt wurde. Eine weitere 
Aufgabenstellung dieses Workshops war es, die Emotionserkennung bei Hintergrundge-
räuschen zu testen, um so die Störanfälligkeit des Systems einzuschätzen. Da aus der 
Erkundung vor Ort bekannt ist, dass die Werkstatträume oft laut sind aufgrund von Hin-
tergrundgesprächen und Werkzeuggebrauch sollte auch dieser Faktor berücksichtigt 
werden. Einige Experten vermuteten, dass die Länge der sprachlichen Äußerung Aus-
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wirkungen auf die Treffergenauigkeit der Emotionser-
kennung haben könnte. Daher wurde auch getestet, ob 
die Länge eines Kommandos, zum Beispiel ein Satz 
anstelle eines Wortes, gravierende Unterschiede her-
vorruft. Der letzte Aspekt dieser Evaluation bestand 
im mehrfachen Test der gleichen Sprachaufnahme, um 
sicherzustellen, dass die erkannten Emotionen keine 
Zufallsergebnisse waren.  
Abschließend wurden die Experten zu ihren Beobach-
tungen interviewt. Es wurde versucht herauszuarbei-
ten, ob die Korrektheit der Emotionserkennung gege-
ben ist. Es wurde erörtert, welche Abhängigkeiten im 
Zusammenhang mit einer Verbesserung der Erken-
nung bestehen und eine abschließende Beurteilung des 
derzeitigen Zustands der Emotionserkennung wurde 
formuliert. 
 Ergebnisse 8.3.2.2
In diesem Test wurden, wie oben beschrieben, die 
Wahrscheinlichkeiten zu den erfassten Emotionen 
ausgegeben. Diese Wahrscheinlichkeiten änderten 
sich jeweils, aber eine genaue Übereinstimmung mit 
den simulierten Emotionen konnte nicht immer er-
reicht werden. Beim Wechsel der Emotion wurde oft 
die neue Emotion nicht deutlich erkannt, wenngleich 
die Werte für die Wahrscheinlichkeiten der einzelnen 
Emotionen sich änderten. Auffallend war auch, dass 
die Ergebnisse mit dem Richtmikrofon deutlich besser 
waren als mit dem eingebauten Mikrofons des Tab-
lets. Dies unterstreicht den Einfluss der Qualität des 
Mikrofons für die korrekte Emotionserkennung. Es wurde festgestellt, dass die Emoti-
onserkennung weiterhin eine bestimmte Emotion präferiert, diese aber zum einen je 
nach Proband variierte und dass sie zum anderen nicht ganz so häufig auftrat wie bei 
den vorangegangenen Test mit dem Tablet. Durch den Test der Emotionserkennungs-
software mit einer Aufnahme, die immer wieder vorgespielt wurde und deren Ergebnis-
se verglichen wurden, konnte aber sichergestellt werden, dass gleiche Aussagen auch 
ähnlich kategorisiert werden und die Einordnung nicht zufällig geschieht. 
Die Entfernung zum Mikrofon  beeinflusste bei normalem Sprechen das Ergebnis. Bei 
geringerer Distanz wurden korrektere Ergebnisse ermittelt als bei größerer Entfernung. 
Abbildung 50: Visualisierung 
der Ergebnisse der Emotions-
erkennungssoftware 
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Auch Geschwindigkeit und Lautstärke der Sprache hatten Einfluss auf die Stimmigkeit 
der Ergebnisse. Hintergrundgeräusche hatten mit dem genutzten Mikrofon eine eher 
geringe Auswirkung auf die erkannte Emotion, auch nebenbei geführte Gespräche hat-
ten auf den ersten Blick keinen großen Einfluss. Allerdings verstärkte sich der Einfluss, 
je mehr sich die zusätzlich erzeugten Geräusche dem Mikrofon bzw. dem eigentlichen 
Sprecher näherten.  
Die Emotionserkennungssoftware ergab für Wortkommandos jeweils bessere Ergebnis-
se als wenn ganze Sätze analysiert wurden. Erwartet war jedoch, dass ganze Sätze mehr 
Material und somit eindeutigere Informationen für die Emotionserkennung bieten könn-
ten und daher Fehlinterpretationen seltener auftreten würden.  
In der anschließenden Diskussion wurden verschiedene Aspekte erörtert, die einen Ein-
satz in der derzeitigen Form kritisch erscheinen lassen. Die Qualität des im Tablet ein-
gebauten Mikrofons muss beachtet werden und schließt einen Teil der gängigen Geräte 
aus. Dies ergab sich aus dem breiteren Spektrum an erkannten Emotionen bei diesem 
Workshop im Vergleich zu den häufig sehr eingeschränkten Ergebnissen mit dem Tab-
let. Aufgrund von Gesprächen mit den Entwicklern der Emotionserkennungssoftware 
konnten die Experten auch darauf hinweisen, dass ein zusätzliches Trainieren des Sys-
tems mit vorab aufgenommenen Daten des später Nutzenden zu einer erheblichen Ver-
besserung der Emotionserkennung führen würde. Weiterhin wäre es möglich, die Kor-
rektheit der erkannten Emotion zu verbessern, indem die Anzahl der möglichen zu er-
kennenden Emotionen reduziert oder ähnliche Emotionen zusammengefasst würden.  
8.3.3 Workshop 3 – Prüfung der Tauglichkeit für den geplanten Kontext 
mit Experten aus der Arbeitsvorbereitung der Werkstatt für 
behinderte Menschen 
Zielgruppe Methoden und Tools 
Experten der Arbeitsvorbereitung Expertenwissen 
Testaufgaben 
Thinking-Aloud 
Interviews 
Tabelle 14: Methoden und Tools die im dritten Workshop der summativen Evaluation 
eingesetzt wurden 
Beim dritten Workshop stand das Wissen der Experten aus der Arbeitsvorbereitung der 
Werkstatt für Menschen mit Behinderung im Mittelpunkt. Vor allem ihre Erfahrungen 
und Beobachtungen in der täglichen Arbeitsroutine vor Ort.  
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Es ging, ähnlich wie beim ersten Workshop, darum, den Probanden Testaufgaben vor-
zulegen, die sie bearbeiten sollten. Entsprechend der Thinking-Aloud-Methode sollten 
sie ihre Gedanken kontinuierlich verbalisieren. Ziel war es, die Nutzbarkeit des Systems 
entsprechend den Bedingungen und dem Rahmen einer Werkstatt für behinderte Men-
schen zu evaluieren. Es geht in diesem Fall weniger um klassische Usability, die bereits 
im ersten Workshop getestet wurde, sondern um die Möglichkeiten der Integration in 
die Abläufe einer Werkstatt für behinderte Menschen. Daher richtete sich der Work-
shop, wie bereits oben genannt, an die Mitarbeiter der Arbeitsvorbereitung, die für die 
Abläufe in der Werkstatt zuständig sind. Die Sicht der Zielgruppe Menschen mit Lern-
schwierigkeiten sollte ebenfalls zur Geltung kommen. Um jedoch eine Überforderung 
dieser Zielgruppe zu vermeiden, sollte im vorliegenden Schritt die Tauglichkeit für den 
Arbeitskontext soweit eingestellt werden, dass die abschließenden Tests belastungsre-
duziert mit der Zielgruppe realisiert werden konnten. Das spezifische Wissen dieser 
Probanden über Möglichkeiten und Schwierigkeiten der Beschäftigen der Werkstatt 
floss sowohl bei den Erläuterungen während des Thinking-Aloud als auch über das ab-
schließende Interview ein. In diesem Interview wurden spezielle Punkte vertieft und auf 
die Hinweise der Probanden wurde detailliert eingegangen. 
 Settings und Ablauf 8.3.3.1
Der Workshop war in mehrere, aufeinander aufbauende Einzelschritte unterteilt. Zu-
nächst wurde die Software, die aus Molediwo-Studio und Molediwo-WorkApp besteht, 
betrachtet. Da der Workshop auf dem Gelände des Martinshofs stattfand und es dort 
spezielle Regularien bezüglich der Nutzung des dortigen Anschlusses zum Internet gibt, 
wurde eine mobile Lösung installiert, indem der Internetzugang eines mobilen Smart-
phones genutzt wurde. Dadurch nutzten sowohl der bereitgestellte Laptop mit dem 
Molediwo-Studio als auch das bereits im ersten Workshop genutzte Samsung Galaxy 
Tab 3 für die Molediwo-WorkApp diesen Zugang, um Zugriff auf die Datenbank und die 
Daten des Molediwo-DataCenters zu erhalten. 
Ein Mitarbeiter der Arbeitsvorbereitung des Martinshofs stand für diesen Workshop als 
Experte zur Verfügung. Dieser Experte ist im beruflichen Alltag des Martinshofs für die 
konzeptionelle Entwicklung von Arbeitsabläufen und Arbeitsschritten, individuell an-
gepasst an die Bedürfnisse jedes einzelnen Beschäftigten, zuständig. Neben der Einrich-
tung und Anpassung der Arbeitsplätze hat er die Aufgabe schriftliche Arbeitsanweisun-
gen für die Arbeitsplätze zu erstellen. Diese Anweisungen sollen für die Beschäftigten 
verständlich sein. Diese Expertensicht erwies sich als fruchtbar bezogen auf die Zielset-
zung. 
Zu Beginn der mit einer Kamera aufgenommen Versuchsanordnung wurde zunächst der 
grobe Ablauf erläutert, wobei darauf hingewiesen wurde, dass die Methode Thinking-
Aloud angewendet wird und der Proband seine Gedanken zu jedem Zeitpunkt mitteilen 
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sollte. Auf dem ausgehändigten Aufgabenzettel waren einzelne Schritte notiert, die er 
durchführen sollte. Er erhielt einen Zettel mit zwei Barcodes, die im weiteren Verlauf 
eingesetzt werden sollten, um sowohl den neu anzulegenden Beschäftigten zu authenti-
fizieren als auch die neue Arbeitsanweisung vom System darstellen zu lassen. 
Der Ablauf des Tests teilte sich in zwei Szenarien auf, die jeweils für eine der beiden 
Komponenten des Molediwo-Systems ausgelegt waren. Im ersten Szenario sollten Auf-
gaben mit dem Molediwo-Studio durchgeführt werden, bei denen sowohl ein neuer Ar-
beitsbereich als auch ein neuer Beschäftigter und eine neue Arbeitsanweisung angelegt 
werden sollten, wobei letztere aus Teilschritten bestand. Die ersten beiden Aufgaben, 
das Anlegen eines Arbeitsbereiches und das Erstellen eines Mitarbeiterprofils (in die-
sem Fall für einen fiktiven Beschäftigten der Werkstatt), wurden zügig und problemlos 
umgesetzt. Dem Profil wurde ein Barcode zugeordnet, um den Beschäftigten im weite-
ren Verlauf damit zu authentifizieren.  
Um eine neue Arbeitsanweisung anzulegen, musste der Proband vorher die Teilschritte 
konzeptionieren, die für den geplanten Gesamtablauf eines neuen Arbeitsvorganges 
notwendig sind. Im vorliegenden Fall entschied sich der Proband, eine Anweisung zum 
Zusammenbau einer Spiegelhalterung für Kraftfahrzeuge zu erstellen. Diese Aufgabe 
war zum Zeitpunkt des Workshops gerade als eine neue Arbeitsaufgabe im Martinshof 
implementiert worden und befand sich noch in der Erprobungsphase. Beim Erstellen der 
Arbeitsanweisung wurde darauf geachtet, welche Schritte besser als Foto, eventuell mit 
zusätzlichen Elementen, welche besser als kurzes Video zu präsentieren sind. Eine Ko-
pie dieser konzeptionellen Auflistung kann in Anhang O eingesehen werden. 
Für die im Ablaufkonzept gelisteten Teilschritte wurden Fotoaufnahmen der einzelnen 
Bauteile sowie bestimmter Zwischenschritte und Videos zu bestimmten Abläufen ange-
fertigt. Diese Aufnahmen wurden mit Hilfe eines Smartphones gemacht und anschlie-
ßend über ein USB-Kabel auf den Laptop übertragen, auf dem das Molediwo-Studio 
ausgeführt wurde. Im Molediwo-Studio wurden die Fotos mit zusätzlichen Elementen 
angereichert, um die Aufmerksamkeit auf bestimmte wichtige Details zu lenken. Die 
Videos wurden mit Hilfe des Molediwo-Studios in kürzere und handhabbarere Teile 
aufgeteilt. Zu den Fotos wie auch zu den Videos wurden Tonaufnahmen gemacht, die 
den Sachverhalt näher erläutern sollten. Die Arbeitsschritte wurden mit einer bestimm-
ten Anordnung zu einer Arbeitsanweisung zusammengefasst. Den einzelnen Elementen 
der Anweisung wurde zugeteilt, für welchen Detaillierungsgrad sie notwendig sind.  
Im anschließenden Schritt wurde die Handhabung und Einsetzbarkeit der Molediwo-
WorkApp (Arbeitshilfe für die Gruppe der Beschäftigten) evaluiert, was ebenfalls vom 
lauten Äußern der Gedanken begleitet wurde. Zu Beginn dieser Evaluierungsstufe wur-
den die Audioanweisungen des Systems befolgt und zunächst der Barcode des angeleg-
ten Benutzers gescannt. Damit konnte sich der Proband beim System als Beschäftigter 
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anmelden. Mit dem Scannen des Barcodes der Arbeitsanweisung konnte die gewünschte 
Anweisung abgerufen werden. Durch weitere gesprochene Kommandos wurde dann 
innerhalb der Anweisung zwischen den einzelnen Teilschritten navigiert und die Erken-
nung des jeweiligen emotionalen Zustands ausgelöst. Ein zusätzlicher Aspekt dieser 
Evaluation war es, die Intervention des Systems (z.B. Nachfrage, ob weitere Hilfe nötig 
sei), das auf Angaben im persönlichen Profil und den erkannten Emotionen basiert, ge-
nauer zu betrachten.  
Den Abschluss dieses Workshops bildete ein Interview, bei dem zunächst auf Punkte 
eingegangen wurde, die im Verlauf der Nutzung des Systems beim Thinking-Aloud 
verbalisiert wurden oder aufgefallen waren. Diese wurden vertiefend diskutiert. Darüber 
hinaus wurde eine Einschätzung über die mögliche Einsetzbarkeit und die Akzeptanz im 
Kontext einer Werkstatt für Menschen mit Behinderung abgegeben. Das Hauptaugen-
merk lag auf verschiedenen Funktionen, wie z.B. der Emotionserkennung oder der ei-
genständigen Adaption des Systems, die aufgrund dieser Emotionserkennung stattfand. 
 Ergebnisse 8.3.3.2
In der Evaluation in der Werkstatt Bremen mit einem sozialpädagogisch ausgebildeten 
Experten, der für die Arbeitsvorbereitung und die Anpassung der Arbeitsplätze an die 
unterschiedlichen Bedarfe zuständig ist, wurden wichtige Aspekte für den Einsatz in 
einer solchen Werkstatt untersucht und erfolgreich bewertet. Hierzu wurden zunächst 
die beiden Systemkomponenten einzeln betrachtet und abschließend eine allgemeine 
Einschätzung abgegeben. 
8.3.3.2.1 Molediwo-Studio 
Bei der Nutzung des Molediwo-Studios sind einige Punkte aufgefallen, die nicht sofort 
selbsterklärend waren, nach einer Erläuterung aber als logisch und richtig empfunden 
wurden. Hierzu zählten vor allem die Einstellungsmöglichkeiten, wie zum Beispiel das 
„Emotionserkennungsinterval“ beim Anlegen eines neuen Benutzers. Als sehr wichtig 
wurde außerdem die Möglichkeit empfunden, dass das System über spezifisch eingege-
bene Ansagen den Beschäftigten bei Bedarf motivieren oder beruhigen kann, weil dies 
auch das Vorgehen der Gruppenleiter widerspiegelt. Weitere angesprochene Motivati-
onshilfen, die dem Alltag der Werkstatt entsprechen, könnten ein Spiel oder die bereits 
integrierte spezifische Lieblingsmusik sein.   
Beim Anlegen eines neuen Arbeitsschrittes zu einer Arbeitsanweisung wurde die vorab 
zu tätigende Auswahl des Foto- bzw. Videobereichs als nicht intuitiv genug empfunden 
und sollte eher durch eine gezielte Abfrage ersetzt werden. Dennoch wurde insgesamt 
die Erstellung von einzelnen Arbeitsschritten als leicht umsetzbar und als selbsterklä-
rend empfunden. Das anschließende Zusammenführen der einzelnen Schritte zu einer 
Anweisung war ebenso einfach zu handhaben, wobei vor allem angemerkt wurde, dass 
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die visuelle Darstellung mit Hilfe von Videos vieles vereinfacht im Unterschied zu den 
in der bisherigen Praxis ausschließlich schriftlich formulierten Anweisungen. Zu beach-
ten ist außerdem, dass für viele Beschäftigte eine ausführliche Darstellung der Arbeits-
anweisung nicht notwendig ist, denn nur wenige benötigen eine sehr detaillierte Be-
schreibung der Ausführung. Daher ist die im System vorgenommene Einteilung in ver-
schiedene Detaillierungsstufen ein guter Weg, die Beschäftigten nicht mit unnötigen 
Schritten zu langweilen oder deren Aufmerksamkeit zu überfordern. 
Der Statistikteil wurde als sehr interessant beurteilt, weil er die Möglichkeit bietet, 
wichtige Informationen darüber zu erhalten, bei welchen Anweisungen und Arbeits-
schritten vermehrt Probleme auftreten bzw. welche Schritte von bestimmten Personen 
wiederholend hintereinander betrachtet werden. Dies könnte als Indiz dienen, dass die 
Anweisung zu kompliziert ist und weiter angepasst werden muss oder dass die Arbeit 
selber für den Beschäftigten nicht durchführbar ist. Gerade bei der Einführung von neu-
en Arbeitsanweisungen ist eine iterative Anpassung oft nötig. Dafür sind derzeit die 
Gruppenleiter und ihre Beobachtungsgabe gefragt, die in regelmäßigen Kontrollen die 
Anweisungen und ihre Umsetzung überprüfen. Die Intervalle zwischen den Überprü-
fungen verlängern sich mit der Zeit, jedoch könnte dies durch das System vereinfacht 
werden, indem in bestimmten Situationen zum Beispiel eine E-Mail an einen Gruppen-
leiter geschickt wird und dieser dann die Arbeitsanweisung noch einmal im Detail be-
trachtet, um gegebenenfalls nachzubessern. 
8.3.3.2.2 Molediwo-WorkApp 
Die Molediwo-WorkApp ist nach Meinung des Experten einfach zu nutzen und selbster-
klärend. Eine Interaktion des Systems, die zunächst allerdings übersehen wurde, ist die 
Anzeige des farblich gekennzeichneten Mikrofonsymbols, das anzeigt, wann gespro-
chen werden kann und wann die Aufnahme nicht möglich ist. Aufgrund der Nichtbeach-
tung dieses Symbols wurde während des Abspielens einer Videosequenz versucht, ein 
Kommando zu sprechen, was jedoch nicht verarbeitet werden kann, weil die Erkennung 
während des Abspielens ausgeschaltet sein muss, um unbeabsichtigte Kommandos aus 
dem Videoton zu vermeiden. Erst nach der Erklärung dieser Interaktion war die Bedeu-
tung der grafischen Darstellung des Mikrofonsymbols nachvollziehbar. 
Nach der Spracherkennung der Kommandos wurde die Emotionserkennung getestet. 
Die Ergebnisse der Emotionserkennung können auch im Molediwo-Studio angezeigt 
werden. So können die Gruppenleiter auch Feedback zum emotionalen Zustand der Be-
schäftigten erhalten, ohne direkt vor Ort sein zu müssen (Datenschutzaspekte sind kon-
zeptionell für die Implementation in die Werkstatt bedacht)24. Es wurde jedoch ange-
merkt, dass im laufenden Betrieb störende Hintergrundgeräusche wie Rauschen oder 
24 Siehe 2.3 Selbstbestimmung der Beschäftigen – Datenschutz 
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Maschinenlärm hinzukommen könnten, was die Interpretation der Eingaben verfälschen 
kann. 
Die zeitabhängige Nachfrage des Systems, ob die nutzende Person den letzten Schritt 
abgeschlossen habe, wurde als wichtiger Aspekt empfunden, um die Konzentration des 
Beschäftigten im Bedarfsfalle wieder auf die Arbeit zu lenken. Um ein positives Ab-
schlusserlebnis bei der Nutzung des Systems zu verstärken, wäre es wünschenswert, 
wenn das System sich mit einer Ansage, wie zum Beispiel „Danke für deine Mitarbeit, 
bis zum nächsten Mal“, verabschieden würde. 
Ein weiterer Aspekt sollte für diese Zielgruppe unbedingt bedacht werden. Um die Ap-
plikation zu starten, ist das Drücken eines bestimmten Icons notwendig. Dieses sollte als 
einziges Icon dargestellt werden oder alternativ sollte die Applikation automatisch mit 
dem Starten des Gerätes ausgeführt werden. Sonst sei die Wahrscheinlichkeit zu groß, 
dass zunächst einmal alle Spiele oder andere Applikationen ausprobiert werden und 
dass so die eigentliche Aufgabe in den Hintergrund rückt. 
8.3.3.2.3 Allgemeine Einschätzung 
Der Einsatz eines solchen Systems in einer Werkstatt für behinderte Menschen wäre 
nach Aussage des Experten sehr positiv und auch wünschenswert. Gerade die besondere 
Art der Präsentation der Arbeitsschritte mit Hilfe von Videos, Fotos und gesprochenen 
Anweisungen könnte die Beschäftigten eher anregen sich selbstständig über weitere 
Schritte zu informieren, sich an bereits gelernte Dinge zu erinnern oder die gefertigten 
Produkte selbstständig zu überprüfen und gegebenenfalls Fehler zu beheben. Dies wür-
de höchstwahrscheinlich auch dazu führen, dass diese Art der Anleitung wesentlich eher 
genutzt würde als die derzeit bestehende, ausschließlich schriftliche Variante, die nur 
von einem kleinen Teil der Beschäftigten überhaupt gelesen werden kann. Es sei zudem 
denkbar motivierende Elemente für den jeweiligen Beschäftigten in das System zu in-
tegrieren. Dies könnte zum Beispiel in Form einer gesprochenen Belobigung erfolgen, 
wenn das System registriert hat, das der Beschäftigte fünf Bauteile fertig montiert hat, 
da ein ähnliches Verhalten auch von den Gruppenleitern in der Werkstatt gezeigt wird. 
An diesem Punkt wäre das Konzept der Personalisierung erweiterbar, da für jeden Be-
schäftigten die persönlich ansprechendste Motivation oder lobende Anerkennung einge-
speist werden kann. 
Für die Gruppenleiter einer Werkstatt für Behinderte wäre ein solches System in ver-
schiedener Hinsicht eine Entlastung und Unterstützung. Jeder dieser Gruppenleiter ist 
für eine Vielzahl von Beschäftigten Ansprechpartner und muss bei der hohen Anzahl 
von Unterstützungsanfragen diese oftmals gut koordinieren. Wenn sich die Beschäftig-
ten durch ein solches System selbstständig bestimmte Dinge noch einmal in Erinnerung 
rufen können, ohne immer wieder ihren Gruppenleiter zu fragen, würde dies einerseits 
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ihr Selbstbewusstsein stärken und andererseits gleichzeitig ihren Ansprechpartner ent-
lasten. 
Ein weiterer Vorteil dieses Systems ist der unterstützende Einsatz in der Arbeitsvorbe-
reitung bei der Planung und Adaption von neuen Arbeitsabläufen für bestimmte Be-
schäftigte. Der derzeitige Ablauf besteht darin, dass der zuständige Mitarbeiter dem 
Beschäftigten zunächst in seinem normalen Tempo die zu bewältigende Aufgabe vor-
führt, um zu zeigen, welches Ergebnis gefordert ist. Anschließend wird der ganze Ab-
lauf noch einmal im Detail mit ausführlichen Erklärungen gemeinsam durchgeführt. 
Dies wird, wenn erforderlich, noch ein- oder zweimal wiederholt, bevor der Beschäftig-
te es ohne Anwesenheit weiterer Personen alleine probieren soll. Nach einiger Zeit 
kommt der Mitarbeiter wieder, überprüft das Ergebnis und steuert nach, wenn nötig. In 
diesen Ablauf könnte das System integriert werden, indem es die entsprechenden An-
weisungen anzeigt und so als eine Art Schulungsvideo fungiert und das Erlernen neuer 
Vorgänge unterstützt. Gleichzeitig hilft die Feedbackfunktion (Statistiken) der Arbeits-
vorbereitung zu erkennen, wo eine Anweisung unverständlich ist bzw. ein Arbeitsvor-
gang weiter in einfache Schritte aufgeteilt werden muss. Der ganze Prozess Anweisun-
gen zu entwickeln könnte generell durch dieses System längerfristig erleichtert werden, 
da das System das schrittweise Formulieren einer Anweisung unterstützt. Außerdem 
können wiederverwertbare Bild- und Videosequenzen sowie das einfache Erstellen neu-
er Materialien motivierend wirken selbst bildhafte und selbsterklärende Anweisungen 
anzulegen. Durch diese Materialien und interaktiven Anweisungen könnte es einigen 
Beschäftigten gelingen, ohne große Unterstützung anderer Mitarbeiter neue Arbeitspro-
zesse leicht zu erlernen. 
Ein weiterer Aspekt, auf den der Experte im Zusammenhang mit der Arbeitsplanung 
und der Vergabe der Arbeitsschritte an die Beschäftigten hinwies, ist, dass Arbeitsan-
weisungen, die aus sehr vielen Schritten bestehen, in zwei oder mehrere Einzelaufgaben 
aufgeteilt und die Gesamtaufgabe auf verschiedene Personen verteilt werden könnte. 
Oft ist es einem Beschäftigten weniger wichtig ein Bauteil alleine zu fertigen, aber das 
Gefühl, eine gegebene Aufgabe selbstständig ohne fremde Hilfe zu bewältigen, ist mo-
tivierender als an einer größeren Aufgabe zu scheitern. Hier würde das System ebenfalls 
unterstützen können und zwar bei der Aufteilung und der Unterstützung der Beschäftig-
ten. Durch die Unterstützung würden sie sich besser fühlen, da sie nicht so häufig je-
manden um Hilfe bitten müssten und sich mit Hilfe der Applikation bestimmte Inhalte 
leicht wieder ins Gedächtnis rufen können. 
Nach Aussage des Experten ist die Kritik an einem Beschäftigten ein besonders heikler 
Aspekt bei der Unterstützung durch ein elektronisches System. Im Normalfall, wenn ein 
Mitarbeiter zum Beispiel Kritik an einer Person äußert, muss er unbedingt bei jeder Per-
son Rücksicht nehmen auf die individuelle Befindlichkeit. Dies bedeutet, er muss darauf 
achten, wie er die Kritik formuliert, weil jede Person damit anders umgeht und die Ziel-
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gruppe in besonders starkem Maße irritierbar ist. Für den einen Beschäftigten wäre eine 
Kritik an seiner Arbeit leichter verkraftbar, für andere könnte es zur Folge haben, dass 
die jeweilige Person für einen längeren Zeitraum ausfällt und die Motivation verliert. 
Die Vermutung des Experten ist, dass Kritik, die von einem elektronischen System ge-
äußert wird, mehr Akzeptanz bei den Beschäftigten findet und als weniger kränkend 
empfunden wird. Auch die Interpretation einer Kritik als persönliche Kränkung durch 
einen bestimmten Gruppenleiter könnte vermieden werden. Durch personalisierte For-
men sachbezogener Kritik, verbunden mit motivierenden Interaktionen, könnten so auf 
längere Sicht die Fähigkeit Kritik sachlich zu verarbeiten erhöht und das Lernen erleich-
tert werden. 
Nun zur Emotionserkennung: Die Emotionserkennung erkannte zwar im Verlauf des 
Workshops verschiedene Emotionen des Experten beim Sprechen von Kommandos. Der 
Experte konnte jedoch nicht alle ermittelten Emotionen bestätigen. Hier wäre seiner 
Meinung nach noch Verbesserung nötig. Auch die Anpassung der Emotionserkennung 
an individuelle Artikulationsmöglichkeiten und individuelle Grundstimmungen sollte 
noch stärker beachtet werden, vermutete der Experte. Die Reaktion des Systems bei der 
Erkennung bestimmter Emotionen über einen bestimmten Zeitraum ist nach seiner Aus-
sage aber ein Konzept, das generell sehr hilfreich ist, weil es in etwa dem Verhalten der 
Gruppenleiter im Werkstattalltag gegenüber den Beschäftigten entspricht. Das grafische 
Feedback, welche Emotion erkannt wurde, sollte hingegen im realen Betrieb eher nicht 
gegeben werden, weil es sich negativ auf den Beschäftigten auswirken und ihn ablenken 
könnte. Eine Ausgabe wie „Wut“ bzw. „Trauer“ könnte diese noch weiter verstärken. 
Besser wäre eine positive Nachfrage zum Beispiel in Form von: „Bist du wütend?“ o-
der: „Geht es dir heute nicht so gut?“, danach sollte entsprechend auf den Beschäftigten 
eingegangen werden. 
Eine Gruppe von Beschäftigten, bei denen der Einsatz der Emotionserkennung zunächst 
keine besondere Bedeutung haben wird, ist die Gruppe der Autisten. Hier führte der 
Experte das Beispiel an, das ein Beschäftigter ein bestimmtes Bauteil erstellen und die-
ses nach dem Zusammenbau in eine Box legen soll. Er soll fortfahren, bis sich in der 
Box zehn Bauteile befinden. Würde nun ein Gruppenleiter eines dieser Bauteile zur 
Kontrolle entnehmen, könnte der Beschäftigte so aggressiv werden und so sehr außer 
sich geraten, dass er sogar den Gruppenleiter angreift und wütet, bis das Bauteil sich 
wieder in der Box befindet. Da das emotionale Erleben dieser Personen spezifisch ge-
triggert ist, ist die realisierte Emotionserkennung wenig hilfreich. Mit der Zielgruppe 
Autisten ist im Alltag besser umzugehen, wenn ihre Emotionen nicht thematisiert wer-
den, weil sie ihre Probleme in der Regel nur mit sich selber ausmachen und dabei nicht 
auf äußere Einflüsse reagieren bzw. sie gar nicht wahrnehmen. Hier ist erfahrungsge-
mäß auch für die Gruppenleiter das Warten das einzig probate Mittel. Ein Gedanke, wie 
Emotionserkennung auch für diese spezifische Zielgruppe hilfreich eingesetzt werden 
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könnte, wäre eine Visualisierung, die die Emotionen für die Kollegen in geeigneter 
Weise lesbar machen könnte. Dies wäre jedoch eine Aufgabe, die den Rahmen dieser 
Arbeit sprengen würde.  
8.3.4 Workshop 4 – Evaluierung des Systems mit Teilnehmern aus der 
Zielgruppe Menschen mit Lernschwierigkeiten  
Zielgruppe Methoden und Tools 
Experten der Arbeitsvorbereitung Expertenwissen 
Interviews 
Beschäftigte der Werkstatt (Menschen mit 
Lernschwierigkeiten) 
Testaufgaben (Assistiert durch Experten 
der Arbeitsvorbereitung) 
Beobachtung der Testpersonen 
Interviews (Assistiert durch Experten der 
Arbeitsvorbereitung) 
Tabelle 15: Methoden und Tools die im vierten Workshop der summativen Evaluation 
eingesetzt wurden gruppiert nach der Zielgruppe 
Im vierten Workshop war der Fokus auf die Nutzung des Systems durch Personen der 
Zielgruppe, also von Menschen mit Lernschwierigkeiten, gelegt. Diese sollten im Rah-
men einer Prüfaufgabe unter Zuhilfenahme der Molediwo-WorkApp einen Arbeitsablauf 
durchführen. Sozialpädagogisch geschulte Mitarbeiter der Arbeitsvorbereitung der 
Werkstatt Bremen nahmen an diesem Workshop teil, um den Einsatz des Systems zu 
begutachten und gegebenenfalls auf weitere wichtige Punkte hinzuweisen. Dieser Ab-
lauf wurde mit einer Kamera dokumentiert, um einzelne Aspekte aus der Beobachtung 
der Testpersonen im Nachhinein analysieren zu können. Anschließend wurden in einem 
Interview mit allen Probanden auffällige Punkte näher beleuchtet, um damit eine genau-
ere Auswertung des Einsatzpotenzials zu erhalten. 
 Settings und Ablauf 8.3.4.1
Im vierten Workshop waren sowohl zwei Experten der Werkstatt Bremen als auch zwei 
Probanden der Zielgruppe, ebenfalls aus der Werkstatt, involviert. Ziel war es, den Ein-
satz und die Handhabung der Molediwo-WorkApp durch Personen mit Lernschwierig-
keiten beurteilen zu lassen. Hierfür wurde, wie bereits in den vorangegangenen Work-
shops, ein Samsung Galaxy Tab 3 als mobiles Gerät für die Nutzung der Molediwo-
WorkApp eingesetzt. Die Verbindung zwischen der App und der dazugehörigen Daten-
bank wurde durch das W-Lan Netz der Universität Bremen realisiert, wo die Evaluation 
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stattfand. Ein störender Einfluss auf die Probanden durch die ungewohnte Umgebung 
und somit auf die Ergebnisse war nach Meinung der Experten nicht gegeben. 
Die Probanden mit Lernschwierigkeiten waren zwei Beschäftigte mittleren Alters, die in 
der Fertigungsabteilung der Werkstatt Bremen tätig sind, wo sie Bauteile für Fahrzeuge 
von Mercedes zusammenbauen und vorbereiten, die dann an Mercedes geliefert und 
dort in die entsprechenden Fahrzeuge eingebaut werden. Zu Beginn ihrer Tätigkeit in 
der Werkstatt waren sie in der Holzverarbeitung tätig, wechselten aber dann in die Fer-
tigung, da sie sich als geschickt und lernfähig erwiesen hatten. Einer der Probanden hat 
zusätzlich zu seiner Lernschwierigkeit die Einschränkung, dass er auf einem Auge nur 
noch 5% und auf dem anderen 10% Sehfähigkeit besitzt, was jedoch von außen nicht 
ohne Hinweis bemerkbar ist. Seine Lernschwäche ist weniger stark ausgeprägt als beim 
zweiten Probanden. Beide Probanden waren in Hinblick auf ihre Belastungsfähigkeit 
und ihr Vertrauensverhältnis zu den begleitenden Sozialpädagogen ausgewählt wurden. 
Dadurch konnten unnötige Belastungen vermieden und Irritation durch die fremde Um-
gebung reduziert werden. 
Die beiden Experten sind sozialpädagogisch ausgebildete Mitarbeiter der Werkstatt 
Bremen, die in der Arbeitsvorbereitung und der bedarfsgenauen Implementierung der 
Arbeitsplätze für die Beschäftigten in der Werkstatt tätig sind. Sie fungieren für die Be-
schäftigten als Ansprechpartner für Rückfragen und Erklärungen, wenn Probleme ent-
stehen. 
Der Workshop, der durchgängig mit einer Kamera aufgenommen wurde, begann mit 
einer kurzen Vorstellungsrunde. Anschließend wurde der Ablauf kurz erläutert. Es wur-
de erklärt, dass die Beschäftigten der Werkstatt die Aufgabe haben, unter Zuhilfenahme 
der Molediwo-WorkApp und einer darin befindlichen audiovisuellen Arbeitsanweisung 
den Zusammenbau eines Kugelschreibers vorzunehmen. Diese Anweisung und die ent-
sprechenden Benutzerprofile waren von mir am Tag vor dem Workshop in Absprache 
mit einem der beiden Experten angelegt worden. Bei dieser Umsetzung sollten die Test-
personen beobachtet werden, um Aufschlüsse über die Eignung der Software zu be-
kommen. Die Experten hatten die Aufgabe, während der Bearbeitung der Arbeitsanwei-
sung die Reaktionen des Systems auf eine erkannte Emotion zu simulieren. Dieser An-
satz wurde gewählt, um zu vermeiden, dass die Beschäftigten durch mögliche Fehlin-
terpretationen der automatischen Emotionserkennung verunsichert oder irritiert werden. 
Insbesondere kann ein nicht passendes Feedback des Systems die Beschäftigen so stark 
beeinträchtigen, dass sie sowohl ihre Aufgabe nicht mehr bewältigen können als auch 
eine Intervention einer betreuenden Person notwendig ist (Hinweis durch die betreuen-
den Psychologen). Die Experten sollten dafür einen Laptop nutzen, auf dem ein Pro-
gramm lief, das es ihnen ermöglichte direkt mit der Molediwo-WorkApp zu kommuni-
zieren und so ein bestimmtes Verhalten des Systems auszulösen. So konnten sie zum 
Beispiel frei formulierte Texte eingeben und vom System ausgeben lassen und den Be-
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schäftigten darauf hinweisen, dass er eine Pause machen oder sich besser konzentrieren 
solle. Dieses Verhalten sollte das System in der vollimplementierten Version automa-
tisch zeigen. Um aber die protypische Umsetzung bestmöglich testen zu können, wurde 
diese Aufgabe den Experten übertragen. Die Erkennung der Emotion wurde vom Sys-
tem durchgeführt, allerdings wurde die automatische Reaktion des Systems durch die 
Sozialpädagogen simuliert. Die dokumentierten Ergebnisse der Emotionserkennung 
sollten ferner dazu dienen, zu ermitteln, ob etwaige sprachliche Besonderheiten einen 
Einfluss auf die Erkennung haben. 
Nach der Erläuterung des Ablaufs wurde den beiden Beschäftigten der Zusammenbau 
eines Kugelschreibers gezeigt und die Handhabung der Molediwo-WorkApp wurde er-
klärt. Daraufhin sollten sie eigenständig den Zusammenbau durchführen und das Sys-
tem als Unterstützung nutzen, um sich den nächsten Schritt wieder ins Gedächtnis zu 
rufen. Teilweise wurden die nächsten Schritte auch vor der Erklärung durch das Sys-
tems umgesetzt, die Erläuterung wurde aber dann benötigt, um die Korrektheit der Um-
setzung zu überprüfen. Manchmal war auch die Anweisung zum nächsten Arbeitsschritt 
notwendig, um beim Zusammenbau überhaupt voran zu kommen. Die beiden Proban-
den formulierten ihre Kommandos unterschiedlich. Während der eine lediglich einfache 
Kommandos, wie zum Beispiel „weiter“, einsetzte, um mit dem System zu interagieren, 
formulierte der andere seine Kommandos in Frageform, indem er zum Beispiel sagte: 
„Wie soll ich da weiter machen?“. Beide Varianten wurden vom System richtig verar-
beitet und es zeigte jeweils den nächsten Arbeitsschritt an.  
Den audiovisuellen Darstellungen der nächsten Schritte folgten die Probanden jeweils 
bis sie beendet waren und verfolgten dann die ihnen vorgegebenen Aufgaben. Dies er-
folgte jeweils ohne Probleme und war für die Probanden klar verständlich. Die von den 
Experten initiierten Ausgaben des Systems als Reaktion auf die Emotionserkennung, 
wie zum Beispiel „Mach mal eine Pause“, wurden ebenfalls befolgt. Es war kein Unter-
schied im Verhalten der Probanden zu erkennen, wenn eine Arbeitsanweisung, die von 
einem Menschen formuliert wurde, abgespielt wurde oder wenn eine Ansage von einer 
Computerstimme gesprochen wurde. 
Nach Abschluss der praktischen Aufgabe des Zusammenbaus eines Kugelschreibers 
unter Zuhilfenahme der Molediwo-WorkApp wurde in einem Gespräch mit den Proban-
den und den Experten auf einzelne, auffällige Aspekte des Ablaufs eingegangen und 
Vor- und Nachteile wurden diskutiert. Teilweise war es auch den Beschäftigten mög-
lich, qualitativ verwertbare Informationen bezüglich der Nutzung des Systems zu for-
mulieren. Die Experten konnten in diesem Kontext zum ersten Mal die reale Nutzung 
des Systems durch Beschäftigte der Werkstatt beobachten und dadurch noch spezifi-
scher bestimmte Verhaltensweisen beurteilen bzw. bereits zuvor geäußerte Meinungen 
auf dieser Grundlage  bestätigten oder widerlegen. 
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 Ergebnisse 8.3.4.2
Der Fokus im vierten Workshop lag auf der Benutzerbarkeit der Molediwo-WorkApp 
durch zwei Beschäftigte des Martinshofs und der simulierten Interaktion des Systems 
auf der Basis der Emotionserkennung. Die Bedienung und Handhabung eines Tablets 
stellte für die Probanden keinerlei Schwierigkeiten dar. Dadurch, dass ihnen das Au-
thentifizieren mit Hilfe eines Barcodes bereits aus der Werkstatt bekannt war, war dies 
auch ohne größere Mühen mit der Molediwo-WorkApp möglich. 
Nach der Erklärung des Zusammenbaus eines Kugelschreibers war es den beiden mit 
Hilfe der Molediwo-WorkApp möglich diesen Arbeitsablauf selbstständig durchzufüh-
ren. An manchen Stellen war es nötig, vom System den nächsten Schritt zu erfragen, um 
sich zu erinnern, was als nächstes zu tun wäre. Aber bei anderen Teilschritten war es 
nur nötig die Anweisung zu betrachten, um sich zu vergewissern, dass man auch das 
Richtige geplant bzw. getan hatte. 
Die Interaktion mit dem System verlief sehr schnell intuitiv. Es wurden unterschiedliche 
Formen der verbalen Interaktion gewählt. So formulierte einer der Probanden sein wei-
ter-Kommando immer in Frageform, wie zum Beispiel „Wie soll ich dann weiter ma-
chen mit dem Kugelschreiber“. Aufgrund des erkannten Kommando-Wortes „weiter“ 
wurde dies auch erkannt und stellte kein Hindernis dar. Bei dem anderen Beschäftigten 
brachte seine leise Aussprache es leider mit sich, dass das System nicht auf jedes Kom-
mando reagierte und es deshalb ein zweites Mal gesagt werden musste, was sich jedoch 
nicht negativ auf die Stimmung der Person auswirkte. 
Die zwischendurch gesprochenen Anweisungen des Systems, die von einem der Exper-
ten der Werkstatt Bremen aktiviert wurden, sind als solche von den Probanden klar er-
kannt und umgesetzt worden. So wurde nach der Aufforderung „Mach mal eine Pause“, 
eine Pause gemacht und erst nach der Pausenzeit wurde mit dem nächsten Schritt weiter 
gemacht. Einer der Probanden, dessen Sehfähigkeit sehr stark eingeschränkt ist, hat sich 
bei den Anweisungen ausschließlich auf die gesprochenen Erläuterungen verlassen, weil 
die Bilder und Videos für ihn nicht richtig erkennbar waren. Diese Audioanweisungen 
haben ihm, so seine Auskunft, aber schon sehr gut geholfen und er regte an, ob man für 
bestimmte Personen die Bilder und Videos eventuell im Vollbildmodus darstellen könn-
te, das würde es eventuell schon ermöglichen mehr zu erkennen und richtig zu deuten. 
Im Anschluss an die Nutzung des Systems äußerten die beiden Beschäftigten, dass sie 
das System hilfreich fänden und gerne sofort mitnehmen möchten, um es auf der Arbeit 
nutzen zu können, besonders wenn sie einmal nicht weiter wüssten. Die Experten waren 
der Meinung, dass ein solches System für die Beschäftigten und die Werkstatt Bremen 
in verschiedener Hinsicht eine Hilfe sein könnte. Zum einen würden die Beschäftigten 
es nutzen, aber höchstwahrscheinlich nicht durchgängig, sondern nur, wenn sie an ei-
nem bestimmten Punkt nicht weiter kommen und Hilfe bräuchten. Die derzeit gebräuch-
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lichen schriftlichen Anweisungen auf Papier seien leider keine Hilfe, weil viele der Be-
schäftigten nicht lesen können und sich ausschließlich die Bilder anschauen, die ohne 
weitere Erklärung nicht hilfreich sind. Manche Beschäftigte benötigen auch Hilfestel-
lung bei der Einhaltung der Reihenfolge der Schritte. Da eine gedruckte Form alle 
Schritte auflistet aber nicht interaktiv den aktuellen markiert, kann nur ein interaktives 
Medium dieser Schwierigkeit gerecht werden. Mit Molediwo wäre eine Unterstützung 
ohne direkte Anwesenheit zum Beispiel von Gruppenleitern möglich. Gerade wenn 
neue Beschäftigte eingearbeitet werden oder wenn jemand an einen anderen Arbeits-
platz versetzt werden soll, der ihm noch nicht so vertraut ist, wird des Öfteren Unter-
stützung benötigt. Es könnte auch eine Hilfe für die Gruppenleiter sein, weil auch sie 
sich nicht immer an alle Arbeitsabläufe erinnern können oder manchmal als Aushilfe für 
einen kranken Kollegen fungieren müssen. Dann könnten sie sich mit Hilfe des Systems 
selbst die einzelnen Abläufe genau anschauen. 
Für die Experten stellte vor allem auch die einfache Handhabung beim Erstellen der 
Anweisungen einen großen Mehrwert dar. Durch das Schneiden von Videos, das Neu-
Einsprechen von Audioaufnahmen und das einfache Zusammensetzen von Anweisun-
gen biete das Molediwo-System eine große Vereinfachung im Unterschied zur Nutzung 
unterschiedlicher Systeme oder Softwaretools für die einzelnen Schritte. Das direkte 
Aufnehmen und Sprechen von Videos und Sprachanweisungen sei ein ziemlicher zu-
sätzlicher Aufwand, weil wahrscheinlich die Aufnahme eines einzelnen Schrittes je-
weils sehr oft wiederholt werden müsse bis Video und Audio zueinander passen und ein 
störungsfreies Ergebnis erzielt werden kann.  
Die Nutzung von mobilen Geräten für die Darstellung sei nach Aussage der Experten 
jedoch nicht zwingend notwendig, es würde reichen ein Terminal zu haben, zu dem man 
gehen und an dem man sich die einzelnen Schritte anschauen könnte. Denkbar wäre es, 
das System in die bereits an einigen Arbeitsplätzen vorhandenen Monitore zu integrie-
ren. Dies würde eventuell auch die Möglichkeit bieten das Molediwo-System mit dem 
am Arbeitsplatz befindlichen System zur Endkontrolle der Arbeitsqualität zu verbinden, 
um dessen Feedback auch in das Assistenzsystem einfließen zu lassen und dadurch di-
rekt auf bestimmte, falsch durchgeführte Arbeitsschritte positiv hinzuweisen. 
8.4 Evaluation im Überblick  
Die verschiedenen Evaluationen ergeben im Gesamtbild eine positive Einschätzung der 
Einsetzbarkeit des Molediwo-Systems und lassen Potenziale für weitere Entwicklungs-
arbeiten erkennen. Das dahinter stehende System-Modell kann ein Beitrag für die Wei-
terentwicklung des Feldes Assistenzsysteme für Menschen mit Lernschwierigkeiten 
werden. Im Folgenden werden die wichtigsten Ergebnisse im Überblick zusammenge-
fasst. 
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Schritt Beschreibung 
formative Evaluation 
Diverse 
Workshops 
Zielsetzung: Entwicklung eines Prototypen 
Gruppe: Experten der Werkstatt für Menschen mit Behinderungen 
Ergebnis: Die Ergebnisse der einzelnen Workshops dienten jeweils auch 
als Grundlage für die Weiterentwicklung des Systems. Hierbei wurde 
versucht verschiedene Sichtweisen, wie zum Beispiel aus der Behinder-
tenpädagogik oder der Arbeitsvorbereitung der Werkstatt Bremen, einzu-
beziehen. 
summative Evaluation 
WS 1 
Zielsetzung: Zuverlässigkeit und technische Qualität der Hard- und 
Software sowie Bedienbarkeit und Usability-Tests 
Gruppe: Usability-Experten, Experten für Hard- und Software 
Ergebnis: Die technische Umsetzung besitzt nach Angabe der Experten 
alle Komponenten, die benötigt werden und zeigt eine fehlerfreie Funkti-
onsweise. Unter dem Gesichtspunkt der Usability gibt es im Molediwo-
Studio einige wenige Punkte, die nicht intuitiv verstanden wurden. Hier-
zu ist vor allem die Ribbon-Bar zu zählen. 
WS 2 
Zielsetzung: Evaluation der Integration der Emotionserkennung und 
ihrer Ergebnisse in Molediwo 
Gruppe: Experten der Künstlichen Intelligenz 
Ergebnis: Die Evaluation der Emotionserkennung ließ Rückschlüsse zu, 
dass die geringere Qualität des Mikrofons eines Tablets Einfluss auf die 
Genauigkeit der Erkennung hat. Durch den Einsatz eines Richtmikrofons 
konnte der Prozentsatz stimmiger Ergebnisse deutlich erhöht werden. 
Ebenso wie die Lautstärke und die Geschwindigkeit einer Aussage hat 
auch die Entfernung zum Mikrofon Auswirkungen auf die Stimmigkeit 
der Erkennung. Positiv hervorzuheben ist, dass die im System eingesetz-
ten Wortkommandos im Vergleich zu Sätzen mit Kommandos eine höhe-
re Korrektheit erzielen konnten. 
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Schritt Beschreibung 
WS 3 
Zielsetzung: Test der Einsetzbarkeit im Kontext der Werkstatt für Men-
schen mit Behinderung 
Gruppe: Experten der Arbeitsvorbereitung der Werkstatt für Menschen 
mit Behinderung 
Ergebnis: Die Mitarbeiter der Arbeitsvorbereitung konnten mit einfa-
chen Mitteln und in kurzer Zeit neue Anweisungen in verschiedenen De-
taillierungsstufen anlegen und fühlten sich dabei durch das System unter-
stützt. Das Arbeiten mit der Molediwo-WorkApp wurde als angemessen 
und unterstützend eingeschätzt. Die integrierte Emotionserkennung bietet 
das Potenzial die Beschäftigten selbstständig komplexere Aufgaben lösen 
zu lassen, da durch die Einschätzung ihres emotionalen Zustandes ihre 
kognitive Leistungsfähigkeit berücksichtigt werden kann. Dies könnte 
auch zur Vermeidung von Arbeitsunfällen beitragen. 
WS 4 
Zielsetzung: Evaluation der Nutzung durch Personen der Zielgruppe 
Gruppe: Personen der Zielgruppe Menschen mit Lernschwierigkeiten 
Ergebnis: Ausgesuchte Probanden aus der Zielgruppe konnten für einen 
längeren Zeitraum selbstständig mit der Molediwo-WorkApp einen Ar-
beitsauftrag korrekt erledigen. Es gibt Hinweise, dass die Molediwo-
WorkApp für die Zielgruppe motivierend und unterstützend einsetzbar ist. 
Auffällig war, dass die Probanden leicht und selbstständig mit dem Sys-
tem umgingen und sowohl aus eigener Sicht als auch aus Sicht der Ar-
beitsvorbereitung nicht kognitiv überlastet wurden.   
Tabelle 16: Zusammenfassung der Evaluationsergebnisse 
Im nächsten Kapitel werden die Evaluationsergebnisse auf die Fragestellungen der For-
schungsarbeit bezogen. 
9 Zusammenfassung,  Diskussion und Ausblick 171 
9 Zusammenfassung,  Diskussion und Ausblick 
In diesem Kapitel werden das Erreichte, die ungelösten Fragen und der darüber hinaus-
gehende Forschungsbedarf besprochen. 
9.1 Diskussion und Einschätzung der Ergebnisse 
Im Folgenden sollen Schritt für Schritt die in Kapitel 1.2 formulierten Forschungsfragen 
mit dem Erreichten verglichen und die Ergebnisse reflektiert werden. Um die Hauptfra-
ge zu bearbeiten, wurden Teilziele definiert. Die Analyse beginnt mit den Teilzielen zur 
Usability, um dann einschätzen zu können, inwieweit die Hauptzielsetzung erreicht 
werden konnte. 
Um Usability an die Anforderungen für Menschen mit Lernschwierigkeiten anzupassen, 
sind folgende Gesichtspunkte leitend:  
Wie ist das spezifische Interaktionsdesign für ein Unterstützungssystem für Men-
schen mit Lernschwierigkeiten zu gestalten? 
Vor allem die Gespräche mit den Experten aus der Arbeitsvorbereitung und der Behin-
dertenpädagogik gaben Hinweise, die als Anforderungen formuliert werden konnten. 
Diese spezifischen Anforderungen konnten im Molediwo-System aufgenommen und 
umgesetzt werden. Hierzu zählen vor allem die Verwendung von Audio- und Bildmate-
rial als Hauptkommunikationskanal und die nur ergänzende Nutzung von textuellen 
Inhalten. Die Bildmaterialien sollen selbsterklärend sein und mit aufmerksamkeits-
lenkenden Hervorhebungen gestaltet werden und die Audioanweisungen sollen klar und 
so weit wie möglich in Einfacher Sprache gesprochen sein. Bei der Zielgruppe sind Kri-
terien wie die Unter- bzw. Überforderung durch die Aufgaben zu beachten. Dies wird  
durch die Bereitstellung der Arbeitsanweisungen in unterschiedlichen Detaillierungsstu-
fen und durch die automatische Anpassung des Systems an die momentane und indivi-
duelle Aufnahmekapazität erreicht. In der Umsetzung und im Design der Interaktionen 
ist zu beachten, dass diese so einfach wie möglich gehalten sind, um großmögliche 
Klarheit zu erzielen und Ablenkung zu vermeiden. Entsprechend den kognitiven Vo-
raussetzungen der Zielgruppe sollte die Interaktion sprachgesteuert mit einfachen Be-
fehlen und mit einer größtmöglichen Fehlertoleranz in der Spracherkennung (Schlüs-
selwörter, die auch in unterschiedlich formulierten Sätzen erkannt werden können) er-
folgen. Die Spracheingabe bietet auch den Vorteil, dass die Beschäftigten nicht ge-
zwungen sind, ihre Hände bei der Interaktion mit dem System zu nutzen und dass sie 
dadurch weniger von ihrem Arbeitsplatz und ihrer Aufgabe abgelenkt werden. Zum 
anderen ist es dadurch aber auch Personen mit multiplen Behinderungen möglich, mit 
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dem System zu interagieren, wenn sie zum Beispiel neben der Lernschwierigkeit kör-
perliche Einschränkungen im Bereich der Extremitäten haben und dadurch nur er-
schwert mit einem mobilen Gerät im Arbeitskontext interagieren können. Bei Men-
schen, die eine Einschränkung im Bereich der sprachlichen Kommunikation, wie zum 
Beispiel Stottern, haben, ist es allerdings oft nur bedingt möglich das System zu nutzen. 
Hier spielt die Ausprägung der Einschränkung eine Rolle und die Güte der Spracher-
kennung kann diese Einschränkung nur teilweise auffangen. Durch die Sprachsteuerung 
stehen die Audiodaten nicht nur für die direkte Interaktion mit dem System zur Verfü-
gung, sondern können weiter genutzt werden, um Hinweise auf den aktuellen emotiona-
len Zustand der Beschäftigten zu geben ohne weitere und ablenkende Sensoren einset-
zen zu müssen. Dies ermöglicht es, ohne aktiv in den eigentlichen Assistenzprozess 
einzugreifen, die Emotion zu ermitteln und so personalisierter auf den Beschäftigten mit 
Lernschwierigkeiten eingehen zu können. Die Integration der Emotionserkennung kann 
dazu beitragen, die Fähigkeit der Beschäftigten zu unfall- und fehlerfreier Arbeit zu 
ermitteln. Auch kann so ihr Lern- und Arbeitsprozess noch personalisierter unterstützt 
werden, was für diese Zielgruppe besonders bedeutsam ist, weil die Motivation eine 
Aufgabe zu bewältigen bzw. überhaupt zu bearbeiten in starkem Maße vom aktuellen 
emotionalen Zustand abhängt.  
Kann ein digitales Assistenzsystem die Selbstständigkeit von Menschen mit Lern-
schwierigkeiten im Kontext ihrer Arbeit unterstützen? 
Mit dem nächsten Teilziel sollte geklärt werden, wie ein entsprechend gestaltetes Assis-
tenzsystem autonom genutzt werden kann und selbstständiges Handeln motiviert. In den 
Gesprächen mit verschiedensten Experten stellte sich heraus, dass eine autonome Nut-
zung der prototypischen Umsetzung der Molediwo-WorkApp als sehr wahrscheinlich 
angenommen werden kann. Im Workshop mit Beschäftigten mit Lernschwierigkeiten 
konnten Hinweise gefunden werden, die diese Einschätzung der Experten unterstützen. 
Nach einer kurzen Erklärung und Einarbeitung in die Handhabung des Systems gelang 
die autonome Verwendung des Systems als Unterstützungstool durch die Probanden. 
Die erforderliche Unterstützung bei der eigentlichen Arbeitsaufgabe ist bei diesen Pro-
banden mit dieser Beispielanwendung gelungen. Die Förderung des selbstständigen 
produktiven Handelns wird nach Meinung der Experten der Arbeitsvorbereitung durch 
den Einsatz eines solchen Systems ermöglicht. Die Experten verwiesen darauf, dass es 
oftmals zu Situationen kommt, in denen die Beschäftigten sich zum Beispiel nicht an 
die korrekte Durchführung des nächsten Schrittes erinnern können. In diesen Fällen 
würde es vermehrt dazu kommen, dass sie nicht ihren Gruppenleiter um Hilfe bitten, 
weil sie sich schämen oder sich nicht trauen erneut als Fragender aufzutreten. Da dann 
die Arbeit stockt, stellen sie diese ein, beschäftigen sich anderweitig oder führen fehler-
hafte und unter Umständen gefährliche Schritte aus. Durch den Einsatz eines solchen 
Systems würde nach Expertenmeinung das mit Scham und Unfähigkeit behaftete Nach-
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fragen vermieden werden können. Für die Beschäftigten würde es einen großen „gefühl-
ten“ Unterschied machen, ob sie eine Person oder ein technisches System als Hilfe nut-
zen. Daher würde auch in dieser Hinsicht der Einsatz eines solchen Systems die Selbst-
ständigkeit fördern. Dies blieben jedoch Hinweise, der Beweis, dass dies im laufenden 
Betrieb der Werkstatt für behinderte Menschen auch funktioniert, konnte im Rahmen 
dieser Arbeit jedoch noch nicht erbracht werden. 
Wie lässt sich ein Assistenzsystem in den Kontext und die Gegebenheiten des Ar-
beitsplatzes in einer Werkstatt für Menschen mit Behinderungen integrieren? 
Die Zielsetzung, den Prototypen partizipativ mit den Beschäftigten im Kontext zu eva-
luieren, musste an die Bedingungen und Bedürfnisse der Werkstatt für Menschen mit 
Behinderung angepasst werden. Die Werkstattabläufe und die Zielgruppe sind beson-
ders irritierbar und die hohen Datenschutzanforderungen ließen eine Evaluation im 
Kontext realer Arbeitsabläufe nicht zu. Daher musste eine sinnvolle Alternative entwi-
ckelt werden. So konnte die Frage, inwieweit ein solches System im Arbeitskontext 
eingesetzt werden kann und inwieweit Personen der Zielgruppe dadurch unterstützt 
werden, nur über das Wissen der Experten und weniger durch direkte Beobachtungen 
beurteilt werden. Die Aussagen der Experten lassen den Schluss zu, dass ein solches 
System an vielen Arbeitsplätzen produktiv eingesetzt werden könnte. Die Anpassung an 
den jeweiligen Arbeitsplatz könnte auch ohne mobile Geräte erfolgen, je nachdem ob 
bereits Computersysteme mit Monitoren am jeweiligen Arbeitsplatz eingesetzt werden. 
Das Unterstützungspotenzial des Molediwo-Systems in realen Arbeitskontexten der 
Werkstatt wird von den Experten der Arbeitsvorbereitung als hoch eingeschätzt. Die 
Tatsache, dass sich die Personen der Zielgruppe sehr gerne mit modernen und mobilen 
Geräten beschäftigen und damit in der Lage sind, verhältnismäßig gut neue Einsichten 
zu gewinnen, kann als Hinweis verstanden werden, dass das Molediwo-System von der 
Zielgruppe positiv angenommen werden kann. Dieses System könnte die Erlebnisquali-
tät fördern und die Fähigkeit, Arbeitsaufgaben erfolgreich und selbstständig zu bewälti-
gen, stärken. Dies fördert die Menschen mit Lernschwierigkeiten nicht nur in ihrem 
Selbstvertrauen, sondern ermöglicht es ihnen auch autonom, mit Hilfe des Systems, sich 
neues Wissen anzueignen oder bereits vorhandenes Wissen zu überprüfen und auf län-
gere Sicht diese Selbstständigkeitserfahrung auch auf andere Bereiche auszudehnen. 
Wie können bestehende Ansätze der Personalisierung für den Kontext der Werk-
statt für Menschen mit Behinderung sinnvoll ergänzt werden? 
Die Arbeit von Saeed Zare, in der er sich mit der Unterstützung von Schülern mit Lern-
schwierigkeiten durch ein mobiles System befasst hat, wies darauf hin, dass es für diese 
Zielgruppe eminent wichtig ist, Inhalte nicht nur individuell, sondern personalisiert auf-
zubereiten und auch die Interaktion angepasst zu gestalten. Dieser Personalisierungsan-
satz wurde in dieser Arbeit mit Hilfe von personalisierten Profilen aufgegriffen und er-
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weitert. Während die personalisierten Profildaten im Ansatz von Saeed Zare auf vorab 
eingepflegten Metadaten zu den Nutzern basierte (mit Update im laufenden Betieb), 
wurde im Molediwo-System die dynamische Anpassung weiter entwickelt. Da die kog-
nitive Leistungsfähigkeit bei dieser Zielgruppe stark von der momentanen emotionalen 
Befindlichkeit abhängig ist, sollte die Personalisierung diesen Aspekt mit berücksichti-
gen. Die Erweiterung der Personalisierung bestand darin, dass das System durch eine 
Emotionserkennung aus Sprache personalisierter mit dem Nutzer interagiert und sich 
dadurch noch besser auf die spezifischen und insbesondere auch aktuellen Bedürfnisse 
des Nutzenden einstellen kann. Mit der Emotionserkennung ist es zum Beispiel mög-
lich, Extrema in der Stimmung zu erkennen und entsprechend darauf zu reagieren. Die-
ses personalisierte Verhalten des Systems bietet die Möglichkeit, dass Personen mit 
kognitivem Unterstützungsbedarf autonom mit dem System ihre Arbeitsaufgaben be-
wältigen können und dass dabei Störungen, Fehler und Arbeitsunfälle durch kognitive 
Fehlleistungen in gewissem Umfang vermieden werden können. 
Wie muss ein Tool für die Content-Generierung gestaltet sein, so dass es einfach zu 
bedienen ist und den Bedingungen der Werkstatt für Menschen mit Behinderun-
gen entspricht? 
Ein Eckpfeiler des Gesamtsystems ist die Content-Generierung, das heißt die Erstellung 
der Arbeitsanweisungen. An der Entwicklung dieses Systembestandteils waren in be-
sonderem Maße die Experten der Arbeitsvorbereitung beteiligt. In wiederkehrenden 
Treffen wurden der jeweils aktuelle Stand und die Verbesserungen bzw. Neuerungen 
bewertet und weitere Verbesserungen entwickelt. Während dieses Prozesses stellte sich 
relativ schnell heraus, dass es eine Möglichkeit geben sollte, mit wenig Aufwand eine 
Anweisung in unterschiedlichen Detaillierungsgraden zu erstellen. Diese unterschiedli-
chen Detaillierungsgrade einer Anweisung sollten den unterschiedlichen Bedürfnissen 
der späteren Nutzer gerecht werden. Aus dem gleichen Grund sollte es auch die Mög-
lichkeit geben zu jedem Teilschritt die gesprochene Anweisung in „normaler“ und „Ein-
facher Sprache“ aufzunehmen. Dadurch sollte die vorgesehene personalisierte Ausgabe 
einer Anweisung dem jeweiligen Benutzerprofil entsprechend realisiert werden. Die 
Audioaufnahmefunktion für die im System vorhandenen Videosequenzen oder Bilder 
waren eine Grundbedingung, die von den Arbeitsvorbereitern für das Anlegen der ent-
sprechend differenzierten Inhalte gefordert wurde. 
Wie muss ein partizipativ entwickeltes Modell eines Assistenzsystems für Men-
schen mit Lernschwierigkeiten aussehen, das die Erfahrung der Selbstwirksamkeit 
vermittelt und die Fähigkeit zum Lernen unterstützt? 
Die Hauptfrage, ob ein solches System potentiell einen Beitrag zu einer selbstbestimm-
teren Lebensgestaltung für Menschen der genannten Zielgruppe leistet, kann nach Mei-
nung der beteiligten Experten der Arbeitsvorbereitung positiv beantwortet werden. Vo-
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rangegangen war eine kontinuierliche Einbindung dieser Experten in den Entwick-
lungsprozess. Das dadurch gemeinsam entwickelte Modell hat nach Aussage der betei-
ligten Experten das Potenzial, den Beschäftigten mit Lernschwierigkeiten im Kontext 
ihrer Arbeit eine selbstbestimmtere Durchführung ihrer Aufgaben zu ermöglichen. Die 
gewonnene Selbstständigkeit in der Ausführung von Arbeitsaufgaben würde, so die 
Experten, zur Verstärkung ihrer Selbstwirksamkeitserwartung beitragen. Aus den Erfah-
rungen der Arbeitsvorbereitung wird es für wahrscheinlich gehalten, dass die Beschäf-
tigten auch in schwierigen Situationen Aufgaben eigenständig bewältigen könnten und 
dass für sie irritierende oder belastende Situationen vermieden werden können, wie zum 
Beispiel das wiederholte Nachfragen bei einem Werkstattleiter. Auch das Problem, dass 
notwendige Nachfragen bei einem Werkstattleiter aus Schamgefühl unterbleiben und 
dies zu fehlerhaften Arbeitsergebnissen führt, könnte vermieden werden. Fehlerhafte 
Ergebnisse, die mit dem System seltener auftreten, könnten nach Expertenmeinung auch 
für ein sinkendes Selbstwertgefühl mitverantwortlich sein. Bei der Ausgestaltung der 
personalisierten Arbeitsanweisungen und der persönlichen Profile sollte allerdings auch 
beachtet werden, dass der jeweilige Beschäftigte weder über- noch unterfordert wird. 
Aus den  Erfahrungen der Arbeitsvorbereitung lässt sich ableiten, dass die Beschäftigten 
sich bei Über- oder Unterforderung der weiteren Arbeit verweigern. Die Emotionser-
kennung könnte hier eine interessante Rolle spielen. Die Experten berichteten, dass im 
laufenden Werkstattbetrieb (ohne assistierendes System) die Werkstattmitarbeiter stark 
auf die aktuelle Stimmung der Beschäftigten achten, um zu entscheiden, wann Hilfe 
oder Interaktion notwendig ist. Daher ist der Ansatz der Emotionserkennung nach Mei-
nung der Experten der Arbeitsvorbereitung für diese Zielgruppe ein enorm wichtiger 
Beitrag, der allerdings nach der Präsentation des Prototypen noch verbessert werden 
müsste, um die im Modell skizzierte Erweiterung der Personalisierung gewährleisten zu 
können.  
9.2 Aufgetretene Unstimmigkeiten und Probleme 
Im Verlauf des Entwicklungsprozesses sind verschiedene Schwierigkeiten aufgetreten, 
die meist behoben werden konnten. Einige bestehen allerdings auch noch nach Fertig-
stellung des Prototypen und werden im Folgenden näher betrachtet. 
Eine Schwierigkeit, die erst im Entwicklungsprozess als solche wahrgenommen wurde, 
ist die interne Netzwerkinfrastruktur der Werkstatt Bremen, die leider nicht zu Entwick-
lungszwecken genutzt werden durfte. Diese Infrastruktur bietet zwar eine W-LAN-
Abdeckung auf dem gesamten Gelände der Werkstatt und hat auch bereits Verbindung 
zu werkstattinternen Servern, die für einen Einsatz eines solchen Assistenz-Systems 
notwendig wären. Allerdings konnte dieses aus rechtlichen Gründen nicht genutzt wer-
den. Die Werkstatt Bremen nutzt ein Netz des öffentlichen Dienstes der Stadt Bremen, 
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an dem auch die Polizei Bremen angeschlossen ist und daher ist der Zugriff auf dieses 
Netzwerk stark eingeschränkt, was zum Beispiel dazu führt, dass nicht autorisierte 
Software bzw. Hardware keinen Zugang zu diesem Netzwerk erhalten kann. 
Die Nutzung der Emotionserkennung mit mobilen Geräten, auf denen ein Android-
System läuft, führte zu einem Implementierungsproblem. Die in Android integrierte 
Spracherkennung ist ohne Probleme in das bestehende System einbaubar gewesen. Lei-
der bot die Android-API keine Möglichkeit, die Aufnahmen der Sprachkommandos 
nach der Auswertung durch die Spracherkennung dem Emotionserkennungstool zur 
Verfügung zu stellen. Daher musste eine aus Programmierersicht eher weniger geeigne-
te, aber für den Prototyp voll funktionsfähige, Lösung erarbeitet werden. Diese sieht in 
der endgültigen Umsetzung folgendermaßen aus: Eine eigens für diesen Zweck pro-
grammierte Spracherkennung registriert, wann eine Aussage beginnt und wann sie en-
det. Diese zwischen dem Start- und dem Endpunkt aufgenommene Aussage wird an-
schließend mit Hilfe der Google-Speech-API an einen Google-Server über das Internet 
übermittelt, der ursprünglich für die Spracherkennung von Google Chrome entwickelt 
wurde. Dieser übersetzt die Aussage in einen Text und liefert diesen als Wert zurück, 
allerdings ist die Anzahl der Anfragen an diesen Server pro Tag auf 50 limitiert. Wenn 
in einer Aussage eines der im System hinterlegten Kommandos wie zum Beispiel „wei-
ter“ oder „wiederholen“ erkannt wurde, wird die dafür vorgesehene Aktion vom System 
ausgeführt und die entsprechende Sprachaufnahme an das Emotionserkennungstool  
openSmile übergeben, um damit den aktuellen emotionalen Zustand zu ermitteln. 
Die größte Hürde stellt jedoch die Emotionserkennung selber dar. Dies wurde auch von 
allen Experten, sowohl aus der Informatik als auch aus der Arbeitsvorbereitung, ange-
merkt. Beim Test scheinen bislang die Ergebnisse der Emotionserkennung den gefühl-
ten und beobachteten Gemütszuständen nur bedingt zu entsprechen. Eine Ursache  für 
diese Unstimmigkeit sind die Mikrofone in den Tablets. Es wurde meist die Emotion 
„Langeweile“ erkannt, was zum Beispiel bei übertrieben gespielter Aggressivität nicht 
zutreffend sein konnte. Der Workshop zur Analyse der Ergebnisse der Emotionserken-
nung25 hatte aufgezeigt, dass ein besseres Mikrofon bereits verlässlichere Ergebnisse 
liefert, aber immer noch nicht den Erfordernissen entspricht. Nach Rücksprache mit den 
Experten der Emotionserkennung, die dieses Tool [vgl. Eyben et al., 2013] entwickelt 
haben, muss angemerkt werden, dass der derzeitige Entwicklungsstand bei Emotionser-
kennung durch Sprache noch nicht ausgereift ist. Eine einsetzbare Erkennung kann nach 
Aussage dieser Experten nur erzielt werden, wenn das System vorher mit einer riesigen 
Menge an Sprachdaten trainiert wird. Leider gibt es hierfür bislang nicht ausreichend 
genügend Sprachdaten. Insbesondere in Deutsch fehlen brauchbare Sprachaufnahmen. 
Diese selbst zu sammeln hätte den Rahmen dieser Arbeit gesprengt. Alternativ könnte 
25 Siehe Kapitel 8.3.2 Workshop 2 - Test der Integration des Emotionserkennungsmoduls mit Experten 
aus der Softwareentwicklung 
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das System, zusätzlich zu den bislang verfügbaren Trainingsdaten, mit Audiodaten der 
zu erkennenden Person trainiert werden. Dies würde ebenfalls die Korrektheit der Er-
gebnisse der Emotionserkennung stark verbessern.  
9.3 Fazit 
Molediwo stellt ein erweitertes Modell der personalisierten Assistenz und des personali-
sierten Lernens für Menschen mit Lernschwierigkeiten zur Verfügung, das die Konzep-
te der Personalisierung von Saeed Zare aufgreift und für den Kontext selbstständiger 
Aufgabenbewältigung vertieft. Dieses Modell wurde gemeinsam mit Experten der Sozi-
alarbeit, Behindertenpädagogik, Arbeitsvorbereitung und Informatik in einem iterativen 
Vorgehen entwickelt. Hierbei wurden zunächst gemeinsam die spezifischen Anforde-
rungen der Zielgruppe herausgearbeitet, um damit ein Konzept zu entwickeln, das den 
sehr eigenen Bedingungen und Notwendigkeiten einer Werkstatt für behinderte Men-
schen entspricht. Die prototypische Umsetzung diente der Evaluation des entwickelten 
Konzepts und ließ Rückschlüsse zur Umsetzbarkeit und Einsetzbarkeit eines solchen 
Systems zu. 
Auf Grund der Einschränkungen der Zielgruppe war jedoch eine Anpassung des partizi-
pativen Design-Ansatzes notwendig. Da eine Reflexion und das Verbalisieren des eige-
nen Handelns bei der Zielgruppe meist nicht oder nur ungenügend möglich ist, musste 
ein neues Konzept der partizipativen Softwareentwicklung entworfen werden. In dieser 
Assistierten Partizipation ist das bestehende Modell um weitere Partizipierende, in die-
sem Fall Experten der Sozialarbeit und der Arbeitsvorbereitung, erweitert worden, um 
fundierte Rückschlüsse erhalten zu können. Die Nutzung dieser Assistierten Partizipati-
on ist für diese Zielgruppe, rückblickend gesehen, gelungen und bietet konstruktive Er-
gebnisse, die ohne Hilfe der zusätzlichen Partizipierenden nicht hätten erarbeitet werden 
können. Interessant wäre es, diese Methode noch einmal zu fokussieren und zu prüfen, 
inwieweit sie auch für ähnlich gelagerte Kontexte erfolgreich eingesetzt werden kann. 
Dies würde allerdings den Rahmen der vorliegenden Arbeit überschreiten. 
Der Einsatz eines solchen Unterstützungssystems in einer Werkstatt für behinderte 
Menschen und die Nutzung durch diese spezifische Zielgruppe im Rahmen ihres Ar-
beitsalltags stellt nach Meinung der Experten eine Steigerung der Selbstständigkeit dar 
mit positiver Auswirkung auf Selbstwertgefühl und Kompetenzerleben. Diese Aspekte 
wären gerade für diese Zielgruppe von herausragender Bedeutung. Nicht nur die Exper-
ten bestätigen dies, sondern auch ich als behinderter Mensch26 kann die Erhöhung der 
Kompetenz zum selbstständigen Handeln als Schlüssel zu einer verbesserten Lebens-
qualität bestätigen. 
26 Der Autor ist seit 2005 inkomplett Querschnittgelähmt und auf den Rollstuhl angewiesen 
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Die Erweiterung der Personalisierung durch Erkennung des aktuellen emotionalen Zu-
stands ist aus konzeptioneller Sicht ein wichtiger Baustein, damit autonome Systeme 
sich besser auf die aktuelle kognitive Belastbarkeit der Nutzer einstellen können. Diese 
Erweiterung bietet verschiedene Möglichkeiten zielgenauer auf die Bedürfnisse des 
Nutzers eingehen zu können und die passende Unterstützung anzubieten. In der realen 
Umsetzung ist die Emotionserkennung aus Sprache noch nicht alltagstauglich. Unter 
speziellen Bedingungen kann bereits eine ausreichende bis sehr gute Erkennung ge-
währleistet werden, aber im Einsatz unter „Normalbedingungen“ ist das Ergebnis leider 
noch nicht ausreichend verlässlich. Die Einsetzbarkeit gerade für diese Zielgruppe setzt 
jedoch eine verlässliche Emotionserkennung voraus. Der Ansatz der erweiterten Perso-
nalisierung unter Zuhilfenahme der Erkennung der aktuellen Emotion des Beschäftigten 
ist aber nach Meinung von Experten der Werkstatt Bremen interessant und auch zu-
kunftsfähig. Diese Experten nutzen in der Mensch-zu-Mensch-Kommunikation bereits 
vergleichbare Ansätze, weil bei Menschen mit Lernschwierigkeiten die aktuelle Befind-
lichkeit die kognitiven Fähigkeiten besonders stark beeinflusst.  
Durch diese Arbeit wurde gezeigt, dass Digitale Medien ein großes Potenzial haben 
Menschen mit Lernschwierigkeiten in ihrem alltäglichen Leben zu unterstützen. Die 
dadurch sich ergebenden Chancen bieten für viele dieser Menschen die Möglichkeit 
eine selbstbestimmteres Leben zu führen, was zugleich eine Steigerung des eigenen 
Selbstwertgefühls und der Lebensqualität ermöglicht. 
9.4 Ausblick 
Aufgrund der bislang eher geringen Anzahl an Forschungsprojekten, die spezifisch die 
Entwicklung Digitaler Medien für Menschen mit Lernschwierigkeiten fokussieren, bie-
tet diese Arbeit wichtige Ansatzpunkte für die Gestaltung digitaler Assistenzsysteme, 
die eine selbstbestimmte Lebensgestaltung unterstützen. Ausgehend von diesen Ansatz-
punkten sind verschiedene Erweiterungen denkbar. In der vorliegenden Umsetzung des 
Assistenzsystems gibt es noch Aspekte, die eine spezifische Vertiefung erfordern. Vor-
rangig sind dies:  
 
1. Die Funktionsfähigkeit im  Zusammenspiel von Spracherkennung und Emoti-
onserkennung sollte weiter verbessert werden. 
 
2. Die Emotionserkennung durch Sprache muss verlässlicher werden, um einen un-
terstützenden Einsatz in einem personalisierten System gewährleisten zu kön-
nen. Weitere Studien mit Sprachaufnahmen aus der Zielgruppe und weitere Ver-
besserungen der zugrundeliegenden Modelle für die Emotionszuordnung sind er-
forderlich. 
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3. Momentan gibt es für alle Nutzer die gleichen Grenzwerte und Gewichtungen 
für die Erkennung, wann die Decision-Engine eine spezifische Intervention aus-
lösen sollte. Es wäre zu prüfen, ob diese Grenzwerte und Gewichtungen durch 
Anpassung an die persönlichen Profile und die dort hinterlegten Merkmale zu 
einem besseren Feedback des Systems führen. 
 
4. Obgleich die Methode der Assistierten Partizipation brauchbare Ergebnisse lie-
ferte, wäre zu klären, wieweit diese Methode weiter formalisiert werden kann, 
um sie auf andere Softwareentwicklungsprojekte für Menschen mit Lernschwie-
rigkeiten anwenden zu können. Durch Anwendung auf vergleichbare Felder lie-
ße sich die Qualität dieses Vorgehens weiter verbessern. 
 
Es kann nicht davon ausgegangen werden, dass, obwohl Digitale Medien positive Wir-
kungen in dieser Zielgruppe haben, weitere Forschungen in Zusammenarbeit mit Men-
schen mit Lernschwierigkeiten häufig durchgeführt werden. Dies ist zum einen auf 
Schwierigkeiten in der Zusammenarbeit mit Personen dieser Zielgruppe, zum anderen 
aber möglicherweise auch auf Berührungsängste von Forschern zurückzuführen. Oft-
mals wird nicht gesehen, dass gerade diese Zielgruppe einen großen positiven Effekt 
durch Digitale Medien erlebt und sie sich dadurch weiterentwickeln kann.  
Die bedauerlicherweise eher geringen Chancen auf weitere Forschungsarbeiten in die-
sem Bereich und eigenes Wissen über die Notwendigkeit von Unterstützung zur Selbst-
ständigkeit motivierte die Arbeitsgruppe Digitale Medien in der Bildung durch For-
schungsanträge die Weiterführung solcher Arbeiten möglich zu machen. So wurde be-
reits vor Abschluss dieser Arbeit ein Antrag zur Durchführung eines spezifischen For-
schungsprojektes gestellt, dem diese Arbeit als Grundlage dient. Das Projekt, das den 
Namen Emotass – Emotionssensitives Assistenzsystem zur Unterstützung von Menschen 
mit Einschränkungen27 trägt, ist am 1. Juni 2015 gestartet und versucht die in dieser 
Arbeit entwickelten Grundlagen im Hinblick auf Verlässlichkeit der Emotionserken-
nung und deren technischer Umsetzbarkeit zu erweitern. Auch hier ist die Werkstatt 
Bremen involviert, aber auch die Arbeitsgruppe von Björn Schuller von der Universität 
Passau, die als die Experten der Emotionserkennung aus Sprache in Deutschland gelten. 
Weitere Experten, wie zum Beispiel der Landesbehindertenbeauftrage der Freien Han-
sestadt Bremen, Dr. Joachim Steinbrück, wie auch Unternehmen, die die Implementati-
on in realen Kontexten erproben, sind beratend in diesem Verbundprojekt tätig. Auch 
ethische Fragestellungen, die über Fragen des Datenschutzes hinausgehen, die in dieser 
Arbeit ausgeblendet wurden, sich im Zusammenhang mit Emotionserkennung durch 
einen Algorithmus jedoch stellen, werden in diesem Projekt erörtert. Diese Zusammen-
arbeit verschiedener Experten wird die mit dieser Arbeit initiierte Forschung für Men-
27 http://www.emotass.de/ 
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schen mit Lernschwierigkeiten fortführen und weitere Erkenntnisse und Ergebnisse lie-
fern, die weitere Forschungsprojekte anstoßen könnten. 
Für diese Forschungsarbeit hat die Zusammenarbeit bereits zu Verbesserungen des Da-
tenschutzkonzeptes geführt. Für eine volle Implementation in den laufenden Betrieb der 
Werkstatt gibt es aber weiteren Anpassungsbedarf. Dieses Zwischenergebnis weist da-
rauf hin, dass auch in den anderen Bereichen durch das Folgeprojekt Innovationen zu 
erwarten sind.  
 
Diese Arbeit thematisiert gesellschaftlich bedeutsame Fragen aktueller Technikentwick-
lungen und bezieht sich auf den Bedarf einer spezifischen Zielgruppe. Die entwickelten 
Modelle zur Gestaltung mobiler emotionssensitiver Assistenzsysteme konnten konzep-
tionell und in der Praxis Hinweise liefern für das Design dieser spezifischen Assistenz-
systeme. Meine Hoffnung ist, dass diese Ergebnisse als Grundlage für weitere For-
schungen dienen können. Zudem ist diese Forschungsarbeit auch ein Beitrag zu dem 
immer bedeutender werdenden Bereich der Emotionserkennung und bietet Ansätze für 
die Reflexion von gesellschaftlich verantwortungsvoller Gestaltung dieser Systeme. 
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Anhang A: Regeln der Leichten Sprache  
 
1.Wörter 
 schlechtes Beispiel gutes Beispiel 
einfache Wörter genehmigen erlauben 
Fach- und Fremdwörter 
vermeiden 
Workshop Arbeits-Gruppe 
Kurze Wörter Benutzen Omnibus Bus 
Lange Wörter durch Bin-
destrich trennen 
Bundesgleichstellungsgesetz Bundes-Gleichstellungs-
Gesetz 
Abkürzungen vermeiden d.h. das heißt 
Verben statt Hauptwörter Morgen ist die Wahl zum 
Heim-Beirat 
Morgen wählen wir den 
Heim-Beirat 
Genitiv vermeiden Des Lehrers Haus Das Haus vom Lehrer 
Konjunktiv vermeiden Morgen könnte es regnen Morgen regnet es vielleicht 
Positive Sprache benutzen Peter ist nicht krank Peter ist gesund 
Redewendungen und bild-
liche Sprache vermeiden 
Raben-Eltern  
 
2. Zahlen 
 schlechtes Beispiel gutes Beispiel 
Zahlen schreiben, wie sie 
alle kennen 
Römische Zahl: IX Arabische Zahl: 9 
Alte Jahreszahlen vermei-
den 
1867 Vor langer Zeit 
Vermeiden von hohen Zah-
len 
14.975 Menschen Viele Menschen 
Vermeiden von Prozenten  14% Einige oder wenige 
Ziffern leichter als Wörter Fünf Frauen 5 Frauen 
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Datum schreiben 03.03.12 3.3.2012 
Telefonnummern mit Leer-
zeichen 
05544 / 332211 0 55 44 – 33 22 11 
 
3. Sätze 
 schlechtes Beispiel gutes Beispiel 
Kurze Sätze – Jeder Satz 
nur eine Aussage 
Wenn Sie mir sagen, was 
Sie wünschen, kann ich 
Ihnen helfen. 
Ich kann Ihnen helfen. Bit-
te sagen Sie mir: Was 
wünschen Sie? 
Einfacher Satzbau Zusammen fahren wir in 
den Urlaub. 
Wir fahren zusammen in 
den Urlaub. 
 
4. Texte 
 schlechtes Beispiel gutes Beispiel 
Leser und Leserinnen per-
sönlich ansprechen 
Morgen ist die Wahl. Sie dürfen morgen wählen. 
Zuerst männliche Form – 
einfacher zu lesen 
Mitarbeiterinnen und Mitar-
beiter 
Mitarbeiter und Mitarbeite-
rinnen 
Verweise gut hervorheben 
und erklären 
(siehe Heft: 3) In Heft 3 steht mehr dazu 
 
5. Gestaltung und Bilder 
 schlechtes Beispiel gutes Beispiel 
einfache Schrift Times New Roman 
Arial Kursiv 
Courier New 
Arial 
Lucida Sans Unicode 
Tahoma 
Verdana 
jeden neuen Satz in eine 
neue Zeile 
Das Spiel ist ab 18.00 Uhr 
und geht bis 22.00 Uhr. Die 
Halle öffnet um 16.00 Uhr.  
Die Halle öffnet um 16.00 
Uhr. 
Das Spiel ist ab 18.00 Uhr. 
Es geht bis 22.00 Uhr. 
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Alle Wörter in eine Zeile, 
die vom Sinn her zusam-
men gehören 
Wir sagen: Leichte 
Sprache ist für alle gut 
Wir sagen: 
Leichte Sprache ist für alle 
gut 
Viele Absätze und Über-
schriften 
Im Winter fällt Schnee. 
Und es ist kalt. 
Im Sommer scheint die 
Sonne. 
Dann ist es wärmer. 
Winter: 
Im Winter fällt Schnee. 
Und es ist kalt. 
Sommer: 
Im Sommer scheint die 
Sonne. 
Dann ist es wärmer. 
[vgl. Leichte-Sprache, 2013] 
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Anhang B: IBM Checkliste für Software-Zugänglichkeit 
IBM Checkliste 
1 Tastaturzugriff 
1.1 Stellen Sie alternative Tastaturbefehle für alle Aktionen bereit. 
1.2 Vermeiden Sie Konflikte mit Zugänglichkeitsoptionen der Tastatur, die Bestand-
teil des Betriebssystems sind. 
2 Informationen über Objekte 
2.1 Bieten Sie eine optische Fokusanzeige an, die den Änderungen des Eingabefokus 
zwischen den interaktiven Objekten folgt. Diese Fokusanzeige muß programm-
technisch für die assistive Technik zugänglich sein. 
2.2 Liefern Sie semantische Informationen über Objekte der Benutzerschnittstelle. 
Wenn ein Programmelement aus einem Bild besteht, dann muss die Information, 
die durch das Bild transportiert wird, auch als Text verfügbar sein. 
2.3 Beschriften Sie Bedienelemente, Objekte, Icons und Bilder. Wenn ein Bild zur 
Kennzeichnung von Programmelementen benutzt wird, muß die Bedeutung des 
Bildes in der gesamten Applikation einheitlich sein. 
2.4 Wenn elektronische Formulare benutzt werden, sollten die Formulare den Men-
schen, die assistive Technik benutzen, erlauben, auf die Informationen, Feldele-
mente und Funktionen zuzugreifen, die zum Ausfüllen und zur Abgabe des For-
mulars, einschließlich aller Anweisungen und Hinweise, notwendig sind. 
3 Sound und Multimedia 
3.1 Bieten Sie eine Option zur visuellen Anzeige aller akustischen Signale. 
3.2 Bieten Sie zugängliche Alternativen für wichtige Audio- und Videosequenzen. 
3.3 Bieten Sie eine Option zum Einstellen der Lautstärke. 
4 Anzeige 
4.1 Erzeugen Sie Text durch normale Systemfunktionsaufrufe oder eine API 
(Schnittstelle für Anwendungsprogrammierung), die die Interaktion mit assistiver 
Technik unterstützt 
4.2 Benutzen Sie Farbe als Ergänzung und nicht ausschließlich, um Informationen zu 
übermitteln oder Aktionen anzuzeigen. 
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4.3 Unterstützen Sie Einstellungen für starken Kontrast für alle Bedienelemente des 
Benutzerinterfaces und Client-Bereiches. 
4.4 Wenn kundenspezifische Farbanpassungen durch das Programm unterstützt wird, 
bieten Sie vielfältige Farbeinstellungsmöglichkeiten, damit mehrere Kontrastni-
veaus erzeugt werden können. 
4.5 Übernehmen Sie die Systemeinstellungen für Schriftart, Größe und Farbe für alle 
Steuerelemente der Benutzerschnittstelle 
4.6 Bieten Sie eine Option an, die Animationen in einer nicht animierten Form dar-
stellt. 
5 Timing 
5.1 Bieten Sie die Möglichkeit, die Reaktionszeit auf zeitlich begrenzte Hinweise 
einzustellen oder ermöglichen Sie den Verbleib des Hinweises. 
5.2 Vermeiden Sie die Verwendung von blinkenden Texten, Objekten und anderen 
Elementen. 
6 Dokumentation 
6.1 Bieten Sie die Dokumentation in einem zugänglichen Format an. 
6.2 Liefern Sie eine Dokumentation aller Zugänglichkeitsfunktionen einschließlich 
des Tastaturzugriffs. 
7 Überprüfung der Zugänglichkeit 
7.1 Testen Sie Ihre Anwendung auf Zugänglichkeit unter Verwendung verfügbarer 
Werkzeuge. 
Tabelle 17: IBM Checkliste [IBM, 2004]  
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Anhang C: Hidden-Markov-Modell 
Die folgenden Trellis-Diagramme zeigen den grafischen Aufbau eines Hidden-Markov-
Modells. Dabei ist der Knoten „s“ der Start- und t der Endzustand. Die gelben Knoten 
stehen für den Zustand „Sonne“ und die Blauen für „Regen. Die Beobachtung O = (tro-
cken, nass, trocken) soll nun betrachtet werden und mit Hilfe des Viverbi-Algorithmus 
der Wahrscheinlichste Zustandsablauf ermittelt werden. 
 
1. Die Übergänge werden mit den entsprechenden Wahrscheinlichkeiten annotiert. 
 
 
2. Für die Wahrscheinlichkeiten werden die dazugehörigen Werte eingesetzt. 
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3. Die initialen und abschließenden Wahrscheinlichkeiten werden annotiert. 
 
 
4. Die initialen und abschließenden Wahrscheinlichkeiten werden durch die entspre-
chenden Werte ersetzt 
 
 
5. Mit dem Viterbi-Algorithmus wird nun der Wahrscheinlichste Pfad für die Beobachtung 
ermittelt. Hierbei werden jeweils die Wahrscheinlichkeiten zu einem Zeitschritt be-
rechnet und dann das Maximum der beiden möglichen Übergänge genommen und da-
zugerechnet. Der Zustand zu dem die größere Wahrscheinlichkeit ermittelt wird, ist 
derjenige, von dem aus der nächste Schritt betrachtet wird. 
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6. Die Wahrscheinlichkeit für einen Übergang von Schritt 1 zu Schritt 2 vom Zustand Re-
gen aus ist maximal  
a. 𝑃𝑃𝑅𝑅 = 0,3 * max(0.0375, 0.0125) 
b. 𝑃𝑃𝑅𝑅 = 0,01125 
vom Zustand Sonne hingegen 
a. 𝑃𝑃𝑆𝑆 = 0,7 * max(0.72, 0.18) 
b. 𝑃𝑃𝑆𝑆 = 0,01125 
daher ist von diesem Zustand aus weiter fortzufahren. 
 
 
7. Analog ab Punkt 5 wird nun weiter verfahren 
 
 
8. Im nächsten Schritt wurde der Zustand „Regen“ als am Wahrscheinlichsten erkannt. 
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9. Abschließen wird der Zustand „Sonne“ als am wahrscheinlichsten erkannt. Wenn man 
den Pfad nun Rückwärts durchläuft, erhält man den Pfad mit der größten Wahrschein-
lichkeit. Dieser ist, bei der am Anfang gegebenen Beobachtung, der Verlauf „Sonne, 
Regen, Sonne“. 
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Anhang D: Anforderungsdetails 
Technische Anforderungen 
Anforderung Erarbeitet durch … 
Flexible Geräte, die leicht zum Arbeitsplatz mit-
genommen werden können und robust sind, sowie 
über einen genügend großen Bildschirm verfügen, 
wie zum Beispiel Tablets 
Experten der Arbeitsvorbereitung, 
Beobachtung vor Ort, Werkstattlei-
tung 
Geräte müssen ein Mikrofon, Soundausgabe und 
W-Lan haben 
Experten der Informatik im Ge-
spräch mit der Arbeitsvorbereitung 
und Werkstattleitung 
Aufnahme der Sprache zur Analyse der gespro-
chenen Worte mit Rückschlüssen auf die Emotion 
Experten der Informatik, Daten-
schutz, Experten der Arbeitsvorbe-
reitung, Beobachtung vor Ort 
Tabelle 18: Technische Anforderungen 
Anforderungen durch die Zielgruppe 
Anforderung Erarbeitet durch … 
Einfach und normale Sprache Experten der Behindertenpädago-
gik und der Arbeitsvorbereitung 
Wenig Text, aber etwas Text zum Fördern und 
Fordern 
Experten der Behindertenpädago-
gik und der Arbeitsvorbereitung 
Nutzung darf nicht ablenken Experten der Arbeitsvorbereitung, 
Beobachtung vor Ort 
Einfaches Interaktionskonzept Experten der Behindertenpädago-
gik und der Arbeitsvorbereitung, 
Beobachtung vor Ort 
Profil zu jedem Mitarbeiter 
 
Experten der Behindertenpädago-
gik, Beobachtung vor Ort 
Aufteilung des Arbeitsablaufs in kleine Teilschrit-
te 
Experten der Behindertenpädago-
gik und der Arbeitsvorbereitung, 
Beobachtung vor Ort 
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3 Detailstufen pro Anweisung Experten der Arbeitsvorbereitung 
Wiederholte Anzeige eines Arbeitsschrittes er-
möglichen 
Experten der Arbeitsvorbereitung, 
Beobachtung vor Ort 
Unterstützung der Selbstständigkeit, statt Scham 
zu fragen 
Experten der Arbeitsvorbereitung, 
Befragung vor Ort 
Selbsterklärende Grafiken statt Worte für funktio-
nale Elemente (z.B. Button) 
Experten der Behindertenpädago-
gik und der Arbeitsvorbereitung 
Keine Ablenkung durch Sensoren der Emotions-
erkennung 
Experten der Arbeitsvorbereitung 
Selbstständiges Arbeiten durch personalisierte 
Hilfestellungen, die den momentanen kognitiven 
Zustand berücksichtigen (vertiefte Personalisie-
rung, Erfassung des kognitiven Zustands durch 
Erkennung der Emotion) 
Reflexion mit den Sozialpädago-
ginnen der Werkstatt, Beobachtung 
vor Ort, Gespräche vor Ort mit der 
Zielgruppe 
Undeutliche Aussprache bzw. Artikulationsprob-
leme (Personalisierung die bei der Spracherfas-
sung auf individuelle Aussprache eingehen kann) 
(nicht realisiert wegen eines zu großen Aufwan-
des bezüglich der Erfassung und Analyse von 
Sprachdaten und da diese zur Zeit aufgrund von 
Datenschutzregelungen nicht erhoben werden 
konnten) 
Beobachtung vor Ort, Reflexion 
mit den Sozialpädagogen 
 
Authentifizierung mit Barcode, da dies ein einfa-
ches und von fast allen durchführbares Verfahren 
ist, das auf Lesen und Bilderkennung oder Erin-
nern eines Passwortes verzichtet. 
Experten der Arbeitsvorbereitung, 
Beobachtung vor Ort 
Tabelle 19: Anforderungen durch die Zielgruppe 
Anforderungen durch die Werkstatt 
Anforderung Erarbeitet durch … 
Authentifizierung mit Barcode Experten der Arbeitsvorbereitung, 
entsprechend der momentanen Pra-
xis in der Werkstatt bei vergleich-
baren Prozessen 
Anhang D: Anforderungsdetails 209 
Internes Netzwerk nicht nutzbar wegen Daten-
schutz und internem Datenmanagement, daher 
eigener Server 
Werkstattleitung 
Vermeidung von Fehlern trotz selbstständigen 
Arbeitens erfordert Erfassung des momentanen 
kognitiven Zustands (vertiefte Personalisierung, 
Erfassung des kognitiven Zustands durch Erken-
nung der Emotion) 
Experten der Arbeitsvorbereitung, 
Werkstattleitung, Gespräche vor 
Ort, Beobachtungen vor Ort 
Tabelle 20: Anforderungen durch die Werkstatt 
Anforderungen durch die Arbeitsvorbereitung 
Anforderung Erarbeitet durch … 
Arbeitsaufgabengenerierung und -anpassung ohne 
viel Aufwand 
Experten der Arbeitsvorbereitung, 
Beobachtung vor Ort im Prozess 
der Arbeitsvorbereitung 
Verständliche Anweisungen ohne kognitive Über-
lastung, daher möglichst bestehend aus Bildern 
und kurzen Videos 
Experten der Behindertenpädago-
gik und der Arbeitsvorbereitung 
Klare und einfache Anweisungen ohne kognitive 
Überlastung, daher bei Bild und Videosequenzen 
zusätzliche Synchronisation mit gesprochenen 
Anweisungen 
Experten der Arbeitsvorbereitung, 
Analyse der gedruckten Anweisun-
gen (hauptsächlich Bilder mit kur-
zen Sätzen) 
Videos müssen bearbeitbar sein (kürzen durch 
schneiden) 
Experten der Arbeitsvorbereitung 
Bilder verständlich machen durch visuelle Hin-
weise, wie zum Beispiel Pfeile, um die Aufmerk-
samkeit zu lenken 
Experten der Arbeitsvorbereitung 
Anpassung des Arbeitsplatzes an die Fähigkeiten 
und Einschränkungen der betreffenden Person 
und deswegen auch entsprechend angepasste Ar-
beitsanweisungen (Personalisierung)  
Experten der Arbeitsvorbereitung, 
Beobachtungen vor Ort 
Fehlervermeidung durch personalisierte Anwei-
sungen auch entsprechend der Tagesform (vertief-
te Personalisierung, Erfassung des kognitiven 
Zustands durch Erkennung der Emotion) 
Reflexion mit der Arbeitsvorberei-
tung, Beobachtung vor Ort, Ge-
spräche mit den Sozialarbeitern 
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Interaktion mit dem Gerät einfach und im Ar-
beitskontext durch Sprache ohne dabei die Tätig-
keit zu unterbrechen 
Experten der Arbeitsvorbereitung, 
Werkstattleitung, Beobachtung vor 
Ort 
Tabelle 21: Anforderungen durch die Arbeitsvorbereitung 
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Anhang E: openSMILE Rückgabe 
Hier wird beispielhaft ein Analyseergebnis der openSMILE-Anwendung aufgezeigt. 
Dieses zeigt Wahrscheinlichkeitsergebnisse zu den verschiedenen Modellen und ent-
sprechende Klassifizierungen. 
 
SMILE RE-
SULT::ORIGIN=libsvm::TYPE=regression::COMPONENT=arousal::VIDX=0::NAME=(null
):: VALUE=1.237816e-01 
 
SMILE-
RE-
SULT::ORIGIN=libsvm::TYPE=regression::COMPONENT=valence::VIDX=0::NAME=(null
)::VALUE=1.825088e-01 
 
SMILE-
RE-
SULT::ORIGIN=libsvm::TYPE=classification::COMPONENT=emodbEmotion::VIDX=0:: 
NAME(null)::CATEGORY_IDX=2::CATEGORY=disgust::PROB=0;anger:0.033040::     
PROB=1;boredom:0.210172::PROB=2;disgust:0.380724::PROB=3;fear:0.031658::    
PROB=4;happiness:0.016040::PROB=5;neutral:0.087751::PROB=6;sadness:0.240615 
 
SMILE-
RESULT::ORIGIN=libsvm::TYPE=classification::COMPONENT=abcAffect::VIDX=0::    
NAME=(null)::CATEGORY_IDX=0::CATEGORY=agressiv::PROB=0;agressiv:0.614545:: 
PROB=1;cheerful:0.229169::PROB=2;intoxicated:0.037347::PROB=3;nervous:0.011
133:: PROB=4;neutral:0.091070::PROB=5;tired:0.016737 
 
SMILE-
RE-
SULT::ORIGIN=libsvm::TYPE=classification::COMPONENT=avicInterest::VIDX=0:: 
NAME=(null)::CATEGORY_IDX=1::CATEGORY=loi2::PROB=0;loi1:0.006460::PROB=1;lo
i2:0.944799::PROB=2;loi3:0.048741 
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Anhang F: Personasgrundlagen 
Die in diesem Anhang aufgeführten Inhalte dienten als Grundlage für die Personas. 
Persona 1 (Karl): 
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Persona 2 (Lara): 
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Persona 3 (Reinhard) 
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Anhang G: SQL php-Skript 
Dies ist das php-Skript, das genutzt wird, damit Android-Geräte Abfragen an die SQL-
Datenbank stellen können. Hierzu schicken sie eine http-Anfrage an das Skript, bei dem 
als Parameter das SQL-Abfrage-Statement übergeben wird. Auf den Statement-
Parameter wird im Skript mit dem Ausdruck $_POST[„query“] zugegriffen und dieser 
in der Variable $query gespeichert. Dieses Statement verarbeitet das Skript, indem es 
sich mit der Datenbank verbindet und dieses ausführt. Das Ergebnis, das die Datenbank 
liefert, wird als Json-Objekt an das Android Gerät übermittelt, welches diese Daten ent-
sprechend seiner Anfrage verarbeiten kann. 
Zur Sicherheit wurden in dem hier aufgeführten Skript der richtige Benutzername durch 
„xxx“ und das richtige Passwort durch „yyy“ ersetzt. 
 
<?php 
    $databasehost = "localhost"; 
    $databasename = "Molediwo"; 
    $databaseusername ="xxx"; 
    $databasepassword = "yyy"; 
 
$con = mysql_connect($databasehost,$databaseusername,$databasepassword) or       
die(mysql_error()); 
 
mysql_select_db($databasename) or die(mysql_error()); 
mysql_query("SET NAMES 'utf8'"); 
$query = $_POST["query"]; 
$sth = mysql_query($query); 
 
if (mysql_errno()) {  
    header("HTTP/1.1 500 Internal Server Error"); 
    echo $query.'\n'; 
    echo mysql_error();  
} 
else 
{ 
    $rows = array(); 
    while($r = mysql_fetch_assoc($sth)) { 
        $rows[] = $r; 
    } 
} 
 
print json_encode($rows); 
?> 
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Anhang H: openSmile php-Skript 
Das folgende php-Skript wird genutzt, um die openSMILE-Anwendung zu starten und 
die zuvor hochgeladene Aufnahme eines Sprachkommandos bezüglich des emotionalen 
Zustands des Sprechers zu analysieren. Das Resultat der Analyse wird dann als Ergeb-
nis zurückgegeben.  
 
<?php 
$filename = $_POST["filename"]; 
     
$output = shell_exec('/var/www/html/Molediwo/openSmile_2.1/SMILExtract  
-C /var/www/html/Molediwo/openSmile_2.1/config/emobase_live4_batch_single.conf  
-I /var/www/html/Molediwo/openSmile_2.1/upload/' . $filename . ' > Test.txt') ; 
print_r(file('Test.txt')); 
?> 
 
Zunächst wird in der Variablen „$filename“ der Name der hochgeladenen Datei gespei-
chert. Danach wird mit „shell_exec“ die Anwendung „SMILExtract“ gestartet. Als Kon-
figurationsdatei (-C) dient hier „emobase_live4_batch_single.conf“ und als Eingabeda-
tei (-I) die zum Namen in der Variablen „$filename“ gehörende. Das Ergebnis wird 
dann in die Datei „Test.txt“ geschrieben, deren Inhalt dann zurück übermittelt wird. 
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Anhang I: Datenbankdiagramm 
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Anhang J: Ablauf der Sprach und Emotionserkennung 
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Anhang K: Anweisung-Storyboard 
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Anhang L: Decision-Engine Berechnung 
Grenzwerte: 
- eingeschränkt Arbeitsfähig = 0,65 
- nicht Arbeitsfähig = 0,75 
Gewichtungen: 
- letzte erkannte Emotion = 1 
- vorletzte und drittletzte erkannte Emotion = 0,7 
- viert- bis sechstletzte erkannte Emotion = 0,5 
 
Beispiel: 
Erkannte Emotionen (erste Emotion wurde als letztes erkannt) und in Klammern dazu 
die dazugehörige Gewichtung: 
- EmoDB: 
1. Ärger (1) 
2. Neutral (0,7) 
3. Ärger (0,7) 
4. Ärger (0,5) 
5. Ärger (0,5) 
6. Neutral (0,5) 
 
- ABC 
1. Aggressiv (1) 
2. Nervös (0,7) 
3. Nervös (0,7) 
4. Aggressiv (0,5) 
5. Aggressiv (0,5) 
6. Aggressiv (0,5) 
7.  
Die erkannten Kategorisierungen „Ärger“ (EmoDB) und „Aggressiv“ (ABC)  gehören 
zu den aggressiven Emotionen: 
- Aggressive Emotionen EmoDb = 1 + 0,7 + 0,5 + 0,5 = 2,7 
- Aggressive Emotionen ABC = 1 + 0,5 + 0,5 + 0,5 = 2,5 
- Alle Emotionen = 1 + 0,7 + 0,7 + 0,5 + 0,5 + 0,5 = 3,9 
Gesamtwerte des aggressiven Zustands nach Modellen:  
𝐸𝐸𝑚𝑚𝐸𝐸𝐷𝐷𝐵𝐵: 2,73,9 ≈ 0,69 
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𝐴𝐴𝐵𝐵𝐴𝐴: 2,53,9 ≈ 0,64 
 
Da sowohl der Wert für das EmoDB-Modell (0,69) als auch für das ABC-Modell (0,64) 
höher als der Grenzwert für „eingeschränkt Arbeitsfähig“ (0,6) aber niedriger als der 
Grenzwert für „nicht arbeitsfähig“ sind, würde die Molediwo-WorkApp die Arbeitsan-
weisung um einen Detaillierungsgrad genauer darstellen. 
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Anhang M: Arbeitsschritte: „Tacker füllen und tackern“ 
 
Anhang N: Arbeitsschritte: „Filament nachfüllen“ 226 
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Anhang O: Arbeitsschritte: „Spiegelhalterung 
zusammenbauen“ 
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Anhang P: Expertengespräche 
Expertengespräch 1: 
Teilnehmer: 
Hans Dieter Viebrock28 (Arbeitsvorbereitung Werkstatt Bremen) 
Benjamin Tannert (Universität Bremen)  
Datum: 31.10.2011 
Ort: Mail Dauer: 30 Minuten 
Fokus: Einsatz von Sprachsteuerung 
Beschreibung: In einer ersten Kommunikation ging es darum, bestimmte Rahmenbe-
dingungen zu erkennen. Hierzu wurde Herr Viebrock, der Experte der Arbeitsvorberei-
tung der Werkstatt Bremen, per Mail gebeten zu beschreiben, inwiefern die Beschäftig-
ten der Werkstatt mit sprachgesteuerten Systemen umgehen und wie sie gegenüber die-
sen Systemen eingestellt sind. 
Ergebnis: Als Ergebnis ergab sich, das die Beschäftigten zum Teil weder lesen noch 
schreiben können und wenn sie es doch können eine gewisse Hemmschwelle besteht 
etwas aufzuschreiben bzw. das Gelesene zu verstehen. Nach Einschätzung des Experten 
gibt es bei einer Sprachsteuerung weniger Hemmschwellen, allerdings sollte man be-
achten, dass ein Teil der Beschäftigten undeutlich spricht, was eventuell zu Problemen 
führen könnte. 
 
Expertengespräch 2: 
Teilnehmer: 
Hans Dieter Viebrock (Arbeitsvorbereitung Werkstatt Bremen) 
Benjamin Tannert (Universität Bremen)  
Michael Lund29 (Universität Bremen) 
Datum: 12.01.2012 
Ort: Werkstatt Bremen (Georg-Gries-Straße 1) Dauer: 4 Stunden 
Fokus: Beobachtung der Arbeitsabläufe in der Werkstatt Bremen  
28 Ist mit der namentlichen Veröffentlichung einverstanden. 
29 Ist mit der namentlichen Veröffentlichung einverstanden. 
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Beschreibung: Die Beobachtung in der Werkstatt Bremen sollte einen Einblick geben, 
wie die typischen Arbeitsabläufe und Arbeitsplatzeinrichtungen aussehen. Hierbei wur-
den von Herrn Viebrock weitere Details zu den einzelnen Stationen erläutert und auf 
auftretende Schwierigkeiten hingewiesen. Weiterhin wurde erläutert, wie der Unterstüt-
zungsablauf ist, wenn ein Mitarbeiter Hilfe benötigt. Hierfür wurden die schriftlich for-
mulierten, mit Bildern angereicherten und an den einzelnen Arbeitsplätzen aushängen-
den Arbeitsanweisungen gemeinsam betrachtet und besprochen. Die zweite Unterstüt-
zungsmöglichkeit, die Nachfrage beim Gruppenleiter, wurde ebenfalls beobachtet und 
der Hinweis gewonnen, dass eine Arbeit nach ein bis zwei Mal nachfragen lieber selbst 
versucht wird als erneut zu fragen, was zumeist zu fehlerhaften Produkten führt. 
Ergebnis: Aus der gemeinsamen Diskussion im Verlauf der Beobachtung der Arbeits-
plätze ergab sich die Erkenntnis, dass die Beschäftigten aufgrund ihrer häufigen Lese-
schwäche durch die vorhandenen schriftlichen Anweisungen keine Unterstützung erhal-
ten. Am ehesten wird noch versucht mit Hilfe der darin enthaltenen Bilder sich fehlen-
des Wissen zurückzurufen. Dieses führte zu dem Ergebnis, dass Bilder mit gesproche-
nen Worten eine weitaus hilfreichere Methode wären, den Beschäftigten bestimmte In-
halte zu vermitteln. Ebenso sind kurze Videos mit Sprachanweisungen denkbar, wenn 
sie in ihrer Komplexität auf ein Minimum begrenzt werden. 
 
Expertengespräch 3: 
Teilnehmer: 
Hans Dieter Viebrock (Arbeitsvorbereitung Werkstatt Bremen) 
Verantwortlicher Techniker der Werkstatt Bremen 
Benjamin Tannert (Universität Bremen)  
Datum: 23.05.2012 
Ort: Werkstatt Bremen Hauptstelle (Buntentorsteinweg 94) Dauer: 2 Stunden 
Fokus: Besprechung technischer Rahmenbedingungen 
Beschreibung: Bei diesem Treffen mit dem Experten der Arbeitsvorbereitung und dem 
hauptverantwortlichen Techniker der Werkstatt Bremen ging es darum, die technischen 
Rahmenbedingungen auszuloten. Hierbei stand vor allem die Frage im Raum, wie ein 
System in das hauseigene Netz der Werkstatt Bremen am Standort Georg-Gries-Straße 
integriert und eingesetzt werden könnte.  
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Ergebnis: Im Anschluss an die Gespräche bezüglich der technischen Rahmenbedin-
gungen ergab sich leider das Ergebnis, dass eine Integration in das bestehende Netzwerk 
nicht möglich sei. Aufgrund dessen, dass die Werkstatt Bremen ein abgeschlossenes 
Bremer Netz ohne offenen Internetzugang  nutzt, an dem zum Beispiel auch die Polizei 
Bremen angeschlossen ist, ist eine Nutzung dieses Netzwerks ohne vorherige Prüfung 
der Software und weiterer Formalien nicht möglich. Eine Möglichkeit, die genutzt wer-
den könnte, wäre es, ein weiteres autonomes Netzwerk mit eigenem Server innerhalb 
der Werkstatt für ein solches System bereitzustellen, was aufgrund der Kosten aller-
dings erst bei einer definitiven Einführung des Systems umgesetzt werden würde. Daher 
ergab sich die Schlussfolgerung, dass für die prototypische Umsetzung zunächst ein 
Server an der Universität Bremen verwendet werden müsste und ein Zugriff darauf über 
das Internet geschehen müsste. 
 
Expertengespräch 4: 
Teilnehmer: 
Hans Dieter Viebrock (Arbeitsvorbereitung Werkstatt Bremen) 
Benjamin Tannert (Universität Bremen)  
Datum: 24.10.2012 
Ort: Werkstatt Bremen (Georg-Gries-Straße 1) Dauer: 2 Stunden 
Fokus: Besprechung der Anforderungen und des Konzepts 
Beschreibung: Dieser Termin diente dazu, die gemeinsam erarbeiteten Anforderungen 
und das sich daraus ergebende Konzept noch einmal abschließend zu besprechen.  
Ergebnis: Die Schlussfolgerung der Besprechung war, das zu diesem Zeitpunkt alle 
erkannten Anforderungen durch das Konzept abgedeckt werden, sich aber im weiteren 
Verlauf weitere Anforderungen ergeben können, die bislang nicht beachtet wurden und 
die eine Anpassung des Konzepts notwendig werden lassen. 
 
Expertengespräch 5: 
Teilnehmer: 
Workshopteilnehmer zum Thema: Inclusive E-Learning auf der 
Delfi 
Datum: 08.09.2013 
 
Ort: Universität Bremen Dauer: 4 Stunden 
Fokus: Vortrag auf dem Workshop  
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Beschreibung: Bei dem Workshop zum Thema „Inclusive E-Learning“ auf der Delfi in 
Bremen wurden die Idee, die Anforderungen und das erarbeitete Konzept einer Gruppe 
von Experten, die im Bereich der Systementwicklung für Menschen mit besonderem 
Bedarf forschen, vorgestellt und mit ihnen diskutiert. 
Ergebnis: Sogar in einer Expertengruppe, die sich thematisch mit ähnlichen Inhalten 
Beschäftigt, wurde die Idee eines emotionssensitiven Assistenzsystems für Menschen 
mit Lernschwierigkeiten als „Exot unter den Exoten“ in diesem Workshop angesehen. 
Verschiedenste Aspekte wurden dabei beleuchtet, wobei der Punkt „einfache Sprache“ 
und audiobasierte Interaktion eine sehr hohe Gewichtung hatte und auch als Anforde-
rung in das System einfloss. 
 
Expertengespräch 6: 
Teilnehmer: 
Hans Dieter Viebrock (Arbeitsvorbereitung Werkstatt Bremen) 
Benjamin Tannert (Universität Bremen)  
Datum: 18.09.2013 
 
Ort: Werkstatt Bremen (Georg-Gries-Straße 1) Dauer: 3 Stunden 
Fokus: Besprechung erste Umsetzung 
Beschreibung: In der iterativen Implementierung des Prototyps sind regelmäßige Ter-
mine vorgesehen, bei denen der aktuelle Stand vorgestellt, aufgefallene Probleme be-
sprochen und die weitere Umsetzung erarbeitet werden. In diesem ersten Termin stand 
die erste Implementierung des Molediwo-Studios im Fokus. 
Ergebnis: Das Molediwo-Studio wies noch ein paar Probleme auf und bei einigen Teil-
aspekten der Umsetzung fielen fehlende Details auf, die noch nicht umgesetzt wurden. 
Zudem sind in der gemeinsamen Diskussion neue Elemente erarbeitet worden, die erst 
im Verlauf der Nutzung als fehlend erkannt, aber als wünschenswert erachtet wurden. 
 
Expertengespräch 7: 
Teilnehmer: 
Hans Dieter Viebrock (Arbeitsvorbereitung Werkstatt Bremen) 
Benjamin Tannert (Universität Bremen)  
Michael Lund (Universität Bremen) 
Datum: 01.12.2014 
 
Ort: Werkstatt Bremen (Georg-Gries-Straße 1) Dauer: 4 Stunden 
Fokus: Besprechung zweite Umsetzung 
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Beschreibung: Die zweite Besprechung der bisherigen Umsetzung sollte zum einen die 
Implementierung der beim letzten Treffen vermerkten fehlenden und problematischen 
Elemente abschließen. Zudem lag der Fokus bei diesem Termin auf der Programmie-
rung der Molediwo-WorkApp, die auf einem mobilen Gerät ausgeführt wird. 
Ergebnis: Die Implementierung der Molediwo-WorkApp war größtenteils gut gelungen 
und es wurden nur wenige Anmerkungen zur Verbesserung bzw. Anpassung gemacht. 
Vermehrt wurde diskutiert, wie die Emotionserkennung im nächsten Schritt in das be-
stehende System integriert werden kann. 
 
Expertengespräch 8: 
Teilnehmer: 
Hans Dieter Viebrock (Arbeitsvorbereitung Werkstatt Bremen) 
Benjamin Tannert (Universität Bremen)  
Michael Lund (Universität Bremen) 
Datum: 27.04.15 
 
Ort: Werkstatt Bremen (Georg-Gries-Straße 1) Dauer: 3 Stunden 
Fokus: Besprechung dritte Umsetzung 
Beschreibung: In der letzten Besprechung während der Implementierungsphase stand 
die Emotionserkennung im Fokus. Hierbei wurden sowohl die Umsetzung als auch die 
Erkennung im Detail begutachtet und weitere mögliche Reaktionsszenarien des Systems 
erarbeitet. Anschließend wurde das gesamte System noch einmal im Zusammenspiel der 
einzelnen Komponenten betrachtet, um mögliche Schwierigkeiten und Fehler vor allem 
bei den Schnittstellen aufzudecken. 
Ergebnis: Für die Emotionserkennung wurden bei dieser Besprechung vor allem neue 
Reaktionsmöglichkeiten des Systems entwickelt, also Szenarien, wie das System reagie-
ren könnte, wenn beim Nutzer bestimmte emotionale Zustände erkannt werden. Diese 
müssten allerdings für jeden Beschäftigten personalisiert eingebbar sein, damit sich das 
System auf jeden einzelnen Nutzer spezifisch einstellen kann. 
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Glossar 
Pitotsonde (Pitotrohr): Eine Sonde, die zum Beispiel bei Flugzeugen zur Geschwin-
digkeitsmessung genutzt wird. Hierbei ist die Sonde zumeist an der Spitze des Flug-
zeugs angebracht, wo die anströmende Luft ohne andere Einflüsse auftrifft. In der Son-
de befindet sich ein Messgerät, das den Druck misst. Je schneller das Flugzeug ist, desto 
höher wird der Druck und entsprechendes wird dem Piloten auf dem Geschwindig-
keitsmesser angezeigt. 
Ribbon-Bar: Ein Ribbon oder eine Ribbon-Bar ist eine Multifunktionsleiste, die in ver-
schiedenen Anwendungen zum Einsatz kommt und verschiedene Elemente, wie die 
Menüsteuerung und andere Dialoge beinhaltet. Diese befindet sich zumeist am oberen 
Rand der Anwendung und bietet dem Nutzer einen schnellen Zugriff auf alle zur Verfü-
gung stehenden Funktionen. 
Savant: Ein Savant ist eine Person mit einer Inselbegabung. Dies bedeutet, dass sie zum 
Beispiel eine kognitive Behinderung hat, aber in einem kleinen Teilbereich sehr speziel-
le und außergewöhnliche Leistungen vollbringen kann. 
Togglen: Togglen ist das hin- und herschalten zwischen verschiedenen Zuständen. Ein 
einfaches Beispiel hierfür ist ein Lichtschalter bei dem man durch Betätigen das Licht 
an- und bei erneutem Betätigen wieder ausschaltet. In Computerprogrammen werden 
entsprechende Buttons genutzt um zum Beispiel zwischen zwei Oberflächen hin und her 
schalten zu können. 
Topologien: Mit einer Topologie wird die Struktur der Verbindung in einem Compu-
ternetz, das aus mehreren Geräten besteht, beschrieben. Zu den bekanntesten Topolo-
gien gehören zum Beispiel die Reihen-, die Ring-, die Stern-, die Baum- und die Busto-
pologie. 
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