The steel-making and continuous casting system (SCCS) is the bottleneck in the iron and steel production, SCCS often involve various uncertainties such as the emergency customer orders, inaccurate estimate of ingredient components, the unpredictable machine breakdown or the inaccurate estimate of processing time. How to consider such uncertainties to build a better schedule in a limited time by a computationally efficient manner is becoming critical for the production of iron and steel. The stochastic dynamic programming method is adopt to solve the obtained subproblems which are relaxed by Lagrangian relaxation multipliers, a good dual solution is selected by using "ordinal optimization," and the actual schedule is dynamically constructed based on the dual solution and the realization of random processing requirements. The method has been tested by using practical data from the Shanghai Bashan steel plant in China and could get near optimal solutions in a limited time; the stochastic processing requirements are effectively handled for the production.
INTRODUCTION
The SCCS is a high temperature, high energy expenditure and large scale logistics machining process and this process is the bottleneck in the iron and steel production which contains steel making (including numbers of oxygen (LD) converters), refining (including numbers of Ruhrstahl-Hausen (RH) furnaces, (KIP) furnaces, Ladle(LF) furnaces etc.); and continuous casting (including numbers of continuous castings), as shown in figure 1. Less calculation time of making an optimized SCCS schedule will bring more economic benefits for the whole iron and steel production. According to the statistics from Shanghai Baoshan steel plant, saving one minute of the SCC schedule calculation time will bring approximate 5,800 US dollars profits for the steel enterprise. However, during this process, there are various uncertainties, such as emergency customer orders, inaccurate estimate of ingredient components, the unpredictable machine breakdown or the inaccurate estimate of processing time, in order to ensure the continuity of the steel-making production and the quality of the final production, scheduler need to deal with the changes by rescheduling in a limited time to satisfy the real production. Thus, a short lead time for steel-making production is critical in the ear of time-based competition. The importance of time is well illustrated in a study that if a product suffers from a 50% over expenditure in product development, the loss of total recoverable profit is 4%. However, if the product is late to market by 6 months for a life cycle of 5 years, it can lose one third of its profit (Nichols, 1990 ).
In the whole SCCS process, since many stages process activities are now tightly coupled in a complicated fashion and the entire process unit are coupled in a complicated manner, new orders of significant urgency may interrupt those already scheduled, rendering their planned processes delayed.
The breakdown of a single operation or a uncertainties processing time will cause the disorder of subsequent operations belonging to the same part and the delay of other parts sharing the same machines, even thought affect the whole production. Scheduler need consider the uncertainties during making the SCCS. In order to maintain an smooth operation and ensure the least energy consumption, the calculation time of reschedule is limited to seconds, however the schedule is also always time consuming, which cannot satisfy the reschedule calculation time and the high qualified schedule results requirement. So, how to take a quick response and make a good rescheduling in a computationally efficient manner to update an existing production schedule in response to disruption or other changes is our focused problem. 
LITERATURE REVIEW
Because the importance role and the pragmatic utility of the SCC rescheduling process in iron and steel production, many researchers focus on finding an optimal method, In the past several decades, methods which solve scheduling problem are based on the mathematical methods. Although the theoretical work brought several improvements, it is difficult to solve the realistic large-scale schedule problem (H. M. Soroush 1996). The method of "scenario analysis" is used by studying possible scenarios one may come up with a "well hedged" solution. However, the number of possible scenarios grows exponentially as the number of uncertain events increases (L. M. M. Custodio 1994) . At the same time, the case-based reasoning (CBR) method was brought forward to solve the reschedule problem, this method reason from past concrete situations (case-based) and methods that reason from generalized models (model-based) will be characterized (Stohl K. 1993) . From all the methods over the past, it is discovered that the time required to solve the integer optimization problems grows exponentially with the size of the problem, even with highly sophisticated algorithms and modern supercomputers, it is time-consuming to get an optimized schedule result in a limited time when the disturbances happened.
In recent years, based on the just in time method, the nonlinear integral programming model is established for solving machine conflicts (Lixin Tang 2000) . The development of a knowledge model, which describes the reasoning process in managing schedule disturbance in SCC, is presented (R. ROY and B.A.ADESOLA, 2004) . VIKAS KUMAR use the Auction-based method to solve the schedule problem of SCC, and gets the desired results. However, literatures about rescheduling problem of SCC are quite few (VIKAS KUMAR 2006) . A LR framework was established for manufacturing system rescheduling problems which use the subgradient algorithm to solve the relaxed subproblems. Although the NP problem is decomposed by the LR method, the subgradient method need obtain each subproblem's result; it is difficult to solve the real time schedule problem in a limited time.
Totally there are two primary types of method framework to solve the rescheduling problem: the first to repair a static schedule while the disturbances happened second is to create a schedule which is robust with respect to disruptions. Three questions arise from all the previous methods: How to get better rescheduling results while the disturbances happed? What is the optimal rescheduling? And what is the performance difference between the optimal schedule and the best reschedule generated with on of the scheduling polices? In this paper, after we relaxed the mathematical formulation by LR, the surrogate subgradient algorithm is introduced to get a proper direction rather solving all the separated charge's schedule than solving the related disturbance charges' schedule to optimize dual functions for separable steelmaking and continuous casting schedule in a limited time and then adopt the "duality gap" to evaluate the rescheduling results.
FORMULATION of SSC RESCHEDULING PROBLEM
In this section, the SSC schedule problem is formulated. The scheduling of SCCS problem is a separable stochastic jobshop scheduling problem. An integer optimization problem is formulated based on what was presented in (Liangliang Sun 2010) for steel-making job shop scheduling as mention earlier the schedule problem of the SCC process is set as a special flow job shop problem, the Wg is defined that all charges in the gth cast, g Î {0, 1, 2, … , G-1}, Wp Ç Wq = AE, for any p, q Î {0, 1, 2, …, G-1} and p ¹ q , the number of machine type is |H| (Lixin Tang 2002), each kind of machine type presents each stage, includes steel-making, refining include [(RH) furnaces, Ladle (LF) furnaces etc.) and then continuous casting. Scheduler schedule I charges over a time horizon K. Charge i (i=0, 1,…, I-1) is process in the stage j (j=0,1,…Ji -1) which is denoted by (i,j). Each machine belongs to a given set of eligible machine type H ij . The schedule is constructed by a serial of sequences of each charge.
Arrival time constraints:
The arrival time constraints state that the first operation of charge i cannot be started until the arrival of molten steel by cranes, where b i1 is the beginning time of (i, 1) and a i is the arrival time of charge i, i.e., (1)
Processing Time Constraints:
The constraints state that each operation must be assigned the required amount of processing time P ijh on the machine type selected. The constraint presents the relationship between the completion time c i j and the beginning time bij of each charge. P ijh denotes the process time of the charge i at the stage j on the machine type h over the time k. 1,0,1,...,1;0,1,...,1;.
Operation precedence constraints:
The constraints state that an operation cannot start until its preceding operation is finished (Luh P. B. 1997) . Because each charge will be loaded and transported to the next process stage after finished at the previous stage, the later charge must be processed after the previous charge has been processed in the same machine for the whole process.
,1 1,0,1,...,1;1,2,...,1.
Breaking cast constraints: The constraints state that the consecutive processed charges in the same cast should be processed until the previous charge finish its process in the continuous casting stage (Liangliang Sun 2010) . In order to satisfy the process requirement of cast machine, not only the charges in the same cast should have the number limitation, but also have the same or similar due date, steel grade and the width, the width of each charge in the same cast should follow descending order, the sequence of the charges in one cast has been ordered before making the SCC schedule. The optimization of the last stage is to assign the starting time of each charge and sequence of all casts which are processed in the same cast machine. Using the cs(gp) denotes the completion time of the pth charge in cast g, and Ps(gp) denotes the process time of the pth charge in cast g in the continuous cast stage.
Machine Capacity This constraints state the number of operations assigned to the different machine type h cannot exceed the number of type h machines available at time k. Especially above mentioned in refining stage, each charge will be processed by no more than one type refining machine, the refining process is divided into several stages based on the machine types(Liangliang Sun 2010). d ijhk is defined as the processing status of each operation, M hk is defined as the capacity of machine type h at time k. ;0,...,1.
Because of the uncertainties, the schedule of SCCS should be built up to handle various realizable circumstances. With random arrival time and the processing time, the machine capacity constraints are difficult to handle mathematically for all possible realizations of random events. Thus, the expected sense of the machine capacity are built up, 
Objective Function
In order to ensure the continuity of the SCC production, the reduction of the casting break, the waiting time of each charge in each stage and satisfaction on-time delivery request are the major concern in the following model (Lixin Tang 
decision variable δijhk is defined to denote the processing status of each operation. If charge i is processed on machine h at stage j in time unit k, dijhk is 1, otherwise is 0. Decision variable bij is defined as the beginning time of each charge,
As for the give charge's due date di, a desired part beginning time b est(i) can be roughly estimated based on the critical pathe of the charge,i.e., 
Here, the coefficient v (v ³ 1) is related to the desired WIP level and usually chosen to be relatively small. In the above, (7) is the objective function which subjects to the equations (1) -(5), because the (1)-(3 are linear, and the (6) and (7) are additive, the (4) and (5) are couple constraints, the mathematical formulation is "separable", thus the LR could be effectively applied here.
SOLUTION METHODOLOGY

A. Relaxed Problem
According to the pricing concept in the field of market economy, the machine capacity constraints and the breaking cast constraints are the "hard" coupling constraints, two nonnegative lagrangian multipliers {p hk } and {y i } are introduced to relaxed the problem. 
The relaxed problem can be decomposed into sbuproblems, divide by each charge in each stage, the subproblem for charge i is given as follows: (1) 
Let L * i denotes the minimal subproblem cost of charge i with given multipliers, the dual problem is then obtained as: The lagrangian dual function D is concave, and piece-wise linear, and consists of many "facets". The optimal solution is denoted as D* =D (p hk *,y i * ).
B. Dynamic programming for solving subproblem
Compare with the forward dynamic programming, in this paper, the backward dynamic programming method is used to solve the stochastic subproblems with uncertain processing times. The subgradient components c S(g,p+1)( Ji-1) -P S(g,p+1)( Ji-1) -c S(g,p)( Ji-1) and (E[åd ijhk ]-M hk ) is updated based on the subproblem results. The deterministic case of the backward stochastic dynamic programming is presented as follows.
Case 1: BDP for deterministic case:
In this case, all parameters of charge i are deterministic, the BDP algorithm is to optimize each charge's schedule is to compare the current paths' value from the last selectable time index to the first selectable time index one by one. If the previous value is more optimal than the current value, select previous value as the current value and its path as the temporary valuable path and vice versa, use the this value to compare with the next selectable path, stop until we find the optimal path in each stage. D ij is one if the j is the first operation, otherwise 0. (1) 01 (,)().
The refining stages could be divided into several stages based on the type of the machine, if one charge is not processed on certain machine type, then set the value as 0, the cumulative cost for the in-between stages are given by: (1)(1)(1) {,} min{(,)}.
The cumulative cost for the first stage is given by:
The optimal subproblem cost is obtained as the minimal cumulative cost at the first stage, an optimal solution to subproblem can be obtained by tracing forwards the stages. Thus, the beginning time, releasing time completion time and the equipment selection of each could be calculated based on the initial given multipliers' value.
The calculation complexity is O (n), which is less than the forward dynamic programming method.
Case 2: BDP for uncertain case:
In this case, the terminal cost for the stochastic case is given by the following mathematical formulation, The refining stages could be divided into several stages based on the type of the machine, if one charge is not processed on certain machine type, then set the value as 0, the cumulative cost for the in-between stages are given by: 
This expectation is taken with respect to all possible processing time, finally, we could get
Subject to the arrival time constraints for each possible arrival time, this expectation is taken with respect to all possible arrival times to obtain the minimal subproblem cost.
C. Solving the dual problem by surrogate subgradient
The surrogate dual does not require the solution of all subprobelms. It will be shown, when the surrogate dual is less than the optimal dual D*, the surrogate subgradient is in acute angle with the direction; therefore it is a proper direction. In the surrogate subgradient methods, multipliers are updated along the direction of the surrogate subgradient with the step size, which is determined by the following equation:
where D* is the optimal dual cost, and αn, Dn, and gn are respectively the step size, dual cost and surrogate subgradient at iteration n. The SSG algorithm is summarized as follows.
Step0: Initialize. Assume p hk 0 = 0 and y i0 = 0, and solve the subproblems by BDP to obtain: 
Step0: While consider the schedule, set the initial multipliers as 0, then go to step 1 to update the LR multipliers. In the case of dynamic disturbances, record all the unprocessed charge's multipliers; combine with the newly added charge's multipliers to update the LR multipliers for the aim of getting a better direction. List all the scheduling procedures; consider the charges after the dynamic disturbance happed. The following steps are the same as the schedule process steps.
Step1: Update the multipliers. Dn is an approximation to the optimal dual value and 0 < a < 2, set (D*) k =max D n , 0 £n£ N , hk 2 (((, ))) .
Let a n = 1 for all k and qk is given by D n = (D*) n + d n , where (D*)n is the best current dual value. d k is a positive number, which is increased by a certain factor. If the previous iteration improved the best current dual value, then, it increased. If the previous iteration decreased the best current dual value, then it decreased. If upper bounds to the optimal dual are available, then a natural improvement is
(1()). 
Step2: Perform an approximate optimization. Given ln+1 perform an approximate optimization to obtain {cijn+1 hij n+1}, which satisfies:
thus, a better direction could be got without solving all the subproblems.
Step3: Check the stopping criteria which are decided by the iteration times, the duality gap and the CPU time etc. If the criteria are met, the calculation will stop; otherwise, go to step 1.
D. Obtaining a feasible SCC schedule
The solutions of each part subproblems are not a feasible schedule generally although the couple constraints are considered. There are some conflicts among the subproblems, the heuristic method is used to make a feasible results.
Step0: List all the scheduling procedures, from the charges' solution, take an immediately performable operation. Keep them in the ascending order.
Step1: Check the charges' breaking cast in each cast, if there is no breaking cast in each cast, go to step2. If not, adjust the beginning time of each charge from the last charge in the certain cast.
Step2: If the constraint machine capacity more than the list results and satisfied the breaking cast constraint, finished. If not, go to step3.
Step3: Using the greedy heuristic method to choose the being processed charge. And the others are delayed one by one unit the last operation in the list.
E. Evaluation of the solution via duality gap
As mentioned above, in the real production, it is necessary to tell how close the schedule is to the optimal one. Especially for the deterministic case, the dual cost has been proved to be a lower bound to the optimal cost following the "weak duality theorem" (Peter B. Luh 1999), as for the optimal implementable schedule, the cost of the expected tardiness and earliness is greater or equal to the dual value. The relative difference is used as the equation: relative difference = (dual value -optimal) / optimal ´ 100% to check the quality of the schedule.
NUMERICAL RESULTS
The methods presented in Section 4 are implemented using matlab version 7.0 on a personal computer with an Intel Core 2 Duo-2.80 GHz CPU and 4 GB memory.
Example 1. The deterministic case in real production
In the first case, 10 charges are grouped into 2 casts; they are assigned to 10 machines, the refining process includes two types of machines. Figure 3 shows the results of the final result of the SCC schedule by Gantt graph. In the continuous casting stage, the results ensure that there is no break cast in scheduled charges of each cast; the machine capacity constraints and the process precedence are also satisfied. Table I lists the results of the schedule by using the different iteration times based on case 1, the duality gap is to evaluate our optimized results and adjust the stepsize and related direction to get a more optimized value. The duality gap sharply changes at the beginning of the iterations and slightly charged when the iteration time is more than 180. As shown above, following the increase of the iteration times, the duality gap will be less which could demonstrate the results satisfy the optimization request. 
Example 2. The uncertainties in real production
In this example, the data is original from Shanghai Baosteel Co. Ltd with the real uncertainties on scheduling of performance. 200 charges are grouped into 28 casts; they are assigned to 12 machines, the refining process includes three types of machines. Three cases are considered, having 18%, 22%, and 40% partss with uncertainties respectively. They are the uncertain orders, uncertain arrival times and the uncertain breakdown machines. All the uncertainties partss randomly selected. The corresponding probability is 30%, 45% and 50%.The algorithm is terminated after 10 minutes.
Testing results are summarized in table II. As shown above, using the method, not only we could handle the uncertain process requirements, but also the calculation time does not sharply increase although the scales of the SCC problem increase, no matter what in increasing the machine's number or the processed schedule. Following the increase of the iteration times, it convergence.
CONCLUSIONS
The SCC process is complex, dynamic and stochastic. Based on the relaxed mathematical formulation of SCC, the stochastic dynamic programming and the surrogate subgradient are presented for scheduling design projects with uncertain process requirements. This method efficiently solves the problem of how to balance the modelling accuracy and solution methodology complexity in a limited time. The the emergency customer orders, inaccurate estimate of ingredient components, the unpredictable machine breakdown or the inaccurate estimate of processing time are managed by the method. The data of the SCC schedule is original from Shanghai Baosteel Co. Ltd, the method have been test in Shanghai Baosteel Co. Ltd, the assist the scheduler to realize the aim of high efficiency, high quality production.
