The largest allowed symmetry in a spin-1 quantum system is an SU (3) symmetry rather than the SO(3) spin rotation. In this Letter, we reveal some SU (2) symmetries as subgroups of SU (3) that, to the best of our knowledge, have not previously been recognized. Then, we construct SU (2) symmetric Hamiltonians and explore the ground-state phase diagram in accordance with the SU (3) ⊃ SU (2) × U (1) symmetry hierarchy. It is natural to treat the eight generators of the SU (3) symmetry on an equal footing; this approach is called the eight-fold way. We find that the spin spectral functions and spin quadrupole spectral functions share the same structure, provided that the elementary excitations are flavor waves at low energies, which serves as a clue to the eight-fold way. An emergent S = 1/2 gapless quantum spin liquid is found to coexist with spin nematic order in one of the ground states.
The symmetry principle plays a fundamental role with respect to the laws of nature. It provides an infrastructure and coherence for summarizing physical laws that are independent of any specific dynamics. Noether's theorem says that every continuous symmetry of the action of a physical system is associated with a corresponding conservation law. The standard paradigm for describing phase transitions and critical phenomena is Landau's theory of symmetry breaking. The states of matter are classified on the basis of symmetries. A higher-temperature phase is of a high symmetry characterized by a group G, while a lower-temperature phase is of a low symmetry characterized by a subgroup H ⊂ G. A low-energy effective theory can be constructed in terms of order parameters and is described by all terms that are allowed according to the relevant symmetries. A hierarchy of symmetries is also widely used in particle physics to understand the dynamics of elementary particles.
Meanwhile, spin-1 quantum magnets are of great interest in physics. One famous example is the Haldane phase in one-dimensional (1D) spin-1 chains 1 , in which fractional spin-1/2 end states are protected by the spin rotational symmetry in a phenomenon called symmetry-protected topological order [2] [3] [4] [5] . Spin-1 systems are also able to host spin nematic orders in dimensions of D > 1; such orders are characterized by long-range spin quadrupolar correlations, and the possibility for fractional spinon excitations to coexist with spin nematic orders has also been proposed 6 . Such quantum magnets are widely encountered in various materials, especially transition metal compounds, in which a local S = 1 magnetic moment can be formed in a cation via Hund's coupling; examples include 3d 8 Ni 2+ and 3d 6 Fe 2+ . In this Letter, we shall reveal several hidden SU (2) symmetries in spin-1 quantum magnets in addition to spin rotational symmetry, and we will study spin-1 quantum systems with the help of the symmetry hierarchy.
Models and symmetries. For a spin-1 quantum magnet, there are three local states, namely, |S z = ±1 and |S z = 0 , and eight independent local Hermitian operators: three spin vector operators, S
x , S y and S z , and five spin quadrupolar operators, Q
y S x , Q yz = S y S z + S z S y , and Q zx = S z S x + S x S z . To illustrate the symmetry hierarchy, we consider a generic two-body interacting Hamiltonian as follows: (1) where i, j is a pair of nearest neighboring sites; α and β denote x, y, and z; and µ and ν denote x 2 − y 2 , 3z 2 − r 2 , xy, yz, and zx. The SO(3) spin rotational symmetry is achieved when I αµ = 0, J αβ = δ αβ J 1 and J µν = δ µν J 2 . Furthermore, H will be SU (3) symmetric when J 1 = J 2 , and the SU (3) group is generated by eight operators {S, Q} [7] [8] [9] . The SO(3) model is well studied: a phase diagram consisting of a ferromagnetic phase, a dimerized phase, Haldane phases and a critical phase has been constructed in one dimension [10] [11] [12] [13] , and the SO(3) model can host spin nematic ground states in dimensions of D > 1 6,14-21 . The model defined in Eq. (1) has typically been studied in accordance with the SU (3) ⊃ SO(3) · · · symmetry hierarchy. Nevertheless, there are other SU (2) subgroups belonging to the SU (3) group, and this fact implies the existence of a slice of SU (2) symmetries in addition to the SO(3) spin rotation in spin-1 quantum magnets of which, to the best of our knowledge, the research community is not aware. This situation inspires us to search for Hamiltonians that respect these hidden symmetries; for this purpose, a new symmetry hierarchy, SU (3) ⊃ SU (2)×U (1) · · · , will be adopted to reveal novel states with various low-energy excitations. To describe these states, it is natural to treat all operators {S, Q} on an equal footing, which is reminiscent of the "eight-fold way in quantum chromodynamics.
Hidden SU (2) symmetries. It turns out that there are three hidden SU (2) symmetries, which are generated as follows:
2 }, and (3)
2 } (see the Supplementary Materials). Each set of these generators consists of one component of the spin vector S and two components of the spin quadrupole Q. Note that these three sets of generators are related to each other by the following cycle:
In the remaining part of this Letter, we shall focus on SU (2) γ ; SU (2) α and SU (2) β can then be obtained in accordance with this cycle.
For the SU (2) γ symmetry, S z generates spin rotations along the z-axis, and the other two generators, Q xy and Q x 2 −y 2 , correspond to two-magnon processes, as can be seen from Q
It is easy to verify that {J z , J ± } satisfy the SU (2) Lie algebra. Therefore, the spontaneous breaking of the SU (2) γ symmetry along the S z direction will give rise to two-magnon low-energy excitations, while spontaneous symmetry breaking along the Q xy and Q x 2 −y 2 directions will give rise to an admixture of one-and two-magnon excitations, which will tend to restore the SU (2) γ symmetry.
The underlying SU (3) structure and the hidden SU (2) symmetries will be more transparent in the Cartesian representation of the spin states: |x = i(|1 − | − 1 )/ √ 2, |y = (|1 + | − 1 )/ √ 2, and |z = −i|0 . Then, a spin state can be written as
is a complex vector and the normalization condition is given by |d| 2 = 1. The expectation values for {S, Q} can be expressed in terms of d as follows:
, whered α is the complex conjugate of d α and αβγ is a three-rank antisymmetric tensor. Thus, a spin-1 quantum system can be described by the following path integral:
where the Hamiltonian H is given by Eq. (1) with {S, Q} replaced with their expectation values. Now, it is clear that all of the special unitary transformations of d give rise to the SU (3) group and that the special unitary transformations of any two components of d lead to either SU (2) α , SU (2) β or SU (2) γ . SU (2)-symmetric Hamiltonians. Now, we are in a position to construct Hamiltonians in accordance with the SU (2) γ symmetry. A generic spin-1 Hamiltonian can be written in terms of {S, Q} in a bilinear form as shown in Eq. (1). Using group theory, one is able to obtain all TABLE I. Typical SU (2)γ-symmetric Hamiltonians in Eq. (3), which are classified with respect to time reversal (T ), spatial inversion (I), and additional global/local symmetries.
SU (2) γ -symmetric two-body interactions (see the Supplementary Materials). These SU (2) γ -symmetric Hamiltonians are linear combinations of the following six terms:
where the D ij = −D ji = ±1 define a direction along each bond i, j and are translationally invariant. The Hamiltonians H 1−6 can be classified with respect to the time-reversal symmetry T , the spatial inversion symmetry I, and additional symmetries as summarized in Table I. Further discussions are presented as follows: (1) a nα (j), to each site j on the n th sublattice, where α = x, y, z refers to the local spin states. For example, n = 1 for a uniform state, while n = 1, 2 for a bipartite-lattice ordered state. The operators {S, Q} can be written bilinearly in terms of the Schwinger bosons, and the physical Hilbert space can be restored by imposing a singleoccupancy condition (see the Supplementary Materials). Third, without loss of generality, we let the Schwinger bosons condense at a nx to obtain ordered states, where a nx and the other two orthogonal components, a nỹ and a nz , are related to (a nx , a ny , a nz ) by an SU (3) rotation Ω n as follows: (a nx , a nỹ , a nz ) T = Ω n (a nx , a ny , a nz ) T . Such an Ω n is determined by the mean-field vector d and enables us to attribute the condensate to a nx alone, while treating a nỹ and a nz as small fractions. Then, the low-energy Hamiltonian can be bilinearized by the Holstein-Primakoff transformation:
, where we will ultimately take M = 1 for the single-occupancy case. Expansion in 1/M and Bogoliubov transformation will give rise to a diagonalized Hamiltonian in k-space (see the Supplementary Materials):
where ω m (k) is the energy dispersion of the m-th flavorwave branch, b m (k) is a bosonic Bogoliubov quasiparticle, and C is a constant. For a uniform state, m = 1, 2, while for a bipartite-lattice ordered state, m = 1, 2, 3, 4. As long as the vector d is given by the mean-field theory, we will be able to obtain ω m (k) and b m (k) simultaneously.
SU (2) × U (1) × T × I-symmetric model. In particular, we are interested in Hamiltonians with the time-reversal symmetry T and the spatial inversion symmetry I, which can be parameterized in terms of three real numbers K 1 , K 2 , and K 3 as follows:
Note that the model given in Eq. (4) respects the SU (2) γ × U (1) symmetry rather than the SU (2) γ symmetry. For simplicity, we shall consider bipartite lattices only, including a 1D chain, a square lattice and a cubic lattice.
To explore the ground-state phase diagram, we set K
= 1, such that the parameter space is a sphere. Top and bottom views (along the K 3 axis) of this sphere are displayed in Fig. 1 , where the meanfield phase diagram is presented. There are six ordered phases, FQ1, FQ2, FQ3, AFQ1, AFQ2, and AFQ3. Here, FQ refers to a ferro-quadrupolar state, and AFQ refers to an antiferro-quadrupolar state (or, to be precise, a state with a staggered quadrupolar order). When K 1(2,3) is negative and predominates, the ground states are FQ states, while when K 1(2,3) is positive and predominates, the ground states are AFQ states. The solid lines in the phase diagram represent first-order transitions, while the dashed lines represent continuous transitions. The SU (3) symmetry will be achieved at two points where
Both SU (3) points are tricritical points. The one with K 1,2,3 < 0 corresponds to three phases, FQ1, FQ2 and FQ3, while the other one, with K 1,2,3 > 0, corresponds to AFQ1, AFQ2 and AFQ3. The mean-field ground states and low-energy flavor-wave excitations for these six phases are summarized in Table II . Notably, dipolar and quadrupolar orders may coexist in a ground state in the FQ1, FQ2, AFQ1 and AFQ2 phases, while only a quadrupolar order exists in the FQ3 and AFQ3 phases.
The low-energy excitations can be understood in the framework of the symmetry hierarchy as follows. (1) The spontaneous symmetry breaking is distinct in the different phases: (a) SU (2) is broken in FQ1 (AFQ1), but U (1) is not (i.e., SU (2) × U (1) → U (1)); (b) both SU (2) and U (1) are broken in FQ2 (AFQ2) (i.e., SU (2)×U (1) → 1); and (c) neither SU (2) nor U (1) is broken in FQ3 (AFQ3). 2 , which are related to each other through the SU (2) symmetry. Both of them correspond to one-magnon excitations. (5) The AFQ1, AFQ2 and AFQ3 phases can be analyzed similarly.
Spectral functions. We find that inelastic neutron scattering and resonant inelastic X-ray scattering (RIXS), which measure the spin spectral function S(q, ω) and the spin quadrupole spectral function Q(q, ω), respectively, can be used to detect flavor waves and distinguish the various FQ and AFQ phases. With the help of flavor-TABLE II. Summary of the SU (2)γ × U (1) × T × I-symmetric model defined in Eq. (4). The parameters ϑ andθ are given by sin
rotation. AK , BK , CK , DK and γ(k) are defined as follows: AK =
δ e ik·δ , where Z = 2D is the coordination number and δ is a nearest-neighbor displacement. "1" refers to one-magnon excitations, "2" refers to two-magnon excitations, and "1+2" refers to an admixture of one-and two-magnon excitations.
wave theory, these spectral functions can be evaluated for each FQ or AFQ state; these functions are distinct in different phases but do not qualitatively change within a single phase. Moreover, S(q, ω) and Q(q, ω) share the same structure as long as the elementary excitations are flavor waves, as demonstrated in Fig. 2 . This similarity provides evidence for the underlying SU (3) structure and serves as a clue to the eight-fold way. The details of these spectral functions for all FQ and AFQ phases can be found in the Supplementary Materials. Emergent gapless spin liquid. In the mean-field theory, the AFQ3 ground states are locally degenerate inside an energy gap. This degeneracy arises from the unperturbative Hamiltonian K 3 H 3 and will be lifted by a finite K 1 and K 2 . To address this case and go beyond the mean-field theory, we consider perturbations of up to the third order in the limit K 3 |K 1(2) |. As an example, consider a square lattice; the spins have a quadrupolar order on one of the two sublattices, and we have the following effective Hamiltonian on the other sublattice (see the Supplementary Materials):
P, where P projects a state into the subspace spanned by the local basis {|x i , |y i }, ij 1(2) denotes a pair of (next) nearest neighboring sites on the sublattice,
. Note that this is an effective S = 1/2 J 1 -J 2 Heisenberg model constructed by SU (2) γ generators. When K 1 < 0, J 1(2) < 0, and the ground state is of ferromagnetic order. When K 1 > 0, J 1 = 2J 2 > 0 gives rise to a gapless quantum spin liquid (QSL) ground state. [27] [28] [29] [30] We expect the QSL state to be stable against higher-order perturbations because there is a QSL phase in the vicinity of J 1 = 2J 2 in the J 1 -J 2 Heisenberg model. In summary, we have revealed hidden SU (2) symmetries in spin-1 quantum magnets, studied them in accordance with the SU (3) ⊃ SU (2) × U (1) symmetry hierarchy, demonstrated novel emergent phenomena, and found some clues to the emergent eight-fold way. These SU (2) symmetries may be realized in cold atoms as well as d 
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Appendix A: Fundamentals of SU (3) Lie algebra
The eight Gell-Mann matrices are defined as,
The generators of SU (3) Lie group are given by
In SU (3) representations, a state in an irreducible representation (IR) is labelled by (p, q), corresponding to the weight vector µ = pµ 1 + qµ 2 , where µ 1 = (1/2, √ 3/6) and µ 2 = (1/2, − √ 3/6). The weights are defined by the eigenvalues of the Cartan generators H 1 and H 2 ,
) . An IR is characterized by the highest weight (n, m). Thus a state in a SU (3) IR can be written as |(n, m), (p, q) k . Note that there may exist more than one (p, q) state in IR (n, m), these different (p, q) states are distinguished by the subscript k, which will be neglected when there is only one (p, q) state.
Appendix B: SU (3) structure and Hidden SU (2) symmetries Firstly, it is straightforward to examine the SU (3) Lie algebra relation among {S, Q} through the commutators
As mentioned, besides the SO(3) subalgebra of {S x , S y , S z }, there are other SU (2) subalgebras belonging to the SU (3) Lie algebra.
In order to find out the other SU (2) subalgebras, we consider the Cartan subalgebra H, the largest commutitative subalgebra, of the SU (3) Lie algebra, which can be chosen to be made of linear combinations of two commutative operators H 1 = T 3 and H 2 = T 8 , where T i = λ i /2 and satisfy Tr(H i H j ) = 1 2 δ ij . An SU (2) subalgebra can be constructed as follows. Let us select an operator in the Cartan subalgebra H, which serves as J z in the SU (2) algebra. Writing H = {H 1 , H 2 }, we have J z = |α| −2 α·H, where α is a two dimensional vector. Then the raising and lowering operators J ± can be obtained through
So that a nonzero root α of SU (3) will give rise to an SU (2) subgroup.
FIG. 3. Roots of SU
) and β = (
, T3} are three generators of the subalgebra SU (2)γ, and so on and so forth.
The roots of SU (3) algebra are nothing but the weights of its adjoint representation (1, 1), which are plotted in Fig. 3 . It is clear that there are three pairs of nonzero roots, {±α, ±β, ±γ}, where α = ( 2 ) are two simple roots, and γ = (1, 0) is the other positive root with γ = α + β. So that α, β, γ give rise to three SU (2) subalgebras, whose generators are given as follows, SU (2) α : {T 4 , T 5 , α · H}, SU (2) β : {T 6 , T 7 , β · H} and SU (2) γ : {T 1 , T 2 , γ · H}. In terms of S and Q, the generators of the three SU (2) subgroups read,
The underlying SU (3) structure and the hidden SU (2) symmetries will be more transparent in the Cartesian coordinate representation of spin states,
(B2) It is easy to verify that |α is time reversal invariant and satisfy the relations α|β = δ αβ and S α |β = i αβγ |γ , where α, β, γ = x, y, z and αβγ is the three-rank antisymmetric tensor. Thus a spin state can be expressed as follows,
is a complex vector, and normalization condition is given by |d| 2 = 1. So that a time reversal invariant state is given by a real vector d up to a global phase factor and characterized by d|S|d = 0. The expectation values for {S, Q} can be expressed in terms of the d vector,
Now it is clear that the unitary transformation of the three dimensional complex d vector (apart from a global phase factor) gives rise to the underlying SU (3) structure. Thus the SU (3) algebra of {S, Q} can be visualized from Eq. (B4). Since the complex d vector transfer as a 1-rank tensor under the SU (3) rotations, one can find how S and Q and other physical quantities will transfer under SU (3) as well, which can be written in bilinear or biquadratic terms of d andd in the path integral.
Appendix C: SU (2)γ symmetric states/Hamiltonians
In the language of group theory, the three components of d belong to the 3-dimensional (3D) fundamental representation 3 ≡ (1, 0) of SU (3) group, and those ofd belong to its complex conjugate representation3 ≡ (0, 1). So that each (d, d) bilinear term belongs to the representations3 ⊗ 3 = 1 ⊕ 8, where 1 ≡ (0, 0) and 8 ≡ (1, 1). Explicitly, |d| 2 belongs to the 1D IR (0, 0), and (S, Q) belong to the 8D IR (3, 3). Furthermore, each (S, Q) bilinear term in Eq. (1) belongs to the representations (1, 1)⊗(1, 1) = (0, 0)⊕(1, 1)⊕(1, 1)⊕(3, 0)⊕(0, 3)⊕(2, 2). Therefore, we are able to classify the terms in Eq. (1) according to group theory and find possible spin Hamiltonians respecting the hidden SU (2) symmetries.
Begin with d vector and its complex conjugated, the Cartesian coordinate representation of the three spin-1 states is isomorphic to SU (3) IR (1, 0),
and its complex conjugate representation (0, 1),
where |(m, n), (p, q) was defined in previous section. Then (S, Q) can be obtained through (0, 1) ⊗ (1, 0) = (0, 0) ⊕ (1, 1), which belong to the 8D IR (1, 1),
In what follows, we shall construct SU (2) γ symmetric two-body interactions in terms of bilinear forms of (S, Q). As mentioned, such bilinear forms belong to the representations (1, 1) ⊗ (1, 1) = (0, 0) ⊕ (1, 1) ⊕ (1, 1) ⊕ (3, 0) ⊕ (0, 3) ⊕ (2, 2). Firstly we shall find out all the SU (2) γ symmetric states in the IR decomposition of (1, 1) ⊗ (1, 1), which would be annihilated by both the raising operator E γ and the lowering operator E −γ . According to the block diagram shown in FIG. 4 , there exist six linear independent states in the IR decomposition. We list six linear independent self-conjugate SU (2) γ symmetric states as follows,
Note that we have already made the bilinear forms symmetrized or antisymmetrized, where |(1, 1), (0, 0) 2 S is a symmetrized state and |(1, 1), (0, 0) 2 A is an antisymmetric state. All the possible SU (2) γ symmetric states can be written as a linear combination of Γ n , n = 0, · · · , 5 in Eq. (C4). Expanding Γ n in terms of (1, 1) ⊗ (1, 1) states, |(1, 1), (p 1 , q 1 ) ⊗ |(1, 1), (p 2 , q 2 ) , through SU (3) Clebsch-Gordan coefficients, and replacing abstract states |(1, 1), (p, q) by physical operators (S, Q), eventually we obtain all the SU (2) γ symmetric spin Hamiltonians. . The black solid lines between two block denotes the raising operator Eγ (upward) or lowering operator E−γ (downward). The states marked in red can be utilized to construct SU (2)γ symmetric states which will be annihilated by Eγ and E−γ.
With the help of SU (3) Clebsch-Gordan coefficients, the SU (2) γ symmetric states in Eq. (C4) can be reexpressed in terms of states in IR (1, 1) as follows, In this appendix, we provide details for the flavor-wave theory [22] [23] [24] [25] [26] . In order to study low energy excitations, we assign three flavors of Shwinger bosons a nα (j) at each site j on the n th sublattice, where α = x, y, z corresponds to x, y, z spin states defined in Eq. (B2). Here n = 1 for the uniform states, while n = 1, 2 for the bipartite-lattice ordered states. Thus, the operators (S, Q) can be written bilinearly in terms of Schwinger bosons,
where the single occupancy constraint
is imposed.
To obtain various spin ordered states, we shall condense these Schwinger bosons at some components. Without loss of generality, the condensate components are constructed by an SU (3) rotation Ω n in the n-th sublattice, which is defined as follows,
Such an SU (3) rotation Ω n is site-independent and determined by corresponding mean-field d vectors and enable us to attribute the condensate to a nx component only. And a nỹ and a nz components are thought as small fractions. Then the low energy Hamiltonian can be bilinearized by the Holstein-Primakoff transformation. Approximately, a † nx (j) and a nx (j) can be written as,
where M = 1 in present case considering the single occupancy constraint.
Then we carry out the 1/M expansion in the HolsteinPrimakoff bosons a nỹ and a nz up to quadratic order, and perform the Fourier transformation a nα (k) = j e ik· rj a nα (j)/ √ N to obtain the Hamiltonian H in the k-space, where r j is the position of the lattice site j and N is the number of magnetic unit cells. Thus the k-space Hamiltonian can be diagonalized by the bosonic Bogoliubov transformation,
where ω m (k) is the energy dispersion of m-th branch flavor wave, b m (k) and b † m (k) are bosonic Bogoliubov quasiparticle annihilation and creation operators, and the constant C does not depend on boson fields. For uniform states, say, FQ states, m = 1, 2; while for AFQ states, m = 1, 2, 3, 4. As long as the ground states of H determined by K 1 , K 2 and K 3 are given, we are able to obtain the dispersions ω m (k) simultaneously. , and the global rotational matrix Ω FQ1 is a 3 × 3 unit matrix. We introduce the SU (3) Schwinger bosons as
where
Expanding spin dipolar and quadrupolar operators S and Q up to quadratic order of a y and a z gives rise to
Put them into the Hamiltonian and keep all the terms up to quadratic order of a y and a z , we obtain
Here ω 
we introduce rotated Schwinger bosons as follows,
where sin ϑ is determined by the mean-field theory and given in the caption in Table II in the main text. Similiarly, the operators (S, Q) can be expanded to quadratic order of a y and a z as follows,
Finally we obtain the diagonalized Hamiltonian
where ω 1,2 (k) are given in Table II and the Bogoliubov transformation reads
where B K and γ(k) are given in Table II . In this case, condensate components are of |x and |z spins. Such that ω FQ2 2 (k) mode corresponds to |x ↔ |z transition, and is a one-magnon mode, while ω FQ2 1 (k) mode corresponds to |x + tan ϑ|z ↔ |y transition, and is an admixture of one-magnon and two-magnon modes. 
Then the rotated Schwinger bosons becomes
And the operators S and Q read
Put them into the Hamiltonian we obtain
In this case, the condensate component is |z . Such that ω FQ3 1 (k) mode gives rise to |z → |y transition and is a one-magnon mode, and ω 
mz a mz for m = 1, 2. Expanding (S, Q) to quadratic order of a my and a mz in each sublattice gives rise to
Then the mean-field Hamiltonian of AFQ1 becomes
where ω 1,2 (k) are given in Table II in the main text. The Bogoliubov transformation reads
and ρ
A1
k is given as exp(2ρ
Similar to the case of FQ1, all the spins condense at the |x state. So that ω 
(D29)
We have SU (3) Schwinger bosons in such rotated representation as follows,
Then the forms of (S, Q) for each sublattice of AFQ2 are very similar to Eq. (D13), and here we do not list them explicitly. The corresponding Hamiltonian becomes
where ω AFQ2 1,2,3,4 are given in Table II in the main text. The Bogoliubov transformation are chosen as
and
with m = 1, 2 and exp(2ρ
Similar to the case of FQ2, in this case condensate components are of |x and |z spins. So ω The corresponding Schwinger bosons in the rotated representations are
And operators (S, Q) for each sublattice read
The diagonolized Hamiltonian reads
where ω AFQ3 1,2,3,4 are given in Table II and
In this case all spins condense at the |x state. Thus ω where u is defined in Eq. (E4).
FQ2 phase The spin operators read S x = (−ir 2 + r 1 cos 2ϑ)a z − sin ϑ(r 3 + ir 0 )a y + h.c.,
And spin spectral function reads
where u is defined in Eq. (E4) and
AFQ2 phase The forms of spin operators for sublattice 1 are the same as Eq. (E8). And for sublattice 2 we can obtain spin operators by taking ϑ → − ϑ. So here we do not list them explicitly. The dipolar spin spectral function reads
where u is defined in Eq. (E4). FQ3 phase The spin operators are
And the dipolar spin spectral function reads
Note that S FQ3 (q, ω) does not depend on the d vector. AFQ3 phase The forms of spin operators for sublattice 1(2) are the same as Eq. (E12)(Eq. (E3)) with additional sublattice index. Thus the dipolar spin spectral function for an AFQ3 state does not depend on the d vector as well and reads
The S(q, ω) for all FQ and AFQ states are plotted in  FIG.5 where u is defined in Eq. (E4).
FQ2 phase The Q operators read Q xy = v cos ϑa y − (r 0 r 2 − r 1 r 3 ) sin 2ϑa z + h.c., Q zx = (ir 3 − r 0 cos 2ϑ)a z − sin ϑ(ir 1 + r 2 )a y + h.c.,
2 ) sin 2ϑa z + 2 cos ϑ(ir 1 + r 2 )(ir 3 − r 0 )a y + h.c.,
where v is defined in Eq. (F2). And quadrupolar spin spectral function reads
where u is defined in Eq. (E4) and 
where u is defined in Eq. (E4). The quadrupolar spectral function Q(q, ω) for all FQ and AFQ states are plotted in Fig. 6 . Note that Q(q, ω) are of the same form as S(q, ω), and difference between them is in the spectral weight.
Appendix G: Effective Hamiltonian in the AFQ3 phase
In the mean-field solution, the AFQ3 ground states are locally degenerate inside a bulk energy gap. This huge degeneracy arises from the unperturbative Hamiltonian K 3 H 3 and is expected to be lifted by small but finite K 1 and K 2 . In order to see this effect, we consider the perturbations up to the third order in the limit K 3 |K 2 |, |K 1 |, where the unperturbative energy gap is about ZK 3 . What we need is to include all the possible perturbations of H 1 and H 2 and project the states into the subspace of unperturbative ground states by a projector P.
We begin with two-site Hamitonians h i , i = 1, 2, 3, which is the simplest case of the Hamiltonians H i defined in Eq. (3), and consider their matrix elements. always have J 2 /J 1 = 1/2. Since there are two paths contribute to J 1 , while there is only one path contributes to J 2 , as illustrated in FIG. 7 When K 1 < 0, we have J 1 < 0 and J 2 < 0 and the effective model is a ferromagnetic spin-1/2 Heisenberg model on a square lattice, which gives rise to a ferromagnetic ordering state on one of the sublattices. When K 1 > 0, the effective model is an antiferromagnetic spin-1/2 Heisenberg model on a square lattice. And J 2 /J 1 = 1/2 gives rise to a gapless quantum spin liquid ground state.
