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CONSTRUCTING INDECOMPOSABLE INTEGRALLY CLOSED
MODULES OVER A TWO-DIMENSIONAL REGULAR LOCAL RING
FUTOSHI HAYASAKA
Abstract. In this article, we construct integrally closed modules of rank two over a
two-dimensional regular local ring. The modules are explicitly constructed from a given
complete monomial ideal with respect to a regular system of parameters. Then we
investigate their indecomposability. As a consequence, we have a large class of indecom-
posable integrally closed modules whose Fitting ideal is not simple. This gives an answer
to Kodiyalam’s question.
1. Introduction
The theory of complete (integrally closed) ideals in a regular local ring of dimension
two was developed by Zariski in [17] and in [18, Appendix 5]. Zariski proved two structure
theorems. The first main result is the product theorem. It asserts that the product of
any two complete ideals in a two-dimensional regular local ring is again a complete ideal.
The second main result is the unique factorization theorem. It asserts that any non-zero
complete ideal in a two-dimensional regular local ring can be expressed uniquely (except
for ordering) as a product of simple complete ideals. Here an ideal is simple if it cannot be
expressed as a product of two proper ideals. Since the classic work of Zariski, the theory
has been attracting interest and has been generalized to more general situations. See for
instance the papers [4, 9, 14]. Among interesting results in this direction, a generalization
of Zariski’s product theorem to finitely generated torsion-free integrally closed modules
was obtained by Kodiyalam in [13].
The notion of integral closure of modules was introduced by Rees in [16]. Let A be a
Noetherian integral domain and let M be a finitely generated torsion-free A-module. The
integral closure ofM , denoted byM , is defined as a set of all elements f ∈MK :=M⊗RK
such that f ∈ MV for every discrete valuation ring V of K containing A. Here K is the
quotient field of A, and MV denotes the V -submodule of MK generated by M . The
integral closure M is an R-submodule of MK containing M . The module M is said to be
integrally closed if M =M .
Let R be a two-dimensional regular local ring with infinite residue field. Kodiyalam
proved in [13] that the product MN of any two finitely generated torsion-free integrally
closed R-modulesM andN is again integrally closed in the sense of Rees. Here the product
MN is the tensor product modulo R-torsion. Therefore, Kodiyalam’s extension can be
viewed as a natural generalization of Zariski’s product theorem. Moreover, he proved
that a certain Fitting ideal associated with an integrally closed module is again integrally
closed. Let F = M∗∗ be the double R-dual of M . Then F is free and it canonically
contains M with the quotient F/M of finite length. Thus, one can define the ideal I(M)
of M as I(M) = Fitt0(F/M). With this notation, Kodiyalam proved the following.
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Theorem 1.1. (Kodiyalam [13, Theorems 5.4, 5.7]) Let (R,m) be a two-dimensional
regular local ring with the maximal ideal m, infinite residue field R/m. For a finitely
generated torsion-free R-module M , we have the following.
(1) Suppose that M is integrally closed. Then the ideal I(M) of M is again integrally
closed. Furthermore, taking integral closure commutes with taking the ideal, that
is, I(M ) = I(M).
(2) Suppose that M has no free direct summand and I(M) is simple. Then M is
an indecomposable R-module. In particular, there exist indecomposable integrally
closed R-modules of arbitrary rank.
A motivation of this article comes from the following question which can be found in
the last paragraph in [13, Example 5.8].
Question 1.2. Does the converse to Theorem 1.1 (2) hold in the sense that an indecom-
posable integrally closed R-module M of rank bigger than 1 have a simple complete ideal
I(M)?
The purpose of this article is to give an answer to Question 1.2 by showing that there
are numerous counterexamples and is to shed some light on a theory of integrally closed
modules. In fact, we prove a stronger result which shows the ubiquity of indecomposable
integrally closed modules of rank 2 with the monomial Fitting ideal. Our results can be
summarized as follows.
Theorem 1.3. Let (R,m) be a two-dimensional regular local ring with the maximal ideal
m, infinite residue field R/m. Let x, y be a regular system of parameters for R and let I
be an m-primary complete monomial ideal with respect to x, y. Suppose that either
(1) ord(I) ≥ 3, or
(2) ord(I) = 2 and xy /∈ I
is satisfied. Then there exists a finitely generated torsion-free indecomposable integrally
closed R-module M of rank 2 with I(M) = I.
As a direct consequence, we have a large class of counterexamples to Question 1.2.
Indeed, if we consider a non-simple complete monomial ideal I with ord(I) ≥ 3, e.g.
I = mr where r ≥ 3 as the simplest case, then Theorem 1.3 shows that one can find such
a counterexample M with I(M) = I. These modules are obtained quite explicitly from a
given complete monomial ideal.
This article is organized as follows. In section 2, we collect basic facts from [13] on
integrally closed modules over a two-dimensional regular local ring. We also fix our no-
tations we will use throughout this article. In section 3, we introduce a certain module
of rank 2, denoted by Mk or Mk(I), associated to a given monomial ideal I with respect
to a regular system of parameters x, y and an integer k; see Definition 3.2. The modules
Mk play a central role in this article. A crucial point is that, for any 1 ≤ k ≤ r − 1, the
associated module Mk is integrally closed with I(Mk) = I if I is complete; see Theorem
3.6. In section 4, we investigate the indecomposability of the modules Mk when a given
monomial ideal I is integrally closed with order at least 3. One important fact is that the
associated module Mk has another Fitting ideal I1(Mk) of order 1; see Observation 4.1.
Together with Zariski’s factorization theorem, we can readily get a class of indecomposable
integrally closed module whose Fitting ideal is I, if a given monomial complete ideal I has
no simple factor of order 1; see Theorem 4.2. When a given complete monomial ideal I has
a simple factor of order 1, we divide the problem into two cases. One case is when a given
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ideal I does not have a simple factor of the form (x, yℓ) for some 1 ≤ ℓ ≤ r − 1. In this
case, the problem can be reduced to particular cases; see Observation 4.3, and then we
have Theorem 4.7. The other case is when I is of the form I = (x, y)(x, y2) · · · (x, yr−1)b
where b = (xα, y) or b = (x, yβ). In this case, we consider the next modulesMr andMr+1,
and then we have Theorems 4.9 and 4.11. In section 5, we complete a proof of Theorem
1.3 and give some examples to illustrate our results.
Throughout this article, let (R,m) be a two-dimensional regular local ring with the
maximal ideal m, infinite residue field R/m. Let K be the quotient field of R. For an ideal
a in R, the order of a will be denoted by ord(a) = max{n | a ⊂ mn}. For an R-module
L, the notations rankR(L) and µR(L) will denote respectively the rank and the minimal
number of generators of L. The notation ℓR(∗) will denote the length function on R-
modules. We will use both the term “integrally closed” and the classical one “complete”
for ideals.
2. Preliminaries
In this section, we collect some basic facts from [13] on integrally closed modules over
R. See also [8, 10, 18] for the details on a theory of complete ideals in R and [16] for the
details on a theory of integral closure of modules.
Let M be a finitely generated torsion-free R-module. We denote M∗ := HomR(M,R)
the R-dual of M , and let F := M∗∗ be the double dual of M . Then F is R-free and it
canonically contains M with the quotient F/M of finite length. Indeed, one can see that
if M is contained in a free R-module G with the quotient G/M of finite length, then there
is a unique R-linear isomorphism ϕ : F → G such that the restriction ϕ|M is identity on
M ([13, Proposition 2.1]). Thus, the two quotient modules F/M ∼= G/M are isomorphic
as R-modules. In fact, F/M is isomorphic to the 1st local cohomology module H1m(M) of
M with respect to m. Therefore, one can define Fitting ideals associated to M as follows:
I(M) = Fitt0(F/M)
I1(M) = Fitt1(F/M)
Let MK = M ⊗R K. A subring S of K containing R is called birational overring of
R. For such a ring S, let MS := Im(M ⊗R S → MK) denote an S-submodule of MK
generated by M , which is isomorphic to the tensor product M ⊗R S modulo S-torsion.
Then the integral closure M of M is defined as
M = {f ∈MK | f ∈MV for every discrete valuation ring V with R ⊂ V ⊂ K}.
Since R is a two-dimensional regular local ring, and, hence, it is normal, the integral
closure M can be considered in the free module F , and we have the following criteria for
integral dependence of a module (see [16] and also [13, Theorem 3.2]).
M = {f ∈ F | f ∈ Sym1R(F ) is integral over SymR(M)}
= {f ∈ F | I(M +Rf) ⊂ I(M)}.
These criteria imply the following property ([13, Corollary 3.3]):
M is integrally closed if and only if so is MQ for every maximal ideal Q of R.
In Zariski’s theory of complete ideals in R, contracted ideals play an important role.
Kodiyalam extended this notion to modules as follows.
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Definition 2.1. Let S be a birational overring of R. Then a finitely generated torsion-free
R-module M is said to be contracted from S, if the equality
MS ∩ F =M
holds true as submodules of FS.
Here we recall some basic properties of contracted modules.
Proposition 2.2. LetM be a finitely generated torsion-free R-module. For any x ∈ m\m2,
the following conditions are equivalent.
(1) M is contracted from S = R[m
x
].
(2) The equality mM :F x =M holds true.
(3) The equality M :F x =M :F m holds true.
Therefore, if M is integrally closed, then M is contracted from S = R[m
x
] for some x ∈
m \m2.
Proof. See the proof of [13, Propositions 2.5 and 4.3]. 
Here is another useful characterization of contracted modules.
Proposition 2.3. Let M be a finitely generated torsion-free R-module. Then the following
conditions are equivalent.
(1) M is contracted from S = R[m
x
] for some x ∈ m \m2.
(2) The equality µR(M) = ord(I(M)) + rankR(M) holds true.
Moreover, when this is the case, for any x ∈ m \m2 such that
ℓR(R/I(M) + (x)) = ord(I(M)),
the module M is contracted from S = R[m
x
].
Proof. See [13, Proposition 2.5]. 
Consider a birational overring S = R[m
x
] of R where x ∈ m \m2. Then it is well-known
that for any maximal ideal Q of R,
• SQ is a discrete valuation ring when Q + mS
• SQ is a two-dimensional regular local ring when Q ⊇ mS
The two-dimensional regular local ring SQ for a maximal ideal Q of S containing mS is
called a first quadratic transform of R. For an m-primary ideal I in R with ord(I) = r,
we can write IS = xr[IS :S x
r]. Then we define the ideal IS as
IS = IS :S x
r
and call it a transform of I in S. For a first quadratic transform T := SQ of R, we also
define a transform IT of I in T as
IT = IST.
Contracted modules have the following nice property.
Proposition 2.4. Let M be a finitely generated torsion-free R-module. Suppose that M
is contracted from S = R[m
x
] for some x ∈ m \ m2. Then the following conditions are
equivalent.
(1) M is an integrally closed R-module.
(2) MS is an integrally closed S-module.
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In particular, when this is the case, for any first quadratic transform T of R, MT is an
integrally closed T -module.
Proof. See [13, Proposition 4.6]. 
Therefore, for an m-primary integrally closed ideal I in R, a transform IT of I in a first
quadratic transform T = SQ of R is also integrally closed. Indeed, since I is complete,
IS and hence IS is integrally closed by Proposition 2.4 so that its localization IT is also
integrally closed.
One of crucial points in the theory of both integrally closed ideals and modules is that
the colength of a transform IT in a first quadratic transform T of R is less than the one
of an m-primary ideal I. Namely, for an m-primary ideal I of R and a first quadratic
transform T of R, the inequality
ℓR(R/I) > ℓT (T/I
T )
holds true ([13, Theorem 4.5]).
The ideal I(M) of M behaves well under transforms. Therefore, as in the ideal case,
taking a transform MT improves the module M .
Proposition 2.5. Let M be a finitely generated torsion-free R-module and T a first qua-
dratic transform of R. Then the equality
I(MT ) = I(M)T
holds true.
Proof. See [13, Proposition 4.7]. 
Before closing this preliminary section, we fix notations we will use in the rest of this
article.
Notation 2.6. Let A be an arbitrary Noetherian ring and let An = At1 + · · · +Atn be a
free A-module of rank n > 0 with free basis t1, . . . , tn.
• For a submodule L = 〈f1, . . . , fm〉 of A
n generated by f1, . . . , fm, we denote the
associated matrix
L˜ := (aij) ∈Matn×m(A)
where fj = a1jt1 + · · ·+ anjtn for j = 1, . . . ,m.
• Conversely, for a matrix ϕ = (bij) ∈ Matn×m(A), we denote the associated sub-
module of An
〈ϕ〉 = 〈g1, . . . , gm〉
where gj = b1jt1 + · · ·+ bnjtn for j = 1, . . . ,m.
• For two matrices ϕ ∈ Matn×m(A) and ψ ∈ Matn×m′(A) with the same number of
rows, we define a relation ∼ as
ϕ ∼ ψ ⇔ 〈ϕ〉 ∼= 〈ψ〉 as A-modules
• For a matrix ϕ = (bij) ∈ Matn×m(A), we denote the ideal in A generated by all
the t-minors of ϕ
It(ϕ)
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3. Integrally closed modules of rank two
Recall that R is a two-dimensional regular local ring with the maximal ideal m, infinite
residue field R/m. Throughout this section, we consider
• a fixed regular system of parameters x, y for R, that is, m = (x, y), and
• an m-primary monomial ideal I with respect to x, y.
We write the monomial ideal I as
I = (xaiybi | 0 ≤ i ≤ r) = (xa0 , xa1yb1 , . . . , xar−1ybr−1 , ybr )(3.1)
where
a0 > a1 > · · · > ar−1 > ar := 0 and b0 := 0 < b1 < · · · < br−1 < br.
We begin with the following.
Lemma 3.1. For the monomial ideal I, we have the following.
(1) µR(I) = r + 1
(2) ord(I) = min{ai + bi | 0 ≤ i ≤ r}
(3) ℓR(R/I + (x+ y)) = ord(I)
Proof. We show the assertion (1). Suppose that
r∑
i=0
αi(x
aiybi) = 0
where αi ∈ R. Then α0x
a0 ∈ (yb1) and thus α0 ∈ (y
b1). Similarly, αr ∈ (x
ar−1) because
αry
br ∈ (xar−1). Let 1 ≤ i ≤ r − 1. Since αi(x
aiybi) ∈ (xai−1 , ybi+1), it follows that
αi ∈ (x
ai−1−ai , ybi+1−bi).
Thus, αi ∈ m for all 0 ≤ i ≤ r. This shows that µR(I) = r + 1.
The assertion (2) is easy to see. We show the assertion (3). Let r0 = ord(I). Note that
for any i ≥ 0 and j ≥ 1,
xi+1yj−1 + xiyj = xiyj−1(x+ y).
Thus, I + (x+ y) = (xr0 , x+ y), and we get that ℓR(R/I + (x+ y)) = r0 = ord(I). 
Here we consider the following modules associated to the monomial ideal I and an
integer k. These play a central role in this article.
Definition 3.2. Let 1 ≤ k < br be an integer. Then we define a module Mk associated to
the monomial ideal I and the integer k as follows:
Mk :=
〈(
xa0−1 · · · xai−1ybi · · · xar−1−1ybr−1 yk 0
0 · · · 0 · · · 0 x ybr−k
)〉
⊂ F :=
〈(
1 0
0 1
)〉
.
The module Mk will be denoted byMk(I) when we need to emphasize the defining monomial
ideal I.
The module Mk clearly satisfies Fitt0(F/Mk) = I2(M˜k) ⊃ I, and, hence,
• the quotient F/Mk has finite length,
• rankR(Mk) = 2, and
• I(Mk) = I2(M˜k).
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Moreover, we have the following.
Lemma 3.3. Let 1 ≤ k < br. Then the module Mk satisfies the following.
(1) µR(Mk) = r + 2
(2) I(Mk) = I, if bi + br − k ≥ bi+1 for all 0 ≤ i ≤ r − 1
Proof. We show the assertion (1). Suppose that
r−1∑
i=0
αi
(
xai−1ybi
0
)
+ αr
(
yk
x
)
+ αr+1
(
0
ybr−k
)
=
(
0
0
)
where αi ∈ R for 0 ≤ i ≤ r + 1. Then αrx + αr+1y
br−k = 0. Thus, αr ∈ (y
br−k) and
αr+1 ∈ (x). Write αr = βy
br−k for some β ∈ R. Then αry
k = βybr and
r−1∑
i=0
αi(x
ai−1ybi) + βybr = 0.
Since α0x
a0−1 ∈ (yb1), α0 ∈ (y
b1). Let 1 ≤ i ≤ r− 1. Since αi(x
ai−1ybi) ∈ (xai−1−1, ybi+1),
it follows that
αi ∈ (x
ai−1−ai , ybi+1−bi).
Thus, αi ∈ m for all 0 ≤ i ≤ r + 1. This shows that µR(Mk) = r + 2.
We show the assertion (2). It is clear that
I(Mk) = I + I2
(
xa0−1 · · · xai−1ybi · · · xar−1−1ybr−1 0
0 · · · 0 · · · 0 ybr−k
)
= I + (xai−1ybi+br−k | 0 ≤ i ≤ r − 1).
For any 0 ≤ i ≤ r − 1,
xai−1ybi+br−k = (xai+1ybi+1)xai−1−ai+1ybi+br−k−bi+1 ∈ I
because ai > ai+1 and bi + br − k ≥ bi+1. Thus, I(Mk) = I. 
Remark 3.4. The condition in Lemma 3.3 (2):
bi + br − k ≥ bi+1 for all 0 ≤ i ≤ r − 1
is satisfied, if either
(1) 1 ≤ k ≤ r − 1, or
(2) r ≤ k ≤ br−1 and br − br−1 ≥ bi+1 − bi for all 0 ≤ i ≤ r − 1.
Proof. Let 0 ≤ i ≤ r − 1. The case (1) follows from
bi + br − k − bi+1 = br − bi+1 + bi − k ≥ r − (i+ 1) + i− k = (r − 1)− k ≥ 0.
The case (2) follows from
bi + br − k − bi+1 ≥ bi + br − br−1 − bi+1 = (br − br−1)− (bi+1 − bi) ≥ 0.

Proposition 3.5. Let 1 ≤ k < br. Suppose that the monomial ideal I is integrally closed
and I(Mk) = I. Then the module Mk is contracted from S = R[
m
x+y ].
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Proof. Since I is integrally closed, I is contracted and µR(I) = ord(I)+1 by Propositions
2.2 and 2.3. Thus, ord(I(Mk)) = ord(I) = r by Lemma 3.1. It follows that, by Lemma
3.3,
µR(Mk) = r + 2 = ord(I(Mk)) + rankR(Mk).
Note that ℓR(R/I(Mk) + (x + y)) = ord(I(Mk)) by Lemma 3.1. Thus, Mk is contracted
from S = R[ m
x+y ] by Proposition 2.3. 
Here is the main result in this section, which plays an important role in this article.
Theorem 3.6. Suppose that the monomial ideal I is integrally closed. Then for any
1 ≤ k ≤ r − 1, the module Mk is integrally closed with I(Mk) = I.
Proof. Let 1 ≤ k ≤ r − 1. By Remark 3.4 (1), it follows that I(Mk) = I. Since I
is integrally closed and I(Mk) = I, the module Mk is contracted from S = R[
m
x+y ] by
Proposition 3.5. To show that Mk is integrally closed, it is enough to show that MkS is
integrally closed by Proposition 2.4. This is equivalent to that MkSQ is integrally closed
for every maximal ideal Q of S.
Let z := x
x+y ∈ S. Then we can write x = z(x+ y) and y = (1− z)(x + y) in S. Thus,
the matrix M˜kS over S can be written as
M˜kS =
(
f0 · · · fi · · · fr−1 (1− z)
k(x+ y)k 0
0 · · · 0 · · · 0 z(x+ y) (1− z)br−k(x+ y)br−k
)
where
fi = z
ai−1(1− z)bi(x+ y)ai+bi−1 for 0 ≤ i ≤ r − 1.
Here we note that
• ai + bi − 1 ≥ r − 1 ≥ k for all 0 ≤ i ≤ r − 1,
• br − k ≥ br − (r − 1) ≥ 1.
By considering an S-linear map S2 → S2 represented by a matrix
(
(x+ y)k 0
0 x+ y
)
, we
have that
M˜kS ∼
(
g0 · · · gi · · · gr−1 (1− z)
k 0
0 · · · 0 · · · 0 z (1− z)br−k(x+ y)br−k−1
)
where
gi = z
ai−1(1− z)bi(x+ y)ai+bi−1−k for 0 ≤ i ≤ r − 1.
Let Q be a maximal ideal of S. We show thatMkSQ is integrally closed. When Q + mS.
Then SQ is a discrete valuation ring. Thus, MkSQ is integrally closed because of the fact
that any submodule of finitely generated free module over a discrete valuation ring is
integrally closed. Suppose that Q ⊇ mS. When z /∈ Q. Then z is a unit of SQ. By
elementary matrix operations over SQ,
M˜kSQ ∼
(
h0 · · · hi · · · hr−1 0 (1− z)
br(x+ y)br−k−1
0 · · · 0 · · · 0 1 0
)
where
hi = (1− z)
bi(x+ y)ai+bi−1−k for 0 ≤ i ≤ r − 1.
This implies that MkSQ ∼= J ⊕ SQ for some QSQ-primary ideal J of SQ. We then claim
that J is integrally closed. By Proposition 2.5,
J = I(MkSQ) = I(Mk)
SQ = ISQ .
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Since I is integrally closed, its transform J is also integrally closed. Thus, MkSQ is
integrally closed. When z ∈ Q. Then 1 − z /∈ Q and it is a unit of SQ. By elementary
matrix operations over SQ,
M˜kSQ ∼
(
0 · · · 0 · · · 0 1 0
h′0 · · · h
′
i · · · h
′
r−1 0 (x+ y)
br−k−1
)
where
h′i = z
ai(x+ y)ai+bi−1−k for 0 ≤ i ≤ r − 1.
Thus, MkSQ ∼= SQ⊕ J
′ for some QSQ-primary ideal J
′ of SQ. Similarly, it follows that J
′
is integrally closed. Thus, MkSQ is integrally closed. This completes the proof. 
Remark 3.7. Let M be a finitely generated torsion-free R-module, and let R(M) be
the Rees algebra of M which coincides with the subring Im(SymR(M) → SymR(M
∗∗))
of a polynomial ring SymR(M
∗∗) over R. Suppose that M is integrally closed. Then
R(M) is a Noetherian normal domain by [13, Theorem 5.3]. Moreover, by [11, Theorem
4.1], it is Cohen-Macaulay. Therefore, by Theorem 3.6, we have a large class of concrete
Cohen-Macaulay normal Rees algebras of modules.
4. Indecomposability
In this section, we investigate the indecomposability of the modules introduced in section
3. So, we will work under the same situation and notations in section 3. Thus, I is
the monomial ideal considered in (3.1) and Mk is the associated module introduced in
Definition 3.2. The goal of this section is to show that if ord(I) ≥ 3, then we can find k
such that Mk is indecomposable integrally closed with I(Mk) = I. Hereafter, throughout
this section, we further assume that the ideal I satisfies the following additional condition:
(4.1)

I is integrally closed,
r = ord(I) ≥ 3, and
a0 ≤ br.
For the purpose, we first recall some known facts about the integral closure of general
monomial ideals (not necessarily in a polynomial ring over a field) and its Zariski decom-
position. We refer the readers to [7, 10, 12] for more results and the details on general
monomial ideals.
Let a be an m-primary monomial ideal in R with respect to a regular system of param-
eters x, y. Suppose that a is generated by a set of monomials {xviywi | 1 ≤ i ≤ s}. Then,
as in the usual monomial ideal case, one can define the Newton polyhedron NP(a) of a as
a convex hull of a set of exponent vectors of a in R2. Namely,
NP(a) =
{
(u1, u2) | (u1, u2) ≥
s∑
i=1
ci(vi, wi) for some ci ≥ 0 with
s∑
i=1
ci = 1
}
.
Then the integral closure a of a can be described as
a = (xe1ye2 | (e1, e2) ∈ Z2≥0 ∩NP(a)).
Thus, a is again a monomial ideal with respect to x, y.
Let {(pi, qi) | 1 ≤ i ≤ t} be a set of the vertices of NP(a) with p0 > p1 > · · · > pt = 0
and q0 = 0 < q1 < · · · < qt. Then, by the above description of a, it follows that
a = (xpiyqi | 1 ≤ i ≤ t).
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Moreover, one can see that
a =
t∏
i=1
(xpi−1−pi , yqi−qi−1).
Here we note that for a pair of positive integers p′, q′ with gcd(p′, q′) = d,
(xp′ , yq′) = (xp, yq)
d
where p′ = dp and q′ = dq, and that for any p, q > 0 with gcd(p, q) = 1,
(xp, yq) is simple.
See [5] for more details on the above special simple ideals.
Namely, for any m-primary complete monomial ideal a in R, every simple factor in the
Zariski decomposition of a is a monomial ideal with the following special form:
(xp, yq) where gcd(p, q) = 1.
We will illustrate these decompositions in Examples 5.2 and 5.3. See [1, 15] for more
detailed and related results on the decomposition of usual monomial ideals.
Now, we begin with the following observation. This will be often used in our arguments.
Observation 4.1. Let 1 ≤ k < br. We first note that the ideal I satisfies that
• ar−1 = 1.
This follows from the additional assumption that I is integrally closed and a0 ≤ br. Thus,
the ideal I is of the form
I = (xa0 , xa1yb1 , . . . , xybr−1 , ybr),
and the associated module Mk is
Mk =
〈(
xa0−1 · · · xai−1ybi · · · ybr−1 yk 0
0 · · · 0 · · · 0 x ybr−k
)〉
.
It follows that the other Fitting ideal is clearly of the form
I1(Mk) = (x, y
ℓ) where ℓ = min{br−1, k, br − k}.
Here we assume that Mk is integrally closed with I(Mk) = I, and Mk is decomposable.
Then
Mk ∼= J1 ⊕ J2
for some m-primary ideals J1, J2 in R. Note that both J1 and J2 are integrally closed
ideals in R because Mk is assumed to be integrally closed and J1 ⊕ J2 = J1⊕J2. Consider
the associated Fitting ideals of Mk. Then we have equalities
J1J2 = I(Mk) = I,
J1 + J2 = I1(Mk) = (x, y
ℓ).
The first equality implies that both J1 and J2 are a part of factors in the Zariski decompo-
sition of I. This implies that both J1 and J2 are monomial ideals. Thus, the sum J1+J2 is
also a monomial ideal. Therefore, as in the usual monomial ideal case (see [12, Corollary
3] for instance), the second equality implies that
• x ∈ J1 or x ∈ J2, and
• yℓ ∈ J1 or y
ℓ ∈ J2.
10
We may assume that x ∈ J1. Thus, ord(J1) = 1. If y
ℓ ∈ J2, then xy
ℓ ∈ J1J2 = I.
Therefore, if xyℓ /∈ I, then yℓ ∈ J1 so that J1 = (x, y
ℓ) because (x, yℓ) ⊂ J1 ⊂ J1 + J2 =
(x, yℓ). Consequently, we can summarize the observation as follows:
If the module Mk is integrally closed with I(Mk) = I, and Mk is decomposable, then
(1) the monomial ideal I has a simple factor of order 1 in the Zariski decomposition.
(2) Moreover, if xyℓ /∈ I where ℓ = min{br−1, k, br − k}, then I has a simple factor of
the form (x, yℓ).
By Observation 4.1, we can readily get the following.
Theorem 4.2. Suppose that the monomial ideal I has no simple factor of order 1 in
the Zariski decomposition. Then for any 1 ≤ k ≤ r − 1, the associated module Mk is
indecomposable integrally closed with I(Mk) = I.
Proof. Let 1 ≤ k ≤ r−1. Since I is integrally closed, Mk is integrally closed with I(Mk) =
I by Theorem 3.6. Suppose that Mk is decomposable. By Observation 4.1, the ideal I has
a simple factor of order 1 in the Zariski decomposition. This is a contradiction. 
We next consider the case that the ideal I has a simple factor of order 1 in the Zariski
decomposition. We then divide the case into the following two cases. Here we write J | I
if I = Jb for some ideal b in R.{
Case I (x, yℓ) ∤ I for some 1 ≤ ℓ ≤ r − 1
Case II (x, yℓ) | I for any 1 ≤ ℓ ≤ r − 1
We begin with Case I.
Observation 4.3. Suppose Case I and let k0 = min{ℓ | (x, y
ℓ) ∤ I}. Since 1 ≤ k0 ≤ r− 1,
Mk0 is integrally closed with I(Mk0) = I by Theorem 3.6. We consider the following
condition:
(4.2) I1(Mk0) = (x, y
k0) and xyk0 /∈ I.
If the condition (4.2) is satisfied, andMk0 is decomposable, then (x, y
k0) | I by Observation
4.1. This is a contradiction. Thus, we have the following:
The condition (4.2) implies that Mk0 is indecomposable.
Moreover, by elementary calculations as we will see in Proposition 4.4, one can see that
the ideal I which does not satisfy the condition (4.2) is any one of the following cases:
(N1) I = (x, y)(x
α, y)(x, yβ) where β ≥ α > 0
(N2) I = (x, y)
3(x, y2)
(N3) I = (x, y)
2(x, y2)(x2, y)
(N4) I = (x, y)(x, y
2)(x3, y2)
Consequently, when Case I, we may only consider the above 4 cases.
Proposition 4.4. Suppose that the Zariski decomposition of I is of the form
I = (x, y)(x, y2) · · · (x, yk−1)b
for some 1 ≤ k ≤ r − 1. Consider the following condition:
(Fk) : I1(Mk) = (x, y
k) and xyk /∈ I.
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Then we have the following.
(1) If either k ≤ r − 2 or r ≥ 5, then (Fk) is satisfied.
(2) When r = 3 and k = 2. Then (F2) is satisfied except for the case (N1).
(3) When r = 4 and k = 3. Then (F3) is satisfied except for the cases (N2), (N3), (N4).
Proof. Let I = (x, y)(x, y2) · · · (x, yk−1)b. The ideal b is a factor in the Zariski decom-
position of I so that it is an integrally closed monomial ideal with respect to x, y of
ord(b) = r − (k − 1). Thus,
I ⊂ (x, y1+2+···+(k−1)+r−(k−1)) = (x, y
(k−1)(k−2)
2
+r).
Since ybr ∈ I, we have that
br ≥
(k − 1)(k − 2)
2
+ r.
We first show the assertion (1). Suppose that either k ≤ r − 2 or r ≥ 5. Then it is
easy to see that br − k ≥ k and hence I1(Mk) = (x, y
k). When k ≤ r − 2. The assertion
xyk /∈ I is clear because ord(I) = r. When r ≥ 5 and k = r − 1. Then
I ⊂ (x2, xy1+2+···+(r−3)+2, y1+2+···+(r−2)+2).
Since xybr−1 ∈ I and r ≥ 5, it follows that
br−1 ≥ 1 + 2 + · · · + (r − 3) + 2 =
(r − 2)(r − 3)
2
+ 2 > r − 1.
This implies that xyr−1 /∈ I. We have the assertion (1).
We next show the assertion (2). Suppose that r = 3 and k = 2. Then I = (x, y)b and
ord(b) = 2. Thus, we can write
b = (xa, xa
′
yb
′
, yb)
where a > a′ > 0, b > b′ > 0 and a ≤ b. If a′ = b′ = 1, then xy2 ∈ I, and, hence, (F2) is
not satisfied. When this is the case,
I = (x, y)(xa−1, y)(x, yb−1)
which is the ideal in case (N1). Suppose that (a
′, b′) 6= (1, 1). Then a = 2 and a′ = 1
because ord(b) = 2. Thus,
I = (x, y)(x2, xyb
′
, yb) = (x3, x2y, xyb
′+1, yb+1).
Note that b > b′ ≥ 2. Thus, xy2 /∈ I. Since b3−2 = (b+1)−2 = b−1 ≥ 2, I1(M2) = (x, y
2).
It follows that (F2) is satisfied when (a
′, b′) 6= (1, 1). We have the assertion (2).
Finally, we show the assertion (3). Suppose that r = 4 and k = 3. Then I =
(x, y)(x, y2)b and ord(b) = 2. Thus, we can write
b = (xa, xa
′
yb
′
, yb)
where a > a′ > 0, b > b′ > 0 and a + 2 ≤ b + 3. Thus, 2 ≤ a ≤ b + 1. If b = 2, then
xy3 ∈ I, and, hence, (F3) is not satisfied. When this is the case, a = 2 or a = 3. Thus,
b =

(x2, xy, y2) = (x, y)2, or
(x3, xy, y2) = (x2, y)(x, y), or
(x3, x2y, y2) = (x3, y2).
These are cases in (N2), (N3), (N4). Suppose that b ≥ 3. Then the assertion xy
3 /∈ I is
clear. Since b4 − 3 = (b + 3) − 3 = b ≥ 3, I1(M3) = (x, y
3). Thus, (F3) is satisfied when
b ≥ 3. We have the assertion (3). 
12
The ideal in cases (N1), (N2), (N3) can be regarded as a special case of the form
I = (x, y)r−2(xα, y)(x, yβ)
where r ≥ 3 and α, β ≥ 1. In this case, one can see that the associated module Mr−2 is
indecomposable.
Proposition 4.5. Let I = (x, y)r−2(xα, y)(x, yβ) where r ≥ 3 and α, β ≥ 1. Then
Mr−2 =
〈(
xα+r−2 xr−2y . . . xr−1−iyi · · · yr−1 yr−2 0
0 0 · · · 0 · · · 0 x yβ+1
)〉
is indecomposable integrally closed with I(Mr−2) = I.
Proof. Since I is integrally closed, Mr−2 is integrally closed with I(Mr−2) = I by Theorem
3.6. We show the indecomposability. Note that
I1(Mr−2) =
{
(x, yβ+1) (β < r − 3)
(x, yr−2) (β ≥ r − 3).
When β < r− 3. It is clear that xyβ+1 /∈ I. Assume that Mr−2 is decomposable. Then
(x, yβ+1) | I by Observation 4.1. This is a contradiction. Thus, Mr−2 is indecomposable
when β < r − 3.
When β ≥ r− 3. It is clear that xyr−2 /∈ I. Assume that Mr−2 is decomposable. Then
(x, yr−2) | I by Observation 4.1. Moreover, Observation 4.1 tell us that
Mr−2 ∼=
{
(x, y) ⊕ (xα, y)(x, yβ) (r = 3)
(x, yr−2)⊕ (x, y)r−2(xα, y) (r ≥ 4)
Here we note that β = r − 2 when r ≥ 4. Thus,
ℓR(F/Mr−2) =
{
α+ β + 2 (r = 3)
(r−2)(r+3)
2 + α (r ≥ 4)
On the other hand, since
Mr−2 ⊂
〈(
xα+r−2 xr−2y · · · xr−1−iyi · · · x2yr−3 yr−2 0 0
0 0 · · · 0 · · · 0 0 x yβ+1
)〉
,
we have a surjective R-linear map
η : F/Mr−2 → R/(x
α+r−2, xr−2y, . . . , x2yr−3, yr−2)⊕R/(x, yβ+1).
This implies that
ℓR(F/Mr−2) ≥
{
α+ β + 2 (r = 3)
(r−2)(r+3)
2 + α (r ≥ 4)
Hence, η is an isomorphism. Considering the first Fitting ideal, we have equalities
I = I(Mr−2) = (x
α+r−2, xr−2y, . . . , x2yr−3, yr−2)(x, yβ+1)
which is a contradiction. This proves that Mr−2 is indecomposable. 
The remaining case in Case I is the ideal of type (N4).
Example 4.6. Let I = (x, y)(x, y2)(x3, y2). Then
M2 =
〈(
x4 x3y xy2 y3 y2 0
0 0 0 0 x y3
)〉
is indecomposable integrally closed with I(M2) = I.
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Proof. By Theorem 3.6, M2 is integrally closed with I(M2) = I. We need to show the
indecomposability. It is clear that I1(M2) = (x, y
2) and xy2 /∈ I. If M2 is decomposable,
then
M2 ∼= (x, y
2)⊕ (x, y)(x3, y2)
by Observation 4.1. Hence, ℓR(F/M2) = 2 + 8 = 10. On the other hand, since
M2 ⊂
〈(
x4 x3y y2 0 0
0 0 0 x y3
)〉
,
we have a surjective R-linear map
η : F/M2 → R/(x
4, x3y, y2)⊕R/(x, y3).
Thus, ℓR(F/M2) ≥ 7 + 3 = 10, and, hence, η is an isomorphism. This implies equalities
I = I(M2) = (x
4, x3y, y2)(x, y3)
which is a contradiction. This shows that M2 is indecomposable. 
As a consequence, we get the following result in Case I.
Theorem 4.7. Suppose that (x, yℓ) ∤ I for some 1 ≤ ℓ ≤ r − 1. Then there exists an
integer 1 ≤ k ≤ r − 1 such that Mk is indecomposable integrally closed with I(Mk) = I.
We move to Case II. The ideal I is of the form
I = (x, y)(x, y2) · · · (x, yr−1)b
where b is a simple factor of the monomial ideal I with ord(b) = 1. Thus,
b = (xα, y) or b = (x, yβ)
where α, β ≥ 1. We divide Case II into the following two cases:{
Case II–1 b = (xα, y) where α ≥ 1
Case II–2 b = (x, yβ) where β ≥ 2
We first consider Case II–1. When r = 3. The ideal I = (x, y)(x, y2)(xα, y) can be
viewed as a special case in Proposition 4.5. Thus, M1 is indecomposable in this case.
When r = 4. One can see that M3 is indecomposable as follows.
Example 4.8. Let I = (x, y)(x, y2)(x, y3)(xα, y) where α ≥ 1. Then
M3 =
〈(
xα+2 x2y xy2 y4 y3 0
0 0 0 0 x y4
)〉
is indecomposable integrally closed with I(M3) = I.
Proof. We need to show the indecomposability of M3. It is clear that I1(M3) = (x, y
3)
and xy3 /∈ I. If M3 is decomposable, then
M3 ∼= (x, y
3)⊕ (x, y)(x, y2)(xα, y)
by Observation 4.1. Thus, ℓR(F/M3) = 3 + (α+ 6) = α+ 9. On the other hand, since
M3 ⊂
〈(
xα+2 x2y xy2 y3 0 0
0 0 0 0 x y4
)〉
,
we have a surjective R-linear map
η : F/M3 → R/(x
α+2, x2y, xy2, y3)⊕R/(x, y4).
14
By comparing length, η is an isomorphism. This implies equalities
I = I(M3) = (x
α+2, x2y, xy2, y3)(x, y4)
which is a contradiction. This shows that M3 is indecomposable. 
When r = 5, one can see that M4 is indecomposable in the same manner. However,
when r ≥ 6, the same approach as in Example 4.8 does not work, and it seems to be
difficult to find an indecomposable module Mk in the range 1 ≤ k ≤ r − 1. Therefore, we
consider the next module Mr.
Theorem 4.9. Let I = (x, y)(x, y2) · · · (x, yr−1)(xα, y) where r ≥ 5 and α ≥ 1. Then Mr
is indecomposable integrally closed with I(Mr) = I.
Proof. Note that I = (xα+r−1) + (xr−iybi | 1 ≤ i ≤ r) where
bi = 1 + 1 + 2 + · · · + (i− 1) =
i(i − 1)
2
+ 1.
Then one can easily see that the ideal I satisfies the condition in Remark 3.4 (2):
br−1 ≥ r and br − br−1 ≥ bi+1 − bi for all 0 ≤ i ≤ r − 1.
Thus, I(Mr) = I by Lemma 3.3. Since I is integrally closed with I(Mr) = I, the module
Mr is contracted from S = R[
m
x+y ] by Proposition 3.5. To show that Mr is integrally
closed, it is enough to show that MrS is integrally closed by Proposition 2.4. This is
equivalent to that MrSQ is integrally closed for every maximal ideal Q of S.
Let z := x
x+y ∈ S. Then we can write x = z(x + y) and y = (1 − z)(x + y) in S.
As in the proof of Theorem 3.6, by considering an S-linear map S2 → S2 represented by(
(x+ y)r−1 0
0 x+ y
)
, we have that
M˜rS ∼
(
zα+r−2(x+ y)α−1 f1 · · · fi · · · fr−1 (1− z)
r(x+ y) 0
0 0 · · · 0 · · · 0 z f
)
where {
fi = z
r−i−1(1− z)
i(i−1)
2
+1(x+ y)
(i−1)(i−2)
2 for 1 ≤ i ≤ r − 1
f = (1− z)
(r−1)(r−2)
2 (x+ y)
(r−1)(r−2)
2
−1
Let Q be a maximal ideal of S. We show thatMrSQ is integrally closed. When Q + mS.
Since SQ is a discrete valuation ring, it follows that MrSQ is integrally closed. Suppose
that Q ⊇ mS. When z /∈ Q. Then z is a unit of SQ. By elementary matrix operations
over SQ,
M˜rSQ ∼
(
(x+ y)α−1 1− z 0
0 0 1
)
.
This implies that MrSQ ∼= J ⊕ SQ for some QSQ-primary integrally closed ideal J of SQ.
Therefore, MrSQ is integrally closed. Suppose that z ∈ Q. Then 1 − z /∈ Q and it is a
unit of SQ. By elementary matrix operations over SQ,
(4.3) M˜rSQ ∼
(
zr−3 g3 · · · gi · · · gr−1 x+ y 0
0 0 · · · 0 · · · 0 z g
)
where {
gi = z
r−i−1(x+ y)
(i−1)(i−2)
2 for 3 ≤ i ≤ r − 1
g = (x+ y)
(r−1)(r−2)
2
−1.
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We consider the ideal in SQ:
c = (z, x + y)(z, (x + y)2) · · · (z, (x + y)r−2).
Note that z, x + y is a regular system of parameters for SQ, and c is an integrally closed
monomial ideal with respect to z, x+ y. We then claim the following.
Claim MrSQ ∼=M1(c)
Note that c = (zr−2−j(x+ y)cj | 0 ≤ j ≤ r − 2), where cj = 1 + · · ·+ j =
(j+1)j
2 , and
M˜1(c) =
(
zr−3 h1 · · · hj · · · hr−3 x+ y 0
0 0 · · · 0 · · · 0 z h
)
where {
hj = z
r−2−j−1(x+ y)cj for 1 ≤ j ≤ r − 3
h = (x+ y)cr−2−1.
Thus, it follows that M˜1(c) ∼ M˜rSQ by (4.3) and hence MrSQ ∼= M1(c). Since M1(c) is
integrally closed by Theorem 3.6, MrSQ is integrally closed. Thus, we have that Mr is
integrally closed.
Finally, we show the indecomposability. Since r ≥ 5, it follows that br − r ≥ r and
br−1 > r. Thus, I1(Mr) = (x, y
r) and xyr /∈ I. If Mr is decomposable, then (x, y
r) | I by
Observation 4.1. This is a contradiction. This shows that Mr is indecomposable. 
We next consider Case II–2. When r = 3, one can see that M2 is indecomposable as
follows.
Example 4.10. Let I = (x, y)(x, y2)(x, yβ) where β ≥ 2. Then
M2 =
〈(
x2 xy y3 y2 0
0 0 0 x yβ+1
)〉
is indecomposable integrally closed with I(M2) = I.
Proof. We need to show the indecomposability of M2. It is clear that I1(M2) = (x, y
2)
and xy2 /∈ I. If M2 is decomposable, then
M2 ∼= (x, y
2)⊕ (x, y)(x, yβ)
by Observation 4.1. Hence, ℓR(F/M2) = 2 + (β + 2) = β + 4. On the other hand, since
M2 ⊂
〈(
x2 xy y2 0 0
0 0 0 x yβ+1
)〉
,
we have a surjective R-linear map
η : F/M2 → R/(x, y)
2 ⊕R/(x, yβ+1).
By comparing length, η is an isomorphism. This implies equalities
I = I(M2) = (x, y)
2(x, yβ+1)
which is a contradiction. This shows that M2 is indecomposable. 
When r = 4, one can see that M3 is indecomposable in the same manner. However,
when r ≥ 5, the same approach as in Example 4.10 does not work at least when β ≫ 0,
and it seems to be difficult to find indecomposable modulesMk in the range 1 ≤ k ≤ r−1.
Therefore, we consider the next modules Mr and Mr+1.
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Theorem 4.11. Let I = (x, y)(x, y2) · · · (x, yr−1)(x, yβ) where r ≥ 4 and β ≥ 2. Then
Mr and Mr+1 are integrally closed with I(Mr) = I(Mr+1) = I. Moreover, Mr is indecom-
posable if β 6= r, and Mr+1 is indecomposable if β = r.
Proof. Note that I = (xr−iybi | 0 ≤ i ≤ r) wherebi =
{
i(i−1)
2 + β (β < i)
(i+1)i
2 (β ≥ i)
for 0 ≤ i ≤ r − 1
br =
r(r−1)
2 + β.
Then one can easily see that the ideal I satisfies the condition in Remark 3.4 (2):
br−1 ≥ r + 1 ≥ r and br − br−1 ≥ bi+1 − bi for all 0 ≤ i ≤ r − 1.
Thus, I(Mr) = I(Mr+1) = I by Lemma 3.3. One can also easily see that
I + (y) = (xr, y) and ℓR(R/I + (y)) = r = ord(I).
It follows that Mr and Mr+1 are contracted from S = R[
m
y
] by Proposition 2.3.
In what follows, let k0 ∈ {r, r + 1}. To show that Mk0 is integrally closed, it is enough
to show that Mk0SQ is integrally closed for every maximal ideal Q of S with Q ⊇ mS.
Let z := x
y
∈ S. Then x = zy in S. As in the proof of Theorem 3.6, by considering an
S-linear map S2 → S2 represented by
(
yr−1 0
0 y
)
, we have that
(4.4) M˜k0S ∼
(
zr−2 zr−3y f3 · · · fi · · · fr−1 y
k0−r+1 0
0 0 0 · · · 0 · · · 0 z ybr−k0−1
)
where
fi = z
r−i−1ybi−i for 3 ≤ i ≤ r − 1.
Let Q be a maximal ideal of S with Q ⊇ mS. We show that MrSQ is integrally closed.
When z /∈ Q. Then z is a unit of SQ. By elementary matrix operations over SQ,
M˜k0SQ ∼
(
1 0
0 1
)
.
Thus, Mk0SQ
∼= SQ ⊕ SQ so that Mk0SQ is integrally closed. Suppose that z ∈ Q. We
consider the ideal in SQ:
c = (z, y)(z, y2) · · · (z, yr−2)(z, yβ−1).
Note that z, y is a regular system of parameters for SQ, and c is an integrally closed
monomial ideal with respect to z, y. We then claim the following.
Claim Mk0SQ
∼=Mk0−r+1(c)
Note that c = (zr−1−jycj | 0 ≤ j ≤ r − 1) wherecj =
{
j(j−1)
2 + (β − 1) (β − 1 < j)
(j+1)j
2 (β − 1 ≥ j)
for 0 ≤ j ≤ r − 2
cr−1 =
(r−1)(r−2)
2 + (β − 1).
Thus,
˜Mk0−r+1(c) =
(
zr−2 zr−3y g2 · · · gj · · · gr−2 y
k0−r+1 0
0 0 0 · · · 0 · · · 0 z ycr−1−k0+r−1
)
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where
gj = z
r−1−j−1ycj for 2 ≤ j ≤ r − 2.
Then it is easy to see that
br − r = cr−1 and bi − i = ci−1 for all 3 ≤ i ≤ r − 1.
Thus, ˜Mk0−r+1(c) ∼ M˜k0SQ by (4.4) and hence Mk0SQ ∼=Mk0−r+1(c). Since k0 − r + 1 ∈
{1, 2}, it follows that Mk0−r+1(c) is integrally closed by Theorem 3.6. Thus, Mk0SQ is
integrally closed, and, hence, Mk0 is integrally closed.
Finally, we show the last assertion. Note that br−k0 ≥ k0 and br−1 ≥ k0 because r ≥ 4.
Hence, I1(Mk0) = (x, y
k0). Note that xyk0 /∈ I except for the case where k0 = r+1, r = 4
and β = 2. When β 6= r. Then xyr /∈ I. If Mr is decomposable, then (x, y
r) | I by
Observation 4.1. This is a contradiction. When β = r. Then xyr+1 /∈ I. If Mr+1 is
decomposable, then (x, yr+1) | I by Observation 4.1. This is a contradiction. Therefore,
we have the last assertion. 
As a consequence, we get the following result in Case II.
Theorem 4.12. Suppose that (x, yℓ) | I for any 1 ≤ ℓ ≤ r − 1. Then there exists an
integer 1 ≤ k ≤ r + 1 such that Mk is indecomposable integrally closed with I(Mk) = I.
5. Proof of Theorem 1.3 and examples
We are now ready to complete a proof of Theorem 1.3.
Proof of Theorem 1.3. Let (R,m) be a two-dimensional regular local ring with a regular
system of parameters x, y. Let I be an m-primary integrally closed monomial ideal with
respect to x, y and let r := ord(I) ≥ 2. Then one can write the ideal I as the following
form:
I = (xa0 , xa1yb1 , . . . , xar−1ybr−1 , ybr)
where a0 > a1 > · · · > ar−1 > ar = 0 and b0 = 0 < b1 < · · · < br. Without loss of
generality, we may assume that a0 ≤ br. Then, since I is integrally closed, one can easily
see that ar−1 = 1.
The case where r ≥ 3 is done in section 3. Indeed, if the ideal I has no simple factor of
order 1 in the Zariski decomposition, then for any 1 ≤ k ≤ r − 1, the associated module
Mk is indecomposable integrally closed with I(Mk) = I by Theorem 4.2. Suppose that
the ideal I has a simple factor of order 1. If the ideal I does not have a simple factor
of the form (x, yℓ) for some 1 ≤ ℓ ≤ r − 1, then there exists 1 ≤ k ≤ r − 1 such that
the module Mk is indecomposable integrally closed with I(Mk) = I by Theorem 4.7. If
the ideal I has all the simple factors of the form (x, yℓ) for all 1 ≤ ℓ ≤ r − 1, then there
exists 1 ≤ k ≤ r + 1 such that the module Mk is indecomposable integrally closed with
I(Mk) = I by Theorem 4.12.
When r = 2 and xy /∈ I. Then
I = (x2, xyb
′
, yb)
where b > b′ ≥ 2. If b < 2b′, then I = (x2, yb) is simple. If b ≥ 2b′, then I =
(x, yb
′
)(x, yb−b
′
). Therefore, in each case, I has no simple factor (x, y). Consider
M1 =
〈(
x yb
′
y 0
0 0 x yb−1
)〉
.
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Then I1(M1) = (x, y). If M1 is decomposable, (x, y) | I by Observation 4.1. This is a
contradiction. Thus, M1 is indecomposable. This completes the proof. 
When a given monomial ideal I is integrally closed of ord(I) = 2 and xy ∈ I, that is,
I = (xa, xy, yb) = (xa−1, y)(x, yb−1)
where a, b ≥ 2, we do not know whether or not there exists an indecomposable integrally
closed R-module M with I(M) = I. It would be nice to know this remaining case.
Moreover, it would be interesting to know whether or not Theorem 1.3 holds true for
any m-primary complete ideal. One can ask the following.
Question 5.1. For any m-primary complete (not necessarily monomial) ideal I of ord(I) ≥
3 in a two-dimensional regular local ring (R,m), can we find an indecomposable integrally
closed R-module M of rank 2 with I(M) = I?
It would be also interesting to study the associated module of rank bigger than 2 in
the sense that for any given complete ideal I in R of ord(I) = r ≥ 3 and any integer
2 ≤ e ≤ r−1, can we construct indecomposable integrally closed modules of rank e whose
first Fitting ideal is I?
We close the article with some examples to illustrate our results.
Example 5.2. Let I = (x5, x4y2, x3y3, x2y4, xy6, y7). Then the Newton polyhedron NP(I)
is given in Figure 1. The set of its vertices is
{(5, 0), (2, 4), (0, 7)}
which is denoted by dots in Figure 1. Thus, the Zariski decomposition of I is
I = (x2, y3) · (x3, y4),
and, hence, I has no simple factor of order 1. Therefore, the associated modulesM1,M2,M3
and M4 are (non-isomorphic) indecomposable integrally closed modules with the first Fit-
ting ideal I by Theorem 4.2.
Figure 1. Example 5.2 Figure 2. Example 5.3
19
Example 5.3. Let I = (x7, x5y, x3y2, x2y3, xy5, y9). Then the Newton polyhedron NP(I)
is given in Figure 2. The set of its vertices is
{(7, 0), (3, 2), (2, 3), (1, 5), (0, 9)}
which is denoted by dots in Figure 2. Thus, the Zariski decomposition of I is
I = (x, y)(x, y2)(x, y4)(x2, y)2.
Hence, (x, y)(x, y2) | I and (x, y3) ∤ I. Therefore, the associated module M3 is indecom-
posable integrally closed with I(M3) = I by Observation 4.3.
Example 5.4. Let a = (x, y)(x, y2)(x, y3)(x, y4). Consider
b1 = (x
2, y), b2 = (x, y
3), and b3 = (x, y
5).
(1) Let I = ab1. Then ord(I) = 5, and one can apply Theorem 4.9 as r = 5 and
α = 2. Thus, the associated module M5 is indecomposable integrally closed with
I(M5) = I.
(2) Let I = ab2. Then ord(I) = 5, and one can apply Theorem 4.11 as r = 5 and
β = 3. Thus, the associated module M5 is indecomposable integrally closed with
I(M5) = I.
(3) Let I = ab3. Then ord(I) = 5, and one can apply Theorem 4.11 as r = β = 5.
Thus, the associated moduleM6 is indecomposable integrally closed with I(M6) =
I.
Example 5.5. Let I = mr where r ≥ 3. Then ord(I) = r, (x, y) | I and (x, y2) ∤ I.
Thus, the associated module M2 is indecomposable integrally closed with I(M2) = I by
Observation 4.3. Also, the associated module Mr−2 is indecomposable integrally closed
with I(Mr−2) = I by Proposition 4.5. In fact, by Observation 4.1, one can see that for
any 2 ≤ k ≤ r − 2, the associated module Mk is indecomposable integrally closed with
I(Mk) = I. Moreover, one can show that the moduleM1 is also indecomposable integrally
closed with I(M1) = I.
Proof. We show the indecomposability of M1 by using Buchsbaum-Rim multiplicities.
Consider a submodule of M1:
N =
〈(
xr−1 y 0
0 x yr−1
)〉
.
Since I(N) ⊂ I = I(M) is a reduction and µR(N) = 3, N is a minimal reduction of M1.
Thus, we have the equality
e(F/M1) = e(F/N)
for Buchsbaum-Rim multiplicities (see [13, Proposition 3.8] for instance). Moreover, since
N˜ is a parameter matrix in the sense of [3], we have the following equalities.
e(F/M1) = e(F/N) = ℓR(F/N) = ℓR(R/I(N)) = ℓR(R/(x
r, xr−1yr−1, yr)) = r2 − 1.
The second equality follows from [3, Corollary 4.5], and the third one from [2, 2.10]. See
also [6, Theorem 1.3 (2)].
Suppose that M1 is decomposable. Then M1 ∼= m⊕m
r−1 by Observation 4.1. Consider
a submodule of m⊕mr−1:
N ′ =
〈(
x y 0
0 xr−1 yr−1
)〉
.
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Then N ′ is a minimal reduction of m⊕mr−1, and we get the following equalities.
e(R/m⊕R/mr−1) = e(F/N ′) = ℓR(R/I(N
′)) = ℓR(R/(x
r, xyr−1, yr)) = r2 − r + 1.
This contradicts to the assumption r ≥ 3. Thus, we get the indecomposability of M1. 
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