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Abstract
The predictor-corrector methods P(EC)
k with equidistant discretization are applied to the nu-
merical integration of a linear stochastic oscillator. Their ability in preserving the symplecticity, the
linear growth property of the second moment, and the oscillation property of the solution of this
stochastic system is studied. Their mean-square orders of convergence are discussed. Numerical ex-
periments are performed.
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1 Introduction
In numerically solving the deterministic Hamiltonian system
_ p = ¡
@H
@q
; _ q =
@H
@p
;
symplectic methods fpn; qng ! fpn+1; qn+1g are usually implicit. In order to obtain explicit schemes,
predictor-corrector methods are constructed.
Denote by Zn+1 = F1(Zn) and Zn+1 = F2(Zn; Zn+1) the predictor and the corrector, respectively. We
use the predictor ^ Zn+1 = F1(Zn), and then the corrector Zn+1 = F2(Zn; ^ Zn+1); Between the two steps
we need one function evaluation (E). The predictor-corrector scheme is denoted by P(EC)k, where the
corrector is applied k times. One can choose appropriate predictors and symplectic correctors to ¯nd
predictor-corrector schemes with nearly preservation of symplecticity.
This idea is now applied to solving the linear stochastic oscillator with additive noise
dx(t) = y(t)dt; (1.1)
dy(t) = ¡x(t)dt + ¾dW(t); (1.2)
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1where ¾ > 0 is a constant and W(t) the standard Wiener process. According to the de¯nition in [11]
and [13], this oscillator is a stochastic Hamiltonian system, as indicated in [6]. It is also given in [19]
and [10] that this system has two properties, one is the asymptotic property of the linear growth of the
second moment E(x(t)2 + y(t)2) with respect to t, the other is the oscillation property of the solution
(see Section 2). The e®ect of di®erent kinds of numerical methods in preserving the three properties of
this system are studied in [19] and [6], as introduced in Section 2. It is worth to point out here that, for
some kinds of linear stochastic systems, the preservation of asymptotic properties of Euler-type methods
such as midpoint rule has been discussed in [15]. The linear stochastic oscillator studied in this article
does not belong to the kinds studied in [15] (see Section 2). The results about it supply the opportunity
of comparison with those in [15].
In this article we apply the predictor-corrector methods ([2, 3]) to this linear stochastic oscillator sys-
tem to observe their ability in preserving the special properties of this oscillator. Di®erent combinations
of predictor and corrector based on the methods studied in [19] and [6] are discussed. We say shortly, e.g.,
P(EC)k method with partitioned Euler-Maruyama and midpoint rule, to mean that the ¯rst mentioned
method is the predictor and the second one the corrector.
It is found that, by applying the P(EC)k method with partitioned Euler-Maruyama and midpoint
rule, the symplecticity of the system can be preserved to a degree with error O(4tk+4) (k even) or
O(4tk+3) (k odd), where 4t is the step size, and the linear growth property of the second moment
of the solution is inherited with error tn ¢ O(4t2) at time tn for all k ¸ 1. The oscillation property
of the stochastic oscillator is also kept. Similar results are obtained for the P(EC)k method with for-
ward Euler-Maruyama and midpoint rule. Numerical experiments are made to illustrate the behavior of
the P(EC)k methods in preserving the structure of the system. Other predictor-corrector combinations
are also tested, including P(EC)1 method with forward and backward Euler-Maruyama, with midpoint
rule and partitioned Euler-Maruyama, and with forward and partitioned Euler-Maruyama. It is proved
that as k ! 1, the P(EC)k method tends to the corrector, and the mean-square order of convergence
of the P(EC)k method with partitioned or forward Euler-Maruyama and midpoint rule is 1, for all k ¸ 1.
Section 2 is an introduction to the linear stochastic oscillator, its properties, and some important nu-
merical methods. Section 3 studies the scheme of the P(EC)k method with partitioned Euler-Maruyama
and midpoint rule, its ability in preserving the symplecticity, the linear growth and oscillation property,
and its mean-square order of convergence, and states similar results for the P(EC)k method with for-
ward Euler-Maruyama and midpoint rule. Section 4 contributes to numerical experiments, from which
the behavior of di®erent kinds of P(EC)k methods with di®erent correction steps k in keeping the linear
growth property and the oscillation property can be seen.
2 Stochastic oscillator and numerical simulations
The linear stochastic oscillator with additive noise (1.1)-(1.2) is a stochastic Hamiltonian system with
H1(x;y) = ¡
1
2
x2 ¡
1
2
y2; H2(x;y) = ¾x;
2such that
y = ¡
@H1
@y
; (2.1)
¡x =
@H1
@x
; ¾ =
@H2
@x
; (2.2)
as shown in [6]. Thus, for given initial value x(0) = x0 2 <; y(0) = y0 2 <, the phase °ow of (1.1)-(1.2)
preserves the symplectic structure ([13])
dx(t) ^ dy(t) = dx0 ^ dy0; for all t ¸ 0;
which is also called the symplecticity of the system (1.1)-(1.2).
According to [19], this system has the unique solution
x(t) = x0 cost + y0 sint + ¾
Z t
0
sin(t ¡ s)dW(s); (2.3)
y(t) = ¡x0 sint + y0 cost + ¾
Z t
0
cos(t ¡ s)dW(s); (2.4)
which have the following two properties ([19]).
PROPOSITION 2.1 ([19]) For the linear stochastic oscillator (1.1)-(1.2) with x0 = 1; y0 = 0, the
second moment of the solution satis¯es
E(x(t)2 + y(t)2) = 1 + ¾2t:
REMARK: The system (1.1)-(1.2) can be written as
dX = A0Xdt + °dW;
where
X =
µ
x
y
¶
; A0 =
µ
0 1
¡1 0
¶
; ° =
µ
0
¾
¶
:
The eigenvalues of A0 are §i, which implies that
Re(¸(A0)) = 0;
where Re(¸(A0)) represents the real part of the eigenvalue ¸ of A0. Thus the system (1.1)-(1.2) does
not satisfy one of the su±cient and necessary conditions, i.e., Re(¸(A0)) < 0; for the preservation of
second moment according to [15]. It is thus not surprising that the second moment E(x(t)2 + y(t)2)
grows linearly with respect to time rather than keep constant.
PROPOSITION 2.2 ([10, 19]) For the linear stochastic oscillator (1.1)-(1.2) with x0 = 1; y0 = 0,
almost surely, x(t) has in¯nitely many zeros, all simple, on each half line [t0;1) for every t0 ¸ 0.
For simulating the solution (2.3)-(2.4) of the system (1.1)-(1.2), di®erent numerical schemes are pro-
posed and studied in [19] and [6]. They are the forward, backward, partitioned Euler-Maruyama method
which goes back to [5], and the midpoint rule, which are stated below ([19, 6]).
3Forward Euler-Maruyama:
xn+1 = xn + 4tyn; (2.5)
yn+1 = yn ¡ 4txn + ¾4Wn; (2.6)
where 4Wn = W(tn+1) ¡ W(tn).
Backward Euler-Maruyama:
xn+1 = xn + 4tyn+1; (2.7)
yn+1 = yn ¡ 4txn+1 + ¾4Wn: (2.8)
Partitioned Euler-Maruyama:
xn+1 = xn + 4tyn; (2.9)
yn+1 = yn ¡ 4txn+1 + ¾4Wn: (2.10)
Midpoint Rule:
xn+1 = xn + 4t(
yn+1 + yn
2
); (2.11)
yn+1 = yn ¡ 4t(
xn+1 + xn
2
) + ¾4Wn: (2.12)
The backward, partitioned Euler-Maruyama method and the midpoint rule are known as implicit
methods. However, due to the special structure of the oscillator (1.1)-(1.2), they can all be written in
explicit forms, as can be directly deduced from their corresponding schemes. Therefore they can be used
as predictors. Both the partitioned Euler-Maruyama method and the midpoint rule can create numer-
ical solutions that inherit the symplecticity, the linear growth property of the second moment, and the
oscillation property of the solution ([19, 6]). Further, the midpoint rule is more stable over long time
in preserving the linear growth property, and gives better simulation to the solution sample path of the
oscillator in the interval of observation t 2 [0; 10] ([6]).
PROPOSITION 2.3 ([6]). Given initial data x0 = 1; y0 = 0, the numerical solution arising from
the midpoint rule (2.11)-(2.12) satis¯es for every 4t ¸ 0
i) E(x2
n + y2
n) = 1 +
¾2tn
1 + (
4t
2 )2;
and consequently
ii) E(x2
n + y2
n) · 1 + ¾2tn ¡
¾2
4
tn4t2 +
¾2
16
tn4t4:
4Proof. It can be derived from (2.11)-(2.12) that
µ
xn+1
yn+1
¶
= A
µ
xn
yn
¶
+ rn; where
A =
Ã
4¡4t
2
4+4t2
44t
4+4t2
¡44t
4+4t2
4¡4t
2
4+4t2
!
; rn =
Ã
2¾4t
4+4t24Wn
4¾
4+4t24Wn
!
:
Denote ® =
4¡4t
2
4+4t2; ¯ =
44t
4+4t2, we have
x2
n+1 + y2
n+1 = (®2 + ¯2)(x2
n + y2
n) +
4¾2
4 + 4t24W2
n
+
(4¾4t® ¡ 8¾¯)xn + (4¾4t¯ + 8¾®)yn
4 + 4t2 4Wn:
Notice that ®2 + ¯2 = 1, it follows
E(x2
n+1 + y2
n+1) = E(x2
n + y2
n) + ¾24t
1
1 + (
4t
2 )2;
which implies the assertion i), since the given initial values are x0 = 1, y0 = 0, and tn = n ¢ 4t.
The assertion ii) can be obtained from i) by expanding 1
1+(
4t
2 )2 to the power series of 4t, and then
truncating it to the power 4t4, i.e.
E(x2
n + y2
n) = 1 + ¾2tn(1 ¡ (
4t
2
)2 + (
4t
2
)4 ¡ (
4t
2
)6 + ¢¢¢)
· 1 + ¾2tn ¡
¾2
4
tn4t2 +
¾2
16
tn4t4: (2.13)
¤
However, the second moment of the numerical solution created by the forward Euler-Maruyama
method grows exponentially fast, and at a slower rate than that of the solution (2.3)-(2.4) by the back-
ward Euler-Maruyama method ([19]).
REMARK: In [15], it is pointed out that the trapezoidal rule, which is identical with the midpoint
rule in linear autonomous cases, provides the only equidistant discretization scheme from the family of
implicit Euler methods which preserves the invariancy of the second moment of the underlying continuous
time, linear autonomous stochastic systems with additive noises. For system (1.1)-(1.2), however, both
the partitioned Euler-Maruyama method and the midpoint rule preserve the linear growth property of
the second moment indicated in PROPOSITION 2.1.
3 P(EC)k methods for the stochastic oscillator
In this section, we ¯rst study the P(EC)k method with partitioned Euler-Maruyama and midpoint rule,
and then state similar results for the P(EC)k method with forward Euler-Maruyama and midpoint rule.
Schemes of some other predictor-corrector combinations are given.
53.1 Scheme of the P(EC)k method
Write ~ xn+1 and ~ yn+1 instead of xn+1 and yn+1 in the partitioned Euler-Maruyama scheme (2.9)-(2.10),
we obtain
~ xn+1 = xn + 4tyn; (3.1)
~ yn+1 = yn ¡ 4t~ xn+1 + ¾4Wn
= ¡4txn + (1 ¡ 4t2)yn + ¾4Wn: (3.2)
Let ~ xn+1 and ~ yn+1 resulted from (3.1)-(3.2) take place of xn+1 and yn+1 in the right hand side of the
midpoint rule (2.11)-(2.12) respectively, i.e., perform the ¯rst correction, we obtain the P(EC)1 scheme
xn+1 = (1 ¡
4t2
2
)xn + 4t(1 ¡
4t2
2
)yn +
4t
2
¾4Wn; (3.3)
yn+1 = ¡4txn + (1 ¡
4t2
2
)yn + ¾4Wn; (3.4)
which is also denoted by
Ã
x
(1)
n+1
y
(1)
n+1
!
=
µ
a1 b1
c1 d1
¶µ
xn
yn
¶
+
µ
r1
s1
¶
4Wn; (3.5)
with x
(1)
n+1 and y
(1)
n+1 referring to the numerical values after the ¯rst correction and
a1 = 1 ¡
4t2
2
; b1 = 4t(1 ¡
4t2
2
); r1 =
4t
2
¾;
c1 = ¡4t; d1 = 1 ¡
4t2
2
; s1 = ¾: (3.6)
Generally, we denote P(EC)k with k ¸ 1 by
Ã
x
(k)
n+1
y
(k)
n+1
!
=
µ
ak bk
ck dk
¶µ
xn
yn
¶
+
µ
rk
sk
¶
4Wn: (3.7)
The kth correction is referred to the following calculation:
x
(k)
n+1 = xn +
4t
2
(yn + ck¡1xn + dk¡1yn + sk¡14Wn | {z }
y
(k¡1)
n+1
); (3.8)
y
(k)
n+1 = yn ¡
4t
2
(xn + ak¡1xn + bk¡1yn + rk¡14Wn | {z }
x
(k¡1)
n+1
) + ¾4Wn; (3.9)
from which, the following recurrence formulae for the coe±cients of the P(EC)k scheme (3.7) are derived:
ak = 1 +
4t
2
ck¡1; bk =
4t
2
(1 + dk¡1); rk =
4t
2
sk¡1;
ck = ¡
4t
2
(1 + ak¡1); dk = 1 ¡
4t
2
bk¡1; sk = ¡
4t
2
rk¡1 + ¾; (3.10)
with
a0 = 1; b0 = 4t; r0 = 0;
c0 = ¡4t; d0 = 1 ¡ 4t2; s0 = ¾ (3.11)
6as the initial values of the recurrence, which are the coe±cients of the partitioned Euler-Maruyama
scheme.
Consequently, it follows that
ak = 1 +
4t
2
(¡
4t
2
(1 + ak¡2)) = ¢¢¢
=
(
(1 ¡
4t
2
4 )[1 ¡
4t
2
4 + ¢¢¢ + (¡1)
k
2 ¡1(
4t
2
4 )
k
2 ¡1] + (¡1)
k
2(
4t
2
4 )
k
2a0; k even;
(1 ¡
4t
2
4 )[1 ¡
4t
2
4 + ¢¢¢ + (¡1)
k¡1
2 ¡1(
4t
2
4 )
k¡1
2 ¡1] + (¡1)
k¡1
2 (
4t
2
4 )
k¡1
2 a1; k odd;
(3.12)
bk =
4t
2
(2 ¡
4t
2
bk¡2) = ¢¢¢
=
(
4t[1 ¡
4t
2
4 + ¢¢¢ + (¡1)
k
2 ¡1(
4t
2
4 )
k
2 ¡1] + (¡1)
k
2(
4t
2
4 )
k
2b0; k even;
4t[1 ¡
4t
2
4 + ¢¢¢ + (¡1)
k¡1
2 ¡1(
4t
2
4 )
k¡1
2 ¡1] + (¡1)
k¡1
2 (
4t
2
4 )
k¡1
2 b1; k odd;
(3.13)
ck = ¡
4t
2
(2 +
4t
2
ck¡2) = ¢¢¢
=
(
¡4t[1 ¡
4t
2
4 + ¢¢¢ + (¡1)
k
2 ¡1(
4t
2
4 )
k
2 ¡1] + (¡1)
k
2(
4t
2
4 )
k
2c0; k even;
¡4t[1 ¡
4t
2
4 + ¢¢¢ + (¡1)
k¡1
2 ¡1(
4t
2
4 )
k¡1
2 ¡1] + (¡1)
k¡1
2 (
4t
2
4 )
k¡1
2 c1; k odd;
(3.14)
dk = 1 ¡
4t2
4
(1 + dk¡2) = ¢¢¢
=
(
(1 ¡
4t
2
4 )[1 ¡
4t
2
4 + ¢¢¢ + (¡1)
k
2 ¡1(
4t
2
4 )
k
2 ¡1] + (¡1)
k
2(
4t
2
4 )
k
2d0; k even;
(1 ¡
4t
2
4 )[1 ¡
4t
2
4 + ¢¢¢ + (¡1)
k¡1
2 ¡1(
4t
2
4 )
k¡1
2 ¡1] + (¡1)
k¡1
2 (
4t
2
4 )
k¡1
2 d1; k odd;
(3.15)
rk = ¡
4t2
4
rk¡2 +
4t
2
¾ = ¢¢¢
=
(
4t
2 ¾[1 ¡
4t
2
4 + ¢¢¢ + (¡1)
k
2 ¡1(
4t
2
4 )
k
2 ¡1] + (¡1)
k
2(
4t
2
4 )
k
2r0; k even;
4t
2 ¾[1 ¡
4t
2
4 + ¢¢¢ + (¡1)
k¡1
2 ¡1(
4t
2
4 )
k¡1
2 ¡1] + (¡1)
k¡1
2 (
4t
2
4 )
k¡1
2 r1; k odd;
(3.16)
sk = ¡
4t2
4
sk¡2 + ¾ = ¢¢¢
=
(
¾[1 ¡
4t
2
4 + ¢¢¢ + (¡1)
k
2 ¡1(
4t
2
4 )
k
2 ¡1] + (¡1)
k
2(
4t
2
4 )
k
2s0; k even;
¾[1 ¡
4t
2
4 + ¢¢¢ + (¡1)
k¡1
2 ¡1(
4t
2
4 )
k¡1
2 ¡1] + (¡1)
k¡1
2 (
4t
2
4 )
k¡1
2 s1: k odd:
(3.17)
Denote
a[k] = (¡1)
k
2(
4t2
4
)
k
2; b[k] = (¡1)
k¡1
2 (
4t2
4
)
k¡1
2 ; (3.18)
7we get
ak =
(
4¡4t
2
4+4t2(1 ¡ a[k]) + a[k]; k even;
4¡4t
2
4+4t2(1 ¡ b[k]) + (1 ¡
4t
2
2 )b[k]; k odd;
(3.19)
bk =
(
44t
4+4t2(1 ¡ a[k]) + 4ta[k]; k even;
44t
4+4t2(1 ¡ b[k]) + 4t(1 ¡
4t
2
2 )b[k]; k odd;
(3.20)
ck =
(
¡
44t
4+4t2(1 ¡ a[k]) ¡ 4ta[k]; k even;
¡
44t
4+4t2(1 ¡ b[k]) ¡ 4tb[k]; k odd;
(3.21)
dk =
(
4¡4t
2
4+4t2(1 ¡ a[k]) + (1 ¡ 4t2)a[k]; k even;
4¡4t
2
4+4t2(1 ¡ b[k]) + (1 ¡
4t
2
2 )b[k]; k odd;
(3.22)
rk =
(
24t¾
4+4t2(1 ¡ a[k]); k even;
24t¾
4+4t2(1 ¡ b[k]) +
4t¾
2 b[k]; k odd;
(3.23)
sk =
½ 4¾
4+4t2(1 ¡ a[k]) + ¾a[k]; k even;
4¾
4+4t2(1 ¡ b[k]) + ¾b[k]; k odd: (3.24)
It follows from (3.18) that
a[k]
k!1 ¡! 0; b[k]
k!1 ¡! 0; as4t < 2; (3.25)
which, together with (3.19)-(3.24) implies that, as 4t < 2,
ak
k!1 ¡!
4 ¡ 4t2
4 + 4t2; bk
k!1 ¡!
44t
4 + 4t2; rk
k!1 ¡!
24t¾
4 + 4t2; (3.26)
ck
k!1 ¡!
¡44t
4 + 4t2; dk
k!1 ¡!
4 ¡ 4t2
4 + 4t2; sk
k!1 ¡!
4¾
4 + 4t2: (3.27)
Thus the following result is obtained:
THEOREM 3.1 As the step size 4t < 2 and k tends to in¯nity, the scheme (3.7) of the P(EC)k
method with partitioned Euler-Maruyama and midpoint rule tends to the scheme of the midpoint rule.
Proof. The midpoint rule (2.11)-(2.12) can be written in the explicit form
xn+1 =
4 ¡ 4t2
4 + 4t2xn +
44t
4 + 4t2yn +
24t¾
4 + 4t24Wn; (3.28)
yn+1 =
¡44t
4 + 4t2xn +
4 ¡ 4t2
4 + 4t2yn +
4¾
4 + 4t24Wn: (3.29)
Observing (3.26)-(3.27) for the coe±cients of the P(EC)k scheme (3.7), we obtain the result of the
theorem. ¤
3.2 Structure-preserving properties of the P(EC)k scheme
The symplecticity of a one-step method fxn; yng ! fxn+1; yn+1g for the stochastic Hamiltonian system
(1.1)-(1.2) means ([11, 13])
dxn+1 ^ dyn+1 = dxn ^ dyn; (3.30)
where ^ denotes the wedge product. Referring to the calculation of the symplectic 2-form in [11] and
[13], it can be derived from (3.7) that, for the P(EC)k scheme (3.7),
dx
(k)
n+1 ^ dy
(k)
n+1 = (akdk ¡ bkck)dxn ^ dyn: (3.31)
8It follows from (3.19)-(3.22) that
akdk ¡ bkck =
(
1 + (a[k] ¡ a2
[k])
4t
4
4+4t2; k even;
1 ¡ b[k]
4t
4
4+4t2 ¡ b2
[k]
4t
6
16+44t2; k odd:
(3.32)
Consider the expressions of a[k] and b[k] in (3.18), we arrive at the following result:
THEOREM 3.2 The P(EC)k method with partitioned Euler-Maruyama and midpoint rule (3.7) pre-
serves symplecticity of the stochastic Hamiltonian system (1.1)-(1.2) to the degree of having error O(4tk+4)
as k is even, and error O(4tk+3) as k is odd, i.e.,
dx
(k)
n+1 ^ dy
(k)
n+1 =
½
(1 + O(4tk+4))dxn ^ dyn; k even;
(1 + O(4tk+3))dxn ^ dyn; k odd; (3.33)
with
O(4tk+4) = (a[k] ¡ a2
[k])
4t4
4 + 4t2; and
O(4tk+3) = ¡b[k]
4t4
4 + 4t2 ¡ b2
[k]
4t6
16 + 44t2:
Thus, as 4t ! 0 or 4t < 1 and k ! 1, the P(EC)k scheme (3.7) tends to preserve symplecticity of
the stochastic oscillator (1.1)-(1.2) more and more accurately.
Denote tn = n¢4t, we obtain the following result about the preservation of the linear growth property
by applying the P(EC)k scheme (3.7).
THEOREM 3.3 Given initial data x0 = 1; y0 = 0, the numerical solution arising from the P(EC)k
method with partitioned Euler-Maruyama and midpoint rule (3.7) for the stochastic system (1.1)-(1.2)
satis¯es
E((x(k)
n )2 + (y(k)
n )2) = 1 + ¾2tn ¡ ¾2tn
4t2
4 + 4t2 + tn ¢ O(4tk+1): (3.34)
Proof. It can be derived from (3.7) that,
E((x(k)
n )2 + (y(k)
n )2) = (a2
k + c2
k)E(x2
n¡1) + (b2
k + d2
k)E(y2
n¡1)
+ 2(akbk + ckdk)E(xn¡1yn¡1) + (r2
k + s2
k)4t; (3.35)
due to E(4W) = 0 and E(4W2) = 4t.
It follows from (3.19)-(3.24) that
a2
k + c2
k =
(
1 + a[k]
44t
2
4+4t2 + a2
[k]
4t
4
4+4t2; k even;
1 + b[k]
4t
4
4+4t2 + b2
[k]
4t
6
16+44t2; k odd;
(3.36)
b2
k + d2
k =
(
1 + a[k]
24t
4¡44t
2
4+4t2 + a2
[k]
4t
6+4t
4
4+4t2 ; k even;
1 ¡ b[k]
34t
4
4+4t2 + b2
[k]
4t
8+4t
6
16+44t2 ; k odd;
(3.37)
akbk + ckdk =
(
a[k]
44t
3
4+4t2 + a2
[k]
4t
5
4+4t2; k even;
b[k]
4t
5¡44t
3
8+24t2 + b2
[k]
4t
7
16+44t2; k odd;
(3.38)
r2
k + s2
k =
(
¾2( 4
4+4t2 + a2
[k]
4t
2
4+4t2); k even;
¾2( 4
4+4t2 + b[k]
24t
2
4+4t2 + b2
[k]
4t
4
16+44t2); k odd:
(3.39)
9Substitute (3.36)-(3.39) into (3.35), we obtain that, for even k(k ¸ 2),
E((x(k)
n )2 + (y(k)
n )2) = E((x
(k)
n¡1)2 + (y
(k)
n¡1)2)
+[O(4tk+2)E((x
(k)
n¡1)2) + O(4tk+2)E((y
(k)
n¡1)2)
+O(4tk+3)E(x
(k)
n¡1y
(k)
n¡1) + ¾24t(
4
4 + 4t2 + a2
[k]
4t2
4 + 4t2): (3.40)
Denote
fk(x
(k)
n¡1; y
(k)
n¡1) = O(4tk+2)E((x
(k)
n¡1)2) + O(4tk+2)E((y
(k)
n¡1)2)
+O(4tk+3)E(x
(k)
n¡1y
(k)
n¡1) + ¾24t(
4
4 + 4t2 + a2
[k]
4t2
4 + 4t2); (3.41)
it holds
E((x(k)
n )2 + (y(k)
n )2) = E((x
(k)
n¡1)2 + (y
(k)
n¡1)2) + fk(x
(k)
n¡1;y
(k)
n¡1)
= ¢¢¢
= E(x2
0 + y2
0) + fk(x0;y0) + fk(x
(k)
1 ;y
(k)
1 ) + ¢¢¢ + fk(x
(k)
n¡1;y
(k)
n¡1)
= 1 + ¾2 ¢ n ¢ 4t ¢
4
4 + 4t2 + ¾2 ¢ n ¢ 4t ¢ a2
[k]
4t2
4 + 4t2 + n ¢ O(4tk+2)
= 1 + ¾2tn ¡ ¾2tn
4t2
4 + 4t2 + tn ¢ O(4tk+1):
For odd k(k ¸ 1), the proof follows the same way. ¤
Compare (3.34) with Proposition 2.3, it is found that as 4t ! 0 and k > 1, the leading error of
the second moment of the numerical solution arising from the P(EC)k scheme tends to that from the
midpoint rule. As k = 1, the form of the leading error is more complicated. Numerical experiments in
Section 4 show that, after a long time (e.g., tn ¸ 2000), the error becomes quite large in case k = 1.
The following theorem states the oscillation property of the numerical solution produced by the
P(EC)k scheme (3.7) as k = 4l + 1 and k = 4l + 2(l ¸ 0).
THEOREM 3.4 The numerical solution fx
(k)
n gn¸0 arising from the P(EC)k method with partitioned
Euler-Maruyama and midpoint rule (3.7) for the system (1.1)-(1.2) with x0 = 1; y0 = 0 will switch signs
in¯nitely many times as n ! 1, almost surely, for k = 4l + 1 and k = 4l + 2(l ¸ 0).
Proof. The proof follows the method used to derive the oscillation property of the numerical solu-
tion created by the partitioned Euler-Maruyama method in [19], but with some di®erent details. For the
readers' convenience we state it here.
It can be derived from (3.7) that
Ã
x
(k)
n+1
x
(k)
n
!
= B
Ã
x
(k)
n
x
(k)
n¡1
!
+
µ
^ r
(k)
n
0
¶
; where
B =
µ
ak + dk bkck ¡ akdk
1 0
¶
; ^ r(k)
n = rk4Wn + (skbk ¡ rkdk)4Wn¡1:
10Let X
(k)
n =
Ã
x
(k)
n+1
x
(k)
n
!
and r
(k)
n =
µ
^ r
(k)
n
0
¶
. Then we have
X(k)
n = BX
(k)
n¡1 + r(k)
n + ¢¢¢
= BnX
(k)
0 + Bn¡1r
(k)
1 + ¢¢¢ + r(k)
n : (3.42)
Suppose Bj =
µ
~ aj ~ bj
~ cj ~ dj
¶
, for all j ¸ 0; j 2 Z, and compare the ¯rst element on both sides of the
vector equation (3.42), we get
x
(k)
n+1 = ~ bn + ~ an(ak + rk4W0) +
n X
j=1
~ an¡j^ r
(k)
j : (3.43)
Suppose the eigenvalues of B are ¸1 and ¸2. Then they satisfy the equation
¸2 ¡ (ak + dk)¸ + (akdk ¡ bkck) = 0; (3.44)
the discriminant of which is
¢ = (ak ¡ dk)2 + 4bkck: (3.45)
According to the data in (3.19)-(3.22), we have
¢ =
(
¡
644t
2
(4+4t2)2 ¡ a[k]
324t
4
(4+4t2)2 + a2
[k](4t4 ¡
44t
6
(4+4t2)2); k even;
¡
644t
2
(4+4t2)2 + b[k]
84t
6
(4+4t2)2 + b2
[k](
44t
6+24t
8
(4+4t2)2 ); k odd:
(3.46)
Consequently
¢ < 0; for all k ¸ 1: (3.47)
Therefore, ¸1 and ¸2 are conjugate complex numbers which we suppose to be
¸1 = j¸jeiµ; and ¸2 = j¸je¡iµ; (3.48)
for some µ, respectively. Thus,
j¸j2 = ¸1 ¢ ¸2 = akdk ¡ bkck
=
(
1 + (a[k] ¡ a2
[k])
4t
4
4+4t2; k even;
1 ¡ b[k]
4t
4
4+4t2 ¡ b2
[k]
4t
6
16+44t2; k odd:
(3.49)
As k = 4l + 2 and k = 4l + 1(l ¸ 0), we have
(a[k] ¡ a2
[k])
4t4
4 + 4t2 < 0; and
b[k]
4t4
4 + 4t2 + b2
[k]
4t6
16 + 44t2 > 0; (3.50)
accordingly, from which it is obtained that
j¸j < 1; as k = 4l + 1 and k = 4l + 2 (l ¸ 0): (3.51)
It can be derived that the eigenvectors corresponding to ¸1 and ¸2 are » =
µ
¸1
1
¶
and ´ =
µ
¸2
1
¶
,
respectively. Then it follows
Bj =
µ
¸1 ¸2
1 1
¶µ
¸
j
1 0
0 ¸
j
2
¶µ
¸1 ¸2
1 1
¶¡1
=
1
¸1 ¡ ¸2
µ
¸
j+1
1 ¡ ¸
j+1
2 ¸1¸
j+1
2 ¡ ¸2¸
j+1
1
¸
j
1 ¡ ¸
j
2 ¸1¸
j
2 ¡ ¸2¸
j
1
¶
; (3.52)
11for all j ¸ 0; j 2 Z. Therefore,
~ bn + ~ anak =
1
¸1 ¡ ¸2
[(¸1 ¡ ak)¸
n+1
2 ¡ (¸2 ¡ ak)¸
n+1
1 ]: (3.53)
Since j¸j < 1, there exists K > 0 such that
j~ bn + ~ anakj < K; j~ ajj < K (3.54)
for k = 4l + 1, k = 4l + 2 (l ¸ 0), 4t < 2 and all j ¸ 0.
Let Sn = ~ anrk4W0 +
Pn
j=1 ~ an¡j^ r
(k)
j . That is, Sn =
Pn
j=0 ®j4Wn¡j, where
®j = ~ ajrk + ~ aj¡1(skbk ¡ rkdk); j = 1;¢¢¢ ;n;
®0 = ~ a0rk:
Thus, Sn » N(0;s2
n), where s2
n = 4t
Pn
j=0 ®2
j. j~ ajj < K and 4t < 2 imply that, there exists M > 0
such that 4t®2
j < M; j = 0;1;2;¢¢¢.
Next we prove s2
n ! 1 as n ! 1 by showing ®j 9 0 as j ! 1.
From the expression Bj = Bj¡1 ¢ B, it follows
~ aj = (ak + dk)~ aj¡1 +~ bj¡1: (3.55)
Thus
®j = lk~ aj¡1 + rk~ bj¡1
= (
lk
¸1 ¡ ¸2
¡
rk¸2
¸1 ¡ ¸2
)¸
j
1 + (
rk¸1
¸1 ¡ ¸2
¡
lk
¸1 ¡ ¸2
)¸
j
2; (3.56)
where lk = rkak + skbk. From (3.48) and (3.52) it is obtained that,
®j = 2Re(mk ¢ ¸
j
1)
= 2[j¸jj cos(jµ)
rk
2
¡ sin(jµ)(
rk cosµ
2sinµ
¡
lk
2j¸jsinµ
)]; (3.57)
where mk = lk
¸1¡¸2 ¡ rk¸2
¸1¡¸2. Thus ®j does not tend to 0 as j ! 1.
Now apply the Law of the Iterated Logarithm to the random variable sequence fSng ([19]). This indi-
cates that 8² > 0 and su±ciently large n, Sn will almost surely exceed the bounds ¡(1¡²)(2s2
n lnlns2
n)
1
2
and (1 ¡ ²)(2s2
n lnlns2
n)
1
2 in¯nitely often. Consider (3.54), fx
(k)
n g behaves in the same way. ¤
From (3.49), as 4t < 2 and k = 4l or k = 4l + 3(l ¸ 0), it follows j¸j > 1. In this case, (3.54) can
not be implied by (3.53), which may result in destruction of the oscillation behavior of fx
(k)
n g due to the
expression (3.43). However, (3.49) shows
j¸j2 =
½
1 + O(4tk+4); k even;
1 + O(4tk+3); k odd; (3.58)
which together with (3.53) and (3.48) implies
~ bn + ~ anak = j¸jn[j¸jcos(n + 1)µ +
ak sin(n + 1)µ ¡ j¸jcosµsin(n + 1)µ
sinµ
]
·
½
(1 + O(4tk+4))
n
2 L; k even;
(1 + O(4tk+3))
n
2 L; k odd; (3.59)
for some appropriate constant L > 0. Thus as 4t ! 0 or 4t < 1 and k ! 1, ~ bn + ~ anak tends to be
bounded as n ! 1 for k = 4l and k = 4l + 3(l ¸ 0). Numerical experiments in Section 4 illustrate the
oscillation behavior of the numerical solution fx
(k)
n g for some k = 4l and k = 4l + 3(l ¸ 0).
123.3 Mean-square order of convergence of the P(EC)k scheme
For the mean-square order of convergence of the P(EC)k scheme we obtain the following result.
THEOREM 3.5 The P(EC)k method with partitioned Euler-Maruyama and midpoint rule (3.7) ap-
plied to the stochastic system (1.1)-(1.2) has mean-square order of convergence 1 for all k ¸ 1.
Proof. The Euler-Maruyama method applied to the stochastic system (1.1)-(1.2) results in the for-
ward Euler-Maruyama scheme (2.5)-(2.6). In this one-step scheme, denote Zn+1 =
µ
xn+1
yn+1
¶
, and in
the P(EC)k scheme (3.7), denote Z
(k)
n+1 =
Ã
x
(k)
n+1
y
(k)
n+1
!
. According to (2.5)-(2.6) and (3.7) we have
Z
(k)
n+1 ¡ Zn+1 =
µ
(ak ¡ 1)xn + (bk ¡ 4t)yn + rk4Wn
(ck + 4t)xn + (dk ¡ 1)yn + (sk ¡ ¾)4Wn
¶
: (3.60)
Consequently,
jE(Z
(k)
n+1 ¡ Zn+1)j2 = ¯1E(x2
n) + ¯2E(y2
n) + 2¯3E(xnyn); (3.61)
with
¯1 =
(
4t
4
4+4t2 ¡ a[k]
24t
4
4+4t2 + a2
[k]
4t
4
4+4t2; k even;
4t
4
4+4t2 + b2
[k]
4t
6
16+44t2; k odd;
¯2 =
(
4t
4
4+4t2 + a[k]
24t
4
4+4t2 + a2
[k]
4t
4+4t
6
4+4t2 ; k even;
4t
4
4+4t2 + b[k]
4t
6
4+4t2 + b2
[k]
4t
6+4t
8
16+44t2 ; k odd;
¯3 =
(
¡a[k]
24t
5
4+4t2 + a2
[k]
4t
5
4+4t2; k even;
b[k]
4t
5
4+4t2 + b2
[k]
4t
7
16+44t2; k odd;
(3.62)
which implies
jE(Z
(k)
n+1 ¡ Zn+1)j = O(4t2); for all k ¸ 1: (3.63)
From (3.60) it follows that
E(jZ
(k)
n+1 ¡ Zn+1j2) = jE(Z
(k)
n+1 ¡ Zn+1)j2 + 4t(r2
k + s2
k + ¾2 ¡ 2¾sk): (3.64)
The expressions (3.23)-(3.24) imply
r2
k + s2
k + ¾2 ¡ 2¾sk =
(
¾24t(
4t
2
4+4t2 ¡ a[k]
24t
2
4+4t2 + a2
[k]
4t
2
4+4t2); k even;
¾24t(
4t
2
4+4t2 + b2
[k]
4t
4
16+44t2); k odd:
(3.65)
Thus we have
(E(jZ
(k)
n+1 ¡ Zn+1j2))
1
2 = O(4t
3
2): (3.66)
It is given in [12] that the Euler-Maruyama method applied to a stochastic system with additive noise
has mean-square order of convergence 1. Now apply Theorem 3.1 and Lemma 3.1 in [12], we obtain the
result of the theorem. ¤
133.4 Results for P(EC)k method with forward Euler-Maruyama and Midpoint
rule
Above we have mainly discussed the P(EC)k method with partitioned Euler-Maruyama and midpoint
rule. Denote the scheme of the P(EC)k method with forward Euler-Maruyama and midpoint rule by
Ã
¹ x
(k)
n+1
¹ y
(k)
n+1
!
=
µ
¹ ak ¹ bk
¹ ck ¹ dk
¶µ
xn
yn
¶
+
µ
¹ rk
¹ sk
¶
4Wn: (3.67)
It can be calculated in the same way as for (3.19)-(3.24) that
¹ ak =
(
4¡4t
2
4+4t2(1 ¡ a[k]) + a[k]; k even;
4¡4t
2
4+4t2(1 ¡ b[k]) + (1 ¡
4t
2
2 )b[k]; k odd;
(3.68)
¹ bk =
(
44t
4+4t2(1 ¡ a[k]) + 4ta[k]; k even;
44t
4+4t2(1 ¡ b[k]) + 4tb[k]; k odd;
(3.69)
¹ ck =
(
¡
44t
4+4t2(1 ¡ a[k]) ¡ 4ta[k]; k even;
¡
44t
4+4t2(1 ¡ b[k]) ¡ 4tb[k]; k odd;
(3.70)
¹ dk =
(
4¡4t
2
4+4t2(1 ¡ a[k]) + a[k]; k even;
4¡4t
2
4+4t2(1 ¡ b[k]) + (1 ¡
4t
2
2 )b[k]; k odd;
(3.71)
¹ rk =
(
24t¾
4+4t2(1 ¡ a[k]); k even;
24t¾
4+4t2(1 ¡ b[k]) +
4t¾
2 b[k]; k odd;
(3.72)
¹ sk =
½ 4¾
4+4t2(1 ¡ a[k]) + ¾a[k]; k even;
4¾
4+4t2(1 ¡ b[k]) + ¾b[k]; kodd: (3.73)
Apply the same methods as used in proving Theorem 3.1-3.5, we obtain the following results for the
numerical method (3.67) (k ¸ 1).
THEOREM 3.6 For the P(EC)k method with forward Euler-Maruyama and midpoint rule (3.67) applied
to the stochastic system (1.1)-(1.2), it holds:
i) As the step size 4t < 2, and k tends to in¯nity, the P(EC)k scheme (3.67) tends to the scheme of
the midpoint rule.
ii) The P(EC)k scheme (3.67) preserves symplecticity of the stochastic Hamiltonian system (1.1)-
(1.2) to the degree of having error O(4tk+2) as k is even, and error O(4tk+3) as k is odd, i.e.,
d¹ x
(k)
n+1 ^ d¹ y
(k)
n+1 =
½
(1 + O(4tk+2))dxn ^ dyn; k even;
(1 + O(4tk+3))dxn ^ dyn; k odd; (3.74)
with
O(4tk+2) = a[k]
44t2
4 + 4t2 + a2
[k]
4t4
4 + 4t2; and
O(4tk+3) = b[k]
4t4
4 + 4t2 + b2
[k]
4t6
16 + 44t2:
iii) Given initial data x0 = 1; y0 = 0, the numerical solution arising from the P(EC)k scheme
(3.67) for the stochastic system (1.1)-(1.2) satis¯es
E((¹ x(k)
n )2 + (¹ y(k)
n )2) = 1 + ¾2tn ¡ ¾2tn
4t2
4 + 4t2 + tn ¢ O(4tk+1): (3.75)
14iv) The numerical solution f¹ x
(k)
n gn¸0 arising from the P(EC)k scheme (3.67) for the system (1.1)-
(1.2) with x0 = 1; y0 = 0 will switch signs in¯nitely many times as n ! 1, almost surely, for k = 4l +2
and k = 4l + 3(l ¸ 0).
v) The P(EC)k scheme (3.67) applied to the stochastic system (1.1)-(1.2) has mean-square order of
convergence 1 for all k ¸ 1.
Proof. See the corresponding proofs for Theorem 3.1-3.5. ¤
There are other possible predictor-corrector combinations. We observe in this article the P(EC)1
method with forward and backward Euler-Maruyama, with midpoint rule and partitioned Euler-Maruyama,
and with forward and partitioned Euler-Maruyama applied to the stochastic system (1.1)-(1.2), the
schemes of which are given below.
P(EC)1 method with forward and backward Euler-Maruyama:
xn+1 = (1 ¡ 4t2)xn + 4tyn + ¾4t4Wn; (3.76)
yn+1 = ¡4txn + (1 ¡ 4t2)yn + ¾4Wn: (3.77)
P(EC)1 method with midpoint rule and partitioned Euler-Maruyama:
xn+1 = xn + 4tyn; (3.78)
yn+1 = ¡4t
4 ¡ 4t2
4 + 4t2xn +
4 ¡ 34t2
4 + 4t2 yn + ¾
2 ¡ 4t2
2
4Wn: (3.79)
P(EC)1 method with forward and partitioned Euler-Maruyama:
xn+1 = xn + 4tyn; (3.80)
yn+1 = ¡4txn + (1 ¡ 4t2)yn + ¾4Wn: (3.81)
(3.80)-(3.81) shows that the P(EC)1 method with forward and partitioned Euler-Maruyama results in
the partitioned Euler-Maruyama method.
The ability of these predictor-corrector combinations in preserving the two properties stated in Propo-
sition 2.1 and 2.2 of the stochastic system (1.1)-(1.2) is tested in the numerical experiments in Section
4.
4 Numerical experiments
EXPERIMENT 1. P(EC)k method with partitioned Euler-Maruyama and midpoint rule.
15i) k = 1.
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Figure 1.1: Test of preservation of the linear growth property.
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Figure 1.2: Oscillation of the numerical Figure 1.3: Oscillation of the numerical
and theoretical solution. solution.
In creating Figure 1.1 we choose ¾ = 1 and the step size 4t = 0:1. The reference line (dotted) has slope
1, along which the second moment of the solution indicated in Proposition 2.1 should stretch. The second
moment of the numerical solution created by the P(EC)1 method with partitioned Euler-Maruyama and
midpoint rule, i.e., E((x
(1)
n )2 + (y
(1)
n )2), is simulated through taking sample average over 500 numerical
sample solutions. It can be seen that after a long time (e.g., tn ¸ 2000), there is large error in the growth
rate of the second moment by the numerical solution. Figure 1.2 and 1.3 show the oscillation property of
the numerical solution. In Figure 1.2, ¾ = 0:1, 4t = 0:1, and the step size in simulating the stochastic
integral in the solution (2.3) is 0:001. The data for Figure 1.3 are ¾ = 0:2, and 4t = 0:1.
ii) k = 3.
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Figure 1.4: Preservation of the linear growth property.
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Figure 1.5: Oscillation of the numerical Figure 1.6: Oscillation of the numerical
and theoretical solution. solution.
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Figure 1.7: Oscillation of the numerical Figure 1.8: Oscillation of the numerical
solution by partitioned Euler-Maruyama. solution by midpoint rule.
It can be seen from Figure 1.4 that, the P(EC)3 scheme can preserve the linear growth property with
high accuracy, even after a long time. The oscillation property by k = 4l +3(l ¸ 0) is not guarantied by
Theorem 3.4. However, the P(EC)3 scheme creates numerical solution that simulates the oscillation of
the solution (2.3) even better than the case k = 1, at least in our interval of observation t 2 [0;100], see
Figure 1.5. The long time oscillation behavior of the numerical solution arising from the P(EC)3 scheme
is illustrated in Figure 1.6. Compared with that arises from the partitioned Euler-Maruyama (Figure 1.7)
and the midpoint rule (Figure 1.8), which inherit the oscillation property of the solution (2.3) ([19, 6]), it
is clear that fx
(3)
n g does not blow up or stop oscillating even after a long time (tn = 5000), but oscillates
in the reasonable scale of §15 which is also the bound of oscillation by partitioned Euler-Maruyama till
the moment tn = 5000. This con¯rms our analysis for the oscillation behavior of the numerical solution
produced by the P(EC)k scheme (3.7) in case k = 4l + 3(l ¸ 0) in Section 3. The data for creating
Figure 1.4 and 1.5 are the same as for Figure 1.1 and 1.2, respectively, and the data for creating Figure
1.6-1.8 are the same as for Figure 1.3.
17iii) k = 12.
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Figure 1.9: Preservation of the linear growth property.
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Figure 1.10: Oscillation of the numerical Figure 1.11: Oscillation of the numerical
and theoretical solution. solution.
The linear growth and oscillation property are inherited over a long time by the numerical solution
arising from the P(EC)12 scheme, as indicated by the three ¯gures above. Note here k = 4l(l = 3),
in which case the oscillation property of the numerical solution is not guarantied by Theorem 3.4, but
illustrated here by experiment. The data for creating the three ¯gures above coincide with that for Figure
1.1-1.3.
EXPERIMENT 2. P(EC)k method with forward Euler-Maruyama and midpoint rule.
i) k = 1.
0 1000 2000 3000 4000 5000
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
t
s
a
m
p
l
e
 
a
v
e
r
a
g
e
 
o
f
 
x
n
2
+
y
n
2
fm1
 
 
sample average
reference line
Figure 2.1: Test of preservation of the linear growth property.
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Figure 2.2: Oscillation of the numerical Figure 2.3: Oscillation of the numerical
and theoretical solution. solution.
As shown by Figure 2.1, the P(EC)1 method with forward Euler-Maruyama and midpoint rule can
not preserve the linear growth property very well after a long time (e.g., tn ¸ 2000). The oscillation
property of the solution (2.3) is preserved but with a relative larger scale of oscillation (§25) as t goes to
tn = 5000, than that by partitioned Euler-Maruyama method (§15). All the data for creating the ¯gures
in Experiment 2 coincide with that for corresponding ¯gures in Experiment 1.
ii) k = 5.
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Figure 2.4: Preservation of the linear growth property.
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Figure 2.5: Oscillation of the numerical Figure 2.6: Oscillation of the numerical
and theoretical solution. solution.
The oscillation of the numerical solution in case k = 5 is not guarantied by Theorem 3.6, but re°ected
by Figure 2.5 and 2.6.
19iii) k = 12.
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Figure 2.7: Preservation of the linear growth property.
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Figure 2.8: Oscillation of the numerical Figure 2.9: Oscillation of the numerical
and theoretical solution. solution.
The P(EC)12 method with forward Euler-Maruyama and midpoint rule preserves oscillation property
of the solution, although this is not guarantied by Theorem 3.6.
CONCLUSION 4.1 The empirical results above indicate
i) The P(EC)1 method with partitioned or forward Euler-Maruyama and midpoint rule fails to preserve
the linear growth property of the second moment of the solution as tn gets large (e.g., as tn ¸ 2000).
ii) The P(EC)k method (k = 4l; or k = 4l+3; l ¸ 0) with partitioned Euler-Maruyama and midpoint
rule, and the P(EC)k method (k = 4l; or k = 4l + 1; l ¸ 0) with forward Euler-Maruyama and midpoint
rule may preserve the oscillation property of the solution.
EXPERIMENT 3. P(EC)1 method with forward and backward Euler-Maruyama.
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Figure 3.1: Test of preservation of the linear growth property.
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Figure 3.2: Oscillation of the numerical Figure 3.3: Oscillation of the numerical
and theoretical solution. solution.
The linear growth property can not be preserved by the P(EC)1 method with forward and backward
Euler-Maruyama, as shown in Figure 3.1. Although the numerical solution arising from this method
oscillates, it can not simulate the oscillation of the solution (2.3) very well in the interval t 2 [0;100], see
Figure 3.2.
EXPERIMENT 4. P(EC)1 method with midpoint rule and partitioned Euler-Maruyama.
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Figure 4.1: Test of preservation of the linear growth property.
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Figure 4.2: Oscillation of the numerical Figure 4.3: Oscillation of the numerical
and theoretical solution. solution.
The numerical solution produced by the P(EC)1 method with midpoint rule and partitioned Euler-
Maruyama oscillates, but does not inherit the linear growth property very well after a long time (e.g., as
tn ¸ 1000).
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