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Prólogo 
Los sucesos adversos que tienen lugar durante el proceso de asistencia médica 
suelen ser el centro de atención de todas las organizaciones sanitarias. Dentro de esta 
categoría se encuentran las infecciones nosocomiales (INs), que tienen un peso 
notable en la morbimortalidad. En concreto, las INs representan una morbilidad 
evitable que constituye una carga social y económica significativa para el sistema de 
salud, y que en ocasiones conlleva consecuencias graves para el paciente. En este 
sentido, su detección representa un objetivo prioritario en los programas de 
seguridad de pacientes y de calidad hospitalaria. 
En relación con la detección de este tipo de sucesos, existen situaciones en 
las que el experto tiene dificultades para encontrar evidencias y aplicar reglas que 
permitan la identificación correcta de INs. En este sentido, el presente trabajo de 
investigación propone un sistema inteligente capaz de llevar a cabo la búsqueda 
inicial, y posterior clasificación, de casos de IN en el ámbito hospitalario. 
El modelo propuesto utiliza un sistema de razonamiento basado en casos que 
incorpora un motor de reglas para el manejo de conocimiento directamente 
proporcionado por el experto o extraído de forma automática a partir de casos 
previamente clasificados. Adicionalmente, incorpora técnicas de procesamiento de 
lenguaje natural para la generación de un conjunto de clasificadores, encargados de 
valorar automáticamente aquellas evidencias almacenadas como texto libre que 
contienen indicios de infección. 
La justificación de la hipótesis defendida en este trabajo, la definición de un 
sistema inteligente capaz de identificar posibles casos de IN y realizar una 
clasificación posterior del tipo de infección subyacente, se realiza de manera 
experimental probando diferentes estrategias, lo que permite el análisis cuantitativo 
y cualitativo del grado de efectividad del sistema desarrollado ante el problema 
propuesto. 
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Preface 
Adverse events having place during the process of medical care tend to be the center 
of attention of all healthcare organizations. Inside this category there are nosocomial 
infections (NIs), which have significant weight in morbidity and mortality. In 
particular, NIs represents an avoidable morbidity that constitutes a significant social 
and economic burden on health care system, sometimes leading to serious 
consequences for patients. In this sense, their detection represents a priority for 
programs on patient safety and hospital quality. 
According to the detection of this type of events, there are circumstances in 
which the expert has difficulties to both find evidences and apply rules that allow for 
the correct identification of NIs. In this sense, the present research work proposes an 
intelligent system able to carry out the initial search and subsequent classification of 
NI cases in the hospital field. 
The proposed model uses a case-based reasoning system that incorporates a 
rule engine for the management of knowledge directly provided by the expert or 
automatically extracted from previously classified cases. Additionally, the system 
incorporates different natural language processing techniques for the generation of a 
set of classifiers, which are responsible for automatically accessing to data stored as 
free text that contains infection evidences. 
The demonstration of the central hypothesis of the current work the definition 
of an intelligent system able to correctly identify NI cases and make a further 
classification of infection types, is carried out empirically by testing different 
strategies, which allows both the quantitative and qualitative analysis of 
performance for the proposed domain. 
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1 Introducción 
En esta investigación se propone un sistema inteligente que tiene como objetivo la 
utilización de conocimiento médico, que junto con el uso de diversas técnicas de 
Inteligencia Artificial, permitirá automatizar las tareas de búsqueda e identificación 
de infecciones nosocomiales (INs) en ambientes hospitalarios. 
En este sentido, partiendo de los datos captados, los problemas que se 
abordarán durante el transcurso de la presente investigación son los siguientes: (i) 
identificación de las variables de interés, conocidas en el argot médico como 
evidencias clínicas, usadas en el diagnóstico de una infección, para la (ii) 
clasificación de INs de forma correcta y que incluyen varias combinaciones de datos 
accesibles desde (iii) distintas fuentes de información, que utilizan diferentes tipos 
de formatos, siendo actualizadas a distintos intervalos de tiempo. Parte de la 
información relevante se encuentra en (iv) formatos no estructurados haciendo un 
uso extensivo del lenguaje natural. Además, el sistema deberá poseer la (v) 
capacidad de aceptar conocimiento explícito procedente del experto, ya que este 
aportará reglas para algunos tipos de infección. 
Los problemas anteriormente mencionados motivan la presente investigación 
y sirven de base para el establecimiento de la hipótesis de partida, que será 
convenientemente contrastada mediante la implantación y prueba del sistema 
desarrollado en un entorno real. 
1 
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1.1 Antecedentes 
Desde un punto de vista general, las infecciones nosocomiales se relacionan con la 
atención hospitalaria y son consecuencia involuntaria de la actividad médica 
asociada. En este sentido, las INs pueden definirse como aquellas infecciones 
producidas por microrganismos adquiridos en entornos hospitalarios, que afectan a 
enfermos ingresados por un proceso distinto al de esa infección, y que en el 
momento del ingreso no estaban presentes ni siquiera en período de incubación 
(Brachman, 1988). Las infecciones adquiridas en el hospital que no son 
diagnosticadas después del alta también se incluyen en esta definición, ya que en 
ciertas circunstancias los síntomas clínicos no se manifiestan hasta que el paciente se 
encuentra fuera del centro de salud. 
Este tipo de infecciones puede surgir en cualquier lugar donde se prestan 
servicios de atención a la salud, no pudiendo erradicarse completamente y 
constituyendo un problema de gran importancia clínica y epidemiológica que 
condiciona el incremento en las tasas de morbimortalidad. Como consecuencia, la 
vigilancia epidemiológica es una prioridad nacional e institucional, conllevando un 
conjunto de actividades relacionadas que permiten el estudio permanente y dinámico 
del comportamiento, distribución y factores condicionantes de las INs. El fin último 
es la obtención de conocimiento acerca del estado de la salud de los pacientes, y la 
implantación de medidas de prevención y control ante cualquier eventualidad.  
En el caso concreto de los hospitales del Servicio Gallego de Salud 
(SERGAS), y aunque algunos de ellos tienen implantados equipos de vigilancia y 
control de IN, apenas existe una normativa oficial sobre su funcionamiento y, 
frecuentemente, la metodología empleada es muy dispar, por lo que los resultados 
son poco comparables. En este sentido, en el año 2000 se aprobó en Galicia el Plan 
de Minimización de Riesgos en el Medio Hospitalario. Este plan, junto con la Guía 
de Procedimientos de Prevención y Control de las Enfermedades Transmisibles en el 
Medio Hospitalario, se elaboró con el objetivo fundamental de garantizar el 
conocimiento de algunas tasas de IN en todos los hospitales del SERGAS. 
Si bien el plan es seguido por algún centro hospitalario de la red pública, no 
existen datos de las tasas de incidencia de IN en la comunidad gallega. La 
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explicación a este hecho se encuentra en el empleo, en la mayoría de los casos, de 
métodos manuales para el registro de las infecciones, lo que conlleva mucho tiempo, 
resulta costoso, difícil de estandarizar, y a menudo da lugar a una clasificación 
subjetiva de los pacientes. 
A este respecto, hace ya más de tres décadas que tanto el personal sanitario 
como los profesionales informáticos reconocieron que los sistemas de información 
suponen un gran apoyo en las tareas de toma de decisiones de ámbito clínico. Este 
hecho, junto con el auge de la Inteligencia Artificial (IA), ha abierto nuevos caminos 
que facilitan el tratamiento de la información a alto nivel que utiliza el médico 
durante el desarrollo de su actividad asistencial. En la última década, los sistemas 
inteligentes han pasado de tener un papel importante en la ayuda al diagnóstico y 
tratamiento, a ocupar también un puesto relevante en la recuperación de información 
clínica, reduciendo con ello la sobrecarga en su almacenamiento, indexación y 
recuperación. 
En los últimos años, las aplicaciones tecnológicas en el área médica se han 
dirigido al apoyo en el proceso de toma de decisiones. En principio, tomar una 
decisión implica crear una lista de posibles estrategias y/o acciones, determinar la 
consecuencia de cada decisión, y seleccionar la solución más apropiada para un 
contexto dado. En el área médica, este proceso resulta especialmente complejo, ya 
que la información suele ser incompleta, poco específica y subjetiva, existiendo un 
número elevado de hipótesis para ser consideraras de forma individual. 
Habitualmente, sólo se dispone de conocimiento incompleto sobre las consecuencias 
de cada decisión, y no se puede determinar con total seguridad si los efectos del 
tratamiento serán los previsibles. Las decisiones médicas se toman bajo 
incertidumbre y representan un juicio considerado como óptimo, que generalmente 
constituye la preferencia por una solución o un tratamiento dado. En este sentido, el 
objetivo del proceso médico es reducir la incertidumbre mediante la adquisición de 
información complementaria, haciendo uso para ello del conocimiento del 
especialista caracterizado por su diversidad. 
Así pues, la informática puede ayudar en el proceso de toma de decisiones 
médicas y mejorar la calidad del diagnóstico o la eficacia de la terapia. Sin embargo, 
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la creación de sistemas de apoyo a la toma de decisiones médicas requiere un 
esfuerzo intelectual considerable a la hora de formalizar el problema y sus posibles 
soluciones. La investigación en este campo ayuda a una mejor comprensión de los 
mecanismos involucrados en el razonamiento médico, y en la elaboración del 
conocimiento utilizado en dicho razonamiento (Degoulet & Fieschi, 1997).  
1.2 Hipótesis 
Partiendo de la situación inicial comentada en la sección anterior, en el presente 
trabajo de investigación se pretende demostrar empíricamente la hipótesis de partida 
establecida a continuación: 
Mediante el uso de diversas técnicas y algoritmos de inteligencia artificial, 
es posible la definición de un sistema inteligente capaz de identificar posibles casos 
de IN y realizar una clasificación posterior del tipo de infección subyacente. El 
sistema a desarrollar deberá acceder a distintas fuentes de datos, llevando a cabo la 
recolección e integración de las variables esenciales para la identificación de 
evidencias necesarias, con el fin último de lograr una clasificación eficaz de forma 
automatizada. 
En este sentido, la investigación se centra en el estudio de diferentes técnicas 
de IA capaces de realizar la búsqueda y detección de posibles casos de infección, así 
como métodos que permitan la identificación inicial y clasificación posterior de las 
INs existentes. Este trabajo propone un sistema híbrido con capacidad de 
aprendizaje y adaptación, que utilizando una metodología basada en casos encapsula 
un motor de reglas y un conjunto de técnicas de procesamiento de lenguaje natural, 
con el fin de generar una clasificación lo más acertada posible en el dominio del 
problema. 
La investigación, desarrollo y demostración de la hipótesis inicial se ha 
realizado tomando como base un problema concreto, la búsqueda y clasificación de 
infecciones nosocomiales. La complejidad en la identificación de INs se debe a la 
subjetividad y diversidad de criterios, así como a un amplio número de variables 
interrelacionadas que intervienen en la identificación de las evidencias de infección. 
Debido a la complejidad para la correcta detección de INs dentro de los hospitales se 
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carece de métodos efectivos para su clasificación, lo que ha llevado al estudio de 
mecanismos de clasificación capaces de abordar el problema, incorporando todo el 
conocimiento disponible proporcionado por el experto así como la experiencia 
existente en la identificación de casos anteriores.  
1.3 Evolución de la investigación 
Esta investigación ha sido realizada en colaboración con el Servicio de Medicina 
Preventiva (SMP) del Complejo Hospitalario Universitario de Ourense (CHUO) y el 
Servicio de Sistemas y Tecnologías de la Información (SSTI), siendo financiada con 
fondos procedentes del Fondo Europeo de Desarrollo Regional (FEDER) y la Xunta 
de Galicia para el proyecto 10TIC305014PR titulado “InNoCBR: sistema inteligente 
de búsqueda y clasificación de casos de infección nosocomial”. 
En relación con el problema planteado, el equipo del Servicio de Medicina 
Preventiva del CHUO trabajaba con una hoja de cálculo, exportada automáticamente 
por un procedimiento periódico desarrollado por el Servicio de Sistemas y 
Tecnologías de la Información. Esta operativa permitía la captura de muestras con 
resultado positivo en diversos tipos de análisis, orígenes y microorganismos 
procedentes de la base de datos gestionada por el laboratorio de microbiología del 
CHUO. A este respecto, la Figura 1-1 muestra el esquema correspondiente al 
procedimiento inicialmente utilizado por el SMP para llevar a cabo la captación de 
muestras a partir de la hoja de cálculo generada automáticamente con una 
periodicidad diaria. 
 
Figura 1-1. Esquema de trabajo del SMP para llevar a cabo la captación de muestras 
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A partir de la información existente en la hoja de cálculo, el equipo del SMP 
clasificaba manualmente los posibles casos de IN, accediendo a diversas fuentes de 
información y empleando distintos tipos de aplicaciones y sistemas informáticos 
existentes en el CHUO. Con todo ello, se llevaba a cabo el seguimiento y control de 
los casos identificados de forma totalmente manual. 
Como parte de la presente investigación, se amplia y automatiza tanto la 
captura de muestras procedentes de microbiología, como la captación de otros tipos 
de infección mediante el uso de la base de datos del Servicio de Farmacia, que 
permite detectar aquellos pacientes que han iniciado algún tratamiento antibiótico 
una vez ingresados en el hospital. La Figura 1-2 muestra el esquema inicial 
propuesto correspondiente a la parte de captación automática de evidencias del 
sistema inteligente a desarrollar. 
 
Figura 1-2. Esquema inicial propuesto para la captación automática de evidencias 
Inicialmente se recolectó información sobre las evidencias clínicas, 
identificando las posibles variables de interés y la localización de las mismas en los 
distintos orígenes de datos. Además, se detectó la necesidad de recoger las 
decisiones del experto para generar un conjunto de datos que permitiese el 
entrenamiento de un clasificador para la predicción de la infección. 
Complementariamente, se implementó una herramienta visual que permitía al 
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experto del SMP proporcionar información para cada tipo de evidencia mientras 
identificaba el tipo de infección. 
En un principio, se abordó el problema del reconocimiento de evidencias que 
se encuentran representadas en lenguaje natural, como es el caso de los comentarios 
médicos y de enfermería. Motivados por la complejidad del tratamiento de este tipo 
de datos, se investigaron y evaluaron distintas técnicas de procesamiento de lenguaje 
natural (NLP, Natural Language Processing) que incluyen un clasificador 
encargado de sustituir al del experto a la hora de evaluar si un caso de estudio 
presenta indicios de infección en los comentarios. 
Con el fin de encontrar un mecanismo que fuese capaz de obtener 
conocimiento de los casos de infección ya resueltos por el experto, se procedió al 
estudio teórico de los sistemas de razonamiento basado en casos (CBR, Case-Based 
Reasoning). Estos tipos de modelos resultan muy adecuados para organizar y 
manejar grandes cantidades de información, además de proporcionar un marco de 
integración adecuado para las distintas técnicas de IA a utilizar en la resolución del 
problema planteado. Los sistemas CBR, evolucionan ejecutando cíclicamente una 
secuencia de cuatro etapas que se corresponden con las mostradas en la Figura 1-3, 
donde destaca la última fase de aprendizaje. En esta etapa, el conocimiento 
procedente de la resolución de un nuevo problema se almacena en la base de 
conocimiento del sistema. Este aprendizaje centralizado y organizado, se utiliza 
posteriormente en la resolución de nuevos problemas. Además, el experto cuenta 
con la posibilidad de revisar la clasificación efectuada por el sistema antes de incluir 
nuevo conocimiento en el modelo, lo que resulta especialmente adecuado en el 
ámbito clínico.  
 
Figura 1-3. Diagrama de etapas del sistema hibrido propuesto 
El modelo finalmente desarrollado hace uso de una metodología basada en 
casos con una arquitectura constituida principalmente por reglas de dos tipos: (i) 
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reglas manuales proporcionadas por el experto y (ii) reglas extraídas de casos 
previos correctamente clasificados. Con este modelo se pretende demostrar la 
hipótesis de partida y generar un sistema capaz de abordar las tareas de predicción 
de forma autónoma, facilitando de esta forma la tarea de identificación de 
infecciones realizada por el experto.  
El sistema finalmente desarrollado en el ámbito de la presente investigación, 
se puso en marcha en el CHUO, con el fin de generar las primeras predicciones de 
forma que el experto pudiese proponer cambios en las reglas proporcionadas, e ir de 
esa forma ajustando el correcto funcionamiento del modelo. 
1.4 Estructura de la memoria 
El trabajo realizado en la presente investigación se encuentra organizado en siete 
capítulos más un apéndice, de los cuales el primero de ellos ha servido para definir, 
en líneas generales, el problema que se pretende solucionar, establecer la hipótesis 
de partida comentando las fases de la investigación y detallar la estructura 
organizativa del presente documento. 
El segundo capítulo se dedica a abordar con detenimiento el problema de la 
infección nosocomial. Se lleva a cabo una profunda descripción acerca de la 
complejidad y relevancia del problema objeto de estudio, se identifican las variables 
de interés, la nomenclatura comúnmente utilizada, las fuentes de información 
disponible y se presentan los estándares relacionados con la presente investigación. 
El capítulo finaliza con un breve resumen y la exposición de las conclusiones más 
relevantes. 
El capítulo tres comienza con una revisión de los sistemas existentes de 
apoyo a la toma de decisiones en IN. A continuación, se introduce el uso de reglas 
para la representación explicita de conocimiento y se estudian los sistemas de 
producción como posible solución a aplicar en el contexto de la presente 
investigación. Adicionalmente, se analizan las ventajas e inconvenientes de un 
sistema de producción de reglas y se lleva a cabo una breve revisión de este tipo de 
sistemas en el área médica. De forma complementaria, se realiza un estudio acerca 
de las técnicas comúnmente utilizadas en procesamiento de textos, así como los 
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algoritmos de recuperación de información (IR, Information Retrieval) más 
relevantes, centrando el discurso en técnicas de clasificación y medidas de 
evaluación. Finalmente, se incluye un breve resumen del capítulo y se esbozan las 
conclusiones más relevantes. 
El capítulo cuatro se centra en el estudio de los sistemas CBR y su posible 
aplicación como metodología para el desarrollo del sistema inteligente planteado en 
el marco de la presente investigación. Inicialmente, se realiza una descripción de 
este tipo de sistemas, identificando los elementos característicos y presentando la 
estructura general de su ciclo de vida. A continuación, se lleva a cabo una breve 
descripción acerca de la representación de los casos y se realiza una clasificación 
general de los distintos tipos existentes. Posteriormente, se recopilan y analizan los 
sistemas existentes así como las últimas tendencias de este tipo de modelos en el 
ámbito biomédico. El capítulo concluye con una discusión sobre la adecuación de 
este tipo de sistemas al problema planteado, y un breve resumen con las 
conclusiones más destacables. 
En el capítulo cinco se presenta el modelo propuesto, basado en una 
arquitectura CBR que utiliza un sistema basado en reglas (RBS, Rule-Based System) 
y un conjunto de técnicas de NLP para dar solución al problema planteado. Se 
presenta el funcionamiento general del sistema y las técnicas utilizadas, 
descubriendo en detalle la base de conocimiento y especificando las características 
principales de los elementos que la componen. A continuación se analiza el ciclo de 
vida del modelo, describiendo para cada etapa su forma de operación, la tecnología 
seleccionada y su integración dentro del sistema global. El capítulo concluye 
realizando un breve resumen y exponiendo las conclusiones más relevantes del 
sistema desarrollado. 
El capítulo seis realiza un compendio de los resultados obtenidos por 
InNoCBR, analizando las contribuciones del mismo tanto cuantitativa, como 
cualitativamente. Inicialmente se lleva a cabo la descripción de los datos de prueba y 
se detalla la configuración de los experimentos a realizar. Posteriormente, se procede 
a la evaluación de los resultados obtenidos, analizando tanto el rendimiento como la 
precisión del modelo propuesto. Como punto final, se presentan las conclusiones 
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fundamentales derivadas del análisis de los resultados obtenidos en los experimentos 
realizados. 
Por último, el capítulo siete resume las conclusiones más relevantes extraídas 
de la aplicación del sistema desarrollado al problema planteado. Se detallan los 
objetivos alcanzados, la aplicabilidad del modelo propuesto y la repercusión de la 
investigación llevada a cabo. Finalmente se identifican las líneas de trabajo futuro a 
desarrollar, utilizando como punto de partida los resultados de la presente 
investigación. 
Como última parte del documento, se muestra un glosario de acrónimos 
utilizados en la presente memoria, y se recopila la bibliografía consultada durante 
toda la investigación. La lista de trabajos se encuentra ordenada alfabéticamente por 
el primer autor, y sigue el formato utilizado habitualmente en publicaciones de 
carácter científico. 
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2 El problema de la infección nosocomial 
Este capítulo aborda en detalle distintos aspectos relacionados con el problema de la 
detección e identificación de las infecciones nosocomiales. Se evidencia la 
relevancia del problema tanto a nivel Europeo, como nacional y autonómico, 
haciendo referencia a numerosos estudios recientes y legislación aplicable. Se 
establece una primera aproximación a la complejidad del problema mediante la 
descripción de las variables directamente relacionadas con la aparición de 
infecciones nosocomiales. A mayores, y de forma complementaria, se realiza una 
breve descripción de los conceptos y palabras técnicas comúnmente empleadas, 
analizando las distintas fuentes de información disponibles y estudiando los 
estándares relacionados con el presente problema. 
2.1 Introducción 
La Sociedad Española de Medicina Preventiva, Salud Pública e Higiene 
(SEMPSPH) fue creada en 1975 con la finalidad de agrupar científicamente a los 
profesionales de los distintos SMPs. Desde su inicio, esta sociedad ha venido 
elaborando documentos y proyectos sobre vigilancia, prevención y control de las 
INs para impulsar y perfeccionar la práctica en estas materias, que han sido objeto 
preferente de estudio y debate en sus congresos y reuniones periódicas. 
Posteriormente, la publicación en 1985 de los resultados del estudio 
norteamericano SENIC (Study on the Efficacy of Nosocomial Infection Control), así 
como la de una serie de protocolos preventivos desarrollados por los CDC (Centers 
Disease Control) impulsaron el abordaje del problema según nuevos estándares, que 
2 
2. El problema de la infección nosocomial 
12 
en el caso concreto de España y otros países europeos tuvieron un extenso 
seguimiento. 
A finales de la década de los 80, miembros de la SEMPSPH establecieron 
sistemas multi-céntricos para el estudio de la incidencia de la IN, y en 1990 esta 
sociedad puso en marcha el proyecto EPINE (Estudio de Prevalencia de las 
Infecciones Nosocomiales en España), cuyo impacto en la divulgación de la 
metodología acerca de la vigilancia en nuestro país ha sido muy notable. Además de 
la participación en este tipo de estudios, la mayoría de los SMPs ha llevado a cabo 
estudios de vigilancia continuados, aunque sin emplear una metodología común y 
comparable.  
A mayores, cabe destacar que la vigilancia de la IN como indicador de 
calidad hospitalaria se encuentra promovida por la Comunidad Europea, mediante la 
Decisión 2119/98 EC del Parlamento Europeo y del Consejo. En este sentido, el 
Parlamento Europeo ha puesto recientemente en marcha un proyecto legislativo 
contra el contagio hospitalario, que busca reforzar la formación del personal 
sanitario para prevenir la transmisión de enfermedades infecciosas, manteniendo los 
niveles de limpieza e higiene más elevados posibles.  
Como se ha comentado anteriormente, el EPINE representa un instrumento 
de vigilancia epidemiológica fundamental para lograr un conocimiento efectivo 
sobre la IN. Este estudio lo llevan a cabo anualmente los equipos de vigilancia y 
control de infecciones de los más de 260 hospitales participantes, aportando una 
población superior a los 61,000 pacientes ingresados. El EPINE consta de una 
encuesta anual realizada en el mes de mayo que aporta indicadores acerca de la 
calidad asistencial, permitiendo conocer la situación de cada hospital y la 
prevalencia y evolución de las INs en cada comunidad autónoma y en el conjunto 
del Estado Español. 
En el año 2012, el EPINE ha sido adaptado al protocolo del Estudio Europeo 
de Prevalencia (EPPS, European Point Prevalence Survey) bajo la iniciativa y 
dirección del ECDC (European Centre for Disease prevention and Control), cuya 
finalidad es la de que cada país, mediante su utilización conjunta con el estudio 
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europeo, pueda conocer de forma real la situación de las IN en su ámbito, y más 
adelante pueda utilizarlo para llevar a cabo nuevos estudios. 
Una de las ventajas fundamentales de la utilización del protocolo EPINE es 
que cuenta con guías para diagnosticar una IN según los criterios del CDC, junto 
con otros criterios complementarios propios del EPINE. En concreto, se estudian 
tanto las infecciones de origen nosocomial (incluyendo los reingresos) como 
comunitarias o extra-hospitalarias, su localización y los factores de riesgo asociados, 
así como datos referentes a la cirugía, pruebas microbiológicas, antibióticos usados 
y tipo de indicación. 
2.2 Relevancia del problema 
De forma general, la ocurrencia de INs en los hospitales aumenta considerablemente 
los gastos y reduce drásticamente la calidad de la asistencia sanitaria. Su impacto 
económico supone un coste extra debido al incremento de la estancia hospitalaria del 
paciente, condicionando muchas veces ingresos de repetición y motivando un mayor 
consumo de recursos diagnósticos y terapéuticos. Además, se produce un aumento 
considerable del período de incapacidad laboral, costes personales, familiares y 
sociales. 
Sin embargo, la vigilancia continua de las INs no resulta factible, puesto que 
se encuentra íntimamente ligada a factores de riesgo intrínsecos del paciente (edad, 
defensas bajas e inmunidad, enfermedades crónicas, inmunosupresión, diagnóstico 
que motivó el ingreso, gravedad de la enfermedad, etc.) y extrínsecos o derivados de 
la hospitalización (procedimiento quirúrgico realizado, dispositivos invasivos 
implantados, tratamientos administrados, etc.) por lo que la mayor parte de los 
informes publicados están basados en estudios de prevalencia. La función de evitar y 
minimizar este tipo de infecciones corresponde de forma global a todas las personas 
y servicios del hospital, aunque el SMP tiene un cometido fundamental al encargarse 
de realizar la vigilancia y el estudio continuado de los niveles de infección, dando 
soporte técnico a todas las acciones preventivas.  
En cuanto a la incidencia real de la IN en los centros de salud, el trabajo de 
Tikhomirov (1987) presenta un amplio estudio dirigido por la Organización Mundial 
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de la Salud (OMS) en 55 hospitales de 14 países representativos de 4 regiones de la 
OMS: Europa, Mediterráneo Oriental, Asia Sudoriental y Pacifico Occidental. En 
este estudio se evidencia que el 8.7% de los pacientes hospitalizados presentaban 
infecciones nosocomiales, y se estima que más de 1.4 millones de personas en todo 
el mundo sufren complicaciones por infecciones contraídas en entornos hospitalarios. 
A mayores, un trabajo más reciente realizado en Bélgica por Vrijens, Hulstaert, 
Devriese, & Van-de Sande (2012) concluye que las IN son responsables de un 2.8% 
de mortalidad extra, siendo el número de días de ingreso atribuibles a IN de 7.3, lo 
que representa un coste para el sistema sanitario de 290 millones de euros. 
En el caso concreto de España, desde el año 1991 se viene llevando a cabo el 
proyecto EPINE, cuyos resultados para el año 2011 evidenciaron que el 6.28% de 
los pacientes padecieron una IN o más durante su ingreso, siendo la prevalencia del 
7.11% (Proyecto EPINE, 2011). Además, desde el año 1994 también se realiza el 
estudio de incidencia ENVIN-HELICS, promovido por el Grupo de Trabajo de 
Enfermedades Infecciosas de la Sociedad Española de Medicina Intensiva, Crítica y 
Unidades Coronarias (SEMICyUC), que ha desarrollado 9 indicadores relacionados 
con infección adquirida en unidades de cuidados intensivos (UCI) por pacientes 
críticos. Los resultados de este estudio para el año 2011 indicaron que las 
infecciones adquiridas en la UCI fueron de 9.93 por cada 100 pacientes y 13.47 por 
cada 1,000 días de estancia (Envin, 2011). Ambos estudios aportan información de 
diferente tipo en el ámbito de la IN, siendo complementarios entre sí y 
contribuyendo a una formación y sensibilización adecuadas del personal sanitario, 
así como a la seguridad del paciente. 
En el caso específico de Galicia, la frecuencia de IN en los hospitales oscila 
entre 6 y 8 episodios por cada 100 pacientes ingresados, pudiendo estimarse que en 
un hospital como el CHUO, de unas 600-700 camas, se producen anualmente unos 
1,200-1,500 casos de IN, mueren unas 50-60 personas por esta causa y tienen lugar 
unas 5,000-6,000 estancias extras. Esta situación, unida a los evidentes problemas 
causados a los pacientes, genera un incremento del gasto que se estima puede oscilar 
entre un 200% o 300% del coste total de hospitalización sin ocurrencia de IN. 
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2.3 Variables de interés en el estudio de la IN 
Como se comentó en el capítulo 1, la presente investigación se encuadra en la 
operativa de vigilancia constante, aunque llevada a cabo de forma manual, de los 
profesionales sanitarios que integran el SMP del CHUO. En este contexto, la 
información necesaria para diagnosticar una infección y clasificarla de forma 
correcta incluye varias combinaciones de datos clínicos, así como resultados 
analíticos y otras exploraciones complementarias. 
En concreto, para la captación de posibles casos de INs el SMP está 
interesado en información asociada a muestras de microbiología cuyo resultado es 
positivo. De este origen de datos se obtienen variables de interés como tipo de 
cultivo y de muestra, CMBD (Conjunto Mínimo Básico de Datos) de los pacientes, 
servicio que solicitó la prueba, procedencia (hospitalización, consultas externas, 
atención primaria), descripción de los microorganismos analizados, así como su 
antibiograma (prueba microbiológica que se realiza para determinar la 
susceptibilidad de una bacteria a un grupo de antibióticos) y mecanismos de 
resistencia. 
De forma complementaria, el SMP también capta posibles casos de IN 
usando muestras de farmacia procedentes de pacientes que han iniciado tratamiento 
antibiótico. Para ello, se busca en la base de datos del Servicio de Farmacia aquellos 
antibióticos con fecha de prescripción dos días posteriores a la fecha de ingreso del 
paciente. Este origen de datos resulta más complejo que el anterior, puesto que no 
siempre un paciente al que se le prescribe un antibiótico, presenta infección. 
Una vez comentadas las dos fuentes de captación de posibles casos de IN a 
emplear en la presente investigación (base de datos de microbiología y farmacia), las 
evidencias clínicas utilizadas en la identificación de casos positivos proceden de la 
exploración directa del paciente, o de la revisión de su historia clínica y otros 
documentos asociados. En este sentido, la Tabla 2-1 muestra aquellas variables y/o 
documentos que son tenidos en cuenta de forma rutinaria por el SMP para la 
realización de un diagnóstico final acerca de la existencia o no de IN. 
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Tabla 2-1. Variables y documentos que contienen evidencias para el diagnóstico positivo de IN 
Variable Descripción Tipo de dato 
Diagnóstico de admisión 
Comentario introducido en el momento de la admisión del 
paciente al hospital. Incluye muchas veces pistas para deducir 
si el paciente tiene infección, y si se encontraba presente en el 
momento de la hospitalización 
Texto libre 
Registros de enfermería 
Comentarios realizados por el personal de enfermería en un 
episodio dado 
Texto libre 
Temperatura 
Resultan de interés todos aquellos indicadores de fiebre del 
paciente dentro de los episodios clínicos que se encuentran 
cerca de la fecha de petición de la muestra de microbiología o 
de farmacia 
Serie 
Numérica 
 
Leucocitos 
Resultan relevantes todos los indicadores que contienen 
observaciones de t-leucocitos y co-leucocitos de los episodios 
clínicos que se encuentran cerca de la fecha de petición de la 
muestra de microbiología o de farmacia 
Alfanumérico 
Número de colonias 
Medición procedente de una muestra de microbiología medida 
en Unidades Formadoras de Colonias (UFC). Se emplea para 
descartar infecciones que tienen un número inferior a 100,000 
ufc/ml 
Texto cuasi-formal 
Registros asociados a la 
colocación de prótesis y 
operaciones quirúrgicas 
Resulta relevante la existencia de alguna operación quirúrgica 
en los últimos treinta (30) días anteriores a la fecha de 
captación de la muestra. En el caso de prótesis implantada al 
paciente, la ventana temporal de búsqueda es de un año previo 
Registros 
Registros asociados a la 
muestra de microbiología 
Son de interés todos aquellos comentarios que se realizan en 
los análisis de las muestras de microbiología 
Texto libre 
Infecciones registradas 
anteriormente 
Dado que a un paciente se le pueden realizar múltiples tipos 
de pruebas y analíticas, algunas muestras captadas podrían 
duplicarse y no serían índicos de una nueva infección, por lo 
que resulta interesante conocer aquellas ya registradas con 
anterioridad 
Registros 
Prestaciones previas 
Exploraciones a las que se ha sometido el paciente con 
anterioridad como endoscopias, colonoscopias, biopsias, 
rayos, TAC, etc. 
Registros 
Vías centrales y periféricas Información relativa a la colocación de vías al paciente Registros 
Sonda vesical Registros que indiquen la colocación de sondas de tipo vesical Registros 
Diversos informes clínicos 
con observaciones médicas 
Entre los que se encuentran: (i) informe de alta de urgencias y 
de hospitalización, (ii) curso clínico de consultas externas y 
de hospitalización, (iii) episodios de atención primaria, (iv) 
informe de Rayos X de tórax e (v) informe TAC de abdomen 
Texto libre 
2.4 Nomenclatura, fuentes de información y estándares 
En esta sección se realiza una breve descripción de los conceptos y palabras técnicas 
comúnmente empleadas, se analizan las distintas fuentes de datos disponibles en el 
entorno hospitalario y se estudian los estándares relacionados con el problema de la 
IN. 
2.4.1 Nomenclatura  
Dada la importancia de la precisión en muchas de las definiciones utilizadas en el 
ámbito sanitario, a continuación se realiza una breve descripción de los conceptos y 
palabras técnicas comúnmente empleadas en la presente investigación. 
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Un paciente es el sujeto principal de la actividad hospitalaria y se encuentra 
representado unívocamente por su número de historia clínica (NHC). De cada NHC 
depende uno o más episodios clínicos consecutivos o simultáneos, activos o pasivos. 
Un episodio asistencial se corresponde con un objeto que representa 
globalmente la actividad hospitalaria, y se define como el conjunto de actos médicos 
y de enfermería que se le practican a un paciente por un motivo concreto, en un 
lugar determinado, con un utillaje definido y durante un período de tiempo 
específico. Desde un punto de vista administrativo, un episodio asistencial 
representa las prestaciones facilitadas a un paciente. El episodio asistencial se 
representa con un número correlativo proporcionado por el sistema informático, que 
permite su ordenación e incorpora información descriptiva sobre su contenido. Un 
episodio clínico se suele etiquetar al final con un diagnóstico principal, y 
habitualmente, también con uno o más de tipo secundario. La sucesión de episodios 
asistenciales en el tiempo constituye el episodio clínico (Cosialls, 2000). 
Las prestaciones hacen referencia a todos aquellos actos que se pueden 
ejercer sobre un paciente por un profesional sanitario. Cada acto lo lleva a cabo un 
único profesional, persona o grupo sobre un solo paciente. La suma de prestaciones 
realizadas a un paciente en un período de tiempo por una causa asistencial da lugar 
al concepto de episodio clínico. Este tipo de acto incorpora el concepto de coste 
directo, aunque no todos ellos son facturables (Cosialls, 2000). 
Para el diagnóstico y clasificación de una IN, se requiere de varias 
combinaciones de datos clínicos, resultados analíticos y otras exploraciones 
complementarias que evidencien los rastros de la infección.  
Una muestra de laboratorio se corresponde con un procedimiento 
especializado consistente en la obtención de uno o varios especímenes biológicos, 
con el fin de encontrar la causa o factores que afectan la salud. En este sentido, la 
captación de muestras de microbiología se basa en la obtención del diagnóstico de 
la muestra en el laboratorio, que se obtiene a partir del estudio de cultivos, de 
pruebas para la detección de antígenos o anticuerpos y de la visualización directa de 
los microrganismos. 
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Las evidencias clínicas se obtienen a partir de la exploración directa del 
paciente, de la revisión de su historia clínica o de otros documentos disponibles, 
como pueden ser las gráficas de temperatura. El resultado de exploraciones 
complementarias como radiografías, ecografías, TAC, resonancia magnética, 
gammagrafías, endoscopias, biopsias o citologías por aspiración se utiliza para 
confirmar las sospechas clínicas acerca de una posible infección. 
La búsqueda y obtención de información relevante sobre una evidencia se 
realiza mediante la definición de una ventana temporal, que establece el período de 
análisis y obtención de evidencias que se asocian a una muestra de microbiología o 
farmacia. La ventana temporal se define ajustando el número de días anteriores y 
posteriores a la fecha de captura de la muestra.  
2.4.2 Fuentes de información 
En el contexto de la presente investigación, las variables de interés identificadas en 
la sección 2.3 se encuentran accesibles desde distintos orígenes de datos, utilizando 
formatos de distinto tipo y siendo actualizadas a diferentes intervalos de tiempo. 
En el caso concreto del CHUO, el SSTI es el encargado de mantener 
operativas y accesibles las distintas bases de datos con información relevante para el 
sistema inteligente a desarrollar (ver Figura 2-1).  
 
Figura 2-1. Fuentes de información disponibles en el CHUO 
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De forma complementaria, la Tabla 2-2 detalla brevemente la finalidad de 
cada una de las bases de datos representadas en la Figura 2-1. 
Tabla 2-2. Bases de datos existentes en el CHUO que contienen información relevante para la detección de INs 
Nombre Descripción 
Microbiología 
Base de datos del sistema de gestión de laboratorio de microbiología. De ella se obtiene toda 
la información referente al análisis de las muestras de microbiología y los análisis realizados 
a los microorganismos 
Farmacia 
Base de datos del sistema de prescripción de farmacia intrahospitalaria. Almacena 
información de todos los medicamentos que tiene prescrito un paciente durante su instancia 
en el hospital. En la presente investigación, se relaciona con la búsqueda de antibióticos 
suministrados 
Enfermería 
Base de datos de la aplicación de gestión de cuidados de enfermería. Permite realizar una 
ficha individualizada de los cuidados de enfermería de cada paciente. Desde esta fuente de 
información se obtienen las observaciones y comentarios de enfermería realizados a un 
paciente, además de los indicadores de temperatura y constantes vitales 
SIHGA  
Base de datos del Sistema de Información Hospitalaria de Galicia. Usada por la mayoría de 
servicios de los hospitales del SERGAS como Admisión, Servicio de Compras y 
Suministros, Unidades de Quirófano, etc. De esta fuente se obtiene información relacionada 
con los datos mínimos del paciente (edad, sexo, etc.), episodios clínicos y el historial de 
operaciones quirúrgicas 
SIDI 
Base de datos del Sistema de Información de Diagnóstico por Imagen. Encargada de la 
gestión de los departamentos de imagen digital. De ella se extrae información de las pruebas 
radiológicas 
Clínica 
Base de datos del sistema para la gestión de laboratorios de análisis clínicos, de donde se 
recupera información sobre muestras de leucocitos 
Orto prótesis 
Base de datos de aplicación de gestión de compras de orto prótesis, de donde se obtiene la 
información relativa a las prótesis implantadas a un paciente 
IANUS 
Sistema que unifica las historias clínicas electrónicas de todos los sistemas de información 
del SERGAS, integrando varias aplicaciones y permitiendo la gestión de dietética, 
laboratorio de anatomía, hospitalización, farmacia, etc. Desde IANUS se puede obtener 
información de diversos informes clínicos que incluyen observaciones del especialista 
2.4.3 Estándares utilizados 
La calidad de los sistemas de información en el área de la salud se ha incrementado 
en los últimos años, puesto que las organizaciones sanitarias necesitan disponer de 
datos codificados de forma fiable y que expresen adecuadamente la complejidad de 
la asistencia prestada, permitiendo estimar adecuadamente su coste y facilitando la 
posterior recuperación de información. De este modo, destaca el uso de estándares 
para codificar diagnósticos, procedimientos y servicios que suministran los centros 
asistenciales para servir de apoyo a la facturación/reembolso por aseguradoras, 
mutuas, etc. así como el uso de codificación impuesta por los distintos organismos 
nacionales como el Ministerio de Sanidad, Servicios Sociales e Igualdad (MSC) y de 
organismos internacionales como la OMS.  
De este modo, la codificación suele llevarse a cabo en altas hospitalarias, y la 
persona encargada de su correcta ejecución debe extraer del informe de alta los 
elementos sustanciales entre los cuales se encuentra el diagnóstico principal y 
secundario, procedimientos quirúrgicos y no quirúrgicos, codificación de 
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enfermedades, listado de fármacos, etc., para luego codificarlos siguiendo una 
clasificación homologada que facilitará el almacenamiento y posterior recuperación 
de la información asociada. A este respecto, un inconveniente derivado de la 
operativa comentada anteriormente es que mientras el paciente está ingresado, la 
mayoría de datos y registros del episodio clínico actual no se encuentran clasificados 
ni codificados correctamente.  
En el contexto de la presente investigación, se utiliza la codificación CIE-9, 
el código ATC y el código WHOCARE, que son descritos brevemente a 
continuación: 
CIE-9 se corresponde con el acrónimo de Clasificación Internacional de 
Enfermedades, novena revisión, publicado en 1977 por la OMS. Su fin último es el 
de clasificar enfermedades, afecciones y causas externas de enfermedad y 
traumatismos con objeto de recopilar información sanitaria útil relacionada con 
defunciones, enfermedades y traumatismos. En el ámbito sanitario español se usa 
CIE-9MC (Modificación Clínica) para la codificación de los episodios, diagnósticos 
y procedimientos contenidos en el CMBD. Con ello se pretende normalizar toda la 
información clínica que contienen las historias para facilitar su almacenamiento y 
recuperación. A modo de ejemplo, la Tabla 2-3 muestra un listado de algunos 
procedimientos quirúrgicos usados en el protocolo EPINE junto con su código CIE-
9MC asociado1. 
                                               
1
 El listado completo de procedimientos quirúrgicos del National Healthcare Safety Network (NHSN) y los 
códigos CIE9-MC. [fecha de consulta: 03 de Enero de 2013]. Se encuentra disponible en: 
<http://www.cdc.gov/nhsn/PDFs/pscManual/9pscSSIcurrent.pdf> 
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Tabla 2-3. Listado de procedimientos quirúrgicos del NHSN y códigos CIE-9MC relacionados 
Procedimiento 
quirúrgico NHSN 
Descripción Código CIE-9MC 
Reparación de aneurisma 
aorta abdominal 
Resección de la aorta abdominal con 
anastomosis o remplazo de la misma 
38.34. 38.44, 38.64 
Amputación de 
extremidad 
Amputación o desarticulación total o 
parcial de una extremidad superior o 
inferior, incluyendo los dedos 
84.00-84.19, 84.91 
Apendicetomía 
Extirpación del apéndice (no incidental en 
otro procedimiento quirúrgico) 
47.01, 47.09, 47.20, 47.91, 47.92, 47.99 
Fístula para diálisis renal Arteriovenostomía 39.27, 39.42 
Cirugía de vías biliares, 
hígado o páncreas 
Escisión de las vías biliares o 
intervenciones en conductos biliares, 
hígado o páncreas (no incluye 
intervenciones sobre la vesícula biliar 
únicamente, p.ej. colecistectomía) 
50.0, 50.12, 50.14, 50.21-50.23, 50.25, 
50.26, 50.29, 50.3, 50.4, 50.61, 50.69, 
51.31-51.37, 51.39, 51.41-51.43, 51.49, 
51.51, 51.59, 51.61-51.63, 51.69, 51.71, 
51.72, 51.79, 51.81-51.83, 51.89, 51.91-
51.95, 51.99, 52.09, 52.12, 52.22, 52.3, 
52.4, 52.51-52.53, 52.59-52.6, 52.7, 52.92, 
52.95, 52.96, 52.99 
Operaciones sobre la 
mama 
Escisión de lesiones o tejido mamario 
incluyendo la resección radical, 
modificada o de cuadrantes, 
lumpectomía, biopsia abierta o mamo-
plastia 
85.12, 85.20-85.23, 85.31-85.36, 85.41-
85.48, 85.50, 85.53-85.55, 85.6, 85.70-
85.76, 85.79, 85.93-85.96 
El sistema de clasificación ATC (Anatomical, Therapeutic, Chemical 
classification system) publicado por la OMS contiene un listado de sustancias 
farmacológicas y medicamentos organizados por grupos terapéuticos. Cada código 
recoge el sistema u órgano sobre el que actúa, el efecto farmacológico, las 
indicaciones terapéuticas y la estructura química del fármaco. A continuación, la 
Tabla 2-4 presenta un listado de algunos fármacos que son usados en el protocolo 
EPINE junto con su código ATC2 correspondiente. 
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 El listado completo de fármacos y sus códigos ATC-5 se puede consultar en la página WHO collaborating 
centre for drugs statistics methologogy, [fecha de consulta: 03 de Enero de 2013]. Disponible en: 
<http://www.whocc.no/atc_ddd_index/> 
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Tabla 2-4. Listado de fármacos y códigos ATC-5 asignados 
Grupo terapéutico Subgrupo terapéutico Nombre del antimicrobiano 
J01G Amino-glucósidos 
antibacterianos 
J01G A Estreptomicinas  
J01GA01 Estreptomicina 
J01GA02 Estreptoduocina 
J01M Quinolonas 
antibacterianas 
J01MA Fluoroquinolonas 
J01MA01 Ofloxacino 
J01MA02 Ciprofloxacino 
J01MA03 Pefloxacino 
J01MA04 Enoxacino 
J01MA05 Temafloxacino 
J01MA06 Norfloxacino 
J01MA07 Lomefloxacino 
J01MA08 Fleroxacino 
J01MA09 Esparfloxacino 
J01MA10 Rufloxacino 
J01MA11 Grepafloxacino 
J01MA12 Levofloxacino 
J01MA13 Trovafloxacino 
J01MA14 Moxifloxacino 
J01MA15 Gemifloxacino 
J01MA16 Gatifloxacino 
J01MA17 Prulifloxacino 
J01MA18 Pazufloxacino 
J01MA19 Garenoxacino 
J01MB Otras quinolonas 
J01MB01 Rosoxacina 
J01MB02 Nalidixico, ácido 
J01MB03 Piromidico, ácido 
J01MB04 Pipemidico, ácido 
J01MB05 Oxolinico, ácido 
J01MB06 Cinoxacina 
J01MB07 Flumequina 
J01R Combinaciones de 
antibacterianos 
J01RA Combinaciones de 
antibacterianos 
J01RA01 Penicilinas, con otros antibacterianos 
J01RA02 Sulfonamidas, con otros antibacterianos 
J01RA03 Cefuroxima, con otros antibacterianos 
J01RA04 Espiramicina, con otros antibacterianos 
El código WHOCARE contiene un listado de microorganismos ya 
clasificados. Se basa en un código de 6 caracteres que identifica a un 
microorganismo dentro de un grupo. En la Tabla 2-5 se muestra un listado de 
algunos microorganismos junto con su código WHOCARE 3  asociado, que son 
usados en el protocolo EPINE. 
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 El listado completo de más de 900 microorganismos puede obtenerse de la ECDC, [fecha de consulta: 
03 de Enero de 2013]. Disponible en: <http://www.ecdc.europa.eu/en/activities/surveillance/ears-
net/database/pages/database.aspx>. Actualmente el protocolo EPINE recoge una selección de 150 microorganismos 
basado en la frecuencia de la ocurrencia de las infecciones en los centros de salud. 
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Tabla 2-5. Listado de microorganismos del sistema de codificación WHOCARE 
Agrupación Nombre del microorganismo Código WHOCARE 
Cocos Gram + 
Staphylococcus aureus   STAAUR 
Staphylococcus epidermidis   STAEPI 
Staphylococcus haemolyticus STAHAE 
Estafilococos coagulasa-negativos sin especificar STACNS 
Otros estafilococos coagulasa-negativos (SCN) STAOTH 
Staphylococcus spp., sin especificar STANSP 
Streptococcus pneumoniae STRPNE 
Bacilos Gram + 
Corynebacterium D2-urealyticum CORD2 
Corynebacterium spp. CORSPP 
Bacillus spp. BACSPP 
Lactobacillus spp. LACSPP 
Listeria monocytogenes LISMON 
Bacilos Gram-positivos, sin especificar GPBNSP 
Otros bacilos Gram-positivos GPBOTH 
2.5 Resumen y conclusiones 
Este capítulo ha presentado el problema de las INs en el ámbito médico, su 
relevancia, y su complejidad relacionada fundamentalmente con la búsqueda y la 
clasificación de INs así como con la obtención de evidencias clínicas relacionadas. 
Para lograr una solución eficaz, se requiere que el sistema propuesto sea capaz de 
obtener información de distintas fuentes de datos y llevar a cabo sus análisis 
mediante el uso de modelos inteligentes de clasificación. En este sentido, mucha de 
la información disponible durante el episodio clínico se encuentra almacenada como 
texto libre, procedente de los comentarios de enfermería, de microbiología y de 
medicina, por lo que se hace necesario el uso de técnicas de NLP para automatizar 
su análisis. Adicionalmente, tanto el conocimiento empleado por el equipo del SMP 
como las directrices unívocas del protocolo EPINE pueden ser representadas 
mediante la codificación de reglas, permitiendo la identificación de una infección a 
partir de la captación de una muestra. 
En el próximo capítulo se revisarán los sistemas de apoyo a la decisión 
existentes para la vigilancia de IN, se estudiarán las técnicas de representación de 
conocimiento basado en reglas y se revisarán distintas técnicas de NLP para el 
análisis de texto libre. 
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3 Estado del arte 
Este capítulo presenta una revisión del estado del arte en los campos de 
investigación vinculados al desarrollo del presente trabajo. Se comienza con una 
introducción a los sistemas existentes de apoyo a la decisión en la detección de la 
infección nosocomial (IN). A continuación, se aborda el uso de las reglas para la 
representación explicita de conocimiento, realizando una revisión de los sistemas de 
producción y de las técnicas de extracción automática de reglas. Posteriormente, se 
estudian y analizan las áreas y técnicas más relevantes relacionadas con el 
procesamiento de lenguaje natural (NLP, Natural Language Processing). El capítulo 
finaliza con el resumen y las conclusiones más relevantes del mismo. 
3.1 Sistemas existentes de apoyo a la decisión en IN 
En los últimos años, y motivado fundamentalmente por la facilidad para acceder a 
dispositivos programables y ordenadores, el interés en automatizar el proceso de 
toma de decisiones médicas ha experimentado un gran auge a raíz del éxito de la 
computación médica (Berner, 1999). En este sentido, se han desarrollado con éxito 
en el ámbito sanitario una gran variedad de aplicaciones diseñadas para ayudar al 
diagnóstico, a la dosificación de la medicación, mantenimiento de la salud y otras 
decisiones clínicas relevantes.  
En el contexto de la presente investigación, cabe destacar la disponibilidad de 
distintas herramientas informáticas que posibilitan de un modo u otro el seguimiento 
y control de las infecciones en el entorno hospitalario, existiendo además diversos 
trabajos de investigación orientados a la búsqueda de métodos automáticos que 
permitan llevar a cabo tareas de vigilancia relacionadas con la IN. Las capacidades 
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de estos sistemas van desde herramientas para almacenamiento y gestión de datos de 
control de infecciones y la generación de informes, a los distintos componentes para 
la generación de alertas de infecciones. Sin embargo, la mayoría de base de datos y 
sistemas de vigilancia no son integrales y sus limitaciones no están definidas 
adecuadamente, por ejemplo, algunas emplean únicamente los códigos CIE-9, sin 
recoger datos importantes de las evidencias de la infección (Young & Stevenson, 
2008). 
Los programas HELP4 (Gardner, Pryor, & Warner, 1999), AICE5 (Gustafson, 
2000) y EPIQUEST6 (Bennett, 2007) son aplicaciones propietarias para la gestión de 
datos relacionados con el control de la infección. Son base de datos bastante 
antiguas, que aún siguen siendo utilizadas rutinariamente por el Centros de Control 
de Enfermedades (CDC, Center for Disease Control) pertenecientes a la NHSN 
(National Healthcare Safety Network) en EE.UU y centran su atención en la 
documentación de la infección como una incidencia, con la finalidad de generar 
listados e informes. 
La mayoría de herramientas más recientes van dirigidas a la minería de datos 
con el propósito de detectar posibles casos de infecciones. A continuación se revisan 
con más detalle algunas herramientas con su posible utilidad. 
COMPISS (Computerized Pediatric Infection Surveillance System) es un 
sistema experto basado en reglas que se basa en detectar infecciones nosocomiales 
en pacientes pediátricos y se ha implantado en el Centro Medico Primario de Niños 
en Salt Lake City, Utah (Rocha, Christenson, Evans, & Gardner, 2001). El objetivo 
principal del sistema es generar alertas que indican la presencia de infección y 
ofrecer sugerencias sobre el manejo de la infección, cada vez que un paciente 
                                               
4
 Más información sobre HELP, [fecha de consulta: 15 Diciembre 2012]. Disponible en: 
<http://www.openclinical.org/aisp_help.html> 
5
 Más información sobre AICE, [fecha de consulta: 17 Diciembre 2012]. Disponible en: 
<http://www.bd.com/ds/productCenter/MD.asp> 
6
 Más información sobre EPIQUEST, [fecha de consulta: 03 de Enero de 2013]. Disponible en: 
<http://www.epiquestlive.com/> 
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cumpla con los criterios de indicios de infección contenidos en la Base de 
Conocimiento del sistema y de esta forma aumentar los cuidados sobre ese paciente. 
GermWatcher (Kahn M. G., Steib, Fraser, & Dunagan, 1993; Kahn M. G., 
Steib, Spitznagel, Claiborne, & Fraser, 1995) es un sistema experto que tiene por 
objetivo apoyar a los especialistas en la detección y control de las infecciones, en el 
seguimiento e investigación de las IN en pacientes hospitalizados. Su función básica 
se basa en la monitorización de los datos de cultivos de microbiología realizados 
desde el sistema del laboratorio del hospital, identificando aquellos cultivos que 
pueden representar una IN e informa de las mismas a los CDC. Este sistema se 
desplego en el hospital de Jewish y el hospital de Barnes desde 1993. 
El sistema TheraDoc7 implementa un sistema experto con diversos módulos 
integrados, principalmente enfocados al control de IN, además provee una interfaz 
para los eventos adversos que sucedan en las instalaciones quirúrgicas y en la 
gestión de fármacos para la vigilancia de las IN (Young & Stevenson, 2008). Este 
sistema integra datos importantes de distintas fuentes de datos, entre ellas 
laboratorio, farmacia, radiología, cirugías y notas médicas, reduciendo así la pérdida 
de tiempo en la captura y recolección de los mismos. Dentro de las bondades de la 
aplicación, se encuentra la normalización de los datos del laboratorio y la obtención 
de datos relevantes de los informes de radiología usando técnicas de NLP. La 
información es exportable para generar la documentación e informes para la NHSN. 
Este sistema se implantó en un centro de salud académico durante los juegos 
olímpicos del 2002 para poder detectar eventos significantes para la salud pública 
(Gundlapalli, et al., 2007). El estudio realizado por Gundlapalli, et al., detectó el 
aumento en la tasa de casos de gripe durante los juegos. Este valor positivo fue 
detectado en los informes de las radiografías del tórax donde se aplicaron los 
algoritmos de NLP, indicando el incremento entre un 61% al 89% de las neumonías 
o infecciones respiratorias. Este estudio reveló la significancia y el potencial de los 
sistemas informáticos de vigilancia en tiempo real, contra aquellos centros que no 
tenían el sistema y que no reportaron ninguna incidencia. 
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 Más información sobre THERADOC, [fecha de consulta: 03 de Enero de 2013]. Disponible en: 
<http://www.theradoc.com> 
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El sistema MedMined8 de la empresa Carefusion trabaja con un marcador de 
infección nosocomial (NIM, Nosocomial Infection Marker) para identificar patrones 
de infección, enfocándose en los datos de los laboratorios de microbiología y en los 
datos de la historia clínica electrónica del paciente, para identificar las infecciones 
hospitalarias (Young & Stevenson, 2008). Utiliza técnicas de minería de datos para 
la captura y recolección de información desde los módulos de Laboratorio, Farmacia 
y Admisión y posteriormente analizada con los datos de la historia clínica 
electrónica para codificarla con un NIM. Un estudio llevado a cabo por Brosette et al. 
(2006), encontró que el análisis de NIM tiene una sensibilidad comparable a la 
revisión de registros médicos y superior a la revisión del SENIC (Study on the 
Efficacy of Nosocomial Infection Control). 
El sistema SafetySurveillor 9  de la empresa Premier es un sistema que 
proporciona alertas de eventos diariamente, identificando brotes de infección 
mediante el establecimiento de gráficos de control que se actualizan semanalmente 
(Young & Stevenson, 2008). La identificación de los brotes de infección viene dada 
por la incorporación de criterios de alerta definida por los expertos en infecciones, 
que establecen una lista de microrganismos específicos con sus patrones de 
sensibilidad definidos. El sistema utiliza minería de datos para obtener información 
relevante desde laboratorio y farmacia. Un estudio realizado por Wright et al. (2004), 
comparo este sistema con métodos rutinarios de control de infecciones y encontró 
que tenía una sensibilidad superior y positivamente aceptable de predicción de 
infecciones. 
Otra herramienta comercial es Sentri7 10 , que permite monitorizar los 
laboratorios de microbiología, farmacia y la información del paciente en tiempo real 
(Fox & Felkey, 2009). Proponen un conjunto de parámetros para identificar todos 
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 Más información sobre MEDMINED, [fecha de consulta: 05 de Enero de 2013]. Disponible en: 
<http://www.carefusion.com/medical-products/carefusion-brands/medmined> 
9
 Más información sobre SAFETYSURVEILLOR, [fecha de consulta: 22 de Enero de 2013]. 
Disponible en: <http://www.premierinc.com> 
10
 Más información sobre SENTRI7, [fecha de consulta: 24 de Enero de 2013]. Disponible en: 
<http://sentri7.com> 
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los pacientes que poseen una muestra (por ejemplo: hemocultivo) donde el estado 
sea positivo y contenga un microrganismo del listado proporcionado. Esta misma 
regla puede ser configurada para emplear datos como fecha de ingreso y antibióticos 
actuales del paciente. De esta forma el sistema intenta actuar como un centinela 
disparando el evento a cualquier paciente que cumpla con la regla establecida. 
El sistema 3M Clintrac Infection Control Manager 11  es un sistema de 
vigilancia electrónica que conecta laboratorio de microbiología, farmacia y sistemas 
asociados a las habitaciones del paciente para ayudar a los hospitales al seguimiento 
de las infecciones usando los criterios definidos por el CDC. El software permite la 
recopilación, el análisis, la interpretación y la difusión de datos sobre un evento 
relacionado con la salud (Cushing Jr, 1991). 
Infection MonitorPro (IMPro)12 es una herramienta que genera informes y 
alertas de riesgo de infección basados en la vigilancia automática de los subsistemas 
del hospital. Ofrece vigilancia en tiempo real de los resultados de microbiología. 
Este sistema permite la generación de informes y de gráficas lo que implica un valor 
añadido a las tareas administrativas de los expertos de control de infecciones 
(Wallace, et al., 2009).  
A continuación se hará una revisión de técnicas de inteligencia artificial 
relevantes para la implementación de sistemas de detección automática de IN. 
3.2 Reglas para representación explícita de conocimiento 
Uno de los mayores desafíos de la informática en el ámbito del conocimiento de la 
medicina es el de proveer una herramienta que sea capaz de adquirir dicha 
experiencia y representar ese conocimiento de forma tal que el sistema pueda 
recomendar o tomar decisiones inteligentes para solventar un problema específico 
(Jackson, 1998). En el área de la Inteligencia Artificial, los sistemas expertos han 
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 Más información sobre CLINTRAC ICM, [fecha de consulta: 28 de Enero de 2013]. 
Disponible en: <http://newsroom.3mhis.com> 
12
 Más información sobre IMPRO, [fecha de consulta: 28 de Enero de 2013]. Disponible en: 
<http://www.rlsolutions.com> 
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sido tradicionalmente usados en el ámbito sanitario en el área de diagnósticos y 
tratamiento con el propósito de representar ese conocimiento médico mediante un 
conjunto reglas. Es por ello, que los sistemas expertos basados en reglas (RBS, Rule-
Based Systems) resultan muy apropiados en situaciones en las que el conocimiento 
que se desea representar surge de forma natural con estructura de reglas. 
3.2.1 Sistemas de producción 
Uno de los paradigmas de programación tradicionalmente asociado a los RBS son 
los sistemas de producción (PS, Production Systems), que se encuentran basados en 
el modelo psicológico del conocimiento humano desarrollado por Newell & Simon 
(1972). Desde el punto de vista semántico, hay dos enfoques principales a los 
lenguajes basados en reglas (Vianu, 1997): el paradigma de la programación lógica, 
usado en las bases de datos deductivas; y el paradigma de los sistemas de 
producción, que proporciona una semántica procedural basada en el encadenamiento 
progresivo (forward chainning) o regresivo (backward chainning) de reglas. Este 
último paradigma se emplea en los sistemas expertos típicos implantados en 
diferentes áreas empresariales (p.ej. medicina, banca y finanzas, infraestructuras). 
Un PS se encuentra formado por una base de reglas, una base de hechos y un 
motor de inferencias que emplea una estrategia de control. Una regla consta de un 
conjunto de patrones que forman el antecedente de la regla y un consecuente 
formado por un conjunto de acciones a ejecutar cuando se cumple el antecedente. El 
antecedente se denomina parte izquierda (LHS, Left-Hand-Side), mientras que el 
consecuente es llamado parte derecha (RHS, Right-Hand-Side). Cada uno de los 
patrones del antecedente de una regla puede estar compuesto por una o más 
condiciones. La semántica de los PS implica que el conjunto de reglas que forman el 
programa se disparan en paralelo hasta que se alcanza su punto fijo. Decimos que un 
PS alcanza su punto fijo cuando ninguna de las reglas esta activa, o únicamente hay 
activas reglas cuyo consecuente no modifica la memoria de trabajo. La estrategia de 
control decide el orden en que se seleccionan y se disparan las reglas. Durante la 
ejecución del PS, se agregan (o eliminan) hechos en la memoria de trabajo, debido al 
resultado del proceso de resolución de conflictos (del problema modelado por el PS) 
ante una instancia concreta del problema. El resultado del razonamiento realizado 
3.2. Reglas para representación explícita de conocimiento 
31 
por el motor de inferencias puede variar significativamente dependiendo del proceso, 
si se aplica el proceso de encadenamiento progresivo (forward chainning) que toma 
en consideración todos los datos conocidos y avanza progresivamente hacia la 
solución, o bien, si se aplica el proceso de encadenamiento regresivo (backward 
chainning) donde se selecciona una posible solución y se trata de probar su validez 
buscando las condiciones o evidencias que le apoye. 
La ejecución de un PS sigue un ciclo denominado ciclo de evaluación-acción 
que consta de las siguientes fases que se ilustran en la Figura 3-1.  
 
Figura 3-1. Ciclo de evaluación-acción de un PS 
 Evaluación (match): En esta fase se evalúan los patrones del 
antecedente de las reglas para determinar cuales se satisfacen en 
función del contenido actual de la memoria de trabajo. Esta labor se 
lleva a cabo mediante un algoritmo de emparejamiento de patrones, o 
pattern matching como RETE (Forgy, 1982) o Treat (Miranker, 1990). 
Una regla se activa cuando se satisface todo su antecedente. El 
resultado de la activación de una regla será una o más instancias de 
regla en la que todas las variables que aparecen en el antecedente de la 
regla estarán ligadas a constantes. Todas las instancias de reglas 
activas, que forman el denominado conjunto conflicto, permanecen 
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almacenadas, hasta ser seleccionadas para ejecutarse, en una 
estructura denominada agenda. 
 Selección (o resolución de conflictos): Se selecciona y extrae una 
regla de la agenda en función de algún criterio especificado en la 
estrategia de control. 
 Ejecución (o acción): Se ejecutan las acciones que aparecen en el 
consecuente de la regla seleccionada. 
La ejecución de las acciones del consecuente de una regla frecuentemente 
modifica algún elemento de la memoria de trabajo, lo que provoca que se vuelva a la 
fase de evaluación, comenzando de nuevo el ciclo de reconocimiento-acción. Si no 
se modifica ningún elemento de la memoria de trabajo, se selecciona otra instancia 
de regla del conjunto conflicto. La ejecución del PS finaliza cuando no queda 
ninguna instancia de regla en la agenda.  
Actualmente existen múltiples implementaciones de PS sobre todo basadas 
en RETE, tanto comerciales como en software open-source entre los cuales se 
pueden mencionar CLIPS13, Drools14, y Soar15. 
3.2.2 Ventajas y desventajas de un RBS 
Los lenguajes basados en reglas cuentan con varias ventajas en las que podemos 
destacar su modularidad, pues cada regla es una unidad del conocimiento que puede 
ser añadida, modificada o eliminada independientemente del resto de las reglas. 
Incluso, se puede desarrollar una pequeña porción del sistema, comprobar su 
correcto funcionamiento y añadirla al resto de la base de conocimiento. Los sistemas 
de producción son uniformes ya que todo el conocimiento es expresado de la misma 
forma. Además, las reglas son la forma natural de expresar el conocimiento en 
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 Más información sobre CLIPS, [fecha de consulta: 15 de Abril de 2013]. Disponible en: 
<http://clipsrules.sourceforge.net/>  
14
 Más información sobre Drools, [fecha de consulta: 15 de Abril de 2013]. Disponible en: 
<http://www.jboss.org/drools/> 
15
  Más información sobre Soar, [fecha de consulta: 15 de Abril de 2013]. Disponible en: 
<http://sitemaker.umich.edu/soar/home> 
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cualquier dominio de aplicación pudiendo definir diferentes formas de 
representación de reglas, como por ejemplo árboles y tablas de decisión (Quinlan J. 
R., 1987) y por último, se puede obtener la explicación, dejando la traza de 
ejecución que permite mostrar el proceso de razonamiento. 
A pesar de sus ventajas, existen algunos inconvenientes asociados a este 
sistema entre los que destaca (i) la ejecución del proceso de reconocimiento de 
patrones es muy ineficiente y lenta, (ii) a veces resulta difícil examinar una base de 
conocimiento y determinar aquellas acciones que van a ocurrir, (iii) la división del 
conocimiento en reglas hace que cada regla individual sea fácilmente tratable pero 
se pierde la visión global. 
3.2.3 Técnicas para extracción automática de reglas de decisión 
En ámbitos como el de la medicina, cada vez se acumula más información relevante 
en grandes repositorios de datos que puede llegar a ser clave para nuevos e 
importantes descubrimientos. En este sentido, la IA aporta diferentes técnicas 
capaces de llevar a cabo la búsqueda automática de nuevos patrones que sirvan para 
descubrir información útil en los datos almacenados. A este respecto, una de las 
alternativas para la representación del conocimiento descubierto son las reglas de 
decisión. Estas reglas suelen expresarse en forma condicional (IF C THEN D), 
donde C representa el conjunto de condiciones y D es el valor de decisión 
(Michalski, 1983). 
La inducción de reglas utiliza dos mecanismos clásicos de extracción (i) 
generando un árbol de decisión (ii) usando una estrategia de covering (cobertura). 
Ambos métodos utilizan un conjunto de entrenamiento compuesto por atributos de 
condición (condiciones) y decisión (clase). 
Michalski (Michalski, 1983) desarrolló una metodología genérica llamada 
Star, basada en la utilización de expresiones lógicas en forma normal disyuntiva, de 
la que derivan numerosos algoritmos de generación de reglas que se agrupan bajo la 
denominación AQ. Este algoritmo, a partir de un ejemplo concreto, busca una regla 
consistente con el conjunto de entrenamiento. La técnica CN2 (Clark & Niblett, 
1989) fue desarrollada con la finalidad de mejorar el algoritmo AQ, evitando el 
sobreajuste de éste e incrementando el espacio de búsqueda con la idea de soportar 
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datos con ruido. Por otra parte, el algoritmo PRISM (Cendrowska, 1987) asume la 
no existencia de ruido en los datos, y va eliminando los ejemplos que va cubriendo 
cada regla, por lo que éstas reglas tienen que interpretarse en orden. Otra técnica 
desarrollada mucho más simple fue el algoritmo 1R (Holte, 1993), que genera un 
único árbol de decisión de un nivel mediante reglas.  
Por último, se recoge un algoritmo que recientemente ha suscitado gran 
interés: el algoritmo PART (Frank & Witten, 1998). Esta técnica utiliza las dos 
estrategias básicas de inducción de reglas: covering y árboles de decisión. Para crear 
una regla, inicialmente se genera un árbol de decisión podado (parcial), se obtiene la 
hoja que clasifique a un mayor número de ejemplos, y se transforma en regla, 
eliminando posteriormente el árbol. Este algoritmo genera listas de reglas de 
decisión que se aplican consecutivamente, siendo la última una regla por defecto que 
asigna la clase mayoritaria de los ejemplares no cubiertos por las demás.  
3.2.4 RBS existentes en el área médica  
A mediados de la década del sesenta, un equipo dirigido por Edward Feigenbaum, 
desarrolló lo que se considera el primer sistema experto, utilizando bases de 
conocimiento definidas minuciosamente. DENDRAL (Feigenbaum, Buchanan, & 
Lederberg, 1971) se utilizaba para identificar estructuras químicas moleculares a 
partir de su análisis espectro gráfico. 
En el contexto de la Medicina existen numerosos sistemas expertos que usan 
tecnologías de reglas para ayudar al diagnóstico de enfermedades y, en la medida de 
lo posible, sugerir tratamientos relacionados.  
MYCIN (Buchanan & Shortliffe, 1984) es un sistema experto desarrollado en 
Stanford en 1970, cuyo objetivo fue aconsejar a los médicos en la investigación y 
determinación de diagnósticos en el campo de las infecciones de la sangre. El 
sistema permite identificar posibles infecciones bacterianas en la sangre dados los 
datos básicos del paciente (ej. nombre, edad, síntomas) y recomendar una terapia 
adecuada de antibióticos ajustada al peso del paciente. MYCIN es un sistema 
dirigido por metas y que utiliza en la fase de evaluación el encadenamiento regresivo 
(backward chainning) que se ha descrito en la apartado 3.2.1. Sin embargo, MYCIN 
utiliza diversas heurísticas para controlar la búsqueda de una solución. Estas técnicas 
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fueron necesarias para hacer que el razonamiento fuese eficiente y evitar que el 
usuario respondiese preguntas innecesarias. Sus principales innovaciones sobre 
sistemas expertos anteriores fueron el uso de medidas de incertidumbre (no 
probabilidades) para sus diagnósticos y el hecho de que está preparado para explicar 
su razonamiento para el médico, para que pueda decidir si la acepta. La estrategia 
consiste en realizar al usuario una serie de preguntas, más o menos predeterminadas, 
imitando el patrón humano de las entrevistas médico-paciente y que permiten que el 
sistema pueda descartar diagnósticos totalmente inverosímiles. Una vez respondidas, 
el sistema se enfoca particularmente con los trastornos de la sangre y usando el 
modo encadenamiento regresivo indica los motivos por los cuáles toma una 
determinada decisión. A partir del éxito de MYCIN, se extiende el uso de los 
sistemas expertos en el diagnóstico de enfermedades y en otras aplicaciones médicas 
como es el apoyo en intervenciones quirúrgicas o sistemas de aprendizaje para el 
entrenamiento de estudiantes de medicina o para los propios médicos. 
Pro.M.D. (Trendelenburg, Colhoun, Wormek, & Massey, 1998) cuyas siglas 
significa “sistema de Prolog para el apoyo de Diagnóstico Médico” es un sistema 
inteligente basado en un sistema de reglas de producción (ver apartado 3.2.1) 
destinado al área de laboratorio clínico y cuyo fin es convertir la comprensión 
teórica y estrategias de la resolución de problemas del laboratorio en conocimiento 
en forma de reglas. El sistema es usado en diferentes laboratorios en la definición de 
informes clínicos de laboratorio y sirve para la interpretación de estos informes, 
incluyendo referencias a libros de texto del laboratorio de química clínica y 
medicina de laboratorio. Ha sido implantado para resolver distintos problemas como 
son los trastornos de las lipoproteínas, diagnóstico de hormona tiroidea, 
interpretación de los patrones de fosfatasa alcalina, interpretación de los resultados 
de proteína en la orina, entre otros. Pro.M.D. es usado rutinariamente en el 
laboratorio central del hospital de la ciudad de Frankfurt. Un sucesor de Pro.M.D. es 
J-M.D. (Java-Medical Diagnostics Expert System Shell) que fue lanzado por el año 
2000 por Sysmex16.  
                                               
16
Una versión freeware de j-MD, [fecha de consulta: 15 de Abril de 2013]. Disponible en: 
<http://www.openclinical.org> 
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SETH (Darmoni, et al., 1994) se desarrolló en 1992 para el centro de 
tratamiento de intoxicación y el departamento de terapia intensiva para adultos del 
Hospital de la Universidad de Rouen. Este sistema experto cuenta con un RBS y 
utiliza la estrategia de encadenamiento progresivo (forward chaining) que se ha 
descrito en la apartado 3.2.1. El sistema brinda recomendaciones específicas para el 
tratamiento y el seguimiento del envenenamiento a los usuarios finales en la 
intoxicación por drogas de un paciente.  
Durante los últimos años, muchos sistemas de validación en tiempo real se 
han desarrollado con el fin de supervisar los resultados de análisis microbiológicos y 
para identificar las infecciones y eventos epidemiológicos en una etapa temprana. 
GermWatcher, descrito en la sección 3.1, es un sistema experto basado en 
reglas para identificar y clasificar un cultivo de laboratorio y de esta forma detectar 
posibles infecciones nosocomiales. Este sistema experto se ha desarrollo con CLIPS 
y para el proceso de razonamiento del motor de inferencias se usa el encadenamiento 
progresivo (forward chaining). Las reglas son proporcionadas por el experto en el 
área y se basa en la identificación de gérmenes resistentes a los antibióticos 
habituales. TheraTrac 2 17  es un sistema experto para la validación de datos de 
microbiológica y de emisión de alarmas en tiempo real. También está relacionada 
directamente con Vitek 18 que un sistema experto para la validación de los resultados 
del ensayo, que se integra a determinados instrumentos analíticos.  
3.3 Procesamiento de lenguaje natural 
Hoy en día, el intercambio de información es de vital importancia entre los sistemas 
hospitalarios y destaca que gran parte de la información relevante está almacenada 
de manera no estructurada y escrita en lenguaje natural o texto libre, por ejemplo los 
informes médicos. La información presente en dichos datos es de difícil explotación 
                                               
17
 Más información sobre Theratrac, [fecha de consulta: 15 de Abril de 2013]. Disponible en: 
<http://www.theratrac.com> 
18
 Más información sobre Vitek, [fecha de consulta: 15 de Abril de 2013]. Disponible en: 
<http://www.biomerieux.com>  
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por los sistemas de gestión. En este sentido, la presente investigación adquiere un 
reto más ya que requiere el uso de técnicas inteligentes para poder extraer y 
gestionar información de los datos no estructurados.  
Antes de continuar, es necesario introducir algunas definiciones de uso 
común. En esta sección el término documento hace referencia, de forma genérica, a 
la unidad de texto almacenado por el sistema y disponible para su recuperación. Por 
su parte, colección denota el repositorio de documentos disponible para resolver las 
necesidades de información del usuario. Cada una de las unidades léxicas (palabras) 
que componen un documento se denomina término (Baeza-Yates & Ribeiro-Neto, 
1999). 
En este trabajo de investigación se integran distintas áreas, una de ellas el 
Procesamiento del Lenguaje Natural (NLP, Natural Language Processing). Esta 
área tiene por objetivo estudiar los problemas derivados de la comprensión del 
lenguaje humano o lenguaje natural. En los últimos años, se han realizado 
innumerables aportes que han mejorado sustancialmente esta área, permitiendo el 
procesado de grandes cantidades de información en formato texto con un alto nivel 
de eficacia, y que hoy en día son partes de herramientas cotidianas entre las que se 
encuentran la traducción en otros idiomas y los motores de búsqueda en la web. En 
ese sentido, NLP es una disciplina que abarca todas las técnicas de procesamiento 
automático tanto de lenguaje escrito como hablado y que se apoya en otras técnicas 
o áreas como son la Recuperación de la Información (IR, Information Retrieval), 
Extracción de la Información (IE, Information Extraction), y Reconocimiento 
Automático del Habla (SR, Speech Recognition). 
El área de IR contiene diferentes técnicas y herramientas para identificar 
aquellos documentos potencialmente relevantes dentro de una colección que se 
ajustan a la necesidad de información del usuario planteada mediante una consulta 
formada por una serie de términos o características (Baeza-Yates & Ribeiro-Neto, 
1999).  
Los sistemas de IR recuperan aquellos documentos ajustados al tema 
especificado por el usuario, el área de Extracción de la Información (IE) se encarga 
de procesarlos y convertirlos de forma parcial o total en información relevante 
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(Smeaton, 1997). Esta información debe presentarse en un formato que sea 
susceptible para ser tratada posteriormente de forma automática. De esta forma el 
usuario debe especificar elementos de información interesante, generalmente 
mediante una plantilla que el sistema deberá rellenar de forma automática (Jackson 
& Moulinier, 2007). Adicionalmente debemos destacar otra vertiente interesante y 
no menos importante, el Reconocimiento Automático del Habla (SR) que provee un 
conjunto de técnicas y modelos que provienen de diversas fuentes de conocimiento 
(acústica, fonética, fonológica, léxica, sintáctica, semántica y pragmática), en 
presencia de ambigüedades, incertidumbres y errores inevitables para llegar a 
obtener una interpretación aceptable del mensaje acústico recibido (Jurafsky & 
Martin, 2008).  
En el siguiente apartado 3.3.1 se realiza una profunda descripción sobre los 
métodos usados para el preprocesamiento de texto y seguidamente en el apartado 0, 
nos adentraremos nuevamente en las técnicas de IR, que se usan en el marco de esta 
investigación, para evaluar si los comentarios de enfermería de un caso de estudio 
contiene indicios de infección. 
3.3.1 Preprocesamiento del texto 
El modelo clásico de representación de un documento requiere del uso de diferentes 
técnicas para obtener un conjunto de términos que representen y caractericen de 
forma particular al documento, a este conjunto de mecanismos se le conoce como 
preprocesado del texto. A continuación se realiza una revisión de las técnicas más 
relevantes utilizadas en el análisis de texto aplicadas en esta área. 
3.3.1.1 Extracción de términos 
Esta fase se lleva a cabo identificando los grupos de caracteres separados por signos 
de puntuación, espacio en blanco o combinaciones de ellos (Frakes & Baeza-Yates, 
1992). Sin embargo, en el caso de comentarios de ámbito médico o de enfermería, el 
empleo de este mecanismo puede eliminar información importante del mensaje, 
puesto que el lenguaje escrito en los comentarios médicos o de enfermería no es 
formal y suelen incluir términos con ruido (p.ej.: “S.V.”, “P@ciente”) por lo que no 
serán procesados adecuadamente. 
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Figura 3-2. Proceso de extracción de términos 
3.3.1.2  Detección del idioma 
Este proceso se encarga de detectar en que idioma se encuentra escrito un 
documento. Una de las técnicas más usada es el uso de N-gramas (Cavnar & Trenkle, 
1994), que considera que un documento pertenece a un idioma cuando obtiene la 
distancia mínima del conjunto de N-gramas de un texto junto con sus frecuencias 
para cada uno de los idiomas evaluados. Este algoritmo es bastante eficiente cuando 
se intenta diferenciar del idioma inglés al español, por las grandes diferencias del 
idioma. El trabajo realizado por Lins & Gonçalves (2004) ponen en evidencia una 
técnica más simple y eficiente en la identificación del idioma de un texto, que 
consiste en la extracción de términos simples y se verifica que pertenezca al idioma 
evaluado usando el diccionario correspondiente. El idioma propuesto corresponde 
con la frase que contenga más palabras encontradas en el diccionario. En la Tabla 
3-1 se muestra un ejemplo de cómo se detecta el idioma dada una frase. 
Tabla 3-1. Detección del idioma gallego o español en una frase 
Frases Palabras detectadas por el diccionario  Idioma propuesto 
Postrado e inapetente. Febrícula que 
o incomoda, dáselle paracetamol. 
En Gallego {Postrado, inapetente, febrícula, 
incomoda, daselle} 
En Español  {Postrado, inapetente, febrícula, 
incomoda} 
Gallego 
Inicia perfusión analgésica por vía En Gallego {perfusión, vía } 
En Español  {Inicia, perfusión, analgésica, vía} 
Español 
3.3.1.3 Corrección ortográfica 
En un texto no formal, suelen aparecer muchos errores ortográficos y gramaticales, 
por lo que es necesario el uso de un corrector ortográfico. En cuanto a la ortografía, 
a grandes rasgos se identifican tres tipos principales de errores: los errores 
tipográficos simples (typos) que se producen al presionar una tecla incorrecta, las 
palabras parecidas pero que tienen otro significado (homónimos) y las faltas de 
acentuación. Los correctores ortográficos más usados se basan en determinar la 
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similitud entre dos cadenas de caracteres que cumpla con el criterio desigualdad 
triangular, usando la Distancia de Levenshtein. Esta distancia es el número mínimo 
de operaciones requeridas (inserción, eliminación o sustitución de un carácter) para 
transformar una cadena de caracteres en otra. (Peterson, 1980). Este tipo de 
correctores ortográficos logran identificar como incorrectas las palabras que no 
existen pero no detecta errores que producen las palabras bien escritas (p.ej., especia 
en vez de especie). Tampoco identifica palabras que confundimos porque tienen 
idéntica o similar pronunciación. La Tabla 3-2 explica la problemática que se 
pueden encontrar en los correctores ortográficos con varios ejemplos. 
Tabla 3-2. Ejemplo de errores ortográficos y descripción del problema 
Termino 
Posible 
Corrección  
Descripción del Problema 
El paciente tiene una inyección urinaria Infección El corrector no detecta el error. La palabra “inyección” 
existe en el diccionario, por lo que no detecta el error. El 
problema radica en que el término no es acorde con el 
contexto. 
El paciente tiene dolor abominal abdominal El corrector detecta el error. La palabra “abominal” no 
existe en el diccionario, y el diccionario sugiere la 
palabra: abdominal. 
El papa del niño no ha estado presente. papá El corrector no detecta el error. La palabra “papa” existe 
en el diccionario, por lo que no detecta el error. El 
problema radica en que el término carece de acentuación. 
3.3.1.4 Detección y expansión o contracción de acrónimos 
El uso de abreviaciones es un recurso utilizado para acortar la escritura de cualquier 
término o expresión con el fin de ahorrar tiempo y espacio en el lenguaje. En el 
ámbito hospitalario se utilizan grandes cantidades de abreviaciones a la hora de 
redactar un comentario o un informe. Muchas de estas abreviaturas no se encuentran 
homologadas o estandarizadas, incluso muchas son de uso general e informal por lo 
que puede variar en diversas redacciones de comentarios e informes en función del 
centro hospitalario. 
A nivel de procesamiento de texto se puede trabajar los acrónimos con dos 
procesos: con el proceso de contracción de acrónimos o el proceso de expansión de 
acrónimos (Yeates, 1999). Ambos procesos tienen el mismo objetivo que es el 
detectar posibles acrónimos, en el caso del proceso de contracción se buscan las 
palabras que componen un posible acrónimo, en caso de encontrarlo se substituye 
(p.ej.: “Estados Unidos” se sustituye por “EE.UU”). En el caso del proceso de 
expansión, es el caso contrario al proceso de contracción y su objetivo es buscar el 
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acrónimo y substituirlo por las palabras que lo componen (p.ej.: “VIH” se sustituye 
por “Virus de la Inmunodeficiencia Humana”). La Figura 3-3 ilustra el proceso de 
expansión o contracción de acrónimos. 
 
Figura 3-3. Proceso de expansión o contracción de acrónimos 
3.3.1.5 Detección de negación 
La fase de detección de la negación consiste en la identificación de la negación o de 
la especulación. Se entiende como negación el proceso que convierte una frase 
afirmativa en negativa. Esta fase es de vital importancia para poder etiquetar 
posteriormente si un concepto médico expuesto en un comentario de enfermería o en 
una nota médica se encuentra negado. Existen numerosas investigaciones 
relacionadas con este tema y se encuentran basadas en dos enfoques diferentes: (i) 
uso de expresiones regulares y (ii) aprendizaje automático. Entre las investigaciones 
que usan expresiones regulares, la mayoría parte del algoritmo NegEx (Chapman, 
Bridewell, Hanbury, Cooper, & Buchanan, 2001), que implementa un conjunto de 
patrones y partículas que indican negación, filtra las frases impostoras (que parecen 
ser de negación) y limita el alcance de estas. La Tabla 3-3 muestra un ejemplo de 
detección de la negación en el ámbito médico. 
Tabla 3-3. Ejemplo de la detección de la negación 
Frase Partícula de negación Elemento negado 
El paciente no presenta rotura No presenta Rotura 
El paciente no tiene dolor No tiene Dolor 
Los estudios más recientes están enfocados al aprendizaje automático, entre 
ellos el trabajo de Morante, Liekens, & Daelemans (2008), que estudian el problema 
de la negación en los comentarios médicos enfocándose en identificar el alcance de 
la negación, y se basan en el uso de dos clasificadores: (i) el primero se encarga de 
identificar las expresiones de negación presentes en el texto y (ii) el segundo 
determina que palabras en cada frase se ven afectadas por la negación. 
3. Estado del arte 
42 
3.3.1.6 Eliminación de palabras vacías (Stop word removal) 
En todos los idiomas se usan palabras que no especifican ningún concepto o cuyo 
contenido semántico se puede considerar vacío. Los artículos, preposiciones y 
conjunciones son de este tipo por su naturaleza, y por ello, su especificación carece 
de sentido ya que no determinan lo que realmente se está buscando. Por lo tanto al 
eliminar este tipo de palabras aligera la carga del documento. A parte de este tipo de 
palabras, se suelen incluir en la lista de palabras vacías algunos verbos, adverbios o 
adjetivos que aparecen frecuentemente y que tampoco tienen un significado 
específico propio. La Figura 3-4  ilustra el proceso de eliminación de palabras vacías. 
Desde el punto de vista de los documentos, las palabras vacías son muy 
frecuentes y por tanto no son buenos indicadores para separar el conjunto de 
documentos relevantes del conjunto de documentos irrelevantes (Salton, Wong, & 
Yang, 1975). 
 
Figura 3-4. Proceso de eliminación de palabras vacías 
3.3.1.7 Reducción de palabras a sus lexemas (Stemming) 
La mayor parte de los sistemas de IE, en el procesado de texto, utilizan técnicas 
relacionadas con la frecuencia de los términos, por ello, la existencia de palabras 
derivadas de otras puede alterar los resultados de los cálculos, por lo que resulta 
deseable reducir todas las palabras derivadas de una raíz a un único término. Por 
ejemplo las palabras, "computadora", "computador", "computacional", 
"computando", "Computadoras", "Computadores", junto con algunas otras palabras, 
tienen diferente forma pero todas hacen referencia cercana a un mismo concepto. 
Una forma de solucionar este problema es utilizar los algoritmos de reducción de 
palabras a sus lexemas (Stemming) que se encargan de segmentar una palabra para 
separar la raíz (lexema) de los morfemas gramaticales y de los afijos (es decir, 
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prefijos y sufijos). En el ejemplo anterior la palabra raíz sería “comput”. Los tres 
algoritmos más conocidos son (i) la técnica de coincidencia de terminaciones 
(Lovins, 1968), (ii) la eliminación de sufijos por etapas (Porter M. F., 1980) y (iii) el 
algoritmo iterativo basado en conflación (Paice, 1990). La Figura 3-5 ilustra el 
funcionamiento básico de la técnica de Stemming. 
 
Figura 3-5. Proceso de reducción de palabras a su lexema 
La técnica más usada en obtener los lexemas en el procesamiento de texto y 
adaptada a otros idiomas ha sido la de Porter, sin embargo, un estudio demuestra que 
esta técnica de Stemming adaptada a otro idioma como el español pueden producir 
resultados no esperados ya que existen diferencias notables entre la distintas lenguas 
y la formación de palabras derivadas de la raíz (Figuerola, Gómez, & López de San 
Román, 2000). 
3.3.2 Técnicas de IR  
El diseño de un sistema IR se realiza bajo un modelo que define cómo se obtienen 
las representaciones de los documentos, la estrategia para evaluar la relevancia de un 
documento y los métodos para establecer la relevancia u orden de los documentos de 
salida. El concepto mismo de relevancia merece particular atención, ya que si bien 
se habla de la relevancia del documento respecto a la consulta, en un sentido estricto 
tal afirmación no es correcta, ya que el usuario juzgará la relevancia del documento 
devuelto respecto a su necesidad de información original, no respecto a la consulta 
en la que ésta ha sido reflejada. Se trata, por tanto, de un concepto con un alto 
componente de subjetividad (Baeza-Yates & Ribeiro-Neto, 1999).  
Una forma habitual es plantear el problema como la clasificación de los 
documentos entre relevante/no-relevante. En este sentido se suelen emplear métodos 
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de clasificación que tratan de aprender a partir de un corpus de documentos 
previamente clasificados por el experto.  
A continuación pasaremos a la descripción de cómo se representa el 
documento, para luego dar paso a los sub-apartados de clasificación de los mismos. 
En concreto, se comentaran los diferentes métodos de clasificación, que se han 
agrupado en (i) árboles de decisión, (ii) clasificadores bayesianos, (iii) clasificadores 
lineales, (iv) clasificadores basado en instancias. 
3.3.2.1 Representación de los documentos 
Obtener una representación adecuada de un documento es fundamental en el área de 
IR. Históricamente, la traducción de un documento es llevada a un conjunto de 
términos. Esta traducción se lleva a cabo mediante un conjunto de fases que 
contribuyen mediante ciertas simplificaciones y generalizaciones a presentar una 
vista lógica de los. El término elemento de representación hace referencia a la 
unidad de sentido mínima utilizada para representar un documento. El elemento de 
representación está formado por tanto de una o más palabras que forman un 
descriptor, que de manera autónoma no posee significado alguno.  
Una de las representaciones más empleadas se conoce como la bolsa de palabras 
(bag of words), donde el elemento de representación es el término, considerando 
cada documento como una colección desordenada de términos sencillos (palabras) 
independientes unos de otros sin importar la gramática. Muchos investigadores del 
área de IR (Lewis, 1992) sugieren que esta técnica sencilla facilita la clasificación de 
textos. En este sentido, cada documento se representa como un vector de términos 
ponderados. De este modo, una colección de documentos queda representada 
mediante una matriz llamada matriz término/documento (Salton G. , 1989). 
El trabajo presentado por (Sebastiani, 2002) plantea diversas formas de 
ponderar las palabras de un documento. La más simple consiste en asignar a cada 
término un peso de 1 en el caso de que se encuentre en el documento, y un peso de 0 
en caso contrario. Este modelo se denomina booleano (o binario). Otra posibilidad 
es considerar la frecuencia del término (TF, Term Frequency), es decir, el número 
de veces que aparece en el documento. También se deriva otros pesos que ponderan 
la singularidad de un término para un documento en una colección, la medida que se 
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obtiene de restar frecuencia inversa de documento (IDF, Inverse Document 
Frequency), es decir, la medida que indica si el término es común o no en la 
colección, con la frecuencia del término. Estas tres funciones de peso tienen la 
ventaja de que son fáciles de interpretar y de calcular.  
La mayoría de las investigaciones se han centrado en la clasificación de texto 
con documentos no estructurados, por lo que usan la técnica de la bolsa de palabras 
para representar el corpus de un documento, pero existen otras técnicas interesantes 
que pueden ser aplicadas. El enfoque típico es que cada documento es representado 
por una secuencia de palabras, y de la misma se simplifica a la bolsa de palabras. 
Aunque esta representación es apropiada para documentos relativamente planos (p.ej. 
correos electrónicos, mensajes de noticias), en otros tipos de documentos donde 
tienen una estructura bien definida (p.ej. libros, revistas y documentos multi-
paginas), no son correctamente bien explotados. Incluso en el caso del texto no 
estructurado, el usar una bolsa de palabras puede ser un problema ya que almacena 
términos sencillos independientes entre sí y no mantiene el orden de las palabras. En 
este sentido, algunas áreas como la medicina, la información relevante puede 
requerir mantener el orden de las palabras en el texto para que tengan un sentido 
incluso mantener la frase (p.ej. infección tracto urinario, no ITU). Para analizar 
secuencias de palabras suelen usarse a través de métodos más complejos, entre ellos 
el uso del Modelo Oculto de Markov (Todorovic, Rancic, Markovic, Mulalic, & Ilic, 
2008). 
3.3.2.2 Árboles de decisión 
Los clasificadores basados en árboles de decisión mantienen una estructura 
jerárquica, normalmente binaria, donde cada nodo interno contiene un clasificador 
simple, que toma una decisión en función del valor de alguna característica de la 
instancia a clasificar, mientras que en las hojas se incluye la clasificación final. Cada 
vez que se presenta una nueva instancia, se recorre el árbol desde la raíz a las hojas 
tomando las decisiones pertinentes en cada nodo, hasta llegar a una hoja que 
contendrá la clasificación final. La construcción o aprendizaje del árbol se realiza 
durante el entrenamiento y suele realizarse de arriba hacia abajo, partiendo los datos 
en dos y creando nodos de decisión de forma iterativa. Opcionalmente, otro proceso 
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recorre el árbol de abajo hacia arriba eliminando nodos que sean redundantes o que 
no cumplan una función de coste determinada. Las técnicas más populares que 
implementan árboles de decisión son el algoritmo CART (Breiman, Friedman, Stone, 
& Olshen, 1984), el ID3 (Quinlan J. R., 1986) y el C4.5 (Quinlan J. R., 1993) 
conocido también como J48. 
3.3.2.3 Clasificadores Bayesianos 
El aprendizaje bayesiano provee un acercamiento probabilístico a la inferencia. Está 
basado en asumir que las cantidades de interés se encuentran gobernadas por 
distribuciones de probabilidad y que las decisiones optimas pueden ser realizadas 
por medio de razonamientos sobre estas probabilidades y datos observables. Provee 
una visión cuantitativa para pesar la evidencia que soporta distintas hipótesis. El 
razonamiento Bayesiano provee las bases para el aprendizaje de algoritmos que 
manipulan directamente probabilidades, y un ámbito para analizar cómo operan 
otros algoritmos que no las manipulan explícitamente. Los clasificadores Bayesianos 
han sido ampliamente utilizados en el campo de la minería de datos y el aprendizaje 
automático obteniendo buenos resultados. Se han propuesto diferentes clasificadores 
Bayesianos dependiendo de las relaciones de dependencia contempladas entre las 
variables predictoras. Uno de los más usados es el clasificador Naïve Bayes (Minsky, 
1961) en el que el algoritmo hace una predicción estimando probabilidades a partir 
de los datos de entrenamiento. Sin embargo, en el dominio de problemas reales esta 
asunción no se cumple en numerosas ocasiones. A pesar de ello el paradigma Naïve 
Bayes en algunas ocasiones ha demostrado un buen funcionamiento en problemas de 
clasificación (Domingos & Pazzani, 1996; Hand & Yu, 2001). 
3.3.2.4 Clasificadores Lineales 
El aprendizaje mediante un clasificador lineal consiste en separar el espacio 
de atributos en fronteras de decisión y la previsión será determinada por el valor de 
una combinación lineal de sus características. Las características de un objeto son 
típicamente presentadas en un vector llamado vector de características. Estos 
clasificadores suelen usarse en situaciones donde la velocidad de la clasificación es 
importante. Entre los clasificadores lineales más conocidos se encuentran el 
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algoritmo del discriminante lineal (LDA) (Fisher, 1936) y la teoría de Máquinas de 
Soporte Vectorial (SVM) (Vapnik, 1999).  
3.3.2.5 Clasificadores basado en instancias 
A diferencia de aquellos métodos de aprendizaje que construyen una descripción 
general y explicita de la función objetivo a partir de los datos de entrenamiento, los 
métodos de aprendizaje basado en instancias no realizan ningún tipo de 
generalización mediante una fase de entrenamiento previa, sino que utilizan todo el 
conocimiento disponible para tomar una decisión en el momento que se presenta una 
nueva instancia a clasificar. El algoritmo más representativo dentro de los métodos 
de clasificación en el k-NN (k-nearest neighbours). 
Ante una nueva instancia, el algoritmo k-NN recupera las k instancias más 
cercanas pertenecientes al conjunto de entrenamiento, normalmente utilizando la 
distancia euclídea entre los vectores de genes que representan a cada muestra. La 
predicción se corresponde con la clase mayoritaria en las instancias recuperadas 
(Written & Frank, 2005). 
3.4 Resumen y conclusiones 
En este capítulo se llevó a cabo una revisión de los sistema existentes en el apoyo a 
la toma de decisiones empleados en las infecciones nosocomiales. En esa revisión se 
constató que la inteligencia artificial ofrece diversas técnicas que pueden ayudar a 
resolver el problema de la detección y la clasificación de las infecciones 
nosocomiales, como son el uso de sistemas de representación del conocimiento, el 
empleo de métodos de aprendizaje automático o la utilización de sistemas basado en 
reglas, entre otros. La técnica más utilizada, en los sistemas inteligentes, en el 
propósito de representar el conocimiento médico es mediante un conjunto de reglas. 
En este sentido, la experiencia que tiene el equipo del SMP en la detección y en la 
clasificación de las IN podría ser codificado con un conjunto de reglas que permita 
automatizar esta ardua tarea.  
También se ha visto en este capítulo, el posible uso de las técnicas del área 
del procesamiento de lenguaje natural, que podrían ser útiles en el momento de 
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decidir sí los comentarios de enfermería, los comentarios de microbiología e 
informes médicos representan una evidencia de infección nosocomial. En este 
sentido, se han revisado diferentes técnicas y estrategias de preprocesamiento, la 
representación y la clasificación final de documentos. 
En el próximo capítulo se revisarán los sistemas de razonamiento basado en 
casos como metodología de desarrollo para facilitar la resolución automática de 
problemas, estudiando su ciclo de vida y los tipos de sistemas CBR que existen. Se 
realizará una revisión de los sistemas CBR existentes en el ámbito biomédico y 
cómo puede adecuarse al problema planteado en esta investigación. 
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4 Sistemas CBR en ciencias de la salud 
Este capítulo se centra en el estudio de los sistemas de razonamiento basado en 
casos como una metodología de desarrollo que facilita la resolución automática de 
problemas. Inicialmente se realiza una descripción de este tipo de sistemas, 
identificando los elementos más característicos y presentando la estructura general 
de su ciclo de vida. A continuación, se realiza una breve descripción de la 
representación de los casos y se lleva a cabo una clasificación general de los 
distintos modelos existentes. El capítulo continúa con una revisión de los sistemas 
CBR existentes en el ámbito biomédico, analizando las tecnologías utilizadas así 
como sus ventajas e inconvenientes. Finalmente, se argumenta la adopción de esta 
metodología como mecanismo para la resolución del problema de detección y 
clasificación de infecciones nosocomiales. 
4.1 Razonamiento basado en casos 
Los sistemas expertos (KBS, Knowledge-Based Systems) constituyen una de las 
ramas de la IA que tradicionalmente ha proporcionado más éxitos. Según Watson & 
Marir (1994), existen al menos 2,000 sistemas expertos utilizados en la industria de 
hoy en día. Sin embargo, y según los mismos autores, el desarrollo de este tipo de 
sistemas se ha encontrado con varios inconvenientes importantes, todos ellos 
aplicables al problema tratado en la presente investigación: 
 En muchos casos resulta difícil extraer de los expertos, el conjunto de 
leyes y normas que permiten crear un sistema inteligente. 
 La implementación de sistemas expertos es habitualmente compleja. 
4 
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 Una vez implementados, suelen ser lentos y tienen problemas para el 
acceso y manejo de grandes volúmenes de datos. 
A este respecto, Kolodner (1983a; 1983b) propuso en la década de los 80 un 
modelo revolucionario: un sistema de razonamiento basado en casos. Estos sistemas 
se caracterizaban, entre otros aspectos, por superar algunos de los problemas que 
afectaban a los sistemas expertos. El razonamiento basado en casos se utiliza como 
paradigma para la resolución de problemas, implicando un enfoque 
fundamentalmente diferente al de la mayoría de los sistemas de IA. En lugar de 
basarse exclusivamente en el conocimiento general del dominio de un problema, o 
establecer asociaciones a través de un conjunto de relaciones generalizadas entre 
descriptores de problemas y conclusiones, se utiliza el conocimiento específico de 
experiencias previas en situaciones concretas. Desde entonces, los sistemas CBR se 
han aplicado con éxito a un amplio espectro de problemas (Kolodner, 1993; López-
de Mántaras & Plaza, 1997; Watson, 1997; Corchado, Aiken, & Rees, 2001; Fdez-
Riverola & Corchado, 2004; Corchado, Aiken, Corchado, & Fdez-Riverola, 2005; 
Glez-Peña, Díaz, Hernández, Corchado, & Fdez-Riverola, 2009; Méndez, Glez-Peña, 
Fdez-Riverola, Díaz, & Corchado, 2009; López-Fernández, Fdez-Riverola, Reboiro-
Jato, Glez-Peña, & Méndez, 2011) 
Un sistema de razonamiento basado en casos resuelve un problema, por 
medio de la adaptación de soluciones dadas con anterioridad a problemas similares 
(Riesbeck & Schank, 1989). La memoria del sistema CBR almacena un cierto 
número de problemas junto a sus correspondientes soluciones. La solución de un 
nuevo problema se obtiene recuperando casos (o problemas) similares, almacenados 
en la memoria del sistema CBR. Por tanto, un caso engloba un problema y la 
solución dada a dicho problema. 
Un sistema CBR, define un modelo dinámico que incorpora una concepción 
incremental y continua del aprendizaje, en el cual los nuevos problemas se añaden 
continuamente a su memoria, de forma que los problemas parecidos o similares se 
eliminan y paulatinamente se crean otros mediante la combinación de varios ya 
existentes. La idea que impulsó el desarrollo de esta metodología, se basa en el 
hecho de que los humanos utilizan lo aprendido en experiencias previas para 
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resolver problemas presentes (Joh, 1997). Este hecho se experimenta de forma diaria 
y ha sido probado empíricamente por varios psicólogos (Klein & Calderwood, 1988; 
Ross, 1989). 
4.1.1 Estructura general del ciclo de vida de un CBR 
Como se ha mencionado anteriormente, los sistemas CBR permiten la resolución de 
nuevos problemas adaptando soluciones de problemas similares que se resolvieron 
con anterioridad. Por medio de algoritmos de indexación, recuperación de problemas 
previamente almacenados y técnicas de comparación y adaptación de problemas a 
una determinada situación, se obtiene la solución a un nuevo problema. Este tipo de 
razonamiento, está basado en el conocimiento almacenado en su memoria en forma 
de casos o problemas. Todas las acciones llevadas a cabo están estructuradas y 
pueden ser representadas por una secuencia cíclica de procesos, que requiere 
generalmente la intervención humana.  
El razonamiento basado en casos puede ser usado por sí mismo, o como parte 
de otro sistema convencional o inteligente. Los sistemas CBR están especialmente 
indicados cuando las reglas que definen un sistema de conocimiento son difíciles de 
obtener, o el número y complejidad de las mismas es demasiado grande para ser 
representado con un sistema experto. Esta tecnología ha sido utilizada 
satisfactoriamente en disciplinas como el derecho, la medicina y sistemas de 
diagnóstico con grandes bases de datos (Watson, 1997). 
Un sistema CBR típico está compuesto por cuatro etapas secuenciales que se 
invocan siempre que es necesario resolver un problema (Kolodner, 1993; Aamodt & 
Plaza, 1994; Watson, 1997). La Figura 4-1 muestra el ciclo de vida de un sistema de 
razonamiento basado en casos clásico, donde se pueden identificar las cuatro etapas 
que definen el proceso de razonamiento: 
i. Recuperación de los casos o problemas más relevantes al nuevo 
problema. 
ii. Reutilización (adaptación) de los casos o problemas recuperados con 
la intención de solucionar el problema presente. 
iii. Revisión de la solución propuesta inicialmente por el sistema. 
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iv. Retención (aprendizaje) de la nueva solución como parte de un nuevo 
caso. 
 
Figura 4-1. Ciclo de vida de un sistema CBR 
La misión del algoritmo de recuperación, consiste en buscar en la memoria 
del sistema CBR y seleccionar de ella los problemas más similares (junto con sus 
soluciones) al problema presente. Los casos seleccionados de la memoria son 
reutilizados para generar una solución inicial, llevándose a cabo normalmente en 
esta fase la adaptación de casos. Si es posible, la solución dada en la etapa anterior 
se revisa y finalmente se crea un nuevo caso (constituido por el problema y la 
solución del mismo) que se almacena en la memoria del sistema CBR. Los casos 
almacenados en la memoria pueden ser eliminados o modificados, pudiendo crearse 
nuevos casos a través de la mezcla de características de otros ya existentes. Así, por 
ejemplo, cuando la solución dada a un problema sea insatisfactoria, y una vez 
encontradas las causas de esta deficiencia, se intentará eliminar de la memoria todos 
aquellos casos que promuevan dicha irregularidad. 
Por tanto, un sistema CBR es capaz de utilizar el conocimiento de situaciones 
concretas experimentadas con anterioridad, en lugar de realizar asociaciones a lo 
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largo de relaciones generales entre características de problemas, como haría un RBS, 
o depender del conocimiento general sobre un determinado problema (Armengol & 
Plaza, 1994). Un sistema CBR utiliza un modelo de aprendizaje incremental, de 
forma que cada vez que se resuelve un problema es posible crear un nuevo caso, 
almacenándolo en la memoria del sistema CBR para su posterior utilización. De este 
modo, el aprendizaje tiene lugar de una forma natural como un subproducto del 
propio método de resolución aplicado, mediante la actualización continua de la base 
de casos. No obstante, el aprendizaje efectivo en los sistemas CBR requiere un 
conjunto de métodos que permitan extraer conocimiento relevante a partir de la 
experiencia, integrar un caso en una estructura de conocimiento ya existente, e 
indexarlo adecuadamente para que se pueda comparar en el futuro con casos 
similares. 
La intervención humana puede ser necesaria a lo largo del ciclo de vida de un 
sistema CBR, especialmente en las dos últimas fases del ciclo. En este sentido, la 
revisión y la retención de casos, se realizan normalmente por profesionales 
especializados. Este hecho, supone uno de los mayores inconvenientes de esta 
metodología, y ha sido señalado como un gran inconveniente por sus detractores 
(Corchado, Aiken, & Rees, 2001). 
4.1.2 Representación de los casos 
Un caso es un problema bien estructurado sintáctica y semánticamente, que contiene 
una experiencia pasada e información acerca del contexto en la que se adquirió dicha 
experiencia (Kolodner, 1993). Un caso puede estar compuesto por: 
 Un problema, que muestra el estado de una situación en un momento 
concreto. 
 Una solución a dicho problema. 
 El resultado de aplicar dicha solución a un problema concreto. 
Los casos que describen problemas y sus soluciones, pueden utilizarse para 
proporcionar soluciones a nuevos problemas (Koton, 1989). Los casos compuestos 
por problemas y resultados, se emplean para evaluar nuevas soluciones. Los casos 
formados por problemas, soluciones y resultados se pueden utilizar para evaluar los 
4. Sistemas CBR en ciencias de la salud 
54 
resultados de posibles soluciones, y por tanto evitar riesgos así como posibles 
problemas (Kolodner & Simpson, 1989). 
Los casos se pueden representar de forma diferente dependiendo del 
problema en cuestión, de la estructura, o de los algoritmos utilizados en cada fase 
del ciclo de vida del sistema CBR. Por tanto, los casos se pueden representar 
utilizando objetos, predicados, estructuras, reglas, etc. La información representada 
en los casos deber ser funcional, fácil de entender, de interpretar y de recuperar. 
4.1.3 Tipos de sistemas CBR 
Motivado por el enorme auge que ha tenido este tipo de sistemas, así como por su 
aplicación a dominios y problemáticas muy diversas, en la actualidad existen 
distintos tipos de modelos que basan su funcionamiento en el esquema CBR. 
Aunque todos comparten características similares, cada uno de ellos se adapta mejor 
a un tipo de problema en particular. Algunos sistemas de razonamiento basados en 
casos no requieren todas las fases de un sistema CBR típico, mientras que otros se 
diferencian tan solo en la tecnología empleada para la implementación de alguna de 
estas fases. Además, como se ha mencionado anteriormente, en ocasiones es 
necesaria la intervención humana. Todas estas características, junto con la 
dependencia y heterogeneidad de los dominios de aplicación, han conducido a la 
construcción de un número elevado de sistemas de este tipo. La clasificación que se 
presenta a continuación se ha extraído de Aamodt & Plaza (1994), y en ella se 
identifican cinco grandes grupos de sistemas. 
4.1.3.1 Razonamiento Basado en Ejemplares (EBR, Exemplar-Based Reasoning) 
En la literatura hay diferentes formas de definir el término concepto (Smith & 
Medin, 1981). Una idea o concepto, se puede definir como un conjunto de ejemplos. 
Los sistemas CBR que se centran en el aprendizaje de definiciones de conceptos se 
denominan normalmente sistemas de razonamiento basados en ejemplares. 
PROTOS (Porter & Bareiss, 1986) es un exponente de este tipo de sistemas. Los 
casos más parecidos se agrupan en clases, las cuales absorben las características más 
representativas de los casos asociados a ellas. La solución de un problema requiere 
encontrar la clase que, de forma general, representa las características fundamentales 
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de un ejemplar (problema) en particular. La solución de la clase a la que pertenece el 
caso recuperado más similar al problema presente se utiliza como la solución de 
dicho problema. 
4.1.3.2 Razonamiento Basado en Instancias (IBR, Instance-Based Reasoning) 
Este tipo de razonamiento puede ser considerado como un razonamiento basado en 
ejemplares, centrado en problemas con fuertes connotaciones sintácticas. Este tipo 
de sistemas CBR se centra en problemas en los que hay un número muy grande de 
instancias (casos), necesarias para representar un amplio espectro de posibilidades. 
Se utiliza en situaciones en las cuales existe una falta de conocimiento general 
acerca de las leyes que rigen el comportamiento de un sistema. La representación de 
un caso puede ser realizada con vectores de características, y las fases del ciclo de 
vida de este tipo de sistemas CBR pueden llegar a ser automatizadas, eliminando así 
el factor humano. Corchado, Aiken, & Rees (2001) han trabajado con este tipo de 
modelos. 
4.1.3.3 Razonamiento Basado en Memoria (MBR, Memory-Based Reasoning) 
En este tipo de sistemas de razonamiento, la memoria se representa como una 
colección de casos, mientras que el razonamiento se corresponde con el proceso de 
recuperación de esos casos de la memoria. Estos sistemas utilizan técnicas de 
procesamiento paralelo, y pueden ser utilizados tanto en problemas con fuertes 
connotaciones sintácticas (Stanfill & Waltz, 1988) como semánticas, tal y como se 
muestra en PARADYME (Kolodner, 1993). Kitano (1993), también ha efectuado 
numerosos experimentos con grandes memorias paralelas. 
4.1.3.4 Razonamiento Basado en Casos (CBR, Case-Based Reasoning) 
Bajo este nombre se engloba al conjunto de los diferentes mecanismos de 
razonamiento presentados en esta clasificación. Las características de un sistema 
típico de razonamiento basado en casos son las siguientes: 
 Un caso típico debe de tener un cierto número de características 
distintivas y relevantes. Además, la estructura interna es normalmente 
compleja. 
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 Un sistema CBR típico, debe ser capaz de adaptar una solución 
recuperada al contexto en el que está inmerso el nuevo problema. 
 Un sistema CBR típico, requiere cierto conocimiento general del 
problema. El tipo de conocimiento y el uso que se hace del mismo 
varía en cada caso. 
 El algoritmo típico de un sistema CBR, se debe inspirar en las teorías 
desarrolladas en el ámbito de la sicología cognitiva. 
4.1.3.5 Razonamiento Basado en Analogías (ABR, Analogy-Based Reasoning) 
De esta forma se nombran a todos aquellos sistemas CBR que intentan resolver un 
nuevo problema utilizando casos antiguos procedentes de un dominio de 
conocimiento diferente. Por tanto, no actúa como un sistema CBR típico, que se 
basa en la resolución de problemas utilizando casos antiguos procedentes del mismo 
dominio (Veloso & Carbonell, 1993; Veloso, 1994). Este término también se utiliza 
para nombrar las técnicas que se centran en el estudio de mecanismos para la 
identificación y utilización de analogías entre diferentes dominios de conocimiento. 
En este sentido, la investigación se ha centrado en la fase de reutilización y en el 
desarrollo de técnicas para proyectar problemas, o dicho de otro modo, transferir la 
solución de unos problemas a otros. 
4.2 Tendencias recientes y sistemas existentes en el ámbito biomédico 
Desde la concepción de los sistemas CBR en la década de los 80, son muchos los 
sistemas de este tipo que se han desarrollado para dar solución a múltiples 
problemas en innumerables ámbitos. En esta sección se recogen los principales 
sistemas de ámbito biomédico relacionados con la presente investigación, con el 
objetivo de identificar las tendencias más recientes, su propósito y cómo se 
construyen. La presente revisión se basa en el trabajo de Begum, Ahmed, Funk, 
Xiong, & Folke (2011) que recopila aquellos sistemas o proyectos creados a partir 
del año 2004. Begum et al. (2011) concluyen que muchos de los sistemas son 
prototipos y no se encuentran disponibles en el mercado como productos 
comerciales, aunque algunos están destinados a ser comercializados. En la presente 
4.2. Tendencias recientes y sistemas existentes en el ámbito biomédico 
57 
revisión, se clasifican los sistemas según sus propiedades orientadas a propósito o 
función, siguiendo el método de Nilsson & Sollenborn (2004): 
 Diagnóstico: este tipo de sistemas dan soporte a un especialista durante 
el proceso de identificación de una enfermedad o condición médica. La 
mayoría de los sistemas médicos ofrecen diversos grados de asistencia 
en el proceso de diagnóstico. 
 Clasificación: de apoyo en situaciones donde los nuevos casos se 
distribuyen o clasifican en grupos, es decir, los elementos están 
dispuestos en clases o categorías. 
 Formación: actuando como un entrenador, lo que genera instrucciones 
individualizadas o retroalimentación de los estudiantes.  
 Planificación: donde generalmente se hace referencia a un 
procedimiento de tratamiento o gestión de la terapia.  
 Adquisición y/o gestión de conocimiento: facilitando el 
aprovechamiento del conocimiento dentro de una organización.  
Teniendo en cuenta lo comentado anteriormente, a continuación se analizan un 
conjunto de sistemas o proyectos de relevancia para la presente investigación donde, 
o bien se utiliza razonamiento basado en casos directamente, o bien se basan en 
fundamentos similares a los sistemas CBR para la solución de un determinado 
problema en el área biomédica. 
El sistema CASEBOOK presentado por McSherry (2007), aplica el 
razonamiento hipotético-deductivo (HDR, Hypothetical-Deductive Reasonig) dentro 
de un sistema conversacional de CBR. El HDR se emplea para descartar una 
hipótesis propuesta por el sistema o por el usuario, disminuyendo así el número de 
pruebas necesarias y determinando la hipótesis más significativa. Aunque la 
estrategia se aplica a la clasificación de lentes de contacto, resulta válida para otros 
tipos de datos que provengan del ámbito médico. 
Otro modelo interesante fue propuesto por Paz, Rodríguez, Bajo, & Corchado 
(2009). EXPRESSIONCBR implementa un sistema que clasifica automáticamente a 
pacientes con leucemia a partir de datos procedentes de microarrays de ADN, 
facilitando el diagnóstico de diferentes tipos de cáncer. Utilizan un algoritmo de 
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filtrado de datos para afrontar el problema de una alta dimensionalidad. Además, se 
apoyan en un algoritmo de agrupamiento para acelerar el proceso global de 
clasificación. 
Perner, Perner, & Jänichen (2006) describen un método de reconocimiento 
para detectar esporas de hongos en una imagen microscópica digital. Debido a las 
grandes variaciones biológicas, resulta difícil generalizar la aparición de esporas en 
un modelo informático. El sistema FUNGI-PAD utiliza técnicas de procesamiento 
de imágenes junto con un modelo CBR para determinar la identidad de un objeto, 
donde un conjunto de casos explica la apariencia de la espora. Cada objeto en una 
imagen se compara con el objeto original, que es generado por un proceso 
semiautomático en forma de un caso prototipo. 
Un sistema desarrollado que usa un modelo CBR en el ámbito de la oncología 
fue propuesto por Cordier, Fuchs, Lieber, & Mille (2007). La herramienta FRAKAS 
propone una estrategia de adaptación conservadora para la adquisición de 
conocimiento procedente de expertos. En este sentido, cualquier inconsistencia entre 
el conocimiento del dominio y el conocimiento del experto se añade como nueva 
evidencia y, en consecuencia, desarrolla el conocimiento del dominio. Los autores 
hacen hincapié en la importancia de la correcta gestión del conocimiento del 
dominio, para evitar decisiones erróneas en los sistemas de apoyo a la toma de 
decisiones médicas. 
El sistema GERAMI se ha implantado en un centro de atención a pacientes 
enfermos de Alzheimer en residencias geriátricas (Corchado, Bajo, & Abraham, 
2008). El modelo funciona como un sistema multi-agente, donde el sistema CBR 
proporciona mecanismos basados en planificación de casos para optimizar los 
horarios de trabajo y presentar información actualizada sobre los pacientes.  
GENECBR (Glez-Peña, Díaz, Hernández, Corchado, & Fdez-Riverola, 2009) 
implementa una herramienta que se centra en la clasificación del cáncer utilizando el 
perfil de expresión genética de los pacientes. Los autores combinan varias técnicas 
de IA para optimizar la precisión en la clasificación obtenida. Este sistema tiene por 
objeto mantener el conjunto original de características tan reducido como sea posible, 
representando los casos mediante conjuntos difusos. Los pacientes se agrupan en 
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conjuntos genéticamente similares y el sistema proporciona una explicación de la 
solución mediante un conjunto de reglas difusas. 
HEp2-PAD (Plata, Perner, Spaeth, Lackner, & Von Landenberg, 2008) es una 
herramienta que tiene por objetivo la clasificación automática de patrones de 
inmuno-fluorescencia de células HEp2, utilizando un método basado en casos para 
la segmentación de imágenes en el diagnóstico clínico de imagen. El sistema 
combina CBR, procesamiento de imágenes, extracción de características y técnicas 
de extracción de datos para optimizar la segmentación de la imagen a bajo nivel. El 
modelo CBR se utiliza para calcular el parámetro de segmentación basado en las 
características de la imagen actual. Los casos son imágenes sin información asociada. 
ISOR es un sistema CBR basado en el estudio de ineficacia de terapias 
(Schmidt & Vorobieva, 2006). El sistema identifica las causas de terapias no 
apropiadas y ofrece recomendaciones para evitar terapias ineficientes en 
tratamientos a largo plazo. El sistema es usado junto con recomendaciones de 
diagnóstico y terapia para pacientes con hipotiroidismo tratados con terapia 
hormonal. Junto con una base de casos, se utilizan otros tres componentes 
adicionales: (i) una base de conocimiento, (ii) un conjunto de prototipos (p.ej., casos 
generalizados) e (iii) historias médicas de pacientes. La base de conocimiento 
representa la teoría del dominio en una estructura de árbol, y se usan palabras clave 
para la recuperación de un caso similar. 
IPOS es un sistema de apoyo a la toma de decisión basado en casos que ayuda 
a los médicos en el diagnóstico del estrés utilizando datos de un sensor de 
temperatura acoplado al dedo (Begum S. , Ahmed, Funk, Xiong, & Schéele, 2009). 
El sistema define una fase de calibración para generar un perfil de estrés individual y 
se aplica un CBR para la recuperación de perfiles de temperatura similares. Además, 
se incorporan técnicas difusas en el modelo propuesto para controlar la imprecisión, 
la incertidumbre inherente en el razonamiento de los clínicos y la variación en 
valores característicos. Los datos textuales en el sistema capturan los aspectos 
complementarios de un sujeto con la finalidad de abordar más ampliamente el 
conocimiento acerca de la situación concreta. Además, el sistema maneja 
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información textual no estructurada y datos de series de tiempo proporcionando 
diagnósticos y decisiones más fiables. 
El proyecto KASIMIR (D'Aquin, Lieber, & Napoli, 2006) da apoyo a las 
decisiones para el tratamiento del cáncer de mama basado en un protocolo de 
oncología. Se enfoca en la adaptación del protocolo para proporcionar las decisiones 
terapéuticas en aquellos casos no contemplados. El protocolo de adaptación depende 
de un operador de revisión, que garantiza la coherencia entre el conocimiento del 
dominio y el caso objetivo. El sistema hace especial hincapié en la importancia de la 
correcta gestión del conocimiento del dominio para evitar decisiones erróneas. El 
análisis de un fallo se contempla como una nueva dimensión en el conocimiento del 
dominio, proporcionando un aprendizaje automático del sistema propuesto. 
Bichindaritz (2006) proporciona un framework (proyecto M'emoire) para el 
intercambio de bases de casos y de sistemas CBR en biología y medicina. 
Representa un esfuerzo para acercar la web semántica al ámbito biomédico, 
utilizando el lenguaje de representación OWL para conseguir bases de casos 
interoperables. En este proyecto se han llevado a cabo varios estudios para validar 
diferentes roles de los casos prototipo, que pueden ser utilizados para el 
mantenimiento de la memoria del sistema, la actualización de conocimiento, la 
gestión del proceso de razonamiento y la inicialización de una base de casos de un 
sistema CBR. 
En el ámbito de la nefrología, RHENE (Montani, Portinale, Leonardi, & 
Bellazzi, 2006) implementa un sistema basado en casos para pacientes en fase 
terminal de enfermedad renal tratados con hemodiálisis. El modelo propuesto 
recupera los patrones de fracaso anteriores y permite al médico analizar una solución 
específica para cada paciente concreto. El sistema facilita ayuda para lograr la 
consistencia de un plan de terapia prescrita para una sesión de diálisis, 
proporcionando una evaluación de la eficacia del mismo. Cada sesión de diálisis está 
representada por un caso donde las características estáticas definen a un paciente, y 
las características dinámicas se recogen de la medición de las series de tiempo. 
Además, en el sistema RHENE se emplea una arquitectura basada en casos para la 
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configuración de parámetros de las abstracciones temporales, reduciendo con ello la 
dimensionalidad de las características. 
SOMMUS (Kwiatkowska & Atkins, 2004) es un prototipo puesto en práctica 
en el University College de Cariboo centrado en la apnea obstructiva del sueño 
(OSA, Obstructive Sleep Apnea). La finalidad es ayudar a los estudiantes de terapia 
respiratoria que analizan el proceso de diagnóstico y tratamiento de un caso 
particular, mediante la recuperación de casos similares al actual. La memoria del 
sistema se compone de tres tipos diferentes de casos: los casos individuales 
(extraídos de 37 pacientes con OSA), los casos prototipo, y los casos excepcionales 
(recogidos manualmente con la ayuda de un especialista del sueño). El sistema final 
fue construido como un framework combinado donde se aplica la lógica difusa para 
el modelado de las características de los casos, proporcionando un enfoque 
semiótico para el modelado de sus medidas. 
Lorenzi, Abel, & Ricci (2004) presentan una herramienta de apoyo a la toma 
de decisiones para la admisión en hospitales del sistema de salud pública brasileño. 
El sistema propuesto (SISAIH) ayuda a gestionar la admisión de un paciente en un 
hospital y se ocupa de los errores de facturación y los procedimientos médicos, 
realizando un trabajo de gestión. Cada caso contiene el conocimiento experto para 
resolver un problema y facilita el proceso de evaluación de la autorización de 
ingreso. El sistema propuesto simplifica la problemática de la adquisición manual de 
conocimiento y utiliza los recursos de un modo rentable, acelerando el proceso 
global y haciendo que sea más exacto. 
SIDSTOU (Ochoa, et al., 2008) es un sistema inteligente de formación que 
brinda soporte al proceso educativo relacionado con el síndrome de Tourette. El 
CBR propuesto funciona como una herramienta de diagnóstico y ayuda a reducir al 
mínimo la necesidad de un siquiatra o neurólogo en la etapa inicial. SIDSTOU 
puede aprender de forma automática una serie de características de predicción 
definidas. Los autores han llevado a cabo una evaluación del sistema, donde se 
demuestra su fiabilidad en comparación con un experto del dominio. 
BIOFEEDBACK (Ahmed, Begum, Frunk, Xiong, & Schéele, 2011) 
implementa un sistema CBR multi-módulo, que facilita el proceso de toma de 
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decisiones para proporcionar un tratamiento adecuado en desórdenes causados por el 
estrés. El sistema utiliza un sensor de temperatura acoplado al dedo de los pacientes 
para analizar la señal en el tiempo. El CBR se utiliza para clasificar a un paciente, 
estimar los parámetros iniciales y llevar a cabo la retroalimentación del modelo. En 
su desarrollo se utilizan técnicas difusas para el manejo de la incertidumbre durante 
el razonamiento de los clínicos y en los análisis de decisión. 
Brien, Glasgow, & Munoz (2005) desarrollaron un sistema en el área de la 
neuropsiquiatría que clasifica el déficit de atención e hiperactividad (ADHD, 
Attention Deficit Hyperactivity Disorder). El modelo propuesto basado en CBR, 
funciona como segunda opción para los especialistas que actualmente usan un 
sistema de múltiples fuentes para diagnosticar el ADHD. En su trabajo, los pacientes 
son clasificados teniendo en cuenta las alteraciones de control de los movimientos 
oculares, para lo que se desarrolla una estrategia de refinamiento iterativa durante la 
etapa de adquisición de conocimiento, que permite una descripción correcta de cada 
caso y la evaluación posterior de su similitud. 
Doyle, Cunningham, & Walsh (2006) presentan BRONCHIOLITIS, un 
sistema para el tratamiento de la bronquiolitis centrado en la explicación de las 
tareas de toma de decisiones. El modelo propuesto ofrece recomendaciones basadas 
en casos anteriores, y proporciona un texto explicativo que aporta información para 
apoyar o no un caso seleccionado, además de indicar el nivel de confianza en la 
predicción. El sistema fue evaluado en el centro médico Kern y el resultado indicó 
que las recomendaciones efectuadas junto con las explicaciones propuestas fueron 
bastante útiles para los profesionales en las tareas de toma de decisiones. 
DERMATOLOGY (O'Sullivan, Bertolotto, Wilson, & McLoughlin, 2006) es 
una herramienta de apoyo a las decisiones basada en casos que explota la 
información de los registros electrónicos de salud de los pacientes suministrados a 
través de redes inalámbricas. El sistema permite al usuario introducir y comparar por 
vía electrónica los registros del paciente, facilitando el intercambio de conocimiento 
en el dominio y permitiendo la asistencia médica a través de acceso remoto. Los 
casos son representados en formato multimedia y contienen información de 
pacientes como imágenes médicas, anotaciones, endoscopias e informes dictados 
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por el médico. El conocimiento contextual del experto para los casos relevantes se 
almacena en la base de casos correspondiente a los pacientes tratados. Los índices 
textuales generados a partir de cada uno de los elementos almacenados facilitan el 
proceso de emparejamiento. El sistema desarrollado fue evaluado utilizando un 
conjunto de 100 perfiles de pacientes en el ámbito de la dermatología. 
Marling, Shubrook, & Schwartz (2008) presentan un sistema de apoyo a la 
decisión basado en casos para ayudar en la gestión diaria de los pacientes con 
diabetes tipo 1 en terapia de bomba de insulina. El sistema monitoriza en tiempo real 
los niveles de glucosa en sangre de los pacientes y sus factores de estilo de vida, 
centrándose en el proceso de ajuste de la dosificación de insulina específica de cada 
paciente. De esta forma, se consigue una reducción del proceso manual de revisión 
médica al proporcionar recomendaciones terapéuticas individualizadas. Para ello, el 
sistema CBR recupera en dos pasos el mejor caso. En primer lugar, se obtiene un 
subconjunto de los posibles casos aplicables y, a continuación, los casos similares 
más útiles se filtran mediante el uso del algoritmo del vecino más cercano. La 
evaluación del sistema prototipo (TYPE-1DIABETES) se realizó con 50 casos 
procedentes de 20 pacientes, demostrando la aplicabilidad del sistema en entornos 
reales. 
Otro sistema interesante centrado en la planificación de dosis de radioterapia 
para el tratamiento de cáncer de próstata fue propuesto por Song, Petrovic, & Sundar 
(2007). El sistema RADIOTHERAPY PLANNING es capaz de ajustar las dosis de 
radioterapia apropiada para cada individuo y, al mismo tiempo, reducir los riesgos 
de los posibles efectos secundarios del tratamiento. La medida de similitud difusa se 
aplica durante el emparejamiento de los casos para incorporar el conocimiento de los 
expertos a la hora de recuperar experiencias pasadas similares. Cuando se obtienen 
varios casos similares, se ofrecen soluciones de tratamiento diferentes. La teoría de 
Dempster-Shafer ayuda a fusionar múltiples instancias para recomendar un plan de 
dosis particular. 
Wu, Weber, & Abramson (2004) presentan DIETARY CONSUELING, un 
sistema CBR en el área de la genómica nutricional que utilizando información 
acerca de la expresión de genes individuales, es capaz de proporcionar 
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asesoramiento dietético personalizado. El sistema desarrollado propone una 
estrategia dietética que influye en la expresión de genes individuales y, como 
consecuencia, ayuda a mantener la salud y prevenir enfermedades. El conocimiento 
en genómica nutricional es obtenido mediante minería de datos y representado en 
forma de ontología. Una base de casos distribuida posibilita que el sistema almacene 
el conocimiento disponible y, si es necesario, permite generar nuevos casos de forma 
automática utilizando un constructor de casos basado en el conocimiento existente. 
PATHOLOGY (Zhuang, Churilov, Burstein, & Sikaris, 2009) implementa un 
sistema de apoyo a la toma de decisiones en patología. Los autores utilizan minería 
de datos junto con un sistema CBR para posibilitar una toma de decisiones eficaz 
que facilite la selección de evidencias fundamentadas. El sistema desarrollado 
trabaja con 1.5 millones de registros existentes sobre patología. 
Ahn & Kim (2009) proponen un sistema CBR para el diagnóstico del cáncer 
de mama utilizando imágenes digitales. El sistema BREAST CANCER 
DIAGNOSIS utiliza algoritmos genéticos para mejorar el rendimiento, optimizando 
la ponderación de las características, la selección de casos, y el número de vecinos 
que se combinan simultáneamente. 
Huang, Chen, & Lee (2007) proponen CHRONIC DISEASES, un sistema para 
el diagnóstico y el pronóstico de cuatro enfermedades crónicas (accidentes 
cerebrovasculares, cardiopatía, hipertensión y diabetes mellitus). En la fase de 
adquisición de conocimiento se aplican algoritmos de minería de datos e inducción 
de árboles de decisión, que utilizando un conjunto de reglas, son empleados para el 
pronóstico de la enfermedad. 
Chang (2005) propone un CBR para crear un sistema de detección de retrasos 
en el estado de desarrollo de los niños. El modelo propuesto, denominado 
CHILDREN DEVELOPMENT CBR, ayuda a mejorar la eficiencia en la detección 
considerando aspectos como el lenguaje y la comunicación, las habilidades motoras, 
y el desarrollo sensorial y cognitivo de los menores. 
PallIATIVE CARE (Houeland & Aamodt, 2009) es un sistema de apoyo a las 
decisiones en el ámbito de los cuidados paliativos a largo plazo para pacientes 
enfermos de cáncer. En este caso, el sistema propuesto por los autores sigue un 
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enfoque híbrido que combina CBR, RBR y razonamiento basado en un modelo 
probabilístico. El modelo CBR se usa para evaluar la solución de un problema actual 
que viene dado por un agente de control de meta-nivel. El agente podría sugerir la 
aplicación de la solución actual, o usar una alternativa de un método de 
razonamiento, dependiendo de las fortalezas y debilidades de la solución. 
MELANOMA (Nicolas, Vernet, Golobardes, Fornells, Puig, & Malvehy, 
2009) implementa un sistema híbrido CBR con reglas de preprocesamiento que 
ayuda a los expertos en el diagnóstico de esta enfermedad. El sistema aplica un CBR 
para facilitar la reutilización de la experiencia existente en el ámbito, empleando dos 
técnicas distintas de diagnóstico de melanoma a partir de imágenes. Las reglas 
preprocesadas son aplicadas sobre los resultados combinados de las imágenes para 
mejorar aún más el rendimiento de la clasificación. Con el fin de garantizar la 
fiabilidad de los resultados generados (diagnóstico), se utilizan dos clasificadores 
independientes del CBR que siguen el protocolo médico. 
Topel, Neumann, & Hofestadt (2007) presentan un CBR para el diagnóstico y 
la planificación del tratamiento de enfermedades metabólicas congénitas usando la 
base de datos RAMEDIS. En la definición de un caso del CBR, la parte problema 
contiene los síntomas, los hallazgos de laboratorio, el desarrollo y los resultados de 
las pruebas moleculares (entre otras características), mientras que la parte solución 
establece el diagnóstico, la terapia, la dieta y los medicamentos utilizados. La 
biblioteca de casos consta de 750 instancias, llevándose a cabo una preselección de 
los casos para reducir el tiempo empleado en la fase de recuperación del CBR. 
MOE4CBR (Arshadi & Jurisica, 2005) es un sistema híbrido que aplica la 
metodología CBR junto con técnicas de minería de datos en el dominio biológico. 
Utiliza datos de espectrometría de masas ováricas, así como conjuntos de 
microarrays de ADN pertenecientes a enfermos de leucemia y pulmón. Los autores 
sostienen que el CBR es un método adecuado en situaciones donde la teoría del 
dominio no es suficientemente clara, como en el caso biomédico. El sistema usa 
técnicas de minería de datos y regresión logística que, junto con el CBR, logran 
mejorar el rendimiento en la clasificación. La regresión logística ayuda a filtrar las 
características importantes para definir un caso, y los casos similares son agrupados 
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en conjunto, mediante la utilización de técnicas de minería de datos. De esta forma, 
el modelo es capaz de abordar el problema de la dimensionalidad en el ámbito 
biomédico. 
Otro sistema basado en CBR desarrollado en el ámbito médico es CABAGE 
(Kurbalija, Ivanovic, Budimac, & Semnic, 2007), cuyo objetivo es el diagnóstico de 
la enfermedad de esclerosis múltiple. El CABAGE (Case Base Generator) 
implementa una herramienta de apoyo a la decisión basada en casos, que se utiliza 
para procesar la fuente de entrada de datos ante un nuevo paciente a diagnosticar. 
Los casos son creados usando una red de recuperación de casos y los pesos son 
asignados automáticamente para cada característica de un caso, donde cada caso 
consta de 72 características. El sistema desarrollado es de utilidad para los nuevos 
médicos y puede ser empleado como una segunda opinión de los expertos. 
HEPATITIS (Obot & Uzoka, 2009) constituye un sistema híbrido para el 
diagnóstico de esta enfermedad que combina CBR, RBR, y redes neuronales. El 
modelo desarrollado maneja conocimiento objetivo del dominio en forma de reglas, 
y conocimiento subjetivo a través de la utilización de casos. Un experto en el 
dominio determina los pesos de los valores de las características de un caso dentro 
del rango 1-5. Se aplica un algoritmo binario de búsqueda para la recuperación de 
casos similares y la adaptación es realizada usando una función de asignación. Si la 
diferencia entre el caso actual y un caso similar no es muy grande, se aplica la 
función de asignación, utilizando redes neuronales para formar un conjunto de reglas 
en aquellas situaciones donde resulte necesario realizar adaptación. 
CBSMS STRESS MANAGEMENT (Ahmed, Begum, Funk, & Xiong, 2009) 
implementa un sistema multimodal de propósito múltiple orientado al apoyo de 
decisiones clínicas (diagnóstico y tratamiento) para el manejo del estrés. El sistema 
utiliza datos medidos por sensores de temperatura en el dedo, considerando también 
información contextual como la percepción y los sentimientos humanos, que son 
representados en formato texto. La fiabilidad del diagnóstico y las tareas de toma de 
decisiones en el sistema CBR se ven reforzadas a través de la recuperación de 
información textual con el uso de una ontología. Cuando existe un número limitado 
4.2. Tendencias recientes y sistemas existentes en el ámbito biomédico 
67 
de casos en la memoria del sistema, un esquema de clasificación basado en reglas 
difusas ayuda a resolver el problema mediante la generación de casos artificiales. 
HDCU (Yuan, Isa, & Blanchfield 2008) es un sistema híbrido que combina 
minería de datos y CBR con el fin de lograr una predicción rápida, dinámica, 
confiable y personalizada del nivel de glucosa en sangre en pacientes diabéticos. El 
modelo utiliza una SVM (Support Vector Machine) para analizar los datos del 
paciente en búsqueda de patrones y regularidades. 
A modo de resumen de la revisión llevada a cabo, la Tabla 4-1 presenta un 
listado que recoge los sistemas analizados mostrando información sobre el ámbito 
de aplicación, el uso de técnicas combinadas con CBR y el propósito global del 
modelo.  
Tabla 4-1. Sistemas CBR en el área médica: técnicas utilizadas y propósito 
Sistema Ámbito 
Otras técnicas 
combinadas con CBR 
Propósito 
CASEBOOK (2007) Lentes de contacto 
Razonamiento hipotético 
deductivo 
Clasificación, diagnóstico 
EXPRESIONCBR 
(2009) 
Diagnóstico del cáncer 
Redes neuronales y 
estadística 
Clasificación, diagnóstico 
FUNGIPAD (2006) 
Reconocimiento de 
Objetos 
Procesamiento de imagen 
Adquisición/gestión de 
conocimientos, clasificación 
FRAKAS(2007) Oncología No aplica otra técnica 
Adquisición/gestión de 
conocimientos, diagnóstico 
GERAMI(2008) 
Pacientes con 
Alzheimer 
cálculo variacional 
Adquisición/gestión de 
conocimientos, planificación 
GENECBR (2009) 
Clasificación del 
cáncer 
RBR y lógica difusa Clasificación , diagnóstico 
HEP2-PAD (2008) 
Clasificación de 
imágenes 
Procesamiento de 
imágenes y minería de 
datos. 
Adquisición/gestión de 
conocimientos, clasificación 
ISOR (2006) Endocrinología Estadística Diagnóstico, planificación 
IPOS (2009) Diagnóstico de estrés Lógica difusa Diagnóstico 
KASIMIR (2006) Cáncer de mama 
Web semántica, revisión 
de creencias, lógica difusa 
y ergonomía 
Adquisición/gestión de 
conocimientos, clasificación, 
diagnóstico 
M’EMOIRE (2006) Biología y medicina 
RBR, minería de datos y 
estadísticas. 
Adquisición/gestión de 
conocimientos, diagnóstico, 
formación, planificación 
RHENE (2006) Hemodiálisis Abstracciones temporales 
Adquisición/gestión de 
conocimientos, ordenación, 
planificación 
SOMMUS (2004) 
Apnea obstructiva del 
sueño 
Lógica difusa 
Diagnóstico, formación, 
planificación 
SISAIH (2004) 
Detección del fraude 
en la asistencia 
sanitaria 
No aplica otra técnica. Diagnóstico 
SIDSTOU (2008) Síndrome de Tourette Minería de datos 
Diagnóstico, Planificación, 
Formación 
BIOFEEDBACK (2011) Tratamiento de estrés Lógica difusa Planificación 
ADHD (2005) Neurosiquiatría No aplica otra técnica 
Adquisición/gestión de 
conocimientos, clasificación 
BRONCHOLITIS 
(2006) 
Bronquiolitis RBR Clasificación, formación 
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Sistema Ámbito 
Otras técnicas 
combinadas con CBR 
Propósito 
DERMATOLOGY 
(2006) 
Dermatología 
Procesamiento de 
imágenes y KM 
Diagnóstico 
TYPE-1 DIABETES 
(2008) 
Diabetes RBR Planificación 
RADIOTHERAPY 
PLANNING (2007) 
Cáncer de próstata 
Lógica difusa, Dempster 
Shafer Theory y 
Simulated Annealing 
Planificación 
DIETARY 
CONSUELING (2004) 
Asesoramiento 
dietético 
Minería de datos, basado 
en reglas y ontologías 
Adquisición/gestión de 
conocimientos, planificación 
PATHOLOGY (2009) Patología ordenada 
Minería de datos y 
clustering 
Adquisición/gestión de 
conocimientos, clasificación 
BREAST CANCER 
DIAGNOSIS (2009) 
Diagnóstico del cáncer 
de mama 
Algoritmos genéticos Diagnóstico 
CHRONIC DISEASES 
(2007) 
Diagnóstico de 
enfermedades crónicas 
Minería de datos 
Adquisición/gestión de 
conocimientos, diagnóstico 
CHILDREN 
DEVELOPMENT CBR 
(2005) 
Niños con retraso en el 
desarrollo 
No aplica otra técnica Diagnóstico 
PALLIATIVE CARE 
(2009) 
Cuidados paliativos 
para el cáncer a largo 
plazo 
Basado en reglas y 
modelo probabilístico. 
Diagnóstico, planificación 
MELANOMA (2009) Melanoma RBR Clasificación, diagnóstico 
RAMEDIS CBR (2007) 
Enfermedad 
metabólica congénita 
No aplica otra técnica Diagnóstico, planificación 
MOE4CBR (2005) Ámbito biomédico Clustering espectral Clasificación 
CABAGE (2007) 
Diagnóstico de 
esclerosis múltiple 
No aplica otra técnica Diagnóstico 
HEPATITIS (2009) Hepatitis 
Basado en reglas y redes 
neuronales 
Diagnóstico 
CBSMS STRESS 
MANAGEMENT (2009) 
Tratamiento del estrés 
RBR, Recuperación de 
Información y lógica 
difusa 
Clasificación, diagnóstico, 
planificación 
HDCU(2008) Diabetes SVM 
Adquisición/gestión de 
conocimientos, clasificación 
4.3 Adecuación de los sistemas CBR al problema planteado 
Tomando como base el estudio llevado a cabo en este capítulo, se puede afirmar que 
los sistemas CBR constituyen un mecanismo válido para la resolución de problemas. 
En este sentido, su posible aplicación al ámbito biomédico, viene avalado por un 
amplio conjunto de sistemas que han sido desarrollados con éxito (recogidos en la 
sección 4.3).  
En cuanto al problema abordado en el trabajo de investigación, la 
información utilizada por el experto para diagnosticar un caso de infección y 
clasificarla como nosocomial, se basa en cumplir una serie de criterios que pueden 
ser obtenidos mediante varias combinaciones de datos clínicos, resultados analíticos 
y otras exploraciones complementarias realizadas a cada paciente en un espacio 
temporal. Además, el experto requiere la recolección de evidencias clínicas que se 
obtienen a partir de la exploración directa del paciente, realizada por medicina o por 
4.3. Adecuación de los sistemas CBR al problema planteado 
69 
enfermería. Sin embargo, en el sistema informático hospitalario, algunos síntomas 
definidos en los criterios pueden ser obtenidos sin dificultad, ya que se encuentran 
bien representados (p.ej. la gráfica de temperatura), mientras que otros requieren de 
un análisis más exhaustivo y de la experiencia del experto (p.ej. información que 
debe ser encontrada en comentarios de texto libre). En este sentido, el uso de 
sistemas CBR facilita la adquisición de conocimiento por parte del experto, puesto 
que resulta mucho más fácil solucionar el caso basado en situaciones previas ya 
resueltas, que proponer reglas de aplicación general para la identificación de la 
infección.  
Además, cada caso particular puede diferir de otro dado, por la complejidad 
de obtener información objetiva acerca de un síntoma asociado a un determinado 
criterio, siendo subjetivo a la interpretación de un médico o de una enfermera. En 
este sentido, el uso de casos para la comprensión y valoración de las situaciones, 
permiten al experto interpretar una situación en el contexto de similitud con otras 
situaciones parecidas. A mayores, el sistema debe ser capaz de adaptarse y aprender 
a pesar de que la información del dominio sea incompleta. De la forma más sencilla, 
el modelo CBR puede aprender por simple acumulación de casos en la mejora del 
sistema, ya que cada vez que se soluciona un nuevo problema este puede ser 
incorporado como un nuevo caso a la base de conocimiento. Esta característica 
innata de los sistemas CBR, así como la capacidad de justificar una solución 
completamente razonada, facilitará también la tarea del aprendizaje del experto en la 
resolución de nuevos casos similares. 
Un factor importante en la resolución del problema planteado es la 
automatización del proceso de razonamiento y clasificación de las infecciones. Los 
sistemas CBR pueden llegar a operar de forma totalmente autónoma, eliminando así 
el factor humano en el proceso de clasificación. Este hecho no supone la completa 
independencia del sistema con respecto a un usuario experto en el dominio, sino que 
hace referencia al funcionamiento automático del mismo. En este sentido, dada la 
sensibilidad de los datos manejados, es preferible que el sistema realice siempre una 
propuesta de infección y el experto se encargue de validar o proponer una alternativa.  
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Teniendo en cuenta lo comentado anteriormente, resulta evidente que los 
sistemas de razonamiento basado en casos se adaptan de forma correcta al problema 
planteado. La utilización de la metodología y el ciclo de vida de un CBR garantiza la 
correcta representación y gestión del conocimiento disponible, así como la 
posibilidad de automatizar el proceso de razonamiento. 
4.4 Resumen y conclusiones 
Este capítulo ha presentado los sistemas CBR como una metodología válida para 
afrontar la resolución de diversos problemas dispares en el ámbito sanitario. Se ha 
estudiado la estructura de su ciclo de vida y se ha realizado una clasificación teórica 
de los distintos modelos, que presentan diferentes características dependiendo del 
dominio concreto del problema que se pretende solucionar. 
Este tipo de modelos se adapta perfectamente a la automatización requerida 
para el sistema inteligente a desarrollar, y ofrece la posibilidad de combinar distintas 
técnicas de IA para abordar de forma adecuada el problema de la detección y 
clasificación de la IN. 
Motivados por el éxito de este tipo de modelos y su facilidad de integración 
con diversas tecnologías, se ha realizado un estudio en profundidad de los sistemas 
CBR existentes en el ámbito biomédico, identificando la tecnología utilizada y 
analizando el propósito para el cuál fue desarrollado. 
El próximo capítulo detalla la construcción del sistema inteligente que 
proporcionará una solución válida para el problema propuesto en el capítulo 2, 
especificando para cada fase del modelo los detalles de integración con las 
tecnologías seleccionadas en el capítulo 3. 
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5 Definición del modelo InNoCBR y aplicación al 
problema de la detección de casos de IN 
Este capítulo presenta el modelo InNoCBR propuesto en el marco de la 
investigación realizada. El objetivo del sistema inteligente presentado es que sea 
capaz de elaborar una propuesta sobre la identificación y clasificación de casos de 
infecciones nosocomiales (IN). 
El modelo desarrollado está basado en una arquitectura de Razonamiento 
Basado en Casos (CBR, Case-Based Reasoning), que encapsula un motor de reglas 
proporcionadas por el experto, así como reglas extraídas directamente de los casos 
clasificados anteriormente. Adicionalmente, las reglas se apoyan en un módulo para 
el análisis de comentarios de enfermería basado en el Procesamiento de Lenguaje 
Natural (NLP), encargado de valorar si contienen indicios de infección, en 
sustitución del experto. Inicialmente se realiza una descripción del funcionamiento 
general del sistema y las técnicas utilizadas en el modelo desarrollado. A 
continuación, se detallan los principales elementos que componen la Base de 
Conocimiento del modelo propuesto: (i) memoria del sistema, (ii) conjunto de reglas, 
(iii) modelos de NLP y (iv) diccionario de términos.  
A continuación se detalla el uso de las técnicas en cada una de las fases del 
ciclo de vida del CBR, con el fin de explotar situaciones pasadas y adaptarlas al 
problema actual, elaborando una propuesta con la identificación de la IN, para su 
posterior validación por el experto. 
5 
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5.1 Funcionamiento general 
El sistema comienza su proceso a partir de un conjunto de muestras obtenidas 
mediante un procedimiento de captación diaria de pruebas de microbiología. El 
sistema selecciona aquellas muestras que permanecen no diagnosticadas y ejecuta el 
proceso inteligente de clasificación. En primer lugar, se genera una representación 
de la instancia. Para cada muestra se obtienen los datos del paciente y, en caso de 
estar hospitalizado, de su episodio clínico. A partir de esa información, el sistema 
busca y codifica evidencias disponibles hasta el momento, incluyendo comentarios 
de enfermería, prescripciones médicas de tratamientos antibióticos suministrados, 
evolución de la temperatura, pruebas de leucocitos, informes médicos de las 
prestaciones recibidas, cirugías realizadas, etc. 
A continuación, durante su fase de recuperación, obtiene (i) un conjunto de 
reglas adecuadas para ese tipo de muestra proporcionadas, o bien por el experto, o 
bien por un proceso automático de extracción de reglas y (ii) un modelo, o modelos, 
para la clasificación de los comentarios de enfermería. Posteriormente, durante la 
fase de reutilización, se ejecutan los conjuntos reglas, dando prioridad a aquellas 
procedentes directamente del experto, frente a las extraídas automáticamente. 
Algunas reglas necesitan evaluar si los comentarios de enfermería presentan indicios 
de infección, para lo cual se emplean los modelos NLP de clasificación de texto. De 
este modo, se trata de obtener una predicción sobre el tipo de infección, siempre que 
existan reglas a aplicar, generando además una explicación basada en dichas reglas 
encajadas. En este momento, el experto interviene en la fase de revisión, aceptando 
la propuesta del sistema, corrigiéndola o, incluso, evitando pronunciarse. En este 
último caso, la muestra queda sin diagnosticar a la espera de nuevas evidencias en 
los próximos días. Por último, si el experto emite un juicio sobre el caso, el sistema 
procede a la fase de aprendizaje, que consiste en (i) almacenamiento del caso, (ii) 
regeneración de los modelos de procesamiento de texto y (iii) realización de la 
extracción de nuevas reglas de decisión. 
La Figura 5-1 muestra el esquema general del sistema CBR propuesto. 
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Figura 5-1. Esquema del modelo propuesto para InNoCBR 
El presente sistema CBR contiene ciertos aspectos particulares, 
especialmente en su fase de recuperación. En general, los sistemas CBR obtienen un 
conjunto de casos anteriores como resultado de esta fase. Sin embargo, la propuesta 
actual recupera, en su lugar, modelos inteligentes (conjuntos de reglas y 
clasificadores de texto), que serán directamente empleados para la evaluación del 
nuevo caso. Una alternativa más canónica, aunque de igual resultado, sería recuperar 
aquellos casos que sirvieron para entrenar los modelos y realizar el entrenamiento 
durante la fase de reutilización. Se ha optado por ejecutar este entrenamiento en la 
fase final de aprendizaje, de cara a la posibilidad de optimizaciones futuras que 
permitan usar los modelos en cada ciclo del CBR, pero eviten su reentrenamiento 
constante. 
5.2 Técnicas utilizadas 
El componente responsable de interpretar y ejecutar el conjunto de reglas 
proporcionado por el experto para la identificación de una infección es el sistema 
RBS, compuesto por un motor de reglas basado en inferencia de encadenamiento 
hacia adelante (forward chaining) y que implementa el algoritmo Rete para el 
reconocimiento de patrones (pattern matching) de una manera eficiente. El conjunto 
de reglas proporcionado se encuentra disponible en la Base de Conocimiento. 
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InNoCBR dispone de un segundo componente cuya responsabilidad se basa 
en evaluar aquellas muestras para las cuales no existe un conjunto de reglas 
proporcionado por el experto. Esto se debe a que en ocasiones el experto no puede 
expresar su conocimiento en forma de reglas claras e inequívocas, provocando que 
el desarrollo y mantenimiento del conjunto de reglas constituya un proceso largo y 
complicado de mantener. Este módulo brinda una solución a esta problemática 
utilizando como base técnicas de aprendizaje automático para la extracción de 
nuevas reglas. Concretamente, se emplea el algoritmo PART, que genera un árbol de 
decisión a partir de los casos ya almacenados y lo transforma en un conjunto de 
reglas. Dicho conjunto se almacena y se encuentra disponible en la Base de 
Conocimiento. El motivo por el cual se decidió utilizar esta técnica basada en reglas 
se debe a que las reglas en sí siempre producen resultados más fáciles de 
comprender y de explicar para el experto. 
Algunas reglas requieren evaluar datos en texto libre, concretamente para 
evaluar si el caso a estudio tiene indicios de infección en los comentarios de 
enfermería. En este sentido, para abordar el análisis y clasificación del texto libre, se 
desarrolló un módulo basado en técnicas NLP. La estrategia empleada para analizar 
el texto libre consiste en generar un documento por muestra, optando por la 
representación en base a una bolsa de palabras, obtenida directamente de los 
comentarios. Específicamente, un documento agrupa un conjunto de comentarios de 
enfermería enmarcados en un espacio temporal, es decir, se toman los comentarios 
pertenecientes a la hospitalización del paciente que se encuentren en el rango de una 
ventana temporal (VT), definida con un número de días anteriores y otro número de 
días posteriores a la fecha petición de la muestra.  
La bolsa de palabras se rellena analizando cada comentario de enfermería con 
diferentes técnicas de preprocesamiento de texto. La Figura 5-2 muestra 
gráficamente, mediante un ejemplo, la serie de pasos de procesamiento de texto que 
se emplean para obtener la bolsa de palabras que representa un documento. Estos 
pasos incluyen (i) detección del idioma del comentario, (ii) separación de frases, (iii) 
eliminación de signos de puntuación y otros símbolos considerados ruido, (iv) 
detección de la negación de la frase, (v) filtrado de palabras vacías, (vi) detección de 
los acrónimos, (vii) segmentación para obtener palabras sueltas, (viii) corrector 
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ortográfico para corregir palabras mal escritas y (ix) lematización para obtener la 
raíz de la palabra. Con ello se obtienen términos interesantes que pasan a formar 
parte de la bolsa de palabras del documento. 
 
Figura 5-2. Técnicas utilizadas en el preprocesamiento de texto para los comentarios de enfermería 
Una vez construido el documento, se pasa al proceso de clasificación, 
empleando un modelo Naïve Bayes adaptado a cada tipo de infección. Es decir, se 
entrena el clasificador con una colección de documentos procedentes de los casos 
almacenados y agrupados por tipo de infección ya diagnosticada y se almacena en la 
Base de Conocimiento. 
5.3 Base de Conocimiento 
La Base de Conocimiento es un componente fundamental de un sistema CBR y se 
encuentra básicamente compuesto de problemas resueltos en el pasado en forma de 
casos. En la presente investigación, ha sido necesario decidir cómo representar todo 
el conocimiento disponible sobre la ocurrencia del problema y cómo almacenar la 
solución de una manera elegante y eficiente. 
En este sentido, la base de conocimiento se compone de varios elementos 
independientes entre sí, pero indirectamente ligados, que incluye (i) la memoria del 
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sistema en forma de casos almacenados con una solución ya revisada por el experto, 
(ii) el conjunto de reglas con la que se evalúa los nuevos casos, (iii) los modelos 
NLP ya entrenados para la clasificación de texto usados en la valoración de 
comentarios de enfermería y (iv) el diccionario de términos utilizados por algunos 
de los modelos NLP. 
A continuación se procede a detallar cada una de las partes de la Base de 
Conocimiento y cómo se organizan.  
5.3.1 Memoria del sistema: representación de un caso 
Cada instancia almacenada en la base de conocimiento del CBR, a nivel general se 
define como una 7-tupla {M, B, V, S, C, E, I}, donde M es la muestra a estudio, B = 
{BPvt, BPepisodio} es la bolsa de palabras de enfermería, V contiene la evaluación de 
los indicios de infección en la bolsa de palabras, S es el conjunto de datos simples 
representado por S = {S1, S2, … ,Sn}, C es el conjunto de datos calculados 
representado por C = {C1, C2, … ,Cn}, E es el conjunto de evidencias representado 
por E = {Ev1, Ev2, … ,Evn} y, por último, I indica la evaluación del caso, es decir, el 
tipo de infección. 
La Figura 5-3 muestra de manera esquemática, la representación de una 
instancia para el problema de la identificación de las infecciones nosocomiales. 
 
Figura 5-3. Representación de una instancia para el problema planteado 
Cada instancia se representa por la muestra (M) y se identifica por el tipo de 
muestra (orina, sangre, esputo, exudado de herida, etc.). Esta investigación se centró 
en el estudio de las muestras procedentes del laboratorio de microbiología. 
Adicionalmente, resulta de especial interés la obtención de indicios de 
infección en los comentarios de enfermería. Mediante el preprocesamiento de los 
comentarios se obtienen las bolsas de palabras compuesta de la tupla término de 
interés-frecuencia. Estas bolsas se encuentran constituidas por aquellos comentarios 
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que se encuentran (i) dentro de la ventana temporal (BPVT) y (ii) dentro del episodio 
en que fue solicitada la muestra (BPepisodio). Otro parámetro de interés relacionado 
con las observaciones, de interés para el preprocesado y para el entrenamiento 
posterior del módulo de NLP, es la anotación de frases relevantes dentro de los 
comentarios realizada por el experto en la fase de revisión. 
Además de la información mencionada previamente, es de especial interés 
conocer datos simples (S), caracterizados por ser datos primitivos, directamente 
extraíbles de los sistemas de información. Entre estos datos se podrían encontrar la 
medición microbiológica en Unidades Formadoras de Colonias (UFC), el estudio de 
la muestra (procedimiento analítico), número de días que lleva ingresado el paciente 
con respecto a la petición de la muestra, la edad del paciente, entre otros. 
Otros datos requieren un preprocesamiento previo y se denominan datos 
calculados (C). Un ejemplo muy representativo sería la cirugía de referencia, 
relevante para identificar las infecciones quirúrgicas y que presenta una definición 
compleja ya que debe cumplir múltiples condiciones (fecha de intervención se 
dentro de los 30 días previos a la muestra, ser la primera cirugía realizada del 
episodio de existir varias cirugías y que no sea considerada una re-intervención). 
Otros datos de interés requieren de un preprocesamiento, junto con la 
combinación de varios criterios aportados por el experto. Este tipo de datos, son 
representado con una variable booleana y se denominan evidencias (E). Por ejemplo, 
la evolución de la fiebre suele ser un síntoma común a todas las infecciones, pero 
para que adquiera carácter de evidencia se requiere que sea cercana a la fecha 
petición de la muestra y presente un patrón determinado. 
Tanto para la inclusión o modificación de datos tipo S, C o E en el sistema, es 
necesaria la intervención de un ingeniero en sistemas de información. 
5.3.2 Conjunto de reglas 
Un elemento fundamental que se almacena en la Base de Conocimiento es el 
conjunto de reglas, ya sean las proporcionadas por el experto, o bien las que el 
sistema extrae automáticamente de los casos almacenados. 
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A partir de los árboles de decisión que aporta el experto como solución a la 
identificación de una infección por tipo o tipos de muestra, se obtiene manualmente 
un conjunto de reglas donde cada hoja final del árbol representa una regla y el 
recorrido desde el nodo raíz hasta la hoja final del árbol componen los criterios. 
Estas reglas aportan directamente nuevo conocimiento, sin requerir entrenamiento 
de los casos almacenados anteriormente. 
La Figura 5-4 muestra un ejemplo de un posible árbol de decisión 
proporcionado por el experto. 
 
Figura 5-4. Ejemplo de un posible árbol de decisión proporcionado por el experto 
La estructura de una regla adquirida por el sistema a través del experto puede 
ser definida como una sentencia del tipo WHEN-THEN, es decir, cuándo (when) se 
cumple las condiciones (conditions), entonces (then) se desencadena una serie de 
acciones (actions); en caso contrario no hace nada. Adicionalmente lleva un nombre 
para identificarla (rule). La Figura 5-5 muestra la estructura de la regla con un 
ejemplo sencillo de infección urinaria, que indica que la regla “R1.ITU” clasificará 
la muestra como “Infección Urinaria” cuando se cumplan las siguientes condiciones: 
la muestra contiene menos de 3 gérmenes (numeroGermenes), además el número de 
colonias (ufc) supere las 100.000 unidades y el paciente haya tenido fiebre.  
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rule "R1.ITU" 
    when 
        // <conditions> 
        // Muestra con menos de tres gérmenes 
        muestra : Muestra(numeroGermenes < 3) 
        // Numero de UFC > 100.000  
        ufc : UFC(value > 100000 ) 
        // Fiebre 
        temperatura : Temperatura(value >= 38) 
    then 
        // <actions> 
        System.out.println("Infeccion Urinaria"); 
        muestra.setInfeccion(Infeccion.URINARIA); 
end 
Figura 5-5. Regla construida a partir de la rama más a la izquierda del árbol de decisión presentado en la Figura 5-4 
Este tipo de estructura de reglas facilita el mantenimiento del sistema, 
separando la lógica de negocio que es obtenida del experto del resto de componentes 
del sistema informático, teniendo la capacidad de ser modificado por el experto sin 
ser necesario un ingeniero de sistemas de información. 
Además del conjunto de reglas proporcionados por el experto, en la Base de 
Conocimiento también se almacenan el conjunto de reglas extraídos 
automáticamente con los casos almacenados, mediante el algoritmo PART. 
5.3.3 Modelos de NLP 
Los modelos de NLP se estructuran bajo un conjunto de clasificadores de texto 
entrenados por tipo de infección y son los encargados de valorar si los comentarios 
de enfermería contienen indicios de infección, en sustitución del experto. En ese 
sentido, los modelos de NLP se apoyan en un clasificador cuyo aprendizaje se 
encuentra basado en métodos de inducción probabilísticos. En el caso del presente 
trabajo se utiliza Naïve Bayes. 
El corpus de entrenamiento se obtiene del conjunto de documentos asociados 
a los casos almacenados. Cada documento está representado por la bolsa de palabras, 
ya sea la bolsa con los términos interesantes encontrados en la ventana temporal o 
bien la bolsa que contiene los términos interesantes en el episodio. En este sentido, 
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la representación del documento es parametrizable y se puede utilizar una 
representación de una bolsa de palabras con todos los términos o aquellos términos 
que se encuentren dentro del diccionario de términos, incluso puede variar los pesos 
de los términos utilizando esquema booleano, o bien la medida TF-IDF (ver 
apartado 3.3.2.1). Un modelo de NLP puede ser configurado de forma distinta en 
función del tipo de infección. 
En la fase de recuperación se obtienen los modelos NLP ya entrenados por 
tipo de infección, que son ejecutados en la fase de reutilización y, finalmente, en la 
etapa de aprendizaje se vuelven a reentrenar teniendo en cuenta las posibles 
actualizaciones del diccionario de términos derivadas de la anotación de frases 
relevantes por parte del experto en el nuevo caso (ver siguiente apartado). 
5.3.4 Diccionario de términos 
Un componente importante en la clasificación de observaciones de enfermería es el 
diccionario de términos relacionados con la infección. El experto puede 
proporcionar términos interesantes de cara a la búsqueda de indicios de infección en 
el texto y agregarlos directamente al diccionario de datos, o bien se incluyen 
dinámicamente bajo el preprocesamiento de las anotaciones que el experto realiza en 
la etapa de revisión de los comentarios de enfermería. 
El diccionario de términos del módulo NLP permite (i) filtrar aquellas 
palabras que son relevantes y eliminar aquellos términos considerados como ruido 
en el texto y (ii) reducir los tiempos de ejecución y de análisis en la clasificación de 
texto. 
5.4 Ciclo de vida del CBR 
En esta sección, se detalla el ciclo de vida del CBR, dividiendo su explicación en las 
diferentes fases y describiendo la participación de las diferentes técnicas empleadas. 
La Figura 5-6 muestra un diagrama de flujo que resume el ciclo de vida del CBR 
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Figura 5-6. Ciclo de vida del sistema CBR propuesto 
5.4.1 Fase de recuperación 
Ante la llegada de un nuevo caso, el sistema se encarga de buscar en la Base de 
Conocimiento los instrumentos adecuados para llevar a cabo el diagnóstico. 
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Dependiendo del emparejamiento que pueda establecer entre el caso de estudio, 
obtendrá un conjunto de modelos inteligentes útiles para generar una solución, o en 
caso contrario, notificará al usuario que desconoce de la información para generar 
dicha solución. Concretamente, la técnica de emparejamiento consiste obtener el 
atributo tipo muestra del nuevo caso y se busca en una tabla de correspondencia sus 
posibles tipos de infección. A su vez, cada tipo de infección tiene asociados modelos 
inteligentes entrenados. Dichos modelos inteligentes se encuentran compuestos por 
(i) un o varios conjuntos de reglas proporcionadas, o bien por el experto, o bien por 
el proceso automático de extracción de reglas a partir de casos anteriormente 
clasificados y validados por el experto y (ii) uno o varios modelos de NLP 
entrenados por tipo de infección que en la próxima fase será utilizado en la 
clasificación de los comentarios de enfermería. 
En la Tabla 5-1 se muestra un ejemplo de una posible tabla de 
correspondencia. En la primera columna se describe la regla por tipo de infección 
proporcionada por el experto y en la segunda columna el tipo de muestra. Para el 
resto de muestras se obtiene el conjunto de reglas extraídas de forma desasistida por 
el sistema con los casos ya clasificados por el experto. 
Tabla 5-1. Ejemplo de tabla de correspondencia entre el tipo de muestra y el/los conjunto/s de reglas proporcionados 
por el experto 
Regla Manual Tipo de Muestra 
Urinaria Orina 
Quirúrgica  Cutánea 
Exudado herida quirúrgica, exudado herida, exudado perianal, exudado 
conjuntival, exudado fístula, exudado lingual, exudado óptico, exudado de 
inserción pel catéter, pubs/absceso 
Bacteriemia Sangre 
Entérica Heces, Clostridium difficile toxinas 
Cutánea Exudado úlcera, Exudado úlcera mucosa, Exudado úlcera genital 
No se ha proporcionado reglas Otras muestras 
5.4.2 Fase de reutilización 
Los modelos inteligentes obtenidos para el nuevo caso en la etapa anterior, pasan a 
ser empleados en esta fase de reutilización. En este sentido, los conjuntos de reglas 
serán ejecutados en modo cascada, es decir, se le da prioridad de ejecutar al conjunto 
de reglas proporcionado por el experto para obtener una predicción. Si no se obtiene 
una predicción, el sistema retornara un valor desconocido. En caso de obtener 
desconocido, el sistema itera nuevamente buscando una nueva solución con otro 
conjunto de reglas proporcionado por el experto y así sucesivamente hasta obtener 
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una solución. En caso de que no existan más conjunto de reglas proporcionados por 
el experto, el sistema ejecutará el conjunto de reglas extraídas automáticamente de 
los casos anteriores. Como se puede apreciar, para aquellas muestras que el experto 
no haya proporcionado un conjunto de reglas, el sistema ofrece una solución 
únicamente mediante el conjunto de reglas extraídas. 
Algunas reglas son complejas y requiere de cálculos u operaciones 
adicionales. Se hace mención especial a aquellas reglas que necesitan evaluar los 
comentarios de enfermería en búsqueda de rastros de infección. Para no requerir de 
la ayuda directa del experto en esta etapa, se utiliza un clasificador de texto para que 
el sistema realice una valoración automática. El clasificador de texto, entrenado 
específicamente para el tipo de infección requerido, se obtiene de la fase de 
recuperación. Este modelo se aplica sobre el documento en forma de bolsa de 
palabras representativa de los comentarios de enfermería del caso nuevo. La 
decisión del clasificador se basa en obtener una predicción apoyada en la existencia 
y relevancia de los términos de la bolsa de palabras del caso nuevo, relacionadas con 
el conjunto de textos previamente clasificados para ese tipo de infección.   
Al final de esta etapa, obtenemos una predicción del tipo de infección y se 
genera una explicación de la solución. Es preciso destacar que mediante el uso de 
reglas es más fácil generar las justificaciones o explicaciones correspondientes que 
apoyan la predicción dada. 
5.4.3 Fase de revisión 
Una vez que el sistema proporciona una solución inicial al problema planteado, se 
requiere de la intervención del experto. El experto puede ver la propuesta del 
sistema, acompañada de una explicación que revela los criterios seleccionados para 
la solución del problema, sirviendo de base para la justificación. En este sentido, el 
experto puede indicar si acepta la solución propuesta por el sistema o, por el 
contrario, decide corregirla aportando nueva información del caso en la Base de 
Conocimiento. El sistema también permite que el experto evite pronunciarse, debido 
a que posiblemente no se tengan suficientes evidencias en el nuevo caso y necesite 
más información que pueda generarse en el futuro cercano. De esta forma, la 
muestra sería evaluada nuevamente por el sistema en su próxima ejecución.  
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Por otra parte, durante la fase de revisión, el experto también puede 
inspeccionar los comentarios de enfermería y realizar anotaciones y valorarlos 
positivamente si ha encontrado indicios de infección o negativamente en caso de no 
infección. 
Una vez que el experto haya revisado la solución planteada y haya realizado 
las correcciones pertinentes en los comentarios de enfermería, se pasa a la siguiente 
fase.  
5.4.4 Fase de aprendizaje 
La última fase de un sistema CBR es la encargada de incorporar un nuevo caso y su 
solución aplicada a la memoria del sistema. Esta memoria irá aumentando cada vez 
y enriqueciéndose gracias a las soluciones de problemas basados en la experiencia. 
El nuevo caso es almacenado en la base de casos con la solución revisada por el 
usuario experto. En el momento que se inserta esta nueva instancia en la Base de 
Conocimiento, se realizan una serie de procesos adicionales, que incluyen (i) el 
reentrenamiento y la extracción de las reglas con el nuevo caso aportado (ii) el 
enriquecimiento del diccionario con aquellos términos encontrados en las 
anotaciones aportadas por el experto sobre los comentarios de enfermería y (iii) 
reconstrucción de los modelos de NLP reentrenando los clasificadores de texto 
teniendo en cuenta el nuevo caso solventado y el posible aumento de términos en el 
diccionario. 
5.5 Configuración y adaptabilidad de InNoCBR 
InNoCBR se encuentra diseñado bajo una arquitectura flexible para la incorporación 
de nuevo conocimiento, bien sea aportado por el experto o bien extraído de los casos 
almacenados. La solución propuesta plantea la utilización de técnicas estándar de 
aprendizaje automático, de modo que se pueden realizar ajustes o cambios en 
función de las necesidades del problema o del experto. En este apartado se detalla 
las características del modelo propuesto, señalando aquellos componentes de la 
arquitectura que pueden ser adaptados y configurados, dotando un alto grado de 
flexibilidad a la herramienta. 
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En primer lugar, el modelo propuesto ofrece la capacidad de que el experto 
pueda modificar el comportamiento del sistema en cualquier momento, realizando 
cambios directamente en la Base de Conocimiento sin la necesidad de un ingeniero 
de sistemas de información. En este sentido, el modelo propuesto ofrece la gestión 
de reglas manuales, donde el experto tiene la facilidad de incorporar o modificar 
nuevo conocimiento a través de estas reglas, posibilitando de esta forma aplicar un 
cambio inmediato en el conocimiento y permitiendo que el sistema diagnostique en 
base a este nuevo conocimiento. Adicionalmente, el usuario puede indicar qué tipo 
de muestras pueden ser evaluadas con las reglas incorporadas en la tabla de 
correspondencia. Otro elemento que también puede gestionar el experto, es el 
incorporar nuevas palabras interesantes o modificar las existentes en el diccionario 
de términos, utilizado en los modelos de NLP para el análisis de los comentarios de 
enfermería.  
En segundo lugar, la adecuación de la representación del caso a las nuevas 
necesidades de solución del problema. En este sentido, la organización del caso 
facilita de forma eficaz la gestión de la información y la adaptación del caso, ya que 
se puede incluir nuevos atributos que componen la instancia en forma de datos 
simples, datos calculados o en forma de evidencias. Esta tarea de mantenimiento 
corresponde al ingeniero de sistemas de información, ya que requiere de un lenguaje 
de programación de más bajo nivel que el de las reglas. Incluso, es posible que la 
adición de nuevos atributos requiera el acceso a otra fuente de datos no empleada 
hasta el momento. En este sentido, se ha implementado una arquitectura software 
modular de forma que sea sencillo y relativamente rápido conectar nuevas fuentes de 
datos. 
En cuarto lugar, los modelos y técnicas de NLP utilizadas en los análisis de 
comentarios de enfermería para encontrar indicios de infección son perfectamente 
adaptables a otros casos de aprendizaje automático donde se requiera el análisis de 
texto natural. En este sentido, se puede emplear las técnicas de NLP comentadas en 
la sección 3.3., para la solución de este tipo de problema. Por ejemplo, una de las 
fuentes de nuevas evidencias que se pueden abordar bajo este enfoque son los 
comentarios médicos procedentes de diversos informes clínicos disponibles en la 
base de datos IANUS del Servicio Galego de Saúde (SERGAS). 
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En cuarto lugar, las técnicas de clasificación utilizadas en los modelos de 
NLP para el análisis de los comentarios de enfermería y para el módulo de 
extracción automática de reglas desde los casos almacenados, son fácilmente 
reemplazables por otras técnicas de aprendizaje automático. 
5.6 Resumen y conclusiones 
En este capítulo se ha descrito el sistema InNoCBR desarrollado para la predicción 
de IN a través del estudio de la muestras de microbiología. Se ha descrito de una 
forma resumida el funcionamiento general del sistema para posteriormente entrar en 
detalle de sus componentes tecnológicos internos. Adicionalmente se explicaron las 
fases del CBR implementado, logrando automatizar 3 etapas, a excepción de la de 
revisión, que requiere la aprobación del experto. Si bien es cierto que el experto 
proporciona reglas manuales para algunos tipos de muestra, por lo que se podría 
evitar la fase de revisión en dichos casos, el experto ha indicado que prefiere 
comprobar y revisar cada caso. 
 Los resultados obtenidos con el sistema desarrollado, así como las numerosas 
pruebas estadísticas de las técnicas de inteligencia artificial aplicadas, se presentan 
en el capítulo 6.  Las propuestas de mejoras y trabajos futuros para el actual sistema 
CBR serán discutidos en el capítulo 7. 
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6 Resultados obtenidos con InNoCBR 
En este capítulo se presentan los resultados obtenidos con el prototipo funcional 
desarrollado en el ámbito de la clasificación de infecciones nosocomiales obtenidas 
en el proceso de captación de muestras de microbiología. Aunque se han realizado 
una gran cantidad de experimentos para validar y ajustar el modelo propuesto, se 
presenta únicamente un resumen de los mismos con la finalidad de evidenciar los 
resultados más destacables del modelo desarrollado. 
El capítulo comienza con la descripción de los escenarios de prueba sobre los 
que se han evaluado el prototipo, especificando la configuración realizada en cada 
prueba frente un conjunto de datos, el conocimiento aportado por el experto, el 
esquema y las medidas de evaluación. 
A continuación se detallan los resultados obtenidos del prototipo funcional 
desarrollado. Se establecen dos grandes escenarios que corresponden con (i) la 
evaluación de la predicción de los modelos de procesamiento de lenguaje natural 
(NLP, Natural Language Processing) y (ii) la evaluación de las predicciones 
realizadas por el sistema basado en reglas (RBS, Rule-Based System).  
Con respecto a los escenarios que evalúan los modelos de NLP, se establece 
un escenario donde se evalúa el rendimiento de los clasificadores de texto 
entrenados por tipo de infección. Para cada uno de ellos, se presentan los resultados 
obtenidos y se realiza una validación estadística de las conclusiones extraídas.  
Con respecto a los escenarios que evalúa las predicciones realizadas por el 
RBS, se establecen 3 configuraciones para evaluar: (i) con reglas manuales 
proporcionadas por el experto, (ii) con las reglas extraídas automáticamente de los 
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casos almacenados y (iii) con el uso de ambas reglas. Para cada uno de ellos, se 
presentan los resultados obtenidos y se realiza una validación estadística de las 
conclusiones extraídas. 
Además, se incluye un estudio del impacto que tiene el módulo de NLP en el 
sistema RBS, comparando los resultados de InNoCBR con este módulo desactivado, 
presentando conclusiones por cada tipo de infección y a nivel global, realizando 
también una validación estadística de las conclusiones extraídas. 
El capítulo finaliza presentando un breve resumen y exponiendo las 
principales conclusiones obtenidas tras el análisis de los resultados.  
6.1 Descripción de los datos de prueba 
Los datos empleados en las pruebas que evalúan al prototipo funcional provienen de 
la captación de muestras del laboratorio de microbiología y ha sido proporcionado 
por el equipo de SMP del CHUO. Concretamente, el conjunto de datos consta de 
2569 muestras ya clasificadas por el equipo de SMP procedentes de 1800 pacientes, 
durante el periodo de captación que se ha realizado desde el 01 de Marzo de 2012 
hasta el 23 de Enero de 2013. Los datos proporcionados solo contienen datos 
relevantes de las muestras y algunos datos físicos del paciente. Se excluye 
información de carácter personal del paciente, para conservar la privacidad de los 
datos. A continuación, la Tabla 6-1 muestra la distribución de las muestras de 
microbiología por cada tipo de infección clasificada. 
Tabla 6-1. Distribución de las muestras disponibles por tipo de infección 
Tipo Infección Número muestras 
Urinaria 484 
Quirúrgica 354 
Respiratoria 140 
Otras 53 
Bacteriemia 115 
Entérica 26 
Cutánea 55 
Extrahospitalaria 1005 
No Infección 37 
Total 2569 
La Tabla 6-2 presenta la distribución del número de muestras de 
microbiología por tipos de muestra y por el número de pacientes que se encuentran 
involucrados a ese número de muestras. 
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Tabla 6-2. Distribución de las muestras disponibles por tipo de muestras y número de pacientes involucrados 
Tipo Muestra Número de muestras Número de pacientes 
BAL (lavado bronco alveolar) 4 4 
BAS (bronco aspirado) 52 50 
Biopsia/Tejido digestivo 1 1 
Biopsia/Tejido otras 2 2 
Biopsia/Tejido respiratorio 1 1 
Cepillado esofágico 3 3 
Cepillado bronquial 1 1 
Contenido quiste 1 1 
Exudado perianal 1 1 
Escamas 3 2 
Esputo 262 220 
Exudado anal/rectal 5 5 
Exudado balanoprepucial 1 1 
Exudado conexión 2 2 
Exudado conjuntival 36 35 
Exudado endocervical 1 1 
Exudado faríngeo/amígdalar 33 26 
Exudado herida 297 281 
Exudado herida quirúrgica 192 181 
Exudado fístula 10 10 
Exudado fístula ósea 1 1 
Exudado inserción piel catéter 14 12 
Exudado lingual 13 13 
Exudado nasofaríngeo 4 4 
Exudado uretral 1 1 
Exudado vaginal 16 13 
Exudado óptico 4 4 
Exudado úlcera 39 33 
Exudado úlcera mucosa 1 1 
Exudado úlcera genital 2 2 
Heces 50 49 
Frotis orificio diálisis 16 14 
Frotis de piel 18 14 
Ganglio linfático 4 3 
LCR 13 11 
Líquido articular/sinovial 4 4 
Líquido ascítico/peritoneal 12 10 
Líquido biliar 65 64 
Líquido pleural 8 7 
Líquido vesícula dérmica/ampolla 1 1 
Material punción aspiración 6 4 
Medula ósea 1 1 
Pus/Absceso 88 80 
Sangre 204 180 
Secreciones bronquiales 149 115 
Sin catalogar (ORL) 1 1 
Sin catalogar (catéteres e dispositivos varios) 5 5 
Sin catalogar (Exudados/ abscesos) 156 145 
Soro 4 4 
Orina 757 649 
Jugo gástrico 4 4 
En el caso de los datos procedentes de los comentarios de enfermería, han 
sido filtrados previamente para eliminar cualquier tipo de información relacionada 
con los datos privados del paciente. La estructura de estos comentarios se encuentra 
en texto libre y se estima que un 90% de las muestras tienen registradas este tipo de 
información. En concreto, la Tabla 6-3 presenta la distribución de los comentarios 
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de enfermería por tipo de muestra e infección, el número medio de comentarios por 
muestra y el tamaño medio del comentario expresado en números de caracteres. 
Tabla 6-3.Distribución de los comentarios de enfermería por tipo de infección 
Tipo infección 
Número 
muestras 
Número muestras con 
comentarios 
Número medio de 
comentarios 
Tamaño medio del 
comentario (caracteres) 
Urinaria 484 475 81 137±156 
Quirúrgica 354 293 93 160±166 
Respiratoria 140 126 79 156±165 
Otras 53 39 122 107±120 
Bacteriemia 115 108 120 134±146 
Entérica 26 26 90 107±130 
Cutánea 55 51 115 126±140 
Extrahospitalaria 1005 903 56 128±155 
No Infección 337 293 101 133±149 
6.2 Configuración de InNoCBR 
En esta sección se describe la configuración que ha sido utilizada por el sistema 
InNoCBR para realizar las pruebas de rendimiento.  
A continuación la Tabla 6-4 muestra la tabla de correspondencia que se ha 
establecido para obtención de conjuntos de reglas durante la fase de recuperación 
(ver apartado 5.4.1). La primera columna hace referencia al conjunto de reglas 
proporcionado por el experto para el tipo de infección y la segunda columna hace 
referencia al tipo de muestra que puede utilizar este conjunto de reglas manuales. 
Tabla 6-4. Tabla de correspondencia entre el tipo de muestra y el tipo de regla proporcionado por el experto 
Regla Manual Tipo de Muestra 
Urinaria Orina 
Quirúrgica 
Exudado herida quirúrgica, exudado herida, exudado de inserción pel catéter, 
pubs/absceso, liquido ascítico/peritoneal, liquido articular/sinovial, LCR, frotis 
orificio diálisis, sin catalogar (exudados/abscesos) 
Bacteriemia Sangre 
No se ha proporcionado reglas Otras muestras 
A continuación desde la Figura 6-1 hasta la Figura 6-3 muestran los árboles 
de decisión aportados por el experto de los cuales se derivan conjuntos de reglas (ver 
apartado 5.3.2). En este caso se disponen de conjuntos orientados al estudio de las 
infecciones urinaria, quirúrgica y bacteriemia. 
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Figura 6-1. Árbol de decisión para la infección urinaria proporcionado por el experto 
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Figura 6-2. Árbol de decisión para la infección quirúrgica proporcionado por el experto 
 
Figura 6-3. Árbol de decisión para la infección bacteriemia proporcionado por el experto 
A continuación la Tabla 6-5 presenta en detalle el conjunto de datos simples 
(ver apartado 5.3.1) que forman parte de la estructura de la instancia y que son 
usadas por las reglas proporcionadas tanto por el experto como también por las 
reglas extraídas de los casos almacenados.  
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Tabla 6-5. Listado de datos simples disponibles para la prueba 
ID Dato Tipo de dato Descripción 
Ds1 Analítica Enumerado Tipo de analítica o estudio aplicado a la muestra 
Ds2 Edad Numérico Edad del paciente 
Ds3 Fecha Petición Numérico Fecha petición de la muestra 
Ds4 Días ingresado Numérico 
Número de días que lleva ingresado el paciente con respecto a la 
petición de la muestra 
Ds5 Número de UFC Enumerado 
Medición procedente de una muestra de microbiología medida en 
Unidades Formadoras de Colonias (UFC). Se emplea para 
descartar infecciones que tienen un número inferior a 100000 
ufc/ml 
Ds6 Nombre del Germen Enumerado Nombre del germen o microorganismo 
Ds7 Tipo de muestra Numérico Información relativa al tipo de muestra 
Ds8 Número de gérmenes Numérico 
Información relativa al número de gérmenes que contiene la 
muestra 
Ds9 Servicio Solicitante Enumerado Nombre del servicio que realiza la petición de la muestra 
Ds10 Cama del Paciente Enumerado Identificador de la cama del paciente 
Ds10 Centro Enumerado Centro Hospitalario en el que se encuentra el paciente 
A continuación la presenta en detalle el conjunto de datos calculados (ver 
apartado 5.3.1) que forman parte de la estructura de la instancia y que son usadas por 
las reglas proporcionadas tanto por el experto como también por las reglas extraídas 
de los casos almacenados. 
Tabla 6-6 presenta en detalle el conjunto de datos calculados (ver apartado 
5.3.1) que forman parte de la estructura de la instancia y que son usadas por las 
reglas proporcionadas tanto por el experto como también por las reglas extraídas de 
los casos almacenados. 
Tabla 6-6. Listado de datos calculados disponibles para la prueba 
ID Dato Tipo de dato Descripción 
Dc1 Cirugía de Referencia Registro 
Aquella cirugía que se encuentre dentro de los 30 días previos de 
la fecha petición de la muestra 
Dc2 Días intervenido Numérico 
Número de días que existen entre la fecha de intervención de 
cirugía de referencia con respecto a la petición de la muestra 
Dc3 Prótesis 1 año previo Booleano 
Existe alguna colocación de prótesis en el último año previo a la 
fecha petición de la muestra 
Dc4 Cirugía 30 días previos Booleano 
Existe alguna operación quirúrgica los últimos 30 días previos a la 
fecha petición de la muestra 
Dc5 Muestra Contaminada Booleano 
En las observaciones de microbiología para la muestra captada se 
indica que dicha muestra está “contaminada” 
Dc6 Muestra Colonizada Booleano 
En las observaciones de microbiología para la muestra captada se 
indica que dicha muestra está “colonizada” 
Dc7 Servicio Sociosanitario Booleano El nombre del servicio solicitante es socio sanitario 
Dc8 Presenta Prestaciones Booleano 
El paciente ha recibido algún tipo de prestación en el ámbito 
hospitalario 
Dc9 Prestaciones DIGF Booleano 
El paciente ha recibido algún tipo de prestación en digestiva en el 
ámbito hospitalario 
Dc10 Prestaciones GINP Booleano 
El paciente ha recibido algún tipo de prestación en ginecología en 
el ámbito hospitalario 
Dc11 Prestaciones NMLE Booleano 
El paciente ha recibido algún tipo de prestación en consultas de 
neumología en el ámbito hospitalario 
Dc12 Prestaciones RADN Booleano 
El paciente ha recibido algún tipo de prestación de 
radiodiagnóstico en el Hospital Santa María Nai 
Dc13 Prestaciones RADX Booleano 
El paciente ha recibido algún tipo de prestación derivadas de 
radiologías / escáner 
Dc14 Prestaciones RADY Booleano El paciente ha recibido algún tipo de prestación de 
6. Resultados obtenidos con InNoCBR 
94 
ID Dato Tipo de dato Descripción 
radiodiagnóstico general en el ámbito hospitalario 
Dc15 
Tratamiento con 
Ciprofloxacino 
Booleano 
El paciente ha estado en tratamiento antibiótico de tipo 
Ciprofloxacino cerca de la fecha de la muestra. Se toma como 
referencia la ventana temporal de inicio de tratamiento 2 días 
previos y 3 días posteriores a la fecha petición de la muestra 
Dc16 
Tratamiento con 
Levofloxacino 
Booleano 
El paciente ha estado en tratamiento antibiótico de tipo 
Levofloxacino cerca de la muestra. Se toma como referencia la 
ventana temporal de inicio de tratamiento 2 días previos y 3 días 
posteriores a la fecha petición de la muestra 
Dc17 
Tratamiento con 
Amoxicilina 
Booleano 
El paciente ha estado en tratamiento antibiótico de tipo 
Amoxicilina cerca de la muestra. Se toma como referencia la 
ventana temporal de inicio de tratamiento 2 días previos y 3 días 
posteriores a la fecha petición de la muestra. 
Dc18 
Tratamiento con 
Cloxacilina 
Booleano 
El paciente ha estado en tratamiento antibiótico de tipo Cloxacilina 
cerca de la muestra. Se toma como referencia la ventana temporal 
de inicio de tratamiento 2 días previos y 3 días posteriores a la 
fecha petición de la muestra 
Dc19 Presenta sonda vesical Booleano 
Al paciente se le ha colocado una sonda vesical mientras ha estado 
ingresado 
Dc20 Presenta vía Central Booleano 
Al paciente se le ha colocado una vía central mientras ha estado 
ingresado 
Dc21 Presenta vía Periférica Booleano 
Al paciente se le ha colocado una vía periférica mientras ha estado 
ingresado 
A continuación la Tabla 6-7 presenta en detalle el conjunto de evidencias (ver 
apartado 5.3.1) que forman parte de la estructura de la instancia y que son usadas por 
las reglas proporcionadas tanto por el experto como también por las reglas extraídas 
de los casos almacenados. Estas evidencias responden siempre a una pregunta, por 
lo que el tipo de dato disponible para todas ellas es booleano 
Tabla 6-7. Listado de evidencias disponibles para la prueba 
ID Dato Descripción 
Ev1 Número de gérmenes <= 3 El número de gérmenes que contiene la muestra debe ser menor o igual que 3 
Ev2 Diagnóstico de admisión 
Existen palabras relacionadas con infección en el comentario introducido en el 
momento de la admisión del paciente al hospital. Debe cumplir que el paciente 
no lleve más de 3 días ingresado y que no existan cultivos negativos del mismo 
tipo de muestra entre la fecha de ingreso y de petición 
Ev3 Leucocitos Positivos en FI 
Existen pruebas de leucocitos positivas para el paciente al que pertenece la 
muestra, debe cumplir que la fecha de prueba de leucocitos fuese realizada los 2 
primeros días del ingreso y adicionalmente, se comprueba que la diferencia de 
días sea menor o igual a 7 entre la fecha petición de la muestra y la fecha de la 
prueba de leucocitos 
Ev4 
Infección Nosocomial 
previamente declarada 
Existen muestras del mismo tipo, que han sido previamente declaradas con 
infección nosocomial, para evitar duplicidad. Para ello, es necesario comprobar 
que la diferencia del número de días sea menor o igual 10 entre la fecha de 
petición de la muestra con infección declarada y la fecha petición de la muestra 
a estudio, y adicionalmente no existan muestras negativas del mismo tipo entre 
esas fechas 
Ev5 
Infección 
Extrahospitalaria 
previamente declarada 
Existen muestras del mismo tipo, que han sido previamente declaradas con 
infección extrahospitalaria, para evitar duplicidad. Para ello, es necesario 
comprobar que la diferencia del número de días sea menor o igual 10 entre la 
fecha de petición de la muestra con infección declarada y la fecha petición de la 
muestra a estudio, y adicionalmente no existan muestras negativas del mismo 
tipo entre esas fechas 
Ev6 UFC >= 100.000 
Existen para la muestra, uno o dos gérmenes cuya suma de número de colonias 
supere los 100.000 ufc/ml 
Ev7 Germen es cándida 
La muestra contiene un solo germen y si pertenece a una cándida en cualquiera 
de sus variantes 
Ev8 
Comentarios de 
Enfermería indicativos de 
Existen indicios del tipo de infección en los comentarios de enfermería para la 
muestra a estudio 
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ID Dato Descripción 
IN 
Ev9 
Tratamiento antibiótico 
cercano a la muestra 
El paciente ha estado en tratamiento antibiótico cerca de la muestra. Se toma 
como referencia la ventana temporal de inicio de tratamiento 2 días previos y 3 
días posteriores a la fecha petición de la muestra 
Ev10 
Comentarios de Médicos 
indicativos de IN 
Existen indicios del tipo de infección en los comentarios médicos para la 
muestra a estudio. Esta evidencia no pudo ser implementada en esta 
investigación por la falta de acceso a la fuente de datos 
Ev11 
Germen contaminante de 
piel 
La muestra contiene un solo germen y si pertenece al listado de gérmenes 
contaminante de piel: Micrococcus sp, Staphylococcus epidermidis, Bacillus sp, 
Corynebacterium sp, Propionibacterium spl 
Ev12 
Segunda muestra con el 
mismo contaminante 
Existe una segunda muestra clasificada anteriormente con el mismo germen y 
además comprobar que la diferencia del número de días sea menor a 30 entre la 
fecha de petición de la muestra con infección declarada y la fecha petición de la 
muestra a estudio 
Ev13 
Presenta Síntomas de 
Escalofrío o Hipotensión 
en Comentarios de 
Enfermería 
Existen las palabras en los comentarios de enfermería que sean escalofrió o 
hipotensión 
Ev14 
Infección Nosocomial No 
Bacteriemia previamente 
declarada 
Existen muestras para el paciente que han sido previamente declaradas con 
infección nosocomial y que coinciden con el mismo germen de la muestra de 
bacteriemia. Para ello, es necesario comprobar que la diferencia del número de 
días sea menor o igual 10 entre la fecha de petición de la muestra con infección 
declarada y la fecha petición de la muestra a estudio 
Ev15 
Cirugía 30 días previos o 
Prótesis 1 año previo 
Existe alguna operación quirúrgica los últimos 30 días previos a la fecha 
petición de la muestra o existe alguna colocación de prótesis en el último año 
previo a la fecha petición de la muestra 
Ev16 
Muestra del mismo día de 
la cirugía referencia 
La fecha de cirugía referencia coincide con la fecha de petición de la muestra 
Ev17 
Muestra cercana a la 
cirugía referencia 
Resulta de interés conocer que la fecha de cirugía referencia fue realizada los 3 
primeros días previos a la muestra captada 
Ev18 
Muestras negativas de 
microbiología entre 
muestra positiva y cirugía 
referencia 
Existen muestras negativas de microbiología del tipo de infección quirúrgica 
entre la muestra captada positiva y la cirugía de referencia. 
Ev19 
Existen otras evidencias 
que relacionen la muestra 
con cirugía referencia 
Existen indicios que pueden relacionar la muestra en estudio con la cirugía 
referencia. Para ello debe cumplir las siguientes opciones: 
- En el campo observaciones de la cirugía referencia aparece la palabra 
“Mostra”. 
- En el campo localización de las muestra aparezca la palabra “Intaperitonial”. 
Ev20 
Leucocitos Positivos 
cercanos a la muestra 
Existe alguna prueba positiva de leucocitos que se encuentre dentro de la 
ventana temporal de 4 días previos o 4 posteriores a la fecha petición de la 
muestra 
Ev21 
Fiebre cercana a los días 
de la muestra 
Existen indicadores de fiebre que se encuentren cerca de la fecha petición. Se 
toma como referencia que existan tres picos de fiebre en días consecutivos 
dentro de la ventana temporal 4 días previos y 4 días posteriores a la fecha 
petición de la muestra 
Ev22 
Fiebre coincide con el 
mismo día de la muestra 
Existen indicadores de fiebre que se realicen el día de la petición de la muestra o 
el día previo. Se toma como referencia que exista al menos un pico de fiebre 
Ev23 
Presenta algún otro 
síntoma de infección 
urinaria 
Si cumple con alguna de las siguientes evidencias: 
- Fiebre coincide con el mismo día de la muestra 
- Fiebre cercana a los días de la muestra 
- Comentarios de Enfermería indicativos de IN 
- Tratamiento antibiótico cercano a la muestra 
6.3 Método de evaluación 
En esta sección se describe el método de evaluación aplicado para la validación de 
InNoCBR. Se describe el esquema de validación, las medidas para evaluar el 
rendimiento y los métodos estadísticos para llevar a cabo las comparaciones entre 
los distintos modelos. 
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6.3.1 Esquema de validación 
Las pruebas se realizaran bajo el esquema de la validación cruzada, un método 
robusto para evaluar y comparar los resultados obtenidos por varios algoritmos de 
aprendizaje. El conjunto de datos se divide en dos partes: una parte es usada para 
entrenar el modelo, mientras que la otra parte se usa para evaluarlo. Los 
experimentos han sido enfocados usando la técnica denominada validación cruzada 
con K iteraciones (“K-fold cross-validation”). La validación cruzada con 10 
iteraciones es la más comúnmente usada. Esta técnica consiste en crear diez 
subconjuntos de datos y se realizan diez iteraciones para la validación. En cada 
iteración se toman nueve partes para el entrenamiento del modelo, mientras que la 
otra parte restante se utiliza para la evaluación. 
6.3.2 Métricas de evaluación 
En general, las medidas se pueden obtener a partir de la matriz de confusión (o tabla 
de contingencia) de tamaño NxN, siendo N el número de clases diferentes que se 
pueden dar. Básicamente, la matriz de confusión muestra el recuento de casos de las 
clases predichas frente a su clase real. 
Matriz de Confusión NxN 
Clase Real 
Clase A Clase B 
… 
Clase N 
Clase Predicha 
Clase A Acierto A-A Fallo A-B Fallo A-N 
Clase B Fallo B-A Acierto B-B Fallo B-N 
… 
Clase N Fallo N-A Fallo N-B … Acierto N-N 
Total  Clase A Clase B  Clase N 
Figura 6-4. Matriz de confusión de un problema de clasificación 
La medida tradicional para evaluar los clasificadores es el error, el cual es 
definido como el porcentaje de instancias mal clasificadas. El concepto 
complementario al error es la tasa de acierto o exactitud (accuracy), que se obtiene 
dividiendo el número de clasificaciones correctas (diagonal de la matriz) por el 
número total de instancias o ejemplos.  
Sobre la matriz de confusión NxN, a parte de la tasa de aciertos, se puede 
calcular el coeficiente Kappa Cohen (1960) que se construye en base a un cociente, 
el cual incluye en su numerador la diferencia entre la sumatoria de las concordancias 
observadas (Pr(a)) y la sumatoria de las concordancias atribuibles al azar (Pr(e)), 
mientras que su denominador incluye la diferencia entre el total de observaciones y 
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la sumatoria de las concordancias atribuibles al azar. La ecuación expresa 
matemáticamente cómo calcular el coeficiente Kappa: 
  
  ( )     ( )
     ( )
 
Donde Pr(a) es la proporción de concordancia observada (en tanto por 1) y 
Pr(e) es la proporción de concordancia esperada por puro azar. Pr(e) se calcula 
teniendo en cuenta las distribuciones marginales de cada una de las k clases en cada 
observador, es decir, la proporción de veces que un observador C da como resultado 
la clase c, obteniéndose así una estimación de la coincidencia esperada definida 
como: 
   ( )  ∑  (       )     (             )
 
   
 
El coeficiente Kappa toma valores entre -1 y +1; mientras más cercano a +1, 
mayor es el grado de concordancia y de acuerdo inter-observador. Si la concordancia 
observada es igual a la esperada a causa del azar, el coeficiente Kappa vale 0 y en el 
caso de que el acuerdo observado sea inferior al esperado el índice Kappa es menor 
que cero. En este sentido, el índice Kappa es mucho más conservador que la 
proporción de acierto. Por ejemplo, si un clasificador únicamente genera como 
resultado una determinada clase, el índice Kappa será cero en el caso de que 
únicamente se hayan acertado los ejemplos de dicha clase. 
En el caso de dos clases (que se suelen denominar positiva (P) y negativa 
(N)), la matriz de confusión 2x2 se puede expresar como muestra la Figura 6-5, 
donde TP (True Positive) denota el número de casos positivos que han sido 
predichos como tal, FP (False Positive) denota el número de casos positivos que han 
sido predichos como negativos, FN (False Negative) los casos positivos que han 
sido estimados negativos y finalmente, TN (True Negative) son los casos negativos 
predichos como tales. Por lo tanto, TP + TN representa los aciertos del sistema, FN 
+ FP son los errores, y la suma de las cuatro celdas equivale al número total de 
ejemplos o instancias.  
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Matriz de Confusión 2x2 
Clase Real 
Positivo Negativo 
Clase Predicha 
Positivo TP FP 
Negativo FN TN 
Total  P N 
Figura 6-5. Matriz de confusión de un problema binario 
Sobre las matrices de confusión 2x2 se pueden tomar las medidas de 
sensibilidad, especificidad Yerushalmy (1947), precisión (Salton & McGill, 1983; 
Baeza-Yates & Ribeiro-Neto, 1999) e índice f-score (van Rijsbergen, 1979). 
La Tabla 6-8 resume las medidas de evaluación empleadas, junto con la 
fórmula para calcularlas. 
Tabla 6-8. Métricas basadas en la matriz de confusión 
Métrica Formula Tipo de matriz Sinónimos 
Exactitud 
     
           
 NxN Accuracy 
Kappa   
  ( )     ( )
     ( )
 NxN  
Precisión 
  
     
 2x2 Precision 
Sensibilidad   
  
     
 2x2 
True Positive Rate (TPR) 
or Sensitivity or Recall 
Especificidad 
  
     
 2x2 
True Negative Rate (TNR) 
or Specificity 
F-score        
                         
                        
 2x2  
6.3.3 Análisis estadístico 
Para llevar a cabo la comparación de las diferentes muestras de tamaño 10 
procedentes de las validaciones cruzadas de los diferentes modelos, se ha seguido el 
siguiente esquema. 
Dado un conjunto de N muestras de tamaño 10 sobre una medida de 
rendimiento cualquiera, se realiza en primer lugar un test de Shapiro-Wilk para 
comprobar si los datos siguen una distribución normal, con el fin de aplicar un test 
estadístico paramétrico o no paramétrico en función de si los datos se ajustan o no a 
dicha distribución. 
A continuación, se comparan las muestras dos a dos y de forma emparejada 
(por pares de la validación cruzada), con el fin de comprobar si existen diferencias 
estadísticamente significativas entre cada par de modelos enfrentados. Se ha 
empleado la prueba t de Student, en el caso paramétrico, y la prueba U de Mann-
Whitney, en el caso no paramétrico. 
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6.4 Resultados obtenidos 
Como se ha comentado a lo largo de la presente investigación, el objetivo final del 
sistema CBR desarrollado es la posible predicción de las IN en el ámbito 
hospitalario. Una situación a tener en cuenta, es que las reglas que se ejecutan en la 
fase de recuperación pueden hacer uso en un momento dado de los modelos de NLP. 
Para poder lograr este objetivo, se establecen tres grandes bloques de pruebas que 
corresponden con (i) la evaluación de la predicción sobre los comentarios de 
enfermería de los modelos de NLP y (ii) la evaluación de las predicciones realizadas 
por el RBS y (iii) la influencia de las decisiones del módulo NLP sobre el 
rendimiento en la clasificación final de la infección. 
6.4.1 Módulo de análisis de comentarios 
Las pruebas de rendimiento realizadas en los modelos de NLP para el análisis de 
comentarios de enfermería evalúan el rendimiento en clasificación sobre un único 
conjunto de datos clasificados de forma biclase, tratando de discernir si los 
comentarios de enfermería presentan, o no, indicios de una infección concreta. En 
este escenario se realizan varias ejecuciones entrenamiento-test siguiendo un 
esquema de validación cruzada estratificada de 10 pares. Para cada prueba se analiza 
el valor del coeficiente Kappa y el valor del F-score (ver subsección 6.2.2.). 
Con la finalidad de poder comparar los resultados obtenidos por el módulo de 
análisis de comentarios de enfermería propuesto, se han seleccionado ocho modelos. 
Estos ocho modelos se han dividido en dos grandes subgrupos de cuatro modelos 
específicos cada uno según el pesado de los términos: Booleano o TF-IDF y 
combinándolos con varias alternativas para la representación de un documento, que 
incluyen (i) usar todos los términos interesantes o bien, (ii) solo los términos 
interesantes que coinciden con el diccionario de términos proporcionado por el 
experto, y la franja temporal especificada, que incluye (iii) considerar todos los 
comentarios dentro de un episodio correspondiente con la muestra o bien, (iv) solo 
los comentarios que se encuentren dentro de la ventana temporal establecida. A 
continuación, se definen los siguientes modelos específicos y la configuración 
utilizada: 
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1. DIC_VT. Implementa un modelo donde la bolsa de palabras que 
representa al documento contiene términos interesantes que coinciden con 
el diccionario de términos (DIC) establecido por el experto. Estos 
términos interesantes son extraídos de los comentarios de enfermería 
disponibles para la ventana temporal (VT) cuyo rango de días se 
encuentra representada por 4 días previos y 4 días posteriores a la fecha 
petición de la muestra a estudio. 
2. DIC_¬VT. Implementa un modelo similar al DIC_VT. Este modelo 
difiere en que los términos interesantes son extraídos de todos 
comentarios de enfermería disponibles para el episodio entero (¬VT). 
3. ¬DIC_VT. Implementa un modelo similar al DIC_VT. Este modelo 
difiere en que la bolsa de palabras que representa al documento contiene 
todos los términos interesantes encontrados en los comentarios (¬DIC). 
4. ¬DIC_¬VT. Implementa un modelo completamente contrario al 
DIC_VT, donde la bolsa de palabras que representa al documento 
contiene todos los términos interesantes encontrados en los comentarios 
(¬DIC) y son extraídos de todos comentarios de enfermería disponibles 
para el episodio entero (¬VT). 
A continuación se mostraran las pruebas realizadas sobre la predicción de 
indicios de infección en el análisis de los comentarios de enfermería con tres tipos 
de infecciones: urinaria, quirúrgica y extrahospitalaria. El resto de tipos de 
infecciones no se estudian ya que no poseen más de 200 muestras clasificadas para 
realizar una prueba contundente.  
6.4.1.1 Predicción de evidencias de infección urinaria 
Los resultados obtenidos en la prueba de validación cruzada para el conjunto de 
comentarios de enfermería relacionados con la el tipo de infección urinaria 
utilizando el pesado booleano son reflejados en la Tabla 6-9 y los resultados 
obtenidos utilizando el pesado TF-IDF se muestran en la Tabla 6-10. Para cada 
muestra de entrenamiento-test, se presenta el coeficiente Kappa y el índice F-score 
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obtenidos por cada modelo de clasificación, resumiendo su comportamiento 
mediante el cálculo de la media y la desviación típica de ambas medidas. 
Tabla 6-9. Resultados de las pruebas de rendimiento mediante validación cruzada para la clasificación de comentarios 
de enfermería con rastros de infección urinaria usando el pesado booleano 
 ¬DIC_¬VT ¬DIC_VT DIC_¬VT DIC_VT 
Fold Kappa F-score Kappa F-score Kappa F-score Kappa F-score 
1 -0.143 0.273 -0.123 0.588 -0.143 0.385 -0.071 0.462 
2 0.081 0.552 0.422 0.811 0.222 0.621 0.319 0.710 
3 0.239 0.500 0.238 0.621 0.239 0.500 0.417 0.667 
4 -0.071 0.348 0.071 0.629 0.286 0.615 0.143 0.571 
5 0.198 0.522 -0.126 0.467 -0.026 0.364 0.022 0.235 
6 0.308 0.526 0.030 0.385 0.200 0.444 -0.154 0.211 
7 -0.149 0.467 0.181 0.703 -0.173 0.529 0.275 0.688 
8 -0.214 0.105 0.143 0.600 -0.071 0.400 -0.143 0.200 
9 0.071 0.480 0.011 0.649 0.000 0.462 -0.044 0.533 
10 -0.139 0.320 0.138 0.688 -0.041 0.444 -0.053 0.273 
X  
0.018 0.409 0.099 0.614 0.049 0.476 0.071 0.455 
±0.186 ±0.144 ±0.166 ±0.120 ±0.171 ±0.090 ±0.204 ±0.208 
Tabla 6-10. Resultados de las pruebas de rendimiento mediante validación cruzada para la clasificación de 
comentarios de enfermería con rastros de infección urinaria usando el pesado TF-IDF 
 ¬DIC_¬VT ¬DIC_VT DIC_¬VT DIC_VT 
Fold Kappa F-score Kappa F-score Kappa F-score Kappa F-score 
1 -0.071 0.516 -0.224 0.385 -0.143 0.200 0.060 0.600 
2 0.067 0.684 0.279 0.743 0.093 0.300 0.168 0.645 
3 -0.105 0.348 0.143 0.538 0.222 0.444 0.337 0.609 
4 0.071 0.606 -0.071 0.483 0.214 0.522 -0.214 0.414 
5 0.147 0.571 0.574 0.786 0.189 0.476 -0.037 0.300 
6 0.187 0.480 0.310 0.545 0.158 0.333 0.133 0.435 
7 0.357 0.690 0.130 0.625 -0.050 0.400 0.364 0.667 
8 -0.286 0.400 0.143 0.500 0.143 0.500 0.143 0.571 
9 0.000 0.588 -0.187 0.429 -0.071 0.348 0.177 0.645 
10 0.365 0.765 0.026 0.600 -0.101 0.261 0.132 0.621 
X  
0.073 0.565 0.112 0.563 0.065 0.378 0.126 0.551 
±0.203 ±0.132 ±0.242 ±0.128 ±0.142 ±0.108 ±0.167 ±0.124 
Adicionalmente, de forma cualitativa, la Figura 6-6 muestra la evolución del 
valor medio del índice F-score, distribuidas por modelo y tipo de pesado 
(booleano/TF-IDF). 
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Figura 6-6. Gráfica con los índices F-score para la clasificación de comentarios de enfermería con indicios de 
infección urinaria 
La comparación estadística de los modelos dos a dos atendiendo al índice F-
score se muestran en la Tabla 6-11. 
Tabla 6-11. Resultados de la comparación dos a dos entre los diferentes modelos de análisis de comentarios para 
infección urinaria y medida F-score. En cada celda se encuentra el p-valor de la comparación junto con un signo <, 
<<, =, >>, > en función de si el modelo de la fila es significativamente inferior, muy significativamente inferior, 
equivalente, muy significativamente superior o superior al modelo de la columna, respectivamente 
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Las comparaciones muestran que existen diferencias estadísticamente muy 
significativas entre algunos modelos. Si bien no existe un modelo superior a todos, 
el modelo booleano con ventana temporal y sin emplear diccionario (segunda fila la 
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Tabla 6-11) se muestra superior en 4 comparaciones (3 de ellas muy superior), no 
mostrándose inferior en ningún caso. Por otra parte, el modelo TF-IDF sin ventana 
temporal y empleando diccionario se ha mostrado como el peor de los modelos en 
cuanto a la medida F-score (séptima fila de la Tabla 6-11). Cabe destacar que ambos 
modelos son los que más distan entre sí en cuanto a su configuración. 
Respecto al coeficiente Kappa, la Figura 6-7 muestra la evolución del valor 
medio del coeficiente Kappa, distribuidas por modelo y tipo de pesado 
(booleano/TF-IDF). 
 
Figura 6-7. Gráfica con los coeficientes Kappa para la clasificación de comentarios de enfermería con indicios de 
infección urinaria 
La comparación estadística de los modelos dos a dos atendiendo al 
coeficiente Kappa se muestran en la Tabla 6-12. 
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Tabla 6-12. Resultados de la comparación dos a dos entre los diferentes modelos de análisis de comentarios para 
infección urinaria y medida Kappa. En cada celda se encuentra el p-valor de la comparación junto con un signo <, <<, 
=, >>, > en función de si el modelo de la fila es significativamente inferior, muy significativamente inferior, 
equivalente, muy significativamente superior o superior al modelo de la columna, respectivamente 
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Como se puede observar en los resultados, no se han encontrado diferencias 
estadísticamente significativas entre los modelos atendiendo al coeficiente Kappa. 
En resumen, si bien existen diferencias estadísticamente significativas con la 
medida F-score, siendo el modelo con booleano con ventana temporal y sin 
diccionario el más destacado, el rendimiento general de los modelos es bastante bajo, 
sobre todo atendiendo al coeficiente Kappa. 
6.4.1.1 Predicción de evidencias de infección quirúrgica 
Los resultados obtenidos en la prueba de validación cruzada para el conjunto de 
comentarios de enfermería relacionados con el tipo de infección quirúrgica 
utilizando el pesado booleano son reflejados en la Tabla 6-13 y los resultados 
obtenidos utilizando el pesado TF-IDF se muestran en la Tabla 6-14. Para cada 
muestra de entrenamiento-test, se presenta el coeficiente Kappa y el índice F-score 
obtenidos por cada modelo de clasificación, resumiendo su comportamiento 
mediante el cálculo de la media y la desviación típica de ambas medidas. 
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Tabla 6-13. Resultados de las pruebas de rendimiento mediante validación cruzada para la clasificación de 
comentarios de enfermería con rastros de infección quirúrgica usando el pesado booleano 
 ¬DIC_¬VT ¬DIC_VT DIC_¬VT DIC_VT 
Fold Kappa F-score Kappa F-score Kappa F-score Kappa F-score 
1 -0.085 0.811 0.000 0.842 0.488 0.882 0.132 0.833 
2 0.000 0.842 0.000 0.842 0.154 0.788 0.313 0.812 
3 0.000 0.895 0.000 0.895 -0.195 0.800 0.857 0.146 
4 0.000 0.842 0.000 0.842 -0.085 0.811 -0.085 0.811 
5 0.000 0.774 0.000 0.774 0.038 0.692 0.278 0.769 
6 0.000 0.900 -0.078 0.872 -0.222 0.778 0.083 0.833 
7 0.000 0.865 0.000 0.865 0.386 0.839 0.213 0.812 
8 -0.091 0.824 0.000 0.882 0.222 0.741 0.465 0.857 
9 0.000 0.882 0.000 0.882 0.128 0.839 0.197 0.786 
10 -0.096 0.750 0.000 0.788 -0.266 0.667 0.241 0.800 
X  
-0.027 0.839 -0.008 0.848 0.065 0.784 0.269 0.746 
±0.044 ±0.050 ±0.025 ±0.040 ±0.258 ±0.067 ±0.253 ±0.212 
Tabla 6-14. Resultados de las pruebas de rendimiento mediante validación cruzada para la clasificación de 
comentarios de enfermería con rastros de infección quirúrgica usando el pesado TF-IDF 
 ¬DIC_¬VT ¬DIC_VT DIC_¬VT DIC_VT 
Fold Kappa F-score Kappa F-score Kappa F-score Kappa F-score 
1 0.132 0.833 0.130 0.830 0.000 0.593 0.321 0.833 
2 0.233 0.824 0.049 0.800 0.108 0.690 0.049 0.812 
3 -0.235 0.765 -0.082 0.865 -0.037 0.750 0.146 0.857 
4 0.132 0.833 0.000 0.842 0.585 0.867 0.313 0.812 
5 -0.196 0.690 0.038 0.692 -0.208 0.522 0.278 0.769 
6 -0.253 0.743 -0.078 0.872 -0.158 0.600 0.083 0.833 
7 -0.268 0.727 -0.086 0.833 -0.152 0.480 -0.050 0.750 
8 0.500 0.909 -0.092 0.848 -0.100 0.560 0.465 0.857 
9 0.345 0.909 0.128 0.839 0.131 0.741 0.465 0.857 
10 0.079 0.774 0.079 0.774 0.059 0.714 0.059 0.714 
X  
0.047 0.801 0.009 0.820 0.023 0.652 0.213 0.809 
±0.273 ±0.074 ±0.089 ±0.053 ±0.229 ±0.120 ±0.181 ±0.050 
La Figura 6-8 muestra la evolución del valor medio del índice F-score a partir 
de las diez ejecuciones realizadas por modelo y tipo de pesado (booleano/TF-IDF). 
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Figura 6-8. Gráfica con los índices F-score para la clasificación de comentarios de enfermería con indicios de 
infección quirúrgica 
La comparación estadística de los modelos dos a dos atendiendo al índice F-
score se muestran en la Tabla 6-15. 
Tabla 6-15. Resultados de la comparación dos a dos entre los diferentes modelos de análisis de comentarios para 
infección quirúrgica y medida F-score. En cada celda se encuentra el p-valor de la comparación junto con un signo <, 
<<, =, >>, > en función de si el modelo de la fila es significativamente inferior, muy significativamente inferior, 
equivalente, muy significativamente superior o superior al modelo de la columna, respectivamente 
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Las comparaciones muestran que existen diferencias estadísticamente muy 
significativas entre algunos modelos. Si bien no existe un modelo superior a todos, 
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el modelo booleano con ventana temporal y sin emplear diccionario (segunda fila de 
la Tabla 6-14) se muestra superior en 5 comparaciones (4 de ellas muy superior), no 
mostrándose inferior en ningún caso. Por otra parte, el modelo TF-IDF sin ventana 
temporal y empleando diccionario se ha mostrado como el peor de los modelos en 
cuanto a la medida F-score (séptima fila de la Tabla 6-14). Cabe destacar que ambos 
modelos son los que más distan entre sí en cuanto a su configuración. 
La Figura 6-9 presenta la evolución del valor medio del coeficiente Kappa a 
partir de las diez ejecuciones realizadas por modelo y tipo de pesado. 
 
Figura 6-9. Gráfica con los coeficientes Kappa para la clasificación de comentarios de enfermería con indicios de 
infección quirúrgica 
La comparación estadística de los modelos dos a dos atendiendo al 
coeficiente Kappa se muestran en la Tabla 6-16. 
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Tabla 6-16. Resultados de la comparación dos a dos entre los diferentes modelos de análisis de comentarios para 
infección quirúrgica y medida Kappa. En cada celda se encuentra el p-valor de la comparación junto con un signo <, 
<<, =, >>, > en función de si el modelo de la fila es significativamente inferior, muy significativamente inferior, 
equivalente, muy significativamente superior o superior al modelo de la columna, respectivamente 
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Las comparaciones con el coeficiente Kappa también muestran diferencias 
estadísticamente significativas. En este caso, los modelos que emplean diccionario y 
ventana temporal, tanto si emplean representación booleana como con TF-IDF (filas 
cuarta y octava de la Tabla 6-16), se han mostrado superiores, ganando en 3 y 4 
ocasiones, respectivamente, no mostrándose inferiores en ninguna comparación. 
Es preciso destacar que los resultados con el índice F-score y Kappa difieren 
entre sí notablemente, complicando la elección del mejor modelo para el análisis de 
los comentarios de enfermería en el caso de la infección quirúrgica. En este caso, se 
opta por el modelo que mejor se ha comportado respecto al coeficiente Kappa, es 
decir, la representación TF-IDF con ventana temporal y diccionario, puesto que se 
mantiene equivalente al resto de modelos en cuanto a F-score (excepto ante el mejor 
modelo en F-score); no así el mejor modelo en F-score, que es peor en dos ocasiones 
y nunca mejor que ningún modelo. 
En resumen, en el caso de la infección quirúrgica, el rendimiento general es 
aceptable, sobre todo en términos de F-score. Presenta además mejores niveles de 
Kappa que para el caso de la infección urinaria. Sin embargo es difícil escoger un 
modelo ganador, puesto que las comparaciones a nivel de F-score e coeficiente 
Kappa a diferentes candidatos. 
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6.4.1.1 Predicción de evidencias de infección extrahospitalaria 
Los resultados obtenidos en la prueba de validación cruzada para el conjunto de 
comentarios de enfermería relacionados con el tipo de infección extrahospitalaria 
utilizando el pesado booleano son reflejados en la Tabla 6-17 y los resultados 
obtenidos utilizando el pesado TF-IDF se muestran en la Tabla 6-18. Para cada 
muestra de entrenamiento-test, se presenta el coeficiente Kappa y el índice F-score 
obtenidos por cada modelo de clasificación, resumiendo su comportamiento 
mediante el cálculo de la media y la desviación típica de ambas medidas. 
Tabla 6-17. Resultados de las pruebas de rendimiento mediante validación cruzada para la clasificación de 
comentarios de enfermería con rastros de infección extrahospitalaria usando el pesado booleano 
 ¬DIC_¬VT ¬DIC_VT DIC_¬VT DIC_VT 
Fold Kappa F-score Kappa F-score Kappa F-score Kappa F-score 
1 -0.009 0.333 0.065 0.316 0.238 0.604 0.166 0.549 
2 0.131 0.364 0.168 0.444 0.135 0.500 0.097 0.450 
3 -0.028 0.372 0.003 0.324 0.125 0.520 0.026 0.390 
4 0.238 0.537 0.125 0.400 0.077 0.500 0.077 0.439 
5 0.104 0.410 0.087 0.323 0.222 0.512 0.132 0.421 
6 0.253 0.500 0.243 0.412 0.294 0.558 0.107 0.429 
7 0.148 0.343 0.185 0.312 0.074 0.390 0.185 0.450 
8 0.216 0.414 0.090 0.400 0.203 0.486 0.065 0.439 
9 0.059 0.313 0.107 0.364 0.121 0.500 0.127 0.432 
10 0.196 0.438 0.019 0.343 0.160 0.540 0.208 0.208 
X  
0.131 0.402 0.109 0.364 0.165 0.511 0.119 0.421 
±0.099 ±0.073 ±0.074 ±0.047 ±0.072 ±0.055 ±0.056 ±0.085 
Tabla 6-18. Resultados de las pruebas de rendimiento mediante validación cruzada para la clasificación de 
comentarios de enfermería con rastros de infección extrahospitalaria usando el pesado TF-IDF 
 ¬DIC_¬VT ¬DIC_VT DIC_¬VT DIC_VT 
Fold Kappa F-score Kappa F-score Kappa F-score Kappa F-score 
1 0.096 0.468 0.055 0.519 -0.021 0.604 -0.084 0.348 
2 -0.115 0.408 0.233 0.578 0.192 0.571 0.174 0.474 
3 0.069 0.400 -0.097 0.300 0.248 0.604 0.114 0.465 
4 0.377 0.652 0.197 0.571 0.109 0.556 -0.028 0.324 
5 0.182 0.520 -0.116 0.333 -0.021 0.441 -0.054 0.278 
6 0.036 0.409 0.114 0.478 0.040 0.585 0.191 0.542 
7 0.296 0.642 -0.037 0.364 0.037 0.536 0.074 0.359 
8 0.203 0.486 0.227 0.565 0.189 0.500 0.195 0.486 
9 0.091 0.421 0.008 0.368 -0.199 0.318 0.055 0.410 
10 -0.026 0.372 0.102 0.439 0.266 0.526 0.190 0.457 
X  
0.121 0.478 0.069 0.452 0.084 0.524 0.083 0.414 
±0.147 ±0.100 ±0.128 ±0.106 ±0.145 ±0.088 ±0.108 ±0.084 
Adicionalmente, de forma cualitativa, la Figura 6-10 muestra la evolución del 
valor medio del índice F-score, a partir de las diez ejecuciones realizadas por 
modelo y tipo de pesado. 
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Figura 6-10. Gráfica con los índices F-score para la clasificación de comentarios de enfermería con indicios de 
infección extrahospitalaria 
La comparación estadística de los modelos dos a dos atendiendo al índice F-
score se muestran en la Tabla 6-19. 
Tabla 6-19. Resultados de la comparación dos a dos entre los diferentes modelos de análisis de comentarios para 
infección extrahospitalaria y medida F-score. En cada celda se encuentra el p-valor de la comparación junto con un 
signo <, <<, =, >>, > en función de si el modelo de la fila es significativamente inferior, muy significativamente 
inferior, equivalente, muy significativamente superior o superior al modelo de la columna, respectivamente 
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Las comparaciones muestran que existen diferencias estadísticamente muy 
significativas entre algunos modelos. Si bien no existe un modelo superior a todos, 
el modelo con representación booleana sin ventana temporal y empleando 
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diccionario (tercera fila de la Tabla 6-19) se muestra superior en 4 comparaciones (3 
de ellas muy superior), no mostrándose inferior en ningún caso. También destaca el 
modelo con representación TF-IDF sin ventana temporal y empleando diccionario 
(séptima fila de la Tabla 6-19), que se muestra superior en 4 ocasiones (2 de ellas 
muy superior). Por otra parte, el modelo booleano con ventana temporal y sin 
emplear diccionario se ha mostrado como el peor de los modelos en cuanto a la 
medida F-score (segunda fila de la Tabla 6-19). 
La Figura 6-11 presenta la evolución del valor medio del coeficiente Kappa, 
a partir de las diez ejecuciones realizadas por modelo y tipo de pesado. 
 
Figura 6-11. Gráfica con los coeficientes Kappa para la clasificación de comentarios de enfermería con indicios de 
infección extrahospitalaria 
La comparación estadística de los modelos dos a dos atendiendo al 
coeficiente Kappa se muestran en la Tabla 6-20. 
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Tabla 6-20. Resultados de la comparación dos a dos entre los diferentes modelos de análisis de comentarios para 
infección extrahospitalaria y medida Kappa. En cada celda se encuentra el p-valor de la comparación junto con un 
signo <, <<, =, >>, > en función de si el modelo de la fila es significativamente inferior, muy significativamente 
inferior, equivalente, muy significativamente superior o superior al modelo de la columna, respectivamente 
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Como se puede observar en los resultados, no se han encontrado diferencias 
estadísticamente significativas entre los modelos atendiendo al coeficiente Kappa. 
En resumen, si bien existen diferencias estadísticamente significativas con la 
medida F-score, siendo el modelo con representación booleana sin ventana temporal 
y empleando diccionario el más destacado, el rendimiento general de los modelos es 
bastante bajo, sobre todo atendiendo al coeficiente Kappa. 
6.4.1.2 Resumen 
Una vez estudiados los modelos de análisis de comentarios para las infecciones de 
las que se disponían un número suficiente de datos, la Tabla 6-21 muestra los 
modelos que han mostrado un mejor comportamiento, teniendo en cuenta la medida 
F-score y el coeficiente Kappa. 
Tabla 6-21. Modelos de análisis de comentarios de enfermería con mejor comportamiento por tipo de infección 
Infección Representación Ventana temporal Diccionario 
Urinaria Booleana SÍ NO 
Quirúrgica TF-IDF SÍ SÍ 
Extrahospitalaria Booleana NO SÍ 
En los siguientes apartados se estudiará el rendimiento del motor de reglas, 
que emplea el módulo NLP en algunos escenarios de prueba. En esos casos, los 
modelos NLP ejecutados son siempre los que se han indicado. 
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6.4.2 Módulo del Sistema Basado en Reglas 
Con la finalidad de poder comparar los resultados obtenidos por el módulo de reglas 
propuesto, se han seleccionado tres modelos empleados, combinándolos con las 
reglas proporcionadas por el experto y las reglas extraídas automáticamente de los 
datos proporcionados. A continuación, se definen los siguientes modelos utilizados: 
1. Manual. Implementa un modelo en el cual solo se ejecutan las reglas 
proporcionadas por el experto. 
2. Aer. Implementa un modelo en el cual solo se ejecutan las reglas 
extraídas automáticamente (AER, Automatic Extraction Rules) de los 
datos clasificados por el experto. 
3. Manual+Aer. Implementa un modelo hibrido, que ejecuta las reglas 
proporcionadas por el experto, en caso de no tener solución, ejecuta las 
reglas extraídas automáticamente (AER, Automatic Extraction Rules) de 
los datos clasificados por el experto. 
6.4.2.1 Infecciones para los que existen reglas proporcionadas manualmente 
Las pruebas realizadas evalúan el rendimiento en clasificación por tipo de infección 
sobre un único conjunto de datos usando los modelos de NLP, es decir, cuando se 
requiera evaluar las observaciones de enfermería se retornará la propuesta 
proporcionada por el clasificador correspondiente. Para ello, en este escenario se 
realizan varias ejecuciones entrenamiento-test siguiendo un esquema de validación 
cruzada estratificada de 10 pares. En cada iteración, el modelo se prueba con un 
conjunto de ejemplares pertenecientes a diferentes clases, guardando la misma 
distribución que el conjunto de entrenamiento correspondiente. Para cada prueba se 
analiza la proporción de aciertos, el valor del coeficiente Kappa, el valor de la 
sensibilidad y el valor de la especificidad (ver subsección 6.2.2), resumiendo su 
comportamiento mediante el cálculo de la media y la desviación típica de ambas 
medidas. 
La Tabla 6-22 muestra los resultados obtenidos en la prueba de validación 
cruzada en la identificación de la infección urinaria, para las tres configuraciones 
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analizadas usando los modelos de NLP y con los datos proporcionados por el equipo 
del SMP. 
Tabla 6-22. Resultados de las pruebas de rendimiento mediante validación cruzada para la clasificación de la 
infección urinaria por cada modelo general usando los modelos de NLP. Se muestra la tasa de aciertos (A, en 
porcentaje), el coeficiente Kappa (K), la sensibilidad (S, en porcentaje) y especificidad (E, en porcentaje) 
 Manual AER Manual+AER 
Fold A K S E A K S E A K S E 
1 94.55% 0.834 93.88% 94.71% 93.77% 0.792 79.59% 97.12% 94.55% 0.834 93.88% 94.71% 
2 94.16% 0.826 95.92% 93.75% 93.77% 0.795 81.63% 96.63% 94.16% 0.826 95.92% 93.75% 
3 93.39% 0.803 93.88% 93.27% 95.33% 0.851 89.80% 96.63% 93.39% 0.803 93.88% 93.27% 
4 92.61% 0.779 91.84% 92.79% 93.00% 0.777 83.67% 95.19% 92.61% 0.779 91.84% 92.79% 
5 93.39% 0.806 97.92% 92.34% 92.61% 0.776 91.67% 92.82% 93.39% 0.806 97.92% 92.34% 
6 92.22% 0.770 93.75% 91.87% 94.16% 0.812 87.50% 95.69% 91.83% 0.760 93.75% 91.39% 
7 93.39% 0.806 97.92% 92.34% 94.55% 0.831 93.75% 94.74% 93.39% 0.806 97.92% 92.34% 
8 94.16% 0.821 93.75% 94.26% 93.77% 0.798 85.42% 95.69% 94.16% 0.821 93.75% 94.26% 
9 93.77% 0.813 95.83% 93.30% 94.94% 0.837 89.58% 96.17% 93.77% 0.813 95.83% 93.30% 
10 92.58% 0.776 91.67% 92.79% 90.23% 0.687 77.08% 93.27% 92.58% 0.776 91.67% 92.79% 
X  
93.42% 0.803 94.63% 93.14% 93.61% 0.796 85.97% 95.40% 93.38% 0.802 94.63% 93.09% 
±0.77% ±0.022 ±2.21% ±0.90% ±1.44% ±0.046 ±5.45% ±1.43% ±0.84% ±0.024 ±2.21% ±0.98% 
De forma cualitativa, la Figura 6-12 permite la comparación de los valores 
promedio obtenidos por cada configuración usando los modelos de NLP para la 
identificación de la infección urinaria. 
 
Figura 6-12. Variación de la media del porcentaje de aciertos, coeficiente Kappa, sensibilidad y especificidad en la 
clasificación de la infección urinaria por cada modelo general usando los modelos de NLP 
La Tabla 6-23 muestra la comparación estadística de los tres modelos. 
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Tabla 6-23. Resultados de la comparación dos a dos entre los diferentes modelos de reglas para la detección de 
infecciones urinarias (módulo NLP activado). En cada celda se encuentra el p-valor de la comparación junto con un 
signo <, <<, =, >>, > en función de si el modelo de la fila es significativamente inferior, muy significativamente 
inferior, equivalente, muy significativamente superior o superior al modelo de la columna, respectivamente. En 
ausencia de p-valor, se entiende que las muestras eran idénticas 
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Se observan diferencias estadísticamente significativas únicamente en cuanto 
a sensibilidad y especificidad del modelo AER frente al resto. Concretamente AER 
es muy significativamente inferior en sensibilidad frente a los otros dos y, por el 
contrario, significativamente superior en especificidad. En el resto de medidas 
(aciertos y Kappa), todos los modelos han presentado resultados estadísticamente 
equivalentes. 
Los modelos que incluyen los conjuntos de reglas proporcionados por el 
experto (manual), muestran un mejor comportamiento en cuanto a sensibilidad de 
forma significativa para la infección urinaria, perdiendo especificidad ante los 
modelos totalmente automáticos (AER). 
La Tabla 6-24 muestra los resultados obtenidos en la prueba de validación 
cruzada en la identificación de la infección quirúrgica, para las tres configuraciones 
analizadas usando los modelos de NLP y con los datos proporcionados por el equipo 
del SMP. 
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Tabla 6-24. Resultados de las pruebas de rendimiento mediante validación cruzada para la clasificación de la 
infección quirúrgica por cada modelo general usando los modelos de NLP. Se muestra la tasa de aciertos (A, en 
porcentaje), el coeficiente Kappa (K), la sensibilidad (S, en porcentaje) y especificidad (E, en porcentaje) 
 Manual AER Manual+AER 
Fold A K S E A K S E A K S E 
1 90.27% 0.510 45.71% 97.30% 96.11% 0.831 82.86% 98.20% 96.11% 0.839 88.57% 97.30% 
2 91.83% 0.621 60.00% 96.85% 91.44% 0.661 77.14% 93.69% 91.83% 0.687 82.86% 93.24% 
3 92.22% 0.624 57.14% 97.75% 94.16% 0.736 71.43% 97.75% 94.94% 0.782 80.00% 97.30% 
4 92.61% 0.648 60.00% 97.75% 93.00% 0.687 68.57% 96.85% 94.55% 0.774 82.86% 96.40% 
5 91.83% 0.600 52.78% 98.19% 96.50% 0.860 91.67% 97.29% 96.50% 0.860 91.67% 97.29% 
6 91.44% 0.618 61.11% 96.38% 91.83% 0.679 77.78% 94.12% 93.00% 0.722 80.56% 95.02% 
7 92.61% 0.648 58.33% 98.19% 91.83% 0.665 72.22% 95.02% 93.00% 0.734 86.11% 94.12% 
8 92.22% 0.614 52.78% 98.64% 91.83% 0.657 69.44% 95.48% 93.00% 0.716 77.78% 95.48% 
9 93.77% 0.729 74.29% 96.85% 91.44% 0.653 74.29% 94.14% 93.00% 0.740 91.43% 93.24% 
10 91.41% 0.608 60.00% 96.38% 93.36% 0.752 91.43% 93.67% 92.58% 0.728 91.43% 92.76% 
X  
92.02% 0.622 58.21% 97.43% 93.15% 0.718 77.68% 95.62% 93.85% 0.758 85.33% 95.21% 
0±.92% 0±.054 7±.40% 0±.80% ±1.89% ±0.075 ±8.45% ±1.76% 1±.58% 0±.055 5±.23% 1±.81% 
De forma cualitativa, la Figura 6-13 permite la comparación de los valores 
promedio obtenidos por cada configuración usando los modelos de NLP para la 
identificación de la infección quirúrgica. 
 
Figura 6-13. Variación de la media del porcentaje de aciertos, coeficiente Kappa, sensibilidad y especificidad en la 
clasificación de la infección quirúrgica por cada modelo general usando los modelos de NLP 
La Tabla 6-25 muestra la comparación estadística de los tres modelos. 
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Tabla 6-25. Resultados de la comparación dos a dos entre los diferentes modelos de reglas para la detección de 
infecciones quirúrgicas (módulo NLP activado). En cada celda se encuentra el p-valor de la comparación junto con 
un signo <, <<, =, >>, > en función de si el modelo de la fila es significativamente inferior, muy significativamente 
inferior, equivalente, muy significativamente superior o superior al modelo de la columna, respectivamente 
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En este caso, el modelo de reglas manuales se ha mostrado en general inferior 
a los modelos basados en reglas automáticas. Además, los resultados apuntan a que 
el mejor modelo es el que combina ambas estrategias, es decir, reglas manuales 
junto con reglas extraídas automáticamente, mostrándose significativamente o muy 
significativamente superior a los otros dos modelos en cuanto a tasa de aciertos, 
sensibilidad e coeficiente Kappa. Únicamente en cuanto a especificidad, este modelo 
se muestra inferior o igual a los otros dos modelos. 
La Tabla 6-26 muestra los resultados obtenidos en la prueba de validación 
cruzada en la identificación de la infección bacteriemia, para las tres configuraciones 
analizadas usando los modelos de NLP y con los datos proporcionados por el equipo 
del SMP. 
Tabla 6-26. Resultados de las pruebas de rendimiento mediante validación cruzada para la clasificación de la 
infección bacteriemia por cada modelo general usando los modelos de NLP. Se muestra la tasa de aciertos (A, en 
porcentaje), el coeficiente Kappa (K), la sensibilidad (S, en porcentaje) y especificidad (E, en porcentaje) 
 Manual AER Manual+AER 
Fold A K S E A K S E A K S E 
1 96.11% 0.648 90.91% 96.34% 97.67% 0.688 63.64% 99.19% 96.11% 0.648 90.91% 96.34% 
2 95.72% 0.665 100.00% 95.51% 99.22% 0.913 91.67% 99.59% 95.72% 0.665 100.00% 95.51% 
3 97.67% 0.788 100.00% 97.55% 98.83% 0.863 83.33% 99.59% 97.67% 0.788 100.00% 97.55% 
4 97.28% 0.745 91.67% 97.55% 98.05% 0.805 91.67% 98.37% 97.28% 0.745 91.67% 97.55% 
5 94.94% 0.625 100.00% 94.69% 96.89% 0.698 83.33% 97.55% 94.94% 0.625 100.00% 94.69% 
6 96.89% 0.735 100.00% 96.73% 97.67% 0.738 75.00% 98.78% 96.89% 0.735 100.00% 96.73% 
7 97.67% 0.774 100.00% 97.56% 97.67% 0.757 90.91% 97.97% 97.67% 0.774 100.00% 97.56% 
8 97.28% 0.745 100.00% 97.15% 97.67% 0.688 63.64% 99.19% 97.28% 0.745 100.00% 97.15% 
9 96.50% 0.693 100.00% 96.34% 98.05% 0.790 90.91% 98.37% 96.50% 0.693 100.00% 96.34% 
10 96.88% 0.718 100.00% 96.73% 97.66% 0.715 72.73% 98.78% 96.88% 0.718 100.00% 96.73% 
X  
96.69% 0.713 98.26% 96.62% 97.94% 0.765 80.68% 98.74% 96.69% 0.713 98.26% 96.62% 
±0.88% ±0.054 ±3.68% ±0.94% ±0.66% ±0.077 ±11.26% ±0.68% ±0.88% ±0.054 ±3.68% ±0.94% 
De forma cualitativa, la Figura 6-14 permite la comparación de los valores 
promedio obtenidos por cada configuración usando los modelos de NLP para la 
identificación de la infección bacteriemia. 
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Figura 6-14. Variación de la media del porcentaje de aciertos, coeficiente Kappa, sensibilidad y especificidad en la 
clasificación de la infección bacteriemia por cada modelo general usando los modelos de NLP 
La Tabla 6-27 muestra la comparación estadística de los tres modelos. 
Tabla 6-27. Resultados de la comparación dos a dos entre los diferentes modelos de reglas para la detección de 
infecciones bacteriémicas (módulo NLP activado). En cada celda se encuentra el p-valor de la comparación junto con 
un signo <, <<, =, >>, > en función de si el modelo de la fila es significativamente inferior, muy significativamente 
inferior, equivalente, muy significativamente superior o superior al modelo de la columna, respectivamente. En 
ausencia de p-valor, se entiende que las muestras eran idénticas 
 
AER Manual + AER 
Aciertos Sensibilidad Especificidad Kappa Aciertos Sensibilidad Especificidad Kappa 
M
an
u
al
 
<< 
3.10E-03 
>> 
9.03E-03 
<< 
1.12E-04 
= 
8.18E-02 
= = = = 
A
E
R
 
- 
>> 
3.10E-03 
<< 
9.03E-03 
>> 
1.12E-04 
= 
8.18E-02 
En este caso, las comparaciones estadísticas identifican al modelo AER como 
especialmente diferenciado de los modelos que incluyen las reglas manualmente 
proporcionadas por el experto, los cuales son totalmente equivalentes entre sí. 
Concretamente, AER se muestra significativamente muy superior en cuanto a la tasa 
de aciertos y especifidad, aunque muy significativamente inferior en cuanto a 
sensibilidad. Todos los modelos son equivalentes respecto al coeficiente Kappa, 
aunque existe una ligera superioridad del modelo AER que está cerca de la 
significancia estadística. 
Se podría concluir que AER tiene un comportamiento en general superior al 
resto de modelos, salvo en el factor de sensibilidad. 
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La Tabla 6-28 muestra los resultados obtenidos en la prueba de validación 
cruzada en la identificación de la infección extrahospitalaria, para las tres 
configuraciones analizadas usando los modelos de NLP y con los datos 
proporcionados por el equipo del SMP. 
Tabla 6-28. Resultados de las pruebas de rendimiento mediante validación cruzada para la clasificación de la 
infección extrahospitalaria por cada modelo general usando los modelos de NLP. Se muestra la tasa de aciertos (A, en 
porcentaje), el coeficiente Kappa (K), la sensibilidad (S, en porcentaje) y especificidad (E, en porcentaje) 
 Manual AER Manual+AER 
Fold A K S E A K S E A K S E 
1 66.54% 0.188 18.81% 97.44% 78.99% 0.564 76.24% 80.77% 80.16% 0.571 66.34% 89.10% 
2 65.37% 0.148 13.86% 98.72% 83.27% 0.652 81.19% 84.62% 79.38% 0.555 65.35% 88.46% 
3 63.81% 0.108 13.00% 96.18% 80.54% 0.601 82.00% 79.62% 79.38% 0.565 73.00% 83.44% 
4 65.37% 0.142 14.00% 98.09% 80.16% 0.588 78.00% 81.53% 80.93% 0.595 73.00% 85.99% 
5 66.54% 0.169 15.00% 99.36% 82.49% 0.626 73.00% 88.54% 80.54% 0.579 67.00% 89.17% 
6 67.32% 0.199 19.00% 98.09% 81.71% 0.617 78.00% 84.08% 81.71% 0.602 67.00% 91.08% 
7 65.76% 0.147 13.00% 99.36% 80.93% 0.598 75.00% 84.71% 82.10% 0.612 69.00% 90.45% 
8 68.48% 0.234 20.79% 99.36% 82.88% 0.642 79.21% 85.26% 83.27% 0.640 71.29% 91.03% 
9 64.20% 0.117 11.88% 98.08% 81.71% 0.616 76.24% 85.26% 78.99% 0.544 63.37% 89.10% 
10 65.63% 0.169 17.82% 96.77% 80.08% 0.584 75.25% 83.23% 81.25% 0.596 68.32% 89.68% 
X  
65.90% 0.162 15.72% 98.14% 81.28% 0.609 77.41% 83.76% 80.77% 0.586 68.37% 88.75% 
±1.39% ±0.038 ±3.11% ±1.11% ±1.37% ±0.027 ±2.83% ±2.59% 1±.36% 0±.029 3±.23% 2±.37% 
De forma cualitativa, la Figura 6-15 permite la comparación de los valores 
promedio obtenidos por cada configuración usando los modelos de NLP para la 
identificación de la infección extrahospitalaria. 
 
Figura 6-15. Variación de la media del porcentaje de aciertos, coeficiente Kappa, sensibilidad y especificidad en la 
clasificación de la infección extrahospitalaria por cada modelo general usando los modelos de NLP 
La Tabla 6-29 muestra la comparación estadística de los tres modelos. 
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Tabla 6-29. Resultados de la comparación dos a dos entre los diferentes modelos de reglas para la detección de 
infecciones extrahospitalarias (módulo NLP activado). En cada celda se encuentra el p-valor de la comparación junto 
con un signo <, <<, =, >>, > en función de si el modelo de la fila es significativamente inferior, muy 
significativamente inferior, equivalente, muy significativamente superior o superior al modelo de la columna, 
respectivamente. En ausencia de p-valor, se entiende que las muestras eran idénticas 
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Los resultados muestran que el modelo manual es claramente inferior a los 
otros dos en términos de aciertos, coeficiente Kappa y sensibilidad (muestra una 
especificidad superior, pero debido a su mayoritaria tendencia a no identificar 
apenas infecciones de este tipo). Los otros dos modelos, AER y Manual+AER 
muestran un comportamiento similar en cuanto a tasa de aciertos e coeficiente 
Kappa, aunque en términos de sensibilidad y especificidad muestran diferencias 
muy significativas, siendo AER más sensible y Manual+AER más específico. 
Se puede concluir en general que para la infección extrahospitalaria, los 
modelos que incluyen reglas proporcionadas por los expertos son inferiores. Esto es 
debido a que en la configuración actual de InNoCBR, no existe un conjunto de 
reglas manuales específico de para la detección de la infección extrahospitalaria, 
pero sí alguno de los otros conjuntos de reglas concluyen en algunos caminos que la 
infección es de este tipo, pero de forma residual. 
La Tabla 6-30 muestra los resultados obtenidos en la prueba de validación 
cruzada en la identificación de las no-infección, para las tres configuraciones 
analizadas usando los modelos de NLP y con los datos proporcionados por el equipo 
del SMP. 
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Tabla 6-30. Resultados de las pruebas de rendimiento mediante validación cruzada para clasificación de la no-
infección por cada modelo general usando los modelos de NLP. Se muestra la tasa de aciertos (A, en porcentaje), el 
coeficiente Kappa (K), la sensibilidad (S, en porcentaje) y especificidad (E, en porcentaje) 
 Manual AER Manual+AER 
Fold A K S E A K S E A K S E 
1 87.55% 0.194 15.15% 98.21% 87.16% 0.448 54.55% 91.96% 87.94% 0.454 51.52% 93.30% 
2 89.49% 0.332 24.24% 99.11% 86.38% 0.367 42.42% 92.86% 87.55% 0.380 39.39% 94.64% 
3 88.72% 0.259 17.65% 99.55% 87.16% 0.370 38.24% 94.62% 88.33% 0.384 35.29% 96.41% 
4 85.60% 0.089 8.82% 97.31% 83.27% 0.262 35.29% 90.58% 84.05% 0.239 29.41% 92.38% 
5 87.94% 0.208 14.71% 99.10% 86.38% 0.350 38.24% 93.72% 87.94% 0.373 35.29% 95.96% 
6 90.27% 0.426 32.35% 99.10% 87.55% 0.380 38.24% 95.07% 89.11% 0.458 44.12% 95.96% 
7 88.33% 0.219 14.71% 99.55% 86.38% 0.292 29.41% 95.07% 87.16% 0.312 29.41% 95.96% 
8 89.88% 0.432 35.29% 98.21% 88.33% 0.450 47.06% 94.62% 89.11% 0.487 50.00% 95.07% 
9 87.94% 0.208 14.71% 99.10% 88.33% 0.435 44.12% 95.07% 88.72% 0.430 41.18% 95.96% 
10 90.23% 0.382 27.27% 99.55% 83.98% 0.169 21.21% 93.27% 86.72% 0.321 33.33% 94.62% 
X  
88.60% 0.275 20.49% 98.88% 86.49% 0.352 38.88% 93.68% 87.66% 0.384 38.89% 95.03% 
±1.45% ±0.113 ±8.78% ±0.74% ±1.68% ±0.090 ±9.24% ±1.52% 1±.49% 0±.077 7±.83% 1±.32% 
De forma cualitativa, la Figura 6-16 permite la comparación de los valores 
promedio obtenidos por cada configuración usando los modelos de NLP para la 
identificación de las no infecciones. 
 
Figura 6-16. Variación de la media del porcentaje de aciertos, coeficiente Kappa, sensibilidad y especificidad en la 
clasificación de la no-infección por cada modelo general usando los modelos de NLP 
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La Tabla 6-31 muestra la comparación estadística de los tres modelos. 
Tabla 6-31. Resultados de la comparación dos a dos entre los diferentes modelos de reglas para la detección de no- 
infección (módulo NLP activado). En cada celda se encuentra el p-valor de la comparación junto con un signo <, <<, 
=, >>, > en función de si el modelo de la fila es significativamente inferior, muy significativamente inferior, 
equivalente, muy significativamente superior o superior al modelo de la columna, respectivamente 
 
AER Manual + AER 
Aciertos Sensibilidad Especificidad Kappa Aciertos Sensibilidad Especificidad Kappa 
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>> 
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<< 
1.39E-03 
>> 
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= 
9.92E-01 
<< 
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7.85E-02 
Los resultados estadísticos muestran un cuadro de resultados complejo. No 
existe un modelo claramente superior en cuanto a las cuatro medidas estudiadas. 
Únicamente el modelo AER se muestra en general inferior a los otros modelos, 
excepto en la medida de sensibilidad, donde es superior al modelo puramente 
manual. Descartado el modelo AER, los modelos manual y manual+AER presentan 
diferencias en todas las medidas, presentando el primero una mejor tasa de aciertos y 
especificidad, frente a una peor sensibilidad e coeficiente Kappa. 
Dado que el coeficiente Kappa es una buena medida de resumen de 
rendimiento global y el modelo manual+AER ha mostrado diferencias 
estadísticamente muy significativas respecto al modelo puramente manual, ésta sería 
la elección final. 
6.4.2.2 Infecciones para los que existen reglas proporcionadas manualmente 
Las siguientes pruebas realizadas evalúan el rendimiento en clasificación para 
aquellos tipos de infecciones donde el experto no ha proporcionado un conjunto de 
reglas manuales y cuya predicción es realizada exclusivamente por el módulo AER. 
Estas pruebas fueron realizadas sobre un único conjunto de datos estando activado 
los modelos de NLP para los comentarios de enfermería, es decir, cuando se requiera 
evaluar las observaciones de enfermería se retornará la propuesta proporcionada por 
el clasificador correspondiente. Para ello, en este escenario se realizan varias 
ejecuciones entrenamiento-test siguiendo un esquema de validación cruzada 
estratificada de 10 pares. En cada iteración, el modelo se prueba con un conjunto de 
ejemplares pertenecientes a diferentes clases, guardando la misma distribución que 
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el conjunto de entrenamiento correspondiente. Para cada prueba se analiza la 
proporción de aciertos, el valor del coeficiente Kappa, el valor de la sensibilidad y el 
valor de la especificidad (ver subsección 6.2.2), resumiendo su comportamiento 
mediante el cálculo de la media y la desviación típica de ambas medidas. 
A continuación las Tablas 6.34 a 6.37 presentan los resultados obtenidos para 
las identificación de las siguientes infecciones: (i) respiratoria, (ii) cutánea, (iii) 
entérica y (iv) otras Infecciones, teniendo en cuenta que el experto no ha 
proporcionado un conjunto de reglas para estos tipos de infección, son extraídas 
directamente desde los casos con el modelo AER. En ellas se realizan la prueba de 
validación cruzada con el uso de los modelos de NLP y con los datos 
proporcionados por el equipo del SMP. 
Tabla 6-32. Resultados de las pruebas de rendimiento mediante validación cruzada para clasificación de la infección 
respiratoria usando la configuración AER y con la activación del módulo de NLP 
 AER 
Fold Aciertos Kappa Sensibilidad Especificidad 
1 96.11% 0.646 71.43% 97.53% 
2 95.72% 0.456 35.71% 99.18% 
3 96.50% 0.691 78.57% 97.53% 
4 96.89% 0.621 50.00% 99.59% 
5 96.50% 0.648 64.29% 98.35% 
6 96.89% 0.676 64.29% 98.77% 
7 97.28% 0.760 85.71% 97.94% 
8 95.72% 0.570 57.14% 97.94% 
9 96.89% 0.698 71.43% 98.35% 
10 96.88% 0.676 64.29% 98.76% 
X  
96.54% 0.644 64.29% 98.39% 
±0.53% ±0.083 ±14.29% ±0.68% 
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Tabla 6-33. Resultados de las pruebas de rendimiento mediante validación cruzada para clasificación de la infección 
cutánea usando la configuración AER y con la activación del módulo de NLP 
 AER 
Fold Aciertos Kappa Sensibilidad Especificidad 
1 97.28% -0.011 0.00% 99.21% 
2 96.50% 0.164 20.00% 98.02% 
3 98.05% 0.436 33.33% 99.60% 
4 96.89% 0.185 16.67% 98.80% 
5 97.67% 0.241 16.67% 99.60% 
6 96.89% 0.413 50.00% 98.01% 
7 96.89% 0.185 16.67% 98.80% 
8 96.50% 0.164 20.00% 98.02% 
9 96.89% 0.184 20.00% 98.41% 
10 97.27% -0.011 0.00% 99.20% 
X  
97.08% 0.195 19.33% 98.77% 
±0.49% ±0.147 ±14.56% ±0.63% 
Tabla 6-34. Resultados de las pruebas de rendimiento mediante validación cruzada para clasificación de la infección 
entérica usando la configuración AER y con la activación del módulo de NLP 
 AER 
Fold Aciertos Kappa Sensibilidad Especificidad 
1 99.61% 0.798 66.67% 100.00% 
2 100.00% 1.000 100.00% 100.00% 
3 99.61% 0.665 50.00% 100.00% 
4 100.00% 1.000 100.00% 100.00% 
5 99.61% 0.798 100.00% 99.61% 
6 99.61% 0.798 100.00% 99.61% 
7 99.61% 0.855 100.00% 99.61% 
8 99.61% 0.855 100.00% 99.61% 
9 99.61% 0.798 66.67% 100.00% 
10 100.00% 1.000 100.00% 100.00% 
X  
99.73% 0.857 88.33% 99.84% 
±0.19% ±0.112 ±19.33% ±0.20% 
Tabla 6-35. Resultados de las pruebas de rendimiento mediante validación cruzada para clasificación de otras 
infecciones usando la configuración AER y con la activación del módulo de NLP 
 AER 
Fold Aciertos Kappa Sensibilidad Especificidad 
1 97.28% 0.448 50.00% 98.41% 
2 97.67% 0.388 40.00% 98.81% 
3 97.67% 0.388 40.00% 98.81% 
4 97.28% 0.350 40.00% 98.41% 
5 98.44% 0.659 80.00% 98.81% 
6 98.44% 0.493 40.00% 99.60% 
7 97.28% 0.209 20.00% 98.81% 
8 98.44% 0.707 100.00% 98.41% 
9 97.67% 0.488 50.00% 98.80% 
10 96.48% 0.290 33.33% 98.00% 
X  
97.66% 0.442 49.33% 98.69% 
±0.64% ±0.154 ±23.51% ±0.42% 
De forma cualitativa, la Figura 6-17 permite la comparación de los valores 
promedio obtenidos con la configuración AER para la clasificación de las 
infecciones: (i) respiratoria, (ii) cutánea (iii) entérica y (iv) otras infecciones, 
teniendo activado los modelos de NLP para los análisis de comentarios de 
enfermería. 
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a) infección respiratoria b) infección cutánea 
  
c) infección entérica d) otras infecciones 
Figura 6-17. Variación de la media del porcentaje de aciertos, coeficiente Kappa, sensibilidad y especificidad en la 
clasificación de las infecciones respiratoria, cutánea, entérica y otras con la configuración AER usando los modelos 
de NLP 
A la vista de los resultados obtenidos, la configuración AER tiene un alto 
porcentaje de aciertos, la medida de sensibilidad es bastante buena y el coeficiente 
Kappa tiene un valor considerable para predecir muestras con infección nosocomial 
respiratoria y entérica. Sin embargo, para las infecciones de tipo cutánea y otros 
tipos de infecciones es bastante bajo y poco fiable, debido al número reducido de 
muestras clasificadas que se han proporcionado en el conjunto de datos.  
6.4.2.3 Resumen por infección 
De forma cualitativa, la Tabla 6-36 incluye un resumen del rendimiento medio para 
los tres modelos en las diferentes infecciones y diferentes medidas. Las filas se 
encuentran ordenadas en función del mejor coeficiente Kappa encontrado en las 
diferentes estrategias. En este sentido, la infección que se encuentra mejor resuelta 
es la entérica, con un coeficiente Kappa de 0.85 obtenido por el modelo AER, para 
la cual incluso no existen reglas proporcionadas por los expertos. Por otra parte la 
infección peor resuelta es la infección cutánea, con un Kappa de 0.19. 
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Tabla 6-36. Resultados obtenidos para las diferentes infecciones mediante validación cruzada. Se muestra la tasa de 
aciertos (A, en porcentaje), el coeficiente Kappa (K), la sensibilidad (S, en porcentaje) y especificidad (E, en 
porcentaje) 
 Manual AER Manual + AER 
A K S E A K S E A K S E 
Entérica - - - - 
99.73 
±0.19 
0.857 
±0.11 
88.33 
±19.3 
99.84 
±0.2 
- - - - 
Urinaria 
93.42 
±0.77 
0.803 
±0.02 
94.63 
±2.21 
93.14 
±0.90 
93.61 
±1.44 
0.796 
±0.05 
85.97 
±5.45 
95.40 
±1.43 
93.38 
±0.84 
0.802 
±0.02 
94.63 
±2.21 
93.09 
±0.98 
Bacteriemia 
96.69 
±0.88 
0.713 
±0.05 
98.26 
±3.68 
96.62 
±0.94 
97.94 
±0.66 
0.765 
±0.08 
80.68 
±11.3 
98.74 
±0.68 
96.69 
±0.88 
0.713 
±0.05 
98.26 
±3.68 
96.62 
±0.94 
Quirúrgica 
92.02 
±1.02 
0.622 
±0.04 
58.21 
±6.10 
97.43 
±0.70 
93.15 
±1.89 
0.718 
±0.08 
77.68 
±8.45 
95.62 
±1.76 
93.85 
±1.58 
0.758 
±0.06 
85.33 
±5.23 
95.21 
±1.81 
Respiratoria - - - - 
96.54 
±0.53 
0.644 
±0.08 
64.29 
±14.3 
98.39 
±0.68 
- - - - 
Extra-
hospitalaria 
65.90 
±1.39 
0.162 
±0.04 
15.72 
±3.11 
98.14 
±1.11 
81.28 
±1.37 
0.609 
±0.03 
77.41 
±2.83 
83.76 
±2.59 
80.77 
±1.36 
0.586 
±0.03 
68.37 
±3.23 
88.75 
±2.37 
Otras - - - - 
97.66 
±0.64 
0.442 
±0.15 
49.33 
±23.5 
98.69 
±0.42 
- - - - 
No-
infección 
88.60 
±1.45 
0.275 
±0.11 
20.49 
±8.78 
98.88 
±0.74 
86.49 
±1.68 
0.352 
±0.09 
38.88 
±9.24 
93.68 
±1.52 
87.66 
±1.49 
0.384 
±0.08 
38.31 
±7.83 
95.03 
±1.32 
Cutánea - - - - 
97.08 
±0.49 
0.195 
±0.15 
19.33 
±14.6 
98.77 
±0.63 
- - - - 
6.4.2.4 Rendimiento global 
En este apartado se muestran los resultados globales en la clasificación multiclase de 
la infección nosocomial. 
La Tabla 6-30 muestra los resultados globales obtenidos en la prueba de 
validación cruzada en la clasificación multiclase de la infección nosocomial con los 
datos proporcionados por el equipo del SMP, para las tres configuraciones 
analizadas y teniendo activado los modelos de NLP para el análisis de los 
comentarios de enfermería. 
Tabla 6-37. Rendimiento global de las pruebas de rendimiento mediante validación cruzada para todas las infecciones 
por cada modelo general usando los modelos de NLP 
 Manual AER Manual+AER 
Fold Aciertos Kappa Aciertos Kappa Aciertos Kappa 
1 37.35% 0.306 71.98% 0.632 72.37% 0.649 
2 39.69% 0.335 71.98% 0.632 69.26% 0.608 
3 37.74% 0.313 73.93% 0.654 72.76% 0.646 
4 36.58% 0.302 69.26% 0.596 70.04% 0.612 
5 38.13% 0.320 73.54% 0.660 72.76% 0.654 
6 42.41% 0.357 72.37% 0.640 71.60% 0.641 
7 37.74% 0.318 71.21% 0.627 71.98% 0.644 
8 42.02% 0.357 72.37% 0.640 73.93% 0.668 
9 38.91% 0.328 72.76% 0.646 71.21% 0.635 
10 40.23% 0.334 67.97% 0.581 70.70% 0.625 
X  
39.08% 0.327 71.74% 0.631 71.66% 0.638 
±1.98% ±0.019 ±1.85% ±0.025 ±1.40% ±0.019 
De forma cualitativa, la Figura 6-18 permite la comparación de los valores 
promedio obtenidos en los resultados globales en la clasificación por cada 
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configuración teniendo activado el uso de los modelos de NLP para los análisis de 
comentarios de enfermería. 
 
Figura 6-18. Variación de la media del porcentaje de aciertos y del coeficiente Kappa en la clasificación global de 
todas las infecciones por cada modelo general usando los modelos de NLP 
La Tabla 6-38 muestra la comparación estadística de los tres modelos. 
Tabla 6-38. Resultados de la comparación dos a dos entre los diferentes modelos de reglas para la clasificación global 
de la infección. En cada celda se encuentra el p-valor de la comparación junto con un signo <, <<, =, >>, > en función 
de si el modelo de la fila es significativamente inferior, muy significativamente inferior, equivalente, muy 
significativamente superior o superior al modelo de la columna, respectivamente 
 AER Manual + AER 
Aciertos Kappa Aciertos Kappa 
M
an
u
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<< 
2.36E-11 
<< 
1.09E-10 
<< 
5.47E-12 
<< 
1.04E-11 
A
E
R
  
= 
8.84E-01 
= 
2.93E-01 
A la vista de los resultados estadísticos, el modelo puramente manual se 
muestra claramente inferior a los otros dos modelos que incluyen reglas extraídas 
automáticamente. Este resultado es consecuencia directa de que el experto no ha 
proporcionado reglas para varios tipos de muestras, por lo que quedan sin clasificar, 
lo cual justifica la inclusión de un módulo de extracción de reglas. 
Respecto a decidir sobre si conviene emplear únicamente las reglas extraídas 
automáticas (modelo AER) o combinar ambas estrategias (manual + AER), los 
resultados globales no muestran que ninguna estrategia sea mejor a nivel global. 
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Sólo en los tipos concretos de infecciones se encuentran las diferencias entre ambas 
estrategias. 
6.4.3 Impacto del uso del módulo de análisis de comentarios de enfermería 
En este apartado, se estudia el impacto de las evidencias basadas en los comentarios 
de enfermería en el rendimiento de InNoCBR, tanto por infección, como a un nivel 
global. 
Para ello, se ha desactivado el módulo NLP en InNoCBR, de forma que, cada 
vez que se necesitaba el acceso a esa evidencia por parte de un conjunto de reglas 
manual, el sistema abortaba la evaluación indicando ‘Desconocido’. Además, las 
valoraciones realizadas por el experto sobre los comentarios se eliminaron 
previamente a extraer las reglas automáticas. 
La Figura 6-19 permite la comparación de los valores promedio obtenidos en 
los resultados en la clasificación urinaria por cada configuración teniendo en cuenta 
si se encuentra activado/desactivado el uso de los modelos de NLP para los análisis 
de comentarios de enfermería. 
  
a) Aciertos b) coeficiente Kappa 
  
c) sensibilidad d) especificidad 
Figura 6-19. Variación de la media del porcentaje de aciertos, coeficiente Kappa, sensibilidad y especificidad en la 
clasificación de la infección urinaria para la comparación del comportamiento del sistema cuando el módulo de 
análisis está activado y desactivado 
6.4. Resultados obtenidos 
129 
La Figura 6-20 permite la comparación de los valores promedio obtenidos en 
los resultados en la clasificación quirúrgica por cada configuración teniendo en 
cuenta si se encuentra activado/desactivado el uso de los modelos de NLP para los 
análisis de comentarios de enfermería. 
  
a) aciertos b) coeficiente Kappa 
  
c) sensibilidad d) especificidad 
Figura 6-20. Variación de la media del porcentaje de aciertos, coeficiente Kappa, sensibilidad y especificidad en la 
clasificación de la infección quirúrgica para la comparación del comportamiento del sistema cuando el módulo de 
análisis está activado y desactivado 
La Figura 6-21 permite la comparación de los valores promedio obtenidos en 
los resultados en la clasificación extrahospitalaria por cada configuración teniendo 
en cuenta si se encuentra activado/desactivado el uso de los modelos de NLP para 
los análisis de comentarios de enfermería. 
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a) aciertos b) coeficiente Kappa 
  
c) sensibilidad d) especificidad 
Figura 6-21. Variación de la media del porcentaje de aciertos, coeficiente Kappa, sensibilidad y especificidad en la 
clasificación de la infección extrahospitalaria para la comparación del comportamiento del sistema cuando el módulo 
de análisis está activado y desactivado 
La Figura 6-22 permite la comparación de los valores promedio obtenidos en 
los resultados globales en la clasificación por cada configuración teniendo en cuenta 
si se encuentra activado/desactivado el uso de los modelos de NLP para los análisis 
de comentarios de enfermería. 
  
a) aciertos b) coeficiente Kappa 
Figura 6-22. Variación de la media del porcentaje de aciertos y coeficiente Kappa en la clasificación global de todas 
las infecciones para la comparación del comportamiento del sistema cuando el módulo de análisis está activado y 
desactivado 
A continuación se presenta la Tabla 6-39 que muestra los resultados sobre el 
impacto del módulo NLP para los análisis de comentarios de enfermería en las 
diferentes configuraciones del sistema. 
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Tabla 6-39. Resultados sobre el impacto del módulo NLP en las diferentes configuraciones del sistema. En cada celda 
se encuentra el p-valor de la comparación junto con un signo <, <<, =, >>, > en función de si el modelo con NLP 
activado es significativamente inferior, muy significativamente inferior, equivalente, muy significativamente superior 
o superior al modelo con NLP desactivado, respectivamente. En ausencia de p-valor, se entiende que las muestras 
eran idénticas 
 
Activado vs. Desactivado 
Manual AER Manual + AER 
Urinaria 
Aciertos < (1,55E-02) = < (3,35E-02) 
Sensibilidad = (6,08E-01) = = (6,08E-01) 
Especificidad = (4,83E-01) = = (4,39E-01) 
Kappa = (1,26E-01) = = (1,78E-01) 
Quirúrgica 
Aciertos >> (1,95E-03) = = (7,93E-02) 
Sensibilidad >> (5,89E-03) = > (1,41E-02) 
Especificidad << (5,79E-03) = < (1,36E-02) 
Kappa >> (1,95E-03) = >> (1,95E-03) 
Extrahospitalaria 
Aciertos = = >> (7,10E-03) 
Sensibilidad = = << (1,22E-03) 
Especificidad = = >> (9,15E-03) 
Kappa = = > (1,90E-02) 
Global Aciertos >> (2,66E-09) = >> (5,12E-03) 
 Kappa >> (2,45E-09) = >> (1,62E-03) 
Los resultados de la tabla muestran, por un lado, que la configuración con 
sólo reglas extraídas automáticamente no se ve afectada (AER). En infección 
urinaria, el impacto se encuentra en la tasa de aciertos, en la cual activar el módulo 
NLP provoca un mayor número de fallos, resultado mejor no clasificar la muestra y 
dejarla como desconocida. En el caso de la infección quirúrgica si se aprecia una 
sustancial mejora tanto en el modelo de reglas únicamente manuales y el que 
combina ambas estrategias. Esto se debe a que el conjunto de reglas manual 
proporcionado por el experto necesita obligatoriamente decidir sobre los 
comentarios de enfermería para dar positivo en una infección quirúrgica. En este 
sentido, su superioridad en especificidad es esperada, ya que solo mide el acierto en 
los negativos de infección quirúrgica. Respecto a la infección extrahospitalaria, se 
aprecia que el uso del módulo NLP no tiene impacto directo sobre el conjunto de 
reglas manuales proporcionadas por el experto o directamente sobre AER, pero sí 
existen diferencias significativas en cuanto al porcentaje de aciertos y de 
especificidad, incluso se aprecia que empeora la sensibilidad, cuando se desactiva el 
módulo NLP en el uso de la combinación de ambos módulos. Esto se debe a que 
existe un conjunto de muestras que no se le ha podido ofrecer una solución mediante 
las reglas manuales para la infección quirúrgica o urinaria, y el módulo AER 
proporciona una solución que puede ser errónea. Finalmente, a nivel global, la 
inclusión del módulo NLP mejora el sistema siempre que esté configurado para 
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emplear las reglas proporcionadas por el experto, ya sea de forma única o 
combinado con el módulo de extracción de reglas. Esta mejora es estadísticamente 
muy significativa tanto en la tasa de aciertos, como en el coeficiente Kappa. 
6.5 Resumen y conclusiones 
En este capítulo se han presentado los resultados obtenidos por el prototipo 
funcional InNoCBR, aplicados al problema de la búsqueda y clasificación de 
infecciones nosocomiales procedentes de las muestras captadas de microbiología.  
A la vista de los resultados, las conclusiones obtenidas se pueden resumir en 
los siguientes puntos: 
1. En la clasificación de infección urinaria, los modelos que incluyen los 
conjuntos de reglas proporcionados por el experto (manual), muestran un 
mejor comportamiento en cuanto a sensibilidad de forma significativa, 
perdiendo especificidad ante los modelos totalmente automáticos (AER). 
2. En la clasificación de infección quirúrgica, los resultados apuntan a que el 
mejor modelo es el que combina ambas estrategias, es decir, reglas 
manuales junto con reglas extraídas automáticamente, mostrándose 
significativamente o muy significativamente superior a los otros dos 
modelos en cuanto a tasa de aciertos, sensibilidad y coeficiente Kappa. 
3. En la clasificación de infección bacteriemia, se podría concluir que AER 
tiene un comportamiento en general superior al resto de modelos, salvo en 
el factor de sensibilidad. 
4. En la clasificación de infección extrahospitalaria, se puede concluir en 
general que los modelos que incluyen reglas proporcionadas por los 
expertos son inferiores. Esto es debido a que en la configuración actual de 
InNoCBR, no existe un conjunto de reglas manuales específico para la 
detección de la infección extrahospitalaria, pero sí alguno de los otros 
conjuntos de reglas concluyen en algunos caminos que la infección es de 
este tipo, pero de forma residual. 
5. En la clasificación de la no-infección, y descartado el modelo AER que se 
ha mostrado inferior, el modelo que combina ambas estrategias (manual + 
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AER) ha mostrado diferencias estadísticamente muy significativas 
respecto al modelo puramente manual, ésta sería la elección final para 
este tipo de detección. 
6. Existen muchas infecciones para las cuales no se han proporcionado 
reglas de forma manual por el experto. Sin embargo, algunas infecciones 
se detectan con buen rendimiento por el módulo de extracción automática 
de reglas (AER), como es el caso de la infección entérica, cuya detección 
es la mejor de todas las infecciones. Sin embargo, para las infecciones 
cutánea y de otro tipo, presentan coeficientes Kappa comparativamente 
bajos (0.19 y 0.44). 
7. En la clasificación global de la infección y, a la vista de los resultados 
estadísticos, el modelo puramente manual se muestra claramente inferior 
a los otros dos modelos que incluyen reglas extraídas automáticamente. 
Este resultado es consecuencia directa de que el experto no ha 
proporcionado reglas para varios tipos de muestras, por lo que quedan sin 
clasificar, lo cual justifica la inclusión de un módulo de extracción de 
reglas. Respecto a decidir sobre si conviene emplear únicamente las 
reglas extraídas automáticas (modelo AER) o combinar ambas estrategias 
(manual + AER), los resultados globales no muestran que ninguna 
estrategia sea mejor a nivel global. Sólo en los tipos concretos de 
infecciones se encuentran las diferencias entre ambas estrategias, como 
por ejemplo la infección quirúrgica. 
8. Respecto al análisis de los comentarios de enfermería mediante el módulo 
NLP, se han llevado a cabo dos estudios. En primer lugar, se estudió su 
rendimiento en tres tipos de infecciones (urinaria, quirúrgica y 
extrahospitalaria). El rendimiento, en general bajo, resultó ser prometedor 
en el caso de la infección quirúrgica. Por otra parte, se comprobó el nivel 
de importancia del módulo NLP en el rendimiento global de InNoCBR, 
los resultados dependen de si se emplean los conjuntos de reglas 
proporcionados manualmente por los expertos. En esos casos, el módulo 
resulta de gran ayuda, sobre todo en la infección quirúrgica. Sin embargo, 
el módulo AER no extrajo reglas basadas en la clasificación de los 
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comentarios de enfermería, por lo que el módulo NLP no afecta cuando el 
sistema se basa únicamente en las reglas extraídas de esa forma. 
El siguiente capítulo, se dedica a exponer las conclusiones finales obtenidas 
en el presente trabajo de investigación. Se detalla la aplicabilidad del modelo de 
clasificación desarrollado y la repercusión de la investigación realizada. Se analizan 
aspectos generales del modelo que posibilitan su generalización a un conjunto 
mayor de problemas y finalmente, se detallan las líneas de trabajo futuro a 
desarrollar a partir de los resultados alcanzados. 
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7 Conclusiones 
En esta memoria se ha presentado InNoCBR, un prototipo funcional que utiliza el 
conocimiento médico para las tareas de búsqueda e identificación de las infecciones 
nosocomiales en ambientes hospitalarios. La función principal ha sido abordar y 
superar los problemas derivados de la detección y clasificación de las IN de una 
forma eficaz, evidenciando la relevancia del problema tanto a nivel Europeo, como 
nacional y autonómico. La correcta clasificación de una infección nosocomial 
depende de varias combinaciones de datos clínicos, así como resultados analíticos y 
otras exploraciones complementarias, por ello, la solución propuesta necesita 
obtener información de distintas fuentes de datos disponibles en el ámbito 
hospitalario, para ser analizada automáticamente mediante el uso de modelos 
inteligentes de clasificación. En este sentido, muchos de los datos disponibles están 
almacenados como texto libre, y se requiere el uso de diversas técnicas inteligentes 
para automatizar su análisis. Esta problemática quedo evidenciada en el capítulo dos. 
El capítulo tres profundiza sobre el interés en automatizar el proceso de toma 
de decisiones médicas, realizando una revisión de los distintos sistemas y enfoques 
que se han venido aplicando en este ámbito. Motivados por los resultados de los 
sistemas de representación del conocimiento, se exploraron diversas técnicas que 
facilitarían la solución del problema de la clasificación de las infecciones 
nosocomiales, siendo el uso de conjuntos de reglas una de las técnicas más utilizadas 
para representar el conocimiento médico. En este sentido, el modelo desarrollado 
adapta la experiencia que tiene el equipo del Servicio de Medicina Preventiva (SMP) 
en la detección y en la identificación de las infecciones nosocomiales (IN) en forma 
de un conjunto de reglas de decisión. Sin embargo, en ocasiones el experto no puede 
7 
7. Conclusiones 
136 
expresar su conocimiento en forma de reglas claras, y se revisaron las técnicas de 
extracción automáticas de reglas para encontrar una respuesta aproximada a la 
solución del problema, a través de los casos resueltos, reduciendo la dependencia del 
experto del dominio existente en el proceso de creación de una Base de 
Conocimiento, y además por la ventaja de aportar justificación de la solución al 
problema. Por otra parte, también se llevó a cabo una revisión de las técnicas de 
Procesamiento de Lenguaje Natural (NLP, Natural Language Processing), para 
automatizar el análisis de comentarios de enfermería y valorar si contienen indicios 
de infección. 
Para adaptar aquellos casos o problemas resueltos en el pasado, ha sido 
necesario el estudio de una metodología idónea que sustente la combinación de 
distintas técnicas de inteligencia artificial, en la clasificación y en la posterior 
revisión de resolución de problemas. En este aspecto, el capítulo cuatro presenta los 
sistemas de razonamiento basado en casos, como una metodología capaz de abordar 
la elaboración de sistemas orientados a la resolución de problemas. Se estudian las 
fases fundamentales de la metodología y se detallan los distintos tipos de sistemas 
que se pueden construir, en función al dominio a abordar. 
La principal aportación de este trabajo desarrollado en la presente 
investigación ha sido la definición de un modelo funcional inteligente basado en una 
arquitectura flexible que permite elaborar una propuesta sobre la identificación de 
casos de infecciones nosocomiales, siendo capaz de integrar y reflejar el 
conocimiento adquirido, posibilitando de esta forma la obtención de buenos 
resultados. En este sentido, el capítulo cinco presenta la descripción del modelo 
desarrollado en la presente investigación, donde se especifica el funcionamiento 
general y se detallan los componentes tecnológicos que hace uso el sistema en sus 
diferentes fases, mientras que el Capítulo seis presenta los detalles de la 
configuración del modelo y las pruebas de evaluación realizadas que avalan el 
presente trabajo. 
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7.1 Objetivos alcanzados 
A lo largo de esta memoria, se han asentado las bases para probar la hipótesis de 
partida enunciada en el capítulo de introducción. Brevemente la hipótesis planteada 
hacía referencia a la creación de un sistema inteligente capaz de identificar posibles 
casos de IN y realizar una clasificación posterior del tipo de infección subyacente, 
mediante el uso de diversas técnicas y algoritmos de inteligencia artificial. Además, 
el sistema tiene la capacidad de acceder a distintas fuentes de datos, llevando a cabo 
la tarea de recolección e integración de las variables esenciales para la identificación 
de evidencias necesarias, con el fin último de lograr una clasificación eficaz de 
forma automatizada. 
Con el objetivo de poder demostrar la hipótesis defendida, se ha abordado en 
detalle diversos aspectos relacionados con el problema de la detección e 
identificación de las infecciones nosocomiales. El modelo desarrollado en este 
trabajo de investigación, se ha adaptado a las características propias del problema 
planteado, estableciendo configuraciones adecuadas de los distintos subsistemas, en 
función de las necesidades encontradas para el objeto a estudio. 
A partir de la configuración global del sistema propuesto, y con el fin de 
proceder a su evaluación tanto cualitativa como cuantitativa, se han establecido y 
realizado un conjunto exhaustivo de pruebas encaminadas a demostrar la capacidad 
de detectar y clasificar infecciones nosocomiales basado en las evidencias. 
Concretamente, se ha definido un método de evaluación bajo un esquema de 
validación cruzada, junto con una serie de medidas que permiten un análisis 
estadístico de las distintas pruebas. Las pruebas se han llevado a cabo empleado un 
conjunto de datos ya clasificados por el equipo SMP procedentes de la captación de 
muestras del laboratorio de microbiología del CHUO.  
Brevemente, se han ejecutado y comparado tres estrategias en los modelos 
basados en reglas: (i) incluyendo únicamente reglas proporcionadas por el experto, 
(ii) únicamente reglas extraídas de forma automática o (iii) una combinación de 
ambas estrategias. A nivel global, (i) los modelos que incluyen las reglas extraídas 
automáticamente presentan un mejor comportamiento, puesto que el experto no ha 
proporcionado reglas para todos los tipos de muestra y (ii) no existen diferencias 
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entre el modelo que contiene únicamente reglas automáticas, frente al que combina 
ambas estrategias, aunque sí presentan diferencias en algunas infecciones concretas, 
como por ejemplo la infección quirúrgica. Por otra parte, para medir el rendimiento 
en el manejo de las evidencias procedentes de los comentarios de enfermería, se han 
probado diferentes estrategias en el módulo NLP, únicamente en aquellas 
infecciones donde se disponían de datos suficientes. En general, si bien no existe 
una estrategia mejor para todas las infecciones, el módulo NLP ha mostrado un 
comportamiento aceptable en la infección quirúrgica, siendo además su 
participación estadísticamente relevante para la clasificación global de la infección 
cuando se trabaja con los modelos que incluyan reglas proporcionadas por el experto. 
Los resultados obtenidos en esta investigación han demostrado un avance 
dentro del área vinculada a la elaboración de sistemas inteligentes robustos capaces 
de adaptarse a diferentes dominios, adecuándose a los cambios que se puedan 
producir, y facilitando el proceso de mantenimiento y actualización constante de una 
Base de Conocimiento. Como conclusión se puede afirmar que el modelo defendido 
en la presente investigación es capaz de obtener conocimiento ya sea proporcionado 
directamente por el experto o adquirido de los casos almacenados, para dar una 
solución aproximada a los nuevos casos que se van presentando. 
7.2 Aplicabilidad del modelo desarrollado 
Como se ha mencionado con anterioridad, los trabajos llevados a cabo en la presente 
investigación se enmarcan dentro del proyecto 10TIC305014PR titulado “InNoCBR: 
sistema inteligente de búsqueda y clasificación de casos de infección nosocomial”, 
en colaboración con el SMP del CHUO y el SSTI. 
En este sentido, el prototipo funcional InNoCBR defendido en la presente 
investigación, se ha aplicado al problema de la identificación de la infección 
nosocomial presentado en el capítulo dos. Este prototipo desarrollado servirá para 
mejorar la mecánica aplicada por los servicios de medicina preventiva de los 
hospitales para la detección de pacientes afectados por IN. 
A nivel tecnológico, el resultado es una herramienta informática avanzada 
que integra técnicas de preprocesamiento y clasificación de texto y de inteligencia 
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artificial adaptadas al problema que nos ocupa. Ha sido desarrollada bajo 
componentes de software libre, posibilitando de esta manera la transferencia 
inmediata a otros grupos de investigación y organismos interesados en su 
implantación y mejora. 
El sistema tiene una aplicabilidad clara. Por un lado, indicar que permite la 
detección de casos clínicos con IN de una manera más sencilla y sistemática al que 
se hace actualmente. Además, aumentará en gran medida la fiabilidad del protocolo 
seguido para la diagnosis de las INs. Permitirá sustituir el procedimiento manual 
aplicado actualmente en complejos hospitalarios como el de referencia para este 
proyecto (CHOU) por un sistema informático que tendrá establecida claramente la 
dinámica a seguir en cada una de las posibles localizaciones de las infecciones (del 
sitio de la intervención quirúrgica, urinarias, bacteriemias, respiratorias, cutáneas, 
entéricas, etc.). 
Por otro lado, decir, que el sistema permite conocer el grado real de aparición 
de las diferentes evidencias que son tenidas en cuenta actualmente para la detección 
de este tipo de infecciones. Mediante la herramienta informática desarrollada en esta 
investigación podrá realizarse un análisis minucioso de las mismas, lo que permitirá 
concluir cuales son aquellas evidencias que aparecen siempre, e incluso detectar la 
existencia de posibles interrelaciones y dependencias entre las mismas. Como 
conclusión podría extraerse, por ejemplo, que siempre que “la temperatura del 
paciente alcanzó los 40º y hubo un exudado superficial de herida quirúrgica se 
produjo una IN en el sitio de la intervención quirúrgica”. Una conclusión tan 
interesante y precisa de un estudio muy al por menor de todos los casos registrados, 
algo inabordable a través de las técnicas manuales empleadas en la actualidad. 
La aplicabilidad del modelo presentado tras los resultados obtenidos podrá 
ser transferida a otros centros hospitalarios del SERGAS ya que su diseño es 
totalmente compatible con los sistemas de información corporativos. El protocolo de 
recogida de evidencias para la detección de IN es muy similar en los diferentes 
centros sanitarios, por lo que se podría emplear la herramienta desarrollada 
directamente. En la mayoría de los casos, los únicos cambios a realizar afectan a los 
módulos que enlazan la herramienta informática con las bases de datos clínicas. 
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Gracias a la arquitectura modular y de última generación en la que se basa el sistema, 
estos cambios podrán realizarse de una manera sencilla, rápida y fácilmente 
documentable. 
7.3 Repercusión de la investigación realizada 
Como se ha comentado en el capítulo dos, la ocurrencia de INs en los hospitales 
aumenta considerablemente los gastos y reduce drásticamente la calidad de la 
asistencia sanitaria. El coste económico de la IN es muy variable, dependiendo 
principalmente de su localización, del microorganismo responsable, de los 
protocolos de tratamiento y de las características de los pacientes. En cualquier caso, 
el coste directo es globalmente muy elevado (incremento del 200-300% de los costes 
de hospitalización), asociándose fundamentalmente al incremento de la estancia, 
fármacos empleados, y a los procedimientos médicos y quirúrgicos complementarios. 
Además, los costes indirectos como la pérdida de los salarios de los pacientes, el 
tiempo empleado por los cuidadores informales, las afectaciones de tipo psicológico, 
la propia muerte del paciente u otros, resultan difíciles de medir y tienden a ser 
infravalorados en las estimaciones puramente económicas. 
En general, el elevado coste económico y social así como la morbimortalidad 
asociada, hacen de la IN un problema de primero orden para las organizaciones 
sanitarias, además de una obligación moral para garantizar la seguridad del paciente 
hospitalizado. El establecimiento de estrategias de vigilancia y control eficientes, así 
como la existencia de un sistema de vigilancia que comunique los resultados a los 
responsables de la actividad clínica puede disminuir las tasas de IN, pero además el 
sistema de vigilancia permitiría orientar y evaluar las actividades de control de la 
infección haciéndolas más efectivas. 
Sin embargo la implantación de sistemas de vigilancia depende 
fundamentalmente de recursos humanos y económicos existentes en los centros, ya 
que se precisa de profesionales sanitarios especializados para dicha tarea y 
dedicados de forma intensiva a recoger datos de forma sistemática. En este sentido, 
la carga de trabajo que supone la vigilancia de la IN, así como el carácter monótono 
de la actividad de recolección y de clasificación de datos, motiva que la actividad se 
7.3. Repercusión de la investigación realizada 
141 
lleve a cabo de manera irregular y descontinua, empleando a menudo metodologías e 
intensidades de búsqueda no comparables entre los distintos centros existentes.  
La automatización inteligente de todas las etapas del proceso posibilitaría que 
la vigilancia de la IN se había podido realizar de manera continuada en todos los 
servicios de un hospital, llevando a cabo el seguimiento de los pacientes, 
permitiendo la identificación precoz de brotes epidémicos, el control de pacientes 
que requieren aislamiento o precauciones de hospitalización, así como la posibilidad 
de detectar las enfermedades de declaración obligatoria que se producen en el 
hospital. Además, el sistema suministraría al personal del hospital datos objetivos 
relativos a la evolución de las tasas de estas infecciones, permitiéndoles realizar una 
valoración de la calidad asistencial, introducir medidas de corrección y evaluar las 
actuaciones llevadas a cabo para su control. 
El sistema InNoCBR presentado en esta investigación, supondrá no 
solamente una solución y una ventaja para el servicio de medicina preventiva del 
CHOU, sino que será de aplicación para cualquier hospital del SERGAS que 
requiera de un sistema automatizado para la búsqueda y la clasificación continuada 
de casos de IN. Su implantación a nivel corporativo permitiría al SERGAS, entre 
otros aspectos, las siguientes actuaciones: 
 Hacer factible con los recursos actuales, el establecimiento de un 
programa global de vigilancia, uniforme y sensible, que facilitaría las 
tareas de control de la infección en los hospitales. 
 Ahorrar más de un 80% de los recursos humanos dedicados a la 
vigilancia, posibilitando una mayor dedicación del personal a 
actividades de control de la infección como promoción y evaluación 
de la higiene de manos, formación del personal, protocolos de 
enfermería, uso de antibióticos, proyectos de mejora, etc. lo que a su 
vez redundará en una disminución de la frecuencia de las INs. 
 La obtención de indicadores de morbilidad evitable y de seguridad de 
los pacientes homogéneos y ajustados por riesgo para todos los 
hospitales. Esta contribución permitirá cuantificar objetivos y evaluar 
resultados de planes de mejora, así como establecer incentivos de 
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emulación entre los hospitales para mejorar la calidad de la asistencia 
hospitalaria. 
 Obtener indicadores de proceso que permitan evaluar la calidad del 
propio procedimiento de vigilancia y guiar los necesarios controles de 
calidad. 
7.4 Trabajo futuro 
Como punto final, conviene indicar cuáles son las líneas básicas de investigación 
planteadas a raíz de los resultados y conclusiones obtenidas del trabajo desarrollado. 
Este trabajo de investigación se centró en la identificación de infecciones 
nosocomiales a partir de las muestras de microbiología. Se contempla la posibilidad 
de seguir avanzando en la utilización de InNoCBR en la identificación de 
infecciones nosocomiales a partir de la captación de muestras de farmacia u otro tipo 
de prestación que pueda recibir un paciente como una radiología.  
Respecto a la estructura del conocimiento, se puede avanzar incorporando 
nuevas evidencias a los casos. Una de las evidencias que quedo en el aire, ha sido 
los análisis de comentarios médicos procedentes de diversos informes clínicos que 
se encuentran disponibles en la base de datos de IANUS y valorar si tienen indicios 
de infección. Algunos informes médicos detallan los casos de infección del paciente 
por lo que es de vital importancia tener acceso a estos informes para clasificar 
correctamente el tipo de infección. En este sentido, se puede aprovechar el trabajo 
realizado en esta investigación con las técnicas de Procesamiento de Lenguaje 
Natural (NLP) para adaptar un módulo NLP y ofrecer una solución adecuada a este 
problema.  
Con respecto a las posibles mejoras de cara al módulo de análisis de 
comentarios de enfermería, se plantea adoptar una nueva etapa de reconocimiento de 
sinónimos mediante el uso de una base léxica pública como WordNet o bien en su 
defecto definidos por el propio experto. Si bien es cierto, que la versión actual de 
WordNet se encuentra disponible en el idioma inglés, existe un proyecto prometedor 
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para diferentes idiomas llamado MultiWordNet 19 (Artale, Magnini, & Srapparav, 
1997). De cara a los informes médicos, se espera mejorar la fase de detección de 
acrónimos con el fin de normalizar el texto, que el analizador sea capaz de detectar y 
localizar los conceptos médicos que aparezcan en un informe y codificarlos con el 
uso de alguna base de conocimiento médico como es la CIE-9 o la SNOMED-CT 
(Systematized Nomenclature of Medicine – Clinical Terms). 
Por otra parte, el modelo InNoCBR puede ser adaptado en un futuro para 
detectar infecciones nosocomiales y clasificarlas en un grano más fino por 
localización, es decir, una Infección Bacteriemia podría subdividirse en Infección 
Bacteriemia asociada al catéter central, Infección Bacteriemia asociada al catéter 
periférico, Infección Bacteriemia secundaria a la infección quirúrgica, urinaria, 
respiratoria, etc.  
Finalmente, la aplicabilidad del modelo presentado tras los resultados 
obtenidos podrá ser transferida a otros centros hospitalarios del SERGAS ya que su 
diseño es totalmente compatible con los sistemas de información corporativos. El 
protocolo de recogida de evidencias para la detección de IN es muy similar en los 
diferentes centros sanitarios, por lo que se podría emplear la herramienta 
desarrollada directamente. En la mayoría de los casos, los únicos cambios a realizar 
afectan a los módulos que enlazan la herramienta informática con las bases de datos 
clínicas. Gracias a la arquitectura modular y de última generación en la que se basa 
el sistema, estos cambios podrán realizarse de una manera sencilla, rápida y 
fácilmente documentable. 
 
                                               
19
 Proyecto MultiWordNet [Consultado: 23 de mayo de 2013]. Disponible en: < 
http://multiwordnet.fbk.eu /> 
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Apéndice A. Términos técnicos 
 
ABR Analogy-Based Reasoning 
ADHD Attention Deficit Hyperactivity Disorder 
ADN Acido Desoxirribonucleico 
AER Automatic Extraction Rules 
ATC Anatomical, Therapeutic, Chemical classification system 
BP Bolsa de Palabras 
CABAGE Case Base Generator 
CBR Case-Based Reasoning 
CDC Centers Disease Control 
CIE-9 Clasificación Internacional de Enfermedades, novena revisión. 
CIE-9MC Clasificación Internacional de Enfermedades, novena revisión 
(Modificación Clínica) 
CMBD Conjunto Mínimo Básico de Datos 
CHUO Complexo Universitario Hospitalario de Ourense 
DF Document Frequency 
DIC Diccionario de términos 
DST Dempster Shafer Theory 
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EBR Exemplar-Based Reasoning 
ECDC European Centre for Disease Prevention and Control 
ENVIN Estudio Nacional de Vigilancia de Infección Nosocomial 
EPINE Estudio de Prevalencia de las Infecciones Nosocomiales en 
España 
EPPS European Point Prevalence Survey 
FEDER Fondo Europeo de Desarrollo Regional 
FN False Negative 
FP False Positive 
GACELA Gestión Asistencial de Cuidados de Enfermería Línea Abierta 
HAI Hospital-Acquired Infection 
HDR Hypothetical-Deductive Reasoning 
HELICS Hospitals in Europe Link for Infection Control through 
Surveillance 
HIS Hospital Information Systems 
IA Inteligencia Artificial 
IBR Instance-Based Reasoning 
IDF Inverse Document Frequency 
IE Information Extraction 
IN Infección Nosocomial 
IR Information Retrieval 
ITU Infección Tracto Urinario 
KBS Knowledge-Based Systems 
K-NN K-Nearest Neighbours 
LDA Linear Discriminant Analysis 
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LHS Left Hand Side 
MBR Memory-Based Reasoning 
MSC Ministerio de Sanidad, Servicios Sociales e Igualdad 
NB Naïve Bayes 
NHC Número de Historia Clínica 
NHSN National Healthcare Safety Network 
NIM Nosocomial Infection Marker 
NLP Natural Language Processing 
NN Neuronal Network 
NNIS National Nosocomial Infection Surveillance system 
OMS Organización Mundial de la Salud 
OSA Obstructive Sleep Apnea 
OWL Web Ontology Language 
PS Production Systems 
RBR Rule-Based Reasoning 
RBS Rule-Based Systems 
RHS Right Hand Side 
SEMICyUC Sociedad Española de Medicina Intensiva, Crítica y Unidades 
Coronarias 
SEMPSPH Sociedad Española de Medicina Preventiva, Salud Pública e 
Higiene  
SENIC Study on the Efficacy of Nosocomial Infection Control 
SERGAS Servicio Gallego de Salud 
SIDI Sistema de Información de Diagnóstico por Imagen 
SIHGA Sistemas de Información Hospitalaria de Galicia 
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SING Sistemas Informáticos de Nueva Generación 
SMP Servicio de Medicina Preventiva 
SNOMED-CT Systematized Nomenclature of Medicine – Clinical Term 
SR Speech Recognition 
SSTI Servicio de Sistemas y Tecnologías de la Información 
SVM Support Vector Machine 
TAC Tomografía Axial Computarizada 
TF Term Frequency 
TN True Negative 
TP True Positive 
TYPOS Errores Tipográficos Simples 
UCI Unidad de Cuidados Intensivos 
UFC Unidades Formadoras de Colonias 
VT Ventana Temporal 
TF-IDF Term Frequency–Inverse Document Frequency 
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