The objective of this study was to analyze the efficiency of individual tree identification and stand volume estimation from LiDAR data. The study was located in Norway spruce [Picea abies (L.) Karst.] stands in southwestern Romania and linked airborne laser scanning (ALS) with terrestrial measurements through empirical modelling. The proposed method uses the Canopy Maxima algorithm for individual tree detection together with biometric field measurements and individual trees positioning. Field data was collected using Field-Map real-time GIS-laser equipment, a high-accuracy GNSS receiver and a Vertex IV ultrasound inclinometer. ALS data were collected using a Riegl LMS-Q560 instrument and processed using LP360 and Fusion software to extract digital terrain, surface and canopy height models. For the estimation of tree heights, number of trees and tree crown widths from the ALS data, the Canopy Maxima algorithm was used together with local regression equations relating field-measured tree heights and crown widths at each plot. When compared to LiDAR detected trees, about 40-61% of the field-measured trees were correctly identified. Such trees represented, in general, predominant, dominant and co-dominant trees from the upper canopy. However, it should be noted that the volume of the correctly identified trees represented 60-78% of the total plot volume. The estimation of stand volume using the LiDAR data was achieved by empirical modelling, taking into account the individual tree heights (as identified from the ALS data) and the corresponding ground reference stem volume. The root mean square error (RMSE) between the individual tree heights measured in the field and the corresponding heights identified in the ALS data was 1.7-2.2 meters. Comparing the ground reference estimated stem volume (at trees level) with the corresponding ALS estimated tree stem volume, an RMSE of 0.5-0.7 m 3 was achieved. The RMSE was slightly lower when comparing the ground reference stem volume at plot level with the ALS-estimated one, taking into account both the identified and unidentified trees in the LiDAR data (0.4-0.6 m 3 ).
Introduction
The use of airborne LiDAR technology (a term first used by Middleton and Spilhaus, 1953) , as a part of modern active sensor remote sensing, has grown rapidly and continuously, boosted by the necessity of obtaining more precise geospatial information about topography, such as digital terrain model (DTM) and digital surface model (DSM) (Popescu et al., 2002; Dorren et al., 2006; Maguya et al., 2014) . LiDAR systems may operate on the ground, in the air or from satellite platforms.
In forestry, LiDAR data are used to monitor changes in forest vegetation and forest inventory, to assess the risks of disasters caused by wind or fire and to map forest ecosystems and habitats (Hyde et al., 2005; Skowronski and Lister, 2012; Montealegre et al., 2014) . The so far studies undertaken demonstrate the potential of LiDAR technology for both coniferous and deciduous forests (Popescu et al., 2003; Reitberger et al., 2008; Tan and Haider, 2010; Parent and Volin, 2014) .
Forest stand parameters can be estimated from LiDAR data using..one..of..two..major approaches: an area-based approach (using stand mean height and density) or a single tree-based approach (detecting and measuring individual trees). If the objective is to predict forest attributes at plot and stand level in large areas, the area-based approach using low pulse density LiDAR (<1 pulse m −2 ) and small plots offers good results. Ruiz et al. (2014) assessed the combined effect of field plot size and LiDAR density on the estimation of four forest structure attributes -volume, total biomass, basal area and canopy covershowing that the plot size has a greater effect on the estimation error than the LiDAR point density. If more detailed large areas (Kramer et al., 2014) , demonstrating the increasing importance of airborne LiDAR for a range of forestry applications.
Promising results were achieved when combining LiDARbased information with multispectral images to identify trees in deciduous forests . Using statistical methods and airborne LiDAR data, satisfactory results were obtained when estimating the biometric characteristics of individual trees from mixed beech and spruce stands (Heurich and Thoma, 2008) .
More recently, a new segmentation method based on a graph segmentation algorithm was proposed in order to identify individual tree crowns using LiDAR data (Strîmbu and Strîmbu, 2015) .
Earlier studies in Romania have proved that 3D information from LiDAR data can be used to obtain accurate estimates of tree heights and, consequently, the volume and biomass for spruce stands, as well as to extract high-precision digital terrain models (Apostol et al., 2011 Petrila et al. 2012a, b) .
The main objective of this study was to analyze the possibility offered by LiDAR data to identify individual trees and estimate their volume (stem and stand level) in Romanian spruce forests, for which far less studies are currently available. A second objective was to investigate the possibility of obtaining height estimates (and thus stem volumes) for the remaining unidentified trees.
Materials and Methods

Study area
The study was located in Voineasa Forest District, in the southwestern part of Romania. The forests of Voineasa Forest District are located between 650 and 1850 meters altitude and the predominant species are Norway spruce (Picea abies L.), silver fir (Abies alba Mill.) and beech (Fagus sylvatica L.).
Three pure Norway spruce stands of different ages within Management Unit IV -Puru and Management Unit VObârşia Lotrului were chosen as field reference measurements plots (Fig. 1) . The first pure plot of Norway spruce is located in stand 118D, Management Unit V Obârşia Lotrului. The forest management plan describes the stand as a 110 years old stand with a site index class of three and medium (0.8) canopy cover. (Romanian classification of site index class is based on a methodology that considers the medium heights and the ages of the stands, and was used for the first time when the first Romanian yield tables were developed, 1951 developed, -1955 developed, , PopescuZeletin, 1957 . The canopy cover is defined as the proportion of the forest floor covered by the vertical projection of the tree crowns (Jennings et al., 1999) and takes a value between 0.1 (least cover) and 1 (complete cover). The second plot is located in stand 43C, Management Unit IV -Puru. The forest management plan describes this stand as a 65 years old stand with a site index class of three and medium (0.9) canopy cover. The third pure spruce plot is located in stand 62A, Management Unit IV -Puru. The forest management plan describes it as a 90 years old stand with a site index class of three and medium (0.8 ) canopy cover.
Ground reference data
In each of the three stands (118D, 43C and 62A), square plots (100 × 100 m) were placed using Field Map equipment information regarding structure is needed, individual tree-based estimation is appropriate. Such methods require a higher LiDAR pulse density (6-8 pulses m −2 ) to provide a sufficient number of treetop hits, as well as more detailed information from larger field plots . However, the fieldwork required for establishing large plots is expensive, while changing LiDAR flight parameters (reduced flight speed, lower flight altitude, multiple passes) to achieve the required point densities becomes a limiting factor over large areas due to time and/or costs constraints. Overall, the point densities needed for individual tree detection and measurements are in the range of 10 points m -2 , with higher point densities only marginally improving the performance of 3D tree detection (Yao et al., 2014) .
By using LiDAR data, it was possible to estimate tree heights at stand level (Magnussen and Boudewyn, 1998) as well as individual tree stem volumes (Naesset, 1997; Lim et al., 2003) . More recently, some studies have demonstrated the possibility of differentiating between tree species (Holmgren and Persson, 2004; Vaughn et al., 2012) or delineating forest stands (Eysn et al., 2012; Sačkov and Kardoš, 2014) . In addition, algorithms for automatic identification of the individual trees (tree detection) have been continuously improving, using 2D or 3D segmentation of LiDAR data or a combination of LiDAR data and aerial or satellite imagery. Eysn et al. (2015) found that forest structure has a significant influence on the tree identification results, with the highest matching rate (86% RMS) for single-layered coniferous and the lowest matching rate (47% RMS) for single-layered mixed forests. Various studies have demonstrated the utility of LiDAR technology for the estimation of height, stand basal area, total tree biomass or foliage biomass mainly in coniferous stands (Hall et al., 2005; Lefsky et al., 2005; García et al., 2010; Edson and Wing, 2011) . Goodwin et al. (2006) tested different flight altitudes, scan angles and footprint sizes to assess the structure of eucalypt stands. They observed that the platform altitude and footprint size do not have a major influence on canopy height profiles derived from LiDAR data.
The forest studies concerning the use of LiDAR data are focused on the identification of biometric parameters such as the tree height and crown size at the stand level, on sample plots or individual tree level. Then, either biometric relations or statistical analyses are used to estimate other characteristics, such as biomass, volume, crown density or crown base height (Popescu and Zhao, 2008) . Estimating biomass using airborne LiDAR data is increasingly preoccupying several researchers, the correlation between the volume and biomass of trees has been well proven (Popescu, 2007; Zhao et al., 2009; Petrila et al., 2012a; Tao et al., 2014) .
Research regarding the estimation of forest biomass using airborne LiDAR technology both within and outside the growing season, confirms a strong statistical relationship between LiDAR variables and biomass (Anderson and Bolstad, 2013, Hansen et al., 2014; Hernández-Stefanoni et al., 2015) . Shendryk et al. (2014) combined SPOT 5 multispectral images with airborne LiDAR data to identify treetops in coniferous forests in southwestern Sweden by applying Fusion, TreeVaW and watershed segmentation algorithms (methods) to identify treetops. Such methods could be extended to other geographical areas or different multispectral imagery and low-density LiDAR data. Recently, LiDAR data were used to estimate the impact of forest fires (Montealegre et al., 2014) and to characterize and spatially quantify the vertical structure of canopy ladder forest fuels across 314 and Field Map Data Collector software (IFER 1999 (IFER -2006 Vopěnka and Černý, 2006 ) (specialized equipment and software used in forest inventories). The plots were placed and measured in three different periods: October 2011 (plot 118D), April 2012 (43C) and August 2013 (62A). The position of trees, the crown projections, the vertical profile of the crowns class were measured in a local coordinate system Using Field Map and descriptive data such as Kraft class was visually determined in the field. The classification introduced by Kraft (1884) assesses the vitality and competitive intensity of the trees based on five social classes: predominant (class I), dominant (class II), co-dominant (class III), dominated (class IV) and suppressed (class V). Tree heights were measured using a Vertex IV ultrasound device and tree diameters with an electronic caliper and then both measurements were imported into the Field Data Collector software. The height measuring errors are comparable for Vertex IV and the Field Map laser rangefinder (e.g. 0.1 m). However, the procedure of measuring tree height is significantly slower using the rangefinder since it necessitates moving around while carrying all of the Field-Map equipment, which is relatively heavy. In addition, many operations are necessary for positioning the device. In comparison, Vertex IV offers greater mobility and efficiency as it is very light and quick to position. The time required for tree height measurements is thus significantly reduced (at least by half) by using the Vertex IV.
The position of one corner of each plot was measured using a Trimble Geo XH receiver with a Zephir II external antenna. The corner coordinates were used to convert the local coordinate system of the field measurements to the same coordinate system in which the LiDAR data were provided, Universal Transverse Mercator (UTM) 34 North zone.
Airborne laser data
The airborne LiDAR data were collected in 2008 and 2012, respectively, using a Diamond Aircraft Industries plane (the DA42 MPP). For data acquisition, the plane was equipped with a full-wave Riegl LMS-Q560 laser scanner, which collects realtime corrected echo signals using global positioning system (GPS) and inertial measurement unit of the plane. To reach the laser point density of 4 points m -2 , the same area of forest was covered two or three times by the laser scanner. The projection of the raw LiDAR data was Universal Transverse Mercator (UTM) for 34 North zone. The flight parameters and the specifications of the LiDAR scanner are presented in Table 1 . For both time periods (2008 and 2012) , the data were delivered with the matched scan lines but unclassified. LiDAR data collected from 2008 cover plots 118D and 43C, and the LiDAR data collected in 2012 cover plot 62A.
Methodology
In order to achieve the best possible accuracy for the ground reference data, the corner position of each plot recorded by the Geo XH receiver was differentially post-processed using the closest EUREF (European reference frame) station, in this case DEVA, located approximately 90 km from the ground reference plots. The final positioning accuracy was between 0.6 and 1.7 m depending on the plot.
The raw LiDAR data were clipped by each square plot separately, linking thus the LiDAR data to the terrestrial measurements within plots. The LiDAR points (the last return echoes) were partially classified into ground class using an automatic ground classification algorithm based on the Adaptive TIN Ground Filter method of the LP360 software (QCoherent Software LLC, Madison, AL, USA; Weir, 2012) . Because the area of interest was mostly covered with vegetation, the rest of the LiDAR points were reclassified as vegetation class. Based on the ground class, the digital terrain model (DTM) was generated separately for each plot. The extraction of the normalized canopy height model (CHM) for each plot was made using all LiDAR points excepting those classified as "ground". Both the DTM and CHM were extracted with a spatial resolution of 0.5 meters using a median 3 × 3 filter. Each normalized CHM was imported into Fusion software (McGaughey, 2014) and it was followed by the automatic identification of trees using the Canopy Maxima (Popescu et al., 2002; algorithm. This algorithm identifies the local maxima with some limitations based on the correlation between crown width and tree heights (Popescu et al. 2002; . To achieve better results for this method, the correlation and regression equations between the two parameters should be customized as much as possible per tree species, ages and site index classes. This aim could be achieved at a national level, taking advantage of the results from the national forest inventories. In our case, we did not have this type of standardized equations for each species, so we had to instead build our local equations based on crown diameter and tree height measurements for each plot. Since we measured the crown projection area (Prcrown) in the field, the crown diameter (dcrown) was calculated based on a circular shape of the crown projection area (eq. 1):
The Canopy Maxima specific parameters computed locally for each plot are presented in Table 2 . The algorithm output is a .csv file containing the coordinates, height and crown width of each individual identified tree. The positions of ground reference-measured trees were imported into the Fusion software, and then linked visually with the Canopy Maxima identified trees (i.e. according to nearest neighbour).
In order to calculate the deviations of the LiDAR-estimated tree heights ( LiDAR h ) from the corresponding linked tree heights as measured in the field, the root mean square error ( h RMSE ) was determined for each plot (eq. 2):
The ground reference tree stem volume (vi) of each tree was calculated using a double logarithmic equation with tree diameter at the breast height (DbH) and height (h) as variables (eq. 3) (Giurgiu et al., 2004) :
The total volume (per hectare) was calculated by summing the stem volumes of all individual trees.
The estimation of stem volumes for the identified LiDAR trees corresponding with ground measured trees was determined through empirical modelling of ground reference stem volume The ground reference tree stem volumes and the corresponding LiDAR estimated tree stem volumes do not follow a normal distribution. Therefore, we used the Wilcoxon test in order to test the significance of the difference between the mean volume for the population of the identified LiDAR trees and the mean volume for the population of the corresponding reference field trees (for the same number of trees).
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To measure the deviations of the LiDAR estimated stem volume of each tree ( LiDAR v ) and the corresponding ground reference stem volume ( Field v ), the root mean square error ( V RMSE ) was calculated for each plot (eq. 5):
For the purpose of validating the empirical model, the LiDAR-identified trees were split randomly into two equal samples; each sample was used successively to calibrate the model using eq. 4, while the other sample was used for validation purposes using eq. 5. We considered the best-fitted model the one that had the highest coefficient of determination (R 2 ) for each plot, and used this for the further volume calculation.
In addition, eq. 4 was calibrated using the data from all the plots and used afterwards to compute the RMSE (eq. 5) for each plot separately.
To estimate the stem volume of the unidentified LiDAR trees (the real trees that were not detected by the Canopy Maxima algorithm), we used eq. 4 and the unidentified LiDAR tree heights. These heights were estimated using the equation computed between the tree diameter at breast height (DbH) measured in the field and the corresponding automatic tree height identified by LiDAR data ( LiDAR h ) (eq. 6). The regression coefficients were calculated for each plot using a specific methodology (Giurgiu et al. 2004 ): The assessment of the estimation errors per plot at stand level between the field reference volume and LiDAR derived volume was performed using the cumulated single stems estimated volumes of both identified and unidentified trees.
The root mean square error ( _ v RMSE ) was computed again for each plot, taking into account the estimated tree stem volume of both identified and unidentified LiDAR trees and the field 
In order to assess the percentage error per plot between the total field reference stand volume ( 
Results
Based on the DbHs and the heights of the field-measured trees, the ground reference stem volume of each individual tree was computed. Thus, the mean tree DbH, the mean tree height and the mean tree stem volume, as well as the stand volume for each plot were calculated (Table 3) .
Using Canopy Maxima we were able to identify and link with ground measurements 251 trees (61% of the total number of the field-measured trees) for the first plot (118D), 434 trees (53%) for the second plot (plot 43C) and 299 trees (40%) for third plot (plot 62A). The algorithm generated 63 false (i.e. nonexistent) trees for the first plot (118D), 49 false trees for the second (43C) and 36 false trees for the third (62A). These false trees were considered errors and they were not used in any computation.
For the matched trees, we calculated the height deviations (Δh) between the mean height of the field-measured trees ( (Table 4) .
Compared to the ground reference tree height measurements, the identified LiDAR tree heights were underestimated for all the plots (Fig. 2 and Table 4 ).
The identified LiDAR trees of each plot were split in half for calibration (using eq. 4) and validation purposes (using eq. 5). Each half per plot was successively used once as calibration and once as validation sample, respectively. Therefore, the regression coefficients were determined and the calculated RMSE showed similar results for each validation sample of each plot (Table 5 ). The correlation coefficient calculated for each plot for the fieldreference stem volume of each tree and the corresponding LiDARidentified linked tree height demonstrates significant values (α < 5%) between the two characteristics (r = 0.75-0.82) (Fig. 3) .
With respect to the highest R 2 , the best model equation for each plot was chosen for further stem volume computation of the identified and unidentified LiDAR trees.
Upon comparing the mean volume for the population of the LiDAR identified and linked trees ( LiDAR v ) and the mean volume for the population of the corresponding reference field trees ( Field v ) for each plot, we found no statistically significant differences between the means of the two population (Wilcoxon test) ( Table 6 ).
The deviations (Δv) between the mean field-reference stem volume ( (Tables 5 and 6 ). The LiDAR tree stem volumes, based on the automatic tree identification algorithm compared with ground reference tree stem volumes, were underestimated for all the plots. The LiDAR identified tree heights were more evidently underestimated compared to the field-measured tree heights (Fig. 4 and Table 6 ).
The correlation coefficient between the DbH and the LiDAR height for the linked trees shows significant values (α < 5%) between the two characteristics (r = 0.67-0.80) for each plot. Based on this correlation, the regression coefficients determined for each plot and on eq. 6 (Table 7 and Fig. 5 ), we were able to estimate the heights of the LiDAR unidentified trees. These heights were then used in the estimation of the LiDAR unidentified tree stem volume. The total LiDAR stand volume was calculated by summing the identified and the LiDAR unidentified stem volume of the trees.
By comparing the ground reference mean stem volume for each plot with the total LiDAR-estimated volume (which considered both the identified and unidentified trees) we notice that the deviations (Δv_) of the mean ground reference tree stem volume ( (Table 8 ). Despite this, the total LiDAR estimated stand volume is slightly higher than the ground reference volume for each plot. The estimation of mean stem volume based on the LiDAR data resulted in smaller values of RMSE, ranging from 0.4 m 3 (plot 43C and 62A) to 0.6 m 3 (plot 118D) than when considering only the identified trees for both datasets (reference field trees and linked LiDAR-identified trees) (Fig. 6 and Table  8 ).
The percentage error (eq. 8) of the total LiDAR stand volume (calculated as a sum of LiDAR-identified and unidentified tree stem volumes) compared with the total ground reference stand volume ranged between 1.79% (plot 43C) and 7.18% (plot 62A) ( Table 9 ).
Discussion
In this study, we applied a methodology for estimating individual tree height, stem and stand volumes based on LiDAR data and field measurements for multilayered spruce stands of various ages. Automatic tree identification and tree height extraction from LiDAR data was performed using the segmentation of the CHM based on a variable window-size algorithm calibrated with locally determined tree height to crown diameter regression equations. Individual tree volumes were determined from ground measurements using a double logarithmic equation based on DbH and height, and compared with the LiDAR-estimated volume determined through empirical modelling of ground reference tree stem volume and LiDAR height for each linked tree. The number of trees correctly detected by the Canopy Maxima algorithm was 251 trees (61%) of the total number of the field-measured trees for the first plot (118D), 434 trees (53%) for the second plot (plot 43C) and 299 trees (40%) for the last plot (plot 62A). The rather low detection rate is mostly attributable to the algorithm's drawback in identification of upper-most canopy trees, and is generally comparable to the rate in previously reported studies in similar forest conditions. The rate of tree detection for the identified trees by Kraft classes is provided in Table 10 . Solberg et al. (2006) , investigating a heterogeneous spruce forest, used LiDAR data to correctly identify 93% of dominant trees, 63% of co-dominant trees, 38% of the subdominant trees, 19% of suppressed trees and 9% of dead trees. Ene et al. (2012) detected approximately 46-50% of the total number of trees in a structurally heterogeneous boreal forest dominated by Norway spruce and Scots pine. Edson and Wing (2011) used Fusion software to identify trees in structurally different stands, not by employing an automatic local maxima algorithm but instead by (Solberg et al., 2006; Ene et al., 2012) . In our study, we used a resolution of 0.5 m, which is consistent with those used in similar studies (Hyyppä et al., 2001; Lindberg and Hollaus, 2012) .
To remove small variations in the CHM model that can also lead to false detections, we used a median 3 × 3 algorithm filter in creating the CHM, thus obtaining a smoothed canopy surface. This algorithm is implemented in Fusion and has been proven to generate more accurate results than the mean filter (Edson and Wing, 2011) .
In dense and multilayered stands, the rate of tree detection decreases as the suppressed trees fall below the CHM, which is obtained by interpolating the points belonging mostly to dominant and co-dominant trees. Thus, the trees below the canopy model that exists in the field will be invisible to the model (Edson and Wing, 2011) .
The root mean square error (RMSE) between the individual heights measured in the field and the corresponding heights identified by the LiDAR data was 1.7-2.2 meters. The LiDARestimated heights were slightly smaller than the groundmeasured heights (Δh 0.8 m for plot 118D to 1.4 m for plot 43C). The results are consistent with those obtained by other authors in similar forest conditions. Ene et al. (2012) used areabased stem number estimates to guide tree crown delineation from CHMs, applying a marker-based watershed algorithm. Strong linear correlation was found between tree level estimates of the height (r = 0.97 for spruce, r = 0.95 for pine). The mean plot height was underestimated in pine-dominated plots, with 0.96 m, and in spruce-dominated plots, with 0.5 m. A strong linear correlation was found between the ALS-and the fieldbased mean plot heights (r = 0.93 for spruce-dominated plots, r = 0.89 for pine-dominated plots). Solberg et al. (2006) found a strong correlation between the LiDAR-estimated tree heights and ground-based measurements (R 2 = 0.92, RMSE = 1.0, n = 38). Initially, their CHM produced tree heights that were on average 62 cm below the correct values. Their solution to this was to lift the entire CHM by the corresponding percentile value of the residuals. Persson et al. (2002) used a slope-based segmentation for the CHM and for retracting tree height and tree crown in Picea abies and Pinus sylvestris dominated stands. The rate of detected trees performing manual identification of the trees in the LDV Fusion visualization window using the LiDAR point cloud. They reported a detection rate of 44%. However, their accuracy improved when using watershed segmentation (91%) or the TreeVaW software (59%).
Several factors influence the accuracy of tree detection based on LiDAR data. For raster-based segmentation of CHM, as in our case, of high importance is the resolution and the quality of the raster-modelled canopy surface. A very fine CHM resolution increases the potential for false positives, while a too-coarse resolution leads to an increased number of valid but 320 under this method was 71% and the reported accuracy included an RMSE = 0.63 for tree height estimation (correlation coefficient of 0.99). Popescu et al. (2003) performed tree height estimations based on single tree crown identification using a variable window size for local filtering in a heterogeneous forest (deciduous, coniferous and mixed stands of varying age classes). Linear regression was used to develop equations relating LiDARestimated parameters to field inventories (i.e., prediction of crown size based on tree height). The variable window-size algorithm performed better for predicting heights of dominant and co-dominant trees (R 2 values 0.84-0.85). Edson and Wing (2011) found tree height differences from field-measured heights for Fusion, TreeVaW and watershed segmentation of −0.09 m (SD 2.43), 0.28 m (SD 1.86) and 0.22 m (SD 2.45), respectively.
Tree height underestimation is widely reported in LiDAR studies and generally attributed in the case of boreal forests to a more frequent laser sampling of the crown shoulders than of the tree apex, resulting in lower canopy heights (Popescu et al., 2003) . Using a denser laser pulse density might increase the rate of apex hits and thereby the accuracy of the estimation of tree heights.
The height of the trees was calculated as the distance between the Z positions of the local maximas considered as the top of the trees and the corresponding perpendicular points from the DTM. Thus, the accuracy of deriving the ground elevation directly affects the accuracy of measured heights . We obtained the DTM through an automatic ground classification algorithm of the QCoherent LP360 software based on the Adaptive TIN Ground Filter method. Although a DTM accuracy assessment was not performed, by interpreting the obtained tree heights, we can judge that the DTM accuracy is rather satisfactory.
We did not take into account errors that might be attributed to ground measurements. The vendor-reported error for a Vertex IV hypsometer is 0.1 m. This error can slightly increase in the case of steep terrain, as was the case for our plots. In addition, some measurement faults might have occurred due to operator error, given the high number of total sampled trees (i.e., 1982) .
In creating the CHM, we used all the first-return LiDAR pulses except those used to obtain the DTM. In such cases, the CHM generates a slightly lower surface, which can contribute to underestimating tree heights with LiDAR . Thus, a further refinement of the CHM interpolation method might lead to better estimates of LiDAR heights.
Concerning the LiDAR volume estimation, by comparing the ground reference tree volume with the corresponding LiDAR estimated volume, we achieved an RMSE of 0.5 and 0.7 m 3 . The LiDAR volume of the identified trees represents 76% (plot 118D), 69% (plot 43C) and 58% (plot 62A) of the total stand volume calculated based on field measurements. The RMSE was slightly smaller when we compare the ground reference tree stem volume with the total LiDAR-estimated volume, considering both the identified and unidentified trees (0.4-0.6 m 3 ). The percentage error of the total LiDAR stand volume compared with the total stand reference volume was less than 8% (Table 9) . These results indicate the robustness of the applied methodology. The results are thus comparable with those reported by other authors, although a direct comparison might not be appropriate in most of the cases considering the various approaches used for stem and stand volume estimation. In the case of single trees segmentation methods, the LiDAR-estimated volumes are obtained by using LiDAR-derived parameters, such as tree height and crown. Different heights are used to calculate the volumes (e.g., mean height, Lorey's original height, percentile heights) and varying regression equations and functions. We estimated the stand volume based on LiDAR data through empirical modelling of ground reference tree stem volume and LiDAR height for each linked tree. Persson et al. (2002) calculated the stem volume for LiDARdetected trees using volume functions, with stem diameter and laser height as variables. The stem diameter was a predicted function of laser tree height and laser crown diameter (RMSE of 3.8 cm accounting for 10% of the mean value). The RMSE of the volume estimates was 0.21 m 3 , corresponding to 22% of the mean value. Hyyppä et al. (2001) calculated stand volume based on tree height measurements and area crown measurements of each single tree using a formula that estimated volume using stem diameter and the height of the tree. The stem diameter was calculated with consideration to the strong correlation between height and stem diameter. They estimated the stem volume with a standard error of 18.5 m 3 ha -1 (10.5%).
Conclusions
After analyzing, based on the results obtained in this study, the possibility of individual tree extraction and stand volume estimation for the considered Norway spruce plots, the following conclusions can be made:
• By running the automatic identification algorithm implemented in Fusion, customized with our proper local coefficients, we obtained a tree rate detection of 40 -61% for the considered field plots.
• The automatic tree height automatically identified based on the LiDAR data is smaller than the corresponding field-measured tree height. The RMSE between the tree heights identified based on LiDAR data and the corresponding field-measured tree height ranged from 1.7 m -2.2 m.
• After comparing the mean volume for the population of the LiDAR-identified and linked trees to the mean ground volume for the population of the corresponding reference field trees, we did not uncover any statistically significant difference between the two means (p > 0.05).
• A method was proposed to estimates the height and, in a subsequent step, the stem volume of the unidentified trees by the LiDAR data based on a regression equation of the estimated LiDAR identified linked tree height and their corresponding field-measured DbH.
• The results show that the method used to estimate the height of individual trees and stand volume based on the LiDAR dataset and ground measurements indicates the proportion of the stand volume that could be estimated using LiDAR techniques. The encouraging results of the study, as well as the relatively small percentage errors of the LiDAR estimated stand volume as compared with the total stand ground reference volume (1-7%) allows for the implementation of the method in similar conditions and with satisfactory accuracy in order to estimate tree heights and spruce stands volumes.
