The efficiency of single-nucleotide polymorphism haplotype analysis may be increased by DNA pooling, which can dramatically reduce the number of genotyping assays. We develop a method for obtaining maximum likelihood estimates of haplotype frequencies for different pool sizes, assess the accuracy of these estimates, and show that pooling DNA samples is efficient in estimating haplotype frequencies. Although pooling K individuals increases ambiguities, at least for small pool size K and small numbers of loci, the uncertainty of estimation increases <K times that of unpooled DNA. We also develop the asymptotic variance-covariance of maximum likelihood estimates and evaluate the accuracy of variance estimates by Monte Carlo methods. When the sample size of pools is moderately large, the asymptotic variance estimates are rather accurate. Completely or partially missing genotyping information is allowed for in our analysis. Finally, our methods are applied to single-nucleotide polymorphisms in the angiotensinogen gene.
L
inkage disequilibrium (LD) between disease susceptibility loci and single-nucleotide polymorphisms (SNPs) plays a crucial role in the genetic mapping of complex traits. It serves as the basis for inference on human history, mutation detection, and diseasegenotype association studies. For closely spaced SNPs, establishing haplotypes can distinguish between cis-and trans-acting disease susceptibility alleles at different sites, and differences in haplotype frequencies between affected and unaffected individuals are at the core of case-control association studies.
In this paper, we study the problem of estimating SNP haplotype frequencies from pooled DNA samples. We compute maximum likelihood estimates by using the EM algorithm. The large-sample variance-covariance matrices of the estimates are also explicitly derived. Their accuracy and the efficiencies of the maximum likelihood estimates from pooled DNA sample are investigated by computer simulation. We finally apply the methods to SNPs in the angiotensinogen gene (AGT).
Clark (1) proposed a sequential inference method for estimation and reconstruction of haplotypes from unphased genotype data. Maximum likelihood inference based on the EM algorithm for haplotype frequencies was investigated by several authors ʈ (3-5). Fallin and Schork (6) evaluated the accuracy of haplotype frequency estimation from EM algorithm. These studies are all based on individual DNA samples.
In most cases, genotyping is costly, and pooling individual samples has been advocated to reduce the genotyping cost (7) (8) (9) . Sham et al. (10) reviewed the efficiency of DNA pooling in large-scale association studies. For the problem of estimating allele frequencies of SNPs from pooled DNA samples (11) (12) (13) (14) , it was shown that pooling DNA samples is efficient in estimating allele frequencies (11) . For haplotype inference, unlike single allele association analysis, pooling may complicate the configuration of haplotypes and therefore add more ambiguities in estimating haplotype frequencies. Pfeiffer et al. (15) investigated the efficiency of DNA pooling for jointly estimating allele frequencies and LD coefficient. For two SNPs and two or three individuals per pool, Wang et al. (16) examined the cost effectiveness of DNA pooling. Ito et al. (17) investigated the estimation of haplotype frequencies and LD coefficients from pooled DNA data. Here, we present a very general approach and investigate pooling efficiency for multiple SNPs and multiple individuals per pool. Our algorithm provides the asymptotic variance estimates of the haplotype frequency estimates and methods of handling different types of missing information.
Methods
Suppose K Ն 1 DNA samples from unrelated individuals are pooled, where K ϭ 1 corresponds to sampling without pooling. In each pool, there are 2K possible haplotypes, which are generally unobservable. Denote the two alleles at a specific locus by 0 and 1. Then a haplotype is a vector of 0s and 1s. We denote all haplotypes at the m loci by H 1 ϭ (0, 0, . . . , 0), H 2 ϭ (1, 0, 0, . . . , 0), . . . , H 2 m ϭ (1, 1, 1, . . . , 1). For example, in the two-locus case, there are four different haplotypes: 
Each member, J ϭ (j 1 , . . . , j 2K ), of H i labels one possible 2K haplotype combination in the ith pool and is associated with a weight function w J , which is the number of different ways of assigning these labels͞haplotypes to the K individuals in the pool under the assumption of Hardy-Weinberg equilibrium and random mating. Specifically, if there are k distinct labels among j 1 , j 2 , . . . , j 2K with counts c 1 , . . . , c k for these distinct haplotypes, then w J ϭ (2K)!͞(c 1 !. . .c k !). Note that the weight function is only valid under the Hardy-Weinberg equilibrium and when all individuals are independent. 
ͪ,
where I 2mϪ1 is the identity matrix with dimension 2 m Ϫ 1, and 1 is the vector of ones with length 2 m Ϫ 1. The (k, l) element of I Y (h) is given by
For small numbers of pools or large numbers of loci, the asymptotic variance may not be a good approximation of the true variance. In these cases, the variance (or standard errors) can be obtained by standard bootstrapping methods. Briefly, for n pools of DNA samples, the bootstrapping procedure repeatedly resamples n pools from the original samples with replacement. For each such bootstrap sample, haplotype frequencies are estimated. Then variances of these haplotype frequency estimates are rather accurate approximations of the true variances when the number of bootstrap samples is sufficiently large, for example, exceed 500. Missing Data. In this paper, we assume two kinds of missing values in genotyping. One is completely missing, that is, no information is observed at some specific locus (loci). The other is partially missing. For example, because allele frequencies are obtained from fluorescence intensities in the genotyping assays, it can happen that one is sure only that a given allele is present in a pool, but the exact number of its copies is unclear. Our approach also handles this type of partially missing information. With missing data, the algorithm is almost the same as that for nonmissing data, except that the haplotype configurations for each pool are possibly increased. For example, for K ϭ 2, suppose the pool genotype at one specific locus l in pool i is completely missing, and there are no missing values at other loci, then at the missing locus, Y il can take any one of the values 0, 1, 2, 3, 4. Each of these possible values and pool genotypes at other loci produces a corresponding configuration H ik , k ϭ 0, 1, 2, 3, 4, and the union of these H ik constitutes the haplotype configuration H i for this pool. Partially missing values can be handled in analogy to that of a completely missing locus.
In many haplotype frequency estimation approaches, an individual observation is discarded entirely if a possibly small number of pool genotypes is missing. Our algorithm makes efficient use of the data by retaining all observations. Simulation and Real Data. We carry out computer simulations to assess the accuracy of the asymptotic variance estimates and to compare the relative efficiency of haplotype estimates under different choices of pool sizes, allele frequencies, LD coefficients, and proportions of missing values. Most of the simulations in this study are done as follows. For given haplotype frequencies, we independently generate haplotypes. Pairs of haplotypes are randomly combined to form the genotypes for each individual. Then every K individual genotypes are randomly pooled to form pool genotypes.
To mimic the real situation, we implement pseudopooling simulation based on real data of individual genotypes. Treating the individual genotype data as a population, we repeatedly sample n individuals and randomly pool every K individuals together as pooled DNA data. The haplotype frequencies for the individual and pool genotypes are estimated by our approach, and the efficiency of pooling is then calculated.
Two real data sets are used in this study. One is individual AGT genotype data (18) used for the pseudopooling simulation; the other consists of pool-genotype data of two individuals for the AGT gene (data supplied by M.L. from an ongoing study). The individual DNA data consist of genotypes of 135 unrelated individuals (normal Caucasian) at three SNPs. There are no missing values in this data set. The pooled data are pool genotypes at 10 SNPs in the AGT gene. Each pool has two individuals, and all individuals are unrelated. There are 15 such pools, and therefore 30 individuals, but individual genotypes are not available. There are three (2%) completely missing values in this data set.
The accuracy of allele calling in DNA pools of two individuals is generally excellent. At the Centre National de Genotypage, analysis of pools of two DNAs is typically carried out by resequencing of the pooled DNA samples (19) . When things work well (function of the DNA quality, sequence being analyzed), we can score the number of alleles in the pool. When things do not work so well, we score the presence of at least one variant allele or a homozygous pool.
Results
Variance Estimation. To evaluate the accuracy of the asymptotic variance estimates for small sample sizes, we carried out computer simulations to estimate the true variance of haplotype frequencies by using 1,000 random replicates for various LD coefficients DЈ and fixed allele frequencies. For two SNP loci with alleles (A, a) and (B, b) , we took the minor allele frequencies as p A ϭ 0.5, p B ϭ 0.4. Not unexpectedly, the results demonstrate that the total variance (sum of variances of all haplotype frequency estimates) increases with pool size, K, more so for low than for high values of DЈ. Estimated asymptotic variances are good approximations of true variances if the sample size of pools (n͞K) is large enough. For example, if the two SNPs have minor allele frequencies of 0.4 and 0.5 and LD coefficients DЈ ϭ 0.25, when individual sample size is n ϭ 120, the simulated total variances of the haplotype frequency estimates for pool sizes K ϭ 1, 2, 3, 4 are, respectively, 0.0038, 0.0059, 0.0075, and 0.0105. The total estimated asymptotic variances are 0.0038, 0.0057, 0.0074, and 0.0096, respectively, which are close approximations of the simulated variances. When the sample size of individuals is 60, simulated variances are 0.0081, 0.0122, 0.0180, and 0.0228, respectively, and the estimated asymptotic variances are 0.0077, 0.0115, 0.0151, and 0.0175 respectively for K ϭ 1, 2, 3, 4. Thus only the asymptotic variances for K ϭ 1 (nonpooled case with sample size of n͞K ϭ 60 pools) and K ϭ 2 (pooling two individuals with sample size of n͞K ϭ 30 pools) are good approximations of the simulated variances but not for the case of K Ն 3 corresponding to pool sample sizes n͞K Յ 30.
For a number of pools n͞K Ն 30, asymptotic variances approximate true variances rather well, so that there is no need to use computer simulation to estimate variance. However, for consistency throughout this work, especially for small sample size cases, we estimated all variances via computer simulation for the analyses described below.
Relative Efficiency. For two SNP loci with varying degrees of linkage disequilibrium, numbers of K ϭ 1-6 individuals per pool, and a total of n ϭ 180 individuals randomly assigned to these pools, we carried out computer simulation as described in the previous section. We took the sample size of individuals n ϭ 180, such that it can be divisible by K from 2 to 6, and the number of pools is not too small when K individuals are pooled together. The minor allele frequencies are taken to be p A ϭ 0.5, p B ϭ 0.4, or p A ϭ 0.2, p B ϭ 0.3 for the two loci. As the results show ( Figs.  1 and 2) , the relative efficiencies R(K) are always Ͼ1, and efficiency increases with pool size K. Efficiency is higher when the two loci are more strongly associated, but it increases more slowly as pool size becomes larger.
To determine pooling efficiency for three SNPs and to do this with realistic LD values, we implemented computer simulations based on estimated haplotype frequencies and pseudo-pooling experiments from the individual AGT genotype data at three SNPs. We estimated haplotype frequencies from a population sample of 135 normal Caucasians who were individually genotyped at three SNPs in the AGT gene (see also the description in Methods). The haplotype frequency estimates were 0, 0.0815, 0, 0, 0.5245, 0.2829, 0.0051, and 0.1060, and the pair-wise LD coefficients for the three SNPs were DЈ 12 ϭ 0.913, DЈ 23 ϭ 1, and DЈ 13 ϭ 1. We generated 2n (n ϭ 60, 120, 180) three-SNP haplotypes according to the frequencies estimated from individual samples. Then the haplotypes are randomly combined to form n individual genotypes. These n genotypes are then randomly pooled into n͞K pools, each of size K (K ϭ 1, 2, 3, 4, 5,  6 ). This procedure was replicated 1,000 times for each of three different numbers of individuals, and results were averaged over the replicates. The relative efficiencies of pooling are illustrated in Fig. 3 . On the other hand, we conducted pseudopooling experiments, as described in Methods, 2,000 times. We drew random samples of genotypes from this population and paired them to form pool genotypes for n ϭ 60 individuals. These 60 individuals were then assigned to pools of different sizes, and the resulting pool phenotypes were analyzed by our approach (Fig.  4 and Table 1 ). As Figs. 3 and 4 show, for the three SNPs investigated, efficiency again increases with pool size, K. The increase is more pronounced for larger numbers of individuals. Efficiency appears to level off when pools contain four or more individuals.
Missing Data. We evaluated the influence of missing data on haplotype estimation accuracy and on relative efficiencies. The rate of missing pool genotypes is taken to be 0.03 and 0.05. As shown in Fig. 5 , the variances (relative efficiencies) increase (decrease) as the (completely) missing rate increases, and the increase (decrease) is more evident for larger pool sizes.
Application to AGT. We applied our method to pools of two individuals, with each pool being genotyped for 10 SNPs in the AGT gene (see description in Methods). There are 15 pools in this data set. The estimated haplotype frequencies and their variances are shown in Table 2 . Of the 1,024 theoretically possible haplotypes, only 11 are observed (total frequency Ͼ0.9999). SNPs 8 and 9 exhibit the same allelic pattern across the 11 haplotypes, so that we are left with nine unique SNPs. This application demonstrates that estimating haplotype frequencies from pooled data is feasible for fairly large number of SNPs.
Discussion
We investigated the efficiency of the maximum likelihood estimation of haplotype frequencies for pooled DNA. The simulation results support the application of the pooling method as a practical strategy for reducing genotyping costs. On the basis of our simulation study, relative efficiency increases with pool size, but the gain in efficiency is less pronounced when the pool size becomes large. Pool sizes of three to four individuals per pool appear to be optimal, and 30 or more such pools are needed for the asymptotic variance estimates to be accurate enough to assess the variability of the haplotype frequency estimates.
To gauge the effect of the number of loci on pooling efficiency, we compare Figs. 1 (two SNPs) and 3 (three SNPs). The broken line for DЈ ϭ 0.75 in Fig. 1 is roughly equivalent to that for n ϭ 180 in Fig. 3 . We see that the relative efficiencies are about the same for each of the K ϭ two to six pool sizes. We concluded from this limited comparison that the number of loci does not have much of an effect on efficiency when the SNPs are in high linkage equilibrium.
In a case-control study, testing the disease-haplotype association can be done by computing 2 log(L case ) ϩ 2 log(L control ) Ϫ 2 log(L combined ), which approximately has a 2 distribution with 2 m Ϫ 1 degrees of freedom under the null hypothesis of no association, where log(L case ), log(L control ) and log(L combined ) are the log likelihoods for the case group, the control group, and the combined sample of case and control individuals, respectively. Note that the 2 approximation is valid only if there are a sufficient number of observations in each category. It may not be valid when there are many SNPs or a small number of pools. In these cases, a permutation test would be appropriate, where the labels ''case'' and ''control'' would be permutated.
We have also assessed the accuracy of estimates of the asymptotic variances. We showed that the approximation is quite accurate when the number of pools is moderately large (say, Ͼ30). We also investigated the influence of missing values on the accuracy of haplotype frequency estimates and on the relative efficiency of pooling. As expected, missing values always decrease the accuracy of haplotype estimates but do not seem to severely affect the efficiency of pooling. Missing values should not be excluded from the study. Although missing values increase ambiguities compared with full data, excluding missing values always leads to a loss of information.
On the basis of the observation that only a small proportion of haplotypes really occur when the SNPs are in high LD, Barratt et al. (14) proposed to estimate haplotype frequencies by solving a set of linear equations given the allele frequency estimates from pooled data. This approach is especially useful for the case of large pools in which our likelihood methods are not feasible due to computer memory limitations. But it seems the equations are not always solvable when too few haplotypes occur. For the case of small to moderate pool sizes, our method has the advantage of providing standard errors in estimating the haplotype frequencies, from which confidence intervals may be constructed.
We have made the assumption of the Hardy-Weinberg equilibrium and random mating, which is necessary for likelihood analysis of haplotype estimation. It is believed that likelihood analysis does not suffer too much for slight deviations from these assumptions (20) . The proposed algorithm is applicable to observations from an admixed population, but users of the method must be aware that the LD associated with the resulted haplotype frequency estimates may be inflated due to population substructure. 
