Reverse flood routing in natural channels using genetic algorithm by Zucco, Graziano et al.
Reverse Flood Routing in Natural Channels
using Genetic Algorithm
G. Zucco1 & G. Tayfur2 & T. Moramarco3
Received: 31 July 2014 /Accepted: 6 July 2015 /
Published online: 29 July 2015
# Springer Science+Business Media Dordrecht 2015
Abstract Establishing a clear overview of data discharge availability for water balance
modelling in basins is a priority in Europe, and in the particular in the framework of the system
of Economic and Environmental Accounts for Water (SEEAW) developed by the EU
Directorate-General for the Environment. However, accurate discharge estimation at a river
site depends on rating curve reliability usually defined by recording the water level at a gauged
section and carrying out streamflow measurements. Local stage monitoring is fairly straight-
forward and relatively inexpensive compared to the cost to carry out flow velocity measure-
ments which are, in addition, hindered by high flow. Moreover, hydraulic models may not be
ideally suitable to serve the purpose of rating curve extension or its development at a river site
upstream/downstream where the discharge is known due to their prohibitive requirement of
channel cross-section details and roughness information at closer intervals. Likewise, rainfall-
runoff transformation might be applied but its accuracy is tightly linked to detailed information
in terms of geomorphological characteristics of intermediate basins as well as rainfall pattern
data. On this basis, a procedure for reverse flood routing in natural channels is here proposed for
three different configurations of hydrometric monitoring of a river reach where lateral flow is
significant and no rainfall data are available for the intermediate basin. The first considers only
the downstream channel end as a gauged site where discharge and stages are recorded. The
second configuration assumes the downstream end as a gauged site but only in terms of stage.
The third configuration envisages both channel ends equipped to recording stages. The channel
geometry is known only at channel ends. The developed model has basically four components:
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(1) the inflow hydrograph is expressed by a Pearson Type-III distribution, involving parameters
of peak discharge, time to peak, and a shape factor; (2) the basic continuity equation for flow
routing written in the characteristic form is employed; (3) the lateral flow is related to stages at
channel ends. (4) the relation between local stage and remote discharge as found byMoramarco
et al. (2005b) is exploited. The parameters, coefficients and exponents of the model are
obtained, for each configuration, using the genetic algorithm method. Three equipped river
branches along the Tiber River in central Italy are used to validate the procedure. Analyses are
carried out for three significant flood events occurred along the river and where the lateral flow
was significant. Results show the good performance of the procedure for all three monitoring
configurations. Specifically, the discharge hydrographs assessed at channel ends are found
satisfactory both in terms of shape with a Nash-Sutcliffe ranging overall in the interval (0.755–
0.972) and in the reproduction of rating curves at channel ends. Finally, by a synthetic test the
performance of the developed procedure is compared to that of the hydraulic model coupled
with a hydrologic model. Two river reaches are considered, the first along the Tiber River and
the second one located in the Rio Grande basin which is a tributary of the Tiber River. Detailed
channel geometry data are available for both the river sections. Results showed the effectiveness
of the reverse flood routing to reproducing fairly well the hydrographs simulated by the
hydraulic model in the three monitoring investigated configurations.
Keywords Reverse routing . Flood wave . Peak rate . Time to peak . Simulation . Hydrograph
generation . Hydraulic modelling . River reach . Genetic algorithm
1 Introduction
Determination of flow discharge at a river site is required for water resources planning and
management, and controlling floods. Discharge is obtained from the measurement of flow
depth, channel width and flow velocity. For these measurements, the river section is often
equipped with hydrometric sensors for flow depth measurements, and cableway and current
meter for velocity measurements and a topographic surveying is carried out for channel cross-
section (Moramarco et al. 2004). Once a reliable rating curve is obtained for a river section
then flow stage, which is fairly inexpensive and easy to measure, is needed (Perumal et al.
2007; Sahoo 2013; Sahoo et al. 2014).
Most often however only a single station on a natural river is equipped to record flow rate.
Yet, the knowledge of hydrograph not only at the gauging station but also at upstream/
downstream sections of the station may be fundamental to achieve the environmental objec-
tives under the Directive 2000/60/CE and 2007/60/CE addressing the water resource manage-
ment and flood risk mitigation, respectively. Indeed, not always discharge data are available at
sites that are crucial to address the sustainable use of water resources and design flood and for
them it would be possible to leverage hydraulic information of a gauged site located upstream/
downstream far away. However, discharge hydrograph at the gauging station may have quite
different characteristics than the ones at the upstream/downstream, sections due to the lateral
inflows, drainage area, channel storage, and effects of resistance (D’Oria and Tanda 2012).
Therefore, to estimate discharge hydrograph at these ungauged river sites, coupled hydrologic
and hydraulic models may be applied (Moramarco et al. 2005a). However, the lack of
information in terms of rainfall and primarily of topographical data of channels
inhibits their use.
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In this context, a procedure of determining an upstream hydrograph based upon the
knowledge of downstream hydrograph and the hydraulics characteristics of the river reach,
known as the Breverse routing process^ can be applied (Das 2009; D’Oria and Tanda 2012).
One way of performing reverse routing is to solve Saint Venant equations based upon the
knowledge of discharge series at the end of the river reach, the initial condition along the reach,
and boundary condition at the downstream end (Eli et al. 1974; Szymkiewicz 1996; Dooge and
Bruen 2005; Bruen and Dooge 2007; Artichowicz and Szymkiewicz 2009). Eli et al. (1974),
who analyzed a real case between two monitoring stations on James River reach in Virginia,
USA, had to pay attention to computation in order to have positive outcome. They detected
numerical instabilities for low discharge values. Szymkiewicz (1996), who employed the
implicit method to solve the governing equations, witnessed the strong oscillations for sharp
hydrographs. Dooge and Bruen (2005) found that parameters had great influence on the
numerical model and instabilities can arise over a wide range of channel slopes. In their
another numerical test study (Bruen and Dooge 2007), they observed high fluctuations in the
inverse routing of step waves or high frequency waves and a forward routing of obtained
hydrographs was not able to reproduce the original routed waves. Das (2009) employed linear
and nonlinear Muskingum method for reverse flow routing. He suggested that there is a need
for separate calibration of Muskingum methods. Aforementioned studies applied the reverse
flood routing for simplified cases such as subcritical flow and regular riverbeds, in addition to
the shortcomings outlined above (D’Oria and Tanda 2012). The numerical solution of Saint
Venant equations, and Muskingum models would require however substantial data on river
reach geometry, roughness, and parameter estimation for real case applications. Most recently,
D’Oria and Tanda (2012), by employing Bayesian Geostatistical Approach, performed reverse
flood routing. Their methodology treats the upstream hydrograph as a random function that is
defined through statistical properties. Some degree of continuity and smoothness is imposed
on the shape of the unknown hydrograph. They route the upstream hydrograph by the
hydraulic model many times in downstream direction to produce downstream
hydrograph as close as possible. In routing the model, the information on the shape
of river cross sections, bed slope, river reach length, hydraulic structures and so on is
required. The forward model (one-dimensional Saint Venant equations) is considered
already implemented and calibrated and able to describe the hydraulic routing process
(D’Oria and Tanda 2012). They performed many synthetic test scenarios for various
cases such as supercritical flows in prismatic and non-prismatic irregular channels.
Although, the model of D’Oria and Tanda (2012) can be applied to more general
cases, it still has the similar requirements as the previous models and its applicability
might be, overall, diminished considering that the topographical cross-section surveys
are costly and not always available. In summary, the literature review shows us that the existing
models developed so far require numerical solutions of the channel flow equations, substantial
data and parameter estimation.
Based on that, this study however proposes a new methodology such that for estimating the
discharge at upstream section, downstream hydrograph is all that is needed regardless the size
of the intermediate basin and no needs for topographical cross-section data along the river
reach except at channel ends. It employs the basic continuity equation for flood routing. An
additional investigation is also proposed for the case wherein stage hydrographs are recorded
at channel ends with significant lateral flows. For the case of which only hydrograph is
recorded at downstream end, the upstream hydrograph is treated as Pearson Type III distribu-
tion which has parameters of peak rate, time to peak, and hydrograph shape. The continuity
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equation written in a characteristic form is used to express the downstream discharge and
lateral flow. All the optimal values of the parameters and coefficients are obtained by the
genetic algorithm method while producing the downstream hydrograph as close as possible.
This simple methodology and has no restrictions and it is applied to real river reaches. The
procedure is verified by using hydrographs recorded at three equipped river reaches belonging
to the Tiber River, central Italy, along with a synthetic test based on the application of a
hydraulic and hydrologic model.
2 Reverse Flood Routing Model
The reverse flood routing model developed in this study has basically four components. The
first component is the formulization of the inflow hydrograph. For the case in which gauged
site is at downstream end, following Moramarco et al. (2008), Pearson Type III distribution is
employed for runoff:
Qu tð Þ ¼ Qpu :
t
tpu
  1
y − 1ð Þ
exp
1−
t
tpu
y− 1
0
BB@
1
CCAþ Qb ð1Þ
where, Qu(t) is upstream flow discharge, Qpu is upstream peak discharge, Qb is the baseflow,
tpu is upstream time to peak and γ is hydrograph shape parameter computed assuming that the
dimensionless shape of hydrograph at channel ends is equal. As it can be understood from
Eq. (1), there are three parameters to be estimated, namely Qpu;tpu and Qb.
Second component of the model is the continuity equation for flood wave routing that can
be expressed as:
∂A
∂t
þ ∂Q
∂x
¼ q ð2Þ
where q is the lateral flow and A is the cross-sectional flow area.
Considering the characteristic method, Eq. (2) can be rewritten in two different ways, yielding:
dQ
dt
¼ cq 3ð Þ
dA
dt
¼ q 4ð Þ
8><
>:
both hold along the characteristic dx/dt=c, where c=L/Tl is the celerity approximated by the
ratio between the channel length, L, and the mean wave travel time, Tl.
Along the characteristic line, assuming c≅L/Tl, by arranging Eq. (3) one obtains:
Qd tð Þ ¼ Qu t −Tlð Þ½  þ Lq ð5Þ
where, Qd(t) and Qu(t) is the downstream and upstream discharge, respectively. While from
Eq. (4), it yields:
Ad tð Þ−Au t −Tlð Þ½ 
Tl
¼ q ð6Þ
4244 G. Zucco et al.
Ad(t) and Au(t) are the downstream and upstream cross-sectional flow area, respectively. As
a consequence, the downstream discharge can be obtained by substituting Eqs. (6) into (5):
Qd tð Þ ¼ Qu t −Tlð Þ½  þ
L
Tl
 
: Ad tð Þ−Au t −Tlð Þ½  ð7Þ
Au(t) is estimated by the power law as Au(t)=ξQu(t)
ψ, therefore:
Qd tð Þ ¼ Qu t −Tlð Þ½  þ
L
Tl
 
: Ad tð Þ− ξ : Qu t −Tlð Þψ
h i
ð8Þ
Three different configurations of river reach hydrometric monitoring with available topo-
graphical surveys data are considered for the analysis:
1. Stage (Flow Area) and discharge hydrographs are recorded at downstream end and
discharge is assessed at upstream end.
2. Stages (Flow Areas) are recorded at downstream end and discharge is estimated at both
channel ends. In this case, it is assumed Admodel tð Þ ¼ 1 : Qd tð Þδ.
3. Stages (Flow Areas) are recorded at channel ends and discharge is estimated at both sites.
This configuration is similar to that investigated by Perumal et al. (2007, 2010) except for
the lateral flows which are significant in our study.
For the third configuration, a power law is used for the inflow hydrograph, Qu(t)=xAu(t)
y,
while the Rating Curve Model (RCM), developed by Moramarco et al. (2005b), is used for
estimating Qd(t), as:
Qd tð Þ ¼ a :
Ad tð Þ
Au t −Tlð ÞQu t −Tlð Þ
 
þ β ð9Þ
where α and β are parameters. The model allows to relate local stages to hydraulic conditions
recorded at a river site far away. In particular, it was found that the optimal Tl is the one for
which the maximum coefficient of determination, R2, is obtained between the two quantities
Qd (t) and
Ad tð Þ
Au t − Tlð Þ
:Qu t −Tlð Þ. We refer the reader to Moramarco et al. (2005b) and Barbetta
et al. (2012) for more details.
3 Genetic Algorithm
Genetic algorithm (GA) is a nonlinear search and optimization method inspired by biological
processes of natural selection and the survival of the fittest. It makes relatively few assump-
tions and do not rely on any mathematical properties of the functions such as differentiability
and continuity and this makes it more generally applicable and robust (Liong et al. 1995;
Goldberg 1999).
Basic units of GA consist of Bbit^, Bgene^, Bchromosome^ and Bgene pool^. Gene
consisting of bits [0 and 1] represents a model parameter (or a decision variable) to be
optimized. The combination of genes forms the chromosome each of which is a possible
solution for each variable. Finally, set of chromosomes form the gene pool.
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The main GA operations basically consist of Bgeneration of initial gene pool^, Bevaluation
of fitness for each chromosome^, Bselection^, Bcross-over^, and Bmutation^. Figure 1 shows
the flowchart for the optimization algorithm. Initially, N numbers of chromosomes are
randomly generated. Then, fitness of each generated chromosome is evaluated by Eq. (10)
as follows:
F Cið Þ ¼ f Cið ÞX N
1
f Cið Þ
ð10Þ
where Ci is chromosome i, F(Ci) is fitness value of chromosome i that is the percentage of
variable in the pool, f(Ci) is value of objective function evaluated for chromosome i, and N is
the number of chromosomes in the gene pool.
In the next step, weak chromosomes are eliminated by the selection process. The
selected chromosomes are paired and then subjected to crossover and mutation
operations to generate new individuals. Thus far, a single iteration is completed in
the optimization procedure. The iterations are continued until all the chromosomes
converge to the optimal solution.
The details of GA can be obtained from Goldberg (1989) and Tayfur (2012), among others.
GA has recently found wide application in water resources engineering (Sen and Oztopal
2001; Jain et al. 2004; Guan and Aral 2005; Singh and Datta 2006; Cheng et al. 2006; Aytek
and Kisi 2008; Tayfur 2009), flood forecasting (Wu and Chau 2006; Tayfur and Moramarco
2008; Tayfur et al. 2009) and rainfall-runoff modeling (Cheng et al. 2002, 2005; Hejazi et al.
2008; Tayfur and Singh 2011).
Fig. 1 Flowchart showing the principle of GA optimization algorithm
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GA can minimize (or maximize) an objective function under some specified
constraints. For the purpose of this study, the GA is employed to obtain optimal
values of the parameters and coefficients of the models presented in Table 1 by
minimizing the mean absolute error (MAE) objective function, according to the
considered monitoring configuration. Specifically, for Model (1) MAE is:
MAE ¼ 1
N
:
XN
i¼1
Xmodel −X observedj j ð11Þ
where N is number of observations and X is the variable of interest.
The mean absolute error (MAE), illustrating the possible maximum deviation, is one of the
commonly employed error functions in the literature (Cheng et al. 2005). According to Taji
et al. (1999), to minimize the deviation, the absolute error may sometimes be better than the
square error.
In fact, the absolute error function has the advantage that it is less influenced by anomalous
data than the square error function (Taji et al. 1999).
The reverse flood routing procedure in this study is summarized for each configuration as in
the sequel:
MODEL 1 - Stages and discharges recorded at downstream end:
1. Assign initial values for parameters and coefficients: Qpu , tpu , ξ, ψ, Qb, Tl;
2. Compute upstream hydrograph Qu(t) by Eq. (1);
3. Compute upstream flow area Au(t)=ξQu(t)
ψ;
4. Compute downstream hydrograph Qd (t) by Eq. (8);
5. Compute the mean absolute error (MAE), Eq. (11), for the simulated downstream dis-
charges; in this case X=Qd;
6. Check the coefficient of determination,R2, betweenQdobs tð Þ and
Adobs tð Þ
Aumod t − Tlð Þ
:Qumod t −Tlð Þ
n o
of Eq. (9);
This step is of paramount importance for the estimation of Tl, considering that
Moramarco et al. (2005b) showed that floods in natural rivers exhibit a linear
correlation above the two quantities as much larger as the wave travel time is the
correct one.
7. Continue minimizing the error, while trying to reach the optimal values of the parameters
and coefficients in step 1), by performing steps from 2) to 6). Considering the computa-
tional efforts, a threshold of 3 % has been selected.
8. Stop the iterations when the global minimum error is reached and the maximum
coefficient of determination is obtained for Eq. (9). Therefore, optimal values for
parameters and coefficients are obtained and Qu(t) is assessed by Eq. (1).
Table 1 Parameters and coefficients of reverse flood routing models, (for symbol see text)
Model Parameters and coefficients
1 Qp upstream tp upstream ξ ψ Qb Tl
2 Qp upstream tp upstream ξ ψ Qb λ δ Tl
3 αRCM βRCM x y
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MODEL 2 - Stages recorded at downstream end:
1. Assign initial values for parameters and coefficients: Qpu , tpu , ξ, ψ, Qb, Tl, λ,δ;
2. Compute upstream hydrograph Qu (t) by Eq. (1);
3. Compute upstream flow area Au(t)=ξ.Qu(t)
ψ;
4. Compute downstream hydrograph Qd (t) by Eq. (8);
5. Compute downstream flow area Admodel tð Þ, by the power function law
Admodel tð Þ ¼ 1 : Qd tð Þδ ¼ 1 : Qu t −Tlð Þ½  þ
L
Tl
 
: Ad tð Þ− ξ : Qu t −Tlð Þψ
h i δ
ð12Þ
6. Compute the mean absolute error (MAE) for the model produced downstream flow area
and observed flow area, X=Ad, estimated as below:
MAE ¼ 1
N
:
XN
i¼1
Admodel −Adobsj j ð13Þ
7. Check the coefficient of determination, R2, betweenQdmod tð Þ and
Adobs tð Þ
Aumod t−Tlð Þ
:Qumod t −Tlð Þ
n o
of Eq. (9);
8. Continue minimizing the error for a threshold of 3 %, while trying to reach the
optimal values of the parameters and coefficients in Step 1, by performing steps
from 2) to 7).
9. Stop the iterations when the global minimum error is reached and the maximum
coefficient of determination is obtained for Eq. (9). Therefore, the optimal values for
the parameters and coefficients are obtained and Qu(t) and Qd(t) are assessed by Eqs. (1)
and (8), respectively.
10. Refining of Qu(t) assessment by applying the procedure of Model 1 (step 1–7)
assuming Qd(t) computed at step 9 of Model 2, Q
model2
dEq
Bð Þ
, as Bobserved^, so as to
minimize the MAE as:
MAE ¼ 1
N
:
XN
i¼1
QModel1dEq Bð Þ
−QModel2dEq Bð Þ
  ð14Þ
MODEL 3 - Stages recorded at channel ends:
1. Assign initial values for parameters (x, y) of stage-discharge power law relationship at
upstream end, i.e.;
Qu tð Þ ¼ x : Au tð Þy ð15Þ
2. Computation of Tl by dimensionless stages recorded at channel ends following the
procedure in Moramarco et al. (2005b).
3. Likewise Eq. (7), computation of downstream peak discharge by:
Qd tp
	 
 ¼ Qu tp −Tl	 
 þ LTl
 
: Ad tp
	 

−Au tp −Tl
	 
  ð16Þ
where, tp, represents the time to the peak level observed at downstream end.
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4. Computation of downstream baseflow discharge, Qd(tb), surmising the same velocity at
channel ends shifted by Tl:
Qd tbð Þ ¼
Ad tbð Þ
Au tb−Tlð Þ
:Qu tb −Tlð Þ ð17Þ
where, tb, is the time to the baseflow at downstream end;
5. Compute α RCM and β RCM as below (Moramarco et al. 2005b);
αRCM ¼
Qd tp
	 

−Qd tbð Þ
 
Ad tp
	 

Au tp −Tl
	 
 :Qu tp −Tl	 
− Ad tbð ÞAu tb −Tlð Þ :Qu tb −Tlð Þ
" #
8>><
>>:
9>>=
>>;
ð18Þ
βRCM ¼ Qd tbð Þ− a :
Ad tbð Þ
Au tb −Tlð Þ
:Qu tb −Tlð Þ
 
ð19Þ
6. Compute downstream hydrograph Qd (t) by Eq. (9).
7. Maximize the Nash-Sutcliffe coefficient, NS, considering the comparison between the
observed flood volume as:
Vobs tð Þ ¼ Ad tð Þ−Au t −Tlð Þ½  :L ð20Þ
and the simulated one as:
Vsim tð Þ ¼ Qd tð Þ−Qu t −Tlð Þ½  :Tl ð21Þ
and NS is estimated as below:
NS ¼ 1−
X N
i¼1 Vobs;i −Vsim;i
	 
2
X N
i¼1 Vobs;i −Vobs
 2 ð22Þ
where the bar indicates the average value.
8. Continue to maximize NS, while trying to reach the optimal values of the parameters and
coefficients in Step 1, by performing steps from 2) to 7).
4 Reverse Flood Routing
4.1 Watershed and Hydrologic Data
The three developed models are applied to reverse flood routing in three river branches along
the Tiber River in central Italy. Figure 2 shows the location of the selected hydrometric
sections defining the investigated branches along with subtended drainage areas and, as can
be seen, significant large intermediate basins are presents. It is worth noting that no informa-
tion about rainfall, i.e., no rainfall-runoff analysis, is used for estimating the lateral flow and
this is a considerable advantage respect to the need to apply a hydrological model. Table 1
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shows parameters used for each model, while Table 2 summarizes the main characteristics of
the selected river reaches and as can be seen a large intermediate basin is present mainly for
river reach 1 and 3.
Each gauged section is equipped with a remote ultrasonic water level gauge, and velocity
measurements are carried out by current meter. Several accurate flow measurements were
available which allowed the estimation of reliable rating curve for each section (Moramarco
et al. 2005b). The details can be obtained from Tayfur et al. (2007) as well.
Three flood events are considered for the analysis and Table 3 illustrates the main
characteristics of their recorded at ends of equipped river reaches Santa Lucia-Ponte Nuovo,
Ponte Nuovo-Monte Molino and Santa Lucia-Monte Molino. The observed wave travel time,
is 6–8, 3–4 and 10–13 h for Santa Lucia-Ponte Nuovo reach, Ponte Nuovo-Monte Molino
reach and Santa Lucia-Monte Molino reach, respectively (Barbetta et al. 2012; Tayfur et al.
2009). The selection of these events is based on the fact that they encompass normal flow up to
the high flow referred to a return period of 100 years. Under the assumption of unknown
upstream discharge hydrograph, as a first approximation the wave travel time can be estimated
as the velocity associated at the downstream peak discharge divided by the reach length. Then,
it was carried out an iterative process that has allowed to optimizing the value of Tl, respecting
the linear condition of the relationship of the RCM (Eq. 9). By way for example, Fig. 3 shows
the linear relationship which is generally expected by the Rating Curve Model between Qd and
Qu, with very high R
2 values (Moramarco et al. 2005b; Barbetta et al. 2012).
In addition, two additional synthetic case studies are considered for a mere comparison with
1) a flood routing model based on Mike11 (DHI 2003) applied to the Tiber River in absence of
lateral flow and where a detailed channel geometry is available and 2) a hydrologic model
(Brocca et al. 2011) coupled with Mike 11 for estimation of discharge hydrograph at river sites
in the Rio Grande basin, tributary of Tiber River. For the first case, a synthetic flood event is
considered and routed along the reach Santa Lucia-Ponte Nuovo sketched by 160 topograph-
ical cross-sectional surveys. In this case, no lateral flow is considered. The main characteristics
of flood event are shown in Table 3. For Rio Grande basin, the river reach considered is
12.5 km long represented by 40 topographical cross-sectional surveys. The discharge
hydrograph at upstream end and the lateral flow of intermediate basin are obtained from the
hydrological model by a rainfall-runoff transformation of a synthetic rainfall referred to a
return period of 50 years. Mike11 is applied to route the upstream inflow along the lateral flow.
Characteristic of upstream inflow are given in Table 3. It is worth stressing that these two case
studies are addressed only to verify the capability of the proposed procedure in comparison
with hydraulic models working in the same context and using the simulated discharge by
MIKE 11 as a benchmark.
4.2 GA Model Implementation
The GA is applied to obtain the optimal values of the parameters and coefficients of models in
Table 1 by minimizing the mean absolute error (MAE) or by maximizing the Nash-Sutcliffe
coefficient (NS) such as described in the procedure according the configuration considered.
4.3 Model 1 - Coefficients and Parameters
Initially, taking observed downstream hydrograph into account, random values were assigned
for peak rate Qpu , for time to peak tpu and for baseflow Qb. Initial values of 1.75 for ξ and 0.75
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Fig. 2 Tiber River basin and gauging sections (left) and Rio Grande basin (right)
Table 2 Main geomorphological characteristics of Tiber River and Rio Grande reaches
Tiber reach Bounded
sections
Drainage
area (km2)
Reach
length (km)
Mean slope Mean
width (m)
1 Santa Lucia 935 65.00 0.0014 45
Ponte Nuovo 4145
2 Ponte Nuovo 4145 30.83 0.0009 50
Monte Molino 5280
3 Santa Lucia 935 95.83 0.0013 47
Monte Molino 5280
Rio Grande reach Bounded
Sections
Drainage
Area (km2)
Reach
Length (km)
Mean Slope Mean
Width (m)
1 Upstream 150 12.5 – –
Downstream 190
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for ψ were assigned. These two values are determined assuming that the normalized down-
stream stage hydrograph holds for upstream end as well. As model does iterations while
reaching a global error, the values of parameters and coefficients are updated at each iteration.
Thus, the effect of initially assigned values diminishes as the number of iterations increases.
The range of variability for parameters and coefficients of first model are settled as
in the sequel:
Qpu ¼ 0:7 :
Adrainageu
Adrainaged
:Qpd minimum valueð Þ
Qpu ¼ 2:5 :
Adrainageu
Adrainaged
:Qpd minimum valueð Þ
8><
>:
Fig. 3 Linear relationship of Rating Curve Model, where: X ¼ Ad tð ÞAu t‐Tlð Þ  Qu t‐Tlð Þ
n o
Table 3 Main characteristics of flood events observed and based on MIKE 11 at all stations (Qb: baseflow, Qp:
peak flow, V: volume, Tl: wave travel time)
Date Santa lucia station Ponte nuovo station Tl (h)
Qb (m
3/s) Qp (m
3/s) V (106 m3) Qb (m
3/s) Qp (m
3/s) V (106 m3)
November 05 123.080 403.030 39.971 64.570 1109.760 151.830 6.74
December 08 13.950 328.320 36.106 94.840 902.760 145.680 6.90
March 11 52.340 151.730 19.246 111.000 396.330 51.750 6.65
Date Ponte Nuovo Station Monte Molino Station Tl (h)
November 05 64.570 1109.760 151.832 58.450 1192.620 185.400 3.00
December 08 94.840 902.760 145.680 101.310 1084.200 219.060 2.98
March 11 111.000 396.330 51.749 93.650 574.590 75.620 3.14
Date Santa Lucia Station Monte Molino Station Tl (h)
November 05 123.080 403.030 39.971 58.450 1192.620 185.400 9.34
December 08 13.950 328.320 36.106 101.310 1084.200 219.060 9.27
March 11 52.340 151.730 19.246 93.650 574.590 75.620 9.76
River reach Upstream Downstream Tl (h)
SL-PN (MIKE 11) 5 1399.691 86.957 5 1341.363 86.605 6.62
Rio Grande (MIKE 11) 3 161.087 3.331 4 175.957 3.852 1.24
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where, Adrainage, represent the intermediate drainage area of the river reach.
tpu ¼ tpd −Tl minimum valueð Þ
tpu ¼ tpd − 3Tl minimum valueð Þ

Qbu ¼ 0:5 :
Adrainageu
Adrainaged
:Qd t ¼ 1hð Þ minimum valueð Þ
Qbu ¼ 1:5 :
Adrainageu
Adrainaged
:Qd t ¼ 1hð Þ minimum valueð Þ
8><
>:
ξ=[1−10] and ψ=[0−5]where, for Qpu, tpu and Qb is reported the minimum and maximum
value, while for ξ and ψ the range is indicated between brackets.
In particular, it was found that the optimal Tl is the one for which the maximum coefficient
of determination, R2, is obtained between the two quantities Qd (t) and
Ad tð Þ
Au t−Tlð ÞQu t−Tlð Þ
n o
.
4.4 Model 2 - Coefficients and Parameters
Initially, taking observed stages recorded at downstream end into account, random
values were assigned for peak rate Qpu , for time to peak tpu and for baseflow Qb.
Initial values of 1.75 for ξ, 0.75 for ψ, 2.5 for λ and 2.5 for δ were assigned. The
range of variability for parameters and coefficients of second model are the same of
Model 1, while for
λ ¼ 0:10½  and δ ¼ 0− 10½ 
4.5 MODEL 3 - Parameters
Initially, taking observed stages recorded at channel ends into account, random values
were assigned; in particular, values of 2 and 1.25 were assigned initially for x and y,
respectively.
The range of variability for coefficients of third model is:
x ¼ 0:5− 3½  and y ¼ 0:5− 1:5½ 
During GA iterations, the optimal values of parameters were searched within the
range which is decided by taking into account the known quantities, the drainage area
and the wave travel time of the river reach. With regard to the search ranges assigned to the
parameters, we benefited from existing knowledge of the size of drainage areas, reach lengths,
travel times, etc.
The GA employed 100 chromosomes in the initial gene pool, 80 % cross-over rate
and 4 % mutation rate. Tolerance limit (the difference of error between successive
iterations) of 0.001 was employed. This was generally accomplished in between 1000
and 5000 iterations. The evolver GA solver for Microsoft Excel (Palisade Corporation
2013) package program was employed in this study. The algorithm employs the
Recipe Solving Method to minimize the objective function under specified constraints
(Palisade Corporation 2013). It takes a very short CPU time, in the order of couple of
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minutes, to run the program for thousands of iterations with 100 s chromosomes in
the gene pool.
5 Results
5.1 Model 1 - Stages and Discharges Recorded at Downstream End
5.1.1 Santa Lucia - Ponte Nuovo River Reach
Tables 4 summarizes the optimal values of parameters and coefficients for reverse routing the
flood hydrographs. Figure 4 shows the reverse flood routing simulation for the event
November 2005 in the Santa Lucia-Ponte Nuovo river reach. As can be seen, the discharge
hydrograph simulated at both channel ends are quite well reproduced. Inspecting Table 5 that
depicts the performance measures for all events, the value of Nash-Sutcliffe (NS) at upstream
end are higher for the event November 2005 with value greater than 0.95, while for the event
March 2011 NS, is found lower and equal to 0.79. For the event March 2011, RMSE is found
lower than the others ones, not exceeding 13.3 m3s−1 at upstream end. In terms of error in time
to peak at upstream end, it is found not exceeding 5 h, while, in terms of error to peak
discharge, it is found not exceeding 11 %. The reason about differences of performance may be
found in the assumption of celerity as depicted by Eqs. (3) and (4) which is surmised constant
as L/Tl. The more celerity is far from the actual one, more the performance drops down. At
downstream end, the discharge hydrograph by Eq. (8) is found good as can be
inferred by Table 5. At the end, for upstream discharge assessment results can be considered
quite satisfactory.
5.1.2 Ponte Nuovo - Monte Molino River Reach
The events in terms of simulated hydrograph are performed fairly well by the reverse
routing as shown in Fig. 4 (only the event of December 2008), even though the shape
is not perfectly reproduced and better performances are obtained for the event
November 2005. Tables 4 summarizes the optimal values of parameters and coeffi-
cients for reverse routing the flood hydrographs. Inspecting Table 5 that depicts the
performance measures for all events, the value of Nash-Sutcliffe (NS) at upstream end
are higher for the event November 2005 with values greater than 0.9, while for the
event December 2008 and March 2011 NS, is equal to 0.61 and 0.63, respectively.
For the event March 2011, RMSE is found lower than the others ones, not exceeding
49.4 m3s−1 at upstream end and this can be justified considering the lower magnitude
of the flood. In terms of error in time to peak at upstream end, it is found not
exceeding 3 h, while, in terms of error to peak discharge, it is found not exceeding
21 %. Even in this case, downstream discharge hydrograph simulated by Eq. (8) is
satisfactorily reproduced.
5.1.3 Santa Lucia - Monte Molino River Reach
Figure 4 shows the comparison between observed and computed discharge at channel
ends for the event of March 2011. As can be seen results are fairly good in terms of
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hydrograph shape as well. Tables 4 summarizes the optimal values of parameters and
coefficients for reverse routing the flood hydrographs. Inspecting Table 5 showing the
performance measures for all events, the value of Nash-Sutcliffe (NS) are higher for
the event November 2005 with values equal to 0.89, while for the event March 2011
NS, is equal to 0.44. For the event March 2011, RMSE is found lower than the others
ones, not exceeding 22 m3s−1. In terms of absolute error in time to peak at upstream
end, it is found on average almost 4 h, while, in terms of error to peak discharge, it
is found not exceeding 9 %.
Table 4 Optimal values of parameters and coefficients for reverse routing flood hydrographs for Model 1
River reach Parameters and coefficients
Qp_upstream (m
3/s) tp_upstream (h) γ (-) ξ (-) ψ (-) Tl (h) Qb (m
3/s)
SL-PN NOV2005 433.832 11.694 1.600 2.325 0.738 7 12.508
PN-MM NOV2005 1040.184 25.000 1.450 1.276 0.832 3 60.000
SL-MM NOV2005 355.880 14.924 1.500 2.076 0.732 10 25.000
SL-PN DEC2008 273.268 20.062 1.400 1.026 0.855 7 25.311
PN-MM DEC2008 793.871 29.005 1.600 2.668 0.709 4 77.251
SL-MM DEC2008 272.024 22.000 1.500 9.518 0.337 12 29.032
SL-PN MAR2011 110.707 15.350 1.400 2.166 0.680 7 39.955
PN-MM MAR2011 250.030 24.063 1.400 5.813 0.569 3 64.083
SL-MM MAR2011 145.881 16.862 1.400 2.411 0.649 12 17.738
Fig. 4 Generated upstream and downstream hydrographs for simulated flood events in the Santa Lucia-Ponte
Nuovo (Nov2005), Ponte Nuovo-Monte Molino (Dec2008) and Santa Lucia-Monte Molino (Mar2011) river
reach by Model 1
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6 Model 2 - Stages Recorded at Downstream End
6.1 Santa Lucia - Ponte Nuovo River Reach
Figure 5a) depicts the comparison between the rating curve estimated at Ponte Nuovo site
(downstream) by considering all events, and the observed one. As it can be seen a good
correspondence is found. Tables 6 summarizes the optimal values of parameters and coeffi-
cients for reverse routing the flood hydrographs. The discharge hydrograph simulated at both
channel ends are well reproduced, even though better performances are obtained for the event
March 2011 as shown in Table 7. Nash-Sutcliffe (NS) values are higher for the event
November 2005 with value greater than 0.91, while for the event March 2011 NS, is found
equal to 0.8 and 0.96 for upstream and downstream channel end, respectively. For the event
March 2011, RMSE is found lower than the others ones, not exceeding 14 m3s−1 at upstream
end. In terms of error in time to peak at channel ends and to peak discharge, it is found not
exceeding 4 h and 26 %, respectively. Lower performances can be ascribed to the assumption
of celerity as well as the lateral flow considered uniform along the river reach.
6.2 Ponte Nuovo - Monte Molino River Reach
For the three events, discharge hydrographs are successfully performed at channel ends by the
reverse flood routing model. The goodness of the simulated discharges can be inferred from
the comparison at downstream end of simulated and observed rating curves as shown in
Fig. 5b). Tables 6 summarizes the optimal values of parameters and coefficients for reverse
Fig. 5 Rating Curve for all analyzed flood events at Ponte Nuovo and Monte Molino sections by Model 2. a
Santa Lucia-Ponte Nuovo river reach; b Ponte Nuovo-Monte Molino river reach; c Santa Lucia-Monte Molino
river reach
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routing the flood hydrographs. Table 7 illustrates the performance measures for all events, and
as can be seen the value of Nash-Sutcliffe (NS) are higher for the event March 2011 with
values greater than 0.89, while for the event November 2005 and December 2008 NS, is equal
to 0.75 and 0.6, respectively. For the event March 2011, RMSE is found lower than the others
ones, not exceeding 28 m3s−1 at upstream end. In terms of error in time to peak and peak
discharge at channel ends, it is found not exceeding 2 h and 10 %, respectively.
6.3 Santa Lucia - Monte Molino River Reach
The discharge hydrograph simulated at both channel ends are well reproduced, even though
better performances are obtained for the event November 2005. Tables 6 summarizes the
optimal values of parameters and coefficients for reverse routing the flood hydrographs.
Table 7 details the performance measures for all events showing that the value of Nash-
Sutcliffe (NS) is higher for the event November 2005 with values equal to 0.9, while for the
event March 2011 NS, is equal to 0.34. For the event March 2011, RMSE is found lower than
the others ones, not exceeding 24 m3s−1 at upstream end. In terms of error in time to peak at
upstream end, it is found not exceeding 3 h, while, in terms of error to peak discharge, it is
found not exceeding 30 % (at downstream end is lower than 12 %). Figure 5c) shows the
reliability of the model by the comparison of observed and computed rating curve at Monte
Molino site for all investigated flood events.
6.4 Model 3 - Stages Recorded at Channel Ends
6.4.1 Santa Lucia - Ponte Nuovo River Reach
The discharge hydrograph simulated at both channel ends are well reproduced, even though
better performances are obtained for the event November 2005. Tables 8 summarizes the
optimal values of parameters and coefficients for reverse routing the flood hydrographs. It is
worth noting that the estimation of wave travel time, Tl, is fundamental for a good performance
of model and for that is advisable to use the dimensionless stages as proposed by Moramarco
et al. (2005b). The accuracy of the model is proved by Table 9 that depicts the performance
Table 6 Optimal values of parameters and coefficients for reverse routing flood hydrographs for Model 2
River reach Parameters and coefficients
Qp_upstream (m
3/s) tp_upstream (h) γ (-) ξ (-) ψ (-) TL (h) Qb (m
3/s) λ (-) δ (-)
SL-PN NOV2005 353.432 14.306 1.600 7.594 0.544 6 22.678 0.709 1.218
PN-MM NOV2005 1100.096 27.869 1.450 1.482 0.813 3 44.684 0.521 1.257
SL-MM NOV2005 428.890 11.173 1.500 1.453 0.800 11 12.394 2.797 0.971
SL-PN DEC2008 217.003 20.673 1.400 1.000 0.846 7 27.880 2.211 1.020
PN-MM DEC2008 752.036 30.502 1.600 1.035 0.853 4 86.476 1.796 1.053
SL-MM DEC2008 217.534 19.229 1.500 2.078 0.423 12 14.618 1.630 1.070
SL-PN MAR2011 120.087 16.440 1.400 1.311 0.763 7 38.270 0.244 1.493
PN-MMMAR2011 286.044 25.811 1.400 1.657 0.783 3 72.836 1.750 1.052
SL-MM MAR2011 122.473 17.386 1.400 1.914 0.753 12 15.939 3.283 0.911
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measures for all events and, the value of Nash-Sutcliffe (NS) for all the event is found close to
1. The good performances for Model 3 can be ascribed because Tl is estimated not following
an iterative approach but through the recorded stages as proposed by Moramarco et al.
(2005b). For the event March 2011, RMSE is lower than the others ones, not exceeding 10.3
m3s−1 and 24 m3s−1, at upstream end and downstream end, respectively. The error in time to
peak and peak discharge at channel ends, do not exceed 1 and 10 %, respectively. Figure 6
(upper panels) shows the rating curves estimated at channel ends for the three events and they
well compare the observed ones.
6.4.2 Ponte Nuovo - Monte Molino River Reach
The upstream hydrograph is successfully performed by the reverse flood routing model.
Tables 8 details the optimal values of parameters and coefficients for reverse flood routing.
Moreover, as can be seen in Table 9, the performance measures of discharge hydrograph
simulated at channel ends are overall quite satisfactory with a Nash-Sutcliffe (NS) close to 1 for
all events. For the event December 2008, RMSE is found lower than the others ones, not
exceeding 14 m3s−1 at upstream end. In terms of error in time to peak and peak discharge at
channel ends, it is found not exceeding 2 h and 7 %, respectively. Figure 6 (middle panels)
shows even for this river reach the good performance in terms of rating curve estimation at
channel ends.
6.4.3 Santa Lucia - Monte Molino River Reach
The discharge hydrograph simulated at both channel ends are well reproduced, even though
better performances are obtained for the event December 2008. Tables 8 summarizes the
optimal values of parameters and coefficients for reverse routing the flood hydrographs.
Table 9 shows the performance measures for all events, the value of Nash-Sutcliffe (NS) is
close to 1 for all analyzed events. For the event March 2011, RMSE is found lower than the
others ones, not exceeding 6.1 m3s−1 at upstream end. In terms of error in time to peak and
peak discharge at channel ends, it is found not exceeding 1 h, and 13 %, respectively. Figure 6
(lower panels) shows even for this river reach the good performance in terms of rating curve
estimation at channel ends.
Table 8 Optimal values of parameters and coefficients for reverse routing flood hydrographs for Model 3
River reach Parameters and coefficients
αRCM βRCM X (-) Y (-)
SL-PN NOV2005 0.999 0.135 2.406 1.000
PN-MM NOV2005 0.984 1.702 1.284 1.106
SL-MM NOV2005 1.000 0.004 2.420 1.000
SL-PN DEC2008 0.998 0.228 2.262 1.000
PN-MM DEC2008 0.971 4.879 1.635 1.070
SL-MM DEC2008 1.038 −7.104 2.429 0.991
SL-PN MAR2011 1.068 −9.481 2.604 0.950
PN-MM MAR2011 0.922 13.297 1.309 1.133
SL-MM MAR2011 0.998 0.383 2.043 1.001
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Based on results of the three different configurations as such depicted by Model 1,
2 and 3 and considering that no information is used for upstream end (except Model
3, where it was employed the Rating Curve Model using stages recorded at channel
ends), the capability of reverse flow routing approaches can be considered quite good
also for larger river reach with a significant intermediate drainage area. In addition,
the performance measures in Table 9 compared with Table 5 and 7, shed light that the
lower magnitude of flood, the lower performances are for all models. This is of
paramount importance if extreme events are of interest from a hydrological point of
view, considering that only stage hydrograph and discharge observed at downstream
end is suffice for obtaining satisfactory results in terms of reverse flow routing at
upstream end. For ordinary floods, the lower performance might be associated to the
assumption on wave travel time that depending on downstream peak discharge it
might be affected by a more significant velocity gradient along the river reach than
Fig. 6 Rating Curve for all analyzed flood events at Santa Lucia, Ponte Nuovo and Monte Molino sections by
Model 3. Santa Lucia-Ponte Nuovo river reach (upper panels); Ponte Nuovo-Monte Molino river reach (middle
panels); Santa Lucia-Monte Molino river reach (lower panels)
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the one occurring for a high flood. However, additional investigation is necessary to show it and
this would be the object of future analysis.
6.4.4 Synthetic Test - Comparison with Hydraulic and Hydrologic Model
For a mere comparison with a hydraulic and hydrologic model, two river reaches are selected.
The aim of this section is just to verify the performance of the three models with respect to
existing hydrograph routing software like MIKE11 which is also coupled with a hydrologic
model for the second river reach where a synthetic rainfall hyetograph is used for the whole
basin. It is stressed that the same comparison is not possible for the previous
investigated cases, because of lack of information about the contribution of the large interme-
diate drainage basin. For the flow routing aManning roughness value of 0.04 m−1/3 s is used for
both investigated channels.
6.4.5 Santa Lucia - Ponte Nuovo River Reach
The three models are applied for estimating the discharge hydrographs at channel ends using as
a benchmark the hydraulic information coming from the hydraulic model MIKE11 that has
routed a synthetic upstream inflow in absence of lateral flow. Specifically, the discharge and
stage hydrograph simulated by MIKE11 at channel ends are used to initialize the three models.
In this way, the models effectiveness is identified by the performance measures shown in
Table 10. As can be seen by Fig. 7 (left), the discharge hydrograph simulated by MIKE11
using the complete geometry of the Tiber river reach are reproduced fairly well by the three
reverse models with a maximum error in peak discharge of 13 % at upstream end for the
Model 2 and of 14 % at downstream end for the Model 3. Indeed, Model 3 performs
poorer than the other models to simulate the downstream discharge hydrograph as
shown in Fig. 7. Indeed, the error in peak discharge is equal to 14 %, yet the shape
of both hydrographs are well simulated with a NS greater than 0.95. Model 1 and 2
simulate very well the downstream discharge hydrograph, while the upstream one is
not so accurate as can be inferred by the NS values equal to 0.74 for Model 1 and
0.71 for Model 2. This latter result is expected considering that for Model 1 and
Model 2 no information is given in terms of flow stage at upstream end. Nevertheless,
considering the poor data (absence of channel topography and rainfall) used to
estimate the hydraulic information at channel ends, all models can be considered
satisfactory considering that the benchmark for the validation is obtained using all
information available in terms of channel geometry identified by 160 topographical river cross-
section surveys.
Table 10 Performance measures for Santa Lucia-Ponte Nuovo river reach for Model 1–2–3
River reach Upstream Downstream
R2 (-) RMSE
(m3/s)
NS (-) Err_tp
(h)
Err_Qp
(%)
R2 (-) RMSE
(m3/s)
NS (-) Err_tp
(h)
Err_Qp
(%)
SL-PN Model 1 0.861 244.502 0.74 −2.5 3.31 0.99 60.039 0.99 0 4.729
SL-PN Model 2 0.789 259.171 0.71 −3.5 12.6 1 15.869 1 0 −0.69
SL-PN Model 3 0.977 90.744 0.96 0 7.18 0.99 88.678 0.97 0 13.72
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6.4.6 Rio Grande River Reach
For this case study, the hydraulic information at channel ends are obtained by routing
the upstream inflow by MIKE11 along with the lateral flow given by a hydrologic
Fig. 7 Generated upstream and downstream hydrographs for all simulated flood events based on MIKE 11 in the
Santa Lucia-Ponte Nuovo river reach (left) and in the Rio Grande river reach (right) by Model 1–2–3
Table 11 Performance measures for Rio Grande river reach for Model 1–2–3
River reach Upstream Downstream
R2 (-) RMSE
(m3/s)
NS (-) Err_tp (h) Err_Qp
(%)
R2 (-) RMSE
(m3/s)
NS (-) Err_tp (h) Err_Qp
(%)
Rio Grande Model 1 0.938 18.887 0.89 0 0.01 1 4.494 1 0 0.552
Rio Grande Model 2 0.942 19.863 0.89 −0.5 3 1 5.715 0.95 −1 −2.11
Rio Grande Model 3 0.991 12.787 0.95 0 −8.8 0.98 13.998 0.95 0 15.69
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model developed by Brocca et al. (2011). The upstream hydrograph and lateral flow
refer to the response to a synthetic hyetograph rainfall of the basin subtended from
the upstream section (150 km2) and of the intermediate basin (190 km2), respectively.
Figure 7 (right) shows the results of reverse flood routing simulations for the three
models. Table 11 shows the performance measures for both cases. In terms of error in
time to peak and peak discharge at channel ends, it is found not exceeding 1 h, and
16 %, respectively. Model 3 is found to perform slightly poorer and this may be tied
to the lateral flow assumption considered uniform. This aspect will be the focus of
further analyses.
7 Conclusions
Based on the analysis carried out in this work, the following findings can be drawn:
1. The reverse flood routing model developed for three different hydrometric configurations
can be conveniently applied to estimate discharge at unguged sites, avoiding a solution of
the problem based on routing of flood or rainfall-runoff transormation. This has a great
advantage considering that neither rainfall time series are necessary for the analysis nor
spatial topographical data of the river reach are required and this entails a considerable
economic benefit.
2. The differences of performance among the models can be ascribed to the structure
of them along with information that they have used. Model 2 is expected to be
less accurate than the other considering less information used by it, i.e., only the
stage hydrograph at downstream end. For Model 3, the wave travel time is
estimated in a robust way for the availability of stage hydrographs at both
channel ends and this might give to the method greater robustness. However, if
the lateral flow is not quite uniform the performances may drop and this will be
the focus of a further new research.
3. The upstream hydrographs successfully are simulated for different length of river
reaches and with significant intermediate drainage areas, regardless the hydro-
metric configuration considered. However, Model 1 and 2 show lower perfor-
mance and this is expected considering that no information of stage is used at
upstream end.
4. High peak flood hydrographs, which have crucial importance from an engineering
perspective, can be confidently generated by the model using only the downstream end
information also when only stages are recorded there. This is of paramount importance if
extreme events are of interest from a hydrological point of view and in particular to
extrapolate rating curves for high stages.
5. Performance of model can be low for generating small magnitude peak hydrographs. This
may be due to the wave travel time that might be affected by a more significant velocity
gradient along a river reach. This argument however will be the object of the future
investigation.
6. Finally the synthetic test shows the benefit to use the proposed reverse flood routing in
comparison with the hydraulic models which require a detailed channel geometry along
with the knowledge of lateral flow which can be given only by a rainfall-runoff
transformation.
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