Motivation: Microarray technology can be used to study the expression of thousands of genes across a number of different experimental conditions, usually hundreds. The underlying principle is that genes sharing similar expression patterns, across different samples, can be part of the same co-expression system, or they may share the same biological functions. Groups of genes are usually identified based on cluster analysis. Clustering methods rely on the similarity matrix between genes. A common choice to measure similarity is to compute the sample correlation matrix. Dimensionality reduction is another popular data analysis task which is also based on covariance/ correlation matrix estimates. Unfortunately, covariance/correlation matrix estimation suffers from the intrinsic noise present in high-dimensional data. Sources of noise are: sampling variations, presents of outlying sample units, and the fact that in most cases the number of units is much larger than the number of genes. Results: In this paper, we propose a robust correlation matrix estimator that is regularized based on adaptive thresholding. The resulting method jointly tames the effects of the highdimensionality, and data contamination. Computations are easy to implement and do not require hand tunings. Both simulated and real data are analyzed. A Monte Carlo experiment shows that the proposed method is capable of remarkable performances. Our correlation metric is more robust to outliers compared with the existing alternatives in two gene expression datasets. It is also shown how the regularization allows to automatically detect and filter spurious correlations. The same regularization is also extended to other less robust correlation measures. Finally, we apply the ARACNE algorithm on the SyNTreN gene expression data. Sensitivity and specificity of the reconstructed network is compared with the gold standard. We show that ARACNE performs better when it takes the proposed correlation matrix estimator as input.
Introduction
The overarching goal of a microarray gene expression analysis is to identify groups of genes whose expression pattern is similar across different experimental conditions. This analysis is usually performed with statistical methods and exploratory techniques including cluster analysis, principal component analysis (PCA) and linear discriminant analysis (LDA) (Jiang et al., 2004; Paliwal and Sharma, 2010) . All these methods rely on the estimation of covariance and correlation matrices, and the ultimate performance strongly depends on the quality of the estimates.
Classical clustering methodologies are based on the construction of pairwise similarity matrices. Different distances and metrics can be used to evaluate the similarity between genes, but the most popular choice is the Pearson's correlation (Fehrmann et al., 2015; Qin et al., 2003; Tzfadia et al., 2015) . However, clustering is strongly dependent on the underlying similarity measure, and this choice is crucial given the inherent complexity of gene expression data Serra et al. (2015) . Another popular task in experiments involving DNA microarrays is to create gene network interactions (Bergmann et al., 2004; Zhang et al., 2005) . Gene co-expression can be measured in several different ways. However, as for the gene clustering problem, the notion of correlation plays a central role.
The sample correlation, also known as Pearson (productmoment) correlation coefficient, is the popular choice to estimate the underlying correlation/covariance structure. In many settings this estimator is also optimal. Unfortunately it is often overlooked that estimation of correlation and covariance matrices is particularly critical under the following circumstances: (i) presence of outliers, and/or heavy tailed data; (ii) high-dimensionality. By highdimensional regime we mean the situation when the number of measured features greatly exceeds the number of experimental units.
In DNA microarray data the aforementioned circumstances coexist, and in most cases the effects are rather extreme. For example, differences in experimental conditions (Yang et al., 2002) , and experiments conducted in different laboratories with different platforms (Wang et al., 2005) are common causes that introduce abnormal variations in gene expression levels. Standard sample correlations greatly suffer from the structured noise, and, in presence of outliers, genes that are co-expressed could seem dissimilar, or similar genes could not be recognized as co-expressed. In this case, a robust correlation estimator is needed in order to filter out the impact of these anomalies. Even though this is a well-known problem, few efforts have been made in this direction. Hardin et al. (2007) proposed a robust metric based on the Tukey's biweight covariance estimator. Bickel (2003) proposed a rank based dissimilarity measure to combine both advantages of Euclidean distance and correlation coefficient. Both these methods are cures for the data contamination problem but do not solve the other issue, i.e. the effects of high-dimensionality. Moreover, the evaluation of the Tukey's biweight statistic of Hardin et al. (2007) for a large number of pairs of genes is computationally involving, and it runs into numerical problems when applied to pairs of genes that are nearly collinear.
Regularization for high-dimensional covariance matrices has been recently central in the statistical literature (see Pourahmadi, 2013 , for an in-depth overview). Regularization methods can be divided into two main groups: (i) methods that aim to improve efficiency and obtain well-conditioned matrices [e.g. shrinkage-type estimators due to Ledoit and Wolf (2004) , or constrained MLE proposed in Won et al. (2013) ]; (ii) methods that aim to obtain sparse matrices by reducing the number of spurious correlations. Pursuing sparsity implicitly assumes that there is a separation gap between zero and non-zero correlations. Although the dependence structure of a large set of genes can be smooth in its nature, sparse correlation matrices are a convenient way to protect against the excessive presence of spurious correlations. It is probably less problematic to ignore a small sized correlation between two genes than having a large amount of correlated genes, because of the estimation bias.
Two classes of sparse methods have been explored in the statistical literature: (i) penalized optimization methods D'Aspremont et al., 2008; Friedman et al., 2008; Ö llerer and Croux, 2015; Rothman et al., 2008; Tarr et al., 2016; Yuan and Lin, 2007) ; (ii) thresholding methods (Bickel and Levina, 2008; Cai and Liu, 2011; El Karoui, 2008; Rothman et al., 2009) . Penalized methods are designed to obtain sparse estimates of the precision matrix (inverse of the covariance matrix) which does not necessarily lead to a sparse covariance/correlation matrix. An additional drawback of these methods is that they remain computationally intensive not allowing for scalable computations. Hard thresholding is a simple alternative that sets to zero entries of the covariance matrix which are below a certain size, that is the threshold parameter. Soft thresholding, a more sophisticated version allowing for a smoother transition between zero and non-zero covariances, is proposed in (Rothman et al., 2009 ). Jiang (2013 extends the hard thresholding to the correlation matrix, and shows that operating on the correlation matrix preserves all the theoretical guarantees already found for the covariance problem. These methods deliver results that are simple to understand and interpret, and carry essentially no computational burden except that for the data-dependent choice of the threshold parameter (also necessary for penalized methods).
In this paper, we propose an estimation procedure that aims to jointly solve the two sources of problems. First, we propose a correlation matrix estimator that is robust and easy to compute. Then, hard thresholding is applied to clean the effects of highdimensionality. Since the robust correlation matrix estimator effectively reduces the influence of outlying observations, we can expect that it is close to the sample correlation matrix we estimated without the outlying observations. Therefore, the thresholding is expected to work well. Experiments with hard thresholding applied to other popular correlation measures (e.g. Kendal's s, Spearman's q, etc.) are also performed showing good performance in gene network reconstruction.
The remainder of this paper is organized as follows: first, we discuss the effects of high-dimensionality on the sample correlation matrix, then, we describe how to build a robust estimator of the correlation matrix and we illustrate the adaptive thresholding regularization. Finally, experimental results are presented.
Materials and methods

Correlation and covariance matrix estimation
Suppose we have a sample of p genes measured on n samples, data are stored in the n Â p data matrix X ¼ x l;m Â Ã m¼1;2;...;p l¼1;2;...;n . Measurements on the ith unit (patient) are given by x i ¼ x i;1 ; x i;2 ; . . . ; x i;p À Á 0 , while the lht column (that is the lth gene) is denoted by X l ¼ x 1;l ; x 2;l ; . . . ; x n;l À Á . Let s l;m be the sample covariance between gene l and m, and s ll be the variance of the lth gene, the sample covariance matrix is defined as the p Â p symmetric matrix S n ¼ s lm ½ l;m¼1;2;...;p . In matrix form: 
where r lm is the sample correlation between genes l and m, where the latter is also known as Pearson (product-moment) correlation coefficient.
Remark. It is important to stress that it is not always correct to consider S n and R n as equivalent 'ensemble' estimators based on the sets of pairs fs lm g and fr lm g, respectively. Both (1) and (2) contain important information on the geometric joint structure of the features which cannot be extracted considering subsets of their elements. Many statistical tasks (e.g. PCA) are based on the spectral components (eigenvalues and eigenvectors) of (1) or (2), where these are functions of all the elements of S n or R n . Note that as R n is obtained by scaling S n , the two matrices have similar statistical properties.
Effects of high-dimensionality on the sample correlation matrix
Even assuming a clean dataset, it is widely acknowledged that the sample correlation matrix works poorly when p is large compared to n (Michaud, 1989) . Both R n and S n are optimal estimators in many situations. However, problems arise when p is large compared to n. For n < p both R n and S n are not positive definite anymore (see Anderson and Olkin, 1985) , moreover their biases are extremely large and the efficiency is extremely low, meaning that estimates are largely varying from sample to sample. The reason is that these matrices have p p À 1 ð Þ=2 parameters estimated based on n Â p noisy measurements. It is simply not possible to accurately estimate O p 2 À Á parameters from few noisy data points. The concentration ratio c ¼ p=n is the key factor. If c is small (say less than 0.2), then the out-of-sample behaviour of R n and S n is well predicted by classical statistical theory. As c increases the excessive bias takes over due to the in-sample over-fitting caused by the extraordinary abundance of free parameters. One way to understand the effects of the bias of these estimators is to look at their spectral components, in particular the eigenvalues. The spectral components of S n and R n are central to many dimensional reduction methods such as principal component analysis (PCA). In fact, eigenvalues of S n are variances along the principal axes, while eigenvectors of S n and R n are directions of the principle axes. As c gets larger, the distribution of the eigenvalues becomes overly dispersed. The latter means that top eigenvalues are highly overestimated, and the small eigenvalues are highly underestimated. In fact, for n < p the sample covariance matrix becomes singular, and most of its eigenvalues are close to zero.
In order to better understand this fact, let us consider the experiments represented in Figures 1 and 2 . In these experiments n ¼ 100 data points are sampled from a multivariate standard normal distributions with variations of c. In all these situations a reasonably accurate estimate of the correlation structure should return a correlation matrix where all off-diagonal elements are close to zero (the true value). In Figure 1 heatmaps of R n are reported for two random samples of size n ¼ 100 with c ¼ 0:2 (that p ¼ 20) and c ¼ 1 (that is p ¼ 100). Samples of this size are rather common in genomics studies. It can be seen that as c increase many spurious correlations emerge in R n as a mere consequence of the strong unbalance between p and n (additional heatmaps for larger c are reported in Supplementary Fig. S1 ). In such a situation, analysis based on R n as measure of similarity between patients would be strongly affected by the enormous amount of spurious correlations. The effect produced by the high-dimensionality is well shown by the spectral components of R n . In Figure 2 we report the screeplots of R n versus the true correlation matrix for the same simple sampling design. The screeplot is often used to decide how many principal components to retain in PCA. While the ground truth is the white noise model (flat spectrum), these screeplots seem to suggest the existence of highly informative subspaces, which is false. Note that c ! 20 is a common setting in many gene expression datasets.
Robust estimation of correlation
It is well known that the sample correlation, similar to most averagetype statistics, can be strongly distorted by few observations, even a . Screeplots (plot of sorted eigenvalue) of Rn for random samples of size n ¼ 100 from a standard multivariate normal distribution (the correlation matrix equals the identity matrix) for c ¼ f0:2; 0:5; 1; 25g implying p ¼ f20; 50; 100; 2500g. For each c 1000 random draws have been performed and averaged sorted eigenvalues are reported, hence these are Monte Carlo expected screeplot single one (see Huber and Ronchetti, 2011; Maronna et al., 2006) . A robust statistic is a statistic that is stable to perturbations of the observed sample. Therefore, a robust statistic will not change too much if 'outlying' observations are added to the sample. Generally, outliers are thought as data points far away from the central part of the dataset. A separation between 'regular' data points and 'outliers' is conceptually needed in order to agree on what should be clearly considered as the non-regular part of the dataset. In robust statistic it is usually assumed that there is an unknown contamination process acting on the data acquisition. Although a huge progress has been made in genomic data acquisition, microarrays remain noisy (Ioannidis, 2005; Marshall, 2004) . In finite samples, isolated points are not always produced by an 'extraneous' contamination process. Sometimes, points far from the center of the data cloud appear because of the heavy tailed nature of the phenomenon under study. In general, it is not possible to establish the reason for the presence of outlying observations, but, in both cases, it is extremely important to protect us against the excessive influence they might have on the data analysis. A robust correlation matrix estimator can be built based on pairwise robust correlation measures. The resulting estimator ought not to be fully affine equivariant. Highly robust estimators that are also affine equivariant exist (see Maronna et al., 2006) , however there is a price to pay: (i) they do not work for n p; (i) they do not allow for scalable computations; (iii) they require tunings. On the other hand, in this paper, we work with pairwise estimators. Spearman's q rank correlation (Spearman, 1904) , and Kendall's s correlation (Kendall, 1938) are popular alternative for the Pearson correlation in genomic studies. These are non-parametric measures thought to be robust because they are based on ranks. However, Abdullah (1990) showed that, although these measures are more robust than Pearson correlation, their behaviour is not optimal and often exhibits low efficiency in finite samples (which means large variations from sample to sample). In D'haeseleer et al. (1998) limitations of rank-based correlations for microarray data are shown. Another proposal for pairwise robust correlation estimation is given in Hardin et al. (2007) . Although the proposed method has shown a good performance in the analysis of pairs of genes, it requires iterative computations for each pair and needs tunings to be set. The latter does not easily adapt to our goals, that is the possibility to easily operate on large scale problems with an unsupervised approach.
In Shevlyakov and Smirnov (2011) several robust pairwise estimators of correlation are compared. Among the alternatives under comparison, the MAD correlation estimator proposed in Pasman and Shevlyakov (1987) has been selected for our study for the following reasons: (i) in controlled experiments, it has shown remarkable performances even if the resulting correlation matrix estimator is not affine equivariant; (ii) it allows for fast and scalable computations; (iii) it does not require tunings.
In order to define the selected estimator, we introduce additional notations. Given a set of k measurements y ¼ fy 1 ; y 2 ; . . . ; y k g for some gene, let med y ð Þ be the sample median of those measurements. A robust measure of variability is given by the median absolute deviation, that is
Consider the data matrix X, the pair of genes l, m and define the principle variables as follows
and
The MAD correlation between genes l and m is computed as
The rationale behind (5) is that replacing med Á ð Þ with expectations in (3) and (4), and MAD Á ð Þ with the standard deviation in (3)- (5), the RMAD X l ; X m ð Þcoincides with the correlation between X l and X m . The latter is an identity due to Gnanadesikan and Kettenring (1972) .
...;p is constructed by computing (5) for all p p À 1 ð Þ=2 pairs of genes. Although R MAD is more computationally involving than R n , it is still feasible for large p in the order of tens of thousands of genes. In order to compute R MAD, the most computational demanding task is to sort X columnwise, but this needs to be performed just once. When X is sorted column-wise, sample medians of each gene are quickly calculated, and in order to calculate MADs across genes one does not need to resort the columns of X.
Regularization via adaptive thresholding
Hard thresholding is applied to R MAD to dampen the effects induced by the high-dimensionality. For a threshold value h, the hard thresholding operator is defined as
where I Á ð Þ is the usual indicator function. The correlation matrix T h R MAD ð
Þis not necessarily positive definite. If a positive definite correlation matrix is needed, one may compute the 'nearest positive definite correlation matrix' to T h R MAD ð Þusing the NCM algorithm of Higham (2002) . However, enforcement of positive definitiveness to T h R MAD ð Þdoes not guarantee preservation of its sparseness. The performance of (6) depends on the choice of h. A natural method to choose h is to perform cross-validation to minimize some risk function. Cross-validation is natural here because it optimizes the out-ofsample expected risk. It simply splits the sample randomly into two subsets of size n 1 and n 2 , and repeats the following steps K times. At the kth split, let R 1;k ð Þ MAD and R 2;k ð Þ MAD be the robust correlation matrices computed on the two subsets of size n 1 and n 2 , respectively. Risk is measured in terms of Frobenius loss. For a p Â p matrix A ¼ a ½ l;m¼1;2;...;p , the squared Frobenius norm of A is defined as jjAjj 
The choice of n 1 ¼ n À bn= log nc, and n 2 ¼ bn= log n ð Þc (so that n 2 < n 1 for n > exp 2 ð Þ) has been theoretically justified by Bickel and Levina (2008) . Other settings with n 2 < n 1 are possible, although in numerical experiments this did not change results too much provided that n is not too small. Jiang (2013) uses the same random cross-validation scheme for the sample correlation matrix. Note that h 2 0; 1 ½ because the threshold is bounded by 0 and 1. Optimization of (7) can be performed either by line search algorithms, or simply evaluating CV h ð Þ on a grid of threshold values defined onto [0, 1]. In our implementation, we use a grid of 100 equally spaced h values.
Finer grids are possible, but this will not change the final results in most situations. Note that the computational load is influenced by large choices of K, while the choice of a fine grid of h values only plays a marginal role. We choose K ¼ 25, which ensured a good balance between stability and speed. Larger values of K can be tried in situations where stability is more important than speed. Let h* be the minimizer of (7), the robust and sparse correlation matrix estimator proposed in this paper is given by RSC ¼ T Ã h R MAD ð Þ . In this paper the same hard thresholding scheme is also applied to alternative estimators of correlation. As previously stated, while theoretical guarantees exist under certain sparsity patterns for thresholded sample covariance/correlation matrices, there is no previous study where hard thresholding is applied to alternative estimators. In order to access the performance of RSC and other thresholded correlation estimators, we perform a Monte Carlo study in Section 3.3.
Results and discussion
The experiments were conducted on both synthetic and real gene expression datasets. See section 'Datasets collection and preparation' of Supplementary Material for a complete description of the datasets.
Correlations in cancer datasets
In this section we compare several measures of correlation on selected pairs of genes from two cancer datasets: TCGA.BRCA and TCGA.GBM. In Figure 3 , we show scatter plots of the selected pairs. In Figure 4 , we represent the 'cleaned' version of Figure 3 , that is, we plot the central part of the dataset only. For all four pairs we compare R MAD and RSC with: R n ¼ Pearson correlation, Tau ¼ Kendal's s, Rho ¼ Spearman's q, The hard thresholding of Section 2.4 is also applied to these estimators obtaining TR n , TTau and TRho.
Estimates are reported in Table 1 . Regarding RSC, the crossvalidation estimates a threshold level h ¼ 0.415 for TCGA.BRCA, and h ¼ 0.005 for TCGA.GBM. This is because the correlation structure of TCGA.GBM is so strong that the Frobenius risk would be too large for larger cuts. This confirms that thresholding induces sparsity depending on the underlying correlation structure. As previously noted, the amount of sparsity is also adaptively dependent on c, which is equal to 27.2 for TCGA.BRCA, and 15.8 for TCGA.GBM. On the other hand, TR n thresholds assume values h ¼ 0.75 in TCGA.BRCA, and h ¼ 0.005 for TCGA.GBM. Moreover TRho and TTau thresholds assume values of h ¼ 0.005 in TCGA.BRCA, and h ¼ 0.005 for TCGA.GBM.
The pair (HHIP, CCDC155) in Figure 3a shows a strong correlation except for a dozen of units expressing abnormal levels of CCDC155. This is clear from Figure 4a . The latter only emerges from R MAD and RSC. Rank based correlations miss the magnitude of the linear association, R n misses both magnitude and sign, while the large estimated threshold value by TR n sets it to zero. For the same dataset the pair (MYOZ2, TFAP2B) shows a different pattern. The scatter plot in Figure 3 suggests a rather strong positive correlation. However, if we had ignored the few units with largest amount of MYOX2 we would have perceived a weaker correlation as it is clear from Figure 4b . Most methods underestimate the amount of correlation, and TR n misses again the link between the two genes. The robust alternatives Rho, Tau do better here, although by looking at Figure 4b , R MAD better captures the associations strength, which can be found by using also the cross validation method (due to its adaptation capacity to data) and thus RSC does not cut the corresponding correlations.
In Figure 3c there is small cluster of units (about 5%) that exhibit low levels of CRYAB and large levels of KRT18. The overall scatter seems to show a strong correlation for the majority of units. However, the cleaned version of the scatter in Figure 4c shows that, once the small cluster is removed, for about 95% of the patients there is no correlation between the two genes. In this case, both R n and TR n establish a strong negative correlation. Regarding Tau and Rho, they all estimate moderate/low correlations in absolute values, although the sign is reversed. R MAD can capture the linear independence holding for the strong majority of the patients, the estimated value is cut off consistently by RSC. For all thresholded estimators, except RSC, the estimated threshold is too low to produce the desired cut. A similar, but reversed, pattern happens for the pair (MUC4, NCOA3). In Figure 3d we can see again a small cluster of patients (less than 5%) that have abnormally large values of MUC4. The picture seems to suggest a strong negative correlation for the majority of points. However, in Figure 4d we notice that, although there is a significant linear association between MUC4 and NCOA3, the strength of this association is somewhat weaker than that the previous picture might suggest. Again, a small cluster of points causes troubles to both R n and TR n . All the competitors can grasp the negative correlation, but Tau and Rho probably underestimate the actual strength. Here R MAD and RSC do well giving a more reasonable figure of the underlying correlation strength.
The patterns shown on the four pairs of genes are common to many other pairs in both TCGA.BRCA and TCGA.GBM. A systematic analysis of the performance for all pairs is not possible here because the ground truth does not exists, in fact, correlation is a stochastic parameter which is not observable. Overall, RSC performed better than its competitors. However, a drawback of RSC is that for TCGA.GBM it failed to estimate a sufficiently large h that would allow to automatically cut off many weak correlations. As noted previously, we have an overall strong correlation structure for this dataset, with a moderately large c, a typical situation where the adaptive thresholding is not at its best. This same behavior is also common to the other thresholded estimators tried here.
Gene network reconstruction
Microarray gene expression data have been widely applied to construct gene network models that describe the interactions among genes. Most of the classical approaches to reconstruct regulatory networks are based on mutual information or correlation measures.
We used the commonly known ARACNE algorithm (Margolin et al., 2006) on a synthetic dataset generated with SynTReN (Van den Bulcke et al., 2006) data to reconstruct the gene interaction network. The network has 300 nodes and 367 edges. We computed the correlation matrices and the threshold with RSC, TR n , TTau and TRho correlation measures and evaluated the sensitivity (or true positive rate) and specificity (or true negative rate) score measures with respect to the reconstructed networks and the gold standard.
Since the synthetic data contains 800 microarray experiments and 300 genes, and usually the real data have a smaller number of samples compared to the genes, we sub-sampled the dataset with different sample sizes (from 20 to 300 by step of 40, leading to values of c ¼ f15; 5; 3; 2:14; 1:67; 1:36; 1:15; 1g). For each c the subsampling was repeated 100 times.
Then we applied the RSC, TR n , TTau and TRho methods to each of the sub-sampled dataset to obtain the correlation matrices and the thresholds estimated in cross validation. The cross validation process was performed with K ¼ 25 splits and grid values for h going from 0.001 to 1 by steps of 0.01. In Figure 5 , the threshold estimated for each method are reported. As we can see, the RSC method estimated the highest thresholds while TTau gives the lowest ones.
We applied the ARACNE algorithm on each thresholded correlation matrix and we computed the sensitivity and specificity measure with respect to the gold standard. As we can see from Figure 6 , the specificity for RSC method is almost always higher than 0.8, while the sensitivity increases when c decreases. Compared with the other methods the sensitivity of the RSC algorithm is lower, but it always has higher specificity meaning that higher thresholds of the correlation allow to avoid false negative edges in the network.
In addition, the strength of the proposed thresholding methodology is that it is general and can be applied to several estimators to identify the optimal threshold for the dataset, as shown in this paper. In fact, in the absence of the proposed cross-validation methodology, a line search could be performed on a set of possible thresholds and the consistency of the results could be monitored as the threshold varies. However, in this case, the only way to identify Table 1 . Several correlation measures are reported for the genes represented in Figures 3 and 4 
Method
(HHIP, CCDC155) (MYOZ2, TFAP2B) (KRT18, CRYAB) (MUC4, NCOA3) ( Fig. 3a) ( Fig. 3b) ( Fig. 3c ) ( Fig. 3d the optimal threshold is to compare the obtained networks, one for each threshold, with a ground truth network and to find the value that gives the best correspondence between the two networks.
It is important to highlight the fact that the number of true positive and true negative edges is strongly unbalanced. In fact, the number of true negatives is much higher than the number of true positives. Then, it is interesting to investigate which is the percentage of real edges between all the edges predicted to be true from the models. As we can see from Table 2 , this percentage is higher for RSC across all the c values. This percentage is evaluated on the mean confusion matrices related to the repetition of the ARACNE method on 100 sub-samples of the dataset for each c. All the confusion matrices are reported in Supplementary Figures S9-S15 . Indeed, even if RSC loses true edges with respect to the other methods, the edges that are predicted to be present in the network, are more reliable than those of other methods. In fact, the highest threshold identified by the method removes more noise from the system.
Sometimes it is also important to study the reconstruction of the gene interaction network when the number of genes is significantly lower than the number of samples (e.g. analysis of specific metabolic pathways). This is why we evaluated the performance of the ARACNE method by using the whole SyNTreN e.coli dataset with 300 genes and 800 microarray (c ¼ 0.357). As we can see in Supplementary Figure S16 , the sensitivity and specificity of RSC method are always higher than the other ones.
Monte Carlo experiments
In this section we present a simulation study where the proposed methodology is assessed under two alternative correlation models. Let p be the dimension of the simulated data. The first model is the simple 'Spherical' correlation matrix model: R D ¼ I p where I p , is the identity matrix of order p. This model does not aim to reproduce known features of a typical gene expression dataset, however it has the role to assess whether a completely sparse structure is recovered under data contamination. Let p 1 ¼ bp=2c, and p 2 ¼ p -p 1 , fix q 2 À1; 1 ½ and consider the 'banded' correlation matrix
. B q ð Þ is the so called AR(1) correlation matrix, for jqj close to unity it produces a dense correlation matrix with correlations that slowly decrease outside the main diagonal. The second model is given by the following 'Block-Banded' correlation matrix
The Block-Banded model mixes sparsity and density in a block structure, because this is consistent with findings in many genomic studies. The setting q ¼ 0.7 produces a dense sub-block that occupies half of the dimensions in R BB . With this model we want to assess whether the thresholding is able to recognize a dense sub-block in an otherwise fairly sparse structure. In order to assess the effect of an increasing concentration ratio, the sample size is held fixed to n ¼ 100 throughout the simulation. Experiments with about 100 patients are a good approximation for real datasets. For both correlation models we consider c ¼ f0:2; 1; 20g implying p ¼ f20; 100; 2000g. A c ¼ 20 is also a good approximation of what happens in reality. In any Monte Carlo replica the contamination rate is set to 15%, which means that 85 observations are sampled on average under a 'regular' model, while the remaining 15 observations are samples on average from an 'outlier' model. The 'regular' data are sampled from the multivariate p-dimensional zeromean normal distribution under the two correlation models: R D and R BB .
The outlier part of the data generating process produces points whose position is highly unpredictable, and it also adds a strong dose of asymmetry in the pairwise scatters. The latter feature is commonly found in many datasets. Outlying points are sampled from the product distribution of p independent v 2 1 distributions (v 2 distribution with 1 degree of freedom). An example of the simulated dataset can be seen in Supplementary Figures S2 and S3 . The aim of this data generating process is to construct stress-tests that are also representative of what happens in reality. For each combination of c and correlation model (for a total of six different cases) we perform T ¼ 100 random draws from the previous data generating process, and we compute the same correlation matrix estimators introduced in Section 3.1. Several performance measures are computed. Evaluating the performance of a matrix estimator is harder than comparing its element-wise performance. Different performance statistics will highlight different aspects of the estimator. Let X 0 be the underlying 'true' correlation matrix, and let b X one of the previous four alternatives. Let k l ð Þ A ð Þ be the lth largest eigenvalue of a matrix A, we define
These are two common losses for covariance/correlation matrices. L F (Á) is the usual Frobenius loss scaled by ffiffiffi p p . The scaling is designed so that the squared Frobenius norm is equal to one for the identity matrix of any order p. L F (Á) measures the overall size of the estimation error comparing X 0 and b X element-wise. L S (Á) is a spectral loss that aims to assess the performance of the estimator in terms of the spectral components of X 0 . In particular, L S (Á) can be seen as the L 1 distance between the sorted true and the estimated eigenvalues. However, one of the most interesting question is whether estimators that pursue sparseness in a data-adaptive way tempt to eat sets of features (genes in our cases) for which strong correlations exist. In order to do this, one needs to somehow quantify what 'strong' means. We say that a pair of features is strongly correlated if their correlation exceed 0.75 in absolute value. Let A l; v ½ be the lth-row, vth-column element of the matrix A. Consider
These statistics resemble type-1 and type-2 error in hypothesis testing. E 1 ð b XÞ counts the number of pairs for which the estimated correlation are 'strong' while these pairs are uncorrelated in the ground truth. In terms of genomic analysis, this statistic counts the number of uncorrelated genes for which a strong link is established. Similarly, E 2 ð b XÞ counts the number of strongly correlated genes that are set to be uncorrelated by b X. Going from 0.75 to a lower/higher value does not change the conclusion of the following results, it would only change the scale of these statistics. The last performance statistic is
The latter counts sign-switches among all pairs that are not jointly null. Table 3 reports Monte Carlo averages and their standard errors for quality statistics across the simulation study. Barplots representing key results contained in Table 3 are available in Supplementary  Figures S4-S7 . We first focus on the estimation error, that is L F (Á) and L S (Á). As a general comment we note that for large c the spectral effect measured by L S (Á) is stronger than the element-wise summed effect measured by L F (Á). This is expected since eigenvalues are highly non-linear functions of the elements of the correlation matrix that convey important information on the underlying linear structure. As expected, the Block-Banded model is more difficult. Generally, the estimation error increases with c, and this is particularly clear from L S (Á). R MAD achieves the best overall performance within non-threshold-based methods. However, RSC performance is remarkable compared to any other of the competing methods, especially for c ¼ 20. In all situations, the performance for RSC in terms of spectral loss is much above the other methods. As expected, the classical R n estimator runs into serious problems. Tau and Rho improve over R n , but obviously, they cannot cope with large c as it happens for R MAD. Sparsification of TTau and TRho via thresholding does not help. This happens because the outlier process has the effect of decreasing the magnitude of positive correlations in a way that Tau and Rho are not completely able to tame, then the cross-validation is not able to select a suitable threshold for TTau and TRho. In all cases, TR n , TTau and TRho estimate a threshold too low to cut most of the spurious correlations.
The evidence about E 1 (Á) and E 2 (Á) statistics is also interesting. First notice that E 2 (Á) has zero average in all six cases for all methods. This is because the action of outliers and/or highdimensionality is to decrease estimated correlations in absolute values. We would had a non-zero average value for E 2 (Á) by considering a lower reference definition of 'strong correlations' (we adopted an arbitrary 0.75). R n has also the drawback that a lot of pairs of uncorrelated features are turned into 'strongly' correlated features. In this respect all alternative estimators improve on R n . This statistic is particularly important for the Block-Banded case when c ¼ 20, because one of the main concern about thresholding procedures is that they tempt to cut too many important correlations when the underlying correlation structure have dense blocks (as in the BlockBanded correlation model). All sparse alternatives do not overestimate the number of uncorrelated pairs, but, of course, this would change if a different definition of 'strong correlation' is assumed in E 2 (Á). The SS Á ð Þ does not seem to be a problem in all cases, except that for R MAD within the Block-Banded model. Since RSC does not suffer the same issue, this implies that R MAD reversed the sign of correlations of small magnitude.
From the present simulation study we conclude that: (i) the effects of contamination and high-dimensionality need to be treated jointly; (ii) RSC exhibits superior relative performance from all viewpoints; (iii) the fact that RSC never performed worse than any of its competitor is an indication that it is a safeguard to use it under all conditions.
Conclusions
In this work we proposed the RSC, a new method to estimate the correlation matrix for high-dimensional data. RSC is robust, and it adapts to the sparsity patterns by cutting off relatively small correlations. Moreover, the proposed method is easy to implement in numerical softwares, it is scalable, and does not require hand tunings allowing for unsupervised operations.
The method has been validated via simulation experiments, and real data analysis. Comparisons with alternative estimators have shown remarkable performances in all experimental settings. In particular, the performance against prior biological knowledge, were assessed. In fact, RSC is compared with TR n , TRho and TTau correlations as inputs of the ARACNE algorithm to reconstruct the gene interaction network of the E.coli dataset. The method proposed in this paper performed better than the other methods in terms of specificity, while the sensitivity is lower or comparable. If we compare the percentage of true edges in the gold standard network with respect to the total number of edges predicted to be true by ARACNE, RSC always obtains the best performance.
Finally, another important contribution of this work is the definition of a general data-adaptive methodology, that can be applied to different estimators, for the identification of the optimal threshold for cutting small values of the correlation matrices. 
