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Abstract
We study pseudodifferential boundary value problems in the context of the Boutet de Mon-
vel calculus or Green operators, with nonsmooth coefficients on smooth compact manifolds
with boundary. In order to have a definition that is independent of the choice of (smooth)
coordinates, we prove that nonsmooth Green operators are invariant under smooth coordinate
transformations.
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1 Introduction
In [10] L. Boutet de Monvel introduced a class of operators to model differential and pseudodiffer-
ential boundary value problems, which is closed under composition and adjoints and can be used to
construct parametrices of elliptic operators. This was the basis for many other pseudodifferential
calculi for boundary value problems, cf. e.g. Grubb [11]. Moreover, it was used in index theory, cf.
[10], Rempel and Schulze [22], in the theory of Stokes equations, cf. Grubb and Solonnikov [15, 12],
in geometrical problems as trace expansions, cf. e.g. Grubb and Schrohe [14], and others, cf. [11].
In most pseudodifferential calculi smoothness of the symbols with respect to all variables is
assumed. But in applications to nonlinear partial differential equations, operators with nonsmooth
symbols with respect to the space variable x occur naturally since the symbol depends on the
solution of the PDE itself, which has a priori limited smoothness. In the case of pseudodifferential
operators on Rn symbol classes with nonsmooth x-dependence were first introduced by Kumano-
Go and Nagase [18]. Properties of these operators were studied e.g. by Marschall [19], Witt [25],
Taylor [23, 24], Barraza-Mart´ınez, Denk and Herna´ndez-Monzo´n [9], and A. and Pfeuffer [5, 6, 7].
In the case of a half-space Rn+ the calculus for pseudodifferential boundary value problems was
extended to nonsmooth symbols by the first author in [1, 2]. The calculus was applied e.g. in A.
and Terasawa [8], A., Grubb and Wood [4], and Grubb [13] to study the Stokes equations, elliptic
boundary value problems in domains with low boundary regularity, and spectral asymptotics for
selfadjoint nonnegative singular Green operators. In the case of nonsmooth x-dependence the usual
algebraic properties of the associated operator classes are no longer true, e.g. the class is no longer
closed under composition and the usual asymptotic expansions no longer hold true. But there are
relaxed versions of these statements up to lower order operators. E.g. under suitable smoothness
assumptions the composition of two nonsmooth pseudodifferential operators is a pseudodifferential
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operator up to an operator of lower order and a finite piece of the usual asymptotic expansion holds
true, cf. [1, Theorem 1.2].
In the present contribution we want to complement the results in [1] , where only the case that the
domain is a half-space is treated, and the results in the master thesis [16], where pseudodifferential
operators with nonsmooth coefficients on manifolds were studied. We will show that the calculus is
closed under smooth coordinate changes which preserve the boundary, and define nonsmooth Green
operators on smooth manifolds. Of course one could also consider nonsmooth Green operators on
manifolds with limited smoothness. But on one hand this would make the calculus very technical
and complicated, e.g. when one considers operators of non-zero order the smoothness assumptions
for the domain and target manifold would need to be different to get sharp results. On the other
hand in applications one often parametrize a nonsmooth submanifold (or domain) in Rn by a
smooth “reference” manifold (or domain) close by, cf. e.g. [21, Section 2.3]. By a simple pull-back
equations on the nonsmooth manifold carry over to equations on the smooth reference manifold (with
nonsmooth coefficients). In this way nonsmoothness can be transferred from the manifolds to the
symbols of the operators. That is the reason why we restrict ourselves to nonsmooth Green operators
on smooth manifolds. The article is organized as follows: In Section 2 we give the preliminaries
needed to show that the calculus for nonsmooth pseudodifferential boundary value problems is
closed under coordinate changes. Section 3 is devoted to the proof of the invariance under a
suitable coordinate change for nonsmooth pseudodifferential operators on the Euclidean space. The
strategy corresponds to “freezing the coefficients” of the symbols of the operators and the idea is to
express the coordinate changes of a symbol as a composition of some appropriate continuous maps.
In Section 4 we study the kernel of nonsmooth pseudodifferential operators after composition with
multiplication operators, which appear in the definition of nonsmooth pseudodifferential operators
on manifolds. In Section 5 we recall the definition of nonsmooth Green operators: nonsmooth
Poisson operators, nonsmooth trace operators and nonsmooth singular Green operators. After this,
in Section 6 we show the invariance under a coordinate change for these operators on the Euclidean
space, again by the technique of freezing the coefficients. In Section 7 we study the kernel of
nonsmooth Green operators after composition with multiplication operators. In Section 8 we show
that the nonsmooth transmission condition is preserved under a smooth coordinate change. Finally
Section 9 is devoted to the definition of nonsmooth Green operators on smooth manifolds.
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2 Preliminaries
Along the document C will denote a generic constant.
2.1 Ho¨lder Spaces
By F we will denote a Fre´chet space equipped with a family of seminorms {| · |i}i∈N. The set
L∞(Rn;F ) consists of strongly measurable functions f : Rn → F such that ess sup
z∈Rn
{|f(z)|i} < ∞
for all i ∈ N. Then, L∞(Rn;F ) is equipped with the countable set of seminorms given by
‖f‖iL∞(Rn;F ) := ess sup
z∈Rn
{|f(z)|i} for all i ∈ N.
Definition 2.1 ([23, A.1]). Let τ > 0. The Ho¨lder space of F–valued functions on Rn of degree
τ , Cτ (Rn;F ), consists of functions f : Rn → F with Ho¨lder continuous derivatives ∂βz f of degree
τ − [τ ] for all |β| ≤ [τ ], equipped with the countable set of seminorms given for all i ∈ N by
‖f‖iCτ(Rn;F ):=
∑
|β|≤[τ ]
∥∥∂βz f∥∥iL∞(Rn;F ) + ∑
|β|=[τ ]
sup
z 6=y
∣∣∂βz f(z)− ∂βz f(y)∣∣i
|z − y|τ−[τ ]
. (1)
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We also use the notation Cτz (R
n;F ) to indicate the space of functions which are Ho¨lder contin-
uous with respect to the variable z ∈ Rn, and the notation ‖f‖iCτz (Rn;F )
if the norm of the function
f is taken with respect to z.
Remark 2.2. In the definition of the seminorms ‖·‖iCτ(Rn;F ) given in (1), in the second term on
the right hand side it is enough to consider z 6= y such that |z − y| < 1. Indeed, if z, y ∈ Rn are
such that |z − y| ≥ 1, then∣∣∂βz f(z)− ∂βz f(y)∣∣i ≤ 2 ∥∥∂βz f∥∥iL∞(Rn;F ) ≤ C|z − y|τ−[τ ].
Remark 2.3. Let τ /∈ N, τ > 1. If f ∈ Cτ (Rn;F ), then ∂zjf ∈ C
τ−1(Rn;F ) for all j = 1, . . . , n.
Moreover,
∥∥∂zjf∥∥iCτ−1(Rn;F ) ≤ ‖f‖iCτ (Rn;F ) for all i ∈ N.
Finally, for an open set U ⊆ Rn we denote by C∞(U ;F ) the set of all smooth f : U → F ,
C∞b (U ;F ) the subset of all f ∈ C
∞(U ;F ) that are bounded and have bounded derivatives of
arbitrary order (with respect to all seminorms), and C∞0 (U ;F ) is the set of all f ∈ C
∞(U ;F )
with compact support. In the case F = C we simply write C∞(U), C∞b (U) and C
∞
0 (U) for the
corresponding spaces.
2.2 Nonsmooth Pseudodifferential Operators
Let X be a Banach space, with norm ‖ · ‖X . For ξ ∈ R
n, we use the notation 〈ξ〉 := (1 + |ξ|2)1/2.
Definition 2.4 ([1, Def. 3.1] and [16, Def. 3.1]). The symbol space CτSm1,0(R
n × Rn;X), τ > 0,
m ∈ R, is the set of all functions p : Rn × Rn → X that are smooth with respect to ξ ∈ Rn and are
in Cτ with respect to x ∈ Rn satisfying for all α ∈ Nn the following estimates∥∥∂αξ p(·, ξ)∥∥Cτ (Rn;X) ≤ Cα〈ξ〉m−|α| for all ξ ∈ Rn. (2)
We will often use the shorthand notation CτSm1,0 for C
τSm1,0(R
n × Rn;X). We equip the space
CτSm1,0 with the following seminorms: For all p ∈ C
τSm1,0 and i ∈ N,
|p|iCτSm
1,0
:= max
|α|≤i
sup
ξ∈Rn
∥∥∂αξ p(·, ξ)∥∥Cτ (Rn;X) 〈ξ〉−m+|α|. (3)
We note that
Sm1,0(R
n × Rn;X) =
⋂
τ>0
CτSm1,0(R
n × Rn;X),
where Sm1,0(R
n × Rn;X) is the standard Ho¨rmander class of smooth pseudodifferential symbols in
its X–valued variant. For all p ∈ Sm1,0 and i ∈ N
|p|
(m)
i := max
|α|,|β|≤i
sup
(x,ξ)∈Rn×Rn
∥∥∂αξ ∂βxp(x, ξ)∥∥X 〈ξ〉−m+|α|
defines a sequence of seminorms, which yield the standard topology on Sm1,0(R
n × Rn;X).
For the following let X := L(X0, X1), where X0, X1 are two Banach spaces, let S(R
n;X0) be
the space of X0–valued smooth rapidly decreasing functions on R
n (if X0 = C, we use the notation
S(Rn)), and let p ∈ CτSm1,0(R
n × Rn;X). Then
(Op(p)u)(x) ≡ (p(x,Dx)u)(x) :=
∫
Rn
eix·ξp(x, ξ)û(ξ) d¯ξ for all x ∈ Rn, u ∈ S(Rn;X0),
defines a bounded linear operator p(x,Dx) : S(Rn;X0)→ Cτ (Rn;X1), which is the pseudodifferen-
tial operator associated to the symbol p. Here û(ξ) :=
∫
Rn
e−iy·ξu(y) dy is the Fourier transform of
u and d¯ξ := (2π)−ndξ.
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If p ∈ CτSm1,0, then p(x, ξ) is smooth in ξ. Hence we obtain as in the smooth case
p(x,Dx)f(x) =
∫
Rn
eix·ξp(x, ξ)fˆ(ξ) d¯ξ = Os−
∫∫
ei(x−y)·ξp(x, ξ)f(y) dy d¯ξ (4)
for all x ∈ Rn and f ∈ S(Rn;X0), since p(x, ξ)f(y) belongs to the standard space of amplitudes
Am0,0 with respect to (y, ξ) ∈ R
n × Rn, cf. e.g. [17, Chapter 1, §6]. We note that x is only a fixed
parameter for the oscillatory integral. Therefore, the smoothness with respect to x is irrelevant.
We recall that Am0,0 consists of all smooth a : R
n×Rn → X such that for all α, β ∈ Nn0 there is some
constant Cα,β > 0 such that
‖∂αy ∂
β
η a(y, η)‖X ≤ Cα,β(1 + |ξ|)
m for all y, η ∈ Rn.
In the case X = C the set and the associated oscillatory integrals are discussed in [17, Chapter 1,
§6]. The definition and results carry over to the X-valued setting in a straight forward manner.
2.3 Coordinate Changes in the Smooth Case
Definition 2.5 ([11, A.5]). Let U be either Rn or Rn+ := {x ∈ R
n : xn ≥ 0}. A smooth diffeomor-
phism κ : U → U is said to be a bounded smooth diffeomorphism if all derivatives of κ and κ−1
are bounded.
If κ is a bounded smooth diffeomorphism, then by the mean value theorem in several variables
applied to κ−1 (see [16, Lemma 2.3]), for all x, y ∈ U the matrix
Mκ−1(x, y) :=
∫ 1
0
D(κ−1)(x+ t(y − x)) dt,
satisfies
κ−1(x) − κ−1(y) =Mκ−1(x, y)
(
x− y
)
. (5)
By the same argument applied to κ instead of κ−1 and (5), we obtain that there exist constants
C1, C2 > 0 such that (see [11, (A.61)] and [16, (4.8)])
C1|x− y| ≤
∣∣κ−1(x) − κ−1(y)∣∣ ≤ C2|x− y| for all x, y ∈ U. (6)
Now we can state the invariance of pseudodifferential operators under coordinate changes in the
following way:
Theorem 2.6. Let κ : Rn → Rn be a bounded smooth diffeomorphism and let A = p(x,Dx), where
p ∈ Sm1,0(R
n × Rn) for some m ∈ R. Then, the operator Aκ given by Aκ(u) := [A(u ◦ κ)] ◦ κ−1 for
all u ∈ C∞0 (R
n) is a pseudodifferential operator of order m on Rn. Moreover, if we denote by pκ
its symbol, the mapping
Sm1,0(R
n × Rn) ∋ p 7→ pκ ∈ S
m
1,0(R
n × Rn)
is continuous.
The first part follows e.g. from [17, Chapter 2, Theorem 6.3]. Analyzing the proof one easily
sees that the mapping is bounded.
Remark 2.7. The result and proof of Theorem 2.6 directly carries over to the case that p ∈
Sm1,0(R
n × Rn;X) with X = L(X0, X1) as before.
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3 Coordinate Changes for Nonsmooth Pseudodifferential Op-
erators
Now we generalize Theorem 2.6 to the case of nonsmooth pseudodifferential operators. To this end
we use bounded smooth diffeomorphisms as introduced in Definition 2.5.
Theorem 3.1. Let κ : Rn → Rn be a bounded smooth diffeomorphism and let p ∈ CτSm1,0(R
n ×
Rn;L(X0, X1)), where m ∈ R, τ > 0, τ /∈ N, and X0, X1 are Banach spaces. Then there is a
p˜ ∈ CτSm1,0(R
n × Rn;L(X0, X1)) such that
p˜(x,Dx)f(x) = κ
−1,∗ ◦ p(x,Dx) ◦ κ
∗f(x) for all x ∈ Rn, f ∈ S(Rn;X0), (7)
where κ∗f := f ◦ κ.
Remark 3.2. In the case τ ∈ N the statement of the theorem holds true if one replaces Cτ by
Cτ−1,1, where Ck,1(Rn;F ) consists of all functions f ∈ Ck(Rn;F ) such that ∂αx f : R
n → F is
globally Lipschitz continuous for all |α| = k. The following proofs can be easily carried over to that
case.
Proof. (Theorem 3.1) For the following let X := L(X0, X1) and be aware of the two different sets:
1. CτSm1,0, the set of functions p : R
n × Rn → X from Definition 2.4.
2. Cτ (Rn;Sm1,0(R
n × Rn;X)), that we will denote by Cτ (Rn;Sm1,0), the set of Ho¨lder continuous
functions f : Rn → Sm1,0, such that for every i ∈ N, the value of the corresponding seminorm
‖·‖iCτ(Rn;Sm
1,0)
(defined in (1)) applied to f is finite.
The idea of the proof is to see the operator defined by (7) as a composition of the following
continuous maps:
Φ1 : C
τSm1,0 → C
τ (Rn;Sm1,0) : p 7→ (z 7→ qz),
Φ2 : C
τ (Rn;Sm1,0)→ C
τ (Rn;Sm1,0) : (z 7→ qz) 7→ (z 7→ qκ−1(z))
Φ3 : C
τ (Rn;Sm1,0)→ C
τ (Rn;Sm1,0) : (z 7→ qz) 7→ (z 7→ Tqz)
Φ4 : C
τ (Rn;Sm1,0)→ C
τSm1,0 : (z 7→ qz) 7→ qz|z=x
where qz(x, ξ) := p(z, ξ) for all z, x, ξ ∈ Rn,
T : Sm1,0(R
n × Rn;L(X0, X1))→ S
m
1,0(R
n × Rn;L(X0, X1)) : p 7→ pκ
represents the change of coordinates map as in Theorem 2.6, pκ represents the symbol of the operator
defined in that theorem, and qz|z=x(x, ξ) = qx(x, ξ) for all x, ξ ∈ Rn.
The map Φ1 corresponds to a “freezing of coefficients” since it takes a nonsmooth p and maps
it to a family of smooth symbols qz = p(z, ·) depending on the spatial variable z. Moreover, Φ2
treats the coordinate transformation only in the “frozen” spatial variable z ∈ Rn and Φ3 describes
the coordinate change for the smooth symbol qz for each z. Finally, Φ4 corresponds to “unfreezing”
the coefficients by evaluating “z = x”.
Next we will prove that these maps are well–defined and continuous. Then the symbol of the
operator given by (7) can be written as
p˜(x, ξ) = Φ4(Φ3(Φ2(Φ1(p))))(x, ξ),
for all (x, ξ) ∈ Rn × Rn and we conclude the statement of the theorem.
The continuity of Φ2 and Φ3 are obvious since these mappings act only with respect to z ∈ Rn,
qz ∈ Sm1,0, respectively, and the latter actions are well defined and continuous due to Theorem 2.6
because κ is a bounded smooth diffeomorphism.
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Lemma 3.3. Let m ∈ R, τ > 0, τ 6∈ N. Then the map
Φ1 : C
τSm1,0 → C
τ (Rn;Sm1,0) : p 7→ q,
where qz(x, ξ) := p(z, ξ) for all z, x, ξ ∈ R
n, is well–defined and continuous.
Proof. For z ∈ Rn fixed, the function qz belongs to Sm1,0. In fact, qz has constant coefficients and
therefore it is smooth with respect to x. Since p ∈ CτSm1,0, for any pair of multiindices α, β ∈ N
n
there exists a constant Cα,β such that∥∥∂αξ ∂βx qz(x, ξ)∥∥X = ∥∥∂αξ ∂βx (p(z, ξ))∥∥X ≤ Cα,β〈ξ〉m−|α|
which implies that qz ∈ Sm1,0 for all z ∈ R
n.
By definition of qz , if p ∈ Cτ with respect to x, then q ∈ Cτ with respect to z. Indeed, for all
i ∈ N and for all δ ∈ Nn such that |δ| ≤ [τ ]
sup
z∈Rn
∣∣∂δzqz∣∣(m)i = sup
z∈Rn
max
|α|,|β|≤i
sup
(x,ξ)∈Rn×Rn
∥∥∂αξ ∂βx∂δzqz(x, ξ)∥∥X 〈ξ〉−m+|α|
= sup
z∈Rn
max
|α|≤i
sup
ξ∈Rn
∥∥∂αξ ∂δz (p(z, ξ))∥∥X 〈ξ〉−m+|α| ≤ C |p|iCτSm1,0 . (8)
Moreover for z0, z1 ∈ Rn and for all δ ∈ Nn such that |δ| = [τ ],∣∣∂δzqz0 − ∂δzqz1 ∣∣(m)i
= max
|α|,|β|≤i
sup
(x,ξ)∈Rn×Rn
∥∥∂αξ ∂βx∂δzqz0(x, ξ)− ∂αξ ∂βx∂δzqz1(x, ξ)∥∥X 〈ξ〉−m+|α|
= max
|α|≤i
sup
ξ∈Rn
∥∥∂αξ ∂δz (p(z0, ξ))− ∂αξ ∂δz (p(z1, ξ))∥∥X 〈ξ〉−m+|α|
≤ C |z0 − z1|τ−[τ ] |p|iCτSm
1,0
.
Hence, for all i ∈ N and for all δ ∈ Nn such that |δ| = [τ ]
sup
z0,z1∈Rn
z0 6=z1
∣∣∂δzqz0 − ∂δzqz1 ∣∣(m)i
|z0 − z1|τ−[τ ]
≤ C |p|iCτSm
1,0
. (9)
Both (8) and (9) imply that for all i ∈ N there exists a constant C such that
‖q‖iCτ(Rn;Sm
1,0)
≤ C |p|iCτSm
1,0
.
Lemma 3.4. The map Φ4 : C
τ (Rn;Sm1,0)→ C
τSm1,0 is well–defined and continuous.
Proof. First of all, let q˜(x, ξ) := qz(x, ξ)|z=x. Then we have
max
|α|≤i
sup
ξ∈Rn
∥∥∂αξ q˜(·, ξ)∥∥L∞(Rn;X) 〈ξ〉−m+|α|
≤ max
|α|≤i
sup
(x,ξ)∈Rn×Rn
∥∥∥∂αξ qz(x, ξ)∣∣z=x∥∥∥X 〈ξ〉−m+|α|
≤ C sup
z∈Rn
max
|α|≤i
sup
(x,ξ)∈Rn×Rn
∥∥∂αξ ∂βx qz(x, ξ)∥∥X 〈ξ〉−m+|α|
= C ‖q•‖
i
L∞(Rn;Sm
1,0)
. (10)
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Claim 3.5. Let q ∈ Cτ (Rn;Sm1,0) for τ ∈ (0, 1). Then q˜ ∈ C
τSm1,0.
Proof. Let α ∈ Nn be any multiindex. By the triangle inequality we have∥∥∂αξ q˜(x0, ξ)− ∂αξ q˜(x1, ξ)∥∥X 〈ξ〉−m+|α|
≤
∥∥∂αξ qx0(x0, ξ)− ∂αξ qx1(x0, ξ)∥∥X 〈ξ〉−m+|α|+
+
∥∥∂αξ qx1(x0, ξ)− ∂αξ qx1(x1, ξ)∥∥X 〈ξ〉−m+|α|. (11)
Applying the mean value theorem in several variables for all x0, x1 ∈ Rn such that |x0− x1| < 1 we
obtain ∥∥∂αξ qx1(x0, ξ)− ∂αξ qx1(x1, ξ)∥∥X 〈ξ〉−m+|α|
≤ sup
0≤c≤1
∥∥∇x∂αξ qx1((1 − c)x0 + cx1, ξ)∥∥X 〈ξ〉−m+|α||x0 − x1|
≤ |qx1 |
(m)
|α|+1 |x
0 − x1| ≤ ‖q‖
|α|+1
Cτ (Rn;Sm
1,0)
|x0 − x1|τ , (12)
where ∇xf represents the gradient of the function f with respect to x.
By definition of the seminorm | · |
(m)
|α| there exists C ∈ R such that∥∥∂αξ qx0(x0, ξ)− ∂αξ qx1(x0, ξ)∥∥X 〈ξ〉−m+|α| ≤ |qx0 − qx1 |(m)|α|
≤ C ‖q‖
|α|
Cτ (Rn;Sm
1,0)
|x0 − x1|τ . (13)
An application of (12) and (13) in (11) gives us the existence of a constant C such that∥∥∂αξ q˜(x0, ξ)− ∂αξ q˜(x1, ξ)∥∥X 〈ξ〉−m+|α| ≤ C ‖q‖|α|+1Cτ (Rn;Sm1,0) |x0 − x1|τ
for all x0, x1 ∈ Rn such that |x0 − x1| < 1.
Therefore by Remark 2.2 there exists a constant C such that
sup
x0 6=x1
∥∥∥∂αξ q˜(x0, ξ)− ∂αξ q˜(x1, ξ)∥∥∥
X
|x0 − x1|τ
〈ξ〉−m+|α| ≤ C ‖q‖
|α|+1
Cτ (Rn;Sm
1,0)
.
Thus, by (10) for all α ∈ Nn, there exists a constant C such that for all ξ ∈ Rn∥∥∂αξ q˜(·, ξ)∥∥Cτ (Rn;X) 〈ξ〉−m+|α| ≤ C ‖q‖|α|+1Cτ (Rn;Sm1,0) .
Hence q˜ ∈ CτSm1,0. Moreover, this shows that for all i ∈ N there exists some constant Ci ∈ R such
that
‖q˜‖iCτSm
1,0
≤ Ci ‖q‖
i+1
Cτ (Rn;Sm
1,0)
.
Claim 3.6. Let q ∈ Cτ (Rn;Sm1,0) for τ > 0, τ /∈ N. Then q˜ ∈ C
τSm1,0.
Proof. Let α ∈ Nn. By (10), we already have the estimate
∥∥∥∂αξ ∂βx q˜(·, ξ)∥∥∥
L∞(Rn;X)
≤ Cα,β〈ξ〉m−|α|
in the case β = 0. Therefore we need to prove that ∂αξ q˜ belongs to C
[τ ](Rn;X) with respect to x,
that for all β ∈ Nn with |β| = [τ ], ∂αξ ∂
β
x q˜ belongs to C
τ−[τ ](Rn;X) with respect to x, and then
conclude that q˜ satisfies estimates as in (2). This can be proved by mathematical induction with
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respect to [τ ] ∈ N.
The case [τ ] = 0 was proved in Claim 3.5 before. So, let l ∈ N, and assume that for every τ /∈ N
with 0 ≤ [τ ] ≤ l we have that q ∈ Cτ (Rn;Sm1,0) implies that q˜ ∈ C
τSm1,0. Let τ /∈ N be such that
[τ ] = l + 1.
Since q ∈ Cτ (Rn;Sm1,0), for all γ ∈ N
n with 1 ≤ |γ| ≤ [τ ] = l + 1, ∂γz q ∈ C
τ−|γ|(Rn;Sm1,0), and then
by induction hypothesis ∂γz qz(x, ξ)|z=x ∈ C
τ−|γ|Sm1,0.
For all β ∈ Nn, 1 ≤ |β| ≤ [τ ], there exist j ∈ {1, . . . , n} and δ ∈ Nn such that ∂βx = ∂
δ
x∂xj . Then by
the chain rule we have
∂βx q˜(x, ξ) = ∂
δ
x∂xj q˜(x, ξ) = ∂
δ
x
(
∂zjqx(x, ξ)
∣∣
z=x
)
+ ∂δx
(
∂xjqz(x, ξ)
∣∣
z=x
)
. (14)
So q˜(x, ξ) is also differentiable with respect to x up to order [τ ]. By induction hypothesis, the facts
that [τ − 1] ≤ l and ∂zjq ∈ C
τ−1(Rn;Sm1,0), imply that ∂zjqz(x, ξ)
∣∣
z=x
∈ Cτ−1Sm1,0. Also the map
x 7→ ∂xjqz(x, ξ)
∣∣
z=x
lies in Cτx . Since C
τ
x →֒ C
τ−1
x and ∂xjqz(x, ξ)
∣∣
z=x
∈ Cτ−1Sm1,0, from (14) we
get that ∂βx q˜ ∈ C
τ−1−|δ|Sm1,0(R
n × Rn;X) = Cτ−|β|Sm1,0(R
n × Rn;X). Therefore q˜ is in Cτ with
respect to x.
By induction hypothesis we can prove from (14) that for any α, β ∈ Nn, |β| ≤ l + 1, there exist a
constant Cα,β and i
′ ∈ N such that∥∥∂αξ ∂βx q˜(·, ξ)∥∥L∞(Rn;X) 〈ξ〉−m+|α| ≤ Cα,β ‖q‖i′Cτ (Rn;Sm1,0) ,
and that for any β ∈ Nn with |β| = [τ ] = l + 1
sup
x0 6=x1
∥∥∥∂αξ ∂βx q˜(x0, ξ)− ∂αξ ∂βx q˜(x1, ξ)∥∥∥
X
|x0 − x1|τ−1
〈ξ〉−m+|α|
≤ sup
x0 6=x1
∥∥∥∂αξ ∂δx (∂zjqz(x0, ξ)∣∣z=x0)− ∂αξ ∂δx (∂zjqz(x1, ξ)∣∣z=x1)∥∥∥X
|x0 − x1|τ−1
〈ξ〉−m+|α|
+ sup
x0 6=x1
∥∥∥∂αξ ∂δx (∂xjqz(x0, ξ)∣∣z=x0)− ∂αξ ∂δx (∂xjqz(x1, ξ)∣∣z=x1)∥∥∥X
|x0 − x1|τ−1
〈ξ〉−m+|α|
≤
∥∥∥∂αξ ∂zjqz(·, ξ)∣∣z=·∥∥∥Cτ−1(Rn;X) 〈ξ〉−m+|α| +
∥∥∥∂αξ ∂xjqz(·, ξ)∣∣z=·∥∥∥Cτ−1(Rn;X) 〈ξ〉−m+|α|
≤ C ‖q‖i
′
Cτ (Rn;Sm
1,0)
.
since for all |β| ≤ l + 1, ∂βz q ∈ C
τ−|β|
z (Rn;Sm1,0).
The previous argument also shows that for all i ∈ N, there exist C ∈ R, i′ ∈ N such that
‖q˜‖iCτSm
1,0
≤ C ‖q‖i
′
Cτ (Rn;Sm
1,0)
.
Thus we get that the map Φ4 is well–defined and continuous.
Altogether we have finished the proof of Theorem 3.1.
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4 Localizations of Nonsmooth Pseudodifferential Operators
For the following let X := L(X0, X1) for two Banach spaces X0, X1 and p ∈ C
τSm1,0 ≡ C
τSm1,0(R
n×
Rn;X) for some m ∈ R and τ > 0.
The definition of pseudodifferential operators on manifolds involves operators with Schwartz
kernels vanishing on the diagonal that appear as remainders, when a pseudodifferential operator is
localized. These remainders are compositions of a pseudodifferential operator with appropriate mul-
tiplication operators by smooth functions having disjoint supports. In this section we show that any
of such remainders of localizations of nonsmooth pseudodifferential operators has a representation
by a so-called Cτ − C∞–kernel:
Definition 4.1. Let p(x,Dx) be a pseudodifferential operator with a symbol p ∈ CτSm1,0(R
n×Rn;X)
for some m ∈ R, τ > 0. A function K : Rn × Rn → X such that for all f ∈ S(Rn;X0),
p(x,Dx)f(x) =
∫
Rn
K(x, x− y) f(y) dy for all x ∈ Rn (15)
is called a Cτ − C∞–kernel of p(x,Dx) if it is in Cτ with respect to the first variable and it is in
C∞ with respect to the second variable such that for all α, β ∈ Nn, there is some constant Cα,β > 0
such that
sup
z∈Rn
∥∥zβ∂αzK(·, z)∥∥Cτ (Rn;X) ≤ Cα,β .
Lemma 4.2. Let p ∈ CτSm1,0(R
n × Rn;X) for some m ∈ R, τ > 0. Then p(x,Dx) is of order −∞
(i.e., p ∈ CτS−∞1,0 ) if and only if p(x,Dx) has a C
τ − C∞–kernel.
Proof. The proof is similar to [26, Proof of Theorem 7.6], one mainly has to take the nonsmoothness
with respect to x into account, where x plays the role of one parameter. Let p ∈ CτS−∞1,0 (R
n×Rn;X)
for some τ > 0. Define
Kp(x, z) :=
∫
Rn
eizξp(x, ξ) d¯ξ. (16)
For all α, β ∈ Nn the estimate
sup
z∈Rn
∥∥zβ∂αzKp(·, z)∥∥Cτ (Rn;X) ≤ Cα,β ,
can be derived from
zβ∂γx∂
α
zKp(x, z) =
∫
Rn
eizξ(i∂ξ)
β
(
(iξ)α∂γxp(x, ξ)
)
d¯ξ,
which follows from integration by parts and the identity zβeizξ = (−i∂ξ)βeizξ. Indeed, for all
|γ| ≤ [τ ], setting Dβξ := (−i)
|β|∂βξ ,
sup
x∈Rn
∥∥zβ∂γx∂αzKp(x, z)∥∥X
= sup
x∈Rn
∥∥∥∥∫
Rn
eizξ(i∂ξ)
β
(
(iξ)α∂γxp(x, ξ)
)
d¯ξ
∥∥∥∥
X
≤ C sup
x∈Rn
∫
Rn
∥∥∥Dβξ (ξαDγxp(x, ξ))∥∥∥
X
d¯ξ
≤ C
∑
|δ|≤|β|
∫
Rn
∣∣Dδξ(ξα)∣∣ ∥∥∥Dβ−δξ Dγxp(·, ξ)∥∥∥
L∞(Rn;X)
d¯ξ ≤ C
∫
Rn
〈ξ〉−N d¯ξ ≤ C
independently of z for any N ≥ n + 1. Therefore, for all |γ| ≤ [τ ] there exists a constant C such
that ∥∥zβ∂γx∂αzKp(·, z)∥∥L∞(Rn;X) < C.
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We also have for |γ| = [τ ]
sup
x0 6=x1
∥∥zβ∂γx∂αzKp(x0, z)− zβ∂γx∂αzKp(x1, z)∥∥X
|x0 − x1|τ−[τ ]
= sup
x0 6=x1
∥∥∥∫
Rn
eizξ
[
(i∂ξ)
β
(
(iξ)α∂γxp(x
0, ξ)
)
− (i∂ξ)β
(
(iξ)α∂γxp(x
1, ξ)
)]
d¯ξ
∥∥∥
X
|x0 − x1|τ−[τ ]
≤ C
∫
Rn
sup
x0 6=x1
∥∥∥Dβξ (ξαDγxp(x0, ξ)) −Dβξ (ξαDγxp(x1, ξ))∥∥∥
X
|x0 − x1|τ−[τ ]
d¯ξ
≤ C
∑
|δ|≤|β|
∫
Rn
∣∣Dδξ(ξα)∣∣ ∥∥∥Dβ−δξ p(·, ξ)∥∥∥
Cτ (Rn;X)
d¯ξ ≤ C
∫
Rn
〈ξ〉−N d¯ξ ≤ C
independently of z for any N ≥ n + 1. Therefore, for all α, β ∈ Nn there exists a constant Cα,β
such that
sup
z∈Rn
∥∥zβ∂αzKp(·, z)∥∥Cτ (Rn;X) < Cα,β .
Thus, Kp is a C
τ − C∞–kernel of the operator p(x,Dx).
For the converse, we apply the Fourier transform with respect to z on both sides of (16), and
proceeding as before we obtain that for all i ∈ N, for all N ∈ N
|p|i
CτS−N
1,0
:= max
|α|≤i
sup
ξ∈Rn
∥∥∂αξ p(·, ξ)∥∥Cτ (Rn;X) 〈ξ〉N+|α| <∞.
Therefore p(x, ξ) ∈ Cτ (Rnx ;S(R
n
ξ )), i.e., p is of order −∞.
Proposition 4.3. Let ϕ, ψ ∈ C∞b (R
n) be such that suppϕ ∩ suppψ = ∅ and let p ∈ CτSm1,0(R
n ×
Rn;X) for some τ > 0, m ∈ R. Then the operator ϕ(x)p(x,Dx)ψ(x) has a Cτ − C∞–kernel
K : Rn × Rn → X.
Proof. For some δ > 0, ϕ(x)p(x, ξ)ψ(y) = 0 in {(x, y) ∈ Rn × Rn : |x − y| < δ}, and for any
k ∈ N, |x − y|−2k is smooth in {(x, y) ∈ Rn × Rn : y 6= x} and all derivatives are bounded in
{(x, y) ∈ Rn×Rn : |x−y| ≥ δ}. Then, for any f ∈ S(Rn), the function |x−y|−2kϕ(x)p(x, ξ)ψ(y)f(y)
belongs to the space of amplitudes Am0,0 with respect to (y, ξ) ∈ R
n × Rn. Hence, as in (4) we can
write
ϕ(x)p(x,Dx)(ψf)(x) = Os−
∫∫
ei(x−y)·ξϕ(x)p(x, ξ)ψ(y)f(y) dy d¯ξ
= Os−
∫∫
|x− y|2kei(x−y)·ξ|x− y|−2kϕ(x)p(x, ξ)ψ(y)f(y) dy d¯ξ
= Os−
∫∫
ei(x−y)·ξ(−∆ξ)
kp(x, ξ)|x − y|−2kϕ(x)ψ(y)f(y) dy d¯ξ (17)
by using integration by parts. We also have
(−∆ξ)
kp(x, ξ) = O(〈ξ〉m−2k).
We can choose k such that m− 2k ≤ −n− 1, and −2k ≤ −n− 1. Then∣∣(−∆ξ)kp(x, ξ)|x − y|−2kϕ(x)ψ(y)f(y)∣∣ ≤ C〈ξ〉−n−1|x− y|−n−1‖f‖L∞(Rn),
so the term (−∆ξ)kp(x, ξ)|x − y|−2kϕ(x)ψ(y)f(y) belongs to L1(Rn × Rn) with respect to (y, ξ),
and we can use Fubini’s theorem to obtain that the right-hand side of (17) coincides with∫∫
ei(x−y)·ξ(−∆ξ)
kp(x, ξ) d¯ξ |x− y|−2kϕ(x)ψ(y)f(y) dy. (18)
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Considering
K˜k(x, z) :=
∫
Rn
eiz·ξ(−∆ξ)
kp(x, ξ) d¯ξ, (19)
(18) amounts to ∫
Rn
K˜k(x, x − y) |x− y|
−2kϕ(x)ψ(y)f(y) dy. (20)
Claim 4.4. The function K˜k(x, z) defined in (19) is in C
∞(Rn \ {0};X) with respect to z for all
x ∈ Rn, and it is in Cτ (Rn;X) with respect to x for all z ∈ Rn.
Proof. First let α ∈ Nn be such that |α|+m− 2k < −n− 1 then
∂αz K˜k(x, z) =
∫
Rn
(iξ)αeiz·ξ(−∆ξ)
kp(x, ξ) d¯ξ,
and therefore ∥∥∥∂αz K˜k(·, z)∥∥∥
Cτ (Rn;X)
≤
∫
Rn
∥∥(iξ)αeiz·ξ(−∆ξ)kp(·, ξ)∥∥Cτ (Rn) d¯ξ
≤ C
∫
Rn
〈ξ〉|α|+m−2k d¯ξ ≤ C
∫
Rn
〈ξ〉−n−1 d¯ξ <∞.
Finally, if α ∈ Nn is such that |α| + m − 2k ≥ −n − 1, we can choose kˆ ∈ N such that
|α|+m− 2kˆ < −n− 1. By integration by parts
|z|2kˆ−2k∂αz K˜k(x, z) =
∫
Rn
eiz·ξ(−∆ξ)
kˆ−k
[
(iξ)α(−∆ξ)
kp(x, ξ)
]
d¯ξ.
Using the Leibniz rule one observes that the integrand is a sum, where each term is O(〈ξ〉m−2kˆ+|α|).
Therefore the integrand is in L1(Rn) uniformly with respect to x, z ∈ Rn. Thus,
∂αz K˜k(x, z) = |z|
−2kˆ+2k
∫
Rn
eiz·ξ(−∆ξ)
kˆ−k
[
(iξ)α(−∆ξ)
kp(x, ξ)
]
d¯ξ,
where the first term in the product of the right hand side is smooth in {z ∈ Rn : z 6= 0}, and in the
second term we apply the argument given above for the first case.
From (20) we can define the kernel that we need to conclude the proof of the theorem, by
K(x, z) := K˜k(x, z) |z|
−2kϕ(x)ψ(x − z)
=
∫
Rn
eiz·ξ(−∆ξ)
kp(x, ξ) d¯ξ |z|−2kϕ(x)ψ(x − z).
Note that this definition is independent of k. Moreover, we have
Claim 4.5. For all N ∈ N, the function K(x, z) is in CN (Rn;X) with respect to z for all x ∈ Rn,
it is in Cτ (Rn;X) with respect to x for all z ∈ Rn, and for all α ∈ Nn such that |α| ≤ N and for
all M ∈ N there exists a constant Cα,M such that
‖∂αzK(·, z)‖Cτ (Rn;X) ≤ Cα,M 〈z〉
−M for all z ∈ Rn.
Proof. Choose k such that m + N − 2k < −n − 1. The statement follows from Claim 4.4 since
K(x, z) is the product of K˜k(x, z) with the functions |z|−2k, ϕ(x), and ψ(x− z), which are smooth
on Rn \ {0}.
Altogether K is a Cτ − C∞–kernel of the operator ϕ(x)p(x,Dx)ψ(x).
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5 Nonsmooth Green Operators
We briefly recall the definition of nonsmooth Green operators as they were introduced in [1]. We
refer to [11, Section 1.2] for the treatment of Green operators in the smooth case.
Recall that S+ := S(R+) denotes the space of smooth rapidly decreasing functions on R+.
Definition 5.1 ([1, Def. 4.1]). Let τ > 0, m ∈ R. Let U be Rn−1 or Rn+. The set of symbol–kernels
CτSm1,0(U ×R
n−1;S+) is the set of functions h(x, ξ′, yn), which are smooth in (ξ′, yn) ∈ Rn−1×R+
and which are in Cτ (U) with respect to x satisfying for all α ∈ Nn−1, l, l′ ∈ N the estimate∥∥∥yln∂l′yn∂αξ′h(·, ξ′, ·)∥∥∥
Cτ (U ;L2yn (R+))
≤ Cα,l,l′〈ξ
′〉m+
1
2
−l+l′−|α| (21)
for all ξ′ ∈ Rn−1, for some constant Cα,l,l′ .
We note that a function h belongs to CτSm1,0(U × R
n−1;S+) if and only if for all l, l′ ∈ N
yln∂
l′
ynh ∈ C
τS
m+ 1
2
−l+l′
1,0 (U × R
n−1;L2yn(R+)).
Moreover, we have
Sm1,0(U × R
n−1;S+) =
⋂
τ>0
CτSm1,0(U × R
n−1;S+),
where Sm1,0(U ×R
n−1;S+) is the smooth symbol–kernel space as e.g. in [11, Section 2.3]. We will use
the shorthand notation CτSm1,0(S+) for C
τSm1,0(U×R
n−1;S+), and Sm1,0(S+) for S
m
1,0(U×R
n−1;S+).
We equip the space CτSm1,0(S+) with the following seminorms
|h|iCτSm
1,0(S+)
:= max
l,l′,|α|≤i
sup
ξ′∈Rn−1
∥∥∥yln∂l′yn∂αξ′h(·, ξ′, ·)∥∥∥Cτ (U ;L2yn (R+)) 〈ξ′〉−m− 12+l−l′+|α|
for all h ∈ CτSm1,0(S+) and i ∈ N, and the space S
m
1,0(S+) with the following seminorms
|h|
(m)
i := max
l,l′,|α|,|β|≤i
sup
x∈U
ξ′∈Rn−1
∥∥∥yln∂l′yn∂βx∂αξ′h(x, ξ′, ·)∥∥∥L2yn (R+) 〈ξ′〉−m− 12+l−l′+|α|
for all h ∈ Sm1,0(S+) and i ∈ N.
5.1 Nonsmooth Poisson Operators
Definition 5.2. Let k ∈ CτSm−11,0 (R
n
+ × R
n−1;S+), τ > 0, m ∈ R. Then we define the nonsmooth
Poisson operator of order m on v ∈ S(Rn−1) associated to the symbol–kernel k by
(k(x,Dx′)v)(x
′, xn) :=
∫
Rn−1
eix
′·ξ′k(x, ξ′, xn)Fx′ 7→ξ′ [v](ξ
′) d¯ξ′.
Using the boundary symbol operator from C to Cτ (R+)
k(x, ξ′, Dn)a := k(x, ξ
′, xn) · a for a ∈ C
for fixed ξ′, x′ ∈ Rn−1, we can also express the operator k(x,Dx′) in the form
k(x,Dx′) = Op
′(k(x, ξ′, Dn)),
where Op′(k(x, ξ′, Dn)) denotes the pseudodifferential operator with respect to x ∈ Rn+, ξ
′ ∈ Rn−1
associated to k(x, ξ′, Dn) ∈ C
τSm−11,0 (R
n−1 × Rn−1;L(C, L2(R+))).
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5.2 Nonsmooth Trace Operators
Definition 5.3. Let t ∈ CτSm1,0(R
n−1 × Rn−1;S+), τ > 0, m ∈ R. Then we define the nonsmooth
trace operator of order m and class 0 on u ∈ S(Rn+) associated to the symbol–kernel t by
t(x′, Dx)(u)(x
′) :=
∫
Rn−1
eix
′·ξ′
∫ ∞
0
t(x′, ξ′, yn)Fx′ 7→ξ′ [u(·, yn)] dyn d¯ξ
′.
Using the boundary symbol operator
t(x′, ξ′, Dn)f :=
∫ ∞
0
t(x′, ξ′, yn)f(yn) dyn for f ∈ S+,
for fixed ξ′, x′ ∈ Rn−1, we can also express the operator t(x′, Dx) in the form
t(x′, Dx) = Op
′(t(x′, ξ′, Dn)),
where Op′(t(x′, ξ′, Dn)) denotes the pseudodifferential operator with respect to x
′, ξ′ ∈ Rn−1 asso-
ciated to t(x′, ξ′, Dn) ∈ CτSm1,0(R
n−1 × Rn−1;L(L2(R+),C)).
More generally a nonsmooth trace operator of order m and class r ∈ N is of the form
t(x′, Dx)u =
r−1∑
j=0
sj(x
′, Dx′)∂
j
xnu|xn=0 + t0(x
′, Dx)u for all u ∈ S(Rn+), (22)
where sj ∈ C
τSm−j1,0 (R
n−1 × Rn−1) for all j = 0, . . . , r − 1 and t0(x
′, Dx) is a nonsmooth trace
operator of order m and class 0.
5.3 Nonsmooth Singular Green Operators
We use the notation R2++ := R+ × R+, R
2
++ := R+ × R+. Since S(R+) is a nuclear space,
S(R+)⊗ˆ S(R+) = S(R2++) =: S++.
Definition 5.4 ([1, Def. 4.1]). Let τ > 0, m ∈ R. The set CτSm1,0(R
n
+×R
n−1;S++), τ > 0, m ∈ R,
is the set of functions g(x, ξ′, yn, wn), which are smooth in (ξ
′, yn, wn) ∈ Rn−1×R2++ and which are
in Cτ (Rn+) with respect to x satisfying for all α ∈ N
n−1, k, k′, l, l′ ∈ N the estimate∥∥∥ykn∂k′ynwln∂l′wn∂αξ′g(·, ξ′, ·, ·)∥∥∥
Cτ(Rn
+
;L2yn,wn(R
2
++
))
≤ Cα,k,k′,l,l′〈ξ
′〉m+1−k+k
′−l+l′−|α|. (23)
for all ξ′ ∈ Rn−1, for some constant Cα,k,k′,l,l′ .
We note that a function g belongs to CτSm1,0(R
n
+×R
n−1;S++) if and only if for all k, k′, l, l′ ∈ N
ykn∂
k′
ynw
l
n∂
l′
wng ∈ C
τSm+1−k+k
′−l+l′
1,0 (R
n
+ × R
n−1;L2yn,wn(R
2
++)).
Moreover, we have
Sm1,0(R
n
+ × R
n−1;S++) =
⋂
τ>0
CτSm1,0(R
n
+ × R
n−1;S++),
where Sm1,0(R
n
+ × R
n−1;S++) is the corresponding smooth symbol–kernel class, cf. e.g. [11, Section
2.3]. We will use the shorthand notation CτSm1,0(S++) for C
τSm1,0(R
n
+×R
n−1;S++), and Sm1,0(S++)
for Sm1,0(R
n
+ × R
n−1;S++). We equip the space CτSm1,0(S++) with the following seminorms
|g|iCτSm
1,0(S++)
:= max
k,k′,l,l′,|α|≤i
sup
ξ′∈Rn−1
∥∥∥ykn∂k′ynwln∂l′wn∂αξ′g(·, ξ′, ·, ·)∥∥∥Cτ(Rn
+
;L2yn,wn(R
2
++
))
· 〈ξ′〉−m−1+k−k
′+l−l′+|α|.
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for all g ∈ CτSm1,0(S++) and i ∈ N, and the space S
m
1,0(S++) with the following seminorms
|g|
(m)
i := max
k,k′,l,l′,|α|,|β|≤i
sup
x∈Rn
+
ξ′∈Rn−1
∥∥∥ykn∂k′ynwln∂l′wn∂βx∂αξ′g(x′, ξ′, ·, ·)∥∥∥
L2yn,wn (R
2
++
)
〈ξ′〉−m−1+k−k
′+l−l′+|α|
for all g ∈ Sm1,0(S++) and i ∈ N.
Definition 5.5. Let g ∈ CτSm1,0(R
n
+ × R
n−1;S++), τ > 0, m ∈ R. Then we define the nonsmooth
singular Green operator of order m and class 0 on u ∈ S(Rn+) associated to the symbol–kernel g by
g(x,Dx)(u)(x) :=
∫
Rn−1
eix
′·ξ′
∫ ∞
0
g(x, ξ′, xn, wn)Fx′ 7→ξ′ [u(·, wn)] dwn d¯ξ
′.
Using the boundary symbol operator
g(x, ξ′, Dn)f :=
∫ ∞
0
g(x, ξ′, xn, wn)f(wn) dwn for f ∈ S+,
for fixed x ∈ Rn+, ξ
′ ∈ Rn−1, we can also express the operator g(x,Dx) in the form
g(x,Dx) = Op
′(g(x, ξ′, Dn)),
where Op′(g(x, ξ′, Dn)) denotes the pseudodifferential operator with respect to x ∈ Rn+, ξ
′ ∈ Rn−1
associated to g(x, ξ′, Dn).
More generally a nonsmooth singular Green operator of order m and class r ∈ N is of the form
g(x,Dx)u =
r−1∑
j=0
kj(x,Dx′)∂
j
xnu|xn=0 + g0(x,Dx)u for all u ∈ S(R
n
+),
where kj(x,Dx′) is a Poisson operator of order m − j for all j = 0, . . . , r − 1 and g0(x,Dx) is a
nonsmooth singular Green operator of order m and class 0.
6 Coordinate Changes for Nonsmooth Green Operators
In order to show invariance of Green operators with nonsmooth coefficients with respect to suitable
coordinate transformations, we proceed as in Section 3 with some adaptations.
Let κ : Rn+ → R
n
+ be a bounded smooth diffeomorphism (see Definition 2.5). Let us also
assume that κ extends to a bounded smooth diffeomorphism from Rn to Rn and that it preserves
the boundary ∂Rn+ := {x ∈ R
n
+ : xn = 0}, i.e., κ(R
n−1 × {0}) = Rn−1 × {0}. Along with the
diffeomorphism κ we consider as in [11, Section 2.4], the induced diffeomorphism on ∂Rn+
∼= Rn−1,
which will be called λ
λ(x′) := (κ1(x
′, 0), . . . , κn−1(x
′, 0)) for all x′ ∈ Rn−1. (24)
Theorem 6.1. Let τ > 0, τ 6∈ N and m ∈ R.
1. Let h(x,Dx′) be a nonsmooth Poisson operator of order m with symbol–kernel h ∈ CτS
m−1
1,0 (R
n
+×
Rn−1;S+). Then there is some h˜ ∈ CτS
m−1
1,0 (R
n
+ × R
n−1;S+) such that
h˜(x,Dx′)v(x) := κ
−1,∗h(x,Dx′)λ
∗v(x) for v ∈ S(Rn−1). (25)
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2. Let h(x′, Dx) be a nonsmooth trace operator of order m and class 0 with symbol–kernel h ∈
CτSm1,0(R
n−1 × Rn−1;S+). Then there is some h˜ ∈ CτSm1,0(R
n−1 × Rn−1;S+) such that
h˜(x′, Dx)u(x) := λ
−1,∗h(x′, Dx)κ
∗u(x′) for u ∈ S(Rn+). (26)
3. Let h(x,Dx) be a nonsmooth singular Green operator of order m and class 0 with symbol–
kernel h ∈ CτSm−11,0 (R
n
+ × R
n−1;S++). Then there is some h˜ ∈ CτS
m−1
1,0 (R
n
+ × R
n−1;S++)
such that
h˜(x,Dx)u(x) := κ
−1,∗h(x,Dx)κ
∗u(x) for u ∈ S(Rn+). (27)
Remark 6.2. In the case τ ∈ N the statements of the theorem hold true if one replaces Cτ by
Cτ−1,1, cf. Remark 3.2. The following proofs can be easily carried over to that case.
It is also important to remark that the case of operators of general class can be reduced to the case
of operators of class 0.
Proof. The proof of Theorem 6.1 follows the same scheme as the proof of Theorem 3.1. In the
following let h be the symbol–kernel of a nonsmooth Poisson, trace or singular Green operator as
above. We use the notation U := Rn+ and S
m
1,0 := S
m
1,0(S+) if h is the symbol–kernel of a Poisson
operator, U := Rn−1 and Sm1,0 := S
m
1,0(S+) if h is the symbol–kernel of a trace operator, and U := R
n
+
and Sm1,0 := S
m
1,0(S++) if h is the symbol–kernel of a singular Green operator, respectively.
We introduce the following maps:
Φ1 : C
τSm1,0 → C
τ (U ;Sm1,0) : h 7→ q,
such that for all z, x ∈ U , ξ′ ∈ Rn−1,
1. qz(x, ξ
′, yn) := h(z, ξ
′, yn) for all yn ∈ R+ if h is the symbol–kernel of a Poisson or a trace
operator.
2. qz(x, ξ
′, yn, wn) := h(z, ξ
′, yn, wn) for all yn, wn ∈ R+ if h is the symbol–kernel of a singular
Green operator.
Φ2 : C
τ (U ;Sm1,0)→ C
τ (U ;Sm1,0) : q 7→ Φ2(q),
where for all z, x ∈ U , ξ′ ∈ Rn−1,
1. (Φ2(q))z(x, ξ
′, yn) := qκ−1(z)(x, ξ
′, yn) for all yn ∈ R+ for Poisson operators.
2. (Φ2(q))z(x, ξ
′, yn) := qλ−1(z)(x, ξ
′, yn) for all yn ∈ R+ for trace operators.
3. (Φ2(q))z(x, ξ
′, yn, wn) := qκ−1(z)(x, ξ
′, yn, wn) for all yn, wn ∈ R+ for singular Green operators.
Φ3 : C
τ (U ;Sm1,0)→ C
τ (U ;Sm1,0) : q 7→ Φ3(q),
where for all z, x ∈ U , ξ′ ∈ Rn−1,
1. (Φ3(q))z(x, ξ
′, yn) := (Tqz)(x, ξ
′, yn) for all yn ∈ R+, with
(Th)(x,Dx′) := κ
−1,∗h(x,Dx′)λ
∗ for all h ∈ Sm1,0(R
n
+ × R
n−1;S+)
for Poisson operators.
2. (Φ3(q))z(x, ξ
′, yn) := (Tqz)(x, ξ
′, yn) for all yn ∈ R+, with
(Th)(x′, Dx) := λ
−1,∗h(x′, Dx)κ
∗ for all h ∈ Sm1,0(R
n−1 × Rn−1;S+)
for trace operators.
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3. (Φ3(q))z(x, ξ
′, yn, wn) := (Tqz)(x, ξ
′, yn, wn) for all yn, wn ∈ R+, with
(Th)(x,Dx) := κ
−1,∗h(x,Dx)κ
∗ for all h ∈ Sm1,0(R
n
+ × R
n−1;S++)
for singular Green operators.
Φ4 : C
τ (U ;Sm1,0)→ C
τSm1,0 : q 7→ Φ4(q),
where for all z, x ∈ U , ξ′ ∈ Rn−1,
1. (Φ4(q))(x, ξ
′, yn) := qz(x, ξ
′, yn)|z=x for all yn ∈ R+ for Poisson and trace operators.
2. (Φ4(q))(x, ξ
′, yn, wn) := qz(x, ξ
′, yn, wn)|z=x for all yn, wn ∈ R+ for singular Green operators.
In the following we adapt the proofs of Section 3 and show that these maps are well–defined and
continuous. Then the symbol–kernels of the operators given by (25), (26) and (27), can be written
as
h˜ = Φ4(Φ3(Φ2(Φ1(h)))),
and we conclude the statement of the theorem.
As before Φ1 corresponds to a “freezing of coefficients” by looking at qz = h(z, ·) as a smooth,
x-independent symbol–kernel, parametrized by the spatial variable z. Moreover, Φ2 and Φ3 treat
the coordinate transformations with respect to the spatial variable z ∈ Rn and the smooth symbol–
kernel qz , respectively. Finally, Φ4 corresponds to “unfreezing” the coefficients.
The proofs of the following lemmas are an adaptation of the proofs of the corresponding lemmas
from Section 3 introducing the new variables resp. yn for Poisson or trace operators, resp. (yn, wn)
for singular Green operators as well as the factor resp. ykn∂
k′
yn for Poisson or trace operators, resp.
ykn∂
k′
ynw
l
n∂
l′
wn for singular Green operators, in the symbol–kernel estimates and an additional term
resp. −k+k′ for Poisson or trace operators, resp. −k+k′− l+ l′ for singular Green operators, in the
exponent of 〈ξ′〉, in a straightforward manner. For the convenience of the reader we give the details
for the case of singular Green operators. In the following we set X1 := S++ andX2 := L2yn,wn(R
2
++).
Again the continuity of the mappings Φ2 and Φ3 can be easily verified since they only act with
respect to z ∈ Rn+, qz ∈ S
m
1,0, respectively.
Lemma 6.3. Let m ∈ R, τ > 0, τ /∈ N. The map Φ1 : CτSm1,0 → C
τ (Rn+;S
m
1,0) is well–defined and
continuous.
Proof. For z ∈ Rn+ fixed, the function qz lies in S
m
1,0. In fact, qz has constant coefficients and
therefore it is smooth with respect to x. Since g ∈ CτSm1,0, for any α ∈ N
n−1, β ∈ Nn, k, k′, l, l′ ∈ N
there exists a constant C such that∥∥∥ykn∂k′ynwln∂l′wn∂αξ′∂βx qz(x, ξ′, ·, ·)∥∥∥X2 =
∥∥∥ykn∂k′ynwln∂l′wn∂αξ′∂βx (h(z, ξ′, ·, ·))∥∥∥X2
≤ C〈ξ′〉m+1−k+k
′−l+l′−|α|
which implies that qz ∈ Sm1,0 for all z ∈ R
n
+.
By definition of qz, if h ∈ Cτ with respect to x, then q ∈ Cτ with respect to z. Indeed, for all
i ∈ N and for all δ ∈ Nn such that |δ| ≤ [τ ]
sup
z∈Rn
+
|∂δzqz|
(m)
i
= sup
z∈Rn
+
max
k,k′,l,l′,|α|,|β|≤i
sup
x∈Rn
+
ξ′∈Rn−1
∥∥∥ykn∂k′ynwln∂l′wn∂αξ′∂βx∂δzqz(x, ξ′, ·, ·)∥∥∥
X2
〈ξ′〉−m−1+k−k
′+l−l′+|α|
= sup
z∈Rn
+
max
k,k′,l,l′,|α|≤i
sup
ξ′∈Rn−1
∥∥∥ykn∂k′ynwln∂l′wn∂αξ′∂δz (h(z, ξ′, ·, ·))∥∥∥
X2
〈ξ′〉−m−1+k−k
′+l−l′+|α|
≤ C |h|iCτSm
1,0
,
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Moreover for z0, z1 ∈ Rn+ and for all δ ∈ N
n such that |δ| = [τ ],
|∂δzqz0 − ∂
δ
zqz1 |
(m)
i
= max
k,k′,l,l′,|α|,|β|≤i
sup
x∈Rn
+
ξ′∈Rn−1
∥∥∥ykn∂k′ynwln∂l′wn∂αξ′∂βx∂δz(qz0(x, ξ′, ·, ·)− qz1(x, ξ′, ·, ·))∥∥∥
X2
· 〈ξ′〉−m−1+k−k
′+l−l′+|α|
= max
k,k′,l,l′,|α|,|β|≤i
sup
ξ′∈Rn−1
∥∥∥ykn∂k′ynwln∂l′wn∂αξ′∂δz(h(z0, ξ′, ·, ·)− h(z1, ξ′, ·, ·))∥∥∥
X2
· 〈ξ′〉−m−1+k−k
′+l−l′+|α|
≤ C |z0 − z1|τ−[τ ]|h|iCτSm
1,0
.
Hence, for all i ∈ N and for all δ ∈ Nn such that |δ| = [τ ]
sup
z0,z1∈Rn
+
z0 6=z1
|∂δzqz0 − ∂
δ
zqz1 |
(m)
i
|z0 − z1|τ−[τ ]
≤ C |h|iCτSm
1,0
.
Lemma 6.4. The map
Φ4 : C
τ (Rn+;S
m
1,0)→ C
τSm1,0
(Φ4(q))(x
′, ξ′, yn, wn) := q˜(x
′, ξ′, yn, wn) := qz(x
′, ξ′, yn, wn)|z=x .
is well–defined and continuous.
Proof. This follows from the following three claims:
Claim 6.5. Let q ∈ Cτ (Rn+;S
m
1,0). For all i ∈ N there exists a constant C ∈ R such that
max
|α|≤i
sup
ξ∈Rn−1
∥∥∂αξ q˜(·, ξ, ·, ·)∥∥L∞(Rn
+
;X2)
〈ξ〉−m+k−k
′+l−l′+|α| ≤ C ‖q•‖
i
L∞(Rn
+
;Sm
1,0)
.
Claim 6.6. Let q ∈ Cτ (Rn+;S
m
1,0) for τ ∈ (0, 1). Then q˜ ∈ C
τSm1,0.
Claim 6.7. Let q ∈ Cτ (Rn+;S
m
1,0) for τ > 0, τ /∈ N. Then q˜ ∈ C
τSm1,0.
The proofs of Claim 6.5, Claim 6.6 and Claim 6.7 are done in the same way as the proofs of (10),
Claim 3.5 and Claim 3.6 respectively, introducing the new variables (yn, wn) as well as y
k
n∂
k′
ynw
l
n∂
l′
wn
in the symbol–kernel estimates and an additional term −k+ k′− l+ l′ in the exponent of 〈ξ′〉. This
also concludes the proof of the lemma.
Altogether Theorem 6.1 is also proven.
7 Localizations of Nonsmooth Green Operators
In the introduction of Section 4, we mentioned that by remainder of a localization of an operator we
mean the composition of an operator with appropriate multiplication operators, i.e. operators repre-
senting multiplication by smooth functions with disjoint supports. We also consider this definition
here for Green operators. In this section we consider the truncation of an operator, which is the re-
striction of the operator to a subset of the whole space. When we have an operator P defined on Rn,
its truncation P+ to Rn+ is the composition P+ := r+◦P ◦e+, where e+ denotes the extension by zero
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from Rn+ to R
n, and r+ denotes the restriction of R
n to Rn+ := {x = (x1, . . . , xn) ∈ R
n : xn > 0}. We
start with the definition of the kernel representation of some Green operators with Cτ–coefficients.
Definition 7.1. A Green operator a(x,Dx) =
(
p(x,Dx)+ + g(x,Dx) k(x,Dx′)
t(x′, Dx) s(x
′, Dx′)
)
with Cτ–coefficients
is said to have a Cτ − C∞–kernel if it satisfies the following:
1. p(x,Dx) is a nonsmooth pseudodifferential operator on R
n with Cτ − C∞–kernel Kp as in
Definition 4.1. Its truncation p(x,Dx)+ to Rn+ is given by
p(x,Dx)+f(x) :=
∫
Rn
+
Kp(x, x− y) f(y) dy,
for all x ∈ Rn+ and for any f ∈ S(R
n
+);
2. g(x,Dx) is a nonsmooth singular Green operator on Rn+ with C
τ − C∞–kernel, i.e., there
exists Kg such that
g(x,Dx)f(x) =
∫
Rn−1
∫
R+
Kg(x, x
′ − w′, xn, wn) f(w
′, wn) dwn dw
′,
for all x ∈ Rn+ and for any f ∈ S(R
n
+), where for all α, β ∈ N
n−1, for all k, k′, l, l′ ∈ N, there
is some constant Cα,β,k,k′,l,l′ > 0 such that
sup
z′∈Rn−1
yn,wn≥0
∥∥∥(z′)β∂αz′ykn∂k′ynwln∂l′wnKg(·, z′, yn, wn)∥∥∥
Cτ
x′
(Rn−1)
≤ Cα,β,k,k′,l,l′ ;
3. t(x′, Dx) is a nonsmooth trace operator from Rn+ to R
n−1 with Cτ − C∞–kernel, i.e., there
exists Kt such that
t(x′, Dx)f(x
′) =
∫
Rn−1
∫
R+
Kt(x
′, x′ − y′, yn) f(y
′, yn) dyn dy
′,
for all x′ ∈ Rn−1 and for any f ∈ S(Rn+), where for all α, β ∈ N
n−1, for all l, l′ ∈ N, there is
some constant Cα,β,l,l′ > 0 such that
sup
z′∈Rn−1
yn≥0
∥∥∥(z′)β∂αz′yln∂l′ynKt(·, z′, yn)∥∥∥Cτ
x′
(Rn−1)
≤ Cα,β,l,l′ ;
4. k(x,Dx′) is a nonsmooth Poisson operator from R
n−1 to Rn+, with C
τ −C∞–kernel, i.e., there
exists Kk such that
k(x,Dx′)f(x) =
∫
Rn−1
Kk(x, x
′ − y′, xn) f(y
′) dy′,
for all x ∈ Rn+, for any f ∈ S(R
n−1) and Kk satisfies the same estimates as Kt before with
Cτx′(R
n−1) replaced by Cτx(R
n
+).
5. s(x′, Dx′) is a nonsmooth pseudodifferential operator on R
n−1 with Cτ − C∞–kernel Ks on
R
n−1 × Rn−1 as in Definition 4.1.
Lemma 7.2. A Green operator a(x,Dx) =
(
p(x,Dx)+ + g(x,Dx) k(x,Dx′)
t(x′, Dx) s(x
′, Dx′)
)
with Cτ–coefficients
and of class 0 is of order −∞ if and only if a(x,Dx) has a C
τ − C∞–kernel.
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Proof. For singular Green operators, the proof is an adaptation of the proof of Lemma 4.2, in-
cluding the new variables yn, wn, as well as the factor y
k
n∂
k′
ynw
l
n∂
l′
wn in the kernel estimates, in a
straightforward manner. For the convenience of the reader we give the details for this case.
We will use the shorthand notation Yn := (yn, wn) and Y
kl
n ∂
k′l′
Yn
:= ykn∂
k′
ynw
l
n∂
l′
wn . Integrations
with respect to ξ′ are understood to be over Rn−1.
Let g(x,Dx) be a singular Green operator on Rn+ of order −∞ with C
τ–coefficients and class 0,
i.e., the symbol–kernel g(x, ξ′, yn, wn) belongs to the class C
τS−∞1,0 (R
n
+ × R
n−1;S++). Define
Kg(x, z
′, yn, wn) :=
∫
Rn−1
eiz
′ξ′g(x, ξ′, yn, wn) d¯ξ
′ (28)
for all x ∈ Rn+, z
′ ∈ Rn−1, yn, wn ∈ R+. The estimate∥∥∥(z′)β∂αz′Y kln ∂k′l′Yn Kg(·, z′, ·, ·)∥∥∥
Cτx(Rn+;L2Yn (R
2
++
))
≤ Cα,β,k,k′,l,l′
can be derived from
(z′)β∂γx∂
α
z′Kg(x, z
′, Yn) =
∫
Rn−1
eiz
′ξ′(i∂ξ′)
β
(
(iξ′)α∂γx′g(x, ξ
′, Yn)
)
d¯ξ′,
which follows from integration by parts and the identity (z′)βeiz
′ξ′ = (−i∂ξ′)βeiz
′ξ′ .
Indeed, for all |γ| ≤ [τ ]
sup
x∈Rn
+
∣∣∣(z′)β∂αz′Y kln ∂k′l′Yn ∂γxKg(x, z′, Yn)∣∣∣
≤ C sup
x∈Rn
+
∫ ∣∣∣Y kln ∂k′l′Yn Dβξ′(ξ′αDγxg(x, ξ′, Yn))∣∣∣ d¯ξ′
≤ C
∑
|δ|≤|β|
∫ ∣∣Dδξ′(ξ′α)∣∣ ∥∥∥Y kln ∂k′l′Yn Dβ−δξ′ Dγxg(·, ξ′, ·, ·)∥∥∥L∞x (Rn+;L2Yn (R2++)) d¯ξ′
≤ C
∫
Rn−1
〈ξ′〉−N d¯ξ′ ≤ C
independently of z′ ∈ Rn−1 for any N ≥ n. Therefore, for all |γ| ≤ [τ ] there exists a constant C
such that ∥∥∥(z′)β∂αz′Y kln ∂k′l′Yn ∂γxKg(·, z′, ·)∥∥∥L∞x (Rn+;L2Yn (R2++)) ≤ C for all z′ ∈ Rn−1.
We also have for |γ| = [τ ]
sup
x0 6=x1
∣∣∣(z′)β∂αz′Y kln ∂k′l′Yn ∂γxKg(x0, z′, Yn)− (z′)β∂αz′Y kln ∂k′l′Yn ∂γxKg(x1, z′, Yn)∣∣∣
|x0 − x1|τ−[τ ]
≤ C
∫
sup
x0 6=x1
∣∣∣Y kln ∂k′l′Yn Dβξ′ξ′αDγx(g(x0, ξ′, Yn)− g(x1, ξ′, Yn))∣∣∣
|x0 − x1|τ−[τ ]
d¯ξ′
≤ C
∑
|δ|≤|β|
∫ ∣∣Dδξ′(ξ′α)∣∣ ∥∥∥Y kln ∂k′l′Yn Dβ−δξ′ g(·, ξ′, ·, ·)∥∥∥
Cτx(Rn+;L2Yn(R
2
++
))
d¯ξ′
≤ C
∫
Rn−1
〈ξ′〉−N d¯ξ′ ≤ C
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independently of z′ ∈ Rn−1 for any N > n. Therefore, for all α, β, k, k′, l, l′ there exists a constant
Cα,β,k,k′,l,l′ such that∥∥∥(z′)β∂αz′ykn∂k′ynwln∂l′wnKg(·, z′, ·, ·)∥∥∥
Cτx(Rn+;L2yn,wn (R
2
++
))
≤ Cα,β,k,k′,l,l′ .
Thus, Kg is a C
τ − C∞–kernel of the operator g(x,Dx).
For the converse, we apply the Fourier transform with respect to z′ on both sides of (28), so starting
from a kernel Kg(x, ξ
′, yn, wn) we get a symbol–kernel
g(x, ξ′, yn, wn) :=
∫
Rn−1
e−iz
′ξ′Kg(x, z
′, yn, wn) d¯z
′,
and since Kg ∈ Cτx(R
n
+;S(R
n−1
z′ × R+yn × R+wn)), then its Fourier transform with respect to z
′
belongs to Cτx (R
n
+;S(R
n−1
ξ′ × R+,yn × R+,wn)), i.e. g(x, ξ
′, yn, wn) ∈ CτS
−∞
1,0 (R
n
+ × R
n−1;S++).
For Poisson and trace operators, the proof is very similar to the proof for singular Green oper-
ators, just considering l = l′ = 0 and L2yn(R+) instead of L
2
yn,wn(R
2
++) in the kernel estimates.
As before we use the notation U := Rn+ if h is the symbol–kernel of a Poisson operator, and
U := Rn−1 if h is the symbol–kernel of a trace operator.
Remark 7.3. Note that in Definition 5.1, for a symbol–kernel h ∈ CτSm1,0(U × R
n−1;S+), the
inequality given in (21)∥∥∥yln∂l′yn∂αξ′h(·, ξ′, ·)∥∥∥
Cτ (U ;L2yn (R+))
≤ Cα,l,l′〈ξ
′〉m+
1
2
−l+l′−|α|.
for all l, l′ ∈ N, is equivalent to the inequality
sup
yn≥0
∥∥∥yln∂l′yn∂αξ′h(·, ξ′, yn)∥∥∥
Cτ (U)
≤ C˜α,l,l′〈ξ
′〉m+1−l+l
′−|α|.
for all l, l′ ∈ N. Similarly, note that in Definition 5.4, for a symbol–kernel g ∈ CτSm1,0(R
n
+ ×
R
n−1;S++), the inequality given in (23)∥∥∥ykn∂k′ynwln∂l′wn∂αξ′g(·, ξ′, ·, ·)∥∥∥Cτ (Rn
+
;L2yn,wn (R
2
++
))
≤ Cα,k,k′,l,l′〈ξ
′〉m+1−k+k
′−l+l′−|α|
is equivalent to the inequality
sup
yn,wn≥0
∥∥∥ykn∂k′ynwln∂l′wn∂αξ′g(·, ξ′, yn, wn)∥∥∥Cτ (Rn
+
)
≤ Cα,k,k′,l,l′〈ξ
′〉m+2−k+k
′−l+l′−|α|.
This follows from the inequalities (see [1, Lemma 4.6])
‖f‖L∞(R+) ≤ C‖f‖
1
2
L2(R+)
‖∂ynf‖
1
2
L2(R+)
,
‖f‖L2(R+) ≤ C‖f‖
1
2
L∞(R+)
‖ynf‖
1
2
L∞(R+)
.
Lemma 7.4. Let η ∈ C∞b (R+) be such that η ≡ 0 on [0, δ], and η ≡ 1 on [2δ,+∞) for some
δ > 0. Let h ∈ CτSm1,0(U × R
n−1;S+) be the symbol–kernel of a Poisson or trace operator with
Cτ–coefficients. Then, η(xn)h(x,Dx) has a C
τ − C∞–kernel.
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Proof. First of all, observe that h(·, ·, yn) ∈ CτS
−∞
1,0 (U ×R
n−1) uniformly in yn ≥ δ for every δ > 0.
Indeed, if h ∈ CτSm1,0(U × R
n−1;S+), then for all α ∈ Nn−1, for all N, l, l′ ∈ N, there exists a
constant C such that for all ξ′ ∈ Rn−1
sup
yn≥0
∥∥∥yl+Nn ∂l′yn∂αξ′h(·, ξ′, yn)∥∥∥
Cτ (U)
≤ C〈ξ′〉m+1−N−l+l
′−|α|,
and, if yn ≥ δ > 0, this implies that∥∥∥yln∂l′yn∂αξ′h(·, ξ′, yn)∥∥∥Cτ(U) ≤ Cy−Nn 〈ξ′〉m+1−N−l+l′−|α| ≤ Cδ〈ξ′〉m+1−N−l+l′−|α|,
for some constant Cδ. Hence for all N, l, l
′ ∈ N and yn ≥ δ > 0∥∥∥yln∂l′ynη(yn)∂αξ′h(·, ξ′, yn)∥∥∥
Cτ (U)
≤ Cδ〈ξ
′〉m+1−N−l+l
′−|α|.
Therefore η(yn)h(x, ξ
′, yn) ∈ CτS
−∞
1,0 (U×R
n−1;S+), which by Lemma 7.2 implies that the operator
η(xn)h(x,Dx) has a C
τ − C∞–kernel.
In the following sections, given two sets A,B ⊆ Rn+ we denote by dist(A,B) the distance between
them, i.e. dist(A,B) := inf{|x− y| : x ∈ A, y ∈ B}, where | · | denotes the Euclidean distance in Rn+.
The transformation of an operator on a manifold with boundary after a coordinate change,
produces operators with Cτ − C∞–kernel, and in the following sections, we study these operators,
which are localizations of operators acting on and going to the boundary of Rn+.
7.1 Nonsmooth Poisson Operators
Corollary 7.5. Let ϕ ∈ C∞b (R
n
+) be such that dist(suppϕ, ∂R
n
+) > 0. Let k ∈ C
τSm−11,0 (R
n
+ ×
Rn−1;S+) be the symbol–kernel of a Poisson operator with Cτ–coefficients. Then the operator
ϕ(x)k(x,Dx′ ) has a C
τ − C∞–kernel.
Proof. Let δ > 0 be such that dist(suppϕ, ∂Rn+) = δ. Let η ∈ C
∞
b (R+) be such that η ≡ 0 on
[0, δ/2], and η ≡ 1 on [δ,+∞). From Lemma 7.4 the operator η(xn)k(x,Dx′) has a C
τ − C∞–
kernel. Hence the product by the smooth function ϕ, ϕ(x)k(x,Dx′ ) = ϕ(x)η(xn)k(x,Dx′) has a
Cτ − C∞–kernel.
Proposition 7.6. Let ϕ ∈ C∞b (R
n
+), ψ ∈ C
∞
b (R
n−1) be such that suppϕ ∩ (suppψ × {0}) = ∅.
Let k ∈ CτSm−11,0 (R
n
+ × R
n−1;S+) be the symbol–kernel of a Poisson operator with Cτ–coefficients.
Then the operator ϕ(x)k(x,Dx′ )ψ(x
′) has a Cτ − C∞–kernel.
Proof. Choose δ > 0 so small that
P∂Rn
+
(
suppϕ ∩ (Rn−1 × [0, δ])
)
∩ suppψ = ∅,
where P∂Rn
+
denotes the orthogonal projection of Rn+ onto ∂R
n
+ Set A := P∂Rn
+
(
suppϕ ∩ (Rn−1 ×
[0, δ])
)
. Let η ∈ C∞b (R+) be such that η ≡ 1 on [0, δ/2], and supp η ⊆ [0, δ]. One can write
ϕ(x)k(x,Dx′ )ψ(x
′) = (ϕ(x)η(xn))k(x,Dx′)ψ(x
′) + ϕ(x)(1 − η(xn))k(x,Dx′)ψ(x
′).
Since 1 − η ≡ 0 on [0, δ/2], by Corollary 7.5 ϕ(x)(1 − η(xn))k(x,Dx′) has a C
τ − C∞–kernel and
therefore the second term on the right hand side has a Cτ−C∞–kernel. Now choose ψ˜ ∈ C∞b (R
n−1)
such that ψ˜ ≡ 1 on A and supp ψ˜ ∩ suppψ = ∅. Then by Proposition 4.3, the operator
ψ˜(x′)k(x,Dx′)ψ(x
′) = ψ˜(x′)Op′ (k(x, ξ′, Dn))ψ(x
′) = Op′
(
ψ˜(x′)k(x, ξ′, Dn)ψ(x
′)
)
has a Cτ − C∞–kernel. Thus,
(ϕ(x)η(xn))k(x,Dx′)ψ(x
′) = (ϕ(x)η(xn))ψ˜(x
′)k(x,Dx′)ψ(x
′)
has a Cτ − C∞–kernel because of Lemma 7.4.
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7.2 Nonsmooth Trace Operators
Corollary 7.7. Let ϕ ∈ C∞b (R
n
+) be such that dist(suppϕ, ∂R
n
+) > 0. Let t(x
′, ξ′, yn) ∈ CτSm1,0(R
n−1×
Rn−1;S+) be the symbol–kernel of a trace operator with Cτ–coefficients. Then t(x′, Dx)(ϕ ·)(x′) has
a Cτ − C∞–kernel.
Proof. Because of (22)
t(x′, Dx)(ϕ)(x
′) = t0(x
′, Dx)(ϕ)(x
′) +
r−1∑
j=0
sj(x
′, Dx′)(γjϕ)(x
′),
and since all the terms in the sum of the right hand side vanish, we can assume without loss of
generality that t(x′, Dx) is of class 0. Then we have for all f ∈ S(Rn+)
t(x′, Dx)(ϕf)(x
′) = F−1ξ′ 7→x′
[∫ ∞
0
t(x′, ξ′, yn)Fx′ 7→ξ′ [ϕf(·, yn)] dyn
]
.
As before, since there exists δ > 0 such that Fx′ 7→ξ′ [ϕf(·, yn)] = 0 if yn ≤ δ, choosing η ∈ C∞b (R+)
such that η ≡ 0 if |yn| ≤
δ
2 , and η ≡ 1 if |yn| ≥ δ, we can write the right hand side of the previous
equation as
F−1ξ′ 7→x′
[∫ ∞
0
t(x′, ξ′, yn)η(yn)Fx′ 7→ξ′ [ϕf(·, yn)] dyn
]
= t1(x
′, Dx)(ϕf)(x
′).
where t1(x
′, ξ′, yn) := t(x
′, ξ′, yn)η(yn), and as in Lemma 7.4 one shows that t1(x
′, Dx) has a C
τ −
C∞–kernel and therefore t(x′, Dx)ϕ has a C
τ − C∞–kernel.
Proposition 7.8. Let ϕ ∈ C∞b (R
n
+), ψ ∈ C
∞
b (R
n−1) be such that suppϕ∩ (suppψ×{0}) = ∅. Let
t ∈ CτSm1,0(R
n−1 × Rn−1;S+) be the symbol–kernel of a trace operator with Cτ–coefficients. Then
the operator ψ(x′)t(x′, Dx)ϕ(x) has a C
τ − C∞–kernel.
Proof. We choose δ > 0 so small that
P∂Rn
+
(
suppϕ ∩ (Rn−1 × [0, δ])
)
∩ suppψ = ∅,
where as before P∂Rn
+
denotes the orthogonal projection of Rn+ onto ∂R
n
+. Moreover, we set A :=
P∂Rn
+
(
suppϕ∩ (Rn−1× [0, δ])
)
. Let η ∈ C∞b (R+) be such that η ≡ 1 on [0, δ/2], and supp η ⊆ [0, δ].
Then
ψ(x′)t(x′, Dx)ϕ(x) = ψ(x
′)t(x′, Dx)(η(xn)ϕ(x)) + ψ(x
′)t(x′, Dx)((1 − η(xn))ϕ(x)).
Since 1−η ≡ 0 on [0, δ/2], the second term on the right hand side has a Cτ−C∞–kernel by the same
arguments as in Corollary 7.7. As in Proposition 7.6, choosing ψ˜ ∈ C∞b (R
n−1) such that ψ˜ ≡ 1 on
A and supp ψ˜ ∩ suppψ = ∅, the first term can be written as ψ(x′)t(x′, Dx)ψ˜(x′)(η(xn)ϕ(x)) which
also has a Cτ − C∞–kernel because of Proposition 4.3.
7.3 Nonsmooth Singular Green Operators
Lemma 7.9. Let ϕ ∈ C∞b (R
n
+) be such that dist(suppϕ, ∂R
n
+) > 0, and let g ∈ C
τSm1,0(R
n
+ ×
R
n−1;S++) be the symbol–kernel of a singular Green operator with C
τ–coefficients g(x,Dx). Then
ϕ(x)g(x,Dx) and g(x,Dx)ϕ(x) have a C
τ − C∞–kernel.
Proof. The statements are proven in the same way as in the proofs of Corollary 7.5 and Corollary
7.7.
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Proposition 7.10. Let ϕ, ψ ∈ C∞b (R
n
+) be such that suppϕ ∩ suppψ ∩ (R
n−1 × {0}) = ∅. Let
g ∈ CτSm1,0(R
n
+×R
n−1;S++) be the symbol–kernel of a singular Green operator with Cτ–coefficients.
Then the operator ϕ(x)g(x,Dx)ψ(x) has a C
τ − C∞–kernel.
Proof. Let δ > 0 be sufficiently small and let η ∈ C∞b (R+) be such that η ≡ 1 on [0, δ/2], supp η ⊆
[0, δ] and
P∂Rn
+
(supp(ϕη)) ∩ P∂Rn
+
(supp(ηψ)) = ∅.
One can write
ϕ(x)g(x,Dx)ψ(x) = ϕ(x)η(xn)g(x,Dx)ψ(x) + ϕ(x)(1 − η(xn))g(x,Dx)ψ(x)
= ϕ(x)η(xn)g(x,Dx)(η(xn)ψ(x)) + ϕ(x)η(xn)g(x,Dx)(1− η(xn))ψ(x)
+ ϕ(x)(1 − η(xn))g(x,Dx)ψ(x).
Each term in this sum has a Cτ−C∞–kernel because of Proposition 4.3 and Lemma 7.9, respectively.
8 Transmission Condition
The transmission condition is a condition on operators which allows to preserve regularity up to
the boundary. In [1, Definition 5.2] a transmission condition for nonsmooth pseudodifferential
operators is defined. See also Remark 5.3 in loc. cit. for a comparison with the definition given in
[11, Definition 2.2.4.], which is the one we use here.
Definition 8.1. Let p ∈ CτSm1,0(R
n × Rn), m ∈ Z. Then p satisfies the global transmission
condition at xn = 0 – simply called transmission condition in the following – if there are functions
sk,α(x
′, ξ′) smooth in ξ′ and in Cτ with respect to x′ such that for any α ∈ Nn and l ∈ N∥∥∥∥∥∥ξlnDαξ p(·, 0, ξ)−
m−|α|∑
k=−l
sk,α(·, ξ
′)ξk+ln
∥∥∥∥∥∥
Cτ (Rn−1)
≤ Cl,α〈ξ
′〉m+l+1−|α||ξn|
−1 (29)
for some constants Cl,α, when |ξn| ≥ 〈ξ′〉.
The non–smooth transmission condition ensures natural mapping properties for the associated
truncated pseudodifferential operators and a good behaviour under compositions [1].
In the following we show that the transmission condition is preserved under a suitable smooth
coordinate change. We follow the strategy in the smooth case in [11, Section 2.2] and refer to that
book for an introduction and results on the transmission condition in the smooth case.
For the following coordinate change we need (x, y)-symbols, also known as double symbols, which
are nonsmooth in x and smooth in y similarly as in [6, 20]:
Definition 8.2. Let 0 < s < 1, 0 ≤ ρ ≤ 1, k ∈ N and m ∈ R. Then Ck+sSmρ,0(R
n × Rn × Rn) is
the set of all functions p : Rn × Rn × Rn → C such that
(i) ∂αξ ∂
δ
yp(·, y, ξ) ∈ C
k+s
x (R
n) and ∂βx∂
α
ξ ∂
δ
yp ∈ C
0(Rn × Rn × Rn),
(ii)
∥∥∥∂αξ ∂δyp(·, y, ξ)∥∥∥
Ck+s(Rn)
≤ Cα,δ〈ξ〉m−ρ|α|
for all y, ξ ∈ Rn and arbitrary α, β, δ ∈ Nn with |β| ≤ k. Here the constant Cα,δ is independent of
y, ξ ∈ Rn. We also define the operator
p(x,Dx, x)u(x) :=
∫
Rn
∫
Rn
ei(x−y)ξp(x, y, ξ)u(y) dy d¯ξ,
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for all u ∈ S(Rn), and
pL(x, ξ) := Os−
∫∫
e−iy·ηp(x, x+ y, ξ + η) dy d¯η. (30)
Theorem 8.3. Let τ > 0, τ 6∈ N, and let p ∈ CτSm1,0(R
n × Rn × Rn). Then
pL(x,Dx)u = p(x,Dx, x)u for every u ∈ S(R
n), (31)
where pL ∈ CτSm1,0(R
n × Rn) and
pL(x, ξ) ∼
∑
α∈Nn
1
α!
∂αξ D
α
y p(x, y, ξ)
∣∣∣∣
y=x
. (32)
Proof. First of all [6, Theorem 4.15] implies that (31) holds true, where pL ∈ CτSm0,0(R
n × Rn).
Moreover, because of [6, Theorem 2.11],
∂αξ pL(x, ξ) = Os−
∫∫
e−iy·η∂αξ p(x, x+ y, ξ + η) dy d¯η
for any α ∈ Nn, where ∂αξ p ∈ C
τS
m−|α|
1,0 (R
n × Rn × Rn). Hence applying [6, Theorem 4.15] again
yields that ∂αξ pL ∈ C
τS
m−|α|
0,0 (R
n×Rn) for every α ∈ Nn, which means that pL ∈ CτSm1,0(R
n×Rn).
Finally, the asymptotic expansion (32) is shown in the same way as for smooth double symbols
p ∈ Sm1,0(R
n ×Rn ×Rn) by using a Taylor series expansion of the integrand in (30) with respect to
x+ y and integration by parts. Here the nonsmoothness of p with respect to the first variable does
not matter since only derivatives with respect to the second and third variables are involved and p
is smooth with respect to these variables. Moreover, also the oscillatory integral is only taken with
respect to these variables. In this way for any N ∈ N we have
pL(x, ξ) =
∑
|α|≤N
1
α!
∂αξ D
α
y p(x, y, ξ)
∣∣∣∣
y=x
+ rN (x, ξ),
where
rN (x, ξ) = (N + 1)
∑
|α|≤N+1
1
α!
Os−
∫∫
e−iy·ηDαy rα(x, ξ, y, η) dy d¯η
and
rα(x, ξ, y, η) =
∫ 1
0
∂αξ p(x, x+ y, ξ + θη)(1 − θ)
N dθ,
cf. e.g. [3, Proof of Theorem 3.15]. Now one can estimate rα in a straight forward manner (as in
the smooth case) and derive together with [6, Theorems 2.11 and 4.15] that rN ∈ CτS
m−N−1
1,0 (R
n×
Rn).
For the following let κ : Rn → Rn be a bounded smooth diffeomorphism, κ := (κ1, . . . , κn), that
preserves the sets ∂Rn+ and R
n
+, i.e, they are mapped to itself. In Theorem 3.1 we have seen that
given p ∈ CτSm1,0(R
n × Rn), the symbol of the operator given by Equation (7)
p˜(x,Dx) := κ
−1,∗p(x,Dx)κ
∗ (33)
belongs to CτSm1,0(R
n × Rn). Moreover, in [11, Theorem 2.2.13] it is proven that in the case of
operators with smooth coefficients, if the symbol p of the operator p(x,Dx) satisfies the transmission
condition, then the symbol p˜ of the operator p˜(x,Dx) also satisfies the transmission condition, i.e.
the transmission condition is preserved under a smooth coordinate change. Now we will show that
this proof can be adapted to the nonsmooth case.
24
Theorem 8.4. Let κ be as before, m ∈ Z and τ > 0, τ 6∈ N, and p ∈ CτSm1,0(R
n × Rn) satisfy the
transmission condition at xn = 0. Then the transformed symbol p˜ given by (33) also satisfies the
transmission condition at xn = 0.
Proof. Let us denote by κ′ the Jacobian matrix (∂κi/∂xj). For x, y ∈ R
n we set x := κ(x), y := κ(y)
and have
x− y = κ(x) − κ(y) =M(x, y)(x − y),
where
M(x, y) :=
∫ 1
0
κ′(x+ t(y − x)) dt.
Here M(x, x) = κ′(x) is invertible. Therefore M(x, y) is invertible for (x, y) in a neighborhood of
the diagonal {(x, y) ∈ Rn+ × R
n
+ : x = y}.
The fact that κ preserves the set ∂Rn+ implies that κn(x
′, 0) = 0 for all x′ ∈ Rn−1. Then, by Taylor’s
formula, there exists a C∞-function C1 6= 0, such that
xn = κn(x
′, xn) = κn(x
′, 0) + xn
∫ 1
0
∂xnκn(x
′, hxn) dh = C1(x)xn.
Since ∂xjκn(x
′, 0) = 0 for j = 1, . . . , n− 1, the matrix M(x, y) can be written in blocks
M(x, y) =
(
A(x, y) B(x, y)
B′(x, y) C(x, y)
)
,
with A := (Mjk)1≤j,k≤n−1, B := (Mjn)1≤j≤n−1, B
′ := (Mnk)1≤k≤n−1, C := Mnn, having the
following properties for all x′, y′ ∈ Rn−1:
1. A0(x
′) := A(x′, 0, x′, 0) = (∂xkκj(x
′, 0))j,k≤n−1,
2. B0(x
′) := B(x′, 0, x′, 0) = (∂xnκj(x
′, 0))j≤n−1,
3. B′(x′, 0, y′, 0) = 0,
4. C0(x
′) := C1(x
′, 0) := C(x′, 0, x′, 0) = ∂xnκn(x
′, 0),
with A0(x
′) and C0(x
′) invertible with bounded inverses. One also has
x′ − y′ = A(x, y)(x′ − y′) +B(x, y)(xn − yn).
One can also add to p an operator with Cτ − C∞–kernel such that the invertibility holds on
supp(Kp), where Kp denotes the Schwartz kernel of p(x,Dx). Here it is easy to observe that the
class of pseudodifferential operators with a Cτ −C∞–kernel are invariant with respect to a smooth
coordinate transformations.
The relation ξ = M(x, y)tξ can be written as
ξ =
(
ξ′
ξn
)
=
(
A(x, y)tξ′ +B′(x, y)tξ
n
B(x, y)tξ′ + C(x, y)ξ
n
)
and in particular
ξ′ = Atξ′ for (x, y) = (x′, 0, y′, 0), (34)
ξn = B
tξ′ + Cξ
n
. (35)
When this holds and x′ − y′ is small,
ξ =
(
ξ′
ξ
n
)
=
(
(At)−1ξ′
− 1CB
t(At)−1ξ′ + 1C ξn
)
.
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Moreover, when we set v(ξ) = v(ξ), we have for the corresponding derivatives:
Dξ′v(ξ) =
(
n∑
k=1
∂ξk
∂ξ
j
Dξkv(ξ)
)
1≤j≤n−1
= ADξ′v(ξ) +BDξnv(ξ) (36)
Dξ
n
v(ξ) = CDξnv(ξ). (37)
When (34) and (35) hold, since κ is a bounded smooth diffeomorphism there is a positive function
R(x′, y′) defined for x′ − y′ close to zero, so that
R(x′, y′)〈ξ′〉 ≤ 〈ξ′〉 ≤ R−1(x′, y′)〈ξ′〉. (38)
Moreover, we have the usual equivalence 〈ξ〉 ∼ 〈ξ〉.
For u ∈ S(Rn) we have
(p(x,Dx)(u ◦ κ)) ◦ κ
−1 =: pκ(x,Dx, x)u
where
pκ(x, y, ξ) = p(x, y,M(x, y)
tξ))| detM(x, y)|| detκ′(y)−1|
with the previous notations. Alternatively,
pκ(x, y, ξ) = p(κ
−1(x), κ−1(y), M˜(x, y)tξ)| det M˜(x, y)|| detD(κ−1(y))|
and M˜(x, y) :=M(κ−1(x), κ−1(y)), where pκ is as in Theorem 2.6.
Now we apply Theorem 8.3 to pκ. Let l, N ∈ N. Then there exists pL ∈ CτSm1,0(R
n × Rn) such
that
pκ(x,Dx, x)u = pL(x,Dx)u
where, for all α ∈ Nn
ξln∂
α
ξ pL(x, ξ) = ξ
l
n
∑
|β|≤N
1
α!
∂α+βξ D
β
y pκ(x, y, ξ)
∣∣∣∣
y=x
+ ξlnrN,α(x, ξ)
and rN,α ∈ CτS
m−N−|α|−1
1,0 for N ≥ m+ l − |α|. Hence∣∣ξlnrN,α(x, ξ)∣∣ ≤ C〈ξ〉m+l−N−1−|α| ≤ C〈ξ′〉m+l−|α|+1|ξn|−1.
for all |ξn| ≥ 〈ξ′〉. The last inequality follows from the following: Set I := 〈ξ〉m+l−N−|α|〈ξ〉−1. In
the case m+ l − |α| ≥ 0 we choose N ∈ N such that m+ l −N − |α| ≤ 0. Then
I ≤ C|ξn|
−1 ≤ C〈ξ′〉m+l−|α|+1|ξn|
−1.
because of 〈ξ〉−1 ≤ |ξn|
−1. In the case m+ l − |α| ≤ 0 we choose N ≥ 0. Then
I ≤ C〈ξ′〉m+l−N−|α||ξn|
−1 ≤ C〈ξ′〉m+l−|α|+1|ξn|
−1.
In the last case we even have∣∣ξln∂αξ pL(x′, 0, ξ)∣∣ ≤ Cl,α〈ξ〉m+l−|α|+1〈ξ〉−1 ≤ Cl,α〈ξ′〉m+l−|α|+1|ξn|−1.
Now observe that
∂α+βξ D
β
ypκ(x, y, ξ)
∣∣∣
y=x
∈ CτS
m−|β|−|α|
1,0 (R
n × Rn) (39)
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satisfies the transmission condition. Indeed, for α = β = 0 this holds by the following argument:
We must show that the estimate (29) holds for the transformed symbol pκ. We note that when p
satisfies the estimate (29), and ξ and ξ are related by (34)–(35), using (38) we obtain∥∥∥∥∥ξlnp(·, 0, ξ)−
m∑
k=−l
sk(·, ξ
′)ξk+ln
∥∥∥∥∥
Cτ (Rn−1)
≤
∥∥∥∥∥(Btξ′ + Cξn)lp(·, 0,M tξ)−
m∑
k=−l
sk(·, A
tξ′)(Btξ′ + Cξ
n
)k+l
∥∥∥∥∥
Cτ (Rn−1)
≤ Cl〈ξ
′〉m+l+1|ξn|
−1 ≤ ClR
−d−l−1〈ξ′〉m+l+1|ξ
n
|−1.
For small x′−y′ (where C 6= 0), one can use these estimates successively for l = 0, 1, . . . to determine
expansion coefficients s′k(·, ξ
′) such that∥∥∥∥∥ξlnp(·, 0,M tξ)−
m∑
k=−l
s′k(·, ξ
′)ξk+l
n
∥∥∥∥∥
Cτ (Rn−1)
≤ Rl〈ξ
′〉m+l+1|ξ
n
|−1
for some constant Rl, for all l. Here the s
′
k are polynomials in ξ
′, since the sk are polynomials in ξ
′.
Now, for α 6= 0 or β 6= 0, ∂α+βξ D
α
y pκ(x, y, ξ) is a linear combination of terms of the form
q(x, y, M˜(x, y)tξ)a(x, y)ξγ
for |β| ≤ |α|, where |γ| ≤ |α|+ |β|. Since a comes from derivatives of κ, a ∈ C∞b (R
n×Rn) and then
q ∈ CτS
m−|α|−|β|−|γ|
1,0 (R
n × Rn) satisfies the transmission condition.
Equation (39) implies that there exist constants Cl,α and functions sk,α such that∥∥∥∥∥∥ξln
∑
|β|≤N
1
α!
∂α+βξ D
β
y pκ(·, 0, y, ξ)
∣∣∣∣
y=x
−
m−|α|∑
k=−l
sk,α(·, ξ
′)ξk+ln
∥∥∥∥∥∥
Cτ (Rn−1)
≤ Cl,α〈ξ
′〉m+l+1−|α||ξn|
−1
for |ξn| ≥ 〈ξ′〉. This implies that∥∥∥∥∥∥ξln∂αξ pL(·, 0, ξ)−
m−|α|∑
k=−l
sk,α(·, ξ
′)ξk+ln
∥∥∥∥∥∥
Cτ (Rn−1)
≤ Cl,α〈ξ
′〉m+l+1−|α||ξn|
−1.
Now for the derivatives of p, we note by (36)–(37) that Dξ
n
p is directly related to Dξnp, whereas
Dξ
j
p for j < n is a sum of derivatives of p, but again the terms can be regrouped to furnish the
desired expansions as in (29). The norm in Cτ (Rn−1) can be included so it is found altogether
that when p(·, ξ) satisfies the transmission condition at xn = 0, then so does p(·,M
tξ). Derivatives
in x and y can be handled as above including differentiations through M(x, y)tξ. It follows that
pκ := pL satisfies the transmission condition.
9 Nonsmooth Green Operators on Smooth Manifolds
In this section we follow a similar approach as in [26, Chapter 7-8]. We will consider Green operators
acting on a smooth compact manifold M of dimension n.
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Let U and V be open subsets of Rn+, and let κ : U → V be a diffeomorphism. If A is a
pseudodifferential operator with Cτ–coefficients of order m, whose kernel has compact support in
U × U , then there exists a function ψ ∈ C∞0 (U) such that A = A(ψ ·). The operator A : S(R
n)→
Cτ (Rn) can therefore be extended to C∞(U)→ Cτ (Rn) by setting Au := A(ψ·u) for all u ∈ C∞(U).
We then define the transformed operator Aκ : C
∞(V )→ Cτ (Rn) by
Aκu(y) =
{
[A(u ◦ κ)](κ−1(y)) if y ∈ V,
0 if y /∈ V.
The operator Aκ represents a coordinate change from U to V .
Remark 9.1. Using this, we can prove Theorem 3.1 and Theorem 6.1 for the case of a bounded
smooth diffeomorphism κ defined on any open subset of Rn+ on operators whose kernel has compact
support.
Remember from Section 6 that given a bounded smooth diffeomorphism κ : Rn+ → R
n
+, we have
an induced diffeomorphism λ : Rn−1 → Rn−1 given by (24). In the following, given a local chart
κ : U → V ⊂ Rn+ of the manifold M , we denote by λ : ∂U → ∂V the corresponding induced
diffeomorphism, and by ν := κ×λ : U × ∂U → V × ∂V , where ∂U := ∂M ∩U and ∂V := ∂Rn+ ∩V .
For a linear operator A =
(
A1 A2
A3 A4
)
:
C∞(U)
×
C∞(∂U)
→
Cτ (U)
×
Cτ (∂U),
we will denote by ν−1,∗ ◦ A ◦ ν∗
the operator
ν−1,∗ ◦A ◦ ν∗ :=
(
κ−1,∗ ◦A1 ◦ κ∗ κ−1,∗ ◦A2 ◦ λ∗
λ−1,∗ ◦A3 ◦ κ
∗ λ−1,∗ ◦A4 ◦ λ
∗
)
. (40)
Let A : C∞(M)×C∞(∂M)→ Cτ (M)×Cτ (∂M) be a linear operator, and let κ : U → V ⊂ Rn+ be
some chart forM . Let ν∗f = (f1 ◦ κ, f2 ◦ λ) denote the pull–back of f= (f1, f2) ∈ C∞(V )×C∞(∂V )
and ν−1,∗g = (g1 ◦ κ−1, g2 ◦ λ−1) the push–forward of g= (g1, g2) ∈ C∞(U) × C∞(∂U). Let
us denote by iU : C
∞
0 (U) × C
∞
0 (∂U) → C
∞(M) × C∞(∂M) the natural embedding and by
rU : C
τ (M) × Cτ (∂M) → Cτ (U) × Cτ (∂U) the restriction operator. Then, we can view A as an
operator AU :=rU ◦A◦ iU : C
∞
0 (U)×C
∞
0 (∂U)→ C
τ (U)×Cτ (∂U), and the push–forward operator
Aν := ν
−1,∗ ◦ AU ◦ ν∗ : C∞0 (V ) × C
∞
0 (∂V ) → C
τ (V ) × Cτ (∂V ) is the operator A in local coordi-
nates. We would like to consider the push–forward as an operator Aν : C
∞
0 (R
n
+) × C
∞
0 (R
n−1) →
Cτ (Rn+)×C
τ (Rn−1) so that we can use the theory of Green operators on Rn+ given in the previous
sections.
Definition 9.2. Let κ : U → V ⊂ Rn+ be a local chart for M , and A : C
∞(M) × C∞(∂M) →
Cτ (M)×Cτ (∂M) be a linear map with compact suppA ⊂ U × ∂U .1 Let ζ ∈ C∞0 (U) be identically
1 on a neighborhood of suppA. We define a linear map Aν = T (A; ν) : C
∞
0 (R
n
+) × C
∞
0 (R
n−1) →
Cτ (Rn+)×C
τ (Rn−1), called the push–forward of A by ν, as follows: for f ∈ C∞0 (R
n
+)×C
∞
0 (R
n−1),
T (A; ν)f := [ζ · A(ζ · (f ◦ ν))] ◦ ν−1 = ν−1,∗ ◦ ζ ·A ◦ ν∗(ζ ◦ ν−1) · f,
and extended by zero outside ν(U × ∂U) := κ(U)× λ(∂U) = V × ∂V .
The support of T (A; ν) is ν(suppA), a compact subset of ν(U × ∂U) = V × ∂V . Conversely,
if S : C∞0 (R
n
+) × C
∞
0 (R
n−1) → Cτ (Rn+) × C
τ (Rn−1) has compact support in ν(U × ∂U), then
1Following [26, Def. 8.4] if A : C∞(M) → C∞(M), resp. A : C∞
0
(M) → C∞(M), is a linear map, we define the
support of A to be the complement of the largest open set O ⊂M such that for all ϕ ∈ C∞(M), resp. ϕ ∈ C∞
0
(M),
1. Aϕ(x) = 0 if x ∈ O.
2. Aϕ ≡ 0 if supp(ϕ) ⊆ O.
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S = T (A; ν) for some A : C∞(M) × C∞(∂M) → Cτ (M) × Cτ (∂M) with support in U × ∂U . In
fact the push–forward A = T (S; ν−1) : C∞(M) × C∞(∂M) → Cτ (M) × Cτ (∂M) having support
in U × ∂U is defined by
T (S; ν−1)f := [(ζ ◦ ν−1) · S((ζ ◦ ν−1) · (f ◦ ν−1))] ◦ ν
= ν∗ ◦ (ζ ◦ ν−1) · S ◦ ν−1,∗ζ · f.
The push–forwards A 7→ T (A; ν) and S 7→ T (S; ν−1) also called push–forward and pull–back re-
spectively, are mutually inverse one to one maps between linear maps A : C∞(M) × C∞(∂M) →
Cτ (M)×Cτ (∂M) with compact support in U × ∂U and linear maps S : C∞0 (R
n
+)× C
∞(Rn−1)→
Cτ (Rn+)× C
τ (Rn−1) with compact support in ν(U × ∂U).
Similar to the definition of pseudodifferential operators on a manifold as in [26, Definition 8.7],
we define Green operators with Cτ–coefficients on a manifold. We will continue using the notation
given in Equation (40) and additionally, if
A =
(
A1 A2
A3 A4
)
:
C∞(U)
×
C∞(∂U)
→
Cτ (U)
×
Cτ (∂U),
is a linear operator defined on U ⊆ Rn+, given two functions ϕ, ψ ∈ C
∞
0 (R
n
+), we denote by ϕAψ
the operator
ϕAψ :=
(
(ϕ|U )A1(ψ|U ) (ϕ|U )A2(ψ|∂U )
(ϕ|∂U )A3(ψ|U ) (ϕ|∂U )A4(ψ|∂U )
)
. (41)
Definition 9.3. Let M be a compact C∞–manifold with boundary. A linear operator A : C∞(M)×
C∞(∂M)→ Cτ (M)×Cτ (∂M) is called a Green operator with Cτ–coefficients on M of order m ∈ R,
if for every coordinate chart (U, κ) on M , and for all ϕ, ψ ∈ C∞0 (U), the push–forward operator
T (ϕAψ; ν) = ν−1,∗(ϕAψ)ν∗ = (ϕ ◦ ν−1)T (A; ν)(ψ ◦ ν−1),
is a Green operator with Cτ–coefficients on Rn+ of order m.
We note that, if (U, κ), (U ′, κ′) are two coordinate charts with U ∩U ′ = ∅, then (U ∪U ′, κ∪ κ′)
is another coordinate chart, where
(κ ∪ κ′)(x) :=
{
κ(x) if x ∈ U,
κ′(x) if x ∈ U ′,
and without loss of generality we take κ and κ′ to have disjoint image so that κ∪ κ′ has an inverse.
Remark 9.4. If both κ and κ′ are bounded smooth diffeomorphisms, then κ ∪ κ′ is also a bounded
smooth diffeomorphism.
Definition 9.5. The Green operator A has Cτ − C∞–kernel, if for every coordinate chart (U, κ)
on M , and for all ϕ, ψ ∈ C∞0 (U), the push–forward operator ν
−1,∗(ϕAψ)ν∗ is a Green operator on
Rn+ with C
τ − C∞–kernel as in Definition 7.1.
Similarly to [26, Proposition 8.8], we have that Green operators with Cτ–coefficients on M are
quasi-local:
Proposition 9.6. Let ϕ, ψ ∈ C∞(M) be such that suppϕ ∩ suppψ = ∅ and let A be a Green
operator with Cτ–coefficients on M . Then ϕAψ is a Green operator with Cτ − C∞–kernel.
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Proof. Since the supports of ϕ and ψ are compact and disjoint from each other,
suppϕ ⊂ U := U1 ∪ . . . ∪ Up, suppψ ⊂ V := Up+1 ∪ . . . ∪ UN ,
where (Uj , κj), j = 1, . . . , N , are some coordinate charts on M and U ∩ V = ∅. We choose an open
set W such that
suppϕ ∪ suppψ ⊂W ⊂W ⊂ U ∪ V .
Then U1, . . . , UN ,W
c
is an open cover of M , and we choose a subordinated partition of unity
{φj}1≤j≤N+1, that is,
∑N+1
j=1 φj = 1, suppφj ⊂ Uj , for all j = 1, . . . , N and suppφN+1 ∩W = ∅.
Then
ϕAψ =
∑
j,k
φjϕAψφk
where the sum is taken over the indices j = 1, . . . , p, and k = p+ 1, . . . , N , since these are the only
indices for which φjϕ and ψφk do not necessarily vanish.
Now choose functions χj ∈ C∞0 (Uj) such that χj ≡ 1 on suppφj . Then
ϕAψ =
∑
j,k
χjϕ(φjAφk)ψχk. (42)
Joining the two coordinate charts (Uj , κj) and (Uk, κk) as above, we obtain a coordinate chart
(Ujk, κjk) := (Uj ∪ Uk, κj ∪ κk), and then by Definition 9.3 the operator νjk−1,∗(φjAφk)ν∗jk is a
Green operator with Cτ–coefficients on Rn+ of order m, where as before νjk := κjk × λjk. Since
supp(χjϕ) ∩ supp(ψχk) = ∅, Propositions 4.3, 7.6, 7.8, 7.10, imply that the push–forward operator
νjk
−1,∗(χjϕ(φjAφk)ψχk)ν
∗
jk of each term in the sum (42) has a C
τ − C∞–kernel.
Hence, if (U, κ) is an arbitrary chart and ϕ˜, ψ˜ ∈ C∞0 (U),
ν−1,∗νjk
−1,∗(χj ϕ˜ϕ(φjAφk)ψψ˜χk)ν
∗
jkν
∗
has a Cτ − C∞–kernel as well. Therefore ν−1,∗ϕ˜ϕAψψ˜ν∗ has a Cτ − C∞–kernel. Since (U, κ) and
ϕ˜, ψ˜ ∈ C∞0 (U) have been arbitrary, ϕAψ has a C
τ − C∞–kernel.
Our main result is as follows:
Theorem 9.7. Let U be an atlas onM . A linear operator A is a Green operator with Cτ–coefficients
on M of order m if and only if the following conditions are satisfied:
(i) For every chart (U, κ) ∈ U and for all ϕ, ψ ∈ C∞0 (U), the operator ν
−1,∗(ϕAψ)ν∗ is a Green
operator with Cτ–coefficients on Rn+ of order m.
(ii) For all ϕ, ψ ∈ C∞(M) with suppϕ ∩ suppψ = ∅, the operator ϕAψ has a Cτ − C∞–kernel.
Proof. The necessity follows from Definition 9.3 and Proposition 9.6. For the sufficiency, choose
a partition of unity {ϕj : j ∈ J} subordinated to the atlas U , i.e., for every j ∈ J there is some
(Uj , κj) ∈ U such that suppϕj ⊆ Uj , and corresponding functions ψj ∈ C∞0 (Uj) such that ψj ≡ 1
on the support of ϕj .
Then we have
A · =
∑
j
ϕjA · =
∑
j
ϕjA[ψj · ] +
∑
j
ϕjA[(1− ψj) · ].
Let ϕ, ψ ∈ C∞0 (Uj). Since suppϕj ∩ supp(1 − ψj) = ∅, by Condition (ii) the terms ϕjA[(1 − ψj)·]
have Cτ − C∞–kernels. After composing them with the multiplication operators by ϕ and ψ, by
Definition 9.5 the push–forward of such terms are Green operators on Rn+ with C
τ − C∞–kernel,
which has compact support in Rn+ × R
n−1 × Rn+ × R
n−1. Hence by Lemma 7.2 and Definition 9.3
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the operators ϕϕjA[(1 − ψj)ψ·] are Green operators with Cτ–coefficients on M of order −∞.
Let (U, κ) be an arbitrary chart. We can assume without loss of generality that κ ◦ κ−1j |Aj , where
Aj := κj(suppψj), can be extended to a bounded smooth diffeomorphism from Rn+ to R
n
+. Oth-
erwise we replace ϕj and ψj by some ϕj,1, . . . , ϕj,N , ψj,1, . . . , ψj,N ∈ C
∞
0 (Uj) (with sufficiently
small support) such that ϕj =
∑N
k=1 ϕj,k and ψj,k ≡ 1 on suppϕj,k and the previous condi-
tion is valid for ϕj,k. We will show that for any ϕ, ψ ∈ C∞0 (U), the push–forward operators(
ϕϕjAψjψ
)
ν
:= ν−1,∗ϕϕjAψjψν
∗ are Green operators with Cτ–coefficients on Rn+ of order m. We
have (
ϕϕjAψjψ
)
ν
=
[(
ϕϕjAψjψ
)
νj
]
ν◦ν−1
j
. (43)
By Condition (i) we have that
(
ϕϕjAψjψ
)
νj
is a Green operator with Cτ–coefficients on Rn+ of
order m. Therefore by Theorem 3.1 and Theorem 6.1, the operator (43) is a Green operator with
Cτ–coefficients on Rn+ of order m, as we wanted to show.
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