Abstract The Northern Hemisphere stratospheric polar vortex is linked to surface weather. After Stratospheric Sudden Warmings in winter, the tropospheric circulation is often nudged towards the negative phase of the Northern Annular Mode (NAM) and the North Atlantic Oscillation (NAO). A strong stratospheric vortex is often associated with subsequent positive NAM/NAO conditions. For stratosphere-troposphere associations to be useful for forecasting purposes it is crucial that changes to the stratospheric vortex can be understood and predicted. Recent studies have proposed that there exist tropospheric precursors to anomalous vortex events in the stratosphere and that these precursors may be understood by considering the relationship between stationary wave patterns and regional variability. Another important factor is the extent to which the inherent variability of the stratosphere in an atmospheric model influences its ability to simulate stratosphere-troposphere links. Here we examine the lower stratosphere variability in 300-year pre-industrial control integrations from 13 coupled climate models. We show that robust precursors to stratospheric polar vortex anomalies are evident across the multi-model ensemble. The most significant tropospheric component of these precursors consists of a height anomaly dipole across northern Eurasia and large anomalies in upward stationary wave fluxes in the lower stratosphere over the continent. The strength of the stratospheric variability in the models was found to depend on the variability of the upward stationary wave fluxes and the amplitude of the stationary waves.
Introduction
The strength and location of the Northern Hemisphere (NH) stratospheric polar vortex are linked to circulation anomalies in the troposphere (Thompson et al. 2002; Scaife et al. 2005) . Dunkerton (1999, 2001) showed that during the first 60 days after the onset of anomalous weak stratospheric vortex regimes, or stratospheric sudden warmings (SSWs), in winter, the large-scale tropospheric circulation is nudged towards the negative phase of the Northern Annular Mode (NAM) and the North Atlantic Oscillation (NAO). The NAM/NAO is the dominant weather pattern in the North Atlantic region, and negative anomalies during winter trigger near-surface cold anomalies in large regions of the NH (Thompson et al. 2002; Kolstad et al. 2010) , such as during the winter of 2009-2010. Stronger-than-normal stratospheric vortex events are associated with subsequent positive NAM/NAO conditions (Ambaum and Hoskins 2002; Wittman et al. 2004; Scaife et al. 2005) . In light of these stratospheretroposphere associations, the potential for tropospheric prediction based on the state of the stratospheric vortex has been studied extensively in recent years Charlton et al. 2003 Charlton et al. , 2004 Douville 2009; Stan and Straus 2009 ).
Whether or not these stratosphere-troposphere associations can be exploited for predictive purposes depends on how well changes to the stratospheric vortex can be understood and predicted in advance (Limpasuvan et al. 2004; Polvani and Waugh 2004; Orsolini et al. 2010) . It is known that stratospheric vortex anomalies are preceded by positive poleward anomalies in the zonal-mean heat fluxes in the lower stratosphere (Polvani and Waugh 2004) and increased baroclinic wave energy associated with planetary-scale waves (Liberato et al. 2007; Castanheira et al. 2009 ). However, the relationship between anomalous tropospheric planetary wave amplitudes and subsequent stratospheric variability is complex and dependent on the state of the stratosphere-troposphere system at the time of the generation of planetary wave anomalies (Reichler et al. 2005) .
A number of studies have linked anomalously high upward fluxes of wave energy into the stratosphere to variations in the Eurasian snow cover during the transition from autumn to winter. A series of papers from the late 1990s (Cohen and Entekhabi 1999; Cohen et al. 2001; Saito et al. 2001) introduced the idea that year-to-year variations in October Eurasian snow cover lead to variations in the structure and strength of the Siberian High, that these variations lead to changes in the wave activity flux entering the stratosphere during the winter season, and that these fluxes are responsible for significant variations in the strength of the stratospheric polar vortex (see discussion in ). There has been some debate in the literature about the significance of these precursors (see Limpasuvan et al. 2004; Cohen et al. 2005; Limpasuvan et al. 2005b) . Several recent studies, however, have shown both that Eurasian snow cover perturbations can be used to make successful predictions of wintertime temperatures and that imposed snow cover anomalies are capable of generating significant stratospheric variability, albeit modulated by the prior state of the stratosphere (Fletcher et al. , 2009 .
Recently, Garfinkel et al. (2010) and Smith et al. (2010) have proposed a new framework for understanding the tropospheric precursors of stratospheric variability. Both studies suggest that tropospheric precursors to stratospheric variability could be understood by considering the linear interference between the background stationary wave pattern and the anomalous regional variability in the NH. In addition to understanding the links between Eurasian snow cover and stratospheric variability linear interference, these ideas may also prove useful in understanding the recently studied links between variability in the tropical Pacific and European winter conditions via a stratospheric pathway (Bell et al. 2009; Cagnazzo and Manzini 2009; Ineson and Scaife 2009) .
Another important factor in understanding the stratosphere-troposphere links is the extent to which the inherent variability of the stratosphere in an atmospheric model influences its ability to simulate these links (Gerber and Polvani 2009 ). Models differ greatly in their ability to reproduce observed stratospheric variability (Charlton et al. 2007; Maycock et al. 2010) . This ability appears not to depend simply upon the models' upper lid height or stratospheric resolution.
One way of making progress on both of these issues is to examine the relationship between stratospheric variability and its tropospheric precursors in a large ensemble of different models. In this study, we adopt such an approach by examining the variability of the lower stratosphere in long pre-industrial control integrations, of a subset of the world climate research programme's (WCRP's) coupled model intercomparison project phase 3 (CMIP3) models (Meehl et al. 2007 ). The advantage of using such integrations is that the influence of externally forced climate variability (from volcanoes, aerosols or trends in greenhouse gas forcing) on the stratosphere and troposphere is eliminated. The large ensemble available to us (we used 300 years for each of the 13 models) also means that the detection of significant stratosphere-troposphere links is easier. It is of course important to state at the beginning of our study, however, that as in other studies, the diagnosis of physically meaningful relationships is dependent upon the level of realism of the models concerned. Hardiman et al. (2008) used the CMIP3 models to examine the links between Eurasian snow cover and stratospheric variability. One important point to note from Hardiman et al. (2008) is that the CMIP3 models appear to exhibit a limited connection between Eurasian snow cover and wintertime temperature in the NH. Hardiman et al. (2008) link this weak connection primarily to the weak snow cover variability in the models. Here we wish to expand on that study in seeking to broadly characterise tropospheric precursors to strong and weak stratospheric vortex events. As in other model inter-comparison studies, the physical process of interest (here tropospheric precursors to anomalous stratospheric vortex events) will vary considerably between different models.
The two main purposes of this paper are: (1) To identify robust precursors of stratospheric variability events across the multi-model ensemble to enhance our understanding of the stratosphere-troposphere links, and (2) To compare the stratospheric variability across the multi-model ensemble to develop tentative hypotheses about the role of the troposphere in determining the stratospheric vortex variability.
Data and methods
Monthly mean data from the NCEP/NCAR re-analysis (NNR from now on) (Kalnay et al. 1996) in the period from the winter of 1958-1959 to the winter of 2009-2010 were used. Our analysis was repeated in full with the ERA-40 data set (Uppala et al. 2005 ), but as the differences with respect to the NNR were considered to be negligible in the context of our study, we decided to present only the results obtained with the NNR. The CMIP3 models that were used are listed in Table 1 , along with a selection of parameters that relate to the stratospheric polar vortex. We used results from a more recent version of BCM than the one used in CMIP3, as described by Otterå et al. (2009) . A thorough investigation of the stratospheric variability of these models and others are found in Cordero and Forster (2006) . All the models that provided 300 years or more of pre-industrial control runs were used, and we used 300-year time slices of each.
Many indices have been used to characterise vortex strength. The most direct index is the zonal wind speed at 60°N, but Baldwin and Thompson (2009) have shown that the zonal-mean NAM indices or area-averaged polar cap geopotential anomalies are more effective when studying stratosphere-troposphere couplings. Here we compute monthly-mean, area-averaged 50-hPa polar cap geopotential height anomalies as Z PC P ðZ 0 cos uÞ= P cos u, where Z 0 ¼ Z À " Z, Z is the geopotential height, " Z is its climatological mean and u is the latitude. The sum was performed on all grid points north of 65°N. The 50-hPa level was chosen because it was the highest level below 10 hPa that was available for all the data sources. On the daily time scale, Z PC corresponds closely to the zonal-mean NAM index (Baldwin and Thompson 2009 ).
To examine the structure of stratospheric variability in the re-analysis and the CMIP3 models, weak vortex months (WVMs) and strong vortex months (SVMs) are defined as the months for which Z PC is greater than its wintertime (December-March: DJFM) 90th percentile or less than its wintertime 10th percentile, respectively. When two or more consecutive months satisfied this constraint, only the first of these was included.
As an index of stationary wave activity, we used a slightly rewritten version of the vertical component of the 'Plumb flux' vector defined in Eq. (7.1) by Plumb (1985) :
where geostrophic winds were used, as recommended by Karoly et al. (1989) . The asterisks indicate anomalies from zonal means, a is the Earth's radius, X its angular speed of rotation, / is the latitude, k is the longitude, and S is a measure of the NH static stability (defined by Eq. (7.2) in Plumb 1985) . Note that we computed F z for each month, and not for long-term mean fields, as was done by Plumb (1985) .
Stratospheric vortex variability
Prior to examining precursor patterns for stratospheric vortex anomalies, it is first necessary to examine the variability in the different models. Time series of the seasonal (DJFM) and 15-year running means of the vortex strength The model abbreviations used in this paper are listed in parentheses in the first column. Following Cordero and Forster (2006) , models with a model top lower (higher) than 45 km were classified as Low (High) index Z PC for the NNR and the 13 models are shown in Fig. 1 . The model years on the x-axes are arbitrary because the external forcing is constant in the pre-industrial control runs. These data cannot be compared year for year with the NNR data, which are shown for the period 1959-2010 (where the years given correspond to end of the winters). Note that the individual winter months were given equal weight when computing the seasonal means, both for simplicity and because some of the models have 360-day years and 30-day months. Amongst the model ensemble, there are considerable differences in several aspects of Z PC . The standard deviations of Z PC on the monthly time scale and the zonally averaged long-term mean geostrophic zonal wind for each data source are listed in the third and sixth columns of Table 1 , respectively. Several models have much lower monthly variability than the NNR (by more than a factor of two in BCM, ECHAM, GISS and MIROC). However, as there is a trend in the NNR data and as trends act to inflate variance, it is important to check if these discrepancies could be due to the differences in the length of the time series (52 years for the NNR and 300 years for the models). We therefore computed the standard deviations for all the possible 52-year periods in the model data. For each model, we then checked if the 0.975 quantile of these values was greater than the standard deviation of the NNR, but this happened only for CCSM and MRI.
For the models, there is no obvious correspondence between the model top and the amount of inter-annual variability in the stratosphere (for example GISS has a model top at 0.1 hPa). From Fig. 1 it is also apparent that a large amount of inter-decadal variability is present in some of the models. Multiple rigorous attribution studies have shown that recent stratospheric trends can be traced to a combined influence of greenhouse gas and stratospheric ozone changes (Randel et al. 2009 ), but Fig. 1 shows that even in unperturbed climate runs, secular trends in Z PC similar to that observed in the re-analysis occur at several points in the integration of some of the models (for example near year 200 in the CCSM model integration).
The skewness of Z PC in each data source is listed in the fourth column of Table 1 . Right-skewed distributions, for which the skewness is positive, generally have a long right tail and their mean value to the right of the median. Rightskewed Z PC distributions suggest that WVMs are less common but more extreme than SVMs. The skewness of Z PC in the NNR is 0.24. For the models, a wide range of skewness values are found, from -0.42 in UKMO (suggesting that SVMs dominate) to 1.00 in IPSL.
The models' abilities to simulate large deviations of vortex strength can also be assessed from the two rightmost columns of Table 1 , where the zonal-mean geostrophic westerly winds at 50 hPa and 60°N, averaged during WVMs and SVMs, are shown. These numbers should be held against the average jet strength in the fifth column of Table 1 . Only a few models are able to produce as weak winds during WVMs as the NNR, but for these models, both the average winds and the winds during SVMs are weaker than in the NNR.
In Fig. 2 , the mean 50-hPa geopotential height anomalies during WVMs for each of the models are shown with coloured shadings. Large, positive anomalies are observed over the polar cap, with a similar structure and spatial scale in the models and the NNR. Although not shown here, the patterns during SVMs are similar in spatial structure, but with anomalies of opposite signs to the WVM patterns. The weighted climatological averages (meaning that the longterm average was weighted with respect to the seasonal distribution of the SVMs and WVMs) of Z Ã ¼ Z À Z ½ , the geopotential height with its zonal mean removed, are shown with black contours to indicate the locations and amplitudes (the difference between the maxima and The models agree well in determining the spatial stationary wave structure in the stratosphere, with a strong focus toward a wave-number one ridge-trough pattern across the Bering Strait region, albeit with different amplitudes. We note that models with low stratospheric vortex variability tend to have weak stationary wave amplitude, a relationship that we pursue further in Sect. 5, where inter-model differences are examined.
Precursors of vortex anomalies
In this section simulated and observed standardised anomalies during the months prior to both WVMs and SVMs are analysed. By standardised we mean that the anomalies were divided by their month-wise long-term standard deviation. This was done to assign equal weights to all the models, as their stratospheric polar vortex variance differs substantially (cf. Fig. 1 ; Table 1 ).
Weak vortex months
In Fig. 3 the average standardised geopotential height anomalies at 700 and 100 hPa one month before WVMs are shown for the NNR (Fig. 3a , c, respectively) and for the model ensemble (Fig. 3b, d , respectively). Note that some of the models are not defined at 700 hPa over topographic features such as Greenland and the Himalayas. Longitudeheight cross sections, area-averaged from 50°N to 80°N, are also shown for the NNR (Fig. 3e) and for the models (Fig. 3f) . At 700 hPa two significant anomalies appear in both the models and the NNR: a ridge over the western part of northern Eurasia and a trough over the Northeast Asia/ Bering Strait region (Fig. 3a, b) . This anomaly dipole, and the high anomaly over north-western Eurasia in particular, has been shown to be a precursor of weak stratospheric vortex regimes (Limpasuvan et al. 2004; Martius et al. 2009; Garfinkel et al. 2010; Orsolini et al. 2010) . As seen perhaps most clearly in Fig. 3b , these anomalies enhance the amplitude of the stationary wave field across the Eurasian continent. From Fig. 3f , it is clear that the anomaly dipole pattern exists throughout the troposphere in the models. In the NNR (Fig. 3e) , the same pattern is seen, although it is only statistically significant in the lower troposphere. The negative anomalies over southern Europe and Southeast Asia are too far to the south to be included in Fig. 3e . At 100 hPa (Fig. 3c, d ) high anomalies are found between the two stationary ridges over Alaska and the Northeast Atlantic. Our interpretation is that these anomalies, together with the low anomaly in the region near the stationary trough over Asia, act to nudge the polar geopotential height field in the lower stratosphere towards a wave-number one pattern.
It is clear from both the horizontal and vertical plots in Fig. 3 that there is a westward baroclinic tilt with height in the geopotential field. This suggests that advection of air masses is a key factor in the three-dimensional atmospheric development during the months before WVMs.
Throughout the troposphere changes to the geopotential height field prior to WVMs in both the NNR and the large multi-model ensemble act to enhance the pre-existing stationary wave field, as suggested by Garfinkel et al. (2010) . The similarity of the patterns for both the NNR and model ensemble suggests that to a large extent model behaviour is similar to that in the re-analysis and lends confidence that such an enhancement of the background stationary wave field is an important precursor to stratospheric WVMs. An obvious supplementary question to consider is if the Fig. 4a and for the multi-model ensemble in Fig. 4b . The weighted climatological mean fields are also shown. For the multi-model ensemble, it is clear that the stationary geopotential height anomalies at 100 hPa in Fig. 3d are associated with enhanced upward propagating wave activity over East Asia from about 50°N to 80°N (Fig. 4b) . The climatological values show that this is the primary region for upward propagating stationary wave activity, hence an enhancement of the vertical component of the Plumb flux in this region would be consistent with the enhancement of the stationary wave pattern in the troposphere over Eurasia as seen in Fig. 3 . For the NNR, a more complex pattern emerges (Fig. 4a) . While as in the multi-model ensemble, an overall enhancement of the upward component of the Plumb flux is observed, its horizontal distribution is quite different to that observed in the multi-model ensemble, with a large and significant enhancement of the flux over the western coast of North America. Figure 4c and d, where vertical slices of the Plumb flux, area-averaged from 50°N to 80°N, are shown, reveal that this difference between the NNR and multi-model ensemble is not restricted to the 100-hPa level. In the models (Fig. 4d) , the largest anomalous Plumb flux anomalies in the stratosphere are confined to the Eurasian continent (west of 180°E). The location of the enhanced fluxes at 100 hPa lends support to the idea that Eurasian snow cover is an important factor in determining the strength of the stratospheric vortex , although the magnitude of the wave forcing is lower and less significant in the troposphere than in the stratosphere. The issue of snow cover is discussed in more detail in Sect. 6 below. In the NNR (Fig. 4c) , the region over North America is also affected by a surplus of stationary wave fluxes. It is also interesting to note that the Bering Strait region appears to be the most important tropospheric source of surplus stationary wave flux in the NNR, while negative flux anomalies are found to the west of Greenland (Fig. 4c ).
Strong vortex months
Previous studies which have compared the structure of strong and weak vortex regimes in the stratosphere in reanalysis datasets (e.g. Limpasuvan et al. 2004 Limpasuvan et al. , 2005a have noted the strong asymmetry between them. To compare the precursors of WVMs and SVMs in the NNR and the CMIP3 models we repeat the analysis of Sect. 4.1 for SVMs. Figure 5 shows average geopotential height anomalies one month before SVMs. In Fig. 5a -d, the anomaly structure is, to some extent, the inverse of the structure in Fig. 3a-d . At 700 hPa, the climatological stationary wave pattern across Eurasia is diminished (Fig. 5a, b) , although the magnitudes of the model anomalies are small. At 100 hPa, the trough between the two stationary ridges over Alaska and the Northeast Atlantic deepens, while the stationary ridge over East Asia is suppressed (Fig. 5c, d ). In both data sets, the negative anomalies dominate. When seen together, Fig. 5a-d suggest that the amplitude of the large-scale stationary wave structure is reduced. The anomalies in the vertical plots, averaged from 50°N to 80°N (Fig. 5e, f) have opposite signs to the anomalies in Fig. 3e and f, but we note that the only significant anomalies in the models are associated with the upper-level low anomaly between 180°and 60°W (from the Bering Strait to Greenland). Figure 6 shows the anomalies in the vertical component of the Plumb flux prior to SVMs. There are large differences between the multi-model ensemble and the NNR. During the months before SVMs, there is a strong reduction in vertical Plumb flux over Eurasia in the model ensemble at 100 hPa (Fig. 6b) , consistent with the overall reduction in stationary wave amplitudes (Fig. 5b, d ). This aligns well with the results of their Fig. 5 ), who found large negative Plumb flux anomalies over Eurasia prior to cold vortex events. The anomalies in the Plumb flux for the NNR are not confined to eastern Eurasia, and do not have a consistent and significant structure at 100 hPa (Fig. 6a) . The vertical plot for the models (Fig. 6d) is essentially the mirror image of Fig. 4d , suggesting that the models display a strong and significant reduction of vertical stationary wave flux over Eurasia above 250 hPa one month before SVMs. In the NNR, the largest negative Plumb flux anomalies are found to the east of the Bering Strait in the lower stratosphere, but the anomalies are not statistically significant anywhere in Fig. 6c . The values were interpolated onto a longitude grid with a spacing of 10°. In all the panels, the dots have the same meaning as in Fig. 3 5 Understanding inter-model differences
Although the CMIP3 multi-model ensemble grossly simulates the observed features of lower stratospheric variability and their precursors, the models and the NNR show significant differences between the sources of anomalous planetary wave activity that leads to those anomalies. This result, coupled with the large variation in standard deviation in the lower stratosphere between the models suggests that some progress in understanding the wide variation between models might be made by comparing Plumb fluxes throughout the troposphere. A very simple hypothesis to explain differences between the models is that those with low amounts of stratospheric variability lack large variations in stationary wave activity entering the stratosphere from below. In Sect. 3 we found that the variance of the polar vortex at 50 hPa appeared to be largely proportional to the amplitude of the stationary wave field at the same level. We now investigate whether the long-term variance of the polar vortex (on the monthly time scale) is associated with the stationary waves at other latitudes and vertical levels. To do this, we form a vector with 13 elements from the third column of Table 1 , excluding the value for the NNR. This vector, which we call r Z , is then correlated in turn with 13-element vectors (one element for each model) for a range of latitudes and pressure levels. The first of these is the long-term standard deviation of the zonally averaged vertical Plumb flux, and the results are shown in Fig. 7a . Note that because some of the models do not provide data for the lower troposphere over topography, only the results from 700 hPa and upwards are shown. The models with large (small) variability in this parameter also have large (small) values of r Z in the polar stratosphere and tropopause region, as indicated by the positive correlations north of 50°N and above 200 hPa. This suggests that a large stationary wave flux variance in the stratosphere is an important factor in simulating a strongly varying stratospheric polar vortex. The variance of stationary wave fluxes in the polar troposphere appears to be less important. Although it is barely significant, there is an intriguing negative correlation between the stationary wave flux variance in the subtropical troposphere and the variance of the polar vortex. If these are physically meaningful features, models with a limited stationary wave variance at different levels in the subtropics tend to have a large stratospheric polar vortex variance. This apparent link is particularly interesting in the context of the recent interest in the subtropical region as an important source region for waves that can influence stratospheric behaviour. Recent studies (e.g. Garcia and Randel 2008) suggest that observed changes in the Brewer-Dobson circulation over the twentyfirst century (Butchart et al. 2006 ) might be related to changes in planetary wave generation and propagation from the sub-tropical troposphere.
In Fig. 7b , the correlations between r Z and the longterm standard deviation of the stationary wave amplitude (the difference between the maximum and minimum values of [Z] along a latitude line), computed from monthly mean data, are shown. As with the variability in zonal-mean Plumb flux, the strongest level of correlation between this quantity and r Z across the models is found in the stratosphere, but now from 100 hPa and upward. Negative correlations, although not significant ones, are found in the polar troposphere and in the subtropical tropopause region.
Discussion
We have used the NCEP/NCAR re-analysis and long preindustrial control integrations of 13 CMIP3 models to examine the variability of the polar vortex in the stratosphere. The re-analysis only covers about 50 years, while we used 300-year time series from each of the models. We hope that the very large sample size of the model data and the large inter-model differences in terms of both horizontal and vertical resolution have enabled us to extract the most robust precursors of stratospheric polar vortex variability.
By producing composites of both WVMs and SVMs from re-analysis and models we were able to show that these events follow changes to the pre-existing stationary wave pattern in the troposphere. In common with the results of Garfinkel et al. (2010) , we find that precursor Fig. 7 Latitude-height cross sections of the inter-model, month-to-month correlation between the standard deviations of Z PC anomalies and: a the standard deviations of the zonalmean vertical plumb flux and b the standard deviations of the stationary wave amplitude (the maximum value minus the minimum value along each latitude). The points for which the correlations are significant at the 5% level are marked with dots patterns in the troposphere for weak vortex regimes are a ridge over Northeast Europe and a trough over the Bering strait and Northeast Asia. These anomalies are part of a broader baroclinic structure that tends to enhance the preexisting large-scale (predominantly wave-number one) stationary wave pattern (Garfinkel et al. 2010) . By comparing these structures in NNR and the ensemble average of the control model simulations we were able to show that these structures are in general well captured by the models. We now discuss the stationary wave forcing found to precede vortex strength anomalies, the discrepancies between the models and the re-analysis, and the implications of our study for forecasting.
Stationary wave forcing
Our analysis of the source of the stationary wave perturbations, using the vertical Plumb flux diagnostic, showed that both the NNR and the models have a surplus of upward stationary wave flux prior to WVMs. This is as expected and consistent with previous studies, such as Liberato et al. (2007) , who found a strong lagged correlation between the stratospheric NAM index and wave-number one baroclinic waves. As mentioned earlier, we found that the geopotential height anomaly precursor of WVMs in Fig. 3 acted to enhance the amplitude of the stationary wave pattern. We suggest that this leads to more vigorous meridional advection, which again might lead to amplified meridional heat fluxes, thereby increasing the level of upward propagation of stationary wave flux into the stratosphere. Conversely, the precursors of SVMs might act to decrease the upward wave fluxes. An interesting finding in our study is that the anomalies in the upward wave propagation were primarily confined to the northern part of Eurasia. We are currently investigating the reasons for this and hope to present our results in a future paper.
At first sight, the Eurasian confinement of the stationary wave signal aligns well with the results of , who proposed that variations in the late autumn Eurasian snow cover explain a certain degree of the wintertime polar vortex variability. Garfinkel et al. (2010) attribute their precursor anomalies both upstream (a high anomaly over eastern Europe) and downstream (a low anomaly over the Northwest Pacific) of northern Eurasia to Eurasian snow cover anomalies. In this study we find no significant stationary wave fluxes in the troposphere over Eurasia, nor do we find significant sea level pressure anomalies prior to WVMs in the Eurasian region for the models (not shown). However, the following analysis lends support to the notion of linkages between Eurasian snow cover and weak vortex regimes in the stratosphere. Figure 4 showed a clear relationship between positive Plumb flux anomalies at 100 hPa over Eurasia one month before a weakening of the stratospheric polar vortex. We now define a region with corners at 50°N, 80°N, 60°E and 150°E and compute the area-averaged monthly 100-hPa vertical Plumb flux anomalies with respect to climatology inside that region. The fluxes were computed for the period from November to February. In Fig. 8 composites of geopotential height anomalies during the months for which this index is greater than its overall 90th percentile are shown as horizontal plots at 700 and 100 hPa, and as vertical longitude-height plots area-averaged from 50°N to 80°N. As for the WVMs and the SVMs, when two consecutive months satisfied this constraint, only the first of these was used. At 700 hPa (Fig. 8a, b) a distinct wavetrain pattern from the Atlantic to the Pacific is seen. The pattern resembles the one in Fig. 3a and b, with a ridge over western Russia and a trough over Northeast Asia in both the NNR and the models. The locations and magnitudes of these anomalies are well matched for both data sets (Fig. 8a, b) . At 100 hPa, an anomaly dipole consisting of a high over Alaska and a low over Northeast Asia is found (Fig. 8c, d ). The location of this dipole is quite similar to the dipole pattern seen in Fig. 3c and d. The vertical plots in Fig. 8e and f show that the tropospheric Eurasian anomaly dipole extends up to the tropopause in both the models and the NNR.
There is a good indication that the patterns in Fig. 8 are consistent with and similar to those associated with snow cover when the horizontal plots are compared to Fig. 7 in Orsolini and Kvamstø (2009) , which shows the December geopotential height anomalies after above-normal snow cover over Eurasia during the autumn-winter transition (October-December). Their plot for the 250-hPa level shows a Eurasian wave train in excellent agreement with our Fig. 8 . The modelling study of Fletcher et al. (2009) also generates an Atlantic-Pacific wave-train as a response to Eurasian snow cover perturbations. Because a recent study (Hardiman et al. 2008) indicated that the CMIP3 climate models are unable to reproduce the observed effects of Eurasian snow cover on the wintertime climate in the NH, we have not tried to associate enhanced Eurasian stationary wave fluxes to snow cover in the models. Although snow cover variations are probably an important factor, much work remains to explain exactly how the large vertical flux anomalies over Eurasia in the models come about. Here we simply note the importance of this region in generating precursors to stratospheric variability.
Discrepancies between models and re-analysis
In spite of the many similarities between the precursor patterns in the NNR and the models, there are also distinct differences between their stationary wave forcing. In particular, the models do not exhibit the large changes in the stationary wave amplitude over western North America seen in the NNR. The distinction between models and the NNR is even greater when the source of anomalous stationary wave precursors to SVMs is considered. In the models, the Plumb flux anomalies for WVMs and SVMs are almost symmetric between WVMs and SVMs, while in the NNR, the Plumb flux anomalies prior to SVMs are concentrated over western North America and the Arctic. When averaged from 50°N to 80°N, these structures were not significant at any level or latitude for the NNR. This raises an important question: Why are extreme vortex events in the CMIP3 models not linked to a stationary wave source over western North America? Garfinkel et al. (2010) and others connect stationary wave variability in the North Pacific and western North America with ENSO variability in the North Pacific. Therefore, the large discrepancy in the representation of ENSO variability between the CMIP3 models (Lloyd et al. 2009 ) is an obvious candidate for the missing source of stratospheric variability in this region. It is worth noting, however, that the climatological stationary wave structure in the same region in the CMIP3 models is well correlated with that found in re-analysis products (Brandefelt and Kornich 2008) . In addition, as noted by Ting et al. (1996) , a great deal of the variability in stationary wave structure and amplitude is related to the structure of the tropospheric zonally averaged zonal wind, independent of tropical SST forcing. It is also important to take care in the comparison of stratospheric WVMs and SVMs, which are unlikely to be symmetrical. As noted by Polvani and Waugh (2004) : «In some sense only the weak vortex ESEs [extreme stratospheric events] are true ''events,'' insofar as something has in fact happened (notably, a much larger than average upward wave propagation followed by wave breaking, typical of a sudden warming).» In addition to considering the performance of the multimodel ensemble we also compared stratospheric variability and stationary wave behaviour across the ensemble. Both in terms of the variability of stationary wave amplitude and variability of the Plumb flux, there was a strong correlation with stratospheric vortex variability. Models that have larger (smaller) amounts of stationary wave variability in the upper troposphere also tend to have stronger (weaker) vortex variability in the stratosphere. The potential consequences of missing sources of stationary wave variability in climate models for prediction of stratospheric variability are large, particularly in the context of the role of the stratosphere in winter season predictability in Europe and Asia. Understanding of the rich range of dynamical behaviour exhibited by stratosphere-resolving climate models is at an early stage. It is clear, however, that models with similar underlying climatological stratospheric jets can have very different amounts of stratospheric variability and produce stratospheric variability with a different structure and seasonal cycle (Charlton et al. 2007 ). Furthermore, it has not been possible to date to understand these differences in stratospheric variability in terms of basic parameters of the model design such as the position Fig. 3 , but for the November to February months for which the northern Eurasian (area-averaged inside a region with corners at 50°N, 80°N, 60°E and 150°E) vertical Plumb flux anomalies at 100 hPa are larger than their 90th percentile. Note that the colour scheme for the panels in e and f is different to the one for the corresponding panels in Fig. 3 of the model top or its vertical resolution. It may therefore be more useful to attempt to understand these differences in terms of their tropospheric sources of planetary wave activity such as ENSO and Eurasian snow cover.
Implications for forecasting
Perhaps the most important motivation for studies such as this one is to improve the prospects of seasonal forecasting. It is known that anomalies in the strength and location of the stratospheric vortex are linked to fairly well understood tropospheric weather anomalies in the subsequent 2 months or so. If reliable precursors of stratospheric vortex anomalies can be identified, there is a potential for improving longrange weather forecasts. We have identified robust tropospheric precursors, but as only monthly mean data were used the temporal resolution of our results is coarse. In order to assess the life cycle of the precursor pattern on a higher temporal resolution, we now use daily mean data from the NNR to compute daily values of 50-hPa polar cap averaged geopotential height anomalies as described in Kolstad et al. (2010) for the 52 winters (DJFM) from December 1958 to March 2010. We define weak vortex days (WVDs) as the days for which the height anomalies are greater than their overall 90th percentile and strong vortex days (SVDs) are the days when the anomalies are less than their 10th percentile. In the top row of Fig. 9 the average 700-hPa geopotential height anomalies during the specified time periods relative to the WVDs are shown. Note that the anomalies are given in metres and not standard deviation units as before. In the interval from 16 to 45 days before the WVDs, which corresponds to the month before WVMs in the monthly mean data, the precursor of WVDs is dominated by a high anomaly over western Eurasia, in agreement with Fig. 3a . The low anomalies over Europe and Northeast Asia are less distinct in Fig. 9 than in Fig. 3a . As the sample size of the data used to produce Fig. 9 is larger than the sample size for Fig. 3a , this suggests that the western Eurasia high is the most robust tropospheric precursor of weak vortex events. This conjecture is backed up by the domination of the western Eurasia high precursor for the models in Fig. 3b , which was also computed from a very large data sample. The western Eurasia high is also present in the period from 46 to 60 days before the WVDs (Fig. 9 )-another indication of robustness in this precursor. In the period from 15 days before to 14 days after the WVDs (Fig. 9 ) the high anomaly moves westwards and a negative NAO pattern gradually develops as expected.
The height anomalies relative to SVDs are shown in the bottom panel of Fig. 9 . During the 46-60 days before the SVDs a negative height anomaly with slightly larger amplitude than the positive height anomaly in the same interval relative to the WVDs is found over western Eurasia. By 16-30 days before the SVDs, the negative anomaly has moved westwards and the overall anomaly pattern projects on the positive phase of the NAO. This means that the gradual transition to an NAO-like pattern occurs earlier in the life cycle for SVDs than for WVDs. It is also interesting to note that the positive height anomaly precursor of SVMs over Northeast Asia seen in Fig. 5a is absent in Fig. 9 .
To sum up, the leftmost panels in Fig. 9 indicate that there is a potential for prediction of anomalous vortex events on the intra-seasonal time scale. Similar robust precursor In the top (bottom) row the average 700-hPa geopotential height anomalies during the specified time intervals relative to WVDs (SVDs) are shown. The unit is metres and white contours are shown for each 20 m, starting at ±30 m. The time intervals that correspond to one month before WVMs and SVMs when using monthly mean data are drawn against a gray background patterns to stratospheric vortex variability events have been identified by other authors (e.g. Limpasuvan et al. 2004 Limpasuvan et al. , 2005a and the importance of the Siberian high has also been discussed . If the presence of tropospheric precursors up to 60 days before the onset of such events can be translated into predictive skill, it would have positive implications for long-range and seasonal forecasting of wintertime weather in large regions of the NH. An important part of this process is the continued understanding and assessment of coupling between the stratosphere and troposphere in state-of-the-art general circulation models.
Conclusions
The most robust precursor of stratospheric polar vortex events consisted of a geopotential height anomaly dipole across the northern part of the Eurasian continent. Prior to weak (strong) vortex regimes, this precursor was found to be associated with increased (decreased) upward propagation of stationary wave fluxes over Eurasia. Similar patterns have been found to be associated with anomalies in Eurasian snow cover. We found a large degree of agreement between reanalysis data and pre-industrial control runs from an ensemble of 13 coupled climate models, even though the models covered a wide range of stratospheric resolutions and model lid heights. The models that had a large (small) stationary wave amplitude in the stratosphere and strong (weak) stratospheric stationary wave flux variability, both in the region around 60°N, also had strong (weak) stratospheric polar vortex variability.
