Abstract
INTRODUCTION
Rapid advances in process technology and design tools have led to the widespread use of system-on-chip (SoC) integrated circuits (ICs). In order to reduce the design cycle time, a large number of pre-designed embedded cores are often integrated in todays SoCs. While the testing of such core-based SoCs continues to be a major concern in the semiconductor industry [1] , [2] , the recent IEEE 1500 Standard addresses some aspects of the testing of core-based SoCs [3] . A standardized 1500 wrapper can either be provided by the core vendor or it can be implemented during system integration. This wrapper can be used, among other things, to provide isolation to an embedded core during test application. The design of test access mechanisms (TAMs) and SoC test scheduling are additional problems that must be tackled during system integration. A number of efficient solutions have recently been proposed for TAM optimization and test scheduling [4] - [10] ; these methods are mostly aimed at reducing the test time for package test, where all the scan-based patterns for the digital embedded cores are applied to the SoC.
A recent SoC test scheduling method attempted to minimize the average test time for a packaged SoC, assuming an aborton-first fail strategy [11] , [12] . The key idea in this work is to use defect probabilities for the embedded cores to guide the test scheduling procedure. These defect probabilities are used to determine the order in which the embedded cores in the SoC are tested, as well as to identify the subsets of cores that are tested concurrently. The defect probabilities for the cores were assumed in [11] to be either known a priori or obtained by binning the failure information for each individual core over the product cycle [12] . In practice, however, short product cycles make defect estimation based on failure binning difficult. Moreover, defect probabilities for a given technology node are not necessarily the same for the next (smaller) technology node. Therefore, a yield modeling technique is needed to accurately estimate these defect probabilities.
Many SoC designs today target the consumer electronics market, which is characterized by low product cost and narrow profit margins. Test and packaging costs are significant contributors to the product cost for such SoCs [13] . To reduce packaging cost and the test cost for packaged chips, waferlevel testing (wafer sort) is used in the semiconductor industry to screen defective dies [14] . However, since test time is a major practical constraint for wafer sort, even more so than for package test, not all the scan-based digital tests can be applied to the die under test. It is therefore important to determine the number of test patterns for each core that must be used for the given upper limit on SoC test time for wafer sort, such that the probability of successfully screening a defective die is maximized. The number of patterns need to be determined on the basis of a yield model that can estimate the defect probabilities of the embedded cores, as well as a "test escape model" that provides information on how the fault coverage for a core depends on its test length.
In this paper, we present an optimal test-length selection technique for wafer-level testing of core-based SoCs. This technique, which is based on a combination of statistical yield modeling and integer linear programming (ILP), allows us to determine the number of patterns to use for each embedded core during wafer sort such that the probability of screening defective dies is maximized for a given upper limit on the SoC test time. Therefore, this work complements prior work on SoC test scheduling that lead to efficient test schedules that reduce the testing time during package test. For a given test access architecture, designed to minimize test time for all the scan patterns during package test, the proposed method can be used at wafer sort to screen defective dies, thereby reducing package cost and the subsequent test time for the IC lot. While an optimal test access architecture and test schedule can also be developed for wafer sort, we assume that these test planning problems are best tackled for package test, simply because the package test time is higher.
The key contributions of this paper are as follows:
• We show how statistical yield modeling for defecttolerant circuits can be used to estimate defect probabilities for embedded cores in an SoC.
• We formulate the test-length selection problem for waferlevel testing of core-based SoCs. To the best of our knowledge, this is the first attempt to define a core-based test selection problem for SoC wafer sort.
• We develop an ILP model to obtain optimal solutions for the test-length selection problem. The optimal approach is applied to five ITC'02 SoC test benchmarks, including three from industry. The remainder of the paper is organized as follows. Section 2 describes prior work on a statistical yield modeling approach for defect-tolerant circuits and shows how it is adapted for estimating the defect probabilities for embedded cores. Section 3 formulates the test-length selection problem and describes an ILP model to solve this problem optimally. Section 4 presents simulation results for five of the ITC'02 SoC Test benchmarks. Finally, Section 5 concludes the paper and outlines directions for future work.
DEFECT PROBABILITY ESTIMATION FOR EMBEDDED CORES
In this section, we show how defect probabilities for embedded cores in an SoC can be estimated using statistical yield modeling techniques.
Unified Negative-Binomial Model for Yield Estimation
We adapt the yield model presented in [15] - [17] to model the yield of the individual cores in a generic core-based SoC. The model presented in [15] unifies the "small-area clustering" and "large-area clustering" models presented in [16] and [17] , respectively. It is assumed in [15] , [16] that the number of defects in a given area A is a random variable that follows a negative-binomial distribution with parameters λ A and α A . The probability P(x, A) that x faults occur in area A is given by:
The above yield model has been validated using industrial data [18] . An additional parameter incorporated in [15] is the block size, defined as the smallest value B such that the wafer can be divided into disjoint regions, each of size B, and these regions are statistically independent with respect to manufacturing defects. As in [15] , we assume that the blocks are rectangular and can be represented by a tuple (B 1 , B 2 ), corresponding to the dimensions of the rectangle. The goal of the yield model in [15] was to determine the effect of redundancy on yield in a fault-tolerant VLSI system. The basic redundant block is called a module, and the block is considered to be made up of an integer number of modules. Since our objective here is to model the yield of embedded (non-overlapping) cores in an SoC, we redefine the module to be an imaginary chip area denoted by (a 1 , a 2 ). The size of the imaginary chip area, i.e., the values of a 1 and a 2 can be fixed depending on the resolution of the measurement system, e.g., an optical defect inspection setup.
Procedure to Determine Core Defect Probabilities
We use the following steps to estimate the defect probabilities for the embedded cores: (1) Determine the block size: The block size needs to be determined first. Efficient techniques for determining the block size have been presented in [15] , and these techniques have been validated using empirical data. The block size can be determined using a simple iterative procedure, in which the wafer is divided into rectangular sub-areas (blocks), whose sizes are increased at every step. Starting with blocks of size I = 1, J = 1, we alternately increase I and J. For each fixed value of block size I · J, we then calculate the corresponding parameter α B (I, J) and arrange these values in a matrix form. The value of (I, J), for which the difference between α B (I, J) and α B (1, 1) is minimum, is chosen as the block size. In our work, we make the following assumptions: (a) as in [15] , we assume that the area of the block consists of an integer number of imaginary chip areas; (b) the block size and its negative binomial parameters are pre-determined using rigorous statistical information processing on wafer defect maps.
(2) We consider each core in the SoC to be an "independent chip". Let us consider a core represented by (C 1 , C 2 ), block size (B 1 , B 2 ), and imaginary chip (a 1 , a 2 ). This representation is illustrated in Figure 1 . We then determine the probability that the core is defective using the following steps: (a) The number of possible orientations of the core with respect to the block in the wafer is given by min{B 1 , C 1 } · min{B 2 , C 2 }. (b) For each orientation, determine the distance from the lefttop corner of the core to the closest block boundaries. This is represented as (R 1 , R 2 ), the two values denoting distances in the X and Y directions, respectively; the placement of the core with respect to the block determines the way the core is divided into complete and partial blocks. (c) The dimensions of the core can now be represented as
where n 1 and m 1 are defined as:
The parameters n 2 and m 2 are defined in a similar fashion. (d) The core can be divided into a maximum of nine disjoint sub-areas as shown in Figure 1 , each in a different block.
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Dividing the core into independent sub-areas allows for the convolution of the probability of failure of each individual sub-area. Let us assume that there are a total of D subareas; the probability that the core is defect-free is given by
indicates the dependence of this probability on the placement. Here a(N i ) denotes the probability that all the N i imaginary chip areas in the sub-area i are defect-free. This probability can be obtained from Equation (2) shown below, where a(k, N ) denotes the probability of k defect-free modules in a sub-area with N modules. By substituting N instead of k in Equation (2), we obtain Equation (3). This is done in order to estimate the probability that a block is fault-free. The process of dividing the area of a core into multiple sub-areas facilitates the application of large-area clustering conditions on the individual sub-areas. It is important to distinguish between sub-areas i = 1, 3, 7, 9 and i = 2, 4, 5, 6, 8 in Figure 1 . In the latter case, the sub-area i is divided into several parts, each contained in a different block. The derivation of the probability density function for these subareas is now a trivial extension of the base case represented by Equation (3) . (e) The final step is the estimation of the defect probability for the core. We first estimate the probability that the core is defect-free for all possible values of R 1 and R 2 . The overall defect-free probability P is obtained by averaging the defectfree probability over all orientations, and it is given by:
We use Figure 1 to illustrate the calculation of the defect probability for an embedded core. The figure represents the relative placement of a core with respect to the blocks. We have a block size of (4, 2), a core size of (6, 4) and imaginary chip area of size (1, 1). For the illustrated orientation, we have R 1 = R 2 = 1. The values of n 1 , m 1 , n 2 , m 2 for the illustrated orientation are all 1. The core is divided into nine distinct subareas numbered 1−9. For values of α B = 0.25 and λ B = 0.1, we now determine the probability that the core is defect-free using Equation (3):
The above procedure is repeated until the defect-free probability for all min(B 1 , C 1 ) · min(B 2 , C 2 ) combinations of R 1 and R 2 are determined. The final core defect-free probability is then calculated using Equation (4) . The probability that the core has a defect is simplyP = 1 − P. For a given SoC, this procedure can be repeated for every embedded core until all defect probabilities are obtained.
The knowledge of the dimensions of each individual core is necessary to determine the corresponding defect probabilities. In this paper, we use the overall SoC dimensions as given in [19] to derive information pertaining to the size of the individual modules in the ITC'02 SOC Test benchmarks. Since these benchmarks do not provide information about the sizes of the embedded cores, we use the total number of patterns for each core as an indicator of size. This assumption helps us extract the relative size of a core by normalizing it with respect to the overall SoC dimensions. Table I shows the defect probabilities for each core in the d695 benchmark circuit [20] , estimated using the parameters α B = 0.25 and λ B = 0.035. We use layout information in the form of X-Y coordinates for the cores as described in [19] to determine the defect probabilities.
TEST-LENGTH SELECTION FOR WAFER-LEVEL TEST
In this section, we formulate the problem of determining the test-length for each embedded core, such that for a given upper limit on the SoC test time (expressed as a percentage of the total SoC test time), the defect screening probability is maximized. We present a framework that incorporates the defect probabilities of the embedded cores in the SoC, the upper bound on SoC test time at wafer sort, the test lengths for the cores, and the probability that a defective SoC is screened. The defect probabilities for the cores are obtained using the yield model presented in Section 2. Let us now define the A i : the event that the core has a fault; the probability associated with this event is determined from the statistical yield model. B i : the event that the tests applied to Core i do not produce an incorrect response.Ā i andB i represent events that are complementary to events A i and B i , respectively. Two important conditional probabilities associated with the above events are yield loss and test escape, denoted by P(B i | A i ) and P(B i | A i ), respectively. Using a basic identity of probability theory, we can derive the probability that the test applied to Core i detects a defect:
Due to SoC test time constraints during wafer-level testing, only a subset of the pattern set can be applied to any Core i, i.e., if the complete test suite for the SoC contains p i scan patterns for Core i, only p * i ≤ p i patterns can be actually applied to it during wafer sort. Let us suppose the difference between the SoC package test time and the upper limit on wafer sort test time is ∆T clock cycles. The test time for each TAM partition therefore needs to be reduced by ∆T clock cycles, if we assume that the package test times on the TAM partitions are equal. The value of p * i adopted for Core i depends on its wrapper design. The larger the difference between the external TAM width and internal test bitwidth (number of scan chains plus the number of I/Os), the greater the impact of (p i − p * i ) on ∆T . In fact, given two cores (Core i and Core j) with different wrapper designs, the reduction in the number of patterns by the same amount, i.e., p i − p * i = p j − p * j , can lead to different amount of reductions in core test time (measured in clock cycles). Let f c i (p * i ) be the fault coverage for Core i with p * i test patterns. We next develop the objective function for the test-length selection problem. The goal of this objective function is to satisfy two objectives: (1) Maximize the probability that Core i fails the test; 2) Minimize the overall test escape probability. The ideal problem formulation is one that leads to an objective function satisfying both the above objectives.
Let us now assume that the yield loss is γ i , the test escape is β i , and the probability that Core i has a defect is θ i . Using these variables, we can rewrite Equation (6) as:
Similarly we can rewrite P(B i ) as follows:
We therefore conclude that for a given value of α i and γ i , the objective function that maximizes the probability P(B i ) that Core i fails the test, also minimizes the test escape β i . Therefore, it is sufficient to maximize P(B i ) to ensure that the test escape rate is minimized. Assuming that the cores fail independently with the probabilities derived in Section 2, the defect screening probability P S for an SoC with N embedded cores is given by P S = 1 − N i=1 P(B i ).
Test-Length Selection Problem: P T LS
We next present the test-length selection problem P T LS , wherein we determine an optimal number of test patterns for each core in the SoC, such that we maximize the probability of screening defective dies at wafer sort for a given upper limit on the SoC test time. We assume a fixed-width TAM architecture as in [6] , where the division of W wires into B TAM partitions, and the assignment of cores to the B TAM partitions have been determined a priori using methods described in [6] , [21] - [23] .
Let the upper limit on the test time for an SoC at wafer sort be T max (clock cycles). This upper limit on the scan test time at wafer sort is expected to be a fraction of the scan test time T SoC (clock cycles) for package test, as determined by the TAM architecture and test schedule. The fixed-width TAM architecture requires that the total test time on each TAM partition must not exceed T max .
If the internal details of the embedded cores are available to the system integrator, fault simulation can be used to determine the fault coverage for various values of p * i , i.e., the number of patterns applied to the cores during wafer sort. Otherwise, we model the relationship between fault coverage and the number of patterns with an exponential function. It is well known in the testing literature that the fault coverage for stuck-at faults increases rapidly initially as the pattern count increases, but it flattens out when more patterns are applied to the circuit under test [24] , [25] . In our work, without loss of generality, we use the normalized function f c i (p * i ) = log 10 (p * i +1) log 10 pi to represent this relationship. A similar relationship was used in [25] . We have verified that this empirical relationship matches the "fault coverage curve" for the ISCAS benchmark circuits.
Let i (P * i ) be the defect-escape probability for Core i when p * i patterns are applied to it. This probability can be obtained using Equation (8) as a function of the test escape β i and the probability θ i that the core is faulty. The value of θ i for each core in the SoC is obtained using the procedure described in Section 2.2.
The optimization problem P T LS can now be formally stated as follows: P T LS : Given a TAM architecture for a core-based SoC and an upper limit on the SoC test time, determine the total number of test patterns to be applied to each core such that: (i) the overall testing time on each TAM partition does not exceed the upper bound T max and (ii) the defect screening probability P(B i ) for the SoC is maximized. The objective function for the optimization problem is as follows:
where the number of cores in the SoC is N . We next introduce the indicator binary variable δ ij , 1 ≤ i ≤ N , 0 ≤ j ≤ p i , which ensure that exactly one test-length is selected for each core. It is defined as follows:
The defect escape probability * i for Core i is given by * i = qi j=1 δ ij i (j). We next reformulate the objective function to make it more amenable for further analysis. Let F = ln(Y ). We therefore get:
We next use the Taylor series expansion ln(1 − x) = − x+ 3 +· · · and ignore the second-and higher-order terms [26] . This approximation is justified if the defect-escape probability for Core i is much smaller than one. While this is usually the case, occasionally the defect-escape probability is large; in such cases, the optimality claim is valid only in a limited sense. The simplified objective function is given by:
In other words, our objective function can be stated as
Next we determine the constraints imposed by the upper limit on the SoC test time. Suppose the SoC-level TAM architecture consists of B TAM partitions. Let T i (j) be the test time for Core i when j patterns are applied to it. For a given Core i on a TAM partition of width w B , we use the designwrapper technique from [6] to determine the longest scan in (out) chains of length s i (s o ) of the core on that TAM partition. The value of T i (j) can be determined using the formula T i (j) = (1 + max{s i , s o } · j + min{s i , s o }) [6] . The test time T * i for Core i is therefore given by T * i = pi j=1 δ ij T i (j). Let A j denote the set of cores that are assigned to TAM partition j. We must ensure that Corei∈Aj 
EXPERIMENTAL RESULTS
In this section, we present experimental results for five SoCs from the ITC'02 SoC test benchmark suite [20] . We use the public domain ILP solver lpsolve for our experiments [27] . Since the objectives of our experiment are to select the number of test patterns in a time-constrained wafer sort test environment, and at the same time maximize the defectscreening probability for the SoC, we present the following results:
• Given values of W and T max relative to T SoC , the percentage of test patterns for each individual core that must be applied at wafer sort to maximize the defectscreening probability for the SoC.
• The relative defect-screening probability P r S for each core in an SoC, where P r S = P S /P 100 S and P 100 S is the defect-screening probability if all 100% of the patterns are applied per core.
• The relative defect-screening probability for each SoC obtained using the ILP model. We first present results on the number of patterns determined for the cores. The results are presented in Figures 3-7 for three values of T max : 0.75T SoC , 0.50T SoC , and 0.25T SoC . For the three large "p" SoCs from Philips, we select the value of B that minimizes the SoC package test time. The results show that the fraction of patterns applied per core, while close to 100% in many cases, varies significantly in order to maximize the SoC defect-screening probability. The maximum value of TAM width W (in bits) is set to 32 and we repeat the optimization procedure for all TAM widths ranging from We next present the defect-screening probabilities for all the individual cores in the benchmark SoCs (Figures 8-11 ). The cores that are more likely to lead to fails during wafer sort exhibit higher defect screening probabilities, and vice versa. The values of the defect screening probabilities P S of the benchmark SoCs obtained using our ILP-based model for varying TAM widths, as well as overall test time are summarized in Table II . The results show that a significant percentage of the faulty dies can be screened at wafer sort using our proposed technique.
CONCLUSIONS
We have formulated a test-length selection problem for wafer-level testing of core-based SoCs. To the best of our knowledge, this is the first attempt to formulate a test-length selection problem for wafer sort of core-based SoCs. To solve this problem, we first showed how defect probabilities for the individual cores in an SoC can be obtained using statistical modeling techniques. The defect probabilities were then used in an ILP model to solve the test-length selection problem. The ILP approach takes less than a second for the largest SoC test benchmarks from Philips. Experimental results for the ITC'02 SoC test benchmarks show that the ILP-based method can contribute significantly to defect-screening at wafer sort. 
