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Re´sume´ – Le filtrage par me´thode de Monte-Carlo se´quentiel (MCS) est l’une des me´thodes les plus populaires pour effectuer du suivi visuel.
Dans ce contexte, il est ge´ne´ralement fait l’hypothe`se que, e´tant donne´e la position d’un objet dans des images successives, les observations
extraites des images de cet objet sont inde´pendantes. Dans cet article, nous soutenons que, au contraire, ces observation sont fortement corre´le´es.
Pour prendre en compte cette correlation, nous proposons un nouveau mode`le qui peut s’interpre´ter comme l’ajout d’un terme de vraisemblance
mode´lisant implicitement des mesures de mouvement. Le nouveau mode`le permet de lever des ambiguı¨te´s visuelles tout en gardant des mode`les
d’objet simples, comme le montrent les re´sultats obtenus sur plusieurs se´quences et mode`les d’objets diffe´rents (contour ou distribution de
couleurs).
Abstract – Particle filters are now established as the most popular method for visual tracking. Within this framework, it is generally assumed
that the data are temporally independent given the sequence of object states. In this paper, we argue that in general the data are correlated, and
that modeling such dependency should improve tracking robustness. To take data correlation into account, we propose a new model which can
be interpreted as introducing a likelihood on implicit motion measurements. The proposed model allows to filter out visual distractors when
tracking objects with generic models based on shape or color distribution representations, as shown by the reported experiments.
1 Introduction
Le suivi d’objets est un proble`me important en vision par or-
dinateur. Ne´anmoins, bien qu’e´tant e´tudie´ de fac¸on intensive,
cela reste un proble`me difficile en pre´sence d’ambiguı¨te´s (e.g.
lors du suivi d’un objet en pre´sence d’objets de cette meˆme
classe), de bruit dans les mesures (e.g. les proble`mes d’illumi-
nation), de variabilite´ de la classe d’objets conside´re´e.
La mise en œuvre d’un algorithme de suivi ne´cessite la de´fini-
tion de deux e´le´ments principaux : la repre´sentation de l’objet
et sa dynamique. La repre´sentation de l’objet correspond a` tout
ce qui, implicitement ou explicitement, caracte´rise l’objet : sa
position, son apparence, son mouvement etc. Par exemple, des
mode`les de contour parame´trise´s [3] ou des distributions de
couleur [1, 4] sont souvent utilise´s. Un inconve´nients de ces
repre´sentations est qu’elles sont peu spe´cifiques, ce qui les rend
sensibles aux ambiguı¨te´s locales. Une manie`re de rendre ces
mode`les uniques est d’utiliser des prototypes (template) [5, 6],
ce qui conduit a` des algorithmes plus robustes. L’inconve´nient
de ce type d’approches est de n’autoriser que de faibles va-
riations d’apparence dans la se´quence, a` moins de proce´der a`
une adaptation difficile du mode`le ou d’employer des mode`les
d’apparence plus complexes (e.g. par espace propre).
La dynamique de l’objet est souvent utilise´e pour pre´dire
l’espace de recherche de la nouvelle positions de l’objet en
fonction de son passe´. La difficulte´ de mode´lisation de ce terme
provient de deux aspects contradictoires. D’un cote´, on sou-
haite que l’espace de recherche soit suffisament grand pour
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pouvoir appre´hender des changement brutaux de mouvement.
De l’autre, on souhaite le restreindre pour e´viter au suivi d’eˆtre
perturbe´ par des ambiguı¨te´s locales proches de la ve´ritable confi-
guration de l’objet, ce qui est susceptible de se produire lors de
l’utilisation de mode`les d’objets peu spe´cifiques.
Dans cet article, nous proposons un algorithme de suivi base´
sur le filtrage de Monte Carlo Sequentiel (MCS), qui a prouve´
son inte´reˆt dans ce domaine [2, 3, 5]. Plus pre´cise´ment, nous
montrerons que l’une des hypothe`ses standard, l’inde´pendance
des observations conditionnelement a` la se´quence d’e´tats, n’est
pas approprie´e dans le cas du suivi visuel. Nous proposons
alors un nouveau mode`le. D’un point de vue qualitatif, celui-
ci permet de mode´liser implicitement le mouvement entre deux
images. Les avantages du nouveau mode`le sont doubles : il per-
met d’une part de rendre des mode`les d’objet peu spe´cifiques
(base´s sur des contours, des histogrammes de couleur) moins
sensibles aux ambiguı¨te´s; de ce fait, il permet d’autre part d’e´vi-
ter le dilemme e´voque´ dans le choix d’un mode`le (et des pa-
rame`tres) de la dynamique d’un objet.
2 Filtrage MCS
Dans cette approche baysienne, la distribution a` posteriori
p(c0:k|I0:k) de la se´quence d’e´tats e´tant donne´ les observa-
tions est repre´sente´e par un ensemble d’e´chantillons ponde´re´s
{ci0:k, w
i
k}
Ns
i=1 (avec
∑
i w
i
k = 1) de telle sorte que :
p(c0:k|I1:k) ≈
Ns∑
i=1
wik δ(c0:k − c
i
0:k) (1)
Les poids sont choisis suivant le principe de l’“Importance Sam-
pling” (IS). Plus pre´cise´ment, si l’on suppose que les e´chantil-
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FIG. 1: Mode`le graphique pour le suivi. (a) mode`le standard (b)
mode`le propose´.
lons sont tire´s ale´atoirement suivant une fonction de proposi-
tion q(c0:k|I1:k), alors les poids conduisant a` l’approximation
(1) s’expriment par : wik ∝
p(ci
0:k
|I1:k)
q(ci
0:k
|I1:k)
. Pour de´terminer ces
poids, on exploite l’e´quation de recursion suivante sur la distri-
bution a posteriori :
p(c0:k|I1:k) =
p(Ik |c0:k, I1:k−1)p(ck|c0:k−1, I1:k−1)
p(Ik |I1:k−1)
(2)
× p(c0:k−1|I1:k−1) (3)
et on effectue ge´ne´ralement les hypothe`ses suivantes :
1. La se´quence d’e´tats c0:k suit un mode`le markovien d’ordre
1, caracte´rise´ par la de´finition de la dynamique p(ck|ck−1).
2. Les observations {Ik}, conditionellement a` la se´quence
d’e´tats, sont inde´pendantes. Ceci conduit a`
p(I1:k |c0:k) =
∏k
i=1 p(Ik |ck),
ne´cessitant la de´finition des vraisemblances p(Ik|ck) ;
3. La distribution a priori p(x0:k) est employe´e comme fonc-
tion de proposition importance. Dans ce cas :
q(c0:k|I1:k) = q(c0:k) = p(ck|ck−1)q(c0:k−1)
On aboutit alors a` l’e´quation de remise a` jour des poids [2] :
wik ∝ w
i
k−1 p(Ik |cik) (4)
Un re´e´chantillonnage est ne´cessaire pour e´viter la de´ge´ne´-
rescence des e´chantillons (i.e. e´viter que tous les poids sauf un
tendent vers ze´ro) [2]. S’il est effectue´ a` chaque ite´ration, on
obtient l’algorithme de bootstrap suivant :
1. Initialisation : pour i = 1, . . . , Ns, e´chantillonnage sui-
vant ci0 ∼ p(c0); poser k = 1
2. Etape d’ “Importance sampling” : pour i = 1, . . . , Ns,
e´chantillonnage suivant c˜ik ∼ p(ck|cik−1), e´valuation des
poids suivant w˜ik ∝ wik−1 p(Ik |c˜ik); puis normalisation
des poids w˜ik .
3. Etape de se´lection : Re´e´chantillonnage de Ns e´chantil-
lons {cik, wik =
1
Ns
} a` partir des e´chantillons {c˜ik, w˜ik};
poser k = k + 1 et retourner a` l’e´tape 2.
3 Discussion, mode`le propose´
L’algorithme pre´sente´ ci-dessus repose sur le mode`le gra-
phique probabiliste standard pre´sente´ a` la figure 1a, en accord
avec les hypothe`ses 1 and 2 de la section pre´ce´dente.
Si la premie`re de ces hypothe`ses est relativement raisonable,
la seconde est en revanche rarement ve´rifie´e en pratique dans
le cas du suivi visuel 1. En effet, dans la plupart des mode`les
de suivi, la configuration de l’objet inclu des parame`tres d’une
1. Dans le cas du suivi de contours, l’hypothe`se est relativement valide dans
la mesure ou` la fonction d’autocorrelation temporelle est tre`s pointue.
FIG. 2: Images aux temps t et t + 3. Les deux patchs locaux sont
fortement corre´le´s.
transformation ge´ome´trique T . Celle-ci permet d’extraire ex-
plicitement ou implicitement de l’image courante la re´gion as-
socie´e a` l’objet conside´re´ selon :
I˜ct(r) = It(Tctr), ∀r ∈ R, (5)
ou` r de´signe une position, R est une re´gion de re´fe´rence fixe´e,
et Tck r correspond a` l’application de la transformation T pa-
rame´trise´e par ck au pixel r. La vraisemblance des donne´es est
alors calcule´e a` partir de ce patch local : p(Ik |ck) = p(I˜ck ).
Or, si ck−1 et ck sont deux e´tats successifs d’un objet, on peut
faire l’hypothe`se suivante :
I˜ck (r) = I˜ck−1(r) + bruit ∀r ∈ R (6)
ou` bruit prend ge´ne´ralement une valeur tre`s faible. Ce point
est illustre´ sur la figure 2. L’e´quation (6) est a` la base de tous
les algorithmes d’estimation et de compensation de mouvement
comme MPEG. Ainsi, d’apre`s cette e´quation, l’inde´pendance
des donne´es conditionellement a` la se´quence d’e´tats n’est pas
valide. Plus pre´cise´ment :
p(Ik |I1:k−1, c1:k) 6= p(Ik|ck). (7)
Compte tenu de (6), un mode`le plus approprie´ pour le suivi
visuel est repre´sente´ sur la figure 1b.
Le nouveau mode`le peut eˆtre incorpore´ dans le filtre MCS.
Partant de (3), toutes les e´quations suivantes peuvent eˆtre de´ri-
ve´es en utilisant la nouvelle hypothe`se. En conservant les hy-
pothe`ses 1 et 3, cela conduit a` l’e´quation de remise a` jour sui-
vante :
wik ∝ w
i
k−1 p(Ik|Ik−1, cik, cik−1) (8)
en remplacement de (4) dans l’algorithme de bootstrap.
3.1 Espace d’e´tat, mode`le dynamique
Pour repre´senter l’objet, nous suivons une approche 2D stan-
dard, ou` l’objet est repre´sente´ par une re´gion R et son contour.
Ce dernier est caracte´rise´ par une forme parame´trique, dans
notre cas une ellipse. La transformation ge´ome´trique, auquel
l’objet est sujet, est compose´e d’une translation T et d’un fac-
teur d’e´chelle s. De plus, nous avons choisi comme mode`le dy-
namique un mode`le auto-re´gressif du premier ordre classique
applique´ aux parame`tres augmente´s de leur de´rive´e premie`re.
Plus pre´cise´ment, en de´signant l’e´tat par ck = (αk, α˙k) avec
α = (T, s), le mode`le dynamique s’e´crit : ck = Ack−1 + Bwk
ou` A et B sont les parame`tres (fixes) du mode`le et w est un
bruit blanc.
3.2 Vraisemblance des donne´es
Pour appliquer le nouveau mode`le, nous conside´rons la vrai-
semblance de donne´es suivante :
p(Ik|Ik−1, ck, ck−1) = pc(Ik |Ik−1, ck, ck−1)× po(Ik|ck) (9)
ou` pc mode`lise la correlation temporelle et po mode´lise la vrai-
semblance de l’objet. Ce choix de´couple la mode´lisation de la
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FIG. 3: Suivi de la re´gion de´limite´e par le cadre blanc dans l’image
de gauche : les particules associe´es aux cadres verts devraient avoir
une plus grande probabilite´ que celle associe´e au cadre rouge.
correlation existant entre deux images conse´cutives d’un meˆme
objet, dont le but implicite est de s’assurer que la trajectoire de
l’objet suit le flux optique, de la mode´lisation de la forme (ou
de l’apparence) de l’objet. Nous avons fait l’hypothe`se que ces
deux termes e´taient inde´pendants. Lorsque l’objet est mode´lise´
par son contour, cette hypothe`se est valide dans la mesure ou`
l’e´valuation de la vraisemblance de l’objet fait intervenir des
donne´es sur le pourtour de l’objet alors que le terme de corre´la-
tion s’applique essentiellement a` l’inte´rieur de l’objet.
Vraisemblance de contour
La vraisemblance d’objet suit le mode`le pre´sente´ dans [3], ou`
des mesures de contours sont calcule´es le long de L lignes
normales a` une ellipse hypothe`se suppose´e situe´e sur un fond
bruite´. On obtient :
po(It|ct) ∝
L∏
l=1
max
(
K, exp(−
‖νˆlmin − ν
l
0‖
2
2σ2
)
)
, (10)
ou` νˆlmin repre´sente le point de contour le plus proche du point
νl0 (se trouvant sur le contour hypothe`se) de´tecte´ sur la lie`me
ligne, et K est une constante introduite quand aucun contour
n’est de´tecte´.
Vraisemblance de correlation
Nous mode´lisons ce terme par :
pc(Ik |Ik−1, ck, ck−1) ∝ exp
−λcdc(I˜c
k
,I˜c
k−1
) (11)
ou` dc repre´sente une distance entre deux patches. Beaucoup de
telles distance ont e´te´ de´finies dans la litte´rature [5, 7]. Le choix
de cette distance doit prendre en compte les conside´rations sui-
vantes, illustre´es par la figure 3.
1. la distance doit mode´liser l’information de mouvement
sous-jacente, i.e. la distance doit augmenter si l’erreur
de pre´diction augmente;
2. l’aspect ale´atoire du processus de pre´diction dans le filtre
MCS produit rarement des configurations correspondant
au match exact;
3. dans le cas ou` l’objet et le fond ont des mouvements
diffe´rents, la distance entre une particule et ses pre´dictions
doit en ge´ne´ral eˆtre plus faible lorsque cette particule ne
recouvre que l’objet (cadre blanc de la figure 3) que lors-
qu’elle recouvre a` la fois l’objet et le fond (cf cadre bleu).
Plusieurs mesures de distance en fonction de l’erreur de pre´dic-
tion sont trace´es sur la figure 4. Ces courbes montrent qu’une
distance robuste (dans le cas pre´sent, la distance L1 sature´e)
conduit a` un profil tre`s pointu peu approprie´ pour prendre en
compte la 2ie`me conside´ration. De plus, la distance robuste ne sa-
tisfait pas tre`s bien non plus le 3ie`me point, puisqu’une particule
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FIG. 4: a) Profil de distance, en fonction de l’erreur (en unite´ de
pixel) par rapport a` la correspondance exacte (erreur=0). La taille
des patchs conside´re´s est 40×40, et les valeurs ont e´te´ moyenne´es
sur 20 patchs differents. Distances : (rouge,+) L2 (vert,o) L1 sature´
(bleu,×) Haussdorf. b) et c) Profil de distance pour une particule qui
couvre originellement seulement l’objet (vert,×) ou en partie l’objet
(60%) et le fond (rouge,o). b) distance L1 sature´ c) distance L2. La
diffe´rence entre les mouvements du fond et de l’objet est de 4 pixels.
L’erreur est conside´re´e comme nulle lorsque la particule a le meˆme
mouvement que l’objet.
couvrant originellement entie`rement l’objet mais avec une pe-
tite erreur de pre´diction (e.g. 1 pixel) rec¸oit une distance simi-
laire a` une particule couvrant originellement l’objet et le fond
mais dont la pre´diction correspond parfaitement a` la position
de l’objet (cf figure 4b). Vis a` vis de ces crite`res, la norme L2
est plus approprie´e 2. Nous avons donc choisi la distance L2,
qui correspond a` un bruit additif gaussien dans l’e´quation (6),
dc(I˜ck , I˜ck−1) =
∑
r∈R
ρ(I˜ck(r)− I˜ck−1(r)) with ρ(x) = ‖x‖2
ou` λc =
1
2σ2
c
et σc repre´sente l’e´cart type du bruit.
Soulignons ici que la me´thode ne fait pas du template mat-
ching, comme dans [5]. Aucun template d’objet n’est de´fini
hors-ligne ou au de´but de la se´quence, et le tracker ne maintient
pas a` jour un unique template. Ainsi, le terme de correlation
n’est pas objet-spe´cifique (excepte´ au travers de la de´finition de
la re´gion de re´fe´rence R). Une particule localise´e sur le fond de
l’image peut recevoir une vraisemblance importante si le mou-
vement pre´dit est en accord avec le mouvement du fond.
4 Re´sultats, conclusion
Nous pre´sentons deux re´sultats de suivi de teˆte. Dans les
deux cas, le tracker est initialise´ a` la main.
Le premier exemple, figure 5, illustre l’apport de la me´thode en
cas d’ambiguı¨te´s. Malgre´ la pre´sence d’une forte texture dans
le fond, introduisant un bruit tre`s important dans les mesures
de contour, la teˆte est correctement suivie en de´pit des mouve-
ments de came´ras et de la teˆte, de la variation d’apparence de
la teˆte, et d’occlusions partielles. Quel que soit le nombre de
particules utilise´es et la variance dans le mode`le dynamique,
l’utilisation du seul model d’objet ne permet jamais d’effectuer
un suivi correct au dela` de l’instant t12.
Dans la seconde se´quence, figure 6, la personne suivie effec-
tue plusieurs tours sur elle meˆme de sorte que l’utilisation de
mode`les d’apparence, base´s sur des histogrammes de couleur
ou des templates par exemple, sont inapproprie´s. Dans cette
se´quence, le tracker base´ sur la forme uniquement est perturbe´
vers l’instant 60 par diffe´rents facteurs (mouvement vertical
abrupt de la came´ra, absence de contours de la teˆte lorsque
2. Le besoin du point 3 est discutable : en cas d’occlusion partielle, une
distance robuste pourrait eˆtre plus approprie´e.
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FIG. 5: Colonne de gauche : approche utilisant le mode`le de contour
uniquement. Colonne de droite : notre approche avec terme de
corre´lation. L’ellipse blanche indique le mode principal, une verte un
mode secondaire.
celle-ci se trouve devant la bibliothe`que) puis se perd. Avec
notre approche, la rotation de la teˆte est bien suivie 3, les per-
turbations sont plus faibles, et le suivi s’effectue correctement
sur le reste de la se´quence.
Nous avons propose´ une nouvelle me´thode pour le suivi vi-
suel par me´thode Monte Carlo se´quentiel. Celle-ci prend en
compte la corre´lation temporelle qui existe entre deux images
successives d’un meˆme objet par l’interme´diaire de la fonc-
tion de vraisemblance. Elle peut s’interpre´ter comme la prise
en compte implicite de mesures de mouvement et s’ave`re tre`s
utile pour supprimer des ambiguı¨te´s locales lors de l’utilisation
de mode`les d’objets ge´ne´riques base´s sur la forme ou la cou-
leur.
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