We define an analogue of the Fox derivatives for differential polynomial algebras and give a criterion for differential algebraic dependence of a finite system of elements. In particular, we prove that differential algebraic dependence of a finite set of elements of a differential polynomial algebra over a constructive differential field k of characteristic zero is algorithmically recognizable. Using a representation of free Novikov algebras by differential polynomials we also give a criterion of Novikov dependence of a finite system of elements of free Novikov algebras. (2010): Primary 12H05, 17D25; Secondary 12L05, 13P10, 17A50.
Introduction
Algebraic dependence of a finite set of elements of a polynomial algebra k[x 1 , x 2 , . . . , x n ] over a constructive field k is algorithmically recognizable [17] by the methods of Gröbner bases [2] . The concept of algebraic dependence is easily generalized to arbitrary varieties of algebras. For example, a system of elements f 1 , f 2 , . . . , f m of an arbitrary associative algebra A is called associatively independent if the subalgebra generated by these elements is a free associative algebra with free generators f 1 , f 2 , . . . , f m . Otherwise the elements f 1 , f 2 , . . . , f m are called associatively dependent.
By the Nielsen-Schreier Theorem the subgroups of free groups are free [12] and by the Shirshov-Witt Theorem the subalgebras of free Lie algebras are free [19, 23] . These results easily imply that the dependence of a finite system of elements of free groups and free Lie algebras are algorithmically recognizable. Associative dependence of a finite system of elements of free associative algebras [20] is algorithmically unrecognizable. This paper is devoted to the study of differential algebraic dependence and Novikov dependence. The basic concepts of differential algebras can be found in [9, 16] . Let ∆ = {δ 1 , . . . , δ m } be a basic set of derivation operators. If ∆ contains only one element, then differential algebras are called ordinary, and if ∆ contains at least two elements, then they are called partial. The project is partially supported by the grant AP05133009 of MES RK
The differential polynomial algebra k{x 1 , x 2 , . . . , x n } in the variables x 1 , x 2 , . . . , x n over a differential field k is the closest generalization of the polynomial algebra k[x 1 , x 2 , . . . , x n ]. However, the structures of the subalgebras and ideals of these algebras are very different. It is well known that the ideal membership problem (see, for example [2] ) and the subalgebra membership problem [17, 15] for polynomial algebras are algorithmically decidable. At the same time the ideal membership problem and the subalgebra membership problem for partial differential polynomial algebras is algorithmically undecidable [22] . These questions remain open for ordinary differential polynomial algebras [11] .
A set of elements f 1 , f 2 , . . . , f m of the polynomial algebra k[x 1 , . . . , x n ] over a field k of characteristic zero is algebraically dependent if and only if the rank of the Jacobian matrix
is less than m (see, for example [18] ). In this paper we formulate and prove an analogue of this result for the differential polynomial algebra k{x 1 , x 2 , . . . , x n } over a differential field k of characteristic zero in the terms of Fox derivatives (see, for example [21] ). This result allows us to prove that the differential algebraic dependence of a finite system of elements of differential polynomial algebras over a constructive field of characteristic zero is algorithmically recognizable. I.M. Gel'fand and I.Ya. Dorfman [7] noticed that any differential algebra with derivation δ with respect to the multiplication a • b = a(δb) becomes a Novikov algebra. In [5] free Novikov algebras are represented by ordinary differential polynomial algebras via the multiplication a • b = a(δb). Using this representation of free Novikov algebras, we show that a finite system of elements of a free Novikov algebra is Novikov dependent if and only if it is differentially algebraically dependent. In particular, the Novikov dependence of a finite system of elements of free Novikov algebras is also algorithmically recognizable. This also implies that any n + 1 elements of a free Novikov algebra of rank n are Novikov dependent.
It is well known [6] that any two algebraically dependent elements of a polynomial algebra are polynomials in one variable. Any two associatively dependent elements of a free associative algebra are also polynomials in one variable [1] . L. Makar-Limanov and I. Shestakov [13] (see also [21, 14] ) proved an analogue of this result for free Poisson algebras over fields of characteristic zero. The question on the validity of similar results for differential polynomial algebras and for free Novikov algebras remains open.
The rest of the paper is organized as follows. In Section 2 we give some elementary terminology on differential polynomial algebras. The definition of the Fox derivatives for differential polynomial algebras is given in Section 3. Section 3 is devoted to the study of differential algebraic dependence in differential polynomial algebras. In Section 4 we recall a representation of free Novikov algebras in differential polynomial algebras. Using this reperesentation, in Section 5, we describe Novikov dependence of elements in free Novikov algebras.
Differential polynomial algebras
Let ∆ = {δ 1 , . . . , δ m } be a basic set of derivation operators. A commutative ring R with identity is called a differential ring or ∆-ring if all elements of ∆ act on R as a commuting set of derivations, i.e., the derivations δ i : R → R are defined for all i and δ i δ j = δ j δ i for all i, j.
Let Θ be the free commutative monoid on the set ∆ = {δ 1 , . . . , δ m } of derivation operators. The elements with a finite number of nonzero r θ ∈ R. We turn R[∆] to a ring by
for all i and r ∈ R. It is well known [10] that these relations uniquely define a structure of a ring on R[∆]. The ring R[∆] is called the ring of differential operators with coefficients in R. Every left module over R[∆] is called a differential module over R. In particular,
is the universal enveloping ring of R in the usual ring-theoretic terminology.
Let x Θ = {x θ |θ ∈ Θ} be a set of symbols enumerated by the elements of Θ. Consider the polynomial algebra R[x Θ ] over R generated by the set of (polynomially) independent variables x Θ . It is easy to check that the derivations δ i can be uniquely extended to a derivation of R[x Θ ] by δ i (x θ ) = x δ i θ . Denote this differential ring by R{x}; it is called the ring of differential polynomials in x over R.
By adjoining more variables, we can obtain the differential ring R{x 1 , x 2 , . . . , x n } of the differential polynomials in x 1 , x 2 , . . . , x n over R. Let M be the free commutative monoid generated by all elements x θ i , where 1 ≤ i ≤ n and θ ∈ Θ. The elements of M are called differential monomials of R{x 1 , x 2 , . . . , x n }. Every element a ∈ R{x 1 , x 2 , . . . , x n } can be uniquely written in the form a = m∈M r m m with a finite number of nonzero r m ∈ R.
If R is a domain then the field of fractions R x 1 , x 2 , . . . , x n of R{x 1 , x 2 , . . . , x n } becomes a differential field since every δ i can be uniquely extended to R x 1 , x 2 , . . . , x n . This field is called the field of rational differential functions in the variables x 1 , x 2 , . . . , x n over R.
Fox derivatives
Let k be an arbitrary differential field of characteristic zero and let A = k{x 1 , x 2 , . . . , x n } be the differential polynomial algebra over k in the variables x 1 , x 2 , . . . , x n . Let B = k x 1 , x 2 , . . . , x n . We are going to define analogues of the Fox derivatives for A and B. Let C = k x 1 , x 2 , . . . , x n , y 1 , y 2 , . . . , y n be the differential field with additional variables y 1 , y 2 , . . . , y n and B ⊂ C. Let λ be the derivation of the differential field C defined by x i → y i and y i → 0 for all i.
Put
Obviously, D is the universal derivation of B (see, for example [21] ). For any f ∈ B there are unique elements a 1 , . . . , a n ∈ B[∆] such that D(f ) = a 1 y 1 + . . . + a n y n .
where δ ij is the Kronecker delta. These derivations are analogues of Fox derivatives. Let
. . , f m ). The Chain Rule can be written in the form d(f (g 1 , . . . , g n )) = d(f )J(g 1 , . . . , g n ).
Notice
. Let ϕ be an endomorphism of A that sends x i to f i . Then
is the Jacobian matrix of ϕ. The Chain Rule implies that J(ϕ) is invertible over A[∆] if ϕ is an automorphism. The Jacobian Conjecture for differential polynomial algebras can be formulated as follows: Is any endomorphism ϕ of a differential polynomial algebra A an automorphism if J(ϕ) is invertible over A[∆]? The study of the Jacobian Conjecture for differential polynomial algebras is interesting first of all in the perspective of constructing a counter example. Partial differential polynomial algebras have wild automorphisms even in two variables [3] .
Differential algebraic dependence
Elements f 1 , . . . , f m of B = k x 1 , x 2 , . . . , x n are called differentially algebraically dependent if there exists a nonzero element g of a differential polynomial algebra k{y 1 , . . . , y m } in the variables y 1 , . . . , y m such that g(f 1 , . . . , f m ) = 0. Obviously, the elements f 
are algebraically dependent.
Let e 1 , . . . , e r be the minimal subset of X Θ such that the set of elements (1) is contained in k[e 1 , . . . , e r ]. For any f ∈ k[e 1 , . . . , e r ] let
where ∂ ∂e i is the usual partial derivation of the polynomial algebras. The elements (1) are algebraically dependent [18] if and only if the elements
where a ij ∈ k[e 1 , . . . , e r ] and at least one a ij is nonzero.
Notice that for any f ∈ k[e 1 , . . . , e r ] we have d(f ) = ∂(f )J(e 1 , . . . , e r ).
Consequently, multiplying (2) by J(e 1 , . . . , e r ) from the right hand side, we get
Since d commutes with the elements of ∆, this equality can be written as It is also well known that every left Noetherian domain satisfies the Ore condition, that is, for any nonzero elements a, b there exist c, d such that ca = db = 0. This proves the existence of elements c, d in the formulation of the lemma. Notice that a, b are left dependent if and only if there exists a nonnegative integer s such that the set of elements a θ , b θ , where θ ∈ Θ and |θ| ≤ s, is left dependent over B. The latter is algorithmically recognizable since B is a constructive field. Starting from 0, we can find the minimal s satisfying this condition and a nontrivial equality . We want to show that Q is a constructive skew field. In fact, (a −1 b) −1 = b −1 a and
satisfying the condition bc −1 = c −1 1 b 1 can be found effectively by Lemma 1. Moreover,
where t, r 1 , r 2 ∈ B[∆] satisfying condition t = r 1 a = r 2 b can also be effectively found by Lemma 1.
Since B[∆] is an Ore ring, it follows that a finite system of elements of the free left B[∆]-module B[∆] s is left dependent if and only if they are left dependent elements of the free Q-module Q s . Using the usual triangulation, we can recognize the left dependency of elements of a finite dimensional vector space over a constructive skew field Q.
Theorem 2. Let k be a constructive differential field. Then the differential algebraic dependency of a finite system of elements of a free differential field of rational functions over k is algorithmically recognizable.
Proof. By Theorem 1, any elements f 1 , . . . , f m of B = k x 1 , x 2 , . . . , x n are differentially algebraically dependent if and only if d(f 1 ), . . . , d(f m ) are left dependent over B [∆] . The latter is algorithmically recognizable by Lemma 2.
A representation of free Novikov algebras
A nonassociative algebra A = (A, •) is called a (left) Novikov algebra if A satisfies the following identities:
Let k{x 1 , x 2 , . . . , x n } be the differential polynomial algebra over a field k of a characteristic 0 in the variables x 1 , x 2 , . . . , x n with one derivation δ. For convenience we denote the derivatives a δ , a δ 2 , a δ s by a ′ , a ′′ , a (s) , respectively. Put X = {x 1 , x 2 , . . . , x n } and by X δ we denote the set of all symbols of the form x
The set M of all differential monomials of the form
it , provides a linear basis for the algebra k{x 1 , x 2 , . . . , x n }.
For any x i.e., deg(u) is the degree of u with respect to the variables x 1 , . . . , x n and d(u) is the degree of u with respect to δ. Denote by deg x i (u) the degree of the monomial u with respect to
Let ρ(u) = deg(u) − d(u) for any differential monomial u. It is easy to check that
and
for all f, g ∈ k{x 1 , x 2 , . . . , x n }.
The degree function ρ defines a grading C = i∈Z C i of algebra C = k{x 1 , x 2 , . . . , x n }, where C i is the k-span of differential monomials u i such that ρ(u i ) = i. Every non-zero element c ∈ C can be uniquely written in the form
The element c is is called the highest homogeneous part of c with respect to the degree function ρ and will be denoted by c.
Corollary 1. If f, g ∈ k{x 1 , . . . , x n } are homogeneous elements with respect to degree function ρ, then f g and f (r) are also homogeneous with respect to ρ.
On the differential polynomial algebra k{x 1 , . . . , x n } we introduce a new operation • by assuming f • g = f g ′ , f, g ∈ k{x 1 , x 2 , . . . , x n }. Then k{x 1 , x 2 , . . . , x n } with the new operation • becomes a Novikov algebra. Denote by N 0 x 1 , x 2 , . . . , x n the subalgebra of this algebra generated by the elements x 1 , x 2 , . . . , x n . It is proved in [5] that N 0 x 1 , x 2 , . . . , x n is a free Novikov algebra in the variables x 1 , x 2 , . . . , x n without identity.
The structure of the space N 0 x 1 , x 2 , . . . , x n can be described as follows.
The set of all differential monomials u ∈ M with the condition ρ(u) = 1 is a basis of the free Novikov algebra N 0 x 1 , . . . , x n .
Denote by N x 1 , . . . , x n = k ⊕N 0 x 1 , . . . , x n = N 0 x 1 , . . . , x n # the algebra obtained from N 0 x 1 , . . . , x n by formally joining the identity. Then N x 1 , . . . , x n is the free Novikov algebra over k in the variables x 1 , . . . , x n with identity. This representation of the free Novikov algebra N x 1 , . . . , x n will be used below.
Novikov dependence
As in the preceeding section, let k{x 1 , x 2 , . . . , x n } be the differential polynomial algebra over a field k of a characteristic 0 in the variables x 1 , x 2 , . . . , x n with one derivation δ. is homogeneous with respect to ρ and (5) gives that
. Conducting induction on deg(u), we can assume that v(f 1 , f 2 , . . . , f p ) and w(f 1 , f 2 , . . . , f p ) are homogeneous with respect to ρ and ρ(v(f 1 , f 2 , . . . , f p )) = ρ(v), ρ(w(f 1 , f 2 , . . . , f p )) = ρ(w). From (4) we get
The elements f 1 , f 2 , . . . f p of the Novikov algebra N x 1 , x 2 , . . . , x n are called Novikov dependent if there exists a nonzero element h(z 1 , z 2 , . . . , z p ) ∈ N z 1 , z 2 , . . . , z p such that h(f 1 , f 2 , . . . , f p ) = 0.
Theorem 3. Let f 1 , f 2 , . . . , f p be elements of the free Novikov algebra N 0 x 1 , x 2 , . . . , x n (without identity). The elements f 1 , f 2 , . . . , f p are Novikov dependent if and only if they are differentially algebraically dependent in k{x 1 , x 2 , . . . , x n }.
Proof. Suppose that the elements f 1 , f 2 , . . . , f p of the Novikov algebra N 0 x 1 , x 2 , . . . , x n are Novikov dependent. Let h(z 1 , z 2 , . . . , z p ) ∈ N z 1 , z 2 , . . . , z p be a nonzero element such that h(f 1 , f 2 , . . . , f p ) = 0. Since f 1 , f 2 , . . . , f p do not contain constants, we can assume that h(z 1 , z 2 , . . . , z p ) also does not contain a constant, i.e., h(z 1 , z 2 , . . . , z p ) ∈ N 0 z 1 , z 2 , . . . , z p . Consequently, h(z 1 , z 2 , . . . , z p ) ∈ k{z 1 , z 2 , . . . , z p }. Then h(f 1 , f 2 , . . . , f p ) = 0 gives that f 1 , f 2 , . . . , f p are differentially algebraically dependent.
Suppose that f 1 , f 2 , . . . , f p ∈ N 0 x 1 , x 2 , . . . , x n are differentially algebraically dependent. Let g(z 1 , z 2 , . . . , z p ) ∈ k{z 1 , z 2 , . . . , z p } be a nonzero element such that g(f 1 , f 2 , . . . , f p ) = 0. We can write g in the form Therefore, the elements f 1 , f 2 , . . . , f p are again Novikov dependent. Corollary 2. Novikov dependence of a finite system of elements of a free Novikov algebra over a constructive field k of characteristic zero is algorithmically recognizable.
Proof. Let f 1 , f 2 , . . . , f p ∈ N x 1 , x 2 , . . . , x n . We can assume that f 1 , f 2 , . . . , f p ∈ N 0 x 1 , x 2 , . . . , x n since the constants do not affect the dependence of elements. Theorems 2 and 3 complete the proof. Proof. It is well known [9] that any n + 1 elements of a differential polynomial algebra of rank n are differentially algebraically dependent.
