ABSTRACT. The polarization constant of a Banach space X is defined as
INTRODUCTION
The polarization constants appear naturally when relating polynomials with multilinear functions. Given a Banach space X over the field K (where K can be either the complex numbers C or the real numbers R), a mapping P : X → K is a (continuous) k-homogeneous polynomial if there exists a k-linear symmetric mapping T : X × · · · × X k ti mes → K (continuous) such that P (x) = T (x, . . . , x) for all x ∈ X . By the polarization formula (see for instance [9, Corollary 1.6]) (1) T (x 1 , . . . ,
this map is unique and it is written ∨ P = T . The space of continuous k-homogeneous polynomials on a Banach space X is denoted by P ( k X ) and this is a Banach space when endowed with the uniform norm From Equation (1) the following polarization inequality easily holds
for every P ∈ P ( k X ) and all Banach space X . The polarization constant
is the best possible for the general case. Indeed, if X = ℓ 1 there is a norm one k-homogeneous polynomial P ∈ P ( k ℓ 1 ) such that
k! (see for example [11] ). On the other hand a classical result of Banach [3] asserts that if H is a Hilbert space then ∨ P = P , for every P ∈ P ( k H ). Therefore it is natural to define [9, Definition 1.40], given a fixed Banach space X , its so-called k-polarization constant (3) c(k, X ) := inf{C > 0 :
∨ P ≤ C P , for all P ∈ P ( k X )}, and also its polarization constant By Equation (2) and Stirling's formula we have 1 ≤ c(X ) ≤ e, where the leftmost value is attained for X = ℓ 2 and the rightmost value is attained for X = ℓ 1 . The interest of knowing the value of c(X ) relies on the fact that it provides accurate hypercontractive inequalities of the form:
∨ P ≤ C k P , for all P ∈ P ( k X ) and all k large enough.
Our main result shows that the norm of a k-homogeneous polynomial over a finite dimensional complex Banach space and the norm of its associated k-linear form are quite close, provided k is large enough. Precisely, Theorem 1.1. For any finite dimensional complex Banach space X , we have that c(X ) = 1.
As a consequence of Theorem 1.1 we present an application regarding the convergence of analytic functions defined on finite dimensional spaces. Namely, we show in Corollary 2.4 that the radius of convergence of an holomorphic function in several complex variables can be computed in terms of the norms of the symmetric multilinear mappings associated to the polynomials of the Taylor series expansion.
On the other hand, we prove that c(ℓ d 1 (R)) > 1 showing that Theorem 1.1 is no longer valid in the real case. In addition, we show that for finite dimensional real spaces the polarization constant coincides with, what we call, the Bochnak's complexification constant, and therefore is bounded by 2.
All the results that appear above are treated in Section 2. We also deal with some other problems related with polarization constants.
The aforementioned result of S. Banach (for the particular case k = 2) says that c(2, H ) = 1, if H is a Hilbert space. Note that this is equivalent to the well-known identity valid for every selfadjoint operator T ∈ L (H ): T = sup x =1 |〈T x, x〉|. This equality can also be reinterpreted for general Banach spaces X , which is again equivalent to the fact that c(2, X ) = 1. In the real case, the equality c(2, X ) = 1 forces X to be a Hilbert space. In the complex setting, there are non Hilbert spaces satisfying the above property. We show, in Section 3 that, in terms of type and cotype those spaces X with c(2, X ) = 1 "look like" Hilbert spaces.
Additionally, we relate polarization constants with certain estimates of the nuclear norm of the product of functionals/polynomials. Recall that a k-homogeneous polynomial P ∈ P ( k X ) is nuclear if it there exist bounded sequences (ϕ j ) j ∈ X * and (λ j ) j ∈ ℓ 1 such that
The space P N ( k X ) of nuclear k-homogeneous polynomials on X is a Banach space when endowed with the norm
where the infimum is taken over all the representations of P as in (6) .
We show in Section 4 that if X * has the approximation property, then c(k, X * ) is exactly the best constant C > 0 such that for any functionals ϕ 1 , . . . , ϕ k ∈ X * the following inequality holds
where ϕ 1 · · · ϕ k is the k-homogeneous polynomial given by the pointwise product of the linear functionals. Moreover, we study the best constant m(k 1 , . . . , k n , X ) such that for any nuclear homogeneous polynomials P 1 , . . . , P n of degrees k 1 , . . . , k n we have that
where, as before, P 1 · · · P n is the homogeneous polynomial of degree k = n i =1 k i given by pointwise product; and show that m(k 1 , . . . , k n , X ) is intimately linked with the polarization constants. Note that the best constant C > 0 that fulfills Equation (7) is exactly m(k 1 , . . . , k n , X ) for n = k and k i = 1 for all 1 ≤ i ≤ k.
FINITE DIMENSIONAL SPACES
The key ingredient to prove Theorem 1.1 is to treat first the case where X = ℓ d 1 , the complex ℓ 1 -space of dimension d (which is expected to be the worst one). Our argument will heavily rely on the following result of Sarantopoulos [21, Proposition 4]: Proof. For any non negative integer m, the maximum of the set
if m is even, and at i = [
] if m is odd. This can be deduce, for example, from the fact that if i > j then
Indeed, this is equivalent to
x is an increasing function.
From this we derive that the maximum in (9) 
Now, for r = 0, . . . , d − 1 we are going to prove that
We have
Therefore,
Given that this is true for every r , we obtain the desired result.
The following lemma, which is surely known, asserts that every finite dimensional space is "almost" a quotient of a finite dimensional ℓ 1 -space. We include a simple proof since we could not find a proper reference. Now, fixed x ∈ S X we need to find z ∈ ℓ d 1 such that q(z) = x and z 1 < (1 + ε). Take δ 1 = 1. Let h n 1 be an element of the η−net such that
Now take h n 2 such that
Following this process we construct a sequence (h n j ) j ∈N such that
Clearly x = ∞ j =1 δ j h n j and therefore, if we take z = ∞ j =1 δ j e n j , we have that x = q(z) and
which concludes the proof. Now, we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. Let X be a finite dimensional complex Banach space. Given ε > 0, we first show there is
Indeed, given a k-homogeneous polynomial P and x 1 , . . . , x k ∈ S X , we need to see that
. . , q) has norm less than or equal to one and also its associated polynomial is just P • q. Then we have
Thus, Theorem 1.1 follows just combining Equation (10) (12) uniformly in a ball centered at a contained in U .
The supremum of all r > 0 such that the series converges uniformly on the ball B(a, r ) is called the radius of convergence and can be computed by the Cauchy-Hadamard formula
For our purposes it is also interesting to consider the following value:
for every f and a. The following result characterizes a reverse inequality in terms of the polarization constant of X .
Proposition 2.3. Let X be a normed space and a ∈ X . Then, the polarization constant c(X ) is the minimum of all C > 0 such that
(15) R a ( f ) ≤ C R a mul t ( f ), for
every normed space Y and every Y -valued holomorphic function f defined in a neighborhood of a.
Proof. It is enough to prove the case where a = 0; for simplicity we denote R
. Let I (X ) be the minimum of all C > 0 such that Equation (15) holds. It easy to see that
. Given ε > 0 we have
δ . This provides a contradiction since
Therefore I (X ) = c(X ).
Observe that the previous proposition implies that c(X ) = 1 if and only if
for every a ∈ X , every normed space Y and every f ∈ H(U ; Y ), where U is an open set containing a. Thus, as a consequence of Theorem 1.1 we obtain the following corollary.
Corollary 2.4. Let X be a finite dimensional space and Y be an arbitrary normed space. For each
open set containing a.
Let X be an n-dimensional space and Y be a normed space. Each polynomial P ∈ P ( k X ; Y ) can be written as
where z = (z 1 , . . . , z n ). Therefore if the monomial expansion 
, with radius of convergence R > 0. Given unitary vectors e 1 , . . . , e n ∈ X , set
and both series converge absolutely and uniformly for (z 1 , . . . , z n ) ℓ n 1 ≤ r where 0 < r < R.
2.2.
Real case. Now we consider finite dimensional real spaces. One could speculate that the polarization constant behaves as in the finite dimensional complex case or as in the infinite dimensional real case. Nevertheless, none of these situations actually happen.
We exhibit below an example showing that a finite dimensional real normed space can have polarization constant bigger than 1, contrary to what we have proved in Theorem 1.1 for complex spaces. We also show that each finite dimensional real normed space has polarization constant lesser or equal to 2 (recall that in the infinite dimensional case the upper bound e cannot be improved).
In order to do this we rely heavily on the complexification procedure for Banach spaces. We refer the reader to [16] and the references therein for information on this subject.
We just recall that if X is a real Banach space and X denotes its Bochnak's complexification then for every multilinear form
stands for the complexified form. Given a polynomial P ∈ P ( k X ), we will also refer to P ∈ P ( k X ) to its complexified mapping.
For each k we denote by b(k, X ) the best constant C > 0 satisfying
and we call the Bochnak constant of X as
We begin by bounding the polarization constant of a 2-dimensional real ℓ 1 -space:
Proof. Since the Banach-Mazur distance between ℓ for every m ≥ 1. Let P ∈ P ( 8m ℓ 2 1 (R)) given by
Then it is standard to see that for a unit vector (x, y) in ℓ 2 1 (R),
Also, since |P ( The same example as in the proposition works for any finite dimensional ℓ 1 -space (just considering the first two coordinates). Hence, for every dimension d ,
Now we prove that, for a real finite dimensional space X , the polarization and Bochnak constants concide and they are smaller than 2. , and therefore b(X ) ≤ 2. Let us show that c(X ) = b(X ). For every polynomial P ∈ P ( k X ),
Proposition 2.7. For any finite dimensional real normed space X it holds
This implies that
SinceX is a finite dimensional complex space, by Theorem 1.1 we know that c( X ) = 1 and therefore c(X ) ≤ b(X ).
On the other hand, for each k ∈ N and for each ε > 0, there exists
and the result follows.
TYPE AND COTYPE AND THE SYMMETRIC OPERATOR NORM PROPERTY
It is standard that for a Hilbert space H and a self-adjoint operator T ∈ L (H ) we have the equality
|〈T x, x〉|.
The notion of self-adjoint operator in a Hilbert space can be extended to operators from an arbitrary Banach space X to its dual X * . Namely, T ∈ L (X , X * ) is symmetric if T (x)(y) = T (y)(x), for all x, y ∈ X . We say that a Banach space X has the symmetric operator norm property if for every symmetric T ∈ L (X , X * ),
|T (x)(x)|.
Note that the symmetric operator norm property for X can be restated as c(2, X ) = 1. Indeed, each bilinear symmetric form B in X can be isometrically identified with a symmetric linear operator T B ∈ L (X , X * ) by T B (x)(y) = B(x, y), for every x, y ∈ X . Then Equation (23) says that the norm of B coincides with the norm of its associated 2-homogeneous polynomial.
For real spaces, having the symmetric operator norm property is equivalent to being a Hilbert space [5, Proposition 2.8]. In the complex case, this is no longer true: in [21, Proposition 3] it is shown that if H is a Hilbert space then H ⊕ ∞ C also enjoys the symmetric operator norm property. Here we provide necessary conditions related to the notion of type and cotype, for a complex Banach space to have this property. For an introduction on the concepts of type and cotype we refer to Maurey's survey [14] . Given a Banach space X , we denote by p(X ) and q(X ) the constants p(X ) = sup{r : X has type r } q(X ) = inf{r : X has cotype r }.
Recall that a classical result of Kwapień [13] states that a Banach space has type 2 and cotype 2 if and only if it is a Hilbert space. The following result shows that if c(2, X ) = 1 then X is, in some sense, similar to a Hilbert space. To obtain c(2, ℓ 3 p ) > 1 for p > 2 we need an interpolation result. Polynomials can easily be interpolated by means of multilinear forms' interpolation [6, Theorem 4.4.1] (at the cost of the polarization constant). Since we need to avoid polarization constants we prove the following proposition which could be interesting in its own right. We refer to [6] for an introduction and the notation we use on complex interpolation of Banach spaces. Proof. The unique extension of P follows by applying [6, Theorem 4.4.1] to ∨ P . We only need to check the upper bound for the norm.
Since P is a polynomial, we have that g ∈ F(B). Moreover
which completes the proof.
We use this interpolation result to prove the next auxiliary lemma. Proof. Let P : C 3 → C be the 2-homogeneous polynomial defined by
Note that the symmetric bilinear mapping associated to P is given by
If we set λ := e 2πi 3 , there exists (w 1 , w 2 , w 3 ) with |w 1 | = |w 2 | = |w 3 | = 1 such that
Thus, we only need to see that
Note that
2 ) = 2, since the eigenvalues of the associated symmetric matrix are −1, 2, 2.
Let 0 < θ < 1 such that 1
Observe that ℓ
∞ ] θ so, by Proposition 3.3, we get
Thus, c(2, ℓ It should be noted that we cannot have an statement as in the previous lemma for dimension 2. For example, c(2, ℓ 2 ∞ ) = 1 (see [21, Proposition 3] ). Given a number 1 ≤ r ≤ ∞, we denote by r ′ its conjugated exponent (i.e., 1/r + 1/r ′ = 1). We now derive Theorem 3.1.
Proof of Theorem 3.1. If X is a finite dimensional space there is nothing to prove. Thus, there is no harm in assuming that X is an infinite dimensional Banach space. 
which is a contradiction. If q(X * ) = 2, the same argument but using the fact that c(2, ℓ 2 q(X * ) ′ ) > 1, yields again a contraction.
All this shows that p(X * ) = q(X * ) = 2. Taking into account that p(X * ) > 1, we get that 
NUCLEAR NORM OF THE PRODUCT OF POLYNOMIALS
A classical result of Gupta establishes a duality between P N ( k X ) and P ( k X * ), whenever X * has the approximation property [9, Proposition 2.10]. Therefore it is natural that certain constants related to polarization of polynomials in P ( k X * ) have their counterpart in P N ( k X ). As mentioned in the introduction our aim in this section is to study m(k 1 , . . . , k n , X ), the best constant such that Equation (8) If k 1 , . . . , k n are natural numbers such that k 1 + · · · + k n = k and x 1 , . . . , x n ∈ X , we denote by (x k 1 1 , . . . , x k n n ),k-tuple where x j appears k j -times. In many situations the symmetric k-linear form is evaluated in this kind of k-tuples (which admit many repetitions). For example, ifd j P stands for the j th-derivative of P (see [9, Chapter 3]), we haved
). An inequality by Harris [11] states that if x 1 , . . . , x n are vectors in B X , the unit ball of a complex space X , then for every
It is worthwhile to highlight that this bound cannot be lessened in general. For simplicity, it is natural to define for a fixed space X and k 1 + · · · + k n = k, the norm (26) P k 1 ,...,k n ;X := sup
We denote the best constant C > 0 such that (27) P k 1 ,...,k n ;X ≤ C P , for every P ∈ P ( k X ) as c(k 1 , . . . , k n ; X ). These problems have been studied by several authors. We refer the reader to the works cited above, the articles [7, 11, 12, 18, 20, 21, 23] and the references therein for more information and results on this topic.
Theorem 4.1. Let X be a Banach space such that X
* has the approximation property, then
For the proof we will use basic theory of symmetric tensor product of Banach spaces. For an introduction to this topic and the notation we use next, we refer the reader to Floret's survey [10] .
Proof. First let us see that
. By the definition of the nuclear norm, it is enough to prove that
for norm one functionals ϕ 1 , . . . ,
be the natural metric surjection (see [10, Section 2] ). It is not hard to see that
is the symmetrization operator. Therefore
By duality, the projective symmetric norm is computed as follows
where the supremum is taken over all the norm one polynomials in P ( k X * ). For any such Q we have
which implies (28). Now let us prove that c(k 1 , . . . , k n , X * ) ≤ m(k 1 , . . . , k n , X ). Given ε > 0, take ϕ 1 , . . . , ϕ n norm one vectors in X * and a norm one polynomial Q ∈ P ( k X * ) such that
By the computations done above we have that
, where the last equality is valid due to the approximation property of X * . Putting all together we get
Recall that ϕ
which concludes the proof. 
Proof. If p = ∞ this is a particular case of the above theorem since L p (µ) * = L p ′ (µ) has the approximation property. Thus we only need to prove the result for an infinite dimensional space L ∞ (µ).
By Theorem 4.1 and [11, Theorem 1] we know that
On the other hand, since every continuous k-homogeneous polynomial on L 1 (µ) extends to a k-homogeneous polynomial of the same norm defined on the bidual L 1 (µ) * * (see [2] ), we have the other inequality
and this concludes the proof.
We continue with some comments on the constant m for some classical spaces. In [20, 21] Sarantopoulos studied the polarization constants for several spaces. Using Theorem 4.1 and some of Sarantopoulos' results we derive the following Proposition 4.4. Let k 1 , . . . , k n be natural numbers such that k 1 
Moreover, this inequality is in fact an equality provided that the dimension of the space
Here we used only some of the results proved in [20, 21] . Furthermore, in the literature there are several other works in which the polarization constants, or related inequalities, are studied. See for example the aforementioned articles [7, 11, 12, 18, 23] .
Note that over the range 1 ≤ p ≤ k ′ , where
, the values of the polarization constants of infinite dimensional complex L p -spaces are known. We now give some more information over the range k ′ ≤ p ≤ k. The following result can be derived by interpolating the operators
and mimicking the proof of [20, Theorem 1] .
In particular, in the range of interest, the constants can not be bigger than on [1, k ′ ]. This bound is an improvement from the one given in [21, Proposition 6] . Although in general this is not an optimal bound, in the case p = k Proof. By Corollary 4.3 we only need to prove the continuity of c(k 1 , . . . , k n ; L p (µ)). Let us assume first that we are dealing with infinite dimensional L p spaces. Given ǫ > 0 we will see that (30) c(k 1 , . . . , k n ; L p (µ)) ≤ c(k 1 , . . . , k n ; L q (µ))(1 + ǫ), provided that |p − q| is small enough.
Denote by k := k 1 + · · · + k n and let η > 0 fixed (to be defined later). Given P ∈ P ( k L p (µ)), consider x 1 , . . . , x n ∈ B L p (µ) such that 
where the last inequality is due to [21, Ecuation (2) ]. Since this holds for any polynomial P , by the mere definition of the constant c(k 1 , . . . , k n ; L p (µ)), we obtain . We therefore obtain (30), which concludes the proof for the infinite dimensional case.
The finite dimensional case, ℓ 
