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algorithms were used for the dose calculation of the TPS. Moreover, 
the pencil beam algorithm was used for the dose calculation in the MU 
calculation software. The prescribed dose was 200 MU for 6/10 MV 
photon beams (Trilogy, Varian Medical Systems). Dose measurements 
were performed using an ion chamber and a water phantom. 
Results: Figure 1 shows that the dose difference between the dose 
calculated by the MU calculation software and the measured dose for 
6/10 MV photon beams was -0.5 ± 0.5% and -0.6 ± 0.6%, with the 
largest dose difference being -1.8% and -1.9%, respectively.  
Table 1 shows that the dose differences between the doses calculated 
by the MU calculation software and the TPS were 0.3 ± 0.7% (SP), -0.1 
± 0.7% (CO), -0.1 ± 1.0% (CL), 0.3 ± 0.6% (AAA), and 0.4 ± 0.7% (PBC), 
with the largest dose difference being 2.4%, -3.0%, -4.3%, 1.9%, and 
2.5%, respectively. All dose differences exceeding ±3% were caused by 
the physical wedge.  
 Figure 1. Dose difference between measured doses and doses 
calculated by the MU calculation software. 
 
Table 1. Dose difference between the doses calculated by the MU 
calculation software and the TPS for homogeneous conditions. 
 
 
Conclusions: The dose calculated by the MU calculation software was 
in agreement with the measured dose within ±2%. Moreover, the doses 
calculated by the MU calculation software and TPS were in agreement 
within ±3%, except for the Clarkson algorithm. Although the dose 
difference exceeded ±3% in verification plans of a physical wedge, in 
all verification plans, the result of dose calculation by the MU 
calculation software was less than the action levels of TG-114. Use of 
the MU calculation software offered sufficient accuracy in dose 
calculation for verifying the MU calculation, and it is an effective 
method for clinical use.  
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Purpose/Objective: To model the electron beams of Elekta SLi 
accelerators with the Monte Carlo algorithm of the research version of 
the Pinnacle treatment planning system (Pinnacle version 9.100, 
Philips Healthcare). The other goals of this work are to determine the 
effort needed to adapt models to a specific machine and to determine 
the accuracy of the electron beam model in the research version of 
Pinnacle. 
Materials and Methods: Anextensive set of measured electron beam 
data of two Elekta SLi accelerators (PDD, profiles on various depths, 
and output factors, multiple energies and applicator sizes) was 
available from Institution 3, and beam models based on limited data 
were available from Institution 4 and 5. The Monte Carlo algorithm 
uses a forward modelling from the source to the fluence plane 
approach. First, a single new model was built from the data measured 
by Institution 3 and the existing models. Afterwards, output factors 
were calculated and the machine was commissioned. Then, the 
accuracy of the single model was evaluated. Secondly, by comparing 
the model with measurement data from Institution 1, it was tested 
which parameters of the model needed adaptation to adequately 
describe the beam data of institution 1. 
Results: Modeling took 3 days (due to calculation time) per energy 
with five applicator sizes. Calculation of output factors took about 
7days per energy at a machine with two AMD Opteron 254 processors 
and with 16 GB RAM. The measured data of institution 3 could be 
modeled with a single forward model for 9 and 12 MeV, resulting in a 
maximum of 3% deviation in PDD and profiles (according to Fig 1) for 
all applicator sizes (see Fig. 1A for 12 MeV, 10x10cm2 frame). For 6, 
15, 18 MeV a second model was required to reach this result. The 
comparison of the model with measured data from Institution 1 
resulted in small differences in PDD and profiles. Beam energy was 
somewhat higher in the model, and profiles were narrower (Fig 1B). 
Therefore,only small obvious changes were required to model the 
data of Institution 1 accurately (e.g. to account for a different field 
size definition (at 95 cm instead of 100 cm) and reference depth). 
Performing these changes of model took only 2 hours per energy. Fig. 
1C shows the model for Institution 1. 
 
Figure 1. PDD and X profiles at the depth of 1.9cm for 12MeV and 
10x10cm2 applicator. A: Data from Institution 3 (solid line) and 
corresponding model (dashed line). B: Institution 3 data (solid line) 
and adapted model for Institution 1 data (dashed line). C: Data from 
Institution1 (solid line) and corresponding model (dashed line). 
  
Conclusions: Starting from a set of electron beam models of similar 
machines, commissioning of Elekta SLi linacs in the Pinnacle 
treatment planning system is achievable in a limited amount of time 
by fitting specific calibration settings only. 
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Purpose/Objective: In the Philips Pinnacle treatment planning system 
v9.2 it is possible to interpolate the control points of a VMAT plan 
