Hyperspectral image classification has become an important research topic in remote sensing. Because of high dimensional data, a special attention is needed dealing with spectral data; and thus, one of the research topics in hyperspectral image classification is dimension reduction. In this paper, a dimension reduction approach is presented for classification on hyperspectral images. Advantages of the usage of not only global pattern information, but also local pattern information are examined in hyperspectral image processing. In addition, not only tuning the parameters, but also an experimental analysis of the distribution of the hyperspectral data is demonstrated. Therefore, how global or local pattern variations play an important role in classification is examined. According to the experimental outcomes, the promising results are obtained for classification on hyperspectral images.
INTRODUCTION
Hyperspectral image classification has become an important research topic in remote sensing. It has been used in a lot of applications, such as land use / land cover, target detection, anomaly detection, etc. in domain of agriculture, forestry, geology, ecological monitoring and disaster monitoring . Integration of spectral and spatial information has become in increasing trend for hyperspectral image classification (Plaza, et al., 2009) , (Fauvel, et al., 2013) , (Camps-Valls, et al., 2014) . Because of high dimensional data, a special attention is needed dealing with spectral data; and thus, one of the research topics in hyperspectral image classification is dimension reduction. In this paper, a dimension reduction approach is introduced for classification on hyperspectral images.
Dimension reduction is an important research topic in pattern recognition. In a classification problem, an essential training data increases exponentially with respect to dimension; therefore, "curse of dimensionality" problem arises (Duda, et al., 2001) . In order to overcome the problem, it is needed a technique to reduce dimension size into an acceptable level for classification purposes. A lot of methods have been developed for this purpose. Principal component analysis (PCA) and linear discriminant analysis (LDA) are very-well known two of them. PCA is an unsupervised method that tries to find a projection by using eigenvectors of a scatter matrix of all data (Duda, et al., 2001) . Unlike PCA, LDA is a supervised dimension reduction method that tries to find a projection by which different class members are far from each other and same class members are close to each other (Duda, et al., 2001 ). On the other hand, LDA has drawbacks such as the singularity problem, the distribution assumption, the small sample size problem (Li, et al., 2012) .
Much more efforts are made for an improvement of LDA. In order to overcome the problem of a singularity matrix in LDA, Fisherface method (FF), which makes a PCA based projection and a change of matrix size so that the matrix is nonsingular, is proposed (Belhumeur, et al., 1997) . Yan et al. (Yan, et al., 2007) propose Marginal Fisher Analysis (MFA) in which two graphs called by the intrinsic graph and the penalty graph are constructed for modeling intraclass compactness and interclass separability, respectively. LDA focuses on global geometrical structure information of data points and disregards the local information of data points (Zhang, et al., 2014) . Some efforts have been made in order to integrate global and local information of data into LDA. Gao et al. (Gao, et al., 2012) introduce enhanced Fisher discriminant criterion (EFDC) in which a new scatter matrix that models intraclass variability of patterns is added to LDA. Zhang et al. (Zhang, et al., 2014) propose a complete global-local LDA (CGLDA) for dimension reduction. In addition to the two scatter matrixes in LDA, two new scatter matrixes are also calculated in CGLDA. CGLDA uses both global and local information of data. CGLDA uses three types of local information: Local similarity information, local intra-class pattern variation and local inter-class pattern variation.
Dimension reduction is also well-studied research area in hyperspectral image processing. PCA and LDA are also used in hyperspectral image processing (Cheriyadat & Bruce, 2003) . Du and Chang (Du & Chang, 2001 ) introduce a linear constrained distance-based discriminant analysis (LCDA) method. In this approach, a constraint, in which centers of classes are aligned with predetermined directions, is used besides inter-distance between classes and intra-distance within classes. Modified Fisher's linear discriminant analysis (MFLDA) is introduced by Du (Du, 2007) . To overcome the problem of finding training samples, only class signatures are used. In MFLDA as distinct from LDA, the total scatter matrix is used instead of the withinclass scatter matrix and class signatures are used as mean values of classes. Kuo and Landgrebe (Kuo & Landgrebe, 2004) propose a nonparametric weighted feature extraction method (NWFE). In this approach, different weights are computed for every sample.
Kozal et al. (Kozal, et al., 2013 ) make a comparative analysis according to classification performance and computation times for some linear and non-linear dimension reduction methods. Teke and Sakarya propose a hyperspectral image classification method based on EFDC. Huang et al. (Huang, et al., 2012) introduce semi-supervised marginal Fisher analysis (SSMFA) for hyperspectral image classification. In SSMFA, besides labeled data, an objective function is added for unlabeled training data.
In this paper, a classification method based on CGLDA is proposed for hyperspectral images. The dimension of the hyperspectral data is reduced by using CGLDA. Kuo and Landgrebe emphasize the use of local information to improve in the discriminant analysis for feature extraction (Kuo & Landgrebe, 2004) . Advantages of the usage of not only global pattern information, but also local pattern information are examined in hyperspectral image processing. In brief, we propose a novel approach to contribute to solve the problem based on the following points:
 To the best of my knowledge, the proposed method is the first application of CGLDA in hyperspectral application domain. Advantages of the usage of not only global pattern information, but also local pattern information are experimentally demonstrated by comparative analysis.  In this work, an experimental strategy is proposed in order to tune the parameters of CGLDA in hyperspectral application domain. In addition, not only tuning the parameters, but also an experimental analysis of the distribution of the hyperspectral data is demonstrated. Therefore, how global or local pattern variations play an important role in classification is examined.
The rest of the paper is organized as follows. Section 2 overviews LDA and CGLDA methods. Section 3 introduces the proposed CGLDA based hyperspectral image classification method. Section 4 gives information about the data set, performance evaluation and implementation details. Section 5 introduces the experimental strategy for tuning the parameters. Section 6 demonstrates comparative performance results. Finally, Section 7 presents some concluding remarks and future research directions.
LDA AND CGLDA
LDA is a supervised dimension reduction method that tries to find a projection matrix W LDA by which different class members are far from each other and same class members are close to each other (Duda, et al., 2001 ). Let's x 1 , x 2 , ..x i , .. x n ddimensional n samples that belong to c number of classes, that is a matrix X in dimension of d x n. Two scatter matrixes are calculated for LDA: S W (within-class scatter matrix) and S B (between-class scatter matrix).
where N i is the number of samples in class i, µ i is the mean vector of class i, µ is the mean vector of all samples. Objective function of LDA is as follows:
If S W is nonsingular, then Eq. (3) can be solved by Eq. (4). In order to overcome the problem of singularity of S W , one of the proposed approaches is FF (Belhumeur, et al., 1997) . FF firstly makes a PCA based projection and a change of matrix size so that S W is nonsingular.
Zhang et al. (Zhang, et al., 2014) proposed CGLDA for dimension reduction. In addition to the two scatter matrixes in LDA, two new scatter matrixes are also calculated in CGLDA. These are S TL called by the total local pattern variation scatter matrix and S LW called by the local within-class scatter matrix. Objective function of CGLDA is as follows:
where  is a parameter that handles the tradeoff between global and local similarity,  is a parameter that handle the tradeoff between global discriminant and local discriminant information. The both of them are in the range of 0 to 1. S LW is calculated as follows:
where D is a diagonal matrix that is calculated as follows:
S is a similarity matrix that models the local similarity information and is defined as follows:
where t is a parameter that controls how a similarity between two samples decreases against the distance. N k (x i ) gives a set of k nearest neighbors of x i . C i implies the class label of x i . S TL is calculated as follows:
where P is a diagonal matrix that is calculated as follows:
L is a weight matrix that models the local inter-class pattern variations and local intra-class pattern variations and is defined as follows:
is nonsingular, then Eq. (5) can be solved by similar way in LDA. In order to overcome the problem of the singularity, FF can be used. In this work, FF method is used for implementation.
In brief, CGLDA uses both global and local information of data. CGLDA uses three types of local information: Local similarity information, local intra-class pattern variation and local interclass pattern variation. Zhang et al. (Zhang, et al., 2014 ) also proposed enhanced within-class LDA (EWLDA) for dimension reduction. EWLDA is a special case of CGLDA when  is set to 1.
PROPOSED METHOD
In this paper, a classification method based on a supervised dimension reduction, i.e. CGLDA, is proposed for hyperspectral images. The proposed method system architecture can be seen in Figure 1 . In the proposed method, there are two inputs: Hyperspectral data and training samples. Training samples are used for two training processes. One of them is finding parameters of CGLDA and dimension reduction projection matrix W CGLDA . The other training is classification training. The dimension of the hyperspectral data is reduced by using W CGLDA . The classification process is applied on dimension reduced data and then classification map (output of the proposed method) is obtained. Figure 1 . The proposed method system architecture Classification process is also needed a special attention. K nearest neighbors (KNN) (Duda, et al., 2001) , support vector machine (SVM) (Melgani & Bruzzone, 2004) , (Mountrakis, et al., 2011) , relevance vector machine (RVM) (Demir & Erturk, 2007) or any other classification method can be used for classification. The important point in use of hyperspectral data reduced by CGLDA is that classification method should take into consideration global and local pattern variations.
Due to advantages of the usage of not only global pattern information, but also local pattern information, it can be expected that the proposed method gives good results and this statement is examined experimentally in Section 6. In addition, an experimental strategy is proposed in order to tune the parameters of CGLDA in hyperspectral application domain and it is demonstrated in Section 5. It must be also noticed that not only tuning the parameters, but also an experimental analysis of the distribution of the hyperspectral data is demonstrated. Therefore, how global or local pattern variations play an important role in classification is examined.
DATA SET, PERFORMANCE EVALUATION AND IMPLEMENTATION DETAILS

Data Set and Ground-truth
In this work, a well-known the AVIRIS Indian Pine data set is used (AVIRIS Indian Pine data set). 200 bands of 220 bands are used in the experiments. The low SNR bands [104-108, 150-163, 220 ] are removed (Huang, et al., 2012) . The nine biggest classes are selected and the total number of samples is 9345.
Performance Evaluation
The classification map is compared with the ground-truth map and the number of correct classification pixel is divided by the total number of the used pixel ("percentage correct" in (Foody, 2002) ). It measures the quality of the classification and ranges from 0 to1. Value of 1 confirms a perfect result.
Implementation Details
The proposed method is implemented using R (R Core Team, 2013). Package "raster" (Hijmans, 2014 ) is used for hyperspectral data read/write proceses. Package "FNN" (Beygelzimer, et al., 2013 ) is used in the implementation of a function N k (x i ). Package "class" (Venables and Ripley, 2002 ) is used for KNN. Package "kernlab" (Karatzoglou, et al., 2004 ) is used for SVM.
SELECTION OF PARAMETERS
The proposed method is based on CGLDA and CGLDA has four parameters. It must be noticed that these four parameters can be affected from each other and it has a big complexity to tune these parameters in all together. There may be several approaches to tune process in an easy way. In this work, the following experimental strategy is proposed. At first, parameter t is examined while keeping ε, α and k remarkable fixed values. Hence, t is very important to see effects of other parameters. Next, parameter k is determined. Parameters α and ε are all together examined to tune process.
Randomly selected 1800 samples (200 for each class, ~19% of all data) are used in the parameter tuning processes. In each experiment, 900 samples (100 for each class) are randomly selected from these 1800 samples and tested on these 1800 samples. Experiments are randomly repeated 10 times and the averages of them are used. Euclidean distance calculation and KNN classifier is used for simplicity. KNN parameter is set to 7. Destination dimension size is set to 8.
Parameter t is a constant that controls how a similarity between two elements decreases against the distance. It is experimentally determined while keeping ε=0.8, α=0.8 and k=10. Table 2 . Parameter tuning for parameter k Parameters ε and α are constants that control weights of effects for local and global information. In the experiments, they are changed in a range of 0.5 to 0.9 in order to keep away from over-fitting to the training data; and thus, a conservative approach for global information is preferred. It is experimentally determined while keeping t=1.00E+07 and k=10. Table 3 demonstrates KNN performance results of the proposed method with respect to different values of ε and α. According to experiments, ε is selected as 0.5 and α is selected as 0.8.
It can be easily seen from the value of ε that a conservative approach of local pattern variation within classes increases classification performances for this data set. This situation, of course, can change according to data sets; however, the tuning of parameter ε can model the importance of global or local information for classification purposes. It can be easily seen from the value of α that a conservative approach of global information among classes increases classification performances for this data set. This situation, of course, can change according to data sets; however, the tuning of parameter α can model importance of global or local information for classification purposes. Table 3 . Parameter tuning for parameters ε and α
RESULTS
For comparative analysis, five methods are compared each other: PCA, FF, EFDC, EWLDA and CGLDA. Parameter tuning is not made for EFDC and EWLDA. Because of similarities with CGLDA, the tuned parameters in CGLDA are used as follows: a=0.8, t=1.00E+07, k=10 for EFDC, ε=0.5, t=1.00E+07, k=10 for EWLDA. Randomly selected N, which is in the range of 25 to 400 with the step size of 25, samples for each class are used in the training processes. Tests are realized on all nine classes' data, i.e. total number of samples is 9345. Experiments are randomly repeated 10 times and the averages of them are used. Euclidean distance calculation and KNN classifier are used for simplicity. KNN parameter is set to 7. Destination dimension size is set to 8. The experimental results can be seen in Figure 2 . According to experimental results, EWLDA and CGLDA show no significant change; thus, only CGLDA is drawn in the figure. Moreover, FF and EFDC results also show no significant change; thus, only FF is drawn in the figure. It can be easily seen from Figure 2 that the performances of CGLDA are the best except for the case of 25 sample size.
It can be seen form Figure 2 that CGLDA has the significant better performances than the other when the training sample size is increased. CGLDA and FF are similar method based on LDA except for CGLDA in which local information is used. The performance difference between CGLDA and FF is significant and the same experimental tools are used for fair comparison; and thus, it can be told that this difference is the most probable come from use of local information.
In the second comparative experiment, four methods are compared each other: PCA, EFDC, EWLDA and CGLDA. Randomly selected 100 samples for each class are used in the training processes. Tests are realized on all nine classes' data, i.e. total number of samples is 9345. Experiments are randomly repeated 10 times and the averages of them are used. Euclidean distance calculation and KNN classifier are used for simplicity. KNN parameter is set to 7. Destination dimension size is set to between 8 and 50. The experimental results can be seen in Figure 3 . According to experimental results, the performances of CGLDA are the best. It can be noted that EFDC also uses local information (Gao, et al., 2012) and it is also a recent used work in hyperspectral dimension reduction . On the other hand, CGLDA gives significantly better performance than EFDC. Moreover, another important note is CGLDA gives better results than EWLDA when the dimension size is increased. It can be inferred from these results that three types of local information modeling in CGLDA let an advantage for CGLDA against to the competitive methods in the experiments. In the third experiment, KNN and SVM performance results of CGLDA are compared. According to Figure 3 , KNN gives the best result in the case that dimension is set to 9. Therefore, firstly SVM parameters are tuned when the dimension is set to 9. Randomly selected 900 samples (100 for each class) are used in the parameter tuning processes. Tests are realized on all nine classes' data, i.e. total number of samples is 9345. Similar to experiment given in (Kozal, et al., 2013) , SVM kernel is selected as radial bases function and the parameters "C" and "sigma" are examined from 2 -10 to 2 30 , from 2 -60 to 2 15 respectively. According to one experiment, C is selected as 512 and sigma is selected as 0.00390625. In order to compare classification type scores, 900 samples (100 for each class) are randomly selected in the each experiment, and tested on all nine classes' data. Experiments are randomly repeated 10 times and the averages of them are used. Euclidean distance calculation is used. KNN parameter is set to 7. Destination dimension size is set to 9. The parameters of CGLDA are set as follows: α =0.8, ε=0.5, t=1.00E+07, k=10. The average performance result of KNN is obtained as 0.8304 and the average performance result of SVM is obtained as 0.7954. It must be noted that the experiment is made according to the tuned parameters in KNN.
On the other hand, CGLDA can also be examined for different dimensions and parameters in order to get better performances in SVM. This work could be a future research issue. One of the performance results of the proposed method using KNN (dimension = 9) can be seen in Figure 4 . 
CONCLUSIONS
In this paper, a classification method based on CGLDA is proposed for hyperspectral images. Advantages of the usage of not only global pattern information, but also local pattern information are experimentally demonstrated by comparative analysis. In addition, not only tuning the parameters, but also an experimental analysis of the distribution of the hyperspectral data is demonstrated. Therefore, how global or local pattern variations play an important role in classification is examined. It can be concluded from the experimental results that three types of local information modeling in CGLDA let an advantage for CGLDA against to the competitive methods in the experiments.
For future research directions, some topics can be thought about. The proposed framework can also be examined for different types of hyperspectral data such as thermal hyperspectral. In addition, it must be noticed that CGLDA is a linear method so new investigations are still researched at nonlinear adaptation of CGLDA for some non-linear problems (Zhang, et al., 2014) .
