Asset allocation and portfolio optimization with small transaction costs by Liu, Cong
Asset Allocation and Portfolio Optimization
with Small Transaction Costs
a thesis presented for the degree of
Doctor of Philosophy of Imperial College London
and the
Diploma of Imperial College
by
Cong Liu
Department of Mathematics
Imperial College
180 Queen’s Gate, London SW7 2AZ
September 2016
I certify that this thesis, and the research to which it refers, are the product of my
own work, and that any ideas or quotations from the work of other people, published or
otherwise, are fully acknowledged in accordance with the standard referencing practices
of the discipline.
Signed:
ii
Copyright
The copyright of this thesis rests with the author and is made available under a Creative
Commons Attribution Non-Commercial No Derivatives licence. Researchers are free to
copy, distribute or transmit the thesis on the condition that they attribute it, that they
do not use it for commercial purposes and that they do not alter, transform or build
upon it. For any reuse or redistribution, researchers must make clear to others the
licence terms of this work.
iii
Thesis advisor: Dr. Harry Zheng Cong Liu
Asset Allocation and Portfolio Optimization with Small
Transaction Costs
Abstract
This thesis is devoted to the asset allocation and portfolio optimization with small trans-
action costs. Three topics are studied.
The first and second topics are on asset allocation problems with purely proportional
transaction cost and strictly positive transaction cost, respectively. The fundamental
objective is to keep the asset portfolio close to a target portfolio and in the meantime to
reduce the trading cost in doing so. For each problem, we derive the quasi-variational
inequality and prove a verification theorem giving sufficient conditions for a QVI solution
to be the value function. The optimal strategy is a singular control in the first topic
and an impulse control in the second. Furthermore, we provide a matrix exponential
representation of the QVI solution for both problems and perform asymptotic analysis
to characterize the optimal no transaction region when transaction costs are sufficiently
small. Additionally, for both topics, we apply the asymptotic results for the boundary
points and derive an expansion for the QVI solution, the optimality of which can be
shown via verification theorem (up to leading orders).
The third topic is on portfolio optimization with proportional transaction cost. We con-
struct an efficient frontier problem (EFP) of maximizing expected terminal utility and
minimizing terminal CVaR. We first solve the frictionless case by duality approach and
nonsmooth analysis. For three representative utility functions, we obtain numerically
the optimal trading strategy, optimal expected terminal utility and optimal CVaR. Our
analysis of how these three quantities change with respect to different CVaR constraints
provides flexibility for an investor to balance return and risk according to her own pref-
erence. We then include transaction cost to the EFP, which is equivalent to including
transaction cost to a non-smooth utility maximization problem. Asymptotic analysis
gives expansions for no transaction boundaries which are then applied to EFPs with dif-
ferent utility functions. This topic ends by numerical analysis on impact of introducing
CVaR constraint and/or transaction cost for classical utility maximization problem.
Key words: asset allocation, non-smooth utility maximization, asymptotic analysis, propor-
tional transaction cost, fixed transaction cost, conditional Value-at-Risk, Magnus expansion.
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Asymptotic Notation
Let x be a continuous variable tending to some limit x0. Also let g(x) be a positive
function and f(x) any function. Then
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f ′: first order derivative for f ∈ C1(O)
f ′′: second order derivative for f ∈ C2(O)
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fx: first order partial derivative for f ∈ Ck,1((0, T )×O) w.r.t. x ∈ O
δ(·): Dirac delta function.
1A(·): indicator function
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Integration and Probability
(Ω,F , P ): probability space
(Ω,F , {Ft}t≥0, P ): filtered probability space
E[X]: expectation of random variable X with respect to a probability P initially fixed.
E[X|G ]: conditional expectation of X given filtration G
Abbreviations
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DPP: dynamic programming principle
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LHS: left hand side
TC: transaction cost(s)
QVI/qvi: quasi-variational inequality
VaR: value at risk
CVaR: conditional value at risk
pdf: probability density function
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w.r.t.: with respect to
s.t.: such that
resp.: respectively
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1
Introduction
1.1 Background
A typical problem faced by an investor in the financial market is that, being endowed
with a certain initial capital, how can she determine an optimal strategy to allocate her
wealth among a selection of financial instruments, over a time horizon and under market
uncertainty. This is a portfolio optimization problem. As a scientific topic, the main
objective of portfolio theory is to describe mathematically the mechanism of the financial
market and to provide an approach to deliver the solution for a portfolio problem.
Pioneered by Markowitz (1952), the earliest theory solving portfolio problems is the so
called mean-variance approach (MVA) or modern portfolio theory. Its fundamental goal
is to optimally allocate wealth among different assets by considering the trade-off between
risk and return. Being a discrete-time theory of finance, MVA deals with maximizing
expected return given an amount of portfolio risk, or equivalently, minimizing portfolio
risk given an expected level of return. In conventional single-period case, the investor
makes a one-off decision at the beginning of an upcoming period and only evaluate her
return and risk until the end of the period. In multi-period case, the investor rebalances
her strategies at the end of each single period. Though can be applied simply and
effectively, the mean-variance approach extremely simplifies the financial markets and
does not match the real world in many ways.
The work of Merton (1969) is the starting point of continuous-time utility based port-
folio theory. In principle, the essential target of an investor in Merton’s model is to
maximize her (expected) utility of consumption during the period of investment and/or
of her terminal wealth at the end of the investment. With the application of results
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from classical stochastic control theory, the portfolio problem can be formulated as a
Hamilton-Jacobi-Bellman (HJB) equation. In most of the cases, the HJB equation of
dynamic programming is a highly non-linear partial differential equation which did not
admit an analytical solution and is even numerically elusive to be solved. Only for a
hyperbolic absolute risk aversion investor, it is possible to derive an explicit solution.
The corresponding optimal investment strategy involves continuously rebalancing the
portfolio to maintain a constant fraction of total wealth in each asset during the whole
investment period.
With the increasing application of stochastic calculus to portfolio theory, a lot of recent
work has been done to refine Merton’s approach by including, for instance, transaction
costs and risk control in the model.
Magill and Constantinides (1976) are the first to incorporate proportional transaction
costs into Merton’s model. Davis and Norman (1990) provide a rigorous mathematical
analysis for the same problem by applying the stochastic control theory. They show
that the investor’s optimal trading strategy is to maintain the portfolio position inside a
so-called no transaction region. The investor trades only when her portfolio position is at
the boundary of the no transaction region, and only as much as necessary to keep it from
exiting the no transaction region, while no trading occurs in the interior of the region. In
the limit of small transaction costs, Whalley and Wilmott (1997) apply the perturbation
method to derive an approximate solution to the Davis et al. (1993) model with propor-
tional transaction cost. Janecˇek and Shreve (2004) provide a rigorous derivation of the
asymptotic expansions of the value function and boundaries of the no transaction region
for an investor with power utility. Bichuch (2012) presents a rigorous proof for a finite
horizon case. Mokkhavesa and Atkinson (2002) give a perturbation solution of optimal
portfolio theory with proportional transaction costs for general strictly increasing and
concave utility function with infinite horizon.
Another popular refinement to portfolio optimization model is to introduce risk control.
The use of risk measures for portfolio optimization subject to risk constraints has recently
attracted growing interest. Basak and Shapiro (2001) consider the terminal utility max-
imizing investors who faces market-risk exposure using Value-at-Risk (VaR). Atkinson
and Papakokkinou (2005) focus on optimal portfolio allocation and consumption by max-
imizing expected utility over a finite time horizon subject to a Capital-at-Risk (CaR) and
a Value-at-Risk constraint. Though being an industry standard for risk management,
Value-at-Risk penalizes losses due to extreme events and does not take into account the
losses beyond the VaR value. In Zheng (2009), the author considers efficient frontier
problem (EFP) of minimizing the conditional Value-at-Risk (CVaR) and maximizing
expected terminal utility with a set of general utility function. Zheng (2009) formulates
EFP into a two stages optimization problem and proves the existence of the optimal
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solutions.
Our ambition in this thesis is to join the above two branches of extensions to Merton’s
portfolio theory. We begin with sufficient small proportional transaction cost in a cost
minimization problem, followed by the case where transaction cost has both fixed and
proportional components. The asymptotic analysis therein indicate that different combi-
nations of transaction costs impose different impacts to the optimal trading strategy and
value function. On the other hand by applying duality approach and convex analysis,
we try to solve utility maximization problems with CVaR constraint and analysis the
influence of tightening/loosening the CVaR restriction to the optimal solution. In the
end, to combine both risk control and market friction, we add proportional transaction
cost to the efficient frontier problem and discuss how a mixture of these two impacts the
investor’s optimal trading strategy. Both theoretical and numerical results are presented
scenarios with/without risk constraint and/or with/without transaction cost.
1.2 Organization of the thesis
Chapter 2 is devoted to building up a cost minimization problem for the continuous
time asset allocation with small proportional transaction cost. Cost in this chapter
is defined as a combination of direct trading costs and divergence costs. We derive
the quasi-variational inequality and then provide and prove the verification theorem
which gives sufficient conditions for a function to be the value function. We show that
optimal strategy in case of pure proportional transaction cost is a singular control and
infinitesimal amount of trade is needed at boundaries of the no transaction region. On
top of that, we apply the Magnus expansion method to characterize the QVI solution
and perform asymptotic analysis to the no transaction region boundaries and the QVI
solution with respect to the transaction cost parameter. The optimality of the asymptotic
results, to the leading order, is then demonstrated by the verification theorem.
Chapter 3 is devoted to building up a cost minimization problem for the continuous time
asset allocation with both fixed and proportional transaction costs that are sufficiently
small. Similar to Chapter 2, cost in this chapter is defined as a combination of direct
trading costs and divergence costs. We derive the quasi-variational inequality and then
provide and prove the verification theorem which gives sufficient conditions for a function
to be the value function. We show that optimal strategy in case of strictly positive
transaction costs is an impulse control and certain amount of trade is needed at no
transaction region boundaries to move the investor’s position to the so-called restarting
points. On top of that, we apply the Magnus expansion method to characterize the value
function and perform asymptotic analysis to the restarting points, the no transaction
region boundaries and the QVI solution with respect to both fixed and proportional
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transaction cost parameters. The optimality of the asymptotic results, to the leading
order, is then demonstrated by the verification theorem.
We begin Chapter 4 with the construction of efficient frontier problem where we maximize
expected terminal utility and minimize CVaR. The problem can be decomposed into two
stages: first solving a non-smooth utility maximization problem and then solving a scaler
maximization problem. By applying duality approach to solve the first stage problem
and non-smooth analysis to solve the second stage problem, we give representations
for the optimal trading strategy, optimal expected terminal utility and optimal CVaR.
To further extend this model, we include proportional transaction cost and perform
simple asymptotic analysis to finite horizon utility maximization problem with a generally
defined utility function. To summarise, for all the afore-mentioned scenarios, we consider
in Chapter 4 utility maximization with& without CVaR constraint and with & without
proportional transaction cost, see Table 1.1.
Utility Maximization Problem Efficient Frontier Problem
No Transaction Costs Section 4.2.1 Section 4.3
Proportional Transaction Costs Section 4.5.1 Section 4.5.2
Table 1.1: Different problems considered for each utility function in Chapter 4.
Three different kinds of utility functions are chosen for the four scenarios in Table 1.1:
an HARA utility funtion (power utility), a non-HARA utility and a non-smooth utility
function (Yaari utility). We discuss the impact of introducing CVaR constraint and/or
transaction cost for each utility function.
Finally, we conclude this thesis in Chapter 5.
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“Fear not that life shall come to an end, but rather
fear that it shall never have a beginning.”
— J.H. Newman
2
Asset Allocation with Proportional
Transaction Costs
2.1 Introduction
In pension and insurance fund management it is often necessary to allocate the fund in
different asset classes with fixed proportions of wealth invested in each one of them. This
may be due to the regulatory requirement, asset diversification, liability structure, etc.,
see Meyer and Meyer (2005) and Dionne (2000). Such a strategy is called constant mix (or
rebalancing of investments) trading strategy, see Ang (2014). If the market is complete,
it is easy to achieve the fixed proportion of wealth in a specific asset by continuously
trading the underlying assets, but it is impractical in the presence of transaction costs
(brokerage fees, taxes, etc.). The fund manager then faces two conflicting objectives:
reducing the total transaction cost and reducing the tracking error (dispersion from the
target), (see Grinold and Kahn, 2000). This chapter discusses optimal trading strategies
in the presence of small proportional transaction costs. The problem is related to utility
maximization with transaction costs. We next give a literature review on the subject.
The work of Merton (1969) is the starting point of continuous-time utility based portfolio
theory. With the help of the stochastic control theory, the portfolio problem can be for-
mulated as a Hamilton-Jacobi-Bellman (HJB) equation, which can be solved explicitly
for a hyperbolic absolute risk aversion investor. The corresponding optimal investment
strategy involves continuously rebalancing the portfolio to maintain a constant fraction
of total wealth in each asset during the whole investment period. However, this opti-
mal policy is unrealistic in the presence of transaction costs. Magill and Constantinides
(1976) are the first to incorporate proportional transaction costs into Merton’s model.
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Their heuristic analysis for the infinite horizon investment and consumption problem
gives a fundamental insight into the optimal strategy and the existence of the no trans-
action region. Davis and Norman (1990) provide a rigorous mathematical analysis for
the same problem by applying the stochastic control theory. Using “continuous con-
trol” (consumption) and “singular control” (transaction), they show that the investor’s
optimal trading strategy is to maintain the portfolio position inside the no transaction
region. If the initial portfolio position is outside the no transaction region, the investor
should immediately sell or buy stock in order to move to its boundary. The investor then
trades only when the portfolio position is at the boundary of the no transaction region,
and only as much as necessary to keep it from exiting the no transaction region, while
no trading occurs in the interior of the region. The optimal policies are determined by
the solution of a free boundary problem, where the free boundaries correspond to the
optimal buying and selling policies. Shreve and Soner (1994) generalize the results of
Davis and Norman (1990) with the theory of viscosity solutions.
In practice transaction costs are small relative to values of transactions. In the limit of
small transaction costs, Atkinson and Wilmott (1995) apply the perturbation method
to derive an approximate solution to a model with transaction cost of a fixed fraction
of portfolio value in Morton and Pliska (1995). Janecˇek and Shreve (2004) provide a
rigorous derivation of the asymptotic expansions of the value function and boundaries of
the no transaction region for an investor with the power utility. Bichuch (2012) presents
a rigorous proof for a finite horizon case. All aforementioned papers use the stochastic
control methods. Some recent papers obtain the power series expansions of arbitrary
order for the optimal value function and the boundaries of the no transaction region
with the duality theory and the shadow price method, see Gerhold et al. (2012) and
Gerhold et al. (2014) for details and references therein.
Rogers (2004) observes that the impact of small transaction costs consists of two parts:
the direct cost incurred by actual trading and the displacement cost due to deviating
from the frictionless target position. Leland (2000) postulates a “cost function” as the
discounted sum of the trading cost and the tracking error cost. Inspired by these works
we formulate the target asset allocation problem with transaction costs as a cost min-
imization problem made of two parts, similar to those of Leland (2000). We prove a
verification theorem for optimality of the local-time trading strategy. We use the Mag-
nus expansion to characterise the solution of non-autonomous and non-homogeneous
systems of ordinary differential equations (ODEs). We apply the first and second order
asymptotic expansion method to describe explicitly the optimal no transaction region
when the transaction cost is small, which is not discussed in Leland (2000). We show
that the boundary points are asymmetric with respect to the target portfolio position,
in contrast to the symmetric relations when only the first order asymptotic expansion
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method is used, and the leading order is a constant proportion (depending on the target
asset portfolio) of the cubic root of the small transaction cost. The results and meth-
ods discussed in this chapter can provide useful insights for insurance and pension fund
managers in making asset allocation decisions in the presence of proportional transaction
costs.
The chapter is organized as follows. Section 2.2 describes the model and the cost min-
imization problem. Section 2.3 discusses the quasi-variational inequality and the verifi-
cation theorem, followed by Section 2.4 where we apply the Magnus expansion method
to characterize the optimal solution in the no transaction region. Section 2.5 performs
asymptotic analysis to the no transaction region boundaries and the QVI solution with
respect to the transaction cost parameter and shows that the boundary points are sym-
metric to the given target portfolio level with the first order asymptotic expansion method
but are asymmetric with the second order asymptotic expansion method. We also demon-
strate, in the end of Section 2.5, the optimality of previous asymptotic results by the
verification theorem. Section 2.6 gives numerical examples of the main results.
2.2 Problem Formulation
Assume (Ω,F , {Ft}t≥0, P ) is a filtered probability space and the market consists of two
securities: one riskless asset S0 paying a fixed interest rate r > 0, i.e., S0t = e
rt, and one
risky asset S following a geometric Brownian motion process
dSt = µStdt+ σStdWt,
where {Wt, t ≥ 0} is a standard Brownian motion with {Ft}t≥0 being the natural filtra-
tion of W and satisfying the usual conditions, µ (µ > r) and σ2 are positive constants
representing the instantaneous rate of return and variance of the stock, respectively. As-
sume the initial position of an agent is x dollars in the money market and y dollars in
stock. Assume there is a proportional transaction cost, paid by the bank account, in the
sense that the investor pays a fixed fraction  of the amount transacted on buying or
selling the stock.
A trading strategy is any pair (Lt,Mt)t≥0 of non-decreasing and cadlag (right continuous
with left limit) adapted processes with L0− = M0− = 0. Lt and Mt represent the
cumulative dollar values of buying and selling the stock respectively up to time t.
Denote by Xt and Yt the monetary values of the riskless and risky positions, respectively.
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The self-financing condition and the dynamics of S0t and St imply that
dXt = rXtdt− (1 + )dLt + (1− )dMt,
dYt = µYtdt+ σYtdWt + dLt − dMt.
with X0− = x, Y0− = y, where  ∈ (0, 1) is a constant proportional transaction cost per
dollar trading. The dollar transaction cost at time t is given by dLt + dMt. Note that
X0 = x− (1 + )L0 + (1− )M0,
Y0 = y + L0 −M0
may differ from X0− , Y0− because of the initial transaction at time 0.
Define the solvency region
S := {(x, y) ∈ R2 : x+ (1 + )y ≥ 0, x+ (1− )y ≥ 0}.
We can re-parameterize the problem by introducing new variables wt = Xt + Yt (the
total wealth at time t) and pit = Yt/wt (the fraction of total wealth held in stock at time
t). The return of wealth, using the dynamics for Xt and Yt, can be calculated to follow
dwt = [r + (µ− r)pit]wtdt+ σpitwtdWt − dLt − dMt.
with w0− = x+ y, denoted by w. When there is an initial transaction w0 = w − (L0 +
M0). The proportion of wealth in stock, pit, satisfies the following stochastic differential
equation
dpit = (µ− r − σ2pit)pit(1− pit)dt+ σpit(1− pit)dWt + dΠ↑t − dΠ↓t ,
where dΠ↑t = (1 + pit)dLt/wt− , dΠ
↓
t = (1− pit)dMt/wt− , and pi0− = y/w, denoted by pi.
For notational convenience, we will omit the dependence of the process (pit)t≥0 on the
strategy (Π↑t ,Π
↓
t )t≥0. It can be checked that
(wt− − dLt)(pit− + dΠ↑t )− wt−pit− = dLt
(wt− − dMt)(pit− − dΠ↓t )− wt−pit− = −dMt,
which imply that dΠ↑t and dΠ
↓
t are the instantaneous absolute changes of pit at time t
as a result of buying and selling. Note that Π↑0 and Π
↓
0 may not be zero due to possible
transactions at time 0.
We can now define the trading strategy on (pit)t≥0 to be a pair (Π↑,Π↓) of non-decreasing
and cadlag adapted processes with Π↑
0− = Π
↓
0− = 0.
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We can rewrite the solvency region S as an interval with respect to pi:
S = {pi ∈ R : −1/ ≤ pi ≤ 1/}.
A trading strategy (Π↑,Π↓) is admissible if (Π↑,Π↓) ensures pit ∈ S for all t ≥ 0 and
satisfies
Epi
[∫ ∞
0
e−ρtdΠ↑t
]
<∞ and Epi
[∫ ∞
0
e−ρtdΠ↓t
]
<∞,(2.2.1)
where ρ is a discount factor and Epi the conditional expectation operator with pi0− = pi.
Condition (2.2.1) guarantees finite expected value of discounted total changes in risky
proportion due to transactions. It rules out strategies with infinite discounted amount
of transactions. The set of all admissible strategies given initial position pi is denoted
by A(pi). A(pi) is a non-empty set for any pi ∈ S , since it always contains Π↑t ≡ 0 and
Π↓t ≡ 0 as an admissible strategy. Note that ρ is not necessarily equal to r, the riskfree
interest rate, as ρ is a subjective discount factor used by a portfolio manager for future
transactions or opportunity costs, whereas r is an objective discounting rate used in the
market as a whole.
The trading strategy (Π↑,Π↓) is a control on the state process pi. It requires a portfolio
manager to monitor the risky proportion process and make the trading decision based
on the shift of the portfolio’s risky position to the target position. In this chapter we
focus on the asset allocation problem in which the target asset ratio pi∗ (for the risky
asset) is given exogenously.
Assumption 2.1. Assume 0 < pi∗ < 1, i.e., hedging, rather than leveraging or short-
selling, is the main objective when there is no transaction cost.
We do not assume any specific utility function over wealth or intermediate consumption
since it can rarely be specified by portfolio managers. Instead, we postulate a “cost
function” which may be more financially sensible to investment managers (e.g. Grinold
and Kahn, 2000). The total cost due to the existence of proportional transaction costs
consists of two parts: the trading cost and the cost associated with the tracking error
– the divergence from the desired target proportions, pi∗, to the actual ratios pit. The
tracking error cost can be reduced by trading more frequently, which leads to greater
transactions costs.
The expected value of the cost at time 0− depends on the trading strategy (Π↑,Π↓) and
on the initial asset proportion pi. Following Leland (2000) and Pliska and Suzuki (2004),
we define the cost function as
J(pi; Π↑,Π↓) = Epi
[ ∫ ∞
0
e−ρtλσ2(pit − pi∗)2dt+ 
∫ ∞
0
e−ρtdΠ↑t + 
∫ ∞
0
e−ρtdΠ↓t
]
,(2.2.2)
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where λσ2(pit−pi∗)2dt is the incremental tracking error cost at time t, which is assumed to
be proportional to the variance of the tracking error and λ is the “price of tracking error”,
and dΠ↑t + dΠ
↓
t is the incremental cost due to transactions at time t. Similar to Pliska
and Suzuki (2004), we model the transaction cost to be proportional to the movement
in the risky position, not proportional to the dollar amount change as commonly used in
the literature. (Note that dΠ↑t (resp. dΠ
↓
t ) is approximately equal to dLt/wt− (resp.
dMt/wt−), the incremental transaction cost per unit wealth at time t, when the higher
order term O(2) is ignored.)
The portfolio manager seeks an admissible trading strategy (Π↑∗,Π↓∗) that minimizes
J(pi; Π↑,Π↓) over the set A(pi) and the value function is defined by
f(pi) := inf
(Π↑,Π↓)∈A(pi)
J(pi; Π↑,Π↓).
2.3 Quasi Variational Inequality and Verification Theorem
To get some idea as to the nature of optimal policies, we consider a restricted class of
policies in which Π↑ and Π↓ are constrained to be absolutely continuous with respect to
the Lebesgue measure with bounded derivatives, i.e.
Π↑t =
∫ t
0
pi↑sds, Π
↓
t =
∫ t
0
pi↓sds, 0 ≤ pi↑s , pi↓s ≤ κ,
where κ is a positive constant. The value function can then be written as
f(pi) = inf
0≤pi↑,pi↓≤κ
Epi
[ ∫ ∞
0
e−ρt
(
λσ2(pit − pi∗)2 + pi↑t + pi↓t
)
dt
]
Applying the dynamic programming principle in classical stochastic control theory (see
e.g. Pham (2009)) gives that
f(pi) = inf
0≤pi↑,pi↓≤κ
Epi
[ ∫ τ
0
e−ρt
(
λσ2(pit − pi∗)2 + pi↑t + pi↓t
)
dt+ e−ρτf(piτ )
]
(2.3.1)
for any stopping time τ valued in [0,∞]. The interpretation of (2.3.1) is that the opti-
mization problem can be split into two parts: first finding the optimal control from time
τ given piτ to get f(piτ ) and second minimizing
Epi
[ ∫ τ
0
e−ρt
(
λσ2(pit − pi∗)2 + pi↑t + pi↓t
)
dt+ e−ρτf(piτ )
]
over controls (pi↑, pi↓) on [0, τ ].
By assuming that f is sufficiently smooth, we may apply Itoˆ’s formula to e−ρτf(piτ )
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between 0 and τ , and substitute back into (2.3.1)
0 = inf
0≤pi↑,pi↓≤κ
Epi
[ ∫ τ
0
e−ρt
(
λσ2(pit − pi∗)2 + Lf(pit)− ρf(pit) + pi↑t [+ f ′(pit)] + pi↓t [− f ′(pit)]
)
dt
]
.
Dividing by τ and sending τ to 0, by the mean-value theorem, the optimality equation
for the function f is
inf
0≤pi↑,pi↓≤κ
{
Lf(pi)− ρf(pi) + λσ2(pi − pi∗)2 + pi↑[+ f ′(pi)] + pi↓[− f ′(pi)]
}
= 0,
where L is the infinitesimal generator of pi, defined by
Lf(pi) = 1
2
σ2pi2(1− pi)2f ′′(pi) + (µ− r − σ2pi)pi(1− pi)f ′(pi).
The infimum is achieved at following points:
pi↑ =
{
κ if + f ′(pi) ≤ 0
0 if + f ′(pi) > 0
, pi↓ =
{
κ if − f ′(pi) ≤ 0
0 if − f ′(pi) > 0
.
This indicates that buying and selling either take place at maximum rate or not at
all. The solvency region S splits into three regions, “buy”, (B), “sell”(S) and “no
transact”(NT ). At the boundary between B and NT regions,
f ′(pi) = −,
whereas at the boundary between NT and S regions,
f ′(pi) = .
The NT region is captured by inequalities
− < f ′(pi) < .(2.3.2)
Using the same approach as in Harrison and Taksar (1983), we have that the value
function f satisfies the following quasi variational inequality
min{Lf(pi)− ρf(pi) + λσ2(pi − pi∗)2, + f ′(pi), − f ′(pi)} = 0.(2.3.3)
We next state a verification theorem that characterizes the optimal trading strategy and
the optimally controlled portfolio proportion process. Specifically, the optimal Π↑∗ and
Π↓∗ are the local times at the boundary points of NT and the optimal (pit)t≥0 is a
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reflecting diffusion process in the interval NT .
Theorem 2.2. Suppose there are constants pi− and pi+ (−1/ ≤ pi− < pi+ ≤ 1/) and a
function f ∈ C2(S ) such that
f ′(pi) ≥ − on S with equality on B,(2.3.4)
f ′(pi) ≤ + on S with equality on S,(2.3.5)
Lf(pi)− ρf(pi) + λσ2(pi − pi∗)2 ≥ 0 on S with equality on NT .(2.3.6)
where NT = (pi−, pi+), B = [−1/, pi−] and S = [pi+,+1/]. Then for any initial risky
position pi ∈ NT , the non-decreasing continuous trading strategy (Π↑∗,Π↓∗), such that
Π↑∗t :=
∫ t
0
1{pis=pi−}dΠ
↑∗
s and Π
↓∗
t :=
∫ t
0
1{pis=pi+}dΠ
↓∗
s ,(2.3.7)
is optimal. If pi ∈ S \NT , then an immediate transaction to the closest endpoints of
NT , i.e. {pi−, pi+}, followed by application of this policy is optimal. The value function
is f(pi).
Proof. Let (Π↑,Π↓) be an admissible policy and (pit)t≥0 the corresponding controlled
state process with the initial state pi0− = pi. Denote by ∆Π
↑
t = Π
↑
t − Π↑t− the jump of
Π↑ at time t, Π↑t = 0 for t < 0, which implies ∆Π
↑
0 = Π
↑
0, and Π
↑(c) the continuous part
of Π↑, that is, Π↑(c)t ≡ Π↑t −
∑
0≤s≤t ∆Π
↑
s for t ≥ 0. Similar notations are defined for
Π↓. We have Π↑(c) and Π↓(c) are continuous and nondecreasing with Π↑(c)0 = Π
↓(c)
0 = 0.
Define a stochastic process for T ≥ 0 by
MT (pi,Π↑,Π↓) :=
∫ T
0
e−ρtλσ2(pit−pi∗)2dt+ 
∫ T
0
e−ρtdΠ↑t + 
∫ T
0
e−ρtdΠ↓t + e
−ρT f(piT ),
where f satisfies (2.3.6), (2.3.4) and (2.3.5). M0(pi,Π↑,Π↓) = f(pi0) + ∆Π↑0 + ∆Π↓0. An
application of the Itoˆ formula gives
Epi[MT (pi,Π↑,Π↓)] =f(pi) + Epi
[∫ T
0
e−ρt(Lf(pit)− ρf(pit) + λσ2(pit − pi∗)2)dt
]
+ Epi
[∫ T
0
e−ρt[+ f ′(pit)]dΠ
↑(c)
t
]
+ Epi
[∫ T
0
e−ρt[− f ′(pit)]dΠ↓(c)t
]
+ Epi
 ∑
0≤t≤T
e−ρt[f(pit)− f(pit−) + ∆Π↑t + ∆Π↓t ]

=: f(pi) + I1 + I2 + I3 + I4.
(2.3.8)
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Here we have used the fact that
∫ T
0 e
−ρtf ′(pit)σpit(1− pit)dWt is a martingale since f ′ is
bounded on S and pit stays in S by definition of admissible policy (Π↑,Π↓) .
Suppose that pi ∈ NT and (Π↑,Π↓) = (Π↑∗,Π↓∗) as defined in the theorem statement.
Since f satisfies (2.3.4), (2.3.5) and (2.3.6), it follows immediately that I1 = I2 = I3 = 0
and I4 also vanishes since (pit)t≥0 is continuous. Hence, letting T → ∞ and using the
fact that f is bounded on S , we have
f(pi) = lim
T→∞
Epi
[
MT (pi,Π↑∗,Π↓∗)
]
= J(pi; Π↑∗,Π↓∗).
For pi ∈ S \NT , take pi ∈ B for example. An initial transaction of ∆Π↑∗0 = pi− − pi
should be made. By definition of cost function,
J(pi; Π↑∗,Π↓∗) = J(pi−; Π↑∗,Π↓∗) + ∆Π
↑∗
0 .
Since f ′ satisfies the equality in (2.3.4), integrating from pi to pi− yields
f(pi) = f(pi−) + ∆Π
↑∗
0 .
Since we have already shown that f(pi−) = J(pi−; Π↑∗,Π↓∗), then the above two equalities
imply f(pi) = J(pi; Π↑∗,Π↓∗). Similar argument applies for pi ∈ S. It follows that
f(pi) = J(pi; Π↑∗,Π↓∗) holds throughout S .
We next show that f(pi) ≤ J(pi; Π↑,Π↓) for any admissible (Π↑,Π↓). For an arbitrary
(Π↑,Π↓) ∈ A(pi), it is clear that (2.3.4), (2.3.5) and (2.3.6) imply Ii ≥ 0 for i = 1, 2, 3.
Furthermore, suppose ∆Π↑t ≥ 0 and ∆Π↓t = 0. Then we have
f(pit)− f(pit−) + ∆Π↑t + ∆Π↓t = f(pit)− f(pit −∆Π↑t ) + ∆Π↑t =
∫ pit
pit−∆Π↑t
[
f ′(pi) + 
]
dpi ≥ 0
by (2.3.4). From (2.3.5) we get a similar inequality at time t where ∆Π↑t = 0 and
∆Π↓t ≥ 0. Therefore, I4 ≥ 0. Letting T → ∞ and using the fact that f is bounded on
S , we have, from (2.3.8), that
f(pi) ≤ lim
T→∞
Epi[MT (pi,Π↑,Π↓)] = J(pi; Π↑,Π↓).
This confirms the optimality of (Π↑∗,Π↓∗). Then f satisfying (2.3.4), (2.3.5) and (2.3.6)
is the value function.
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2.4 Solution of the Quasi Variational Inequality
In this section, we try to solve the quasi variational equality (2.3.3) according to the
sufficient conditions in Theorem 2.2.
In region NT , f satisfies the following equation
1
2
σ2pi2(1− pi)2f ′′(pi) + (µ− r − σ2pi)pi(1− pi)f ′(pi)− ρf(pi) = −λσ2(pi − pi∗)2(2.4.1)
with two free boundary conditions
f ′(pi−) = −, f ′(pi+) = .(2.4.2)
Condition (2.4.2) is not enough to uniquely determine a solution as pi− and pi+ are
free boundary points. By the sufficient conditions in Theorem 2.2 that f ∈ C2(S ),
f ′(pi) = − in B and f ′(pi) =  in S, we have
f ′′(pi−) = 0, f ′′(pi+) = 0.(2.4.3)
We may compute f(pi−) and f(pi+) by substituting (2.4.2) and (2.4.3) into (2.4.1) with
pi = pi− and pi+, which gives
f(pi−) = ζ(−, pi−), f(pi+) = ζ(, pi+),
where
ζ(x, y) =
x[y(1− y)(µ− r − σ2y)] + λσ2(y − pi∗)2
ρ
.(2.4.4)
We can rewrite (2.4.1) as
φ′(pi) = A(pi)φ(pi) + ψ(pi),(2.4.5)
where
φ(pi) :=
[
f(pi)
f ′(pi)
]
, A(pi) :=
[
0 1
2ρ
σ2pi2(1−pi)2 −2(µ−r−σ
2pi)
σ2pi(1−pi)
]
, ψ(pi) :=
[
0
−2λ(pi−pi∗)2
pi2(1−pi)2
]
.(2.4.6)
The free boundary conditions become
φ0 := φ(pi−) =
[
ζ(−, pi−)
−
]
, φ1 := φ(pi+) =
[
ζ(, pi+)

]
.(2.4.7)
(2.4.5) is a vector-valued first order non-homogeneous system of ordinary differential
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equations. The matrix function A is continuous on [pi−, pi+], if Assumption 2.1 is satisfied
and  is small, see Remark 2.3.
Remark 2.3. Note that, by writing the original ODE (2.4.1) into a system of ODEs
(2.4.5), we introduce two singular points pi = 0 and pi = 1. However, with Assumption
2.1 and a sufficiently small , the closure of the no transaction region [pi−, pi+] is a closed
subinterval of (0, 1) and therefore rules out the appearance of singularity in (2.4.1). This
can be checked by asymptotic results in Theorem 2.4, Theorem 2.6, and also by numerical
results in Section 2.6.
2.4.1 Homogeneous System
We can use the Magnus expansion method to solve the corresponding complementary
equation of (2.4.5) (with ψ(pi) being 0 at all times). The fundamental solution to φ′(pi) =
A(pi)φ(pi), denoted by Φ(pi), is given by a matrix exponential (see Blanes et al., 2009)
such that
Φ(pi) = exp(Ω(pi)) =
∞∑
i=0
1
i!
Ωi(pi)(2.4.8)
with Φ(pi−) = I2, where In is the n-dimentional identity matrix. Ω(pi) is given by the
matrix series expansion
Ω(pi) =
∞∑
k=1
Ωk(pi)(2.4.9)
with
Ω1(pi) =
∫ pi
pi−
A(pi1)dpi1,
Ω2(pi) =
1
2
∫ pi
pi−
dpi1
∫ pi1
pi−
dpi2 [A(pi1), A(pi2)],
Ω3(pi) =
1
6
∫ pi
pi−
dpi1
∫ pi1
pi−
dpi2
∫ pi2
pi−
dpi3 ([A(pi1), [A(pi2), A(pi3)]] + [A(pi3), [A(pi2), A(pi1)]]),
· · ·
where [M1,M2] ≡M1M2−M2M1 is a commutator operator of two matrices M1 and M2.
The series (2.4.9) is called the Magnus expansion.
Note that in case of A being a constant matrix or reduces to a scaler-valued function,
Ωk(pi) = 0 for k ≥ 2. For the former Φ(pi) = exp(Ω1(pi)) is a standard matrix exponential
of Ω1(pi) = (pi−pi−)A and for the latter Φ(pi) = exp(
∫ pi
pi− A(pi1)dpi1) is a scalar exponential
function. In our problem, A defined in (2.4.6) is a 2 × 2 non-constant matrix, we use
17
Magnus expansion to solve equation (2.4.5). It is known (see Blanes et al., 2009) that the
Magnus expansion (2.4.9) converges and the equality (2.4.8) holds if A(pi) is invertible
and
∫ pi
pi− ‖A(ν)‖2dν < pi, where pi is the mathematical constant 3.1415926 . . .. ∗ For A
as in (2.4.6), we have
∫ pi
pi− ‖A(ν)‖2dν ≤
∫ pi+
pi− ‖A(ν)‖2dν = C(pi+ − pi−) +O((pi+ − pi−)2)
for some positive constant C involving model parameters. Under the assumption of
sufficiently small transaction cost , we pre-assume pi+ − pi− can be expanded in powers
of  (this will be proved to be true by the asymptotic analysis in Section 2.5). Thus the
above convergence condition is satisfied and the convergence of the Magnus expansion is
guaranteed. The inverse of Φ(pi) is equal to Φ−1(pi) = exp(−Ω(pi)).
2.4.2 Inhomogeneous System
Consider now the nonhomogeneous system (2.4.5), we already know from previous section
that the general solution to φ′(pi) = A(pi)φ(pi) is
φg(pi) = Φ(pi)c,
where c = (c1, c2)
ᵀ is a 2× 1 constant vector. To find a particular solution of (2.4.5), we
apply variation of parameters. Assume the particular solution of (2.4.5) takes the form
φp(pi) = Φ(pi)c(pi),
where c(pi) a 2× 1 vector-valued function of pi. Then
φ′p(pi) = Φ
′(pi)c(pi) + Φ(pi)c′(pi).
Substituting the above expression back into (2.4.5) yields
Φ′(pi)c(pi) + Φ(pi)c′(pi) = A(pi)Φ(pi)c(pi) + ψ(pi).
Since Φ(pi) is a fundamental matrix such that Φ′(pi) = A(pi)Φ(pi), the last equation
becomes
Φ(pi)c′(pi) = ψ(pi).
By linear independency between columns of Φ(pi), Φ−1(pi) exists and therefore we can
solve for
c′(pi) = Φ−1(pi)ψ(pi).
∗‖ · ‖p is the entry-wise p−norm such that for a m× n matrix A, ‖A‖p := (∑mi=1∑nj=1 |aij |p)1/p
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As a consequence, one particular solution to (2.4.5) is
φp(pi) = Φ(pi)
∫ pi
pi−
Φ−1(ν)ψ(ν)dν.
Thus the general solution to nonhomogeneous equation (2.4.5) can then be written by
φ(pi) = φg(pi) + φp(pi) = Φ(pi)c+ Φ(pi)
∫ pi
pi−
Φ−1(ν)ψ(ν)dν.(2.4.10)
with boundary conditions as in (2.4.7) and unknown constant vector c. Substituting
(2.4.10) into (2.4.7) gives,
φ(pi−) = Φ(pi−)c = φ0,
φ(pi+) = Φ(pi+)c+ Φ(pi+)
∫ pi+
pi−
Φ−1(pi)ψ(pi)dpi = φ1.
The first equation gives c = φ0 (since Φ(pi−) = I2), substituting which back to the second
equation and rearranging the terms yield∫ pi+
pi−
Φ−1(pi)ψ(pi)dpi = Φ−1(pi+)φ1 − φ0.(2.4.11)
This is a two dimensional equation with two unknowns pi− and pi+. Once obtained pi−
and pi+ by solving (2.4.11), the solution to (2.4.5) can then be expressed as
φ(pi) = Φ(pi)φ0 + Φ(pi)
∫ pi
pi−
Φ−1(ν)ψ(ν)dν.(2.4.12)
2.5 Main Results on Asymptotic Analysis
Recall that (2.4.11) involves two equations with pi± being unknown and  contained in
φ0 and φ1 as a parameter. In this section, we take expansion of Φ(pi) to different orders
and derive asymptotic results of pi± with respect to . Consequently, we may substitute
pi− back into (2.4.12) to get the asymptotic expansion for QVI solution f .
2.5.1 Asymptotic Analysis for Boundaries of the NT Region
In this section we discuss the asymptotic expansion of pi+ and pi− in terms of . Define
δ± := ±(pi± − pi∗), δ := 1
2
(δ+ + δ−),(2.5.1)
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the width of the right (+) and left (−) part of the no transaction region around pi∗ and
the total width of the no transaction region, respectively,
We now state the main result on the first order expansion of Φ(pi) in the no transaction
region.
Theorem 2.4. Let Φ−1(pi) be expanded to its first order such that Φ−1(pi) = I2 − Ω1(pi)
and δ± be defined as in (2.5.1). Then δ+ and δ− are given by
δ+ = α
1/3 + O
(
1/3
)
, δ− = α1/3 + O
(
1/3
)
,(2.5.2)
where leading order coefficient takes the form
α =
(
3Γ2
4λ
)1/3
, Γ := pi∗(1− pi∗).(2.5.3)
Proof. We first give preliminary estimates for some expressions that will be used for later
calculation. For small transaction costs we would expect the trading strategy pi to be
close to the target level pi∗, which implies that
1
pi(1− pi) =
1
(pi∗ + (pi − pi∗))(1− pi∗ − (pi − pi∗))
=
1
Γ + (1− 2pi∗)(pi − pi∗)− (pi − pi∗)2
=
1
Γ
− 1
Γ2
(1− 2pi∗)(pi − pi∗) +O((pi − pi∗)2).
Similarly, we have the following ingredients,
1
pi2(1− pi)2 =
1
Γ2
− 2
Γ3
(1− 2pi∗)(pi − pi∗) +O((pi − pi∗)2)
µ− r − σ2pi
pi(1− pi) =
µ− r − σ2pi∗
Γ
− (µ− r)(1− 2pi
∗) + σ2(pi∗)2
Γ2
(pi − pi∗) +O((pi − pi∗)2).
(2.5.4)
We can rewrite ζ(±, pi±) in terms of δ± to their leading orders, recall (2.4.4) for their
original expressions,
ζ(±, pi±) = λσ
2
ρ
δ2± ±
(µ− r − σ2pi∗)Γ
ρ
+
(µ− r − σ2pi∗)(1− 2pi∗)− σ2Γ
ρ
δ± +O(δ2±).
(2.5.5)
We now have expansions for all relevant quantities in (2.4.11) except that for Φ−1(pi).
The first order expansion of Φ−1(pi) requires computing Ω1(pi), which is the integral with
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respect to coefficient matrix A(ν). We have
Ω1(pi) =
∫ pi
pi−
A(ν)dν =
[
ω
(1)
11 (pi) ω
(1)
12 (pi)
ω
(1)
21 (pi) ω
(1)
22 (pi)
]
,(2.5.6)
where ω
(1)
11 (pi) = 0, ω
(1)
12 (pi) = pi − pi−, and
ω
(1)
21 (pi) =
∫ pi
pi−
2ρ
σ2ν2(1− ν)2dν, ω
(1)
22 (pi) =
∫ pi
pi−
−2(µ− r − σ
2ν)
σ2ν(1− ν) dν.
Using results in (2.5.4), we have
ω
(1)
21 (pi) =
2ρ(pi − pi−)
σ2Γ2
− 2ρ(1− 2pi
∗)
σ2Γ3
[(pi − pi∗)2 − δ2−] +O(|pi − pi∗|3 + δ3−)(2.5.7)
and
ω
(1)
22 (pi) =−
2(µ− r − σ2pi∗)
σ2Γ
(pi − pi−) + (µ− r)(1− 2pi
∗) + σ2(pi∗)2
σ2Γ2
[(pi − pi∗)2 − δ2−]
+O(|pi − pi∗|3 + δ3−).(2.5.8)
Consequently, with the first order expansion of Φ−1(pi) = I2 − Ω1(pi), (2.4.11) becomes∫ pi+
pi−
(I2 − Ω1(pi))ψ(pi)dpi = (I2 − Ω1(pi+))φ1 − φ0.(2.5.9)
The left hand side of (2.5.9) is, see (2.4.6) and (2.5.6),
LHS =
[
0∫ pi+
pi− −
2λ(pi−pi∗)2
pi2(1−pi)2 dpi
]
−
[∫ pi+
pi− −
2λ(pi−pi∗)2
pi2(1−pi)2 w
(1)
12 (pi)dpi∫ pi+
pi− −
2λ(pi−pi∗)2
pi2(1−pi)2 w
(1)
22 (pi)dpi
]
=:
[
0
I1
]
−
[
I2
I3
]
.
Using the results from (2.5.4) and (2.5.8) and after some lengthy but straightforward
calculation, we get
I1 = − 2λ
3Γ2
(δ3+ + δ
3
−) +
λ(1− 2pi∗)
Γ3
(δ4+ − δ4−) +O(δ5),
I2 = − λ
6Γ2
(3δ4+ + 4δ
3
+δ− + δ
4
−) +O(δ5),
I3 = λ(µ− r − σ
2pi∗)
3σ2Γ3
(3δ4+ + 4δ
3
+δ− + δ
4
−) +O(δ5).
On the other hand, the right hand side of (2.5.9) equals, see (2.4.7) and (2.5.6),
RHS =
[
ζ(, pi+)− ζ(−, pi−)− ω(1)12 (pi+)
2− ω(1)21 (pi+)ζ(, pi+)− ω(1)22 (pi+)
]
=:
[
I4
I5
]
.
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By (2.5.5) and (2.5.8), we can derive
I4 = λσ
2
ρ
(δ2+ − δ2−) +
2(µ− r − σ2pi∗)Γ
ρ
− (δ+ + δ−)
+
(µ− r − σ2pi∗)(1− 2pi∗)− σ2Γ
ρ
(δ+ − δ−) +O(δ2),
I5 = 2− 2λ(δ
3
+ + δ
2
+δ−)
Γ2
+
2λ(1− 2pi∗)(δ4+ − δ2+δ2−)
Γ3
+O(δ2 + δ5).
Comparing the components of LHS and RHS of (2.5.9) we have
λσ2
ρ
(δ2+ − δ2−) +
2(µ− r − σ2pi∗)Γ
ρ
− λ
6Γ2
(3δ4+ + 4δ
3
+δ− + δ
4
−)− (δ+ + δ−)(2.5.10)
+
(µ− r − σ2pi∗)(1− 2pi∗)− σ2Γ
ρ
(δ+ − δ−) +O(δ2 + δ5) = 0
and
2− 2λ(δ
3
+ + δ
2
+δ−)
Γ2
+
2λ(δ3+ + δ
3−)
3Γ2
+
λ(µ− r − σ2pi∗)
3σ2Γ3
(3δ4+ + 4δ
3
+δ− + δ
4
−)(2.5.11)
+
2λ(1− 2pi∗)(δ4+ − δ2+δ2−)
Γ3
− λ(1− 2pi
∗)(δ4+ − δ4−)
Γ3
+O(δ2 + δ5) = 0.
Equality (2.5.11) suggests that  should have an order at least as high as that of δ3.
Applying this observation to (2.5.10) and writing it in big O notation, we obtain
O(δ2+ − δ2−) +O(δ3) +O(δ4) = 0.
Dividing the above equation by δ2, it becomes
O(δ
2
+ − δ2−
δ2
) +O(δ) +O(δ2) = 0.
The above equality requires, by taking the limit of  to zero, that
lim
→0
δ2+ − δ2−
δ2
= 0.
Considering the fact that δ+ + δ− = δ, the above equation implies that
lim
→0
δ+
δ
= lim
→0
δ−
δ
=
1
2
.
Therefore,
δ+ =
1
2
δ + O(δ) and δ− =
1
2
δ + O(δ).(2.5.12)
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Recall that  is of order higher than or equal to δ3. If we assume  = O
(
δ3
)
and substitute
(2.5.12) back into (2.5.11), the two δ3 order terms in (2.5.11), i.e.,
−2λ(δ
3
+ + δ
2
+δ−)
Γ2
and
2λ(δ3+ + δ
3−)
3Γ2
,
now become
−λδ
3
2Γ2
and
λδ3
6Γ2
,
which cannot cancel each other. Therefore,  can only be of the same order with δ3, or
equivalently,
δ+ = α
1/3 + O
(
1/3
)
, δ− = α1/3 + O
(
1/3
)
.
Substituting the above two expressions for δ± back to (2.5.11) and compare O() order
terms, we end up with the following equation with α being unknown,
2− 4λα
3
Γ2
+
4λα3
3Γ2
+ O() = 0.
Solving for α, we obtain (2.5.3).
Theorem 2.4 says that the effect of proportional transaction costs to the width of the
no transaction region is of order O(1/3). The no transaction region is symmetric, up to
leading order O(1/3), with respect to the target strategy pi∗.
Remark 2.5. Note that, strictly speaking, the first order expansion of Φ−1(pi) should be
Φ−1(pi) = I2 − Ω(pi) = I2 −
∑∞
k=1 Ωk(pi). However, components of Ωk(pi), k ≥ 2, are
of order at least O(5/3) (see the proof of Theorem 2.6) and therefore do not affect
the asymptotic result in Theorem 2.4. Note also that, in the presence of proportional
transaction costs, the width of the no transaction region has leading order O(1/3). Unlike
in existing literature, this result is obtained by directly applying asymptotic analysis to
the Magnus representation of the solution to (2.4.5), instead of by first assuming that
the width of the no trade region can be expanded in powers of 1/3 and then calculating
the leading order coefficient.
We now state the main result on the second order expansion of Φ(pi) in the no transaction
region.
Theorem 2.6. Let Φ−1(pi) be expanded to its second order such that Φ−1(pi) = I2−Ω1(pi)+
1
2Ω
2
1(pi) and assume δ± defined in (2.5.1), can be represented in powers of 1/3. Then δ+
and δ− are given by
δ+ = α
1/3 + β2/3 + γ+ O(), δ− = α1/3 − β2/3 + γ+ O(),(2.5.13)
where leading order coefficient α is the same as defined in (2.5.3) and 2/3 order term
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coefficient is
β = −(µ− r − σ
2pi∗)Γ
2αλσ2
(2.5.14)
and γ is some unknown constant.
Proof. We first justify our second order expansion of Φ−1(pi). The original Magnus
expansion also requires Ωk(pi) for k ≥ 2 which only generate higher order terms in
(2.4.11) than 12Ω
2
1(pi). We start with Ω2(pi).
Recall that Ω2(pi) is defined as a double integral with respect to the commutator operator
of matrics A(pi1) and A(pi2), which is
[A(pi1), A(pi2)] = A(pi1)A(pi2)−A(pi2)A(pi1)
=
 2ρσ2 ( 1pi22(1−pi2)2 − 1pi21(1−pi1)2) − 2σ2 (µ−r−σ2pi2pi2(1−pi2) − µ−r−σ2pi1pi1(1−pi1) )
− 4ρ
σ4
(
µ−r−σ2pi1
pi1(1−pi1)pi22(1−pi2)2
− µ−r−σ2pi2
pi2(1−pi2)pi21(1−pi1)2
)
− 2ρ
σ2
(
1
pi22(1−pi2)2
− 1
pi21(1−pi1)2
)
=
[
A11(pi1, pi2) A12(pi1, pi2)
A21(pi1, pi2) A22(pi1, pi2).
]
=: A.
Applying the results in (2.5.4), we have A11 = −A22 and
A11 =
2ρ
σ2
[
−2(1− 2pi
∗)
Γ3
(pi2 − pi1) +O((pi2 − pi∗)2 + (pi1 − pi∗)2)
]
= a1(pi2 − pi1) +O((pi2 − pi∗)2 + (pi1 − pi∗)2),
A12 = −2ρ
σ2
[
−(µ− r)(1− 2pi
∗) + σ2(pi∗)2
Γ2
(pi2 − pi1) +O((pi2 − pi∗)2 + (pi1 − pi∗)2)
]
= a2(pi2 − pi1) +O((pi2 − pi∗)2 + (pi1 − pi∗)2),
A21 = −4ρ
σ4
[
−(µ− r)(1− 2pi
∗)− 2σ2pi∗ + 3σ2(pi∗)2
Γ4
(pi2 − pi1) +O((pi2 − pi∗)2 + (pi1 − pi∗)2)
]
= a3(pi2 − pi1) +O((pi2 − pi∗)2 + (pi1 − pi∗)2).
Each element of A has its leading term being pi2−pi1 multiplied by some constant. From∫ pi
pi−
∫ pi1
pi−
(pi2 − pi1)dpi2dpi1 = −(pi − pi−)
3
6
,
we can observe that
Ω2(pi) =
[
O((pi − pi−)3) O((pi − pi−)3)
O((pi − pi−)3) O((pi − pi−)3)
]
.
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Substituting Φ−1(pi) = I2 − Ω1(pi)− Ω2(pi) into (2.4.11) we get
∫ pi+
pi−
(I2 − Ω1(pi))ψ(pi)dpi −
∫ pi+
pi−
Ω2(pi)ψ(pi)dpi = (I2 − Ω1(pi+))φ1 − φ0 − Ω2(pi+)φ1.
(2.5.15)
Compared to (2.5.9) resulted from expansion Φ−1(pi) = I2 − Ω1(pi), we get two extra
terms in (2.5.15) (the last term on each side) for expansion Φ−1(pi) = I2−Ω1(pi)−Ω2(pi).
We are only interested in the order of these two terms.
∫ pi+
pi−
Ω2(pi)ψ(pi)dpi =
∫ pi+
pi−
[
O((pi − pi−)3)O((pi − pi∗)2)
O((pi − pi−)3)O((pi − pi∗)2)
]
dpi =
[
O(δ6)
O(δ6)
]
=
[
O(2)
O(2)
]
and
Ω2(pi)φ1 =
[
O((pi − pi−)3) O((pi − pi−)3)
O((pi − pi−)3) O((pi − pi−)3)
][
O(2/3)
O()
]
=
[
O(5/3)
O(5/3)
]
.
The above two expressions indicate that adding Ω2(pi) in the expansion of Φ
−1(pi) only
contributes O(5/3) order terms in (2.4.11). Thus Ω2(pi) can be ignored when calculating
leading order coefficient for the expansions of δ±. Similar calculations show that Ωk,
k ≥ 3, have higher orders than O(5/3). Combining the results above, we can justify the
absence of Ωk, k ≥ 2 in the first/second order expansion of Φ−1(pi) in our asymptotic
analysis.
With the second order expansion Φ−1(pi) = I2 − Ω1(pi) + 12Ω21(pi), (2.4.11) becomes∫ pi+
pi−
(I2 − Ω1(pi) + 1
2
Ω21(pi))ψ(pi)dpi = (I2 − Ω1(pi+) +
1
2
Ω21(pi+))φ1 − φ0.(2.5.16)
Compared to (2.5.9) resulted from expansion Φ−1(pi) = I2−Ω1(pi), we get two extra terms
in (2.5.16) (the last term on each side) for expansion Φ−1(pi) = I2−Ω1(pi)+ 12Ω21(pi). For
the last term on the LHS of (2.5.16),
∫ pi+
pi−
1
2
Ω21(pi)ψ(pi)dpi =
∫ pi+
pi−
[
O((pi − pi−)4)
O((pi − pi−)4)
]
dpi =
[
O(δ5)
O(δ5)
]
.(2.5.17)
For the last term on the RHS of (2.5.16),
1
2
Ω21(pi+)φ1 =
[
λ
Γ2
(δ4+ + 2δ
3
+δ− + δ2+δ2−) +O(δ5)
−2λ(µ−r−σ2pi∗)
σ2Γ3
(δ4+ + 2δ
3
+δ− + δ2+δ2−) +O(δ5)
]
.(2.5.18)
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Including (2.5.17) and (2.5.18) in (2.5.10) and (2.5.11), the latter two become
λσ2
ρ
(δ2+ − δ2−) +
2(µ− r − σ2pi∗)Γ
ρ
− λ
6Γ2
(3δ4+ + 4δ
3
+δ− + δ
4
−)(2.5.19)
+
λ(δ4+ + 2δ
3
+δ− + δ2+δ2−)
Γ2
− (δ+ + δ−) +O(δ5) = 0
and
2− 2λ(δ
3
+ + δ
2
+δ−)
Γ2
+
2λ(δ3+ + δ
3−)
3Γ2
+
λ(µ− r − σ2pi∗)
3σ2Γ3
(3δ4+ + 4δ
3
+δ− + δ
4
−)(2.5.20)
− 2λ(µ− r − σ
2pi∗)
σ2Γ3
(δ4+ + 2δ
3
+δ− + δ
2
+δ
2
−) +O(δ5) = 0.
Note that some terms involving δ+ − δ− in (2.5.10) and (2.5.11) are neglected since we
have shown in Theorem 2.4 that δ± match each other to the leading order. Since δ+ and
δ− are assumed that they can be expanded in powers of 1/3, we write{
δ+ = α
1/3 + β+
2/3 + γ++ O(),
δ− = α1/3 + β−2/3 + γ−+ O().
(2.5.21)
Substituting (2.5.21) into (2.5.19), also noting α in (2.5.3), we get the following equality
2αλσ2
ρ
(β+ − β−)+ 2(µ− r − σ
2pi∗)Γ
ρ
+
λσ2
ρ
[(β2+ − β2−) + 2α(γ+ − γ−)]4/3 + O
(
4/3
)
= 0,
which implies β+ − β− = −
(µ− r − σ2pi∗)Γ
αλσ2
,
(β2+ − β2−) + 2α(γ+ − γ−) = 0.
(2.5.22)
Substituting (2.5.21) into (2.5.20), we get the following equality
−2λ(5α
2β+ + α
2β−)
Γ2
4/3 +
2λ(3α2β+ + 3α
2β−)
3Γ2
4/3 − 16λ(µ− r − σ
2pi∗)
3σ2Γ3
α44/3 + O
(
4/3
)
= 0.
To have the coefficient of 4/3 vanishing, we must have
β+ = β = −(µ− r − σ
2pi∗)Γ
2αλσ2
.
Combining (2.5.22) and the expression of β in (2.5.14), we get β− = −β and γ+ = γ− = γ.
Finding the exact value of γ requires further expansion of Φ−1(pi).
Theorem 2.4 and Theorem 2.6 tell us that proportional transaction cost has the same
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1/3-order effect on the width of both intervals [pi−, pi∗] and [pi∗, pi+], but asymmetric
2/3-order effects. In case of 0 < pi∗ < 1, this asymmetry is related to the relation
between pi∗, the target strategy, and (µ− r)/σ2, the relative local risk premium. When
pi∗ > (µ − r)/σ2, we have β > 0 and thus δ+ > δ−, up to order , implying that the
portfolio manager gives relatively more tolerance to the trading strategy being greater
than the target proportion. Similar arguments apply to the case when pi∗ < (µ− r)/σ2.
When pi∗ = (µ− r)/σ2, δ+ = δ−, the manager gives equal tolerance to the divergence of
trading strategy away from the target.
Thinking the above results from a more practical point of view. For fixed asset with
fixed local risk premium RP = (µ − r)/σ2, if the portfolio manager’s target proportion
without transaction cost is greater than RP indicating a more profit-targeting allocation
strategy, she would relatively widen her beyond-target part of the no transaction region,
i.e. [pi∗, pi+]. The opposite happens for the case of pi∗ < RP .
To the best of our knowledge, there is no such research that expands the boundaries of
the no transaction region to order O(2/3) and derives explicitly coefficient of 2/3- order
terms
2.5.2 Asymptotics Analysis for the QVI Solution
Using the results of Theorem 2.4 and Theorem 2.6, we perform a similar asymptotic
analysis to the expansion of the QVI solution f in the no transaction region. The main
result is the following theorem.
Theorem 2.7. Let the expansion of δ+ and δ− be given as in (2.5.13). Then, with the
expansion of Φ(pi) and Φ−1(pi) to their second order, the QVI solution f can be written
as,
f(pi) =

f(pi∗) +
λα2
Γ2
(pi − pi∗)22/3 − λ
6Γ2
(pi − pi∗)4 +O(5/3), pi ∈ NT
f(pi∗) +
5α
8
4/3 + (pi− − pi) +O(5/3), pi ∈ B
f(pi∗) +
5α
8
4/3 + (pi − pi+) +O(5/3), pi ∈ S
(2.5.23)
where f(pi∗) = λσ
2α2
ρ 
2/3 + [ξ− 5α8 ]4/3 and ξ = λσ
2
ρ (β
2 + 2αγ) + (µ−r−σ
2pi∗)(1−2pi∗)−σ2Γ
ρ α.
Proof. We first derive the expansion for f in NT . The general solution to ODE system
(2.4.5) is given by (2.4.12), which can be written explicitly in matrix form as[
f(pi)
f ′(pi)
]
=
[
Φ+11(pi) Φ
+
12(pi)
Φ+12(pi) Φ
+
22(pi)
]([
φ
(1)
0
φ
(2)
0
]
+
∫ pi
pi−
[
Φ−11(ν) Φ
−
12(ν)
Φ−21(ν) Φ
−
22(ν)
][
ψ1(ν)
ψ2(ν)
]
dν
)
,
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where Φ±ij(pi) are entries in Φ
±1(pi). Here for ease of notation, Φ+1(pi) = Φ(pi). The QVI
solution f(pi) can be calculated by
f(pi) = Φ+11(pi)(φ
(1)
0 + I7) + Φ+12(pi)(φ(2)0 + I8),(2.5.24)
where I7 :=
∫ pi
pi−(Φ
−
11(ν)ψ1(ν)+Φ
−
12(ν)ψ2(ν))dν and I8 :=
∫ pi
pi−(Φ
−
21(ν)ψ1(ν)+Φ
−
22(ν)ψ2(ν))dν.
Similar to the case of the asymptotic analysis for pi±, we expand here Φ±1(pi) to their
second order, i.e.
Φ±1(pi) = I2 ± Ω1(pi) + 1
2
Ω21(pi).
Following a similar calculation as in Section 2.5.1, we can write the relevant components
of Φ±1(pi), ignoring O((pi − pi−)3) terms, as,
Φ±11(pi) =1 +
ρ
σ2Γ2
(pi − pi−)2,
Φ±12(pi) =± (pi − pi−)−
(µ− r − σ2pi∗)
σ2Γ
(pi − pi−)2,
Φ±21(pi) =±
2ρ
σ2Γ2
(pi − pi−)∓ 2ρ(1− 2pi
∗)
σ2Γ3
[(pi − pi∗)2 − δ2−]−
2ρ(µ− r − σ2pi∗)
σ4Γ3
(pi − pi−)2,
Φ±22(pi) =1∓
2(µ− r − σ2pi∗)
σ2Γ
(pi − pi−)± (µ− r)(1− 2pi
∗) + σ2(pi∗)2
σ2Γ2
[(pi − pi∗)2 − δ2−]
+
2(µ− r − σ2pi∗)2 + ρσ2
σ4Γ2
(pi − pi−)2.
With the components of Φ−1(ν) and the expression for ψ(ν), we can then substitute
them into the expressions for I7 and I8 to obtain
I7 = λ
2Γ2
[(pi − pi∗)4 − δ4−] +
2λ
3Γ2
[(pi − pi∗)3δ− + δ4−] +O(δ5),
I8 =− 2λ
3Γ2
[(pi − pi∗)3 + δ3−]−
λ[(µ− r − σ2pi∗)− σ2(1− 2pi∗)]
σ2Γ3
[(pi − pi∗)4 − δ4−]
− 4λ(µ− r − σ
2pi∗)
3σ2Γ3
[(pi − pi∗)3δ− + δ4−] +O(δ5).
We also know that φ(pi−) = φ0 and the components of φ0 = (φ
(1)
0 , φ
(2)
0 )
ᵀ are φ(1)0 =
ζ(−, pi−) which has an asymptotic expansion as in (2.5.5) and φ(2)0 = −.
Substituting all above-mentioned expressions into (2.5.24) and after some lengthy but
straightforward calculation, we can reach the asymptotic expansion of f in NT such
that
f(pi) =
λσ2α2
ρ
2/3 +
λα2
Γ2
(pi − pi∗)22/3 − λ
6Γ2
(pi − pi∗)4 + [ξ − 5α
8
]4/3 +O(5/3).
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In special cases when pi equals pi+, pi− and pi∗, we have,
f(pi∗) =
λσ2α2
ρ
2/3 + [ξ − 5α
8
]4/3 +O(5/3)
f(pi−) =
λσ2α2
ρ
2/3 + ξ4/3 +O(5/3) = f(pi∗) + 5α
8
4/3 +O(5/3)
f(pi+) =
λσ2α2
ρ
2/3 + ξ4/3 +O(5/3) = f(pi∗) + 5α
8
4/3 +O(5/3).
(2.5.25)
Thus we have the expression for f in NT as in (2.5.23).
As for the expansion of f in B and S. Recall that sufficient conditions in Theorem 2.2
requires that f ′(pi) = − in B and f ′(pi) =  in S. Accordingly, we have
f(pi) = f(pi−) + (pi− − pi), pi ∈ B,
f(pi) = f(pi+) + (pi − pi+), pi ∈ S,
substituting (2.5.25) in which will give the expansions for f in B,S as in (2.5.23).
Theorem 2.7 indicates that the presence of proportional transaction costs has a uniform
impact to the QVI solution f(pi) of order O(2/3) and has no impact of order O().
2.5.3 Verification of Asymptotic Results
In this section we verify that function f defined in (2.5.23) satisfies all the sufficient
conditions in Theorem 2.2, to the leading order, with pi± as in Theorem 2.4. Thus f is
the value function (to the leading order) and the strategy (Π↑∗,Π↓∗) defined in (2.3.7) is
optimal.
By the asymptotic expansion of f in (2.5.23), we have
f ′(pi) =

2λ
Γ2
α22/3(pi − pi∗)− 2λ
3Γ2
(pi − pi∗)3 +O(4/3), pi ∈ NT
− +O(4/3), pi ∈ B
+O(4/3), pi ∈ S
,(2.5.26)
and
f ′′(pi) =

2λ
Γ2
(α22/3 − (pi − pi∗)2) +O(), pi ∈ NT
O(), pi ∈ B
O(), pi ∈ S
.(2.5.27)
In the rest of this section, we shall drop the high order terms and thus all arguments are
29
in the up-to-the-leading-order sense. From (2.5.26) we can see that
f ′(pi) ≥ −, for pi ∈ B and pi ∈ S, f ′(pi) = −, for pi ∈ B,
f ′(pi) ≤ , for pi ∈ B and pi ∈ S, f ′(pi) = , for pi ∈ S.
For pi ∈ NT = (pi−, pi+) where pi± = pi∗ ± δ with δ = α1/3, denote x = pi − pi∗, and
f ′(pi) = g(x) :=
2λ
Γ2
α22/3x− 2λ
3Γ2
x3.
Note that since |x| < δ, then
g′(x) =
2λ
Γ2
(α22/3 − x2) > 0
and g(x) is strictly increasing on (−δ, δ). Consequently, we have
sup
pi∈NT
f ′(pi) = f ′(pi+) = g(δ) = , inf
pi∈NT
f ′(pi) = f ′(pi−) = g(−δ) = −.
Therefore, − ≤ f ′(pi) ≤  for all pi ∈ S and thus both (2.3.4) and (2.3.5) are satisfied.
As for (2.3.6), we first consider the case that pi ∈ NT . Substituting the expansion of f ′
and f ′′ on NT , we have
Lf(pi)− ρf(pi) + λσ2(pi − pi∗)2
=
1
2
σ2(pi∗)2(1− pi∗)2 2λ
Γ2
(α22/3 − (pi − pi∗)2)− ρλσ
2α2
ρ
2/3 + λσ2(pi − pi∗)2 = 0.
On the other hand, for either pi ∈ B or pi ∈ S, we have |pi − pi∗| ≥ δ and thus
Lf(pi)− ρf(pi) + λσ2(pi − pi∗)2 = λσ2((pi − pi∗)2 − α22/3) ≥ 0.
Therefore (2.3.6) is satisfied. By Theorem 2.2, we have proved f being the value function
(to the leading order) and the optimality of (Π↑∗,Π↓∗).
Remark 2.8. Note that the second order derivative of f in (2.5.27) indicates that the value
function is a convex function on S , considering only leading orders whose coefficients
are known.
2.6 Numerical Results
In this section, we make use of the asymptotic results from previous section and picture
both the boundaries of the no transaction region and the value function against changing
proportional transaction cost parameters.
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2.6.1 Effects on Width of No-Transaction Region
The real buy and sell boundaries (pi∗− and pi∗+) are solutions to equation (2.4.11), as
functions of . However, we only have a series expansion rather than an explicit expression
for the exponent Ω(pi) of fundamental matrix Φ(pi). A comparison between {pi∗−, pi∗+}
and {pi−, pi+} obtained using results in (2.5.13) by pi± = pi∗ ± δ± is impossible based on
current results. Instead, we turn to an alternative {pi′−, pi′+} to {pi∗−, pi∗+}, which can be
obtained by solving (2.4.11) with approximation Φ−1(pi) = exp(−Ω1(pi)). † It is clear
that {pi′−, pi′+} is, though very close, not equal to {pi∗−, pi∗+} and thus can only be used
as a reference. We summarise in Table 2.1 different notations of no transaction region
boundaries obtained from real and different approximations for Φ−1(pi).
Φ−1(pi) Boundaries of NT
Φ−1(pi) = exp(−Ω(pi)) {pi∗−, pi∗+}
Φ−1(pi) = exp(−Ω1(pi)) {pi′−, pi′+}
Φ−1(pi) = I2 − Ω1(pi) + 12Ω21(pi) {pi−, pi+}
Table 2.1: Notation of no transaction region boundaries with real and different approximations for Φ−1(pi).
In Figure 2.1, we compare the asymptotic (to the order 2/3) and reference boundaries,
pi± and pi′± respectively, both in linear scale and in cubic scale. The asymptotic no
transaction region is narrower than the reference no transaction region, due to insufficient
expansion of Φ−1(pi). Nonetheless, it can be observed that, when transaction cost is
sufficiently small, especially when  ≤ 1%, pi′+ and pi+ (same for pi′− and pi−) almost
coincide.
Figure 2.1: Buy (lower) and sell (upper) boundaries (vertical axis, as risky weights) as functions of the
transaction costs , in linear scale (left panel) and cubic scale (right panel). Together with target strategy
pi∗ (dashdot line). The plot compares {pi−, pi+} (dashed) and {pi′−, pi′+} (solid). Parameters are µ = 0.2,
σ = 0.4, λ = 1, ρ = 0.1 and r = 0.05. Target proportion pi∗ = 0.5 ∗ (µ− r)/σ2 = 0.469.
We include also in Figure 2.1 the target strategy pi∗ to show the asymmetry of the right
†the matrix exponential is approximated using MATLAB function expm() which uses the Pad ap-
proximation with scaling and squaring
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and left “half” of the no transaction region. In this example, we have chosen pi∗ such that
pi∗ < (µ − r)/σ2. Thereby, β defined in (2.5.14) is negative and δ+ < δ− (see (2.5.13)).
This coincides with the plots in Figure 2.1. In addition, for a given pi∗ ∈ (0, 1) and a
sufficiently small , the no transaction region (pi−, pi+) is indeed a sub-interval of (0, 1).
Thus we have justified numerically the arguments in Remark 2.3.
The effect of proportional transaction costs on the width of the no transaction region is
of order 1/3, see (2.5.13). This can also be observed in the right plot of Figure 2.1.
2.6.2 Effects on Value Function
Recall that the asymptotic expansion for value function f in the no transaction region is
given in (2.5.23), where coefficient of term involving 4/3 includes an unknown constant
γ. However, this term is a constant once transaction cost parameter  is given and thus
is only a shift to f and does not change the shape of the latter. Therefore, we can plot
the value function f in the no transaction region numerically up to order 4/3 by using
(2.5.23) and ignoring the terms of order 4/3 and higher.
Figure 2.2: Plots of f with pi∗ = 0.8 ∗ (µ − r)/σ2 (left panel), pi∗ = (µ − r)/σ2 (middle panel) and
pi∗ = 1.2 ∗ (µ − r)/σ2 (right panel). Parameters are µ = 0.1, σ = 0.4, λ = 1, ρ = 0.1 and r = 0.02 and
 = 0.02. Horizontally dashed lines highlight levels of f(pi−), f(pi+) and f(pi∗), and vertically dashed lines
highlight pi−, pi+ and pi∗.
In Figure 2.2, we choose market parameters to cover the cases of pi∗ > (µ − r)/σ2,
pi∗ = (µ−r)/σ2 and pi∗ < (µ−r)/σ2, which correspond to the asymmetric no transaction
region with bigger right part, the symmetric no transaction region with respect to pi∗
and the asymmetric no transaction region with bigger left part, respectively. pi+ and
pi− are approximated by pi± = pi∗ ± (α1/3 ± β2/3) and f is plotted on [pi−, pi+], using
(2.5.23) and ignoring the terms of order 4/3 and higher.
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“合抱之木, 生于毫末;
九层之台, 起于累土;
千里之行, 始于足下.”
— 道德经
3
Asset Allocation with Fixed and
Proportional Transaction Costs
3.1 Introduction
This chapter discusses optimal trading strategies in the presence of both fixed and pro-
portional transaction costs.
This kind of tracking error problem has first been considered by Leland (2000). The au-
thor postulated an objective function, in the presence of small proportional transaction
cost, as the discounted sum of trading cost and tracking error cost over an infinite in-
vestment horizon. By applying stochastic control theory, Leland derived an approximate
optimal strategy, which is a “singular control”, to maintain the portfolio position inside
a no transaction region (defined with respect to risky proportion process) and trade only
when the portfolio position touches the boundary of this region. Pliska and Suzuki (2004)
considered the case where cost of a transaction consists of both a fixed component and
a proportional component. Using the method of impulse control theory , they showed
that the investor can only change her portfolio finitely often in discrete amounts and
that the optimal trading strategy can be characterized in terms of a quasi-variational
inequality (QVI). When both kinds of transaction cost exist and the investor’s position
touches boundaries of the no transaction region, the investor trades to a “restarting
point” inside the no transaction region and continues thereafter. This is different from
the case of only proportional transaction costs where she trades infinitesimal amount of
asset and the case of only fixed transaction costs where she trades the amount of asset
to go directly to the frictionless optimal proportion.
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In practice transaction costs are small relative to values of transactions. In Chapter 2, in
the limit of small proportional transaction costs, we formulate a cost minimization prob-
lem and apply Magnus expansion to characterize explicitly the optimal no transaction
region and provide asymptotic expansions for both the boundaries of no trade region
and the value function in terms of proportional transaction cost parameter.
The primary objective of this chapter is to first formulate a cost minimization problem
with the presence of both fixed and proportional transaction costs, and then apply the
asymptotic technique as in Chapter 2 to derive asymptotic results for optimal trading
strategy and value function in terms of transaction cost parameters with respect to their
frictionless counterparties.
This chapter is organized as follows. Section 3.2 describes the model and the cost min-
imization problem. Section 3.3 discusses the quasi-variational inequality and gives the
verification theorem, followed by Section 3.4 where we apply the Magnus expansion
method to characterize the optimal solution in the no transaction region. Some reg-
ularity conditions of cost function are also assumed. Section 3.5 performs asymptotic
analysis of the restarting points, the boundaries of no transaction region, and the QVI so-
lution with respect to fixed and proportional transaction cost parameters. Cases of only
fixed/proportional transaction cost and a mixture of the two are discussed separately.
We also demonstrate, in the end of Section 3.5, the optimality of previous asymptotic
results by the verification theorem. Section 3.6 gives some numerical examples of the
main results.
3.2 Problem Formulation
Assume (Ω,F , {Ft}t≥0, P ) is a filtered probability space and the market consists of two
securities: one riskless asset S0 paying a fixed interest rate r > 0, i.e., S0t = e
rt, and one
risky asset S following a geometric Brownian motion process
dSt = µStdt+ σStdWt,
where {Wt, t ≥ 0} is a standard Brownian motion with {Ft}t≥0 being the natural filtra-
tion of W and satisfying the usual conditions, µ (µ > r) and σ2 are positive constants
representing the instantaneous rate of return and variance of the stock, respectively.
Denote by Xt and Yt the monetary values of the riskless and risky positions, respectively.
Assume the initial position of an agent is x dollars in the money market and y dollars in
stock. Suppose that at any time the investor can decide to transfer money from the bank
account to the stock and conversely. Assume that transaction cost, paid by the bank
account, consists of a fixed cost component E > 0 and a proportional component  ≥ 0.
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When E = 0, the problem reduces to the case where only proportional transaction cost
exists and is considered in Chapter 2. In the context of strictly positive transaction cost,
the investor will only transact finitely many times in any finite time interval. The control
of the investor will be an impulse control {(τn;χn), n ∈ N+}. Here 0 ≤ τ1 < τ2 < · · · ,
with limn→∞ τn =∞, are Ft-stopping times giving the times when the investor decides
to change her portfolio, and {χn ∈ R\{0}, n ∈ N+} are Fτn-measurable representing the
sizes of transactions at intervention time τn.
The controlled riskless and risky positions Xt and Yt evolve according to the following
stochastic differential equations
dXt = rXt−dt−
∞∑
n=1
1{t=τn}[E + χn + |χn|]
dYt = µYt−dt+ σYt−dWt +
∞∑
n=1
1{t=τn}χn
with X0− = x, Y0− = y. Positive values of χn means purchasing stocks and negative
values of χn means selling stocks.
From Xt and Yt, we can define the wealth process wt and the risky proportion process pit
by
wt := Xt + Yt, pit := Yt/wt.
The risky proportion process (pit)t≥0 evolves according to the following stochastic differ-
ential equation
dpit = (µ− r − σ2pit)pit(1− pit)dt+ σpit(1− pit)dWt +
∞∑
n=1
1{t=τn}∆pin,
where ∆pin := w
−1
τ−n
[χn + |χn|piτn + Epiτn ]. It can be checked that at each intervention
time τn
(wτ−n − |χn| − E)(piτ−n + ∆pin)− wτ−n piτ−n = χn
which indicates that ∆pin = piτn − piτ−n is the instantaneous change of pit at time t = τn
as a result of transaction.
In the sequel, we shall treat (pit)t≥0 as the controlled state process and define formally the
investor’s trading strategies to be {(τn,∆pin)}, where τn is the time of the nth transaction
and ∆pin is the risky proportion change from the nth transaction.
Definition 3.1. An impulse control strategy {(τn ,∆pin), n ∈ N+} is a sequence of inter-
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vention times τi and actions ∆pin with
(i) 0 ≤ τn < τn+1 a.s. ∀n ∈ N+
(ii) τn is a stopping time with respect to the filtration F
(iii) ∆pin ∈ R\{0} is Fτn-measurable
Transaction cost incurs when a transaction is made to move the current risky proportion
piτ−n to the new risky proportion piτn by ∆pin = piτn − piτ−n , which is modelled as
c(∆pin) := E + |∆pin|.
|∆pin| is approximately equal to |χn|/wτ−n , the incremental transaction cost per unit
wealth at time τn, when higher order terms O(E) and O(2) are ignored. Besides, when
transaction cost contains a fixed cost component, then at every intervention time, the
process pi will have a discontinuity.
An impulse control will be called admissible if we have
(iv) P (limn→∞ τn ≤ T ) = 0, ∀ T ≥ 0
(v) the controlled process (pit)t≥0 stays inS := (0, 1), i.e. no borrowing or short-selling
(vi) Epi[
∑∞
n=1 e
−ρτnc(∆pin)] <∞.
ρ is a discount factor and Epi is the conditional expectation operator with pi0− = pi. The
set of all admissible strategies given initial position pi is denoted by A(pi). Note that ρ is
not necessarily equal to r, the riskfree interest rate, as ρ is a subjective discount factor
used by a portfolio manager for future transactions or opportunity costs, whereas r is an
objective discounting rate used in the market as a whole.
Assumption 3.2. Assume the target asset ratio (for risky asset) pi∗ is given exogenously
such that pi∗ ∈ (0, 1) , i.e. hedging, rather than leveraging or short-selling, is the main
objective when there is no transaction cost.
The portfolio manager’s objective is to minimize the expected discounted value of cost
over an infinite investment horizon. This cost has two components: one is the tracking
error for being away from the target proportion and the other is the transaction cost
due to trades at intervention times. Under admissible trading strategy {(τn,∆pin)} and
given initial risky proportion pi0− = pi, the objective cost function is constructed as
J(pi; {(τn,∆pin)}) = E{(τn,∆pin)}pi
[ ∫ ∞
0
e−ρtλσ2(pit − pi∗)2dt+
∞∑
n=1
e−ρτnc(∆pin)
]
.(3.2.1)
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Similar to Chapter 2, λσ2(pit − pi∗)2 is the incremental tracking error cost at time t and
λ is the “price of tracking error”. We use the convention that e−ρτn = 0 when τn = ∞.
The first term measures the tracking error and the second term measures the transaction
costs. From the definition of admissible strategy it follows that J is both well defined
and finite for all pi ∈ S .
The portfolio manager seeks an admissible trading strategy {(τ∗n,∆pi∗n)} that minimizes
J(pi; {(τn,∆pin)}) over A(pi) and the value function is defined by
f(pi) := inf
{(τn,∆pin)}∈A(pi)
J(pi; {(τn,∆pin)}).(3.2.2)
Remark 3.3. Note that an impulse control is a particular case of (Π↑t ,Π
↓
t ) in Chapter 2.
We just define,
Π↑t =
∑
n
∆pin1{∆pin>0}1{τn≤t}, Π
↓
t = −
∑
n
∆pin1{∆pin<0}1{τn≤t}.
We have,
dΠ↑t =
∑
n
∆pin1{∆pin>0}δτn(t)dt, dΠ
↓
t = −
∑
n
∆pin1{∆pin<0}δτn(t)dt
with δτn(·) being a Dirac delta function. Taking discounted integrals,

∫ ∞
0
e−ρtdΠ↑t =
∑
n
e−ρτn∆pin1{∆pin>0}, 
∫ ∞
0
e−ρtdΠ↑t = −
∑
n
e−ρτn∆pin1{∆pin<0}
and therefore,

∫ ∞
0
e−ρtdΠ↑t + 
∫ ∞
0
e−ρtdΠ↑t =
∑
n
e−ρτn∆|pin|.
Then (3.2.1) reduces to (2.2.2) with E = 0.
3.3 Quasi Variational Inequality and Verification Theorem
In this section, we show how to solve the portfolio manager’s allocation problem (3.2.2)
by solving a quasi variational inequality (QVI). We start by deriving heuristically the
quasi variational inequality and then provide a verification theorem containing sufficient
conditions for a function to be a qvi solution.
To formulate an analogue to the dynamic programming principle as in (2.3.1) we first
define the intervention operator H associated with the value function f(·) and the trans-
37
action cost function c(·) by
Hf(pi) = inf
p˜i∈S ,p˜i 6=pi
{f(p˜i) + c(p˜i − pi)}.
The interpretation of the intervention operator is that the optimal strategy consists of
doing the best immediate action and behaving optimally thereafter. Two possible cases
may happen: on one hand there might be states pi for which it is not optimal to make
an immediate transaction, yielding f(pi) < Hf(pi). On the other hand, the optimal time
to intervene should be the moment when f(pi) = Hf(pi). The optimal action is equal to
the optimal immediate action. Therefore, we conjecture below a variant of the dynamic
programming principle
f(pi) = inf
τ∈T
Epi
[ ∫ τ
0
e−ρtλσ2(pit − pi∗)2dt+ e−ρτHf(piτ−)
]
(3.3.1)
where T is the set of stopping times valued in [0,∞], and we use the convention that
e−ρτ = 0 when τ = ∞. The original impulse control problem (3.2.2) is reduced to
an optimal stopping problem (3.3.1). The interpretation of the dynamic programming
principle is that the optimization problem can be split into two parts: the investor do
nothing before the first intervention time τ when she makes the best immediate action
and continues optimally afterwards; and then optimizing over all intervention time the
quantity
Epi
[ ∫ τ
0
e−ρtλσ2(pit − pi∗)2dt+ e−ρτHf(piτ−)
]
.
We will use the above principle to heuristically derive the analogue to the quasi vari-
ational inequality (2.3.3) in Chapter 2. Assume that there exists an optimal stopping
time τ∗ for which the infimum in (3.3.1) will be reached. Also, recall that whenever it
is optimal to intervene at τ , we should have Hf(piτ−) = f(piτ−). By assuming that f
is sufficiently smooth, we may apply Itoˆ’s formula to e−ρτf(piτ−) between 0 and τ and
substitute corresponding result back into (3.3.1)
f(pi) = inf
τ∈T
Epi
[ ∫ τ
0
e−ρtλσ2(pit − pi∗)2dt+ e−ρτf(piτ−)
]
⇔ f(pi) = Epi
[ ∫ τ∗
0
e−ρtλσ2(pit − pi∗)2dt+ e−ρτ∗f(piτ∗−)
]
⇔ 0 = Epi
[ ∫ τ∗
0
e−ρt(λσ2(pit − pi∗)2 − ρf(pit) + Lf(pit))dt
]
⇔ 0 ≤ Epi
[ ∫ s
0
e−ρt(λσ2(pit − pi∗)2 − ρf(pit) + Lf(pit))dt
]
, for any s > 0
(3.3.2)
Dividing s on both sides of the last inequality, applying the mean value theorem to the in-
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tegral, and finally letting s converge to zero (assuming that the limit can be interchanged
with the expectation), we will end up with equality
λσ2(pi − pi∗)2 − ρf(pi) + Lf(pi) ≥ 0
where L is the infinitesimal generator of pi such that
Lf(pi) = 1
2
σ2pi2(1− pi2)f ′′(pi) + (µ− r − σ2pi)pi(1− pi)f ′(pi).
In the case where optimal stopping time τ∗ of (3.3.1) is identical to zero, we would have
f(pi) = Hf(pi).
In the case where τ∗ is positive, then by applying the Feynman-Kac representation
theorem to the third equality in (3.3.2) we would have
λσ2(pi − pi∗)2 − ρf(pi) + L(pi) = 0.
Combining all above results, we can derive the following quasi variational inequality:
min{Lf(pi)− ρf(pi) + λσ2(pi − pi∗)2,Hf(pi)− f(pi)} = 0.(3.3.3)
One can construct a special impulse control strategy from a solution of the quasi varia-
tional inequality (3.3.3).
We next state a verification theorem which not only gives sufficient conditions for a qvi
solution to be the value function but also characterizes the optimal trading strategies
and the optimal portfolio proportion process.
Theorem 3.4. Suppose there exists a function f ∈ C2(S ) such that{
f(pi) ≤ Hf(pi)
Lf(pi)− ρf(pi) + λσ2(pi − pi∗)2 ≥ 0,
(3.3.4)
for all pi ∈ S . If there exist constants pi± and p˜i± such that 0 < pi− < p˜i− < pi∗ < p˜i+ <
pi+ < 1 and
f(pi) = f(p˜i−) + c(p˜i− − pi) = Hf(pi) for pi ∈ B(3.3.5)
f(pi) = f(p˜i+) + c(pi − p˜i+) = Hf(pi) for pi ∈ S(3.3.6)
Lf(pi)− ρf(pi) + λσ2(pi − pi∗)2 = 0 for pi ∈ NT(3.3.7)
where NT := (pi−, pi+), S := [pi+, 1) and B := (0, pi−]. Then for any initial endowment
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pi ∈ S , the trading strategy {(τ∗n,∆pi∗n)} defined by τ
∗
n := inf{t ≥ τ∗n−1 : pit ∈ S \NT }, τ∗0 := 0
∆pi∗n := −1{pi
τ∗−n
≥pi+}(piτ∗−n − p˜i+) + 1{piτ∗−n ≤pi−}(p˜i− − piτ∗−n )
(3.3.8)
is optimal. If pi ∈ S \NT , for pi ∈ B, the investor immediately rebalances to pi = p˜i−,
and for pi ∈ S, she immediately rebalances to pi = p˜i+, followed by application of this
policy is optimal. {p˜i−, p˜i+} are the restarting points. The value function is f(pi).
Proof. Let {(τn,∆pin)} be an admissible policy and (pit)t≥0 the corresponding controlled
state process with the initial state pi0− = pi. Define a stochastic process for T ≥ 0 by
MT (pi; {(τn,∆pin)}) :=
∫ T
0
e−ρtλσ2(pit − pi∗)2dt+
∞∑
n=1
e−ρτnc(∆pin)1τn≤T + e
−ρT f(piT )
where f satisfies (3.3.4) - (3.3.7). Note that
M0(pi; {(τn,∆pin)}) = f(pi0) +
∞∑
n=1
e−ρτnc(∆pin)1τn≤0.
An application of the Itoˆ’s formula gives
Epi[MT (pi; {(τn,∆pin)})] =f(pi) + Epi
[∫ T
0
e−ρt(Lf(pit)− ρf(pit) + λσ2(pit − pi∗)2)dt
]
+ Epi
[∑
n
e−ρτn [f(piτ−n + ∆pin)− f(piτ−n ) + c(∆pin)]1{τn≤T}
]
=:f(pi) + I1 + I2.
Here we have used the fact that
∫ T
0 e
−ρtf ′(pit)σpit(1− pit)dWt is a martingale since f ′ is
bounded on S and pit stays in S by definition of admissible policy {(τn,∆pin)}.
Suppose that pi ∈ NT and {(τn,∆pin)} = {(τ∗n,∆pi∗n)} as defined in (3.3.8). It follows
immediately that I1 = 0, since the state process (pit)t≥0 controlled by {(τ∗n,∆pi∗n)} stays
in [pi−, pi+]. On the other hand, for each τ∗n, we should have, for the term inside the
square bracket in I2,
either f(p˜i−)− f(pi−) + c(p˜i− − pi−)
or f(p˜i+)− f(pi+) + c(p˜i+ − pi+)
depending on either pi− or pi+ that piτ∗−n touches. By assumption of f in (3.3.5) and
(3.3.6), the above two quantities vanish. Hence, letting T →∞ and using the fact that
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f is bounded on S , we have
f(pi) = lim
T→∞
Epi[MT (pi; {(τ∗n,∆pi∗n)})] = J(pi; {(τ∗n,∆pi∗n)}).
For pi ∈ S \NT , take pi ∈ B for example. An initial transaction of ∆pi∗0 = p˜i−−pi should
be made. By definition of cost function,
J(pi; {(τ∗n,∆pi∗n)}) = J(p˜i−; {(τ∗n,∆pi∗n)}) + c(p˜i− − pi).
Again, by assumption of f in (3.3.5),
f(pi) = f(p˜i−) + c(p˜i− − pi).
The above two equations, together with f(p˜i−) = J(p˜i−; {(τ∗n,∆pi∗n)}) shown previously,
imply f(pi) = J(pi; {(τ∗n,∆pi∗n)}). Similar arguments apply for pi ∈ S. It follows that
f(pi) = J(pi; {(τ∗n,∆pi∗n)}) holds throughout S .
We next show that f(pi) ≤ J(pi; {(τn,∆pin)}) for any admissible {(τn,∆pin)}. For an
arbitrary {(τn,∆pin)}, it is clear that inequalities in (3.3.4) imply Ii ≥ 0, i = 1, 2. Letting
T →∞ and using the fact that f is bounded on S , we have
f(pi) ≤ lim
T→∞
Epi[MT (pi, {(τn,∆pin)})] = J(pi; {(τn,∆pin)}).
This confirms the optimality of {(τ∗n,∆pi∗n)} and that such f is indeed the value function.
3.4 Solution of the Quasi Variational Inequality
In this section, we try to solve the quasi variational equality (3.3.3) according to the
sufficient conditions in Theorem 3.4.
In the no transaction region f should satisfy the following equation
1
2
σ2pi2(1− pi)2f ′′(pi) + (µ− r − σ2pi)pi(1− pi)f ′(pi)− ρf(pi) = −λσ2(pi − pi∗)2(3.4.1)
with free boundaries pi±. This is a second order inhomogeneous ODE. We follow the
approach as in Chapter 2 and write (3.4.1) into a system of ODEs by defining φ = (f, f ′)ᵀ.
Therefore, we have
φ′(pi) = A(pi)φ(pi) + ψ(pi)(3.4.2)
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with
A(pi) =
[
0 1
2ρ
σ2pi2(1−pi)2 −2(µ−r−σ
2pi)
σ2pi(1−pi)
]
, ψ(pi) =
[
0
−2λ(pi−pi∗)2
pi2(1−pi)2
]
.(3.4.3)
The ODE system (3.4.2), recalling results from Section 2.4, has a general solution taking
the form
φ(pi) = Φ(pi;pi∗)c+ Φ(pi;pi∗)
∫ pi
pi∗
Φ−1(ν;pi∗)ψ(ν)dν
where c = (c1, c2)
ᵀ with c1 = f(pi∗), c2 = f ′(pi∗) being unknown. Φ is the fundamental
solution of φ′(pi) = A(pi)φ(pi) which can be written as a matrix exponential
Φ(pi;pi∗) = exp(Ω(pi;pi∗)) =
∞∑
i=0
1
i!
Ωi(pi;pi∗)
with Φ(pi∗;pi∗) = I2 being the 2-dimensional identity matrix and Ω(pi;pi∗) given by matrix
series expansion
Ω(pi;pi∗) =
∞∑
k=1
Ωk(pi;pi
∗),
with
Ω1(pi;pi
∗) =
∫ pi
pi∗
A(pi1)dpi1;
Ω2(pi;pi
∗) =
1
2
∫ pi
pi∗
dpi1
∫ pi1
pi∗
dpi2 [A(pi1), A(pi2)];
Ω3(pi;pi
∗) =
1
6
∫ pi
pi∗
dpi1
∫ pi1
pi∗
dpi2
∫ pi2
pi∗
dpi3 ([A(pi1), [A(pi2), A(pi3)]] + [A(pi3), [A(pi2), A(pi1)]]);
· · ·
where [A,B] ≡ AB − BA is the matrix commutator of A and B. Note that in this
section, we define Φ, Ω and Ωk, k ≥ 1 with respect to pi∗, instead of pi− as in Chapter 1.
This is only for the purpose to ease the asymptotic analysis in next section. When no
confusion may arise, we write Φ(pi), Ω(pi) and Ωk(pi) instead of Φ(pi;pi
∗), Ω(pi;pi∗) and
Ωk(pi;pi
∗).
For A as in (3.4.3), we have
∫ pi
pi∗ ‖A(ν)‖2dν = C(pi− pi∗) +O((pi− pi∗)2) ≤ C(pi+− pi−) +
O((pi+ − pi−)2) for some positive constant C involving model parameters. Under the
assumption of sufficiently small transaction costs  and E , we pre-assume pi+−pi− can be
expanded in powers of  and E (this will be proved to be true by the asymptotic analysis in
Section 3.5). Thus the above convergence condition is satisfied and the convergence of the
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Magnus expansion is guaranteed. The inverse of Φ(pi) is equal to Φ−1(pi) = exp(−Ω(pi)).
It remains to determine the values of the six unknown parameters pi±, p˜i±, c1, c2. We do
this by solving a system of six equations resulting from regularity conditions of f at pi±
and p˜i±. To derive these equations, we first note that the function f is continuous at
pi = pi−, pi+, so
f(pi−) = −(pi− − p˜i−) + f(p˜i−) + E(3.4.4)
f(pi+) = +(pi+ − p˜i+) + f(p˜i+) + E .(3.4.5)
Since f ∈ C2(S ), the first order derivative of f is continuous at pi = pi−, pi+, thus
f ′(pi−) = −, f ′(pi+) = .(3.4.6)
Since pi = p˜i− minimizes f(pi)+E+(pi−pi−) and pi = p˜i+ minimizes f(pi)+E+(pi+−pi).
The first order necessary condition gives
f ′(p˜i−) = −, f ′(p˜i+) = .(3.4.7)
By combining the six equalities in (3.4.4), (3.4.5), (3.4.6) and (3.4.7), the six unknown
parameters can be solved once we got the expression for f(pi). We will do this in an
asymptotic way in next section.
3.5 Main Results on Asymptotic Analysis
In this section, we discuss asymptotic results for boundaries of no transaction region,
restarting points and the QVI solution f with respect to , E .
3.5.1 Asymptotic Analysis for Boundaries of NT and Restarting Points
We first expand p˜i± and pi± in terms of  and E . Define
δ± := ±(pi± − pi∗), δ := 1
2
(δ+ + δ−),(3.5.1)
the widths of the right (+) and left (−) part of the no transaction region around pi∗, and
the average width. Also define
δ˜± := ±(p˜i± − pi∗), δ˜ := 1
2
(δ˜+ + δ˜−).(3.5.2)
the distance between right restarting point (+) and pi∗, left restarting point (−) and pi∗,
and the average distance, respectively.
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Recall that the solution to the second order ODE satisfied by f in NT is
φ(pi) = Φ(pi)c+ Φ(pi)
∫ pi
pi∗
Φ−1(ν)ψ(ν)dν.(3.5.3)
Lemma 3.5. Let Φ±1(pi) (recall notation in Theorem 2.7) be expanded to its second order
such that Φ±1(pi) = I2 ± Ω1(pi) + 12Ω21(pi) . Then
f(pi) =c1 +
ρ
σ2Γ2
(pi − pi∗)2c1 + (pi − pi∗)c2 − λ
6Γ2
(pi − pi∗)4
+O(|(pi − pi∗)3c1|+ |(pi − pi∗)2c2|+ |pi − pi∗|5)(3.5.4)
f ′(pi) =c2 +
2ρ
σ2Γ2
(pi − pi∗)c1 − 2λ
3Γ2
(pi − pi∗)3
+O(|(pi − pi∗)c2|+ |(pi − pi∗)2c1|+ |pi − pi∗|4)(3.5.5)
with c1 = f(pi
∗), c2 = f ′(pi∗) and Γ = pi∗(1− pi∗).
Proof. With the definition of Ω1 with respect to matrix A defined in (3.4.3), we have
Ω1(pi) =
∫ pi
pi∗
A(pi1)dpi1 =
[
w
(1)
11 (pi) w
(1)
12 (pi)
w
(1)
21 (pi) w
(1)
22 (pi)
]
where following similar technique as in Theorem 2.4 we have w
(1)
11 (pi) = 0, w
(1)
12 (pi) = pi−pi∗
and
w
(1)
21 (pi) =
2ρ
σ2Γ2
(pi − pi∗)− 2ρ(1− 2pi
∗)
σ2Γ3
(pi − pi∗)2 +O((pi − pi∗)3)
w
(1)
22 (pi) = −
2(µ− r − σ2pi∗)
σ2Γ
(pi − pi∗) + (µ− r)(1− 2pi
∗) + σ2(pi∗)2
σ2Γ2
(pi − pi∗)2 +O((pi − pi∗)3).
Note that, we only give explicitly the terms up to order O((pi − pi∗)2). We can also
compute Ω21(pi), again up to order O((pi − pi∗)2),
Ω21(pi) =
[
w
(2)
11 (pi) w
(2)
12 (pi)
w
(2)
21 (pi) w
(2)
22 (pi)
]
= (pi − pi∗)2
[
2ρ
σ2Γ2
−2(µ−r−σ2pi∗)
σ2Γ
−4ρ(µ−r−σ2pi∗)
σ4Γ3
4(µ−r−σ2pi∗)2+2ρσ2
σ4Γ2
]
+O((pi − pi∗)3)
As a consequence, we have the entries in Φ(pi) = (Φ+ij(pi)) and Φ
−1(pi) = (Φ−ij(pi)) such
that
Φ±11(pi) =1 +
ρ
σ2Γ2
(pi − pi∗)2,
Φ±12(pi) =± (pi − pi∗)−
(µ− r − σ2pi∗)
σ2Γ
(pi − pi∗)2,
Φ±21(pi) =±
2ρ
σ2Γ2
(pi − pi∗)∓ 2ρ(1− 2pi
∗)
σ2Γ3
(pi − pi∗)2 − 2ρ(µ− r − σ
2pi∗)
σ4Γ3
(pi − pi∗)2,
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Φ±22(pi) =1∓
2(µ− r − σ2pi∗)
σ2Γ
(pi − pi∗)± (µ− r)(1− 2pi
∗) + σ2(pi∗)2
σ2Γ2
(pi − pi∗)2
+
2(µ− r − σ2pi∗)2 + ρσ2
σ4Γ2
(pi − pi∗)2.
where we have ignored O((pi − pi∗)3) terms. Finally, by substituting the expressions of
Φ±1(pi) back into (3.5.3), we end up with (3.5.4) and (3.5.5).
Remark 3.6. Note that, strictly speaking, the second order expansion of Φ±1(pi) should by
Φ±1(pi) = I2 ± Ω(pi) + 1
2
Ω2(pi) = I2 ±
∞∑
k=1
Ωk(pi) +
1
2
(
∞∑
k=1
Ωk(pi))
2.
It can be checked in the same way as described in the proof of Theorem 2.6 that Ωk, k ≥ 2
are with higher orders than that of 12Ω
2
1(pi) and terms involving Ωk, k ≥ 2 are therefore
omitted.
Lemma 3.7. With the expansion of Φ±1(pi) as in the statement of Lemma 3.5, in order
to have δ± and δ˜± defined in (3.5.1) and (3.5.2) such that 0 < pi− < p˜i− < pi∗ < p˜i+ <
pi+ < 1, we should have
 = ικ
3/4, E = ιEκ(3.5.6)
for some ι > 0 and ιE > 0. Furthermore, with  and E as in (3.5.6), we have δ± =
Θ(κ1/4) and δ˜± = Θ(κ1/4)
Proof. Substituting the expressions for f and f ′ in (3.5.4) and (3.5.5) back into conditions
(3.4.4) - (3.4.7), we have
c2 − 2ρ
σ2Γ2
δ−c1 +
2λ
3Γ2
δ3− = −(3.5.7)
c2 +
2ρ
σ2Γ2
δ+c1 − 2λ
3Γ2
δ3+ = (3.5.8)
c2 − 2ρ
σ2Γ2
δ˜−c1 +
2λ
3Γ2
δ˜3− = −(3.5.9)
c2 +
2ρ
σ2Γ2
δ˜+c1 − 2λ
3Γ2
δ˜3+ = (3.5.10)
ρ
σ2Γ2
(δ2− − δ˜2−)c1 − (δ− − δ˜−)c2 −
λ
6Γ2
(δ4− − δ˜4−)− (δ− − δ˜−) = E(3.5.11)
ρ
σ2Γ2
(δ2+ − δ˜2+)c1 + (δ+ − δ˜+)c2 −
λ
6Γ2
(δ4+ − δ˜4+)− (δ+ − δ˜+) = E(3.5.12)
This is a nonlinear system with six unknown variables. Substracting (3.5.9) from (3.5.7)
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and (3.5.10) from (3.5.8) gives
c1 =
λσ2
3ρ
(δ2− + δ−δ˜− + δ˜
2
−) =
λσ2
3ρ
(δ2+ + δ+δ˜+ + δ˜
2
+) = Θ(δ
2).(3.5.13)
Putting the above expression for c1 back into (3.5.7) and (3.5.8) yields
c2 =
2λ
3Γ2
δ−δ˜−(δ− + δ˜−)−  = − 2λ
3Γ2
δ+δ˜+(δ+ + δ˜+) + .(3.5.14)
Collecting the results from (3.5.13) and (3.5.14) and putting them back into (3.5.11) and
(3.5.12) gives
λ
6Γ2
(δ− − δ˜−)2(δ2− − δ˜2−) = E(3.5.15)
λ
6Γ2
(δ+ − δ˜+)2(δ2+ − δ˜2+) = E .(3.5.16)
Comparing (3.5.7) (resp. (3.5.8)) with (3.5.9) (resp. (3.5.10)) implies that δ± should be
of the same order as δ˜±. Recall that, we assume 0 < pi− < p˜i− < pi∗ < p˜i+ < pi+ < 1,
which implies 0 < δ˜± < δ± and thus from (3.5.15) and (3.5.16), we have δ = Θ(E1/4).
On the other hand, from (3.5.14) we have that
c2 +  =
2λ
3Γ2
δ−δ˜−(δ− + δ˜−) > 0, c2 −  = − 2λ
3Γ2
δ−δ˜−(δ− + δ˜−) < 0.
Therefore, c2 should be of order no less than , i.e. c2 = O(). Then from (3.5.7) and
(3.5.13), we have δ = Θ(1/3).
Therefore, the existence of δ± and δ˜± subjecting to 0 < δ˜± < δ± requires that 1/3 and
E1/4 being strictly positive. Hence we have (3.5.6).
Remark 3.8. We can see from the proof of Lemma 3.7 that proportional (resp. fixed)
transaction cost  (resp. E) has an 1/3 (resp. E1/4) order impact on the width of the
no transaction region. We shall assume in the sequel of this section that , E can be
represented as in (3.5.6).
It has been proved in Chapter 2 for the case of purely proportional transaction cost that
the no transaction region is symmetric with respect to the frictionless optimal strategy
pi∗, to the leading order. In order to reduce the number of unknown parameters and
simplify the nonlinear system, it is reasonable to make the following assumption.
Assumption 3.9. Assume no transaction region is symmetric with respect to pi∗, i.e. δ+ =
δ− = δ. Also restarting points δ˜± are symmetric with respect to pi∗, i.e. δ˜+ = δ˜− = δ˜.
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Lemma 3.10. Under Assumption 3.9, (δ, δ˜) solves nonlinear equations
ικ
3/4 =
2λ
3Γ2
δδ˜(δ + δ˜)
ιEκ =
λ
6Γ2
(δ − δ˜)2(δ2 − δ˜2)
(3.5.17)
and in this case
c1 =
λσ2
3ρ
(δ2 + δδ˜ + δ˜2), c2 = 0.
Besides, for every choice of positive parameters λ, σ, ρ, pi∗, ι, ιE , there exists a unique
solution (δ, δ˜) to (3.5.17) satisfying
0 < δ˜ < δ.
Proof. It is straightforward to show that with the assumption δ+ = δ− = δ and δ˜+ =
δ˜− = δ˜, the nonlinear system ((3.5.7) - (3.5.12)) reduces to (3.5.17).
For notional convenience, we rewrite (3.5.17) as
xy(x+ y) = C1(3.5.18)
(x− y)2(x2 − y2) = C2(3.5.19)
where C1 and C2 are positive constant and 0 < y < x. For any fixed y > 0, (3.5.18) is
quadratic and has a unique positive solution
x = (2y)−1(−y2 +
√
y4 + 4yC1) > 0(3.5.20)
In order to have 0 < y < x, we must have
(2y)−1(−y2 +
√
y4 + 4yC1) > y ⇔ y < (C1/2)1/3.
Moreover, for each fixed y ∈ (0, (C1/2)1/3), x can be written as a function of y. By
Implicit Function Theorem on (3.5.18), we should have
x′(y) = −x
2(y) + 2x(y)y
2x(y)y + y2
< 0.(3.5.21)
That is to say x is continuously decreasing in y. For y close to 0, x must be sufficiently
large to satisfy equation (3.5.18). Actually, by expression of x in terms of y in (3.5.20),
we have limy→0 x(y) =∞. Therefore, for sufficiently small y and thus sufficiently big x,
we must have (x− y)2(x2 − y2) > C2. On the other hand, for y close to y∗ = (C1/2)1/3,
we have, again by (3.5.20), that limy→y∗ x(y) = y∗. Thus, for y sufficiently close to y∗
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we must have (x− y)2(x2 − y2) < C2. By continuity there exists a pair (x(y), y) solving
(3.5.18) and (3.5.19).
To see the uniqueness, assume there is another pair (x˜, y˜) solving (3.5.18) and (3.5.19).
As a consequence, we should have
(x+ y)xy = (x˜+ y˜)x˜y˜(3.5.22)
(x− y)3(x+ y) = (x˜− y˜)3(x˜+ y˜).(3.5.23)
Solving (3.5.23) for x+ y and substituting in (3.5.22) gives( x˜− y˜
x− y
)3
xy = x˜y˜.(3.5.24)
Assume that the quotient is bigger than 1, i.e. x˜− y˜ > x− y. This assumption implies
x + y > x˜ + y˜ from (3.5.23) and xy < x˜y˜ from (3.5.22). If we further assume x˜ > x,
which by strictly monotonic relation between x and y in (3.5.21) leads to y˜ < y. On the
other hand, we know from (3.5.20) that
x(y)y = −1
2
y2 +
1
2
√
y4 + 4yC1 =: g(y)
and
g′(y) = −y + y
3 + C1√
y4 + 4yC1
> 0
for y ∈ (0, y∗). That is to say xy is increasing w.r.t. y. Therefore, y˜ < y → x˜y˜ < xy and
this leads to a contradiction. If we instead assume x˜ < x, and thus y˜ > y, then we have
a contradiction again with x˜ − y˜ < x − y. Hence the quotient cannot be bigger than 1.
Following a similar argument, it can also be proved that the quotient cannot be smaller
than 1. As a consequence, we should have x − y = x˜ − y˜, which implies x + y = x˜ + y˜
and xy = x˜y˜, and finally we have x = x˜, y = y˜. Hence, we have proved the uniqueness
result.
In the following corollary, we give explicit solutions of (3.5.17) corresponding to cases with
only fixed and only proportional transaction costs, respectively. The proof is straight-
forward and thus omitted here.
Corollary 3.11. Under Assumption 3.9, we have the following extreme cases: i) If all
parameters but ι are positive and ι equals zero then the only non-negative solution to
(3.5.17) with δ˜ < δ is given by
(δ, δ˜) = ((
6Γ2
λ
ιE)1/4κ1/4, 0)
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ii) If all parameters but ιE are positive and ιE equals zero then the only non-negative
solution to (3.5.17) is
(δ, δ˜) = ((
3Γ2
4λ
ι)
1/3κ1/4, (
3Γ2
4λ
ι)
1/3κ1/4).
iii) If all parameters but ι and ιE are positive, i.e. ι = ιE = 0, then the only non-negative
solution to (3.5.17) is
(δ, δ˜) = (0, 0).
Remark 3.12. The interpretation of cases i) and ii) of Corollary 3.11 is the following:
In the case of only fixed transaction costs (i.e. ι = 0) it is always optimal to make the
biggest reasonable stock transaction, i.e. to go to the optimal solution without transaction
costs pi∗; In the case of only proportional transaction costs (i.e. ιE = 0) the optimal
solution is to trade minimum amount to keep the risky position pi inside the no transaction
region. The impulse control reduces to singular control. Case iii) corresponds to the
trivial case when there is no transaction cost and both pi± and p˜i± collapse to pi∗.
We summarize all previous results in the following theorem.
Theorem 3.13. Let Φ±1(pi) be expanded to its second order such that Φ±1(pi) = I2 ±
Ω1(pi)+
1
2Ω
2
1(pi). Then, under Assumption 3.9 and for sufficiently small  and E satisfying
(3.5.6), there exists a unique set of pi±, p˜i± such that 0 < pi− < p˜i− < pi∗ < p˜i+ < pi+ < 1.
For different cases of the magnitude of 1/3 and E1/4, we have
1. If ι > 0 and ιE > 0 then δ, δ˜ solve (3.5.17) and
δ = Θ(κ1/4), δ˜ = Θ(κ1/4)
2. If ι = 0 and ιE > 0 then
δ = (
6Γ2
λ
ιE)1/4κ1/4 + O
(
κ1/4
)
, δ˜ = O
(
κ1/4
)
.
3. If ι > 0 and ιE = 0 then
δ = (
3Γ2
4λ
ι)
1/3κ1/4 + O
(
κ1/4
)
, δ˜ = (
3Γ2
4λ
ι)
1/3κ1/4 + O
(
κ1/4
)
.
4. If ι = ιE = 0 then
δ = δ˜ = 0.
Remark 3.14. Note that in Case 3 transaction cost is purely proportional and the result
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therein matches the one in Theorem 2.4.
3.5.2 Asymptotic Analysis for the QVI Solution
In this section, we give asymptotic results for the qvi solution f .
Theorem 3.15. With the same assumptions as in Theorem 3.13, we have
1. If ι > 0 and ιE > 0, then with δ, δ˜ being the solution of (3.5.17) we have
f(pi) =

f(pi∗) +
ρ
σ2Γ2
f(pi∗)(pi − pi∗)2 − λ
6Γ2
(pi − pi∗)4 +O(δ5), pi ∈ NT
f(pi∗) +
ρ
σ2Γ2
f(pi∗)δ˜2 − λ
6Γ2
δ˜4 + ικ
3/4(p˜i− − pi) + ιEκ+O(δ5), pi ∈ B
f(pi∗) +
ρ
σ2Γ2
f(pi∗)δ˜2 − λ
6Γ2
δ˜4 + ικ
3/4(pi − p˜i+) + ιEκ+O(δ5), pi ∈ S
where f(pi∗) = λσ
2
3ρ (δ
2 + δδ˜ + δ˜2) +O(δ5).
2. If ι = 0 and ιE > 0 then
f(pi) =

f(pi∗) +
ρ
σ2Γ2
f(pi∗)(pi − pi∗)2 − λ
6Γ2
(pi − pi∗)4 + O(κ), pi ∈ NT
f(pi∗) + ιEκ+ O(κ), pi ∈ B
f(pi∗) + ιEκ+ O(κ), pi ∈ S
where f(pi∗) = λσ
2
3ρ (
6Γ2
λ ιE)
1/2κ1/2 + O(κ)
3. If ι > 0 and ιE = 0 then
f(pi) =

f(pi∗) +
ρ
σ2Γ2
f(pi∗)(pi − pi∗)2 − λ
6Γ2
(pi − pi∗)4 + O(κ), pi ∈ NT
f(pi∗) +
ρ
σ2Γ2
f(pi∗)δ2 − λ
6Γ2
δ4 + ικ
3/4(pi− − pi) + O(κ), pi ∈ B
f(pi∗) +
ρ
σ2Γ2
f(pi∗)δ2 − λ
6Γ2
δ4 + ικ
3/4(pi − pi+) + O(κ), pi ∈ S
where f(pi∗) = λσ
2
ρ (
3Γ2
4λ ι)
2/3κ1/2 + O(κ)
4. If ι = ιE = 0 then f(pi) = 0.
Proof. We only give the proof for the case ιιE > 0. Other cases can be proved similarly.
It has been proved in Lemma 3.5 that the qvi solution in the no transaction region can be
expanded as in (3.5.4). Besides, we have shown in Lemma 3.10 that c1 =
λσ2
3ρ (δ
2+δδ˜+δ˜2)
50
and c2 = 0. Thus, we have,
f(pi∗) =
λσ2
3ρ
(δ2 + δδ˜ + δ˜2) +O(δ5), f ′(pi∗) = O(δ4).
Now the high order terms in (3.5.4) can be written as
O(|pi − pi∗|5 + |c2(pi − pi∗)2|+ |c1(pi − pi∗)3|) = O(δ5),
and hence the expansion for f in no transaction region NT is
f(pi) =f(pi∗) +
ρ
σ2Γ2
(pi − pi∗)2f(pi∗)− λ
6Γ2
(pi − pi∗)4 +O(δ5).
By letting pi = p˜i±, and substituting the resulting f(p˜i±) back into (3.3.5) and (3.3.6), we
will obtain the expression for f(pi), pi ∈ S \NT as in the statement of the theorem.
Remark 3.16. Again, result in Case 3 matches, upto order O(2/3), the one in (2.5.23)
when there is only proportional transaction cost. Besides, recall Remakr 2.8 that f is
convex in S for Case 3.
3.5.3 Verification of Asymptotic Results
In this section we verify that function f defined in Theorem 3.15 satisfies the sufficient
conditions in Theorem 3.4, to the leading order, with pi± = pi∗ ± δ, p˜i± = pi∗ ± δ˜ where
(δ, δ˜) is the solution of (3.5.17). Thus f is the value function (to the leading order) and
the strategy (τ∗n,∆pi∗n) defined in (3.3.8) is optimal.
We only consider the non-extreme case that ιιE > 0 such that both fixed and propor-
tional transaction costs exist. By the asymptotic expansion of f in Theorem 3.15, we
have
f ′(pi) =

2ρ
σ2Γ2
f(pi∗)(pi − pi∗)− 2λ
3Γ2
(pi − pi∗)3 +O(κ), pi ∈ NT ,
− ικ3/4 +O(κ), pi ∈ B,
ικ
3/4 +O(κ), pi ∈ S,
(3.5.25)
f ′′(pi) =

2ρ
σ2Γ2
f(pi∗)− 2λ
Γ2
(pi − pi∗)2 +O(κ3/4), pi ∈ NT ,
O(κ3/4), pi ∈ B,
O(κ3/4), pi ∈ S.
(3.5.26)
In the rest of this section, we shall drop the high order terms and thus all arguments are
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in the up-to-the-leading-order sense.
We first show that
f(pi) ≤ f(p˜i) + c(pi − p˜i), for any pi, p˜i ∈ S , pi 6= p˜i.(3.5.27)
The solvency region S is split into three regions, NT , B and S. There are nine different
combinations of the locations of pi and p˜i. We only show here three cases corresponding
to pi ∈ B and p˜i ∈ NT ,B,S separately. The rest cases can be proved in similar manners.
Case 1: For pi ∈ B and p˜i ∈ B, we have
f(pi)− f(p˜i) = ικ3/4(p˜i− − pi)− ικ3/4(p˜i− − p˜i) = ικ3/4(p˜i − pi) ≤ ικ3/4|p˜i − pi| ≤ c(pi − p˜i).
Case 2: For pi ∈ B and p˜i ∈ S, we have pi < p˜i− < p˜i+ < p˜i and
f(pi)− f(p˜i) = ικ3/4(p˜i− − pi)− ικ3/4(p˜i − p˜i+) ≤ ικ3/4(p˜i − pi) ≤ c(pi − p˜i).
Case 3: For pi ∈ B and p˜i ∈ NT , we have
f(pi)− f(p˜i) = ρ
σ2Γ2
f(pi∗)[δ˜2 − (p˜i − pi∗)2]− λ
6Γ2
[δ˜4 − (p˜i − pi∗)4] + ικ3/4(p˜i− − pi) + ιEκ
=
ρ
σ2Γ2
f(pi∗)[δ˜2 − (pi∗ − p˜i)2]− λ
6Γ2
[δ˜4 − (pi∗ − p˜i)4]− ικ3/4[δ˜ − (pi∗ − p˜i)] + c(pi − p˜i).
Denote x = pi∗ − p˜i. Since p˜i ∈ NT , x ∈ (−δ, δ). Recall that
f(pi∗) =
λσ2
3ρ
(δ2 + δδ˜ + δ˜2)
and the relation between δ, δ˜ and ικ
3/4, ιEκ as in (3.5.17), define
g(x) =
λ
3Γ2
(δ2 + δδ˜ + δ˜2)(δ˜2 − x2)− λ
6Γ2
(δ˜4 − x4)− 2λ
3Γ2
δδ˜(δ + δ˜)(δ˜ − x)
then f(pi) − f(p˜i) = g(x) + c(pi − p˜i). We now analyse the value of g(x) for x ∈ [−δ, δ].
From the definition of g we have
g′(x) =
2λ
3Γ2
[x3 − (δ2 + δδ˜ + δ˜2)x+ δδ˜(δ + δ˜)]
g′′(x) =
2λ
3Γ2
[3x2 − (δ2 + δδ˜ + δ˜2)].
We can see that g′′ is a quadratic function of x and is positive for x ∈ [−δ,−x∗)⋃(x∗, δ]
where x∗ =
√
(δ2 + δδ˜ + δ˜2)/3 and is negative for x ∈ (−x∗, x∗). As a consequence, we
know that g′ is increasing on [−δ,−x∗)⋃(x∗, δ] and decreasing on (−x∗, x∗). On the
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other hand, by substituting ±δ and ±δ˜ in g′ we have
g′(δ) =
2λ
3Γ2
[δ3 − (δ2 + δδ˜ + δ˜2)δ + δδ˜(δ + δ˜)] = 0
g′(δ˜) =
2λ
3Γ2
[δ˜3 − (δ2 + δδ˜ + δ˜2)δ˜ + δδ˜(δ + δ˜)] = 0
g′(0) =
2λ
3Γ2
δδ˜(δ + δ˜) > 0
g′(−δ˜) = 2λ
3Γ2
[−δ˜3 + (δ2 + δδ˜ + δ˜2)δ˜ + δδ˜(δ + δ˜)] = 4λ
3Γ2
δδ˜(δ + δ˜) > 0
g′(−δ) = 2λ
3Γ2
[−δ3 + (δ2 + δδ˜ + δ˜2)δ + δδ˜(δ + δ˜)] = 4λ
3Γ2
δδ˜(δ + δ˜) > 0
Since g′ is a cubic function with positive cubic term coefficient, then by the five particular
values of g′ above, g′ should be positive on [−δ, δ˜) and negative on (δ˜, δ]. Therefore, g is
increasing on [−δ, δ˜) and decreasing on (δ˜, δ] with
sup
x∈[−δ,δ]
g(x) = g(δ˜) = 0.
Accordingly, we have
f(pi)− f(p˜i) = g(x) + c(pi − p˜i) ≤ c(pi − p˜i).
The equality is reached for x = δ˜, i.e. for p˜i = p˜i−. Thus (3.3.5) holds. Combining the
results from Case 1,2, & 3, we have shown that (3.5.27) is true for pi ∈ B, p˜i ∈ S .
Similar arguments can be made for cases where pi ∈ S, p˜i ∈ S and pi ∈ NT , p˜i ∈ S .
Note that for pi ∈ S, p˜i ∈ S , one byproduct in proving (3.5.27) is (3.3.6). Therefore, we
have the inequality (3.5.27) and also (3.3.5) and (3.3.6).
We then show that
Lf(pi)− ρf(pi) + λσ2(pi − pi∗)2 ≥ 0 for all pi ∈ S(3.5.28)
Again, there are three different cases where pi ∈ B, pi ∈ S and pi ∈ NT .
Case 1&2: For pi ∈ B and pi ∈ S, we have|pi − pi∗| > δ and
Lf(pi)− ρf(pi) + λσ2(pi − pi∗)2 = −ρf(pi∗) + λσ2(pi − pi∗)2
=
λσ2
3
[3(pi − pi∗)2 − (δ2 + δδ˜ + δ˜2)] > 0
Case 3: For pi ∈ NT , we have|pi − pi∗| < δ and
Lf(pi)− ρf(pi) + λσ2(pi − pi∗)2 = 1
2
σ2Γ2(
2ρ
σ2Γ2
f(pi∗)− 2λ
Γ2
(pi − pi∗)2)− ρf(pi∗) + λσ(pi − pi∗)2 = 0.
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Combining the results from Case 1,2,& 3, we have shown that (3.5.28) and (3.3.7) are
true.
Finally, since (3.5.27) and (3.5.28) together imply (3.3.4) and we have already proved
(3.3.5) - (3.3.7), all sufficient conditions in Theorem 3.4 are satisfied. Therefore, f is the
value function (to the leading order) and (τ∗n,∆pi∗n) defined in (3.3.8) is optimal.
Remark 3.17. By the second order derivative of f in (3.5.26), we can discuss the con-
vexity/concavity of f in S . For pi ∈ NT , we have
f ′′(pi) =
2λ
3Γ2
[
(δ2 + δδ˜ + δ˜2)− 3(pi − pi∗)2
]
⇒
{
f ′′(pi) > 0, |pi − pi∗| < x∗
f ′′(pi) < 0, |pi − pi∗| > x∗
where x∗ =
√
(δ2 + δδ˜ + δ˜2)/3. Considering f ′′(pi) = 0 for pi ∈ B and pi ∈ S, we can say
that f is convex on (pi − x∗, pi + x∗) and is concave on (0, pi − x∗)⋃(pi + x∗, 1).
3.6 Numerical Analysis
In this section, we make use of the asymptotic results from previous section and picture
the no transaction region boundaries, the restarting points and the value function against
changing proportional and fixed transaction cost parameters.
3.6.1 Effects on Width of No Transaction Region and Restarting Points
In Case 2&3 of Theorem 3.13, we have obtained explicit O(κ1/4) order expansions of δ
and δ˜ for cases with only fixed and only proportional transaction cost, respectively, and
these results are shown in Figure 3.1.
Figure 3.1: Boundaries of no transaction region in case only fixed transaction cost exists (left) and in case
only proportional transaction cost exists (right). Parameters are pi∗ = 0.5, ρ = 0.1, σ = 0.4, λ = 10.
The left panel of Figure 3.1 plots the boundaries of the no transaction region with only
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fixed transaction cost. We can observe from the plot that pi± are symmetric with respect
to pi∗ = 0.5, which starting from pi± = pi∗ with E = 0 diverge rapidly with increasing
E . The right panel of Figure 3.1 plots the boundaries of the no transaction region with
only proportional transaction cost. It can also be observed that pi± are symmetric with
respect to pi∗ = 0.5, which starting from pi± = pi∗ with  = 0 diverge rapidly with
increasing . Comparing the the left and right plots, we observe a faster widening speed
of the no transaction region (pi−, pi+) in the left one. This is as expected since the impact
of fixed transaction cost on δ to width of no transaction region is of order O(E1/4) and
the impact of proportional transaction cost is of order 1/3.
As for the general case where both fixed and proportional transaction costs exist. From
the result in Case 1 of Theorem 3.13, we can solve numerically the nonlinear equations
in (3.5.17) to get δ, δ˜ and thus pi±, p˜i±. We first show in Figure 3.2 two special cases of
fixed  changing E (left) and fixed E changing (right).
Figure 3.2: Restarting points and boundaries of no transaction region when both fixed and proportional
transaction costs exist. For fixed proportional transaction cost (TC) and changing fixed TC (left) and for
fixed fixed TC and changing proportional TC (right). For both plots, from top to bottom, we have pi+, p˜i+,
p˜i− and pi−. Parameters are pi∗ = 0.5, ρ = 0.1, σ = 0.4, λ = 10.
For a positively fixed , in the extreme case of E = 0, the problem reduces to the one
with only proportional transaction cost and we have δ = δ˜. Thus we can see from the
left plot in Figure 3.2 that when E = 0, pi± coincide with p˜i±. As E increases the no
transaction region boundaries pi± and the restarting points p˜i± deviate from each other.
More precisely, no trade region widens and restarting points approaches pi∗ with an
increasing E . The width of the no transaction region is expected to get wider since when
fixed transaction cost increases, the cost incurred by each transaction grows and it is
reasonable for the investor to reduce her frequency of rebalancing. On the other hand,
with E enlarges with fixed , fixed transaction cost dominates and restarting points p˜i±
get closer to pi∗.
For a positively fixed E , in the extreme case of  = 0, the problem reduces to the one
55
with only fixed transaction cost and we have δ˜ = 0. Thus we can see from the right plot
in Figure 3.2 that when  = 0, restarting points pi± collapse to pi∗. As  increases, the
restarting points diverge from pi∗ and both the width of no transaction region and the
distance between p˜i+ and p˜i− increase. The increment of pi+ − pi− against  (for fixed E)
is at a much slower pace than against E (for fixed ) considering the fact that impact of
 and E on δ are of different orders, O(1/3) and O(E1/4) respectively.
Figure 3.3: δ, δ˜ (upper left), pi± (upper right), p˜i± (lower left) and f(pi∗) (lower right) for changing  and
E . Parameters are pi∗ = 0.5, ρ = 0.1, σ = 0.4, λ = 10.
In Figure 3.3 we plot width of no transaction region δ, no transaction region boundaries
pi±, restarting points p˜i± and value function f(pi∗) at pi∗ as surfaces against different
combinations of (, E).
3.6.2 Effects on Value Function
In this section, we substitute the δ and δ˜ obtained numerically by results from Theorem
3.13 into the expressions for f as in Theorem 3.15. The resulting value function f for
case E > 0, case  = 0, E > 0 and case  > 0, E = 0 on solvency region S are plotted in
Figure 3.4.
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Figure 3.4: Plots of f with  = 0.05, E = 0.05 (left),  = 0, E = 0.05 (middle) and  = 0.05, E = 0
(right). Left panel: vertically dashed lines highlight pi−, p˜i−, p˜i+ and pi+ from left to right. Middle panel:
vertically dashed lines highlight pi−, pi∗ and pi+ from left to right. Right panel: vertically dashed lines high-
light pi− and pi+ from left to right. Crossings on the curve indicate pi ± x∗ in Remark 3.17 which are the
thresholds where f turns from being convex to concave, or concave to convex. Parameters are pi∗ = 0.5,
ρ = 0.1, σ = 0.4, λ = 10.
By sufficiency conditions (3.3.5) and (3.3.6), and the expansion of f in no transaction
region, it is clear that f is linear functions of pi for pi ∈ B and pi ∈ S. This can be
observed for all three plots in Figure 3.4. Furthermore, as shown in Remark 3.17, f is
convex on [pi∗−x∗, pi∗+x∗] and concave on the rest of the solvency region which are again
reflected in these figures. In the limiting case that E = 0, the value function becomes a
convex function on S . Remember that we are only considering expansion results to the
leading order.
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“I think the truly natural things are dreams, which
nature can’t touch with decay.”
— Bob Dylan
4
Efficient Frontier Problem with
Proportional Transaction Cost
4.1 Introduction
The modern portfolio theory introduced by Harry Markowitz is a theory of finance that
deals with maximizing expected return given an amount of portfolio risk, or equivalently,
minimizing portfolio risk given an expected level of return. This mean variance efficient
frontier theory has been extended to dynamic portfolio selection problems with other
types of risk constraints, such as bankruptcy prohibition, (see Bielecki et al., 2005). In
Zheng (2009), the author considers efficient frontier from minimizing standard deviation
to minimizing the conditional Value-at-Risk (CVaR) and from maximizing expected re-
turn to maximizing expected terminal utility with a set of general utility function which
can be non-smooth. The formulation of utility maximization and CVaR minimization
naturally leads to a two stage optimization problem: one parametric non-smooth utility
maximization and one scalar maximization. To solve a general non-smooth utility maxi-
mization problem, Bian et al. (2011) prove the existence of and give a representation for
the smooth classical solution to the HJB equation, using duality approach, for a large
class of constrained problem with non-smooth utility function.
In this chapter, we first study the efficient frontier problem (of maximizing expected
terminal utility and minimizing CVaR), in a frictionless world, by applying duality ap-
proach to solve the non-smooth utility maximization problem and applying non-smooth
analysis to solve the scalar maximization problem. We give representations for the opti-
mal trading strategy, optimal expected terminal utility and optimal CVaR. Metrics are
defined to measure changes of these three quantities with varying weights of CVaR con-
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straint. Numerical results show that as we add more weights to risk constraints, CVaR
decreases dramatically compared to reduction of expected terminal utility. That is to
say, with relatively small compensation of utility loss, the investor can greatly reduce
her tail risk exposure.
In reality, however, the act of continuous trading to maintain optimal risky proportion
obtained by solving the above mentioned frictionless problem is not feasible as each
trading incurs a transaction cost. The new optimal strategy of the investor, in case of
proportional transaction costs, is to maintain the portfolio position inside a no trans-
action region. The investor trades only when the portfolio position is at the boundary
of the no transaction region and only as much as necessary to keep it from exiting the
no transaction region, while no trade occurs in the interior of the region (e.g. Davis and
Norman, 1990). The optimal policies are determined by the solution of a free boundary
problem, where the free boundaries correspond to the optimal buying and selling policies.
In practice, transaction costs are small relative to values of transactions. In the limit of
small proportional transaction costs, Whalley and Wilmott (1997) apply perturbation
methods on option pricing models built by Davis et al. (1993). Mokkhavesa and Atkin-
son (2002) give a perturbation solution of optimal portfolio theory with proportional
transaction costs for general strictly increasing and concave utility function with infinite
horizon. As for finite horizon scenarios, Bichuch (2012) presents a rigourous proof for the
asymptotic expansions of the value function and boundaries of the no transaction region
but only for power utility function. In this chapter, we use similar asymptotic analyses to
Whalley and Wilmott (1997) but apply them to finite horizon utility maximization with
a general set of increasing, concave, non-smooth utility functions. The corresponding
asymptotic results can then be applied to the efficient frontier problem.
The remainder of this chapter is organized as follows: section 4.2 defines the efficient
frontier problem of utility maximization and CVaR minimization in the absence of trans-
action costs. In this section, we first review the duality approach developed in Bian et al.
(2011) and apply it to solve the first stage efficient frontier problem discussed in section
4.2. The existence of optimal solution to the second stage efficient frontier problem
is proved by non-smoonth analysis. Section 4.3 contains examples of efficient frontier
problem with three particular utility functions: a power utility, a non-HARA utility and
Yaari utility. Though no closed form solution to these examples, we provide equations,
the numerical solution of which can be used to construct optimal strategy, expected util-
ity and CVaR. In Section 4.4, we provide numerical results for the examples discussed
in section 4.3 and analyse the impact of CVaR constraint on optimal strategy, expected
terminal utility and CVaR by changing its weight in the efficient frontier problem. In
section 4.5 we introduce an asymptotic analysis to a finite horizon utility maximization
problem with an increasing, concave, non-smooth utility function in the presence of small
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proportional transaction costs. The leading order coefficient for width of no transaction
region and for frictional value function are explicitly given as functions of the frictionless
optimal strategy and value function. The results therein are applied to utility maximiza-
tion with and without CVaR constraint. This section ends with numerical asymptotic
results for the above mentioned three utility functions.
4.2 Efficient Frontier Problem (EFP)
Consider a financial market consisting of one bank account and n stocks. The stock price
S = (S1, ..., Sn)ᵀ is modelled by
dSt = diag(St)(µ(t)dt+ σ(t)dWt), 0 ≤ t ≤ T
with the initial price S0 = s0, where diag(St) is a diagonal n × n matrix with diagonal
elements Sit , µ > r and σ are deterministic continuous vector and nonsingular matrix
valued functions of time t, representing the stock returns and volatilities, respectively,
and W is an n-dimensional standard Brownian motion on a complete probability space
(Ω,F , P ), endowed with a natural filtration (Ft)t≥0 generated by W , augmented by all
P -null sets. The risk-less interest rate is a positive constant denoted by r. The wealth
process X satisfies the following stochastic differential equation
dXt = Xt[(pi
ᵀ
t (µ(t)− r1) + r)dt+ piᵀt σ(t)dWt], X0 = x0(4.2.1)
where pit = (pi
1
t , ..., pi
n
t )
ᵀ, with piit representing the proportion of wealth invested in risky
asset Sit at time t ∈ [0, T ], being a progressively measurable control process. 1 ∈ Rn is a
column vector with all-1 elements. We can write down the solution to (4.2.1) explicitly,
Xt = x0 exp
(∫ t
0
piᵀsσ(s)dWs +
∫ t
0
[
piᵀs (µ(s)− r1) + r −
1
2
‖piᵀsσ(s)‖2
]
ds
)
.
The set of non-negative wealth process following (4.2.1) is denoted by X+(x0). In our
notation, we write time t in parentheses for deterministic functions (e.g. µ(t), σ(t)) and
in subscript for stochastic process (e.g. St, pit).
Assumption 4.1. Assume there is no trading constraint such that pit can take values in
Rn.
A classical terminal wealth utility maximization problem is defined by
v(x0) = sup
pi
E[U(XT )] subject to (4.2.1),(4.2.2)
where U satisfies certain regularity conditions. Here in this chapter we assume an utility
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function with the following assumptions.
Assumption 4.2. Utility function U is a continuous, increasing, concave function on
[0,+∞) satisfying U(0) = 0 and, for some constant C > 0 and 0 < p < 1,
U(x) ≤ C(1 + xp), , x ≥ 0.
Definition 4.3. Define the set of utility functions satisfying Assumption 4.2 to be U.
The efficient frontier problem is formulated as maximizing difference between expected
terminal utility and CVaR scaled by a non-negative CVaR parameter λ:
sup
pi
(E[U(XT )]− λCVaRβ(Z(XT ))) subject to (4.2.1)(4.2.3)
where Z(XT ), the utility loss random variable, is defined as a function of XT by Z(XT ) =
U(x0) − U(XT ), which represents the loss associated with a trading strategy pi in com-
parison with a riskfree strategy pi = 0. CVaRβ of a continuous random variable Z, for a
given number β ∈ (0, 1) (close to 1), is defined by
CVaRβ(Z) =
∫ +∞
−∞
zdFZβ (z)
where FZβ is the β-tail distribution of Z defined by
FZβ (z) =

0 z < VaRβ(Z)
FZ(z)− β
1− β z ≥ VaRβ(Z)
with FZ being the distribution of Z and VaRβ(Z) = min{z : FZ(z) ≥ β}. A fundamen-
tal minimization formula is established in Rockafellar and Uryasev (2000) to compute
VaRβ(Z) and CVaRβ(Z) by solving the following convex minimization problem
CVaRβ(Z) = min
ζ
[ζ + δE(Z − ζ)+](4.2.4)
where δ = (1− β)−1. The minimum value of (4.2.4) is CVaRβ(Z) and the left end point
of the non-empty minimum solution set of (4.2.4) gives VaRβ(Z). Note that when λ = 0,
efficient frontier problem (4.2.3) reduces to the classic utility maximization problem
(4.2.2).
Denote by V (t, x) the overall value function of problem (4.2.3) for 0 ≤ t ≤ T and x ≥ 0
which is defined by
V (t, x) = sup
pi
(Et,x[U(XT )]− λCVaRt,xβ (Z(XT )))(4.2.5)
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where CVaRt,xβ indicates the conditional expectation of β-tail distribution of Z(XT )
given Xt = x and E
t,x is the conditional expectation of U(XT ) given Xt = x. Terminal
condition for V (t, x) is V (T, x) = U(x). Substituting (4.2.4) into (4.2.5) and exchanging
the order of maximization we can determine the efficient frontier of the utility and the
CVaR by first solving a parametric utility maximization problem (first stage problem)
V(t, x, ζ) = sup
pi
Et,x [U(XT , ζ)](4.2.6)
and then solving a scalar non-smooth maximization problem (second stage problem)
V (t, x) = sup
ζ
(V(t, x, ζ)− λδη+(ζ)− λζ)(4.2.7)
where
η(ζ) := U(x0)− ζ
and in the first stage problem (4.2.6), we have
U(x, ζ) = U(x)− λδ(η(ζ)− U(x))+ + λδη+(ζ),(4.2.8)
which is a non-smooth utility function. For a given ζ, first stage problem (4.2.6) is a
non-smooth utility maximization problem.
Remark 4.4. The reason we add and subtract λδ(U(x0) − ζ)+ when separating problem
(4.2.3) into (4.2.6) and (4.2.7) is to construct U(x, ζ) such that U(0, ζ) = 0 and thus
U(x, ζ) is a member of U defined in Definition 4.3.
4.2.1 Duality Approach for non-Smooth Utility Maximization
In this section, we briefly review the existence, construction and verification of a smooth
solution of non-smooth utility maximization problem via duality approach. This section
is presented as it was first given by Bian and Zheng (2015). The interested reader will
also be referred to the original paper for detailed deviation.
Define v(t, x) := suppi E
t,x[U(XT )], for U ∈ U, x ≥ 0 and 0 ≤ t ≤ T , to be the value
function of problem (4.2.2). The corresponding HJB equation is given by
−vt(t, x)− sup
pi
{(piᵀb(t) + r)xvx(t, x) + 1
2
|σ(t)ᵀpi|2x2vxx(t, x)} = 0,(4.2.9)
for x > 0 and 0 < t < T with the terminal condition v(T, x) = U(x), where b(t) =
µ(t)− r1 is the stock excess return, vt is the partial derivative of v with respect to t, vx
and vxx similarly defined. If we define v¯(t, x) = v(t, e
−r(T−t)x), then for x > 0, 0 < t < T ,
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v¯ satisfies
−v¯t(t, x)− sup
pi
{piᵀb(t)xv¯x(t, x) + 1
2
|σ(t)ᵀpi|2x2v¯xx(t, x)} = 0.(4.2.10)
Since the regularity properties of v and v¯ are the same and the HJB equation (4.2.10)
corresponds to the case where we directly work on discounted stock price process, we
will focus on (4.2.10) from now on and continue to write v instead of v¯. All regularity
results derived apply to the HJB equation (4.2.9) for r > 0.
Remark 4.5. The state 0 is an absorbing boundary for the problem and v satisfies that
v(t, 0) = 0, ∀t ∈ [0, T ].
The dual function of U , denoted by U˜ , is the Legendre-Fenchel transform defined by
U˜(y) := sup
x≥0
(U(x)− xy)
Remark 4.6. If U satisfies Assumption 4.2, then function U˜ is a continuous, decreasing
and convex function on [0,+∞), satisfying U˜(+∞) = 0 and
U˜(y) ≤ C˜(1 + yq), y > 0
for some constant C˜ > 0 and q = pp−1 < 0.
Under Assumption 4.1, the dual problem of (4.2.2) can be solved such that for any y > 0,
v˜(y) := inf
p˜i
E[U˜(YT )] = E[U˜(Y
∗
T )] subject to (4.2.12)(4.2.11)
with dual control p˜i ≡ 0 and optimal dual process Y ∗ satisfying
dY ∗t = −Y ∗t θ(t)ᵀdWt, Y ∗0 = y(4.2.12)
where θ(t) := σ(t)−1b(t). The set of non-negative process following (4.2.12) is denoted
by Y+(y).
We quote the following theorem which was proven in Bian and Zheng (2015).
Theorem 4.7. 1. There exists X∗ ∈ X+(x0) with corresponding control pi∗ such that
v(x0) = E[U(X
∗
T )].
2. There exists y0 ≥ 0 and therefore Y ∗ ∈ Y+(y0) such that v˜(y0) = E[U˜(Y ∗T )] and
w(x0) = v˜(y0) + x0y0, where w(x0) := infy≥0(v˜(y) + x0y)
3. The primal and dual solutions are related by X∗T ∈ −∂U˜(Y ∗T ) ∗ a.s. and E[X∗TY ∗T ] =
x0y0 so that the duality relation v(x0) = w(x0) holds.
∗∂f(x) is the sub-differential of f at x.
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From results in Theorem 4.7, y0 is such that v˜(y0) + x0y0 = v(x0). The solution of
(4.2.12) with Y ∗0 = y0 takes the form
Y ∗t = y0 exp(−
1
2
∫ t
0
θ(s)ᵀθ(s)ds−
∫ t
0
θ(s)ᵀdWs).(4.2.13)
Define v˜(t, y) := Et,y[U˜(Y ∗T )] as the dual value function. We have
v˜(t, y) = Et,y[U˜(Y ∗T )] = E
t,y
[
U˜(y exp(−1
2
∫ T
t
θ(s)ᵀθ(s)ds−
∫ T
t
θ(s)ᵀdWs))
]
.
The following theorem proves regularity of v˜ and is also quoted from Bian and Zheng
(2015).
Theorem 4.8. v˜ is continuous on [0, T ]× (0,∞), satisfying
0 ≤ v˜(t, y) ≤ C(1 + yq),
for some constant C > 0 depending on T . Furthermore, v˜ ∈ C1,∞((0, T ) × (0,∞)) is
strictly decreasing, strictly convex and has the following limits when y → 0 and y →∞:
lim
y→0
v˜(t, y) = U˜(0), lim
y→∞ v˜(t, y) = 0
lim
y→0
v˜y(t, y) = U˜
′(0), lim
y→∞ v˜y(t, y) = 0.
where U˜ ′ is the right directional derivative of U˜ .
The following theorem in Bian and Zheng (2015) constructs a classical solution to HJB
equation (4.2.10) and we quote it below.
Theorem 4.9. There exists a function w ∈ C0([0, T ] × [0,+∞)) which is a classical
solution to the HJB equation (4.2.10) in the region D := {(t, x) : 0 ≤ t < T, 0 < x <
−v˜y(t, 0)} and has the representation
w(t, x) =
{
v˜(t, y(t, x)) + xy(t, x), 0 ≤ x < −v˜y(t, 0)
v˜(t, 0), x ≥ −v˜y(t, 0)
(4.2.14)
where y ∈ C1,∞(D) satisfies
v˜y(t, y(t, x)) + x = 0.(4.2.15)
For (t, x) ∈ D the function w is strictly increasing and strictly concave in x for fixed
t ∈ [0, T ) and satisfies w(T, x) = U(x) and 0 ≤ w(t, x) ≤ C(1 + xp) for some constant
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C. Furthermore, the maximum in the HJB equation (4.2.10) is achieved at
pi∗(t, x) = −(σ(t)ᵀ)−1θ(t) wx(t, x)
xwxx(t, x)
.(4.2.16)
It is implied from Theorem 4.9 that in region D the dual relation between X∗ and Y ∗ is
such that,
v˜y(t, Y
∗
t ) +X
∗
t = 0, ⇒ X∗t = −v˜y(t, Y ∗t ).
Recall that the solution to (4.2.12) takes the form, Y ∗t = y0 exp(−12
∫ t
0 θ(s)
ᵀθ(s)ds −∫ t
0 θ(s)
ᵀdWs), where y0 satisfies v˜y(0, y0) + x0 = 0. By the smoothness of v˜ and strict
convexity of v˜, v˜−1y with respect to the second argument is well defined in D and y0
can be represented by y0 = v˜
−1
y (0,−x0). As a consequence, by X∗t = −v˜y(t, Y ∗t ) and
expression for Y ∗t , we obtain a representation for the optimal wealth process
X∗t = −v˜y(t, v˜−1y (0,−x0) exp(−
1
2
∫ t
0
θ(s)ᵀθ(s)ds−
∫ t
0
θ(s)ᵀdWs)).(4.2.17)
The verification theorem next shows that, under certain conditions, the value function
is indeed the smooth classical solution w(t, x), constructed in Theorem 4.9, to the HJB
equation (4.2.10) with the optimal feedback control pi∗ defined in (4.2.16). The following
theorem is quoted from Bian and Zheng (2015)
Theorem 4.10. Let w be given as in Theorem 4.9 and v be the value function. If x ≥
−v˜y(t, 0), then v(t, x) = w(t, x) = v˜(t, 0) and the optimal control is given by pi∗s = 0 for
t ≤ s ≤ T . If 0 < x < −v˜y(t, 0) then v(t, x) ≤ w(t, x) on [0, T ]× (0,∞). Furthermore, if
SDE (4.2.1) admits a nonnegative strong solution X¯ with the feedback control p¯i defined
in (4.2.16) and one of the following two conditions is satisfied:
1. (boundedness condition on solution) w(s, X¯s) is bounded for t ≤ s ≤ T a.s.;
2. (exponential moment condition on control) p¯i : E
[
exp(12
∫ T
0 |p¯iᵀsσ(s)|2ds)
]
<∞
then v(t, x) = w(t, x) and the optimal control is given by
pi∗s = p¯is1{t≤s≤τ∗}
where τ∗ is a stopping time defined by
τ∗ := inf{s ≥ t : X¯s ≥ −v˜y(s, 0)} ∧ T
and 1S is an indicator that equals 1 if an event S happens and 0 otherwise.
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Example 4.11 (Power Utility). In the case of a market consists only one bank account and
one stock with constant drift and diffusion coefficients, assume that U(x) = x
p
p where
0 < p < 1 is constant. The relative risk aversion coefficient of U is R(x) ≡ 1− p =: R,
meaning that the investor’s relative risk aversion is constant for her changing amount
of wealth. The dual function of U is given by U˜(y) = −yqq where q = pp−1 is a negative
constant. The dual value function is given by
v˜(t, y) = U˜(y) exp(
α2(t)
2
q(q − 1)).
where α(t) = θ
√
T − t. Since −v˜y(t, 0) := − limy↓0 v˜y(t, y) = ∞, region D = {(t, x) :
0 ≤ t < T, x > 0}. In D, Equation (4.2.15) can be solved explicitly with solution
y(t, x) = x
1
q−1 exp(−α2(t)2 q).
A smooth solution to the HJB equation (4.2.10) is given by (4.2.14), which in this ex-
ample takes the form
w(t, x) = U(x) exp(− p
2(p− 1)α
2(t)), (t, x) ∈ D.
The maximum of the Hamiltonian in the HJB equation (4.2.10) is achieved at (see
(4.2.16))
pi∗(t, x) =
θ
σR , (t, x) ∈ D,
which is constant. We plot pi∗ for fixed model parameters in Figure 4.1 (left plot).
Substituting pi∗(t, x) into equation (4.2.1) we get the wealth process X∗t satisfying a linear
SDE
dX∗t =
X∗t
R [θ
2dt+ θdWt], X
∗
0 = x0
which admits a strong solution (X∗t is actually a geometric Brownian motion) and the
exponential moment condition on control is satisfied. Theorem 4.10 confirms that the
value function v(t, x) is indeed w(t, x) and pi∗(t, x) is the corresponding optimal trading
strategy.
Example 4.12 (A non-HARA Utility). In the case of a market consists only one bank
account and one stock with constant drift and diffusion coefficients. Assume the investor
has a utility function defined as below
U(x) =
1
3
H(x)−3 +H(x)−1 + xH(x)(4.2.18)
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for x > 0, where
H(x) = (
2
−1 +√1 + 4x)
1/2.(4.2.19)
Simple calculus gives U ′(x) = H(x) and U ′′(x) = −12H(x)3/
√
1 + 4x, which shows U is
strictly increasing and strictly concave. Furthermore, limx→0 U(x) = 0 (we may define
U(0) = 0), U(∞) =∞, U ′(0) =∞ and U ′(∞) = 0. The relative risk aversion coefficient
of U is given by
R(x) = −xU
′′(x)
U ′(x)
=
1
4
(1 +
1√
1 + 4x
) ∈ (1
4
,
1
2
],
which shows that U is not an HARA utility. Since R is a decreasing function and has a
limit 1/4 as x→∞, U represents an investor who will increase the percentage of wealth
invested in the risky asset as wealth increases, which is a realistic economic behaviour.
Dual function of U is U˜(y) = 13y
−3 + y−1 and dual value function is given by
v˜(t, y) =
1
3
y−3 exp(6α2(t)) + y−1 exp(α2(t)) = exp(−3
2
α2(t))U˜(y exp(−5
2
α2(t))).
where α(t) = θ
√
T − t. Since −v˜y(t, 0) := − limy↓0 v˜y(t, y) =∞, region D = {(t, x) : 0 ≤
t < T, x > 0}. In D, Equation (4.2.15) can be solved explicitly such that
y(t, x) = exp(
5
2
α2(t))H(ξ(t, x)), ξ(t, x) := x exp(4α2(t)).
A smooth solution to the HJB equation (4.2.10) is given by (4.2.14)
w(t, x) = exp(−3
2
α2(t))U(ξ(t, x)), (t, x) ∈ D.
The maximum of the Hamiltonian in the HJB equation (4.2.10) is achieved at (see
(4.2.16))
pi∗(t, x) =
θ
σR(ξ(t, x)) ∈ [
2θ
σ
,
4θ
σ
), (t, x) ∈ D,
which is bounded. Its partial derivative w.r.t. t and x are
pi∗t (t, x) =
2θ
σ(1 +
√
1 + 4ξ(t, x))2
√
1 + 4ξ(t, x)
ξt(t, x) ≤ 0,
pi∗x(t, x) =
2θ
σ(1 +
√
1 + 4ξ(t, x))2
√
1 + 4ξ(t, x)
ξx(t, x) ≥ 0,
(4.2.20)
We plot pi∗ for fixed model parameters in Figure 4.1 (middle plot), where we can see that
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pi∗ decreases (resp. increases) with respect to t (resp. x).
Substituting pi∗(t, x) into equation (4.2.1) we get the wealth process X∗ satisfying
dX∗t =
X∗t
R(ξ(t,X∗t ))
(θ2dt+ θdWt), X
∗
0 = x0.
Define Zt = f(t,X
∗
t ) where f(t, x) = ln(−1 +
√
1 + 4ξ(t, x)). Itoˆ’s Lemma implies that
dZt = 4θ
2dt− 2θdWt, Z0 = ln(−1 +
√
1 + 4x0 exp(4θ2T )).
The linear growth and Lipschitz conditions are satisfied and according to Theorem B.4
unique solution exists. We can integrate the above stochastic differential equation and
obtain X∗t via f−1(t, Zt)
X∗t = exp(−4θ2(T − t))
[1
4
(exp(Z0 + 4θ
2t− 2θWt))2 + 1
2
exp(Z0 + 4θ
2t− 2θWt)
]
, X∗0 = x0.
Since pi∗(t, x) ∈ [2θ/σ, 4θ/σ) is bounded, the exponential moment condition on control
is satisfied. Theorem 4.10 confirms that the value function v(t, x) is indeed w(t, x) and
pi∗(t, x) is the corresponding optimal trading strategy.
Example 4.13 (Yaari Utility). In the case of a market consists only one bank account and
one stock with constant drift and diffusion coefficients. Assume the investor has a utility
function U(x) = x ∧H and starts with initial wealth 0 < x0 < H, where H is a positive
constant. The dual function of U is given by U˜(y) = H(1− y) ∨ 0. Dual value function
is given by
v˜(t, y) = HΦ(− 1
α(t)
ln y +
α(t)
2
)−HyΦ(− 1
α(t)
ln y − α(t)
2
)
where α(t) = θ
√
T − t. Since −v˜y(t, 0) := − limy↓0 v˜y(t, y) = H, region D = {(t, x) : 0 ≤
t < T, 0 < x < H}. In D, Equation (4.2.15) can be solved explicitly such that
y(t, x) = exp(−α
2(t)
2
− α(t)Φ−1( x
H
)).
A smooth solution to the HJB equation (4.2.10) is given by (4.2.14)
w(t, x) =
HΦ(Φ
−1(
x
H
) + α(t)), 0 ≤ t < T, 0 ≤ x < H,
H, 0 ≤ t < T, x ≥ H.
The maximum of the Hamiltonian in the HJB equation (4.2.10) is achieved at (see
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(4.2.16))
pi∗(t, x) =
Hθ
α(t)xσ
φ(Φ−1(
x
H
)), (t, x) ∈ D.
Its partial derivative w.r.t. t is pi∗t (t, x) =
1
2(T − t)−1pi∗(t, x) ≥ 0 and therefore pi∗ is
increasing w.r.t. t in D. On the other hand, we have
pi∗x(t, x) =
θ
Hα(t)σ
[
− H
2
x2
φ(Φ−1(
x
H
))− H
x
Φ−1(
x
H
)
]
.(4.2.21)
The two terms in brackets on RHS of (4.2.21), by changing of variable y := Φ−1( xH ),
can be written as
g(y) = −(φ(y) + yΦ(y))/Φ2(y).
The derivative of the function of y in the parenthesis is Φ(y) ≥ 0 and limy→−∞ yΦ(y) = 0,
thus we have g(y) ≤ 0 and pi∗x(t, x) ≤ 0. pi∗(t, x) decreases w.r.t. x. Note also that pi∗(t, x)
has the following limits as t→ T , x→ 0 and x→ H,
lim
t↑T
pi∗(t, x) =∞, x ∈ (0, H), lim
x↓0
pi∗(t, x) =∞, lim
x↑H
pi∗(t, x) = 0, t ∈ [0, T ).
We plot pi∗ for fixed model parameters in Figure 4.1 (right plot).
Substituting pi∗(t, x) into equation (4.2.1) we get the wealth process X∗t satisfying
dX∗t =
H
α(t)
φ(Φ−1(
X∗t
H
))(θ2dt+ θdWt), X
∗
0 = x0,(4.2.22)
Define Zt = f(t,X
∗
t ) where f(t, x) = Φ
−1(x/H)
√
T − t. Itoˆ’s Lemma implies that
dZt = θdt+ dWt, Z0 = Φ
−1(x0/H)
√
T .
The linear growth and Lipschitz conditions are satisfied and according to Theorem B.4
unique solution exists. We can integrate the above stochastic differential equation and
obtain X∗t via f−1(t, Zt)
X∗t = HΦ
( 1√
T − t
[√
TΦ−1(
x0
H
) + θt+Wt
])
, 0 ≤ t < T.
Note also that X∗t ∈ (0, H) for 0 ≤ t < T, 0 < x0 < H and thus τ∗ := inf{s ≥ t : X¯s ≥
−v˜y(s, 0)} ∧ T = T . Besides, we can check that the boundedness condition on w(t, x)
is satisfied. Theorem 4.10 confirms that the value function v(t, x) is indeed w(t, x) and
pi∗(t, x) is the corresponding optimal trading strategy.
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Figure 4.1: pi∗(t, x) as a function of (t, x) (left panel: power utility, middle panel: non-HARA, right panel:
Yaari utility. Parameters are µ− r = 0.1, σ = 0.4, T = 10, p = 0.5, H = 103.
4.2.2 Solving EFP by Duality Approach and non-Smooth Analysis
We now apply results from above duality approach to solve first stage problem (4.2.6)
for a given ζ. For U ∈ U, we have U ∈ U (see (4.2.8)) and its dual function with respect
to the first argument defined as
U˜(y, ζ) := sup
x≥0
(U(x, ζ)− xy) =: sup
x≥0
hy,ζ(x)(4.2.23)
For each given (y, ζ), (4.2.23) is a non-smooth optimization problem with hy,ζ being a
real valued continuous, concave function of x. Applying the results in Appendix A.1 to
−hy,ζ , we know that a necessary and sufficient condition for a given point x to belong
to the minimum set of −hy,ζ is that
0 ∈ ∂(−hy,ζ)(x) = {z ∈ R | (−hy,ζ)′−(x) ≤ z ≤ (−hy,ζ)′+(x)},
(−hy,ζ)′+ (resp. (−hy,ζ)′−) is the right (resp. left) derivative of −hy,ζ and ∂(−hy,ζ)(x) is
the subdifferential of −hy,ζ at x. Therefore, infx≥0(−hy,ζ) should be reached at points
in set X := {x ≥ 0 | 0 ∈ ∂(−hy,ζ)(x)} and
U˜(y, ζ) = sup
x∈X
(U(x, ζ)− xy)
In the case that X = {x∗} is a singular point, U˜(y, ζ) = U(x∗, ζ)− x∗y.
Recall that optimal dual process Y ∗ follows (4.2.13) and the dual value function in the
efficient frontier problem can be written as
V˜(t, y, ζ) = Et,y[U˜(Y ∗T , ζ)] =
∫ +∞
−∞
U˜(y exp(−α
2(t, T )
2
− α(t, T )z), ζ)φ(z)dz(4.2.24)
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with V˜(T, y, ζ) = U˜(y, ζ), α(t;T ) := (∫ Tt θ(s)ᵀθ(s)ds)1/2 and φ is the probability density
function (pdf) of a standard normal distribution. When investment horizon T is fixed
and there is no confusion, we shall drop T to lighten notation. For 0 ≤ t < T , by
changing of variable ξ = y exp(−α2(t)2 − α(t)z), V˜(t, y, ζ) becomes
V˜(t, y, ζ) =
∫ +∞
0
U˜(ξ, ζ)φ( 1
α(t)
ln
y
ξ
− α(t)
2
)
1
α(t)ξ
dξ.(4.2.25)
Note that y is now an argument of φ, which will greatly reduce the complexity of our
later calculation of V˜y where we can directly apply Leibniz’s rule for differentiation under
the integral sign.
Following the duality approach discussed in previous section, in order to construct a
classical solution to the primal HJB equation, we need to first solve the following implicit
equation
V˜y(t, y(t, x, ζ), ζ) + x = 0.(4.2.26)
Result from Theorem 4.8 guarantees that V˜y is well defined, which by expression for V˜
in (4.2.25) is
V˜y(t, y, ζ) =
∫ +∞
0
U˜(ξ, ζ)φ( 1
α(t)
ln
y
ξ
− α(t)
2
)(
1
α(t)
ln
y
ξ
− α(t)
2
)
−1
α2(t)ξy
dξ
If we can solve equation (4.2.26) for y(t, x, ζ), either analytically or numerically, we can
then write the solution to primal HJB equation (4.2.10) as
V(t, x, ζ) =
{
V˜(t, y(t, x, ζ), ζ) + xy(t, x, ζ), 0 ≤ x < −V˜y(t, 0, ζ)
V˜(t, 0, ζ), x ≥ −V˜y(t, 0, ζ)
(4.2.27)
If we can further calculate the first and second order derivative of V w.r.t. x, the first
stage optimal strategy would be
pi(t, x, ζ) = −(σ(t)ᵀ)−1θ(t) Vx(t, x, ζ)
xVxx(t, x, ζ) .
By now, we have solved the first stage parametric utility maximization problem. Note
that so far ζ has been treated as a parameter. First stage candidate optimal strategy
pi(t, x, ζ) and first stage candidate value function V(t, x, ζ) are both ζ−dependent.
As for the second stage scalar maximization problem, ζ is a scalar variable. Our target
is to solve the maximization problem (4.2.7). Define
gt,x(ζ) := V(t, x, ζ)− λδη+(ζ)− λζ.
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Proposition 4.14. gt,x is a Lipschitz continuous function of ζ.
Proof. It is trivial to prove that h(ζ) := (c − ζ)+ with some constant c is Lipschitz
continuous. Then, from the expression of U(x, ζ),
U(x, ζ) = U(x)− λδ(U(x0)− U(x)− ζ)+ + λδ(U(x0)− ζ)+
we can see that U(x, ·) is also Lipschitz continuous with Lipschitz constant κ = λδ for
any x ≥ 0. Then, for dual utility function U˜(y, ·)∣∣∣U˜(y, ζ1)− U˜(y, ζ2)∣∣∣ =∣∣∣ sup
x≥0
(U(x, ζ1)− xy)− sup
x≥0
(U(x, ζ2)− xy)
∣∣∣
≤ sup
x≥0
∣∣∣(U(x, ζ1)− xy)− (U(x, ζ2)− xy)∣∣∣
= sup
x≥0
∣∣∣U(x, ζ1)− U(x, ζ2)∣∣∣
≤κ|ζ1 − ζ2|,
which says that U˜(y, ·) is also Lipschitz continuous with Lipschitz constant κ for any
y ≥ 0. As for the dual value function V˜(t, y, ζ),
|V˜(t, y, ζ1)− V˜(t, y, ζ2)| (4.2.24)=
∣∣∣ ∫ +∞
−∞
[
U˜(g(t, y, z), ζ1)− U˜(g(t, y, z), ζ2)
]
φ(z)dz
∣∣∣
≤
∫ +∞
−∞
∣∣∣U˜(g(t, y, z), ζ1)− U˜(g(t, y, z), ζ2)∣∣∣φ(z)dz
≤ κ|ζ1 − ζ2|
∫ +∞
−∞
φ(z)dz
= κ|ζ1 − ζ2|
where g(t, y, z) := y exp(−α2(t)2 −α(t)z) and the second last inequality uses the Lipschitz
continuity of U˜(y, ·). Therefore, we have shown that V˜(t, y, ·) is Lipschitz continuous
with Lipschitz constant κ for any y ≥ 0, 0 ≤ t < T . Similarly, we can prove that primal
value function V satisfies
|V(t, x, ζ1)− V(t, x, ζ2)| = | inf
y≥0
(V˜(t, y, ζ1) + xy)− inf
y≥0
(V˜(t, y, ζ2) + xy)|
= | sup
y≥0
(−V˜(t, y, ζ2)− xy)− sup
y≥0
(−V˜(t, y, ζ1)− xy)|
≤ sup
y≥0
| − V˜(t, y, ζ2) + V˜(t, y, ζ1)|
≤ κ|ζ1 − ζ2|.
Finally, the Lipschitz continuity of gt,x(ζ) = V(t, x, ζ) − λδ(U(x0) − ζ)+ − λζ as a sum
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of Lipschitz continuous functions is evident.
Definition 4.15. A continuous function f(x) that is defined on Rn is coercive if
lim
‖x‖→+∞
f(x) = +∞
Proposition 4.16.−gt,x is a coercive function of ζ.
Proof. From the expression of U(x, ζ), we have
U(x, ζ) =

(1 + λδ)U(x), ζ ∈ (−∞, U(x0)− U(x)]
U(x) + λδ(U(x0)− ζ), ζ ∈ [U(x0)− U(x), U(x0)]
U(x), ζ ∈ [U(x0),+∞)
That is to say, for any given x, U(x, ·) is a bounded function of ζ. By Dominated
Convergence Theorem and the fact that
lim
ζ→−∞
U(x, ζ) = (1 + λδ)U(x), lim
ζ→∞
U(x, ζ) = U(x)
we have
lim
ζ→±∞
V(t, x, ζ) = lim
ζ→±∞
sup
pi
Et,x [U(XT , ζ)] = lim
ζ→±∞
sup
pi
∫ +∞
−∞
U(x, ζ)fXT (x)dx
≤ sup
pi
∫ ∞
−∞
(1 + λδ)U(x)fXT (x)dx = (1 + λδ) sup
pi
Et,x[U(XT )] = (1 + λδ)v(t, x).
Therefore,
lim
ζ→+∞
gt,x(ζ) = lim
ζ→+∞
V(t, x, ζ)− λδ(U(x0)− ζ)+ − λζ = −∞,
lim
ζ→−∞
gt,x(ζ) = lim
ζ→−∞
V(t, x, ζ)− λδU(x0) + λ(δ − 1)ζ = −∞,
since δ = (1− β)−1 > 1. Consequently, we have lim|ζ|→+∞−gt,x(ζ) = +∞. Considering
result from Proposition 4.14, −gt,x(·) is coercive w.r.t. ζ, which proves the result.
Theorem 4.17.−gt,x has at least one global minimizer.
Proof. For any fixed (t, x), let α ∈ R be chosen such that the set Sα = {ζ|− gt,x(ζ) ≤ α}
is non-empty. We first show that the coercivity of −gt,x(·) implies the compactness of
the set Sα. Note that the continuity of −gt,x(·) implies the closedness of Sα. Thus, it
remains only to show that Sα is bounded. We show this by contradiction. Suppose to
the contrary that there is an α ∈ R such that the set Sα is unbounded. Then there must
exist a sequence {ζn} ⊂ Sα with |ζn| → +∞. But then, by the coercivity of −gt,x(·),
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we must also have −gt,x(ζn) → +∞. This contradicts the fact that −gt,x(ζn) ≤ α, for
n = 1, 2, .... Therefore the set Sα must be bounded.
Weierstrass extreme value theorem states that every continuous function on a compact
set attains its extreme values on that set. Since Sα is compact, the problem min{−gt,x(ζ)
|ζ ∈ Sα} has at least one global minimizer. Obviously, a global minimizer to min{−gt,x(ζ)
|ζ ∈ Sα} is also a global minimizer to min{−gt,x(ζ)|ζ ∈ R}.
Unlike hy,ζ , the concavity/convexity of gt,x is not clear. Optimality conditions for hy,ζ
and gt,x are accordingly different. Note that directional derivatives always exist for any
concave function but not necessarily for any Lipschitz continuous function. We need a
more generalized definition of directional derivatives and subdifferentials.
Applying the results in Appendix A.2 to −gt,x, which is a coercive function of ζ defined
on the real line. For any α ∈ R such that Sα(x) = {ζ| − gt,x(ζ) ≤ α} is non-empty, we
know from the proof of Theorem 4.17 that Sα is compact and the set of minimizers to
problem min{−gt,x(ζ)|ζ ∈ Sα} equals set of minimizers to problem min{−gt,x(ζ)|ζ ∈ R}.
Now, for any  > 0, define a set containing Sα, as
Sα, := (inf Sα − , supSα + ).
From above discussion and Proposition A.11, we know that −gt,x attains its global
minimum over Sα, (accordingly global minimum over R) at ζ if 0 ∈ ∂(−gt,x)(ζ) +
NSα,(ζ), where NSα,(ζ) is the normal cone to S
α, at ζ by polarity with the set of
all tangents to Sα, (see Appendix A.2 for more details). However, for any ζ ∈ Sα,,
NSα,(ζ) = {0}. Therefore, the set of global maximizers of gt,x, denoted by Zt,x, should
take the form
Zt,x = {ζ∗ ∈ Sα,|0 ∈ ∂(−gt,x)(ζ∗)}.
Note that, this set Zt,x is dependent on (t, x). Once we know the elements of Zt,x, the
overall optimal value function V (t, x) defined in (4.2.7) can finally be written as
V (t, x) = V(t, x, ζ∗)− λδ(U(x0)− ζ∗)+ − λζ∗, ∀ζ∗ ∈ Zt,x.
The corresponding overall optimal strategy(ies) would be
pi(t, x, ζ∗) = −(σ(t)ᵀ)−1θ(t) Vx(t, x, ζ∗)
xVxx(t, x, ζ∗) , for each ζ
∗ ∈ Zt,x.(4.2.28)
It is worth mentioning that, though overall optimal value function V (t, x) has a unique
value, overall optimal controls yielding V (t, x) can be multiple. We define the set of all
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such strategies by
Πλ(t, x) = {pi(t, x, ζ∗)| ζ∗ ∈ Zt,x}.
Substituting each pi(t, x, ζ∗) into (4.2.1), if the resulting SDE admits a strong solution
and either of the conditions in Theorem 4.10 is satisfied, then the optimality of pi(t, x, ζ∗)
is verified. Again, such verified strategies can be more than one.
4.2.3 Separating Expected Terminal Utility and CVaR
Assume ζ∗ is (are) known. Recall that optimal primal and dual state processes at
maturity satisfy X∗T = −∂yU˜(Y ∗T , ζ∗), with Y ∗ as in (4.2.13). The overall value function
of the efficient frontier problem becomes (see (4.2.5)) such that
V (t, x) = Et,x[U(X∗T )]− λCVaRt,xβ (Z(X∗T )]
= Et,x[U(−∂yU˜(Y ∗T , ζ∗))]− λCVaRt,xβ (Z(−∂yU˜(Y ∗T , ζ∗)))
which consists of two terms, the former being the expected utility of terminal wealth and
the latter being the corresponding CVaR scaled by λ. The first term is easy to obtain,
subtracting V (t, x) from which will give λCVaRt,xβ .
Note that Et,x[U(X∗T )] will not be the same as v(t, x) := suppi E
t,x[U(XT )] = E
t,x[U(X¯T )],
since the optimal wealth process X¯ there, unlike X∗, is obtained without any impact
from CVaR constraint.
4.2.4 Extreme Case of CVaR when λ = 0
When λ = 0, i.e. when there is no CVaR constraint, U(x, ζ) = U(x), U˜(y, ζ) = U˜(y)
and V (t, x) = v(t, x) := suppi E
t,x[U(XT )]. Denote optimal wealth process as X
∗, recall
that X∗T = −∂U˜(Y ∗T ) with Y ∗T = y exp(−12α2(t) − α(t)Z) and V˜y(t, y) + x = 0, where
V˜ (t, y) = v˜(t, y) = Et,y[U˜(Y ∗T )]. Therefore, by (4.2.4), we have
CVaRt,xβ = minκ
{κ+ δEt,x[(U(x0)− κ− U(X∗T ))+]}
= min
κ
{κ+ δEt,y[(U(x0)− κ− U(−∂U˜(Y ∗T )))+]}
=: min
κ
l(κ; t, x, β).
When κ ≥ U(x0):
In this case, l(κ; t, x, β) = κ and increases with respect to κ.
When κ < U(x0):
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In this case
U(x0)− κ− U(−∂U˜(Y ∗T )) ≥ 0↔ Y ∗T ≥ (∂U˜)−1(−U−1(U(x0)− κ))
↔ y exp(−1
2
α2(t)− α(t)Z) ≥ (∂U˜)−1(−U−1(U(x0)− κ))
↔ Z ≤ 1
α(t)
ln
y
(∂U˜)−1(−U−1(U(x0)− κ))
− α(t)
2
=: g(κ)
where f−1 is defined by f−1(y) := inf{x ≥ 0|f(x) ≥ y}. As a consequence,
l(κ; t, x, β) = κ+ δ
∫ g(κ)
−∞
[
U(x0)− κ− U(−∂U˜(y exp(−1
2
α2(t)− α(t)z)))
]
φ(z)dz.
Taking derivative with respect to κ on both sides,
lκ(κ; t, x, β) = 1− δΦ(g(κ)).
Since limκ→−∞ lκ(κ; t, x, β) = 1 − δ < 0, the local minimum of l(κ; t, x, β) should be
reached at κ∗ such that
{κ∗|1− δΦ(g(κ∗)) = 0 or {U(x0)}}
Finally, we have that
CVaRt,xβ = κ
∗ + δ
∫ g(κ∗)
−∞
[
U(x0)− κ∗ − U(−∂U˜(Y ∗T ))
]
φ(z)dz.
Up to now, we have computed the conditional Value-at-Risk for λ = 0. This result will
be used to compare numerically with the CVaR corresponding to strictly positive λ, such
that we can see by how much CVaR reduces when loss constraint tightens.
4.3 Examples of Efficient Frontier Problem
In this section, we solve the efficient frontier problem for certain utility functions, rep-
resenting smooth HARA utility, smooth non-HARA utility and a non-smooth HARA
utility, respectively. For all the examples that follow, we assume the market consists of
one risky stock with constant drift and diffusion coefficients.
4.3.1 Power Utility as an Example of Smooth HARA Utility
Assume the investor has a power utility function U(x) = x
p
p , 0 < p < 1.
Case 1: η(ζ) ∈ (0,+∞) (or −∞ < ζ < U(x0))
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In this case, dual utility function in the first stage problem is
U˜(y, ζ) =

U˜(y) + λδη(ζ) 0 ≤ y ≤ y(0)(ζ)
− (pη(ζ))1/py + (1 + λδ)η(ζ) y(0)(ζ) ≤ y ≤ y(λ)(ζ)
(1 + λδ)U˜(
y
1 + λδ
) y ≥ y(λ)(ζ)
where U˜ is the dual function of U such that U˜(y) = −yqq , with 1p + 1q = 1 and
y(ι)(ζ) = (1 + ιδ)(pη(ζ))
p−1
p , ι = 0, λ.
By (4.2.24), dual value function can be calculated as
V˜(t, y, ζ) =− (1 + λδ)1−q y
q
q
exp(
α2(t)
2
q(q − 1))Φ(z(λ)(t, y, ζ) + qα(t))
− (pη(ζ))1/py[Φ(z(0)(t, y, ζ) + α(t))− Φ(z(λ)(t, y, ζ) + α(t))]
+ (1 + λδ)η(ζ)[Φ(z(0)(t, y, ζ))− Φ(z(λ)(t, y, ζ))]
− y
q
q
exp(
α2(t)
2
q(q − 1))Φ(−z(0)(t, y, ζ)− qα(t)) + λδηΦ(−z(0)(t, y, ζ)),
where
z(ι)(t, y, ζ) =
1
α(t)
ln
y
y(ι)(ζ)
− α(t)
2
, ι = 0, λ.
When there is no confusion, we shall drop the arguments of z(ι), α and η to lighten
notation. The construction of candidate first stage value function V requires y(t, x, ζ)
satisfying implicit equation (4.2.26). V˜y can be calculated directly from above expression
for V˜, substituting which back into (4.2.26) yields,
−( y
1 + λδ
)q−1 exp(
α2
2
q(q − 1))Φ(z(λ) + qα)− (pη)
1
p [Φ(z(0) + α)− Φ(z(λ) + α)]
−yq−1 exp(α
2
2
q(q − 1))Φ(−z(0) − qα) + x = 0.(4.3.1)
It seems there is no explicit solution to (4.3.1). Assume we can numerically solve for
y(t, x, ζ). By substituting it into (4.2.27) and considering the fact that limy→0 V˜y(t, y, ζ) =
−∞, candidate first stage value function can then be represented as
V(t, x, ζ) = V˜(t, y(t, x, ζ), ζ) + xy(t, x, ζ), 0 ≤ t < T, x ≥ 0.
As for the second stage problem, first compute the partial derivative of U˜ with respect
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to the scalar variable ζ,
U˜ζ(y, ζ) =

− λδ, ζ > ζ(0)(y),
(pη(ζ))
1−p
p y − (1 + λδ), ζ(λ)(y) < ζ < ζ(0)(y),
0, ζ < ζ(λ)(y).
where ζ(ι)(y) = U(x0)− 1p( y1+ιδ )
p
p−1 , ι = 0, λ. It can be checked that U˜ζ(y, ·) is continuous
at ζ(ι)(y) and thus U˜ζ(y, ·) is continuous. Besides, in this case of η(ζ) ∈ (0,+∞), i.e.
−∞ < ζ < U(x0), term −λδ(U(x0)−ζ)+ in target function gt,x becomes −λδ(U(x0)−ζ).
Therefore, classical partial derivative of gt,x w.r.t. ζ is well defined and equals
gt,xζ (ζ) =V˜ζ(t, y(t, x, ζ), ζ)− λδηζ(ζ)− λ
=
∫ +∞
0
U˜ζ(ξ, ζ)φ( 1
α(t)
ln
y
ξ
− α(t)
2
)
1
α(t)ξ
dξ + λδ − λ
=− λδΦ(−z(0))− (1 + λδ)[Φ(z(0))− Φ(z(λ))]
+ (pη)
1−p
p y[Φ(z(0) + α)− Φ(z(λ) + α)] + λ(δ − 1).
It can be checked that in the limiting case
lim
ζ↓−∞
gt,xζ (ζ) =
∫ +∞
0
lim
ζ↓−∞
U˜ζ(ξ, ζ)φ( 1
α(t)
ln
y
ξ
− α(t)
2
)
1
α(t)ξ
dξ + λδ − λ = λ(δ − 1) > 0,
lim
ζ↑U(x0)
gt,xζ (ζ) =
∫ +∞
0
lim
ζ↑U(x0)
U˜ζ(ξ, ζ)φ( 1
α(t)
ln
y
ξ
− α(t)
2
)
1
α(t)ξ
dξ + λδ − λ = −λ < 0.
where we have used limζ↓−∞ U˜ζ(ξ, ζ) = 0 and limζ↑U(x0) U˜ζ = −λδ.
By continuity of gt,xζ on (−∞, U(x0)) we should have at least one ζ such that gt,xζ (ζ) = 0.
Therefore, the necessary condition for maximizer of gt,x on (−∞, U(x0)) should be
−λδΦ(−z(0))− (1 + λδ)[Φ(z(0))− Φ(z(λ))] + (pη)
1−p
p y[Φ(z(0) + α)− Φ(z(λ) + α)]
+λ(δ − 1) = 0.
Case 2: η(ζ) ∈ (−∞, 0) (or U(x0) < ζ <∞)
In this case, first stage utility function reduces to U(x, ζ) = U(x) = xpp and its dual
function is U˜(y, ζ) = U˜(y) = −xqq . Dual value function in the first stage problem takes
the form,
V˜(t, y, ζ) = U˜(y) exp(α
2(t)
2
q(q − 1))
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and its partial derivative with respect to y equals
V˜y(t, y, ζ) = −yq−1 exp(−α
2(t)
2
q(q − 1)).
In this special case, (4.2.26) can be explicitly solved such that
y(t, x, ζ) = x1/(q−1) exp(−α
2(t)
2
q).
Now we can write out the candidate first stage value function, which is actually inde-
pendent of ζ,
V(t, x, ζ) = U(x) exp(− p
2(p− 1)α
2(t)).
Target function for the second stage problem is
gt,x(ζ) = U(x) exp(− p
2(p− 1)α
2(t))− λζ
whose partial derivative with respect to ζ, gt,xζ (ζ) = −λ, is well defined and strictly
negative. That is to say gt,x is strictly decreasing on (U(x0),+∞). In the limiting case
lim
ζ↓U(x0)
gt,xζ (ζ) = −λ.
Considering the left derivative of gt,xζ at ζ = U(x0) as discussed in Case 1, we have
lim
ζ↑U(x0)
gt,xζ (ζ) = lim
ζ↓U(x0)
gt,xζ (ζ) = −λ.
Therefore, the maximum of gt,x should be reached at some point(s) on (−∞, U(x0)),
the set of which is denoted by Zt,x. Once we find Zt,x (which is non-empty by Theorem
4.17), we can obtain {y(t, x, ζ∗) | ζ∗ ∈ Zt,x} by solving (4.3.1). Substituting y(t, x, ζ∗)
back into (4.2.27) generates the corresponding candidate first stage value function. The
set of candidate optimal strategies Πλ(t, x) can be computed by (4.2.28) accordingly.
Substituting each pi(t, x, ζ∗) into (4.2.1), if the resulting SDE admits a strong solution and
either of the conditions in Theorem 4.10 is satisfied, then the corresponding pi(t, x, ζ∗)
is an optimal feedback control and V(t, x, ζ∗) is indeed the first stage value function.
Finally, we can say that V (t, x) = V(t, x, ζ∗)−λδ(U((x0)−ζ∗)+−λζ∗ is the overall value
function for the efficient frontier problem.
Assume Zt,x is known and the optimality of V(t, x, ζ∗) and pi(t, x, ζ∗) have been verified.
Recall that V (t, x) in (4.2.7) is defined by subtracting scaled CVaR from the expected
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terminal utility, the values of the latter two are of our interest. We start with Et,x[U(X∗T )]
in (4.2.5) which is easier to compute. X∗T and Y
∗
T are related via X
∗
T = −∂yU˜(Y ∗T , ζ∗),
with Y ∗T = Yt exp(−12α2(t)− α(t)Z), Z ∼ N(0, 1), and the sub-differential of U˜ is
∂U˜y(y, ζ∗) =

(U˜)′(y), 0 < y ≤ y(0)(ζ∗),
− (pη(ζ∗))1/p, y(0)(ζ∗) ≤ y ≤ y(λ)(ζ∗),
(U˜)′(
y
1 + λδ
), y ≥ y(λ)(ζ∗).
Thus the expected terminal utility is
Et,x[U(X∗T )] =
1
p
(
y
1 + λδ
)q exp(
α2(t)
2
q(q − 1))Φ(z(λ)(t, y, ζ∗) + qα(t))
+ η(ζ∗)[Φ(z(0)(t, y, ζ∗))− Φ(z(λ)(t, y, ζ∗))]
+
1
p
yq exp(
α2(t)
2
q(q − 1))Φ(−z(0)(t, y, ζ∗)− qα(t)).
(4.3.2)
where y satisfies V˜y(t, y, ζ∗) + x = 0.
As for CVaR, in case of λ > 0,
CVaRt,xβ (Z(X
∗
T )) = λ
−1(Et,x[U(X∗T )]− V (t, x)).
When λ = 0, CVaRt,xβ (Z(X
∗
T )) can be computed by (4.2.4) and the details of which are
discussed in Section 4.2.4. It is necessary to compute CVaR with λ = 0 and treat it as
a reference in analysing impact of introducing CVaR constraint (see numerical analysis
in Section 4.4).
4.3.2 An Example of Non-HARA Utility
Assume the investor has a utility function as in (4.2.18).
Case 1: η(ζ) ∈ (0,+∞) (or −∞ < ζ < U(x0))
In this case, dual utility function in the first stage problem is
U˜(y, ζ) =

U˜(y) + λδη(ζ), 0 ≤ y ≤ y(0)(ζ)
− U−1(η(ζ))y + (1 + λδ)η(ζ), y(0)(ζ) ≤ y ≤ y(λ)(ζ)
(1 + λδ)U˜(
y
1 + λδ
), y ≥ y(λ)(ζ)
where U˜ is the dual function of U , U˜(y) = 13y
−3 + y−1,
y(ι)(ζ) = (1 + ιδ)H(U
−1(η(ζ))), ι = 0, λ.
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and U−1 is the inverse of U . By (4.2.24), dual value function can be calculated as
V˜(t, y, ζ) =(1 + λδ)
[1
3
(
y
1 + λδ
)−3 exp(6α2(t))Φ(z(λ)(t, y, ζ)− 3α(t))
+ (
y
1 + λδ
)−1 exp(α2(t))Φ(z(λ)(t, y, ζ)− α(t))
]
− U−1(η(ζ))y[Φ(z(0)(t, y, ζ) + α(t))− Φ(z(λ)(t, y, ζ) + α(t))]
+ (1 + λδ)η(ζ)[Φ(z(0)(t, y, ζ))− Φ(z(λ)(t, y, ζ))] + λδη(ζ)Φ(−z(0)(t, y, ζ))
+
1
3
y−3 exp(6α2(t))Φ(−z(0)(t, y, ζ) + 3α(t)) + y−1 exp(α2(t))Φ(−z(0)(t, y, ζ) + α(t))
where
z(ι)(t, y, ζ) =
1
α(t)
ln
y
y(ι)(ζ)
− α(t)
2
, ι = 0, λ.
When there is no confusion, we shall drop the arguments of z(ι), α and η to lighten
notation. The construction of candidate for first stage problem value function V requires
y(t, x, ζ) satisfying implicit equation (4.2.26). V˜y can be calculated directly from above
expression for V, substituting which back into (4.2.26) yields,
−( y
1 + λδ
)−4 exp(6α2)Φ(z(λ) − 3α)− (
y
1 + λδ
)−2 exp(α2)Φ(z(λ) − α)
−U−1(η(ζ))[Φ(z(0) + α)− Φ(z(λ) + α)]
−y−4 exp(6α2)Φ(−z(0) + 3α)− y−2 exp(α2)Φ(−z(0) + α) + x = 0.
(4.3.3)
It seems there is no explicit solution to (4.3.3). Assume we can numerically solve for
y(t, x, ζ). By substituting it into (4.2.27) and considering the fact that limy→0 V˜y(t, y, ζ) =
−∞, candidate first stage value function can then be represented as
V(t, x, ζ) = V˜(t, y(t, x, ζ), ζ) + xy(t, x, ζ), 0 ≤ t < T, x ≥ 0.
As for the second stage problem, first compute the partial derivative of U˜ with respect
to the scalar variable ζ,
U˜ζ(y, ζ) =

− λδ, ζ > ζ(0)(y)
(U−1)′(η)y − (1 + λδ), ζ(λ)(y) < ζ < ζ(0)(y)
0, ζ < ζ(λ)(y).
where ζ(λ)(y) = U(x0) − 43( y1+ιδ )−3 − 2( y1+ιδ )−1, ι = 0, λ. It can be checked that U˜ζ(y, ·)
is continuous at ζ(ι)(y) and thus U˜ζ(y, ·) is continuous. Besides, in this case of η(ζ) ∈
(0,+∞), i.e. −∞ < ζ < U(x0), term −λδ(U(x0) − ζ)+ in target function gt,x becomes
−λδ(U(x0)− ζ). Therefore, classical partial derivative of gt,x w.r.t. ζ is well defined and
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equals
gt,xζ (ζ) =
∫ +∞
0
U˜ζ(ξ, ζ)φ( 1
α(t)
ln
y
ξ
− α(t)
2
)
1
α(t)ξ
dξ + λδ − λ
= (U−1)′(η)y[Φ(z(0) + α(t))− Φ(z(λ) + α)]− (1 + λδ)[Φ(z(0))− Φ(z(λ))]
− λδΦ(−z(0)) + λ(δ − 1).
It can be checked that in the limiting case
lim
ζ↓−∞
gt,xζ (ζ) = λ(δ − 1) > 0, lim
ζ↑U(x0)
gt,xζ (ζ) = −λ < 0.
By continuity of gt,xζ on (−∞, U(x0)) we should have at least one ζ such that gt,xζ (ζ) = 0.
Therefore, the necessary condition for maximizer of gt,x on (−∞, U(x0)) should be
(U−1)′(η)y[Φ(z(0) + α)− Φ(z(λ) + α)]− (1 + λδ)[Φ(z(0))− Φ(z(λ))]− λδΦ(−z(0)) + λ(δ − 1) = 0.
Case 2: η(ζ) ∈ (−∞, 0) (or U(x0) < ζ <∞)
In this case, first stage utility function reduces to U(x, ζ) = U(x) = 13H(x)−3 +H(x)−1 +
xH(x) and its dual function is U˜(y, ζ) = U˜(y) = 13y−3 + y−1. Dual value function in the
first stage problem takes the form,
V˜(t, y, ζ) = 1
3
y−3 exp(6α2(t)) + y−1 exp(α2(t)) = exp(−3
2
α2(t))U˜(y exp(−5
2
α2(t)))
and its partial derivative with respect to y equals
V˜y(t, y, ζ) = −y−4 exp(6α2(t))− y−2 exp(α2(t)) = exp(−4α2(t))U˜ ′(y exp(−5
2
α2(t))).
In this special case, (4.2.26) can be explicitly solved such that
y(t, x, ζ) = exp(
5
2
α2(t))H(x exp(4α2(t))).
Now we can write out the candidate first stage value function, which is actually inde-
pendent of ζ,
V(t, x, ζ) = exp(−3
2
α2(t))U(x exp(4α2(t))).
Target function for the second stage problem is
gt,x(ζ) = exp(−3
2
α2(t))U(x exp(4α2(t)))− λζ
whose partial derivative with respect to ζ, gt,xζ (ζ) = −λ, is well defined and strictly
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negative. That is to say gt,x is strictly decreasing on (U(x0),+∞). In the limiting case
lim
ζ↓U(x0)
gt,xζ (ζ) = −λ.
Considering the left derivative of gt,xζ at ζ = U(x0) as discussed in Case 1, we have
lim
ζ↑U(x0)
gt,xζ (ζ) = lim
ζ↓U(x0)
gt,xζ (ζ) = −λ.
Therefore, the maximum of gt,x should be reached at some point(s) on (−∞, U(x0)), the
set of which is denoted by Zt,x. Once we know Zt,x (which is non-empty by Theorem
4.17), we can obtain {y(t, x, ζ∗) | ζ∗ ∈ Zt,x} by solving (4.3.1). Substituting y(t, x, ζ∗)
back into (4.2.27) generates the corresponding candidate first stage value function. The
set of candidate optimal strategies Πλ(t, x) can be computed by (4.2.28) accordingly.
Substituting each pi(t, x, ζ∗) into (4.2.1), if the resulting SDE admits a strong solution and
either of the conditions in Theorem 4.10 is satisfied, then the corresponding pi(t, x, ζ∗)
is an optimal feedback control. Then we have V(t, x, ζ∗) is indeed the first stage value
function . Finally, we can say that V (t, x) = V(t, x, ζ∗)− λδ(U((x0)− ζ∗)+ − λζ∗ is the
final value function for our efficient frontier problem.
Assume Zt,x is known and the optimality of V(t, x, ζ∗) and pi(t, x, ζ∗) have been verified.
Recall that V (t, x) in (4.2.7) is defined by subtracting scaled CVaR from the expected
terminal utility, the values of the latter two are of our interest. We start with Et,x[U(X∗T )]
in (4.2.5) which is easier to compute. X∗T and Y
∗
T are related via X
∗
T = −∂U˜y(Y ∗T , ζ∗),
with Y ∗T = Yt exp(−12α2(t)− α(t)Z), Z ∼ N(0, 1), and the sub-differential of U˜ is
∂U˜y(y, ζ∗) =

(U˜)′(y), 0 < y ≤ y(0)(ζ∗),
− U−1(η(ζ∗)), y(0)(ζ∗) ≤ y ≤ y(λ)(ζ∗),
(U˜)′(
y
1 + λδ
), y ≥ y(λ)(ζ∗).
Thus the expected terminal utility is
Et,x[U(X∗T )] =
4
3
(
y
1 + λδ
)−3 exp(6α2(t))Φ(z(λ)(t, y, ζ∗)− 3α(t))
+ 2(
y
1 + λδ
)−1 exp(α2(t))Φ(z(λ)(t, y, ζ∗)− α(t))
+ η(ζ∗)[Φ(z(0)(t, y, ζ∗))− Φ(z(λ)(t, y, ζ∗))]
4
3
y−3 exp(6α2(t))Φ(−z(0)(t, y, ζ∗) + 3α(t))
+ 2y−1 exp(α2(t))Φ(−z(0)(t, y, ζ∗) + α(t)).
(4.3.4)
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where y satisfies V˜y(t, y, ζ∗) + x = 0.
As for CVaR, in case of λ > 0
CVaRt,xβ (Z(X
∗
T )) = λ
−1(Et,x[U(X∗T )]− V (t, x)).
When λ = 0, CVaRt,xβ (Z(X
∗
T )) can be computed by (4.2.4) and the details of which are
discussed in Section 4.2.4. It is necessary to compute CVaR with λ = 0 and treat it as
a reference in analysing impact of introducing CVaR constraint (see numerical analysis
in Section 4.4).
4.3.3 Yaari Utility as an Example of non-Smooth Utility
Assume utility function is chosen to be U(x) = x ∧H,x ≥ 0, H > 0.
Case 1: η(ζ) ∈ (0, H) (or U(x0)−H < ζ < U(x0))
In this case, we have that for each fixed ζ
U˜(y, ζ) =

H(1− y) + λδη(ζ) 0 ≤ y ≤ y(0)
η(ζ)(1− y) + λδη(ζ) y(0) ≤ y ≤ y(λ)
0 y ≥ y(λ)
where y(ι) = 1 + ιδ, ι = 0, λ. Note that, U˜(·, ζ) is a piecewise linear function of y and is
continuous at y = y(ι), ι = 0, λ. The dual value function is
V˜(t, y, ζ) =− η(ζ)y[Φ(z(0)(t, y) + α(t))− Φ(z(λ)(t, y) + α(t))]
+ (1 + λδ)η(ζ)[Φ(z(0)(t, y))− Φ(z(λ)(t, y))]
−HyΦ(−z(0)(t, y)− α(t)) + (H + λδη(ζ))Φ(−z(0)(t, y))
where
z(ι)(t, y) =
1
α(t)
ln
y
y(ι)
− α(t)
2
, ι = 0, λ.
The construction of candidate first stage value function V requires y(t, x, ζ) satisfying
implicit equation (4.2.26). V˜y can be calculated directly from above expression for V˜,
substituting which back into (4.2.26) yields,
−η(ζ)[Φ(z(0)(t, y) + α(t))− Φ(z(λ)(t, y) + α(t))]−HΦ(−z(0)(t, y)− α(t)) + x = 0.
(4.3.5)
It seems there is no explicit solution to (4.3.5). Assume we can numerically solve for
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y(t, x, ζ). By substituting it into (4.2.27) and considering the fact that limy→0 V˜y(t, y, ζ) =
−H, limy→0 V˜(t, y, ζ) = H+λδη(ζ), candidate first stage value function can then be rep-
resented as
V(t, x, ζ) =
{
V˜(t, y(t, x, ζ), ζ)) + xy(t, x, ζ), 0 ≤ t < T, 0 ≤ x < H
H + λδη(ζ), 0 ≤ t < T, x ≥ H.
As for the second stage problem, since y(ι), ι = 0, λ are ζ independent,
U˜ζ(y, ζ) =

− λδ, 0 < y < y(0),
y − (1 + λδ), y(0) < y < y(λ),
0, y > y(λ).
It can be checked that U˜ζ(·, ζ) is continuous at y(ι) = 1 + ιδ. Therefore, both U˜ and U˜ζ
are continuous functions of (y, ζ). Consequently, V˜ and V are continuously differentiable
with respect to ζ. The derivative of second stage target function is
gt,xζ (ζ) = −λδΦ(−z(0))− (1 + λδ)[Φ(z(0))− Φ(z(λ))] + y[Φ(z(0) + α(t))− Φ(z(λ) + α(t))] + λ(δ − 1).
It can be checked that in the limiting case
lim
ζ↓(U(x0)−ζ)
gt,xζ (ζ) = λ(δ − 1) > 0, lim
ζ↑U(x0)
gt,xζ (ζ) = −λ < 0.
Case 2: η(ζ) < 0 (or U(x0) < ζ <∞)
In this case, first stage utility function reduces to U(x, ζ) = U(x) = x ∧H and its dual
function takes the form U˜(y, ζ) = U˜(y) = (y(0) − y)H ∨ 0.
Dual value function can then be calculated explicitly as
V˜(t, y, ζ) = HΦ(−z(0)(t, y))−HyΦ(−z(0)(t, y)− α(t)).
Taking partial derivative w.r.t. y to the above expression for V˜, we have
V˜y(t, y, ζ) = −HΦ(−z(0)(t, y)− α(t)).
In this case, the solution of implicit equation (4.2.26) can be explicitly calculated as
y(t, x, ζ) = exp(ln y(0) −
α2(t)
2
− α(t)Φ−1( x
H
)).
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The candidate optimal value function for the first stage problem is given by
V(t, x, ζ) =
HΦ(Φ
−1(
x
H
) + α(t)), 0 ≤ t < T, 0 ≤ x < H
H, 0 ≤ t < T, x ≥ H.
As for the second stage problem, note again that U˜(y, ζ) is independent of ζ. Conse-
quently, V˜ and V do not depend on ζ. Considering the fact that ζ > U(x0)
gt,xζ (ζ) = −λ < 0, ζ ∈ (U(x0),+∞).
That is to say, gt,x is strictly decreasing on (U(x0),+∞). In the limiting case
lim
ζ↓U(x0)
gt,xζ (ζ) = −λ.
Case 3: η(ζ) > H (or ζ < U(x0)−H)
In this case, first stage utility function reduces to U(x, ζ) = (1+λδ)U(x) = (1+λδ)(x∧H)
and its dual function takes the form U˜(y, ζ) = (y(λ) − y)H ∨ 0.
Dual value function can be calculated explicitly as
V˜(t, y, ζ) = (1 + λδ)HΦ(−z(λ)(t, y))−HyΦ(−z(λ)(t, y)− α(t)).
Taking partial derivative w.r.t. y to the above expression for v˜, we have
V˜y(t, y, ζ) = −HΦ(−z(λ)(t, y)− α(t)).
In this case, the solution of implicit equation (4.2.26) can be explicitly calculated as
y(t, x, ζ) = exp(ln y(λ) −
α2(t)
2
− α(t)Φ−1( x
H
)).
The candidate optimal value function for the first stage problem is given by
V(t, x, ζ) =
 (1 + λδ)HΦ(Φ
−1(
x
H
) + α(t)), 0 ≤ t < T, 0 ≤ x < H
(1 + λδ)H, 0 ≤ t < T, x ≥ H.
As for the second stage problem, note that U˜(y, ζ) is actually independent of ζ. Conse-
quently, V˜ and V do not depend on ζ. Considering the fact that ζ < U(x0)−H
gt,xζ (ζ) = λ(δ − 1) > 0, ζ ∈ (−∞, U(x0)−H)
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That is to say, gt,x is strictly increasing on (−∞, U(x0)−H). In the limiting case
lim
ζ↑(U(x0)−H)
gt,xζ (ζ) = −λ.
Based on discussions for Cases 1,2& 3, we can conclude that maximum of gt,x is reached
at some ζ∗ in (U(x0) −H,U(x0)). We may choose Sα, defined in Appendix A.2, to be
Sα = [U(x0)−H,U(x0)] and this gives us a starting interval to search for the maximizers
of gt,x, i.e. Zt,x, such that 0 is one of their general gradients. Once we find Zt,x, we can
obtain {y(t, x, ζ∗) | ζ∗ ∈ Zt,x} by solving (4.3.1). Substituting y(t, x, ζ∗) back into (4.2.27)
generates the corresponding candidate first stage value function. The set of candidate
optimal strategies Πλ(t, x) can be computed by (4.2.28) accordingly.
Our last step would be to show that conditions in the verification theorem (Theorem
4.10) are satisfied and thereby trading strategies in Πλ(t, x) are indeed optimal. The
candidate value function w(t, x) in Theorem 4.9 takes the form, for ζ∗ ∈ Zt,x, that
w(t, x, ζ∗) =
{
V˜(t, y(t, x, ζ∗), ζ∗) + xy(t, x, ζ∗) 0 ≤ t < T, 0 ≤ x < H
H + λδη(ζ∗) 0 ≤ t < T, x ≥ H.
We first show the boundedness condition on w(s,Xpi
∗
s , ζ
∗) for t ≤ s ≤ T a.s.. From the
expression for w(t, x, ζ∗), we know that w(t, x, ζ∗) = H + λδη(ζ∗) for {(t, x) : 0 ≤ t <
T, x ≥ H}. For (t, x) in {(t, x) : 0 ≤ t < T, 0 < x < H}, by results from Theorem 4.9, we
have 0 ≤ w(t, x, ζ∗) ≤ C(1 + xp) ≤ C(1 + Hp), which is also bounded. We can thereby
say that the boundedness condition is satisfied.
The lack of an explicit expression for pi(t, x, ζ∗) makes it unlikely to check whether SDE
(4.2.1) admits a nonnegative strong solution. Therefore, we can only say that if SDE
(4.2.1) indeed has a nonnegative strong solution, then w(t, x, ζ∗) is the optimal solution
for our efficient frontier problem and Πλ(t, x) is the corresponding optimal feedback
control set.
Assume Zt,x is known and the optimality of V(t, x, ζ∗) and pi(t, x, ζ∗) have been verified.
Recall that V (t, x) in (4.2.7) is defined by subtracting scaled CVaR from the expected
terminal utility, the values of the latter two are of our interest. We start with Et,x[U(X∗T )]
in (4.2.5) which is easier to compute. X∗T and Y
∗
T are related via X
∗
T = −∂U˜y(Y ∗T , ζ∗),
with Y ∗T = Yt exp(−12α2(t)− α(t)Z), Z ∼ N(0, 1), and the sub-differential of U˜ is
∂U˜(y, ζ∗) =

−H, 0 < y < y(0),
− η(ζ∗), y(0) < y < y(λ),
0, y < y(λ).
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Thus the expected terminal utility is
Et,x[U(X∗T )] =η(ζ
∗)[Φ(z(0)(t, y))− Φ(z(λ))(t, y)] +HΦ(−z(0)(t, y))(4.3.6)
where y satisfies V˜y(t, y, ζ∗) + x = 0. As for CVaR, in case of λ > 0
CVaRt,xβ (Z(X
∗
T )) = λ
−1(Et,x[U(X∗T )]− V (t, x)).
When λ = 0, CVaRt,xβ (Z(X
∗
T )) can be computed by (4.2.4) and the details of which are
discussed in Section 4.2.4. It is necessary to compute CVaR with λ = 0 and treat it as
a reference in analysing impact of introducing CVaR constraint (see numerical analysis
in Section 4.4).
4.4 Numerical Analysis for EFP
In this section, we perform some numerical analysis and discuss the impact of introducing
CVaR constraint by changing CVaR parameter λ. With some abuse of notation, we define
expected terminal utility and CVaR in (4.2.5) with optimal state process X∗ for a certain
choice of λ (λ ≥ 0) to be
E t,xλ := Et,x[U(X∗T )], Ct,xλ := CVaRt,xβ (Z(X∗T ))
such that
V (t, x) = E t,xλ − λCt,xλ .
Optimal strategy is denoted by Pt,xλ := pi(t, x, ζ∗). We focus on three quantities with
respect to λ, RPλ , REλ and RCλ , which represent the ratio between optimal strategy
(resp. expected terminal utility and CVaR) with a positive λ and optimal strategy
(resp. expected terminal utility and CVaR) with λ = 0, as defined below
RPλ :=
Pt,xλ
Pt,x0
, REλ :=
E t,xλ
E t,x0
, RCλ :=
Ct,xλ
Ct,x0
.
Recall duality results in Section 4.2.1 that for (t, x) ∈ D, from (4.2.27), we can compute
Vx(t, x, ζ∗) = y(t, x, ζ∗), Vxx(t, x, ζ∗) = yx(t, x, ζ∗).
Therefore, the optimal trading strategy can be written as
Pt,xλ := pi(t, x, ζ∗) = −
θ
σ
Vx(t, x, ζ∗)
xVxx(t, x, ζ∗) = −
θ
σ
1
xψx(t, x, ζ∗)
(4.4.1)
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where ψ(t, x, ζ∗) = ln y(t, x, ζ∗). In the rest of this section, for any fixed (t, x), we write
y∗ = y(t, x, ζ∗), y∗(ι) = y(ι)(t, x, ζ
∗) and ψ∗ = ψ(t, x, ζ∗) to simplify notation. Taking
derivative with respect to x on both sides of the implicit equation for y∗(see (4.2.26))
V˜yyy∗ψ∗x + 1 = 0.(4.4.2)
Thus ψ∗x can be solved accordingly.
As for REλ and RCλ , the calculation of E t,xλ and Ct,xλ have been discussed in Section 4.2.3.
4.4.1 Numerical Results for Power Utility
Assume the investor’s utility function is U(x) = xp/p, 0 < p < 1. We have shown in
Section 4.3.1 that ζ∗ < U(x0). In this case we have an explicit expression for V˜ (recall
Section 4.3.1) from which we can also compute V˜yy and thus (4.4.2) becomes[
− ( y
∗
1 + λδ
)q−1 exp(
α2
2
q(q − 1))
(
(q − 1)Φ(z∗(λ) + qα) +
1
α
φ(z∗(λ) + qα)
)
− 1
α
(pη∗)1/p
(
φ(z∗(0) + α)− φ(z∗(λ) + α)
)
(4.4.3)
−(y∗)q−1 exp(α
2
2
q(q − 1))
(
(q − 1)Φ(−z∗(0) − qα)−
1
α
φ(−z∗(0) − qα)
)]
ψ∗x + 1 = 0.
with
z∗(ι) = α
−1(t)ψ∗ − α−1(t) ln y∗(ι) −
1
2
α(t), ι = 0, λ.
We can solve for ψ∗x from (4.4.3), substituting which back into (4.4.1) will give Pt,xλ . The
left plot in Figure 4.2 shows numerical results for Pt,xλ with changing (t, x) and with fixed
λ = 1.
When λ = 0, problem (4.2.3) reduces to problem (4.2.2) which can be solved explicitly by
setting λ = 0 in Section 4.3.1 and the optimal strategy when there is no CVaR constraint
is (recall Example 4.11)
Pt,x0 (t, x) =
θ
(1− p)σ .
Therefore, the ratio between Pt,xλ and Pt,x0 is
RPλ = −
1− p
xψ∗x
.
The impact of introducing CVaR constraint (i.e. with λ > 0) on the utility maximization
problem can be shown by solving for RPλ numerically with different choices of λ (see
Figure 4.3).
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We have shown in (4.3.2) the expression for E t,xλ for λ ≥ 0. Ct,xλ = λ−1(E t,xλ − V (t, x)),
for λ > 0 (again Ct,x0 can be calculated as discussed in Section 4.2.4). The impact of
introducing CVaR constraint on expected terminal utility and CVaR itself can be shown
by solving REλ and RCλ numerically with different choices of λ (see Figure 4.4).
4.4.2 Numerical Results for non-HARA Utility
Assume the investor’s utility function to be the one in (4.2.18). We have shown in Section
4.3.2 that ζ∗ < U(x0). In this case we have an explicit expression for V˜ from which we
can also compute V˜yy and thus (4.4.2) becomes[
(
y∗
1 + λδ
)−4 exp(6α2(t))
(
4Φ(z∗(λ) − 3α(t))−
1
α(t)
φ(z∗(λ) − 3α(t))
)
+ (
y∗
1 + λδ
)−2 exp(α2(t))
(
2Φ(z∗(λ) − α(t))−
1
α(t)
φ(z∗(λ) − α(t))
)
− 1
α(t)
U−1(η∗)
(
φ(z∗(0) + α(t))− φ(z∗(λ) + α(t))
)
+ (y∗)−4 exp(6α2(t))
(
4Φ(−z∗1 + 3α(t)) +
1
α(t)
φ(−z∗(0) + 3α(t))
)
+ (y∗)−2 exp(α2(t))
(
2Φ(−z∗(0) + α(t)) +
1
α(t)
φ(−z∗(0) + α(t))
)]
ψ∗x + 1 = 0
(4.4.4)
with
z∗(ι) = α
−1(t)ψ∗ − α−1(t) ln y∗(ι) −
1
2
α(t), ι = 0, λ.
We can solve for ψ∗x from (4.4.4), substituting which back into (4.4.1) will give Pt,xλ . The
middle plot in Figure 4.2 shows numerical results for Pt,xλ with changing (t, x) and with
fixed λ = 1.
When λ = 0, problem (4.2.3) reduces to problem (4.2.2) which can be solved explicitly by
setting λ = 0 in Section 4.3.2 and the optimal strategy when there is no CVaR constraint
is (recall Example 4.12)
Pt,x0 =
4θ
σ
√
1 + 4ξ(t, x)
1 +
√
1 + 4ξ(t, x)
.
Therefore, the ratio between Pt,xλ and Pt,x0 is
RPλ = −
1
4xψ∗x
1 +
√
1 + 4ξ(t, x)√
1 + 4ξ(t, x)
.
The impact of introducing CVaR constraint (i,e, with λ > 0) on the utility maximization
problem can be shown by solving for RPλ numerically with different choices of λ (see
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Figure 4.3).
We have shown in (4.3.2) the expression for E t,xλ for λ ≥ 0. Ct,xλ = λ−1(E t,xλ − V (t, x)),
for λ > 0 (again Ct,x0 can be calculated as discussed in Section 4.2.4). The impact of
introducing CVaR constraint on expected terminal utility and CVaR itself can be shown
by solving REλ and RCλ numerically with different choices of λ (see Figure 4.4).
4.4.3 Numerical Results for Yaari Utility
Assume the investor’s utility function is U(x) = x ∧ H,x ≥ 0, where H is a positive
constant. We have shown in Section 4.3.3 that U(x0)−H < ζ∗ < U(x0). In this case we
have an explicit expression for V˜ from which we can also compute V˜yy and thus (4.4.2)
becomes [
− η
∗
α(t)
[φ(z∗(0) + α(t))− φ(z∗(λ) + α(t)] +
H
α(t)
φ(−z∗(0) − α(t))
]
ψ∗x + 1 = 0(4.4.5)
with
z∗(ι) = α
−1(t)ψ∗ − α−1(t) ln y∗ι −
1
2
α(t), ι = 0, λ.
We can solve for ψ∗x from (4.4.5), substituting which back into (4.4.1) will give Pt,xλ . The
right plot in Figure 4.2 shows numerical results for Pt,xλ with changing (t, x) and with
fixed λ = 1.
When λ = 0, problem (4.2.3) reduces to problem (4.2.2) which can be solved explicitly by
setting λ = 0 in Section 4.3.3 and the optimal strategy when there is no CVaR constraint
is (recall Example 4.13)
Pt,x0 =
θ
σ
H
α(t)x
φ(Φ−1(
x
H
)).
Therefore, the ratio between Pt,xλ and Pt,x0 is
RPλ = −
α(t)
Hφ(Φ−1( xH ))ψ
∗
x(t, x)
.
The impact of introducing CVaR constraint (i.e. with λ > 0) on the utility maximization
problem can be shown by solving for RPλ numerically with different choices of λ (see
Figure 4.3).
We have shown in (4.3.2) the expression for E t,xλ for λ ≥ 0. Ct,xλ = λ−1(E t,xλ − V (t, x)),
for λ > 0 (again Ct,x0 can be calculated as discussed in Section 4.2.4). The impact of
introducing CVaR constraint on expected terminal utility and CVaR itself can be shown
by solving REλ and RCλ numerically with different choices of λ (see Figure 4.4).
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Figure 4.2: Pt,xλ as a function of (t, x) (left panel: power utility, middle panel: non-HARA, right panel:
Yaari utility. Parameters are β = 0.95, µ− r = 0.1, σ = 0.4, T = 10, p = 0.5, H = 103, and λ = 1.
Figure 4.2 describes the shape of Pt,xλ for the efficient frontier problem with CVaR coef-
ficient λ = 1. For all three chosen utility functions, we can observe that Pt,xλ gradually
tends to zero as t→ T , indicating that as approaching the end of the investment horizon,
it is optimal not to invest in the risky asset due to existence of CVaR constraint.
Figure 4.3: RPλ as a function of λ (left panel: power utility, middle panel: non-HARA, right panel: Yaari
utility. Parameters are β = 0.95, µ− r = 0.1, σ = 0.4, T = 10, p = 0.5, H = 103, t = 0, x = 500.
Figure 4.3 indicates a monotonically descending tendency of RPλ with respect to λ. The
decrement is rapid as λ increases from 0 and slows down thereafter. This is reasonable,
as the investor puts more penalty to high CVaR, less should she invest in the risky
asset compared to the case where CVaR constraint is not in presence. As λ continues
increasing, RPλ tends to zero gradually and stabilizes thereafter.
Figure 4.4 indicates monotonic decrease of REλ and RCλ with respect to λ. The decrement
of RCλ is at a much higher speed compared to that of REλ , though both slow down as λ
continues increasing. Eventually, RCλ goes to zero andREλ stabilizes. Note that the shape
of RPλ for each utility function in Figure 4.3 resembles the shape of their corresponding
RCλ in Figure 4.4. Recall that CVaR is defined as the average tail distribution of U(x0)−
U(X∗T ) which equals zero only when pi
∗(t, x) ≡ 0 such that XT = x0. We can say,
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Figure 4.4: REλ and RCλ as functions of λ (left panel: power utility, middle panel: non-HARA, right panel:
Yaari utility. Parameters are β = 0.95, µ− r = 0.1, σ = 0.4, T = 10, p = 0.5, H = 103, t = 0, x = 500.
from these plots, that by introducing CVaR constraint, specially for small values of λ,
the investor greatly reduces her expected shortfall with relatively small reduction in her
expected terminal utility.
λ 1−REλ 1−RCλ
0.00 0.00% 0.00%
0.10 0.81% 36.34%
0.20 2.15% 50.59%
0.50 6.98% 73.50%
1.00 13.89% 88.78%
2.00 21.17% 97.09%
λ 1−REλ 1−RCλ
0.00 0.00% 0.00%
0.10 0.04% 2.49%
0.20 0.19% 4.84%
0.50 1.53% 14.23%
1.00 8.22% 36.28%
2.00 31.13% 75.87%
λ 1−REλ 1−RCλ
0.00 0.00% 0.00%
0.10 0.00% 0.00%
0.20 2.35% 21.28%
0.50 11.62% 68.04%
1.00 19.92% 86.75%
2.00 27.97% 95.95%
Table 4.1: List of numerical results for 1−REλ and 1−RCλ . Parameters are β = 0.95, µ−r = 0.1, σ = 0.4,
T = 10, p = 0.5, H = 103, x0 = 500, t = 0, x = 500.
Detailed data for RCλ and REλ are shown in Table 4.1, where a reduction of expected
utility and CVaR are presented by quantities 1 −REλ and 1 −RCλ , respectively. Again,
the introduction of CVaR constraint greatly reduces the average tail loss of the investor’s
portfolio with a tolerable compensation of her expected terminal utility.
The relative reduction rates of RCλ and REλ diverges for different choices of utility func-
tion. Our analysis provides an approach for an investor with given utility function to
compare the impact of CVaR constraint on her terminal expected utility and terminal
CVaR, and thus she can choose a λ to come up with a trading strategy that better suits
her investment appetite.
4.5 Asymptotic Analysis with Small Proportional Transaction Costs
Assume the same financial market as in Section 4.3 with one bank account and one
stock. The stock is with constant drift µ and diffusion coefficients CVaR. We assume
the presence of small proportional transaction costs – the investor pays a fraction of the
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amount transacted on purchase and sale of stock. All such charges are paid from the
bank account.
Let Xt denote the wealth invested in the money market and Yt the wealth invested in
stock, with X0− = x0− , Y0− = y0− . The agent’s position evolves as
dXt = rXtdt− (1 + )dLt + (1− )dMt,
dYt = µYtdt+ σYtdWt + dLt − dMt.
The positive constant  1 accounts for proportional transaction costs. (Lt) and (Mt)
are right-continuous with left limits, nondecreasing andFt-adapted processes with L0− =
M0− = 0, representing cumulative dollar values for the purpose of buying and selling
stock respectively.
Define the solvency region
S := {(x, y) ∈ R2 : x+ (1 + )y ≥ 0, x+ (1− )y ≥ 0}.
We assume that the agent is given an initial position (x0− , y0−) ∈ S . An investment
and consumption strategy (Ls,Ms)s∈[t,T ] is admissible for the initial position (t, x, y),
if (Xs, Ys) starting from (Xt− , Yt−) = (x, y) is in S for all s ∈ [t, T ]. We denote by
A(t, x, y) the set of all such policies.
The investor’s objective is to maximize over A(t, x, y) the expected utility of terminal
liquidated wealth
v(t, x, y) = sup
(L,M)∈A(t,x,y)
E
[
U(XT + YT − |YT |)|Ft],
for (t, x, y) ∈ [0, T ] × S , with U being the investor’s terminal wealth utility function,
satisfying the Assumption 4.2.
Remark 4.18. In the sequel, we shall use U ′ to denote the right derivative of U and define
[U ′]−1(y) := inf{x ≥ 0, U ′(x) ≥ y} as the generalized inverse of U ′.
The following theorem is parallel to the one proved by Davis et al. (1993).
Theorem 4.19. The value function v(t, x, y) is a viscosity solution of the following vari-
ational inequality on (0, T )×S :
min{−vt − Lv,−(1− )vx + vy, (1 + )vx − vy} = 0.(4.5.1)
where the second-order differential operator L is given by
Lv = 1
2
σ2y2vyy + µyvy + rxvx
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together with terminal condition
v(T, x, y) = U(x+ y − |y|), (x, y) ∈ S .
Now, by transforming to the new coordinates (w, pi) defined by
w = x+ y, pi = y(x+ y)−1
we write v(t, x, y) = v˜(t, w, pi). The solvency region S becomes
S˜ = {(w, pi) ∈ R2 : w ≥ 0,−1/ ≤ pi ≤ 1/}.
Variational inequality (4.5.1) then becomes, for (t, w, pi) ∈ (0, T )× S˜ ,
min{−v˜t(t, w, pi)− (L˜v˜)(t, w, pi), (B˜v˜)(t, w, pi), (S˜ v˜)(t, w, pi)} = 0(4.5.2)
where
L˜v˜ = 1
2
σ2w2pi2
[
v˜ww + 2
1− pi
w
v˜piw + (
1− pi
w
)2v˜pipi − 21− pi
w2
v˜pi
]
+ µwpi
[
v˜w +
1− pi
w
v˜pi
]
+ rw(1− pi)
[
v˜w − pi
w
v˜pi
]
B˜v˜ = wv˜w − (1 + pi)v˜pi
S˜ v˜ = wv˜w + (1− pi)v˜pi.
with terminal condition v˜(T,w, pi) = U(w − |piw|).
4.5.1 Asymptotic Analysis for Utility Maximization Problem with Trans-
action Costs for any Utility Function
The problem with  = 0 is the frictionless case with no transaction costs. Assume
we have solved this problem by the duality approach disccused in Section 4.2.1 and
the corresponding optimal trading strategy and value function are denote by pi∗(t, w)
and v∗(t, w), respectively, where w is the amount of wealth at time t. In this section,
we perform asymptotic analysis to the classical solution of (4.5.1) around its frictionless
counterparty v∗ and to the boundaries of the no transaction region around the frictionless
optimal strategy pi∗.
Assumption 4.20. Assume there exist pi±(t, w) on D = {(t, w) : 0 ≤ t < T, 0 < w <
−v˜∗y(t, 0)}, where v˜∗ is the dual value function in the frictionless case, such that
−1/ < pi−(t, w) < pi∗(t, w) < pi+(t, w) < 1/,
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and are differentiable w.r.t.w. Assume also that the inverse function of φ(t, w) = w +
wpi−(t, w) and ψ(t, w) = w − wpi+(t, w) w.r.t. w exist and are differentiable w.r.t.w.
Assumption 4.21. Assume that the “no transaction” region takes the form
NT = {(t, w, pi) : t ∈ [0, T ], w ≥ 0, pi ∈ (pi−(t, w), pi+(t, w))},
and the buy and sell regions, respectively, are such that,
B = {(t, w, pi) : t ∈ [0, T ], w ≥ 0, pi ∈ [−1/, pi−(t, w)]}
S = {(t, w, pi) : t ∈ [0, T ], w ≥ 0, pi ∈ [pi+(t, w),+1/]},
Assumption 4.22. Assume that v ∈ C1,2,2([0, T ] ×S ). It follows that v˜ ∈ C1,2,2([0, T ] ×
S˜ ). Moreover, assume
(B˜v˜)(t, w, pi) = 0, pi ∈ B,(4.5.3)
− v˜t(t, w, pi)− (L˜v˜)(t, w, pi) = 0, pi ∈ NT ,(4.5.4)
(S˜ v˜)(t, w, pi) = 0, pi ∈ S.(4.5.5)
Assumption 4.23. Assume pi∗(t, w), (t, w) ∈ D is such that the following PDE
(M f)(t, w) = 0, f(T,w) = 0(4.5.6)
where
M f = ft +
1
2
σ2w2(pi∗)2fww + µwpi∗fw + rw(1− pi∗)fw,
has a unique solution f(t, w) ≡ 0. †
With all above mentioned assumptions, we can now perform the asymptotic analysis to
problem (4.5.2). Main results are summarised and proved in the following theorem.
Theorem 4.24. In the presence of small proportional transaction costs with parameter
,   1. Under Assumptions 4.21–4.23 and assume both no transaction region bound-
aries pi± and value function v˜(t, w, pi) in the no transaction region can be expanded in
powers of 1/3, then the asymptotic results for pi±(t, w) and v˜(t, w, pi) with respect to
their corresponding frictionless counterparties pi∗(t, w) and v∗(t, w) are such that, for
(t, w) ∈ D, pi
+(t, w) = pi∗(t, w) + Π(t, w)1/3 + O
(
1/3
)
pi−(t, w) = pi∗(t, w)−Π(t, w)1/3 + O
(
1/3
)(4.5.7)
†for existence and uniqueness of solution to a general second order parabolic PDE see Appendix B.
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where
Π(t, w) =
(3σ
2θ
[wpi∗w(t, w)− (1− pi∗(t, w))]2
)1/3
pi∗(t, w),(4.5.8)
and in the no transaction region,
v˜(t, w, pi) =v∗(t, w) +H(20)(t, w)2/3 + O()
where H(20) satisfies PDE
(MH(20))(t, w) = −1
2
σ2w2v∗ww(t, w)
[3
2
(pi∗(t, w))2
[
wpi∗w(t, w)− (1− pi∗(t, w))
]2 v∗w(t, w)
wv∗ww(t, w)
]2/3(4.5.9)
with terminal condition H(20)(T,w) = 0.
Proof. Denote value function v˜ in buy, sell and no transaction regions to be v˜B, v˜S , v˜NT ,
respectively. Equation (4.5.3), (4.5.5), together with continuity assumption of v˜ in pi,
imply that in the buy region{
wv˜Bw − (1 + pi)v˜Bpi = 0
v˜B(t, w, pi−(t, w)) = v˜NT (t, w, pi−(t, w))
and in the sell region {
wv˜Sw + (1− pi)v˜Spi = 0
v˜S(t, w, pi+(t, w)) = v˜NT (t, w, pi+(t, w)).
The general solution for the above two partial differential equations w.r.t. v˜B and v˜S are
v˜B(t, w, pi) = H−(t, w + piw), v˜S(t, w, pi) = H+(t, w − piw)
for arbitrary functions H± with two arguments. By applying boundary conditions, v˜B
and v˜S can be solved as,
v˜B(t, w, pi) = v˜NT (t, φ−1(t, w + piw), pi−(t, φ−1(t, w + piw)))(4.5.10)
v˜S(t, w, pi) = v˜NT (t, ψ−1(t, w − piw), pi+(t, ψ−1(t, w − piw))(4.5.11)
where φ(t, w) = w+ wpi−(t, w), ψ(t, w) = w− wpi+(t, w), the inverse function of which
are defined w.r.t. w and exist by Assumption 4.20.
With the assumption in the statement of this theorem that both pi± and v˜NT can be
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expanded in powers of 1/3, we expand v˜NT as
v˜NT (t, w, pi) =v∗(t, w) +H(10)(t, w)1/3 +H(11)(t, w)(pi − pi∗(t, w))
+H(20)(t, w)2/3 +H(21)(t, w)(pi − pi∗(t, w))1/3 +H(22)(t, w)(pi − pi∗(t, w))2
+H(30)(t, w)+H(31)(t, w)(pi − pi∗(t, w))2/3 +H(32)(t, w)(pi − pi∗(t, w))21/3(4.5.12)
+H(33)(t, w)(pi − pi∗(t, w))3 +H(40)(t, w)4/3 +H(41)(t, w)(pi − pi∗(t, w))
+H(42)(t, w)(pi − pi∗(t, w))22/3 +H(43)(t, w)(pi − pi∗(t, w))31/3
+H(44)(t, w)(pi − pi∗(t, w))4 +O(5/3).
The terminal condition of v˜NT can be written as,
v˜NT (T,w, pi) = U(w)− U ′(w)|piw|+ O() = U(w)− U ′(w)|pi∗w|+ O().(4.5.13)
We must now find the coefficient functions H(ij) such that v˜NT satisfies equation (4.5.4)
and all relevant boundary and smoothness conditions.
According to the expansion of v˜NT in power of 1/3 in (4.5.12), we have
v˜NTpi (t, w, pi
±(t, w)) =H(11)(t, w) +H(21)(t, w)1/3 + 2H(22)(t, w)(pi±(t, w)− pi∗(t, w))
+H(31)(t, w)2/3 + 2H(32)(t, w)(pi±(t, w)− pi∗(t, w))1/3
+ 3H(33)(t, w)(pi±(t, w)− pi∗(t, w))2 +O().
Since we have v˜B and v˜S satisfying (4.5.3) and (4.5.5) in the buy and sell regions, re-
spectively. We should especially have, for pi = pi±(t, w), that
v˜Bpi (t, w, pi
−(t, w)) =
w
1 + pi−(t, w)
v˜Bw(t, w, pi
−(t, w)) = O(),
v˜Spi (t, w, pi
+(t, w)) = − w
1− pi+(t, w) v˜
S
w(t, w, pi
+(t, w)) = O().
By continuity of v˜ at pi±,
v˜NTpi (t, w, pi
−(t, w)) = v˜Bpi (t, w, pi
−(t, w)),
v˜NTpi (t, w, pi
+(t, w)) = v˜Spi (t, w, pi
+(t, w)).
Since the above equations should hold for any (t, w) ∈ D , by matching terms with same
order, we should have
H(11)(t, w) = 0,(4.5.14)
H(21)(t, w)1/3 + 2H(22)(t, w)(pi± − pi∗) = 0,(4.5.15)
H(31)(t, w)2/3 + 2H(32)(t, w)(pi± − pi∗)1/3 + 3H(33)(t, w)(pi± − pi∗)2 = 0.(4.5.16)
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Compare O(1) terms
With (4.5.14) in mind, taking derivatives of v˜NT , as in (4.5.12), with respect to t, w, pi
gives
v˜NTt = v
∗
t +O(1/3), v˜NTw = v∗w +O(1/3), v˜NTww = v∗ww +O(1/3),
v˜NTpi = O(1/3), v˜NTpiw = O(1/3), v˜NTpipi = 2H(22) +O(1/3).
We have omitted the arguments of v˜ and its derivatives. In the rest of the proof, we may
omit these arguments, when there is no confusion, to lighten notation .
Substituting the above derivatives back into (4.5.4) and considering terms with order
O(1) yield,
M v∗ + σ2(pi∗)2(1− pi∗)2H(22) = 0.
Since v∗ and pi∗ solve the HJB equation (4.2.9) corresponding to the case with no trans-
action costs, M v∗ vanishes. As a consequence, in order to have the above equality, we
should have
H(22) ≡ 0 (4.5.15)====⇒ H(21) ≡ 0.(4.5.17)
Compare O(1/3) terms
With (4.5.14) and (4.5.17) in mind, taking derivatives of v˜NT , as in (4.5.12), with respect
to t, w, pi gives
v˜NTt = v
∗
t +H
(10)
t 
1/3 +O(2/3),
v˜NTw = v
∗
w +H
(10)
w 
1/3 +O(2/3), v˜NTww = v∗ww +H(10)ww 1/3 +O(2/3),
v˜NTpi = O(2/3), v˜NTpiw = O(2/3), v˜NTpipi = 2H(32)1/3 + 6H(33)(pi − pi∗) +O(2/3).
Substituting the above derivatives back into (4.5.4) and considering terms with order
O(1/3) yield,
MH(10)1/3 +
[
σ2wpi∗v∗ww + (µ− r)v∗w
]
w(pi − pi∗)
+ σ2(pi∗)2(1− pi∗)2[H(32)1/3 + 3H(33)(pi − pi∗)] = 0.
The second term on the left hand side with square brackets vanishes by the expression
of pi∗ in (4.2.16). Since there is only one term including variable pi, in order to have the
above equality for all (t, w, pi) ∈ NT , we should have
H(33) ≡ 0.(4.5.18)
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As a consequence, (4.5.16) becomes
H(31)2/3 + 2H(32)(pi+ − pi∗)1/3 = 0,(4.5.19)
H(31)2/3 + 2H(32)(pi− − pi∗)1/3 = 0.(4.5.20)
By assumption, pi−(t, w) < pi+(t, w), therefore subtracting (4.5.20) from (4.5.19) gives
H(32)(pi+ − pi−) = 0⇒ H(32) ≡ 0 (4.5.19)====⇒ H(31) ≡ 0.(4.5.21)
Therefore, the equation obtained by considering terms with order O(1/3) reduces to
MH(10) = 0,
with H(10)(T,w) = 0 implied by terminal condition of v˜NT in (4.5.13) (by compar-
ing O(1/3) order terms between expansion of v˜NT (T,w, pi) and the right hand side of
(4.5.13)). Thus under Assumption 4.23, H(10) is identically zero in D.
Compare O(2/3) terms
With (4.5.14), (4.5.17), (4.5.18) and (4.5.21) in mind, taking derivatives of v˜NT as in
(4.5.12), with respect to t, w, pi, gives
v˜NTt = v
∗
t +H
(10)
t 
1/3 +H
(20)
t 
2/3 +O()
v˜NTpi =O()
v˜NTw = v
∗
w +H
(10)
w 
1/3 +H(20)w 
2/3 +O()
v˜NTpipi = 2H
(42)2/3 + 6H(43)(pi − pi∗)1/3 + 12H(44)(pi − pi∗)2 +O()
v˜NTwpi =− 2H(42)pi∗w2/3 − 6H(43)pi∗w(pi − pi∗)1/3 − 12H(44)pi∗2(pi − pi∗)2 +O()
v˜NTww = v
∗
ww +H
(10)
ww 
1/3 +H(20)ww 
2/3 + 2H(42)(pi∗w)
22/3 + 6H(43)(pi∗w)
2(pi − pi∗)1/3
+ 12H(44)(pi∗w)
2(pi − pi∗)2 +O().
Substituting the above derivatives back into (4.5.4) and considering terms with order
O(2/3) yield,
MH(20)2/3 + σ2w2(pi∗)2(pi∗w −
1− pi∗
w
)2
[
H(42)2/3 + 3H(43)(pi − pi∗)1/3 + 6H(44)(pi − pi∗)2
]
+
1
2
σ2w2v∗ww(pi − pi∗)2 = 0.
With the expression of v˜NTpipi , the above equality can be written as
MH(20)2/3 +
1
2
σ2w2(pi∗)2(pi∗w −
1− pi∗
w
)2v˜NTpipi +
1
2
σ2w2v∗ww(pi − pi∗)2 = 0.(4.5.22)
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From (4.5.10) and (4.5.12), we can derive the expansion for v˜B as
v˜B(t, w, pi) =H−(t, w + piw)
=H−(t, w) +H−w (t, w)piw + O()
=v˜NT (t, φ−1(t, w), pi−(t, φ−1(t, w))) +
[
v˜NTw (t, φ
−1(t, w), pi−(t, φ−1(t, w)))(φ−1)w(t, w)
+ v˜NTpi (t, φ
−1(t, w), pi−(t, φ−1(t, w)))pi−w (t, φ
−1(t, w))(φ−1)w(t, w)
]
piw + O()
=v˜NT (t, φ−1(t, w), pi−(t, φ−1(t, w))) + v∗w(t, φ
−1(t, w))piw + O()
=v˜NT (t, φ−1(t, w), pi−(t, φ−1(t, w))) + v∗w(t, w)piw + O()
where we have used the fact that v˜NTpi = O(),
(φ−1)w(t, w) =
1
1 + pi−(t, φ−1(t, w)) + φ−1(t, w)pi−w (t, φ−1(t, w))
= 1 +O(),
and
v∗w(t, φ
−1(t, w)) = v∗w(t, w) + v
∗
ww(t, w)(φ
−1(t, w)− w) = v∗w(t, w) +O().
To see φ−1(t, w)− w = O(), first define u = φ−1(t, w)− w, then
φ−1(t, w) = w + u ⇒ w = φ(t, w + u) = w + u+O() ⇒ u = O().
Similarly from (4.5.11) and (4.5.12), we can derive expansion for v˜S as
v˜S(t, w, pi) = v˜NT (t, ψ−1(t, w), pi+(t, ψ−1(t, w)))− v∗w(t, w)piw + O().
Consequently, we obtain that v˜
B
pi (t, w, pi
−(t, w)) = wv∗w(t, w)+ O()
v˜Bpipi(t, w, pi
−(t, w)) = O
(
2/3
) ,
 v˜
S
pi (t, w, pi
+(t, w)) = −wv∗w(t, w)+ O()
v˜Spipi(t, w, pi
+(t, w)) = O
(
2/3
) .
From the continuity of v˜pipi we assumed in Assumption 4.22, (4.5.22) at pi = pi
±(t, w)
becomes
1
2
σ2w2v∗ww(pi
±(t, w)− pi∗(t, w))2 + (MH(20))(t, w)2/3 = 0.
Thus pi
+(t, w)− pi∗(t, w) = +Π(t, w)1/3 + O
(
1/3
)
pi−(t, w)− pi∗(t, w) = −Π(t, w)1/3 + O
(
1/3
)(4.5.23)
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with
Π(t, w) =
√
−2(MH
(20))(t, w)
σ2w2v∗ww(t, w)
.
We may also equate the 2/3 terms in (4.5.22) at pi = pi∗(t, w), pi = pi+(t, w) and pi =
pi−(t, w), and substitute for pi±(t, w)− pi∗(t, w) from (4.5.23), to obtain,
M (H(20)) + σ2w2(pi∗)2(pi∗w −
1− pi∗
w
)2H(42) = 0,
M (H(20)) + σ2w2(pi∗)2(pi∗w −
1− pi∗
w
)2
[
H(42) + 3H(43)Π + 6H(44)Π2
]
+
1
2
σ2w2v∗wwΠ
2 = 0,
M (H(20)) + σ2w2(pi∗)2(pi∗w −
1− pi∗
w
)2
[
H(42) − 3H(43)Π + 6H(44)Π2
]
+
1
2
σ2w2v∗wwΠ
2 = 0,
which implies
H(42)(t, w) = − M (H
(20))(t, w)
σ2w2(pi∗(t, w))2
[
pi∗w(t, w)− w−1(1− pi∗(t, w))
]2
H(43)(t, w) ≡ 0(4.5.24)
H(44)(t, w) = − v
∗
ww(t, w)
12(pi∗(t, w))2
[
pi∗w(t, w)− w−1(1− pi∗(t, w))
]2 .
On the other hand, by expansions of v˜ in the no transaction region, we have
v˜NTpi (t, w, pi
+(t, w)) = H(41)+ 2H(42)Π+ 3H(43)Π2+ 4H(44)Π3+ O(),
v˜NTpi (t, w, pi
−(t, w)) = H(41)− 2H(42)Π+ 3H(43)Π2− 4H(44)Π3+ O().
It follows, considering H(43) ≡ 0, that
H(41) ≡ 0, 2H(42)Π + 4H(44)Π3 = −wv∗w.(4.5.25)
Combine results from (4.5.24) and (4.5.25), we have
M (H(20)) = −1
2
σ2w2v∗ww
(
− 3
2
(pi∗)2
[
wpi∗w − (1− pi∗)
]2wv∗w
v∗ww
)2/3
Π =
(3σ
2θ
[wpi∗w − (1− pi∗)]2
)1/3
pi∗,
i.e. the results in (4.5.8) and (4.5.9).
Remark 4.25. pi∗w(t, w) in (4.5.8) is well-defined in region D. Recall, it is stated in
Theorem 4.8 that v˜ ∈ C1,∞((0, T ) × (0,∞)), and in Theorem 4.9 that y ∈ C1,∞(D).
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Therefore, v(t, w) := v˜(t, y(t, w)) + wy(t, w) ∈ C1,∞(D). Considering the expression for
pi∗ in (4.2.15), we can say pi∗w is well-defined in D.
Remark 4.26. Recall that we have assumed in Assumption 4.20 that pi±(t, w) are well-
defined in D and differentiable w.r.t. w. According to the results in (4.5.7) and (4.5.8),
pi±(t, w) are differentiable w.r.t. w at least to 1/3 order terms.
Example 4.27 (Power Utility). Assume the investor has power utility U(x) = xp/p for
x ≥ 0 with p < 1, p 6= 0, and r = 0. Recall Example 4.11 that in the absence of
transaction cost, value function of the utility maximization problem is
v∗(t, w) = U(w) exp(
θ2
2
(T − t) p
1− p),
and corresponding (constant) optimal trading strategy is
pi∗(t, w) =
θ
σ(1− p) .
v∗ and pi∗ are all we need to compute the asymptotics for the boundaries of the no
transaction region with respect to pi∗ and the value function with respect to v∗ in the
presence of transaction cost.
In this case (4.5.6) is a second order parabolic equation on domain D = [0, T )×R+ and
by changing of variable u = lnw (4.5.6) can be transformed into a parabolic equation on
D˜ := [0, T )× R with constant coefficients
f˜t +
1
2
σ2(pi∗)2f˜uu + [bpi∗ − 1
2
σ2(pi∗)2]f˜u = 0, f˜(T, u) = 0.
where f˜(t, u) = f(t, w). Theorem B.8, guarantees the uniqueness of a smooth solution to
the above Cauchy problem. Thus Assumption 4.23 is satisfied and H(10)(t, w) ≡ 0.
We can explicitly compute the symmetric scaled width of the no-transaction region
Π =
(3(pi∗)2(1− pi∗)2
2(1− p)
)1/3
.(4.5.26)
Note that Π is constant. Coefficient function of order 2/3, i.e. H(20), satisfies
H
(20)
t +
1
2
σ2w2(pi∗)2H(20)ww + bwpi
∗H(2)w =
( 9
32
(pi∗)4(1− pi∗)4(1− p)
)1/3
σ2pv∗.
which is an second order inhomogeneous partial differential equation with terminal con-
dition H(20)(T,w) = 0. This equation has a unique solution
H(20)(t, w) = −
( 9
32
(pi∗)4(1− pi∗)4(1− p)
)1/3
σ2p(T − t)v∗(t, w).
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The value function in the no transaction region with small transaction costs can then be
written as
v˜(t, w, pi)NT =
[
1−
( 9
32
(pi∗)4(1− pi∗)4(1− p)
)1/3
σ2p(T − t)2/3 +O()
]
v∗(t, w).
The boundaries of the no transaction region in this special case of power utility function
are with the same constant distance from pi∗ and can be written as
pi+,− = pi∗ ±
(3(pi∗)2(1− pi∗)2
2(1− p)
)1/3
1/3 + O
(
1/3
)
.
Figure 4.5: Power utility: Π(t, w), as surfaces against (t, w) (left), pi±(t, w), pi∗(t, w) for fixed t = 5.0
(middle) and pi±(t, w), pi∗(t, w) for fixed w = 600.0 (right). Parameters are µ − r = 0.1, σ = 0.4, T = 10,
p = 0.5, and  = 0.01.
In Figure 4.5, we plot, from left to right, scaled width of the no transaction region Π(t, w),
no transaction boundaries pi±(t, w) together with their frictionless counterparties pi∗(t, w)
for fixed t and w. Since pi∗ is constant, Π as a function of pi∗ (see (4.5.26)) is also
constant and thus the no transaction region is fixed for (t, w) ∈ D.
Example 4.28 (A non-HARA Utility). Assume the investor’s utility function U(x) is the
same as that in Example 4.12 and r = 0. Recall that we have solved the utility maxi-
mization problem without transaction costs and the primal value function takes the form
v∗(t, w) = exp(−3
2
α2(t))U(ξ(t, w))
and corresponding optimal strategy is
pi∗(t, w) =
4θ
σ
√
1 + 4ξ(t, w)
1 +
√
1 + 4ξ(t, w)
,
where ξ(t, w) = w exp(4α2(t)). Note that pi∗ ∈ (2θσ , 4θσ ) is bounded.
In this case (4.5.6) is a second order parabolic equation on domain D = [0, T ) × (0, H)
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and by changing of variable u = ln(−1 +√1 + 4ξ(t, w)) (4.5.6) can be transformed into
a parabolic equation on D˜ := [0, T )× R with constant coefficients
f˜t + 2θ
2f˜uu + 4θ
2f˜u = 0, f˜(T, u) = 0.
where f˜(t, u) = f(t, w). Theorem B.8, guarantees the uniqueness of a smooth solution to
the above Cauchy problem. Thus Assumption 4.23 is satisfied and H(10)(t, w) ≡ 0.
By expressions of v∗ and pi∗, we can explicitly compute the symmetric scaled width of the
no-transaction region
Π(t, w) =
(3σ
2θ
)1/3(4θ
σ
− 2θ
σ
√
1 + 4ξ(t, w)
− 1
)2/3
pi∗(t, w).(4.5.27)
Since ξ(t, w) ∈ (0,∞), we have
4θ
σ
− 2θ
σ
√
1 + 4ξ(t, w)
− 1 ∈ (2θ
σ
− 1, 4θ
σ
− 1),
thus Π is bounded in D. Coefficient function of order 2/3, i.e. H(20) satisfies
H
(20)
t +
1
2
σ2w2(pi∗)2H(20)ww + bwpi
∗H(20)w = −K2(t, w)
(
− 3
2
K1(t, w)
K2(t, w)
wv∗w
)2/3
with terminal condition H(20)(T,w) = 0. And,
K1(t, w) =
1
2
σ2(pi∗(t, w))2
(4θ
σ
− 2θ
σ
√
1 + 4ξ(t, w)
− 1
)2
K2(t, w) = −1
4
σ2 exp(−3
2
α2(t))ξ2(t, w)
H(ξ(t, w))3√
1 + 4ξ(t, w)
.
Again, by change of variable u = ln(−1+√1 + 4ξ(t, w)) , the above equation with respect
to H(20) becomes one with respect to H˜(20)(t, u) := H(20)(t, w) such that,
H˜
(20)
t + 2θ
2H˜(20)uu + 4θ
2H˜(20)u = h(t, u),
with
h(t, u) =
σ2
4
(
1√
2
eu/2) exp(−3
2
α2(t))
(12θ2
σ2
[
4θ
σ
− 2θ
σ2(eu + 1)
− 1]2
)2/3
for (t, u) ∈ D˜, with H˜(20)(T, u) = 0. This is a second-order parabolic equation with
constant coefficients and smooth inhomogeneous term on the right hand side. Thus by
Theorem B.8 it admits a unique smooth solution H˜(20). So is the uniqueness of a smooth
H(20). By Feynman-Kac formula, we have the following conditional expectation repre-
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sentation of H˜(20) such that
H˜(20)(t, u) = E
[ ∫ T
t
h(t, us)ds
∣∣∣ut = u]
where (ut)t≥0 is an Itoˆ process driven by the equation
dut = 4θ
2dt− 2θdWt, u = f−1(t, w).
where f(t, u) = ln(−1 +√1 + 4ξ(t, w)).
The value function in the no transaction region with small transaction costs can then be
written as
v˜NT (t, w, pi) = v∗(t, w) +H(20)(t, w)2/3 +O().
The boundaries of the no transaction region in the special case of this non-HARA utility
function can be written as
pi+,−(t, w) =
[
1±
(3σ
2θ
)1/3(4θ
σ
− 2θ
σ
√
1 + 4ξ(t, w)
− 1
)2/3
1/3 + O
(
1/3
)]
pi∗(t, w).
Figure 4.6: Non-HARA utility: Π(t, w), as surfaces against (t, w) (left), pi±(t, w), pi∗(t, w) for fixed t = 5.0
(middle) and pi±(t, w), pi∗(t, w) for fixed w = 600.0 (right). Parameters are µ − r = 0.1, σ = 0.4, T = 10,
and  = 0.01.
In Figure 4.6, we plot, from left to right, width of the no transaction region Π(t, w), no
transaction boundaries pi±(t, w) together with their frictionless counterparties pi∗(t, w)
for fixed t and w. Recall from the plot of pi∗(t, w) in Figure 4.1 and compare it with
Π(t, w) in Figure 4.6. It can be observed that the shape of these two resemble. This is
reflected by the expression of Π(t, w) in (4.5.27) where Π(t, w) is pi∗(t, w) scaled by a
bounded function of (t, w).
Example 4.29 (Yaari Utility). Assume the investor has a Yaari utility U(x) = x ∧H,x ≥
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0, H > 0. In Example 4.13 we have solved the utility maximization problem with no
transaction cost. The frictionless value function is
v∗(t, w) =
HΦ(Φ
−1(
w
H
) + θ
√
T − t), 0 ≤ t < T, 0 ≤ x < H
H, 0 ≤ t < T, x ≥ H.
The corresponding optimal trading strategy is
pi∗(t, w) =
Hθ
α(t)wσ
φ(Φ−1(
w
H
)) > 0, D = {(t, x) : 0 ≤ t < T, 0 < x < H}.
In this case (4.5.6) is a second order parabolic equation on domain D = [0, T ) × (0, H)
and by changing of variable u = Φ−1(w/H)
√
T − t (4.5.6) can be transformed into a
parabolic equation on D˜ := [0, T )× R with constant coefficients
f˜t +
1
2
f˜uu + θf˜u = 0, f˜(T, u) = 0.
where f˜(t, u) = f(t, w). Theorem B.8, guarantees the uniqueness of a smooth solution to
the above Cauchy problem. Thus Assumption 4.23 is satisfied and H(10)(t, w) ≡ 0.
After some tedious calculation, we can obtain
Π(t, w) =
(3
2
ρ(t, w)
)1/3
pi∗(t, w)(4.5.28)
where ρ(t, w) := σθ
(
1 +
Φ−1( w
H
)
σ
√
T−t
)2
. H(20) satisfies
H
(20)
t +
1
2
σ2w2(pi∗)2H(20)ww + bwpi
∗H(20)w =
θHφ(Φ−1( wH ) + θ
√
T − t)
2
√
T − t
(3
2
ρ(t, w)
)2/3
with terminal condition H(20)(T,w) = 0. Again, by change of variable u = Φ−1(w/H)
√
T − t,
the above equation with respect to H(20) becomes one with respect to H˜(20)(t, u) :=
H(20)(t, w) such that,
H˜
(20)
t +
1
2
H˜(20)uu + θH˜
(20)
u =
θHφ(u/
√
T − t+ θ√T − t)
2
√
T − t
(3σ
2θ
[1 +
u
σ(T − t) ]
2
)2/3
,
for (t, u) ∈ D˜, with H˜(20)(T, u) = 0. This is a second-order parabolic equation with
constant coefficients and smooth inhomogeneous term on the right hand side. Thus by
Theorem B.8 it admits a unique smooth solution H˜(20). So is the uniqueness of a smooth
H(20). By Feynman-Kac formula, we have the following conditional expectation repre-
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sentation of H˜(20) such that
H˜(20)(t, u) = E
[ ∫ T
t
θHφ(us/
√
T − s+ θ√T − s)
2
√
T − s
(3σ
2θ
[1 +
us
σ(T − s) ]
2
)2/3
ds
∣∣∣ut = u]
where u is an Itoˆ process driven by the equation
dut = θdt+ dWt, u0 = Φ
−1(w0/H)
√
T .
which has a solution ut = u0 + θt+Wt. Accordingly,
ws = HΦ
( 1√
T − s
[
Φ−1(
w0
H
) + θs+Ws
])
, t ≤ s < T.
The value function in the no transaction region with small transaction costs can then be
written as
v˜NT (t, w, pi) = v∗(t, w) +H(20)(t, w)2/3 +O().
The boundaries of the no transaction region in the special case of Yaari utility function
can be written as
pi+,−(t, w) =
[
1±
(3
2
ρ(t, w)
)1/3
1/3 + O
(
1/3
)]
pi∗(t, w).
Figure 4.7: Yaari utility: Π(t, w), as surfaces against (t, w) (left), pi±(t, w), pi∗(t, w) for fixed t = 5.0
(middle) and pi±(t, w), pi∗(t, w) for fixed w = 600.0 (right). Parameters are µ − r = 0.1, σ = 0.4, T = 10,
H = 1000, and  = 0.01.
In Figure 4.7, we plot, from left to right, width of the no transaction region Π(t, w), no
transaction boundaries pi±(t, w) together with their frictionless counterparties pi∗(t, w) for
fixed t and w. Recall from the plot of pi∗(t, w) in Figure 4.1 and compare it with Π(t, w)
in Figure 4.7. Unlike the case for power utility in Example 4.27 and non-HARA utility in
Example 4.28, shape of Π(t, w) and shape of pi∗(t, w) do not resemble each other. Though
in the expression of Π(t, w) in (4.5.28), Π(t, w) is pi∗(t, w) scaled by (32ρ(t, w))
1/3, ρ(t, w)
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is unbounded for (t, w) ∈ D and thus the shape of Π(t, w) is a mixture of ρ(t, w) and
pi∗(t, w).
4.5.2 Asymptotic Analysis for Efficient Frontier Problem
The methodology discussed in Section 4.2.2 provides a way to solve the efficient frontier
problem without transaction costs. Recall that once the second stage optimizer(s) ζ∗
are found, first stage value function V(t, x, ζ∗) and optimal strategy pi(t, x, ζ∗) can be
obtained accordingly. These results correspond to the frictionless without transaction
costs, which are inputs to the asymptotic analysis mentioned in 4.5.1.
Since for most cases, efficient frontier problem can only be solved by numerically solving
relevant equations to get V(t, x, ζ∗) and pi(t, x, ζ∗). For asymptotic analysis for efficient
frontier problems with proportional transaction costs, we will focus only on three exam-
ples. Their corresponding frictionless problems have been studied in Section 4.3.
Assume for each fixed (t, w), we have solved problem (4.2.5), either numerically or ana-
lytically, such that we have the knowledge of
V∗(t, w) := V(t, w, ζ∗), pi∗(t, w) := pi(t, w, ζ∗).
From now on, we use w instead of x to denote the starting amount of wealth in efficient
frontier problem without transaction costs.
In order to compute the scaled width of no transaction region, Π, from (4.5.8), we need
pi∗w. In the case where closed forms of pi∗, pi∗w are available, Π can be computed directly
as a function of pi∗ and pi∗w. Otherwise, we need to numerically solve for pi∗w, like what
we did to get pi∗ in Section 4.4. In (4.4.1) we have derived that pi∗ = − θσ 1wψ∗w where
ψ∗ = ln y∗. Theorem 4.9 shows that y∗ ∈ C1,∞, which guarantees ψ∗ww is well-defined
and thus we have
pi∗w(t, w) =
∂
∂w
(− θ
σ
1
wψ∗w
) =
θ
σwψ∗w
(
1
w
+
ψ∗ww
ψ∗w
).
Recall in Section 4.4 that ψ∗w satisfies (4.4.2), by taking derivative w.r.t. w on both sides
of which we have
(
(y∗)2V˜yyy + y∗V˜yy
)
(ψ∗w)
2 + V˜yyy∗ψ∗ww = 0.(4.5.29)
Once ψ∗ww is solved by equation (4.5.29), pi∗w is known. Substituting pi∗ and pi∗w back into
(4.5.8) gives Π.
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4.5.2.1 Power Utility
Assume the investor’s utility function is U(x) = xp/p, 0 < p < 1. In this case we have
an explicit expression for V˜ from which we can also compute V˜yy and V˜yyy, and thus
(4.5.29) becomes
[
− ( y
∗
1 + λδ
)q−1 exp(
α2
2
q(q − 1))
(
(q − 1)2Φ(z∗(λ) + qα) + (
2(q − 1)
α
−
z∗(λ) + qα
α2
)φ(z∗(λ) + qα)
)
+
1
α2
(pη∗)1/p
(
(z∗(0) + α)φ(z
∗
(0) + α)− (z∗(λ) + α)φ(z∗(λ) + α)
)
− (y∗)q−1 exp(α
2
2
q(q − 1))
(
(q − 1)2Φ(−z∗(0) − qα) + (
2(q − 1)
α
−
z∗(0) + qα
α2
)φ(−z∗(0) − qα)
)]
(ψ∗w)
2
+
[
− ( y
∗
1 + λδ
)q−1 exp(
α2
2
q(q − 1))
(
(q − 1)Φ(z∗(λ) + qα) +
1
α
φ(z∗(λ) + qα)
)
− 1
α
(pη∗)1/p
(
φ(z∗(0) + α)− φ(z∗(λ) + α)
)
− (y∗)q−1 exp(α
2
2
q(q − 1))
(
(q − 1)Φ(−z∗(0) − qα)−
1
α
φ(−z∗(0) − qα)
)]
ψ∗ww = 0.
The only unknown quantity in the above equation is ψ∗ww, by solving for which we can
get Π and thus pi+,−(t, w). Numerical results for Π as a surface of (t, w) and Π with fixed
t or fixed w are shown in Figure 4.8.
Figure 4.8: Power utility: Π(t, w) as a surface against (t, w) for λ = 1 (left), Π(t, w) for fixed w = 600
(middle) and Π(t, w) for fixed t = 5 (right). In each plot, we have λ = 0 (solid line), λ = 1 (line with solid
dot), λ = 2 (line with ‘x’) and λ = 3 (dashed line). Parameters are µ− r = 0.1, σ = 0.4, T = 10, H = 103,
p = 0.5, β = 0.95.
Left plot in Figure 4.8 shows Π(t, w) as a surface of changing (t, w) with CVaR parameter
λ = 1. The middle (resp. right) one contains Π(t, w) with fixed w (resp. t) against
changing t (resp. w). Recall that in the case of power utility function without CVaR
constraint (λ = 0), Π(t, w) is constant w.r.t. (t, w) (see results in Example 4.27 and
Figure 4.5) which is also reflected by the solid lines in the middle and right plots of
Figure 4.8. The frictionless optimal strategy pi∗(t, w) for efficient frontier problem with
power utility function and λ = 1 was plotted in left plot of Figure 4.2. Similar to pi∗(t, w),
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Π(t, w) decreases w.r.t. t and remains constant for fixed t and changing w. Furthermore,
from the middle and right plots of Figure 4.8, it is shown that as the value of λ increases,
Π(t, w) decreases. This is as expected since as the constraint on CVaR tightens, the
investor becomes more conservative about her strategy and the no transaction region
narrows.
4.5.2.2 Non-HARA Utility
Assume the investor’s utility function to be the one in (4.2.18). In this case we have an
explicit expression for V˜ from which we can also compute V˜yy and V˜yyy, and thus (4.5.29)
becomes[
(
y∗
1 + λδ
)−4 exp(6α2)
(
− 16Φ(z∗(λ) − 3α) +
8
α
φ(z∗(λ) − 3α) +
1
α2
(z∗(λ) − 3α)φ(z∗(λ) − 3α)
)
+ (
y∗
1 + λδ
)−2 exp(α2)
(
− 4Φ(z∗(λ) − α) +
4
α
φ(z∗(λ) − α) +
1
α2
(z∗(λ) − α)φ(z∗(λ) − α)
)
+
1
α2
U−1(η∗)
(
(z∗(0) + α)φ(z
∗
(0) + α)− (z∗(λ) + α)φ(z∗(λ) + α)
)
+ (y∗)−4 exp(6α2)
(
− 16Φ(−z∗(0) + 3α)−
8
α
φ(−z∗(0) + 3α) +
1
α2
(−z∗(0) + 3α)φ(−z∗(0) + 3α)
)
+ (y∗)−2 exp(α2)
(
− 4Φ(−z∗(0) + α)−
4
α
φ(−z∗(0) + α) +
1
α2
(−z∗(0) + α)φ(−z∗(0) + α)
)]
(ψ∗w)
2
+
[
(
y∗
1 + λδ
)−4 exp(6α2)
(
4Φ(z∗(λ) − 3α)−
1
α
φ(z∗(λ) − 3α)
)
+ (
y∗
1 + λδ
)−2 exp(α2)
(
2Φ(z∗(λ) − α)−
1
α
φ(z∗(λ) − α)
)
− 1
α
U−1(η∗)
(
φ(z∗(0) + α)− φ(z∗(λ) + α)
)
+ (y∗)−4 exp(6α2)
(
4Φ(−z∗(0) + 3α) +
1
α
φ(−z∗(0) + 3α)
)
+ (y∗)−2 exp(α2)
(
2Φ(−z∗(0) + α) +
1
α
φ(−z∗(0) + α)
)]
ψ∗ww = 0.
The only unknown quantity in the above equation is ψ∗ww, by solving for which we can
get Π and thus pi+,−(t, w). Numerical results for Π as a surface of (t, w) and Π with fixed
t or fixed w are shown in Figure 4.9.
Left plot in Figure 4.9 shows Π(t, w) as a surface of changing (t, w) with CVaR parameter
λ = 1. The middle (resp. right) one contains Π(t, w) with fixed w (resp. t) against
changing t (resp. w). Recall that in the case of non-HARA utility function without
CVaR constraint (λ = 0), Π(t, w) is bounded w.r.t. (t, w) (see results in Example 4.28
and Figure 4.6) and special cases of fixed t and w are also shown as the solid lines in the
middle and right plots of Figure 4.9. Besides, the frictionless optimal strategy pi∗(t, w)
for efficient frontier problem with non-HARA utility function and λ = 1 was plotted in
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Figure 4.9: Non-HARA utility: Π(t, w) as a surface against (t, w) for λ = 1 (left), Π(t, w) for fixed w =
600 (middle) and Π(t, w) for fixed t = 5 (right). In each plot, we have λ = 0 (solid line), λ = 1 (line with
solid dot), λ = 2 (line with ‘x’) and λ = 3 (dashed line). Parameters are µ − r = 0.1, σ = 0.4, T = 10,
H = 103, p = 0.5, β = 0.95.
middle plot of Figure 4.2. Similar to pi∗(t, w), Π(t, w) decreases w.r.t. t and changes
slightly for changing w. Furthermore, from the middle and right plots of Figure 4.9, it
is shown that as the value of λ increases, Π(t, w) decreases.
4.5.2.3 Yaari Utility
Assume the investor’s utility function is U(x) = x ∧ H,x ≥ 0, where H is a positive
constant. In this case we have an explicit expression for V˜ from which we can also
compute V˜yy and V˜yyy, and thus (4.5.29) becomes[ η∗
α2
(
(z∗(0) + α)φ(z
∗
(0) + α)− (z∗(λ) + α)φ(z∗(λ) + α)
)
− H
α2
(z∗(0) + α)φ(−z∗(0) − α)
]
(ψ∗w)
2
+
[
− η
∗
α
(
φ(z∗(0) + α)− φ(z∗(λ) + α
)
+
H
α
φ(−z∗(0) − α)
]
ψ∗ww = 0.
The only unknown quantity in the above equation is ψ∗ww, by solving for which we can
get Π and thus pi+,−(t, w). Numerical results for Π as a surface of (t, w) and Π with fixed
t or fixed w are shown in Figure 4.10.
Left plot in Figure 4.10 shows Π(t, w) as a surface of changing (t, w) with CVaR parameter
λ = 1. The middle (resp. right) one contains Π(t, w) with fixed w (resp. t) against
changing t (resp. w). Recall that in the case of Yaari utility function without CVaR
constraint (λ = 0), Π(t, w) is plotted Figure 4.7 and special cases of fixed t and w are also
shown as the solid lines in the middle and right plots of Figure 4.10. Unlike the Π that
explodes as t approaches T , see left plot in Figure 4.7), Π vanishes when approaching
end of investment period as a result of CVaR constraint. Besides, the frictionless optimal
strategy pi∗(t, w) for efficient frontier problem with Yaari utility function and λ = 1 was
plotted in right plot of Figure 4.2. We can see that for fixed t, pi∗(t, w) decreases w.r.t.
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Figure 4.10: Yaari utility: Π(t, w) as a surface against (t, w) for λ = 1 (left), Π(t, w) for fixed w = 600
(middle) and Π(t, w) for fixed t = 5 (right). In each plot, we have λ = 0 (solid line), λ = 1 (line with solid
dot), λ = 2 (line with ‘x’) and λ = 3 (dashed line). Parameters are µ− r = 0.1, σ = 0.4, T = 10, H = 103,
p = 0.5, β = 0.95.
increasing λ.
114
5
Conclusion
In Chapter 2 we discussed the asset allocation in the presence of proportional transaction
costs. The objective was to keep the asset portfolio close to the target portfolio pi∗ and at
the same time to reduce the trading cost. We proved a verification theorem for optimality
of a local time trading strategy. Furthermore, we applied the asymptotic expansion
method to characterize explicitly the optimal no transaction region (pi∗ − δ−, pi∗ + δ+)
when transaction cost parameter  is sufficient small and showed that, without any pre-
assumption, δ− and δ+ can be expanded in powers of 1/3. Though δ± equal up to
the leading order, they bear different 2/3 order coefficients and thus pi± are actually
asymmetric with respect to pi∗. To the best of our knowledge, we are the first to expand
pi± explicitly to 2/3 order and show the asymmetry of the no transaction region for the
cost minimization problem. As for the QVI solution, we also provided the asymptotic
result up to order 4/3 and verified that it is indeed the value function, to its leading
order, via the verification theorem.
In Chapter 3 we discussed the asset allocation in the presence of fixed and/or proportional
transaction costs. The objective was again to keep the asset portfolio close to the target
portfolio pi∗ and at the same time to reduce the trading cost. We proved a verification
theorem for optimality of an impulse type trading strategy. We showed the existence
and uniqueness of symmetric pairs of restarting points p˜i± and no transaction region
boundaries pi± with respect to pi∗. Explicit leading order expansions are available for
extreme cases of purely fixed transaction cost and purely proportional transaction cost.
As for the QVI solution, we also provided its asymptotic expansion and verified that it
is indeed the value function, to its leading order, via the verification theorem.
In Chapter 4 we discussed the portfolio optimization problem in the presence of propor-
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tional transaction cost . We considered the efficient frontier problem (EFP) of maximiz-
ing expected utility of terminal wealth and minimizing terminal CVaR. We first solved
the frictionless case in which the problem is decomposed into two stages: one non-smooth
utility maximization problem and one non-smooth scaler maximization problem. Two
parameterized equations were derived, by solving which we can obtain numerically the
optimal trading strategy, optimal expected terminal utility and optimal CVaR. These
three quantities change with respect to different CVaR constraint parameter λ, yet at
different speeds. It turned out that the decrement of CVaR is at a much larger rate than
that of terminal utility. As a consequence, the investor can greatly reduce her CVaR
with only a small loss in her expected utility. We then included transaction cost to the
EFP, which is equivalent to including transaction cost to a non-smooth utility maximiza-
tion problem. A simply asymptotic analysis was done to expand no transaction region
boundaries pi± with respect to frictionless optimal strategy pi∗ and in terms of powers of
1/3. We applied these results to EFPs with different types of utility functions. Numeri-
cally, we analyzed how optimal trading strategy and no transaction region are influenced
by introducing CVaR constraint and/or by introducing transaction cost, and how these
influences differ from different kinds of utility functions.
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A
Convex and non-Smooth Analysis
A.1 Convex Analysis
We list here relevant concepts and results from convex analysis (see Rockafellar (2015)
for more details).
Definition A.1. (Directional Derivative) Let f be any function from Rn to [−∞,+∞],
and let x be a point where f is finite. The one-sided directional derivative of f at x with
respect to a vector y is defined to be the limit
f ′(x; y) = lim
λ↓0
f(x+ λy)− f(x)
λ
,
if it exists (+∞,−∞ being allowed as limits). In the case where f is a function on
the real line R, the directional derivative of f at x are completely described by the right
derivative
f ′+(x) = f
′(x; 1)
and the left derivative
f ′−(x) = −f ′(x;−1)
f ′+ and f ′− are well-defined throughout the effective domain of f .
Definition A.2. (Subgradient) A vector x∗ is said to be a subgradient of a convex function
f at a point x if
f(z) ≥ f(x) + 〈x∗, z − x〉, ∀z.
The set of all subgradients of f at x is called the subdifferential of f at x and is denoted
by ∂f(x).
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Theorem A.3. In the case where f is a closed proper convex function on the real line R,
we have for every x in the (effective) domain of f
∂f(x) = {x∗ ∈ R | f ′−(x) ≤ x∗ ≤ f ′+(x)}
Definition A.4. (Level Set) A level set of a real-valued function f is a set of the form
levαf = {x|f(x) ≤ α}, α ∈ R
For α = inf f , levαf consists of the points x where the infimum of f is attained; we call
this level set the minimum set of f .
Theorem A.5. A necessary and sufficient condition for a given point x to belong to the
minimum set of a closed proper convex function f is that 0 ∈ ∂f(x)
Theorem A.6. A local minimum (resp. local maximum) of a convex function (resp. con-
cave function) on a convex subset of a topological vector space, is always a global minimum
(resp. maximum).
The following proposition is quoted from Barbu and Precupanu (2012)
Proposition A.7. Every proper convex function defined on a finite-dimensional separated
topological linear space is continuous on the interior of its effective domain.
A.2 Non-Smooth Analysis
Here we give some definitions and results from non-smooth analysis, see Clarke (1990)
for more details.
Definition A.8. Let f be Lipschitz near a given point x and let ν be any other vector in
X. The generalized directional derivative of f at x in the direction ν, denoted f◦(x; ν),
is defined as follows:
f◦(x; ν) = lim sup
y→x,t↓0
f(y + tν)− f(y)
t
Definition A.9. The generalized gradient of f at x, denoted by ∂f(x), is the subset of X∗
(the dual space of X) given by
∂f(x) = {z ∈ X∗ : f◦(x; ν) ≥ 〈z, ν〉, ∀ν ∈ X}
Note that, since ∂f reduces to the subdifferential of convex analysis if f is convex/concave,
we use ∂f both for generalized gradient and subdifferential depending on context.
Definition A.10. A vector ν in X is tangent to C at x provided d◦C(x; ν) = 0. The set of
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all tangents to C at x is denoted TC(x). dC(x) = inf{‖x − c‖ : c ∈ C} is the distance
function.
Proposition A.11. Suppose that f is Lipschitz near x and attains a minimum over S at
x. Then 0 ∈ ∂f(x) +NS(x). NS(x) is the normal cone to S at x by polarity with TS(x):
NS(x) = {ξ : 〈ξ, ν〉 ≤ 0 for all ν ∈ TS(x)}.
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B
B.1 Risk Aversion and Utility Function
Assume a utility function U ∈ C2 that is strictly concave and strictly increasing. The
following definitions are cited from Korn (1997).
Definition B.1 (Absolute risk aversion). The Arrow-Pratt measure of absolute risk-aversion
is defined as
A(x) = −u
′′(x)
u′(x)
.
Definition B.2 (Relative risk aversion). The Arrow-Pratt measure of relative risk-aversion
is defined as
R(x) = xA(x) =
−xu′′(x)
u′(x)
.
An important class of utility functions are the so-called HARA functions.
Definition B.3 (HARA function). A function U is said to be an HARA (hyperbolic absolute
risk aversion) function if it admits the representation
U(x) =
1− γ
γ
(
β
1− γ x+ η)
γ
for γ < 1, γ 6= 0, β > 0, β1−γx+ η > 0.
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B.2 Existence and Uniqueness Theorem for Stochastic Differen-
tial Equations
The following existence and uniqueness theorem for stochastic differential equations is
cited from Øksendal (2003).
Theorem B.4. Let T > 0 and b(·, ·) : [0, T ] × Rn → Rn, σ(·, ·) : [0, T ] × Rn → Rn,m be
measurable functions satisfying
|b(t, x)|+ |σ(t, x)| ≤ C(1 + |x|); x ∈ Rn, t ∈ [0, T ] (linear growth)
for some constant C, where |σ|2 = ∑ |σij |2 and such that
|b(t, x)− b(t, y)|+ |σ(t, x)− σ(t, y)| ≤ D|x− y|; x, y ∈ Rn, t ∈ [0, T ] (Lipschitz)
for some constant D. Let Z be a random variable which is independent of the σ−algebra
F
(m)
∞ generated by Ws, s ≥ 0 and such that
E[|Z|2] <∞.
Then the stochastic differential equation
dXt = b(t,Xt)dt+ σ(t,Xt)dWt, t ∈ [0, T ], X0 = Z
has a unique t−continuous solution Xt with the property that Xt is adapted to the filtra-
tion generated by Z and Ws, s ≤ t and
E[
∫ T
0
|Xt|2dt] <∞.
B.3 Generalized Itoˆ’s Formula
The following theorem for generalized Itoˆ’s formula is cited from Protter (2005, page 78).
Theorem B.5 (Generalized Itoˆ’s formula (Philipe Protter, page 78)). Let X be a semi-
martingale and let f be a C2 real function. Then f(X) is again a semimartingale, and
the following formula holds:
f(Xt)− f(X0) =
∫ t
0+
f ′(Xs−)dXcs +
1
2
∫ t
0+
f ′′(Xs−)d[X,X]cs +
∑
0<s≤t
∆f(Xs)
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where ∆f(Xs) = f(Xs)− f(Xs−). Writing it in SDE form, we have
df(Xt) = f
′(Xt−)dXct +
1
2
f ′′(Xt−)d[X,X]ct + ∆f(Xt).
B.4 Existence, Uniqueness and Regularity of Second Order Parabolic
Partial Differential Equations
In this section, we consider parabolic second-order equations of the type
vt(t, x) = Lv(t, x) + c(t, x)v + f(t, x)(B.4.1)
where
Lv = 1
2
n∑
i,j=1
aij(t, x)
∂2v
∂xi∂xj
+
n∑
i
bi(t, x)
∂v
∂xi
is a second-order operator given for any t ∈ R and x ∈ Rn. In particular, we assume
that a, b, c are real valued and c ≤ 0.
Definition B.6. We say L is uniformly parabolic in a domain D ∈ Rn+1 if there is a
positive constant κ such that∑
aij(t, x)ξiξj ≥ κ|ξ|2 for all (t, x) ∈ D, ξ ∈ Rn.
Definition B.7. If u is a function in a domain D ∈ Rn+1, we denote
[u]δ/2,δ;D = sup
z1 6=z2,zi∈D
|u(z1)− u(z2)|
ρδ(z1, z2)
|u|δ/2,δ;D = |u|0;D + [u]δ/2.δ;D
where |u|0;D = supD |u| and
ρ(z1, z2) = |x1 − x2| + |t1 − t2|1/2.
is the parabolic distance between the points zi = (ti, xi) in Rn+1.
Let L be an operator and is with a constant of ellipticity κ > 0. Also let |a, b, c|δ/2,δ;D ≤
K, where K is a fixed constant and δ ∈ (0, 1). The following theorem is quoted from
Krylov (1996).
Theorem B.8. Assume that c ≤ −λ for a constant λ > 0. Also let T ∈ (−∞,∞]
(including ∞) and define D = (−∞, T ) × Rn. Then for any f ∈ Cδ/2,δ(D) there exists
a unique solution u ∈ C1+δ/2,2+δ(D) of equation (B.4.1) in D.
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B.5 Feynman-Kac Formula
The following Feynman-Kac Formula is quoted from Pham (2009). Consider the following
stochastic differential equation in Rn
dXt = b(t,Xt)dt+ σ(t,Xt)dWt,(B.5.1)
and define the generator of Xt
Lv = 1
2
n∑
i,j=1
aij(t, x)
∂2v
∂xi∂xj
+
n∑
i
bi(t, x)
∂v
∂xi
where (aij(t, x)) = σ(t, x)σ(t, x)′. On a finite horizon interval [0, T ], we consider the
Cauchy linear parabolic partial differential equation
−vt − Lv + rv = f, [0, T )× Rn
v(T, ·) = g, Rn
(B.5.2)
where f (resp. g) is continuous function from [0, T ]×n (resp. Rn) into R and r ≥ 0. We
give here a simple version of the Feynman-Kac representation theorem. Recall that Xt,x
denotes the solution to the diffusion (B.5.1) starting from x at time t.
Theorem B.9. Let v be a function C1,2([0, T )×Rn)∩C0([0, T ]×Rn) with derivative in x
bounded and solution to the Cauchy problem (B.5.2). Then v admits the representation
v(t, x) = E
[ ∫ T
t
e−
∫ s
t r(u,X
t,x
u )duf(s,Xt,xs )ds+ e
− ∫ Ts r(u,Xt,xu )dug(Xt,xT )
]
for all (t, x) ∈ [0, T ]× Rn.
Remark B.10. The application of Theorem B.9 requires the existence of a smooth solution
v to the Cauchy problem (B.5.2).
B.6 Implicit Function Theorem
The following Implicit Function Theorem is quoted from Kumagai (1980).
Theorem B.11. Let f : Rn+m → Rm be a continuously differentiable function, and let
Rn+m have coordinates (x, y). Fix a point (a, b) = (a1, ..., an, b1, ..., bm) with f(a, b) = c,
where c ∈ Rm. If the matrix [(∂fi/∂yj)(a, b)] is invertible, then there exists an open set
U containing a, an open set V containing b, and a unique continuously differentiable
function g : U → V such that
{(x, g(x))|x ∈ U} = {(x, y) ∈ U × V |f(x, y) = c}.
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If f is continuously differentiable up to k times inside U × V , then the same holds true
for the explicit function g inside U and
∂g
∂xj
(x) = −
(
∂f
∂y
(x, g(x))
)−1 ∂f
∂xj
(x, g(x)).
Similarly, if f is analytic inside U ×V , then the same holds true for the explicit function
g inside U .
B.7 Differentiation under the integral sign
The following Implicit Function Theorem is quoted from Woods et al. (1934).
Theorem B.12 (Differentiation under the integral sign). Let f(t, x) be a function such that
both f(t, x) and its partial derivative fx(t, x) are continuous in t and x in some region of
the (t, x) plain, including a(x) ≤ t ≤ b(x), x0 ≤ x ≤ x1. Also suppose that the function
a(x) and b(x) are both continuous and both have continuous derivatives for x0 ≤ x ≤ x1.
Then for x0 ≤ x ≤ x1
d
dx
(∫ b(x)
a(x)
f(x, t) dt
)
= f(x, b(x)) · b′(x)− f(x, a(x)) · a′(x) +
∫ b(x)
a(x)
∂
∂x
f(x, t) dt.
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C
Asymptotic Analysis for Finite
Horizon Asset Allocation
C.1 Finite Horizon Scenario
Consider the case where the investment horizon of the horizon is finite. Other market
parameters stay the same. Our problem then becomes,
f(t, pi) = inf
(Π↑,Π↓)∈A(t,pi)
J(t, pi; Π↑,Π↓)
where
J(t, pi; Π↑,Π↓) = Et,pi[
∫ T
t
λσ2(pis − pi∗)2ds+ 
∫ T
t
dΠ↑s + 
∫ T
t
dΠ↓s].
We skip the heuristic derivation and simply write the HJB equation below
min{ft(t, pi) + Lf(t, pi) + λσ2(pi − pi∗)2, fpi(t, 1 + pi) + , − fpi(t, 1− pi)} = 0.(C.1.1)
with terminal condition f(T, pi) = 0, pi ∈ S . In the rest of this section, we derive several
terms of a power series expansion of the minimum cost function by a heuristic method,
similar to what is done in Janecˇek and Shreve (2004). We assume that the no transaction
region is in the form
NT = {(t, pi)|t ∈ [0, T ], pi ∈ (pi−(t), pi+(t))}
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and that |pi − pi−(t)| = O(1/3), |pi − pi+(t)| = O(1/3). Moreover, assume that f ∈
C1,2([0, T ]×S ) and
fpi(t, pi) = −/(1 + pi) −1/ < pi ≤ pi−(t)(C.1.2)
ft(t, pi) + Lf(t, pi) + λσ2(pi − pi∗)2 = 0, pi−(t) ≤ pi ≤ pi+(t)(C.1.3)
fpi(t, pi) = /(1− pi) pi+(t) ≤ pi < 1/(C.1.4)
where L is the infinitesimal generator of pi. We assume that the no transaction region is
in the form There is no explicit solution to the free boundary problem (C.1.2)-(C.1.4).
We assume that in the no transaction region f(t, pi) has an expansion around the value
function with zero transaction costs in powers of 1/3:
f(t, pi) = γ0(t) + γ1(t)
1/3 + γ2(t)
2/3 + γ3(t)+ γ40(t)
4/3 + γ41(t)(pi − pi∗)
+γ42(t)(pi − pi∗)22/3 + γ43(t)(pi − pi∗)31/3 + γ44(t)(pi − pi∗)4 +O(5/4)
with terminal condition f(T, pi) = 0. We can now compute and equate the derivatives of
f with respect to pi across the boundaries of the no transaction region.
ft(t, pi) = γ
′
0(t) + γ
′
1(t)
1/3 + γ′2(t)
2/3 +O()
fpi(t, pi) = O()
fpipi(t, pi) = 2γ42(t)
2/3 + 6γ43(t)
1/3(pi − pi∗) + 12γ44(t)(pi − pi∗)2 +O()
Substituting the above back into (C.1.3) yields
γ′0(t) + γ
′
1(t)
1/3 + γ′2(t)
2/3 + σ2pi2(1− pi)2
[
γ42(t)
2/3 + 3γ43(t)
1/3(pi − pi∗) + 6γ44(t)(pi − pi∗)2
]
+λσ2(pi − pi∗)2 +O() = 0(C.1.5)
Equating first the O(1) terms and then the O(1/3) terms in (C.1.5), recall terminal
condition f(T, pi) = 0, we have
γ0(t) ≡ 0, γ1(t) ≡ 0
From the boundary conditions, we have
f(t, pi) = f(t, pi−(t)) + ln
1 + pi−(t)
1 + pi
, −1/ < pi ≤ pi−(t)
f(t, pi) = f(t, pi+(t)) + ln
1− pi+(t)
1− pi , pi+(t) ≤ pi < 1/
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which implies that
fpipi(t, pi−(t)) = O(2), fpipi(t, pi+(t)) = O(2)
Setting pi equal to pii, i = d, u respectively results in
γ′2(t)
2/3 = −λσ2δ2+(t), γ′2(t)2/3 = −λσ2δ2−(t)
where δ+(t) := pi+(t) − pi∗ and δ−(t) := pi∗ − pi−(t), which represent the right and left
part of the no transaction region with respect to pi∗ at time t. This gives
δ+(t) =
√
−γ
′
2(t)
λσ2
1/3 +O(2/3)
δ−(t) =
√
−γ
′
2(t)
λσ2
1/3 +O(2/3)
(C.1.6)
We may also equate the 2/3 terms in (C.1.5) at pi = pi∗, pi = pi−(t) and pi = pi+(t), and
substitute for pii(t)− pi∗, i = d, u from (C.1.6), to obtain
γ′2(t)
2/3 + γ42(t)σ
2Γ22/3 = 0
γ′2(t)
2/3 + σ2pi2+(t)(1− pi+(t))2
[
γ42(t)
2/3 + 3γ43(t)
1/3δ+(t) + 6γ44(t)δ
2
+(t)
]
= −λσ2δ2+(t)
γ′2(t)
2/3 + σ2pi2−(t)(1− pi−(t))2
[
γ42(t)
2/3 − 3γ43(t)1/3δ−(t) + 6γ44(t)δ2−(t)
]
= −λσ2δ2−(t)
which implies
γ42(t) = −γ
′
2(t)
σ2Γ2
, γ43(t) ≡ 0, γ44(t) = − λ
6Γ2
(C.1.7)
where Γ = pi∗(1− pi∗). From the boundary condition, we know that
fpi(t, pi+(t)) =

1− pi+(t) = +O(
4/3)
fpi(t, pi−(t)) = − 
1 + pi−(t)
= −+O(4/3)
On the other hand, by assumption of the asymptotic expression for f(t, pi), we have
fpi(t, pi+(t)) = γ41(t)+ 2γ42(t)
(
−γ
′
2(t)
λσ2
)1/2
+ 4γ44(t)
(
−γ
′
2(t)
λσ2
)3/2
+O(4/3)
fpi(t, pi−(t)) = γ41(t)− 2γ42(t)
(
−γ
′
2(t)
λσ2
)1/2
− 4γ44(t)
(
−γ
′
2(t)
λσ2
)3/2
+O(4/3)
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Consequently, the boundary conditions imply, if we only consider terms with order up
to O()
γ41(t) + 2γ42(t)
(
−γ
′
2(t)
λσ2
)1/2
+ 4γ44(t)
(
−γ
′
2(t)
λσ2
)3/2
= −γ41(t) + 2γ42(t)
(
−γ
′
2(t)
λσ2
)1/2
+ 4γ44(t)
(
−γ
′
2(t)
λσ2
)3/2
= 1
To have the above equation held for any choice of t ∈ [0, T ], we must have
γ41(t) ≡ 0, 2γ42(t)
(
−γ
′
2(t)
λσ2
)1/2
+ 4γ44(t)
(
−γ
′
2(t)
λσ2
)3/2
= 1
Substituting γ42(t) and γ44(t) from (C.1.7) inside the second equation above yields a
SDE for γ2(t) with terminal condition γ2(T ) = 0, the solution of which is
γ2(t) = λσ
2α2(T − t)
where α =
(
3Γ2
4λ
)1/3
. Accordingly, we would have
γ42(t) =
λα2
Γ2
We have thus written the minimum cost function as
f(t, pi) = λσ2α2(T − t)2/3 +O()
Furthermore, we have
δ+(t) = α
1/3 +O(2/3), δ−(t) = α1/3 +O(2/3)
This implies that widths of the no transaction region, δ+(t) and δ−(t), are time indepen-
dent for terms with order 1/3 and the no transaction region is symmetric up to order
1/3. Note that, in cases where pi∗ = 0 or pi∗ = 1, since these positions do not require
trading except possibly at the initial and final times, there should be no additional costs
to the cost function at order of 2/3 and the costs due to initial or final transaction would
be at the order of  and thus γ2 = 0. However, as we have stated previously, we do not
consider these two cases and assume pi∗ ∈ (0, 1).
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D
Solution of QVI equation
Recall that in Chapter 2, one of the sufficient conditions for a function f to be the value
function implies equation (2.4.1). This is a second order linear ordinary differential
equation.
In this section, we try to give an explicit solution to (2.4.1). For 0 < pi < 1, define a new
variable
u = ln
pi
1− pi ,
and function g(u) = f(pi). Note that
du
dpi
=
1
pi(1− pi) > 0,
d2u
dpi2
= − 1− 2pi
pi2(1− pi)2 .
Equation (2.4.1) can be written as
g′′(u) +
(2(µ− r)
σ2
− 1
)
g′(u)− 2ρ
σ2
g(u) = h(u),(D.0.1)
where
h(u) = −2λ
( eu
eu + 1
− pi∗
)2
.
(D.0.1) is a second order linear ODE with constant coefficient. The complementary
solution (i.e. the homogeneous solution) of (D.0.1) takes the form
gc(u) = C1g1(u) + C2g2(u)
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where gi(u) = exp(γiu), i = 1, 2 with γi being solutions of characteristic function
γ2 +
(2(µ− r)
σ2
− 1
)2
γ − 2ρ
σ2
= 0.
A particular solution for the inhomogeneous equation (D.0.1) can be obtained by varia-
tion of parameters,
gp(u) = −g1(u)
∫ u
u−
g2(s)h(s)
W(g1(s), g2(s))ds+ g2(u)
∫ u
u−
g1(s)h(s)
W(g1(s), g2(s))ds
where u− = ln
pi−
1−pi− and Wronskian
W(g1, g2) = g1g′2 − g′1g2.
As a consequence, the general solution for (D.0.1) takes the form
g(u) = gc(u) + gp(u) = C1g1(u) + C2g2(u)− g1(u)I2(u) + g2(u)I1(u)
with
Ii(u) =
∫ u
u−
gi(s)h(s)
W(g1(s), g2(s))ds, i = 1, 2.
And thus the general solution to (2.4.1) is
f(pi) = g(u), u = ln
pi
1− pi .
It has been solved in Pliska and Suzuki (2004) that f(pi) should be of the form
f(pi) = C1(
pi
1− pi )
γ1 + C2(
pi
1− pi )
γ2 + fˆ(pi)
where fˆ is given by
fˆ(pi) =− 2λ
γ1(γ2 − γ1)(1− 2pi
∗ − γ1)(1− pi) 2F1(1, 1, 1− γ1;pi)
− 2λ
γ2(γ2 − γ1)(1− 2pi
∗ − γ2)(1− pi) 2F1(1, 1, 1− γ2;pi)− 2λ
γ1γ2
(1− pi∗)2.
Here C1 and C2 are constants depending on boundary conditions and 2F1(α1, α2;β1; z)
is defined by
2F1(α1, α2;β1; z) =
∞∑
n=0
Γ(α1 + n)
Γ(α1)
Γ(α2 + n)
Γ(α2)
Γ(β1)
Γ(β1 + n)
zn
n!
.
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