The Numerical Simulation of Quanto Option Prices Using Bayesian
  Statistical Methods by Lin, Lisha et al.
ar
X
iv
:1
91
0.
04
07
5v
1 
 [q
-fi
n.C
P]
  3
 O
ct 
20
19
The Numerical Simulation of Quanto Option Prices Using Bayesian
Statistical Methods
Lisha Lina,b, Yaqiong Lib,∗, Rui Gaoa,b, Jianhong Wuc
aCollege of Mathematics and Econometrics, Hunan University, Changsha, 410082, China
bCollege of Finance and Statistics, Hunan University, Changsha, 410079, China
cDepartment of Mathematics and Statistics, York University, Toronto, ON, M3J 1P3, Canada
Abstract
In the paper, the pricing of Quanto options is studied, where the under-
lying foreign asset and the exchange rate are correlated with each other.
Firstly, we adopt Bayesian methods to estimate unknown parameters en-
tering the pricing formula of Quanto options, including the volatility of
stock, the volatility of exchange rate and the correlation. Secondly, we
compute and predict prices of different four types of Quanto options based
on Bayesian posterior prediction techniques and Monte Carlo methods. Fi-
nally, we provide numerical simulations to demonstrate the advantage of
Bayesian method used in this paper comparing with some other existing
methods. This paper is a new application of the Bayesian methods in the
pricing of multi-asset options.
1. Introduction
With the rapid and deep development of globalization, the Quanto option has
received much attention from both investors and financial institutions, since it pro-
vides a platform for domestic investors to manage multinational risks and to obtain
exposures of foreign assets, and its price depends on both the price changes of foreign
asset and the fluctuations of exchange rate.
Quanto option is one kind of multi-asset exotic options, whose payoff is converted
into another currency as the underlying asset is traded. Some recent studies have
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extended the underlying models of Quanto options beyond multivariate geometric
Brownian motions studied in previous literatures [1, 2, 3, 4]. These extensions are
needed due to the limitations of Black-Scholes [5] quanto model pointed out in [6,
7, 8, 9], including the phenomena of jumps, heavy tails and skewness etc.. Teng
et al. [6] derived a closed-form formula, calibration and hedging strategy for Quanto
options under a dynamic correlation assumption by employing a dynamic correlation
model. Giese [7] obtained explicit solutions for the prices of Quanto options under
a stochastic volatility model. Kim et al. [9] studied Quanto option pricing using
a multivariate normal tempered stable process that characterizes fat-tailedness and
asymmetric dependence between underlying asset returns and exchange rate returns.
In comparison, Fallahgoul et al. [8] developed a multivariate Lévy model to capture
more features, including jumps, skewness and fat-tailedness, observed in real markets
for stock prices and exchange rates. This model in [8] shows superiority to the
normal tempered stable process [9] in terms of fitting market distribution and pricing
Quanto options. However, while the above-mentioned complicated model structures
for Quanto options are useful to capture the real market situation, they also lead to
complications in the model estimation problems.
Insteading of extending the Quanto option pricing into a more general setting,
here we focus on explaining how to compute Quanto option prices via Bayesian sta-
tistical inference, where the processes of underlying asset price and exchange rate
are described by two correlated geometric Brownian motions. Therefore, this paper
serves as a basis for studying the more complicated Quanto option pricing problems
in a Bayesian framework. In addition to the volatility parameters of the under-
lying asset and the exchange rate, the correlation between both is also estimated
using Bayesian method in this paper. As illustrated in Refs. [6, 10], the increase of
the number of underlying assets included in options is accompanied by the incor-
poration of the correlation between assets, which requires special consideration and
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involves the simulation of a system of correlated SDE models in numerical experi-
ments. Dimitroff et al. [10] provided detailed computation methods of the correlation
of asset-asset, asset-volatility and volatility-volatility by using the historical data of
underlying assets under a multi-asset Heston model. Giese [7] compared the histori-
cal correlation calculated from the asset information with the method constructed in
[10]. Vasiliki et al. [11] proposed a method about how to predict implied correlation
from option prices. However, the estimation methods for the correlation parameter
mentioned above are considered in frequentist approaches. Bayesian methods treat
the unknown parameters as random variables and offers a reasonable way to account
for parameter uncertainty. This paper develops a fully detailed Bayesian approach
for the estimation of parameters entering the underlying asset dynamics and the
pricing of four different types of Quanto options.
Once the diffusion model of the price processes of underlying assets is defined, the
estimation of unknown parameters entering those processes plays a central role for
further pricing options. Traditionally, the method of maximum likelihood estimation
(MLE) is employed, but it always results in biased estimated option prices except for
at-the-money options as illustrated in [12]. A limitation of MLE method is that it
only provides a point estimation of parameters. Also, for many diffusion processes,
whose transition densities are rather complicated or not given in a closed form, the
MLE method is infeasible. More recently, the Bayesian method, which allows for the
flexibility of prior information on parameters, has become a mainstream in accounting
for parameter uncertainty [13, 14]. This paper provides an alternative way to study
multi-asset option pricing and it is expected to reduce the pricing error by adopting
Bayesian methods.
Some Bayesian analyses in an option pricing framework have been conducted.
Jacquier and Jarrow [15] took parameter uncertainty and model error into account
to perform the Bayesian estimation of contingent claim models. Their method was
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implemented in the case of basic and extended B-S models, and adoption of this
method in empirical applications showed that the extended B-S model exhibits an
improvement in pricing bias compared to the basic B-S model in the in-sample case.
However, this result is not valid anymore in the out-of-sample case. Martin et al. [16]
conducted posterior inference for a range of returns models and obtained estimations
from option data. Their inference incorporated both the parameter and model un-
certainties. Rombouts and Stentoft [17] computed European call option prices by
aggregating the predicted density of underlying asset returns until maturity, where
the underlying return process is governed by an asymmetric heteroskedastic normal
mixture model. They applied the method to the S&P500 index, and compared the
Bayesian inference with classical inference for the specific two components mixture
model in terms of parameter estimation and option pricing performances. The nu-
merical experiments provided evidence that there might be potential advantages for
using Bayesian inference when less return data is available. Gao et al. [18] performed
Bayesian statistical inference for the pricing of European call option with stock liq-
uidity in an incomplete market. Their numerical experiments with applications to
the S&P500 index option indicated the potential advantages of Bayesian methods
compared with traditional statistical methods in parameter estimations as well as
option pricing.
Closely associated with our paper are the studies by Karolyi [19] and Darsino
and Satchell [20]. Both devoted to performing Bayesian inference for the pricing
of European call option. In [19], Karolyi viewed the cross-sectional group of stock
return volatilities as a source of prior information, and derived the posterior density
of volatility that improves the estimation precision of option price. Furthermore,
Darsino and Satchell in [20] involved the randomness arising from both the underlying
asset price process and the volatility to deduce the prior and posterior densities for
option prices. They, later in [21], established a Bayesian predictive framework for B-
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S option prices, which allows for the collection of information from historical return
data and from implied volatility of reported option prices in a rigorous way.
Despite its popularity and relative superiority reported in literatures [22, 23] in
terms of pricing options on one asset, Bayesian method has not been extensively
used for the pricing of multi-asset options. This paper aims to extend the Bayesian
inference framework from the pricing of one-asset options in [19, 20] to two-asset
options. We perform Bayesian statistical inference on the pricing of Quanto options,
which have two underlying assets, with the randomness arising from volatilities of
foreign asset and exchange rate and the correlation between them. The increase of
the number of underlying asset inevitably increases the number of model parameters,
and thus potentially makes the Bayesian inference more complicated than that of
the one-asset options [19, 20]. Especially, the correlation arising from the increase
of underlying asset is also treated as a random variable and estimated within the
Bayesian framework in a natural way.
Quanto options are of great significance for the increasingly popularity of global
asset investments, which enable investors from different countries to settle payoffs
in their own currencies. We take four different types of European Quanto options
as examples to illustrate how to compute option prices by using the predictive den-
sity being a by-product of Bayesian inference. Given that the posterior density is
generally not in forms that we are familiar with and directly sampling from it is in-
feasible, developing an efficient method used for posterior simulation is an important
issue. Markov Chain Monte Carlo (MCMC) methods are a class of commonly used
algorithms that can be used to simulate from unknown distributions by producing a
Markov chain that converges to the desired posterior distribution. The Gibbs sam-
pling [24] and the Metropolis-Hastings algorithms [25] are two widely used MCMC
approaches, where the Gibbs sampling algorithm [24] draws samples sequentially
from the full conditional posterior distributions, and the Metropolis-Hastings algo-
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rithm [25] simulates samples from a carefully chosen proposal distribution when the
posterior density is not a standard form, and then accepts or rejects theses samples
according to the acceptance probability. The combination of the Gibbs sampling
algorithm and the Metropolis-Hastings algorithm, i.e. the Metropolis with-in Gibbs
algorithm [26], has been proved to be an efficient way for sampling from unrecogniz-
able posterior conditional densities. Considering the fact of the multi-dimensional
posterior density, this paper adopts the Metropolis with-in Gibbs algorithm [26] with
different candidate densities to solve the posterior simulation problem. It is expected
that, compared to some existing statistical inference methods, the Bayesian estima-
tion of parameters and option prices developed in the paper have advantages in some
respects.
The structure of this paper is as follows. In section 2, we give the basic dynamic
models for the price processes of foreign underlying asset and exchange rate. In
section 3, we perform Bayesian inference on parameters entering the two dynamic
models. In section 4, we present Bayesian prediction methods to compute option
prices. In section 5, we report the numerical posterior simulations, and we summarize
our conclusions in section 6.
2. Dynamic models for the processes of underlying asset price and ex-
change rate
Suppose that (Ω,F , {Ft}t≥0,P) is a filtered probability space with the filtration
{Ft}t≥0 satisfying usual conditions. Let Xt and Ht be the foreign asset and the ex-
change rate (price of foreign currency in domestic currency) defined on the probability
space (Ω,F , {Ft}t≥0,P), whose price processes satisfy the following two-dimensional
stochastic differential equations

dXt = µxXt dt+ σxXt dW
P
x (t),
dHt = µhHt dt + σhHt dW
P
h (t),
(2.1)
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where µx, σx are the drift and volatility ofXt, µh, σh are the drift and volatility ofHt,
W Px (t) and W
P
h (t) are two correlated Wiener processes with correlation coefficient
ρ, i.e. dW Px (t)dW
P
h (t) = ρ dt. Let rd and rf be the domestic and foreign risk-free
interest rate, respectively. Let W Ph (t) , ρW
P
x (t) +
√
1− ρ2W Py (t), where W Py (t) is a
Wiener process independent of W Px (t). By Ito
′s formula, we have solutions {Xt}t≥0
and {Ht}t≥0 for equation (2.1)

Xt = X0 exp
{(
µx − 1
2
σx
2
)
t + σxW
P
x (t)
}
,
Ht = H0 exp
{(
µh − 1
2
σh
2
)
t+ σh
(
ρW Px (t) +
√
1− ρ2W Py (t)
)}
.
As pointed out by many researchers [6, 7, 8, 9], the constant volatility assumption
can not characterize the real market situation. Bayesian method considered in the
paper will treat the unknown parameters as random variables to account for their
uncertainties. In this paper, we consider the randomness from parameters and study
the pricing of four different types of Quanto options in a Bayesian framework. The
pricing problem of various Quanto options has been discussed by Reiner [1] under
the model (2.1):
1 Foreign stock call Quanto options struck in domestic currency with payoff
function F (1):
F (1) = max(HTXT −Kd, 0),
where HT and XT are the exchange rate and underlying asset price at maturity T ,
Kd is the strike price in domestic currency.
2 Floating exchange rate foreign stock call Quanto options struck in foreign
currency with payoff function F (2):
F (2) = HT max(XT −Kf , 0),
where Kf is the strike price in foreign currency.
3 Fixed exchange rate foreign stock call Quanto options struck in foreign cur-
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rency with payoff function F (3):
F (3) = Hfixmax(XT −Kf , 0),
where Hfix is some fixed exchange rate determined in advance.
4 Stock-linked foreign exchange rate call Quanto options with payoff function
F (4):
F (4) = XT max(HT −KH , 0),
where KH is the strike price for exchange rate.
Let V (i) be the Quanto option price with payoff function F (i), i = 1, 2, 3, 4. From
Ref. [1], we know that except for case 2 , the analytical formulas of V (1), V (3) and
V (4) are functions of parameters σx, σh, ρ, while V
(2) only depends on σx. Therefore,
despite with the underlying models described by Eqs. (2.1), Quanto option prices
are conditional on σx, σh, ρ unknown, and how to estimate these parameters is a
basic question with the aim of pricing options further. This paper particularly uses
Bayesian approach for the statistical inference of unknown parameters and for the
predictive price of Quanto option by embedding the uncertainty of parameters in
both the posterior distributions and the predictive densities.
3. Bayesian inference on the processes of asset price and exchange rate
Given the underlying assets models (2.1), it is crucial to develop an efficient
statistical inference framework to estimate parameters of the basic models, which
further act as inputs of pricing options. We denote by
xt , log
Xt
Xt−1
and ht , log
Ht
Ht−1
(3.1)
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the individual log return of Xt and Ht between consecutive time interval, for t =
1, 2, · · · , T . Then the joint probability density function of xt and ht is
p
(
xt, ht|µx, µh, σx, σh, ρ
)
=
1
2pi σxσh
√
1−ρ2 exp
{
−
[
xt −
(
µx− 12σx2
)]2
2σx2(1−ρ2)
−
[
ht −
(
µh− 12σh2
)]2
2σh2(1−ρ2) +
[
xt − (µx− 12σx2)
] [
ht − (µh− 12σh2)
]
ρ
σxσh(1−ρ2)
}
. (3.2)
To simplify the Bayesian inference based on a two-dimensional distribution (3.2),
we separate the joint distribution ofXt andHt into two one-dimensional distributions
and then consider the two parts in sequence in a Bayesian framework, since
p (Xt, Ht) = p(Xt|Ht)p(Ht),
where logHt∼N
[
logH0+(µh−1
2
σ2h) t, σ
2
h t
]
,
logXt| logHt∼N
[
µx|h, (1−ρ2)σ2x t
]
,
µx|h , logX0+(µx−1
2
σ2x) t+ρ
σx
σh
[
log
Ht
H0
−(µh−1
2
σ2h) t
]
,
with N [a, b] denoting the normal probability density with mean a and variance b.
Therefore, our Bayesian inference involves two stages: inferring parameters enter-
ing the distribution of Ht, followed by inferring parameters entering the distribution
of Xt conditional on Ht. It is natural to adopt posterior results of the former as
priors to infer the latter. Bayesian method will produce a complete posterior density
of unknown parameters as well as expected prices of Quanto options with different
payoff functions.
In the first stage, when only one asset is involved, this issue is related to the
pricing of options on one underlying asset. For example, Karolyi [19] and Darsino
and Satchell [20] considered the European call option pricing in a Bayesian frame-
work, where conjugate priors are commonly applied. For comparision, we choose
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noninformative priors in this section to account for the randomness of parameters.
Assume that the dynamic process of Ht satisfies the second equation in (2.1), and
we have observations H0, H1, · · · , HT . Let h , (h1, h2, · · · , hT )′ be the log-return
process, then we have the likelihood function
p(h|µh, σ2h) =
1
(2pi)
T
2 (σ2h)
T
2
T∏
t=1
exp
{
− [ht − (µh −
1
2
σ2h)]
2
2σ2h
}
.
We set noninformative Reference prior density [27] for µh and σ
2
h
p(µh, σ
2
h) ∝
1
σh
. (3.3)
Given the return data ht, t = 1, 2, · · · , T and the prior specified above, by Bayesian
theorem, we have the joint posterior for µh and σ
2
h
p(µh, σ
2
h|h) ∝ p(h|µh, σ2h) · p(µh, σ2h)
∝ 1
(σ2h)
T+1
2
T∏
t=1
exp
{
− [ht − (µh −
1
2
σ2h)]
2
2σ2h
}
∝ 1
(σ2h)
T+1
2
exp
{
−
T [µh − h¯− 12σ2h]2 +
T∑
t=1
ht
2 − T h¯2
2σ2h
}
, (3.4)
where h¯ is the sample mean of ht.
To further infer parameters entering the dynamics of Xt|Ht, it is natural to take
the posterior from Ht derived above in (3.4) as a source of prior information. Note
that
xt|ht ∼ N
[
(µx − 1
2
σ2x) + ρ
σx
σh
(ht − (µh − 1
2
σ2h)), (1− ρ2)σ2x
]
,
with xt and ht defined in equation (3.1). Let x , (x1, x2, · · · , xT )′ be the returns vec-
tor, we obtain the likelihood function for observations x and h in terms of parameters
10
µx, µy, σx, σh and ρ, which is expressed by
p(x|h, µx, µh,σx, σh, ρ) = 1
(2pi)
T
2 (1− ρ2)T2 (σx)T
×
T∏
t=1
exp
{
− [xt − (µx −
1
2
σ2x)− ρσxσh (ht − (µh −
1
2
σ2h))]
2
2σ2x(1− ρ2)
}
. (3.5)
Here, the joint prior of (µx, µh, σx, σh, ρ) is given by
p(µx, µh, σx, σh, ρ) ∝ 1
(1− ρ2)σxσTh
exp
{
−
T [µh − h¯− 12σ2h]2 +
T∑
t=1
ht
2 −T h¯2
2σ2h
}
. (3.6)
In particular, p(µx, σx, ρ|µh, σh) ∝ 1
(1− ρ2)σx obtained by using the Reference prior
rule [27]. Then, combining prior density function (3.6) with the corresponding like-
lihood function (3.5), we have the joint posterior
p
(
µx, µh,σx, σh, ρ
∣∣∣x, h) ∝ p (x|h, µx, µh, σx, σh, ρ) p(µx, µh, σx, σh, ρ)
∝ 1
(1− ρ2)T2 +1σT+1x σTh
exp
{
−
T [µh − h¯− 12σ2h]2 +
T∑
t=1
(ht − h¯)2
2σ2h
}
×
T∏
t=1
exp
{
−
[
xt−(µx− 12σ2x)−ρσxσh (ht−(µh−
1
2
σ2h))
]2
2σ2x(1−ρ2)
}
. (3.7)
In option pricing applications, the uncertainty is independent of parameter µx, µh
under the risk-neutral measure, so we are only interested in the posteriors of σx, σh, ρ
here. Integrating (3.7) with respect to µx and µh yields the joint posterior density
p(σx, σh, ρ
∣∣∣x, h) = ∫ ∫ p(µx, µh, σx, σh, ρ∣∣∣x, h) dµxdµh
∝ 1
(1− ρ2)T2 σTx σT−1h
exp
[
−
T∑
t=1
(xt−x¯)2
2σ2x(1−ρ2)
−
T∑
t=1
(ht−h¯)2
2σ2h(1−ρ2)
−
ρ(T x¯h¯−
T∑
t=1
xtht)
σxσh(1−ρ2)
]
11
×
{∫ ∫
1
2pi σxσh
√
1−ρ2
T
exp
[
− (µx − x¯−
1
2
σ2x)
2
2σ2x(1−ρ
2)
T
− (µh − h¯−
1
2
σ2h)
2
2σ2
h
(1−ρ2)
T
+ ρ
(µx − x¯− 12σ2x)(µh − h¯− 12σ2h)
σxσh(1−ρ2)
T
]
dµxdµh
}
, (3.8)
where x¯ is the sample mean of xt. The two-dimensional integration in the large brace
is equal to 1. That is,
p(σx, σh, ρ
∣∣∣x, h) ∝ 1
(1− ρ2)T2 σTx σT−1h
exp
[
−
T∑
t=1
(xt−x¯)2
2σ2x(1−ρ2)
−
T∑
t=1
(ht−h¯)2
2σ2h(1−ρ2)
−
ρ(T x¯h¯−
T∑
t=1
xtht)
σxσh(1−ρ2)
]
,
and we can verify that this posterior density of θ , (σx, σh, ρ) is a proper one. Then
we obtain the conditional posterior densities
p
(
σx
∣∣σh, ρ, x, h) ∝ 1
(σx)T
exp
[
−
T∑
t=1
(xt−x¯)2
2σ2x(1−ρ2)
−
ρ(T x¯h¯−
T∑
t=1
xtht)
σxσh(1−ρ2)
]
, (3.9)
p
(
σh
∣∣σx, ρ, x, h) ∝ 1
(σh)T−1
exp
[
−
T∑
t=1
(ht−h¯)2
2σ2h(1−ρ2)
−
ρ(T x¯h¯−
T∑
t=1
xtht)
σxσh(1−ρ2)
]
, (3.10)
p
(
ρ
∣∣σx, σh, x, h) ∝ 1
(1−ρ2)T2
exp
[
−
T∑
t=1
(xt−x¯)2
2σ2x(1−ρ2)
−
ρ2
T∑
t=1
(ht−h¯)2
2σ2h(1−ρ2)
−
ρ(T x¯h¯−
T∑
t=1
xtht)
σxσh(1−ρ2)
]
.
(3.11)
The conditional posterior distributions (3.9), (3.10) and (3.11) are not kernels
of classical distributions that we are familiar with. Thus, random samples can not
be easily generated and the posterior simulation is imperative. MCMC are a class
of algorithms that can be used to simulate from p (σx, σh, ρ|x, h). In particular, the
algorithm of Metropolis with-in Gibbs [26] will be introduced in section 5 to construct
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Markov chains with stationary distributions p
(
σx
∣∣σh, ρ, x, h), p (σh∣∣σx, ρ, x, h) and
p
(
ρ
∣∣σx, σh, x, h), respectively.
4. Pricing Quanto options using Bayesian predictive densities
In the Quanto option contract, the holder of the option is exposed to risks from
the exchange rate Ht as well as the foreign underlying asset Xt, and the correlation ρ
between Xt andHt. Since Quanto options prices are functions of parameters σx, σh, ρ,
we can compute the prices using Monte Carlo methods on the basis of the posterior
results of parameters obtained in the last section.
Here, we draw inspiration from Rombouts et al. [17] and Bauwens et al. [28] and ex-
plain how to price four types of Quanto options with payoff functions F (1), F (2), F (3)
and F (4) defined previously in a Bayesian prediction framework with the uncertainty
of parameters σx, σh, ρ being considered. Unlike these previous studies, we predict
the asset price X and the exchange rate H at the same time, and update the param-
eters σx, σh, ρ step by step. Suppose that we have observations H0, H1, · · · , HT and
X0, X1, · · · , XT , we aim to predict the time-(T + j), j = 1, 2, · · ·s prices of Quanto
options with maturity T + s using the available observations of underlying asset
prices.
In the case of 1 , from the risk-neutral valuation principle, the time-(T + j)
theoretical price of Quanto option with payoff F (1) is given by
V (1)(X,H, s−j) = e−rd(s−j) EQd
[
max(HT+sXT+s −Kd, 0)
∣∣∣FT]
= e−rd(s−j)
∫ ∞
0
max(HT+sXT+s −Kd, 0)p(XT+s, HT+s) dXT+s dHT+s, (4.1)
where p(XT+s, HT+s) is the density of the asset price at maturity under the domestic
risk neutral measure denoted by Qd.
An exact analytical expression of the integration in (4.1) is generally not possible,
and the Monte Carlo simulation method will be numerically used to approximate
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the integration. The draws of XT+j and HT+j can be simulated by using the similar
method in [17]. More precisely, the returns of XT+j and HT+j are sampled from their
respective predictive density, and then these returns are transformed into draws of
XT+j and HT+j according to the relationship between asset prices and returns.
Let xT+j , ln
XT+j
XT+j−1
, hT+j , ln
HT+j
HT+j−1
and θ , (σx, σh, ρ). When j = 1, the
predictive density of xT+1 and hT+1 [17, 28] under measure Qd is given by
p
(
xT+1, hT+1
∣∣x, h) = ∫ p (xT+1, hT+1∣∣θ, x, h) p (θ∣∣x, h) dθ, (4.2)
where the posterior density p (θ|x, h) is derived in equation (3.8), and p (xT+1, hT+1|θ, x, h)
under measure Qd is given by
p(xT+1, hT+1
∣∣θ, x, h) = 1
2pi σxσh
√
1−ρ2 exp
{
−
[
xT+1 −
(
rf−ρσxσh− 12σx2
)]2
2σx2(1−ρ2)
−
[
hT+1−
(
rd−rf− 12σh2
)]2
2σh2(1−ρ2) +
[
xT+1−(rf−ρσxσh− 12σx2)
] [
hT+1−(rd−rf− 12σh2)
]
ρ
σxσh(1−ρ2)
}
.
(4.3)
Then we approximate (4.2) by
p
(
xT+1, hT+1
∣∣x, h) ≃ 1
K−K0
K∑
k=K0+1
p
(
xT+1, hT+1
∣∣θ(k), x, h) ,
where θ(k) is derived from the posterior (3.8), and the first K0 draws are dropped to
eliminate the initial value effect.
When j≥2, conditioning on the information of drawing xT+1, hT+1, we use similar
procedures [17, 28] to generate xT+2, hT+2, · · · , xT+s, hT+s step by step. Therefore,
the predictive density of xT+j , hT+j under measure Qd, is given by
p(xT+j ,hT+j
∣∣x, h) = ∫ ∫ ∫ · · ·∫ ∫ p (xT+j , hT+j∣∣θ(k), xT+j−1, hT+j−1, · · · , x, h)
× p (xT+j−1, hT+j−1∣∣θ(k), xT+j−2, hT+j−2, · · · , xT+1, hT+1, x, h) · · ·
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× p (xT+1, hT+1∣∣θ(k), x, h) p (θ(k)∣∣x, h) dxT+1 dhT+1 · · · dxT+j−1 dhT+j−1dθ(k).
(4.4)
The high-dimensional integration is a great challenge, but we can approximate it
in numerical simulations, that is, xT+j , hT+j are simulated from their joint den-
sity with the parameters being sampled from their posterior densities (3.8). Once
the return sequences xT+1, xT+2 · · · , xT+s and hT+1, hT+2 · · · , hT+s are simulated, we
respectively approximate XT+s and HT+s by Monte Carlo method
XT+s ≃ 1
K−K0
K∑
k=K0+1
XT exp
(
T+s∑
j=T+1
x
(k)
j
)
,
HT+s ≃ 1
K−K0
K∑
k=K0+1
HT exp
(
T+s∑
j=T+1
h
(k)
j
)
.
Therefore, the price of Quanto options with payoff function F (1) can be further
approximated by
V (1)(X,H, s−j) ≃ e−rd(s−j) 1
K−K0
×
K∑
k=K0+1
[
max
(
XT exp
(
T+s∑
j=T+1
x
(k)
j
)
HT exp
(
T+s∑
j=T+1
h
(k)
j
)
−Kf , 0
)]
,
where x
(k)
T+j and h
(k)
T+j are simulated from p
(
xT+j , hT+j
∣∣θ(k), x, h), and θ(k) is simulated
from the corresponding posterior density based on a sequence of adjusted returns
samples x1, x2, · · ·xT+j−1 and h1, h2, · · ·hT+j−1.
By using the similar procedure of approximating V (1)(X,H, s−j), we approximate
the prices of quanto options with other three forms of payoff functions as following.
In the case of 2 , the foreign asset is settled in foreign currency, and is finally
converted to domestic currency using prevailing exchange rate. Here, we consider
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the distribution of xT+j and hT+j under the domestic risk neutral measure Qd, then
V (2)(X,H, s−j) = e−rd(s−j)EQd
[
HT+smax(XT+s −Kf , 0)
∣∣∣FT]
= e−rd(s−j)
∫ ∞
0
HT+smax(XT+s −Kd, 0)p(XT+s, HT+s) dXT+sdHT+s
≃ e−rd(s−i) 1
K−K0
×
K∑
k=K0+1
{
HT exp
(
T+j∑
i=T+1
h
(k)
i
)[
max
(
XT exp
(
T+s∑
j=T+1
x
(k)
j
)
−Kd, 0
)]}
.
(4.5)
Here, x
(k)
T+j and h
(k)
T+j are simulated from their joint probability density under the
measure Qd with the parameters being sampled from their posterior densities (3.8).
Although parameters ρ and σh do not enter into the corresponding pricing formula,
we consider their randomness when predict exchange rate prices at time T + s.
In the case of 3 , we have
V (3)(X,H, s−j) = e−rd(s−j) EQd
[
Hfixmax(XT+s −Kf , 0)
∣∣∣FT]
= e−rd(s−j)
∫ ∞
0
Hfixmax(XT+s −Kf , 0)p(XT+s) dXT+s
≃ e−rd(s−i) 1
K−K0
K∑
k=K0+1
[
Hfixmax
(
XT exp
(
T+s∑
j=T+1
x
(k)
j
)
−Kf , 0
)]
. (4.6)
Here, x
(k)
T+j are simulated from its probability density N(rf − ρσhσx− 12σ2x, σ2x) under
the measure Qd, and the parameter θ
(k) = (ρ(k), σ
(k)
x , σ
(k)
h ) is simulated from the joint
posterior density (3.8).
In the case of 4 , the settled asset is exchange rate. We have
V (4)(X,H, s−j) = e−rd(s−j)EQd
[
XT+smax(HT+s −KH , 0)
∣∣∣FT]
= e−rd(s−j)
∫ ∞
0
XT+smax(HT+s −KH , 0)p(XT+s, HT+s) dXT+s dHT+s
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≃ e−rd(s−i) 1
K−K0
×
K∑
k=K0+1
{
XT exp
(
T+s∑
j=T+1
x
(k)
j
)[
max
(
HT exp
(
T+s∑
j=T+1
h
(k)
j
)
−KH , 0
)]}
.
(4.7)
Here, h
(k)
T+j and x
(k)
T+j are simulated from their joint probability density under the
measure Qd with the parameters sampling from their posterior densities (3.8).
Note that, for example in the expression (4.4), the parameters σx, σh, ρ are up-
dated in each time step, i.e. the predictive data are further coupled with sample data
to make Bayesian inference on parameters. This approach gives a more reasonable
explanation for the uncertainty of unknown parameters than those do not update pa-
rameters step by step. However, this approach also comes at the cost of computation
burden in the numerical study.
5. Numerical simulations
In this section, we perform empirical studies to assess the validity of the method
established as above by comparing it with the MLE method and the Bayesian method
with conjugate informative priors. Our simulations involve two stages, sampling from
the posterior density of parameters and further predicting option prices using the
posterior results of parameters as inputs.
In the first stage, as expressed in Eqs. (3.9), (3.10) and (3.11), the three conditional
posteriors used for parameters estimations do not take forms of densities that are
convenient to draw from, leading to the fact that the Gibbs sampling algorithm is
not directly available anymore. However, the Metropolis-Hastings algorithm [29] has
been shown to be valid for the posterior conditionals used in the Gibbs sampling
algorithm, i.e. the Metropolis with-in Gibbs algorithm [26]. Algorithm 1 shows the
detailed steps of the algorithm used in our computation.
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Algorithm 1 Metropolis with-in Gibbs algorithm
1. For i = 1, 2, 3, choose candidate density qi(θi) and initial value θ
(0)
i
for each parameter.
For k = 1, 2, · · · ,K :
2. Take a candidate draw θ∗
i
from qi(θi),
3. Calculate the acceptance probability
α(θ
(k−1)
i
, θ∗i ) = min

1,
p
(
θ∗
i
∣∣∣θ(k−1)
∼i
, x, h
)
p
(
θ
(k−1)
i
∣∣∣θ(k−1)
∼i
, x, h
) qi(θ(k−1)i )
qi(θ∗i )

 ,
4. If α(θ
(k−1)
i
, θ∗
i
) < u, then set θ
(k)
i
= θ∗
i
, else θ
(k)
i
= θ
(k−1)
i
, where u is a random draw from the
uniform distribution U(0, 1).
where the subscript i of θi denotes the ith element of vector θ = (σx, σh, ρ), θ
(k−1)
∼i
denotes draws generated in the (k − 1)th step for elements in vector θ except the
ith one, the superscripts (k−1) and * denote the previous draw and current candi-
date draw for θi, respectively. In this algorithm, the candidate density qi should be
carefully chosen and a good choice for qi can generate better Markov chains that con-
verge more quickly and efficiently to the desired distribution. We especially consider
various types of candidate density functions for comparison, including the inverse
Gamma (IG), the truncated Normal (TN), the truncated Student’s t (TT) and the
Normal (N) densities.
The underlying data used for parameter estimations are daily closing levels of
S&P 500 index and the middle-rate of EUR-USD exchange rate, covering from Jan. 6,
2011 to Oct. 30, 2018. Fig. 1 (a) and (b) plot the sample path of index returns and
exchange rate returns.
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Figure 1 Sample data for the log returns of S&P 500 index and EUR-USD exchange rate
To remove the initial value effect, we take K =300000 and K0 =100000 in each
simulation. We examine the posterior simulations across different sample sizes, but
only present parameter results when the sample size is 140. Convergence of the
Markov Chain generated by the Metropolis with-in Gibbs algorithm is diagnosed by
two statistics ‘NSE’ and ‘CD’ [30].
Table 1 Parameter estimations with various candidate densities
Mean Std.dev. 95% HPDI NSE CD
TTN
σx 0.0057 8.1582×10
−4 [0.0051, 0.0062] 1.7874×10−6 0.15248
σh 0.0035 0.0015 [0.0012, 0.0058] 3.4259×10
−6 -0.69983
ρ -0.0271 0.0790 [-0.1334, 0.0782] 1.7404×10−4 0.49578
TNN
σx 0.0062 0.0047 [0.0005, 0.0152] 1.0449×10
−5 -1.3207
σh 0.0025 0.0019 [0.0002, 0.0062] 4.2759×10
−6 0.62796
ρ 0.0392 0.3476 [-0.5292, 0.6917] 7.7716×10−4 0.26118
IGN
σx 0.0059 9.9535×10
−4 [0.0048, 0.008] 2.2257×10−6 0.21235
σh 0.0041 7.8202×10
−4 [0.0029, 0.0055] 1.7487×10−6 -0.15433
ρ 0.0873 0.5049 [-0.7406, 0.8697] 0.0011 0.16212
MNC
σx 0.0072 3.046×10
−4 [0.0067, 0.0077] 6.8111×10−7 -
σh 0.0046 1.9523×10
−4 [0.0043, 0.0049] 4.3654×10−7 -
ρ -0.0374 0.0598 [-0.1356, 0.0612] 1.3364×10−4 -
MLE
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σx 0.0083 - - - -
σh 0.0025 - - - -
ρ -0.0391 - - - -
Table 1 reports the parameter posterior results using the previous 140 daily S&P
index and EUR-USD data. For comparison, the Bayesian conjugate posterior (MNC)
result and the MLE result are presented in Table 1 as well. The MLE method only
provides a point estimation, while Bayesian method offers the posterior density that
can be used as inputs for further price options with the uncertainty of parameters
taken into account. In table 1, TTN denotes that the candidate densities q1, q2, q3
are TT, TT and N density, respectively. TNN denotes that the candidate densities
q1, q2, q3 are TN, TN and N density, respectively. IGN denotes that the candidate
densities q1, q2, q3 are IG, IG and N density, respectively. ‘Mean’, ‘Std.dev.’ and
‘Acp.’ represent the posterior mean, posterior standard deviation and acceptance
probability, respectively. The ’NSE’ and ’CD’ values both show that the Markov
chains generated from our algorithms are convergent under different settings for
candidate densities.
Clearly, in Table 1, the Bayesian estimation results of model parameters with
various candidate densities are somewhat different from the MNC and MLE results,
especially for the correlation parameter ρ.
Fig. 2 plots the corresponding posterior densities of each unknown parameters
with different candidate densities being used in the posterior sampling simulations.
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Figure 2 Comparison of the posterior densities of unknown parameters σx, σh and ρ under different candidate
densities.
In the second stage, we apply our method to real market data obtained from the
website ivolatility. com. Because of the absence of readily available data of Quanto
option prices in real market, we follow the method in [8, 9] and construct artifi-
cial Quanto option data implied by the real market data of S&P 500 index option
and EUR-USD exchange rate. For this reason, only the Quanto option with pay-
off function F (3) (fixed exchange rate foreign stock call struck in foreign currency)
is discussed in the following examples examined in our numerical simulations. Let
QC(t,Kf , T ) be the time-t S&P 500 Quanto call option price and C(t,Kf , T ) the
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time-t S&P 500 call option price, with strike Kf and maturity T , then
QC(t,Kf , T ) = e
−rd(T−t)HfixC(t,Kf , T ), (5.1)
where the risk-free rates rd in domestic market and rf in foreign market are set
according to the available LIBOR rate, Hfix is set as 1 for simplicity. Therefore, the
Quanto option is established in two steps [6]. At first, we take the call options on
S&P 500 index traded on Oct. 31, 2018. Then, in the Euro zone, if one hopes to
invest these options, the EUR-USD exchange rate is needed to convert the payoff
settled in EUR. The option data has been filtered following the method in [31] to
exclude the options that might be exercised at some time before the maturity.
We proceed to compare the simulated theoretical option prices with the real mar-
ket data to examine whether our Bayesian method is efficient or not. In addition,
we simulate theoretical BS price with implied volatility (BS-I) and BS price with
historical volatility (BS-H) for comparison to indicate the advantage of Bayesian
estimation method established in the previous sections of this paper.
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Figure 3 Comparison of real option data with simulated option data.
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We particularly choose options with time-to-maturity 51 days and with different
moneyness (defined as
Kf
Xt
) categories. Fig. 3 plots the real market option data and the
pricing results of options with varying moneyness categories under different methods
for the purpose of comparison. As we can see from Fig. 3, the Bayesian methods with
TTN and IGN candidate densities have overall good agreements with real market
data. The Bayesian method with TNN candidate density performs best among all
the other methods for near the money options, but it is no longer valid for deep out-of
the money options. In addition, we find that the Bayesian method constructed in this
paper using non-informative priors has a better pricing performance than the pricing
results using Bayesian conjugate priors, indicating that the adoption of conjugate
priors may contain too much information as has been pointed by some researchers.
Moreover, BS-I and BS-H models always underestimate and overestimate option
prices in real market, respectively.
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Figure 4 Predictive densities of option prices across parameters posteriors with various candidate densities IGN(a),
TTN(b), TNN(c), MNC(d), respectively.
We further demonstrate the effectiveness of predictive method constructed in sec-
tion 4 in terms of pricing options, which updates parameters step by step. We
consider the option with strike price 2655 and with time-to maturity 51 days, whose
market price is 105.85. Fig. 4 plots the predictive density of option price with poste-
riors of model parameters simulated from candidate densities IGN, TTN, TNN and
MNC, respectively. The figures show how option prices are distributed, providing
more useful information to traders than the classical estimation method that gives
only a point forecast from the point view of a practitioner. We report the distri-
bution features of predictive densities, including the mean, the NSE and the 99%
Highest Posterior Density Interval (HPDI) below each subfigure and find that IGN,
TTN and TNN have better pricing performances than that of MNC, where the 99%
HPDI of IGN, TTN and TNN contain the true option value, showing again that the
Bayesian method using non-informative priors might have more potentials than that
of using informative conjugate priors.
The numerical simulation results presented above showed that the Bayesian in-
ference method established in this paper has advantages in pricing options over the
classical estimation method and the Bayesian method with conjugate priors, but
this was only for one particular choice of exchange rate and for one fixed sample size.
The last two aims of our numerical experiments is to check if the pricing performance
remains valid with respect to (i) using different exchange rate processes for the con-
struction of Quanto options; and (ii) the sample size of underlying assets data used
for parameter estimations.
To demonstrate the effectiveness of the Bayesian method in this paper in terms
of the pricing of constructed Quanto options with exchange rate processes between
different currencies. We convert the European options on S&P 500 index valued in
US dollars to currencies settled in Euros, Pounds and Canadian dollars, respectively.
Therefore, the exchange rate process between Euros and US dollars (EUR-USD),
Pounds and US dollars (UK-USD), Canadian dollars and US dollars (CAN-USD)
are required, and the Quanto options with exchange rates EUR-USD, UK-USD and
CAN-USD are constructed following Eq. (5.1).
Table 2 Pricing performance for Quanto options constructed using exchange rates between different currencies under
different moneyness.
Exchange Rate Model ITM ATM OTM
IGN
0.01846
(0.215646)
0.09083
(0.163425)
0.39566
(0.05218)
EUR-USD BS-I
0.028699
(0.294447)
0.22026
(0.132581)
0.84966
(0.023036)
BS-H
0.078091
(0.286977)
0.152474
(0.219674)
0.947846
(0.094999)
IGN
0.018556
(0.215611)
0.09065
(0.163414)
0.39583
(0.052171)
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UK-USD BS-I
0.028624
(0.294459)
0.22002
(0.132597)
0.84958
(0.023042)
BS-H
0.078299
(0.286996)
0.152854
(0.219707)
0.948988
(0.095024)
IG-N
0.017771
(0.216084)
0.09206
(0.163681)
0.38907
(0.052588)
CAN-USD BS-I
0.029684
(0.294301)
0.22317
(0.132374)
0.85063
(0.022957)
BS-H
0.075477
(0.286737)
0.147718
(0.219266)
0.933576
(0.094684)
Table 2 shows the relative pricing error (RPE) and NSE (in parenthesis) for
Quanto options constructed using exchange rates between different currencies, in-
cluding EUR-USD, UK-USD and CAN-USD. We choose options with different mon-
eyness (
Kf
Xt
< 0.98: in-the-money (ITM), 0.98 <
Kf
Xt
< 1.02: at-the-money (ATM),
Kf
Xt
> 1.02: out-of-the-money (OTM)) and compare the Bayesian method with IGN
candidate densities with the BS-I and BS-H. We see that the adoption of three ex-
change rate processes leads to similar pricing errors, and the RPE increases with the
increase of strike prices. Moreover, the Bayeisan method established in the paper
always performs best comparing with the BS-I and BS-H models. Therefore, our pa-
per provides an alternative estimation method of Quanto option prices with investors
from different countries to invest foreign options on the same underlying asset.
We choose various sample sizes T = 140, 740, 1340 and 1840 days to make Bayesian
inference on unknown parameters, and further test if the final pricing results are
sensitive to the changes of sample size.
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Figure 5 Pricing results with different underlying sample sizes
Fig. 5 plots the pricing performance under different underlying sample sizes by
comparing with real market data and BS-I model prices. As we can see from Fig. 5
(a), our method with IGN candidate densities is robust with different sample sizes,
27
and it can achieve the best pricing performance when T = 140 days. This conclusion
is also valid for the Bayesian method with TTN and TNN candidate densities. How-
ever, Fig. 5(b) shows that the Bayesian method with conjugate priors presents the
best pricing result when T = 1840 days. Therefore, we obtain the similar conclusion
as in Ref. [17], that is, the Bayesian methods constructed in this paper could make
positive contribution to pricing options on underlying assets for which less sample
data is available. This advantage is extremely meaningful in some cases of the lim-
ited disclosure information for those newly listed firms, where the Bayesian method
has potentials to do estimations and predictions.
6. Conclusion
This paper is concerned with the pricing of Quanto options using Bayesian meth-
ods with the randomness of parameters being considered. We performed Bayesian
inference on the estimation of volatilities of foreign asset and exchange rate and the
correlation between them. Then we considered four different types of Quanto op-
tions and explained how to compute option prices based on the Bayesian prediction
technique as a by-product of Bayesian posterior density.
To the best of our knowledge, Bayesian method has been widely used in the
pricing of one-asset options, but less efforts has been made to price options with
more than one asset. Hence this paper is an extension work and serves as a basis for
the application of Bayesian methods in the pricing of options with more unknown
parameters.
In the empirical studies, the Metropolis with-in Gibbs algorithm with different
candidate densities is presented for posterior sampling. Real Quanto options data
with different maturities and strike prices are constructed in a rigorous way. The
posterior predictive distribution is made use of as a goodness-of-fit testing to compute
option prices. By comparing with the maximum likelihood estimation results, the
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Bayesian estimation results with informative conjugate priors and the real market
prices, we found that the Bayesian method established in this study for Quanto
options pricing has obvious advantages for all moneyness categories and has more
potentials when less data for underlying assets is available. The MLE and Bayesian
methods with conjugate priors usually overestimate and underestimate market option
data, respectively. In addition, by constructing Quanto options with exchange rates
between different currencies and testing the pricing results, we found that our method
provides an alternative estimation method of Quanto option prices with investors
from different countries to invest foreign options on the same underlying asset.
Although we concentrated on the pricing of Quanto options throughout the paper,
the framework established in this paper also applies to price other types of options
with two assets, including exchange options, better-of options etc. . In addition,
we can find here, it will be an interesting future research topic to further extend
the framework to more general stochastic processes, such as mean-reverting process,
jump-diffusion process and the pure jump Le´vy process.
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