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Resumen
Investigar experimentalmente diferentes modelos de sistemas distribuidos, estudiando especialmente
la migración dinámica de procesos y datos, así como el comportamiento de redes móviles en procesos
de tiempo real.
Los temas fundamentales propuestos en el proyecto se refieren al desarrollo de un ambiente
experimental para el estudio de casos de procesamiento distribuido, basado en una arquitectura de red
heterogénea con lenguaje JAVA. Posteriormente se plantea la utilización de este ambiente en el
análisis de los problemas de migración dinámica de procesos y datos.
Finalmente se investiga la utilización de agentes móviles como concepto de base para la especificación
y desarrollo de servicios específicos en los nodos de la red de experimentación.
Interesa especialmente la aplicación de estas investigaciones al tratamiento de bases de datos
distribuidas y al análisis de redes de procesadores móviles.
Introducción
Un sistema distribuido de tiempo real debe interactuar con el mundo real, en puntos físicamente
distantes y no necesariamente fijos, en períodos de tiempo que vienen determinados por el contexto o
las restricciones de la especificación (en muchos casos a partir de una activación asincrónica).
La evolución tecnológica en el tratamiento de señales (locales o remotas) y en los sistemas de
comunicaciones ha impulsado enormemente esta área temática, sobre todo en los aspectos de
planificación, desarrollo y verificación  de software para Sistemas Distribuidos de Tiempo Real.
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Algunas de las dificultades principales del desarrollo de software para sistemas  distribuidos de tiempo
real son:
   Manejo de mensajes asincrónicos con diferente prioridad.
   Detectar y controlar condiciones de falla, a nivel de software, de procesadores y de
comunicaciones. Prever diferentes grados de recuperación del sistema.
   Modelizar condiciones de concurrencia y paralelismo.
   Manejar las comunicaciones inter-procesos e inter-procesadores.
   Asegurar la confiabilidad de los datos y analizar su migración en condiciones de funcionamiento
normal o de falla.
   Organizar y despachar la atención de procesos, manejando las restricciones de tiempo
especificadas.
   Testear y poner a punto un sistema físicamente distribuido.
Todas estas dificultades conducen a la utilidad de desarrollar ambientes de experimentación que
permitan modelizar el sistema distribuido y simular condiciones de funcionamiento real, de modo de
verificar las especificaciones o estudiar tiempos de respuesta.
En una primera etapa se ha estudiado una clase de SDTR constituida por las Bases de Datos
Distribuidas. En particular los problemas de concurrencia de procesos en BDD con replicación y el
aseguramiento de la integridad de las transacciones han sido el eje de la investigación realizada hasta
el momento.
Con este objetivo se desarrolló un ambiente de experimentación en lenguaje JAVA.
Por otra parte actualmente se están estudiando las características y ventajas del uso de agentes móviles
sobre una red de procesamiento distribuido.
La idea es que un agente móvil, o sea una entidad de software, pueda reubicarse en los nodos de la red
conservando su propio estado interno y se mueva de un server a otro desarrollando su propio cómputo
en el lugar, donde el acceso a los datos que interesan tiene un costo definitivamente menor en términos
de tiempo de acceso y simplicidad de código a realizar. Cuando un agente termina su cómputo,
después de haber visitado uno o más nodos de la red, puede retornar al punto de partida devolviendo
los datos que elaboró.
Normalmente una aplicación basada en agentes, involucra a varios que colaboran entre sí para un fin
común. Por lo tanto deben coordinarse entre ellos para poder resolver su propia computación para
evitar realizar una operación que ya fue realizada por otro agente. Muchas veces los agentes móviles
crean instancias de sí mismos para poder paralelizar lo más posible operaciones que son
intrínsecamente paralelas (por ejemplo cumplir la misma búsqueda en varios nodos de la red). En este
caso, algunos agentes se instancian en tiempo de ejecución y esto complica ulteriormente la
problemática de la coordinación, porque no se sabe a priori la cantidad de agentes presentes en la
aplicación, y un agente no tiene forma de conocer cuántos agentes en total están colaborando entre
ellos.
Temas de Investigación y desarrollo

 Sistemas Distribuidos de Tiempo Real. Ingeniería de Software de Sistemas de Tiempo Real.

 Bases de Datos Distribuidas

 Condiciones de replicación y fragmentación de información.

 Especificación del tiempo en SDTRs.

 Control de Concurrencia en ambientes distribuidos.







 Procedimientos Remotos (RPC)
Temas de Investigación y desarrollo (cont.)







 Tipos de Agentes

 Comunicación entre Agentes

 Sistemas Multiagentes - Aglets

 Seguridad en Agentes

 Seguridad en sistemas distribuidos

 Estrategias de seguridad en Agentes

 Protocolos de comunicación

 Utilidades para Agentes Móviles (MAF)

 Utilidades para la Interoperación entre Sistemas de Agentes Móviles (MASIF)
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