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Abstract
In this paper we study the problem of generation of dependent random variables, known as the
“coordination capacity” [4] [5], in multiterminal networks. In this model m nodes of the network are
observing i.i.d. repetitions of X(1), X(2),..., X(m) distributed according to q(x(1), ..., x(m)). Given a
joint distribution q(x(1), ..., x(m), y(1), ..., y(m)), the final goal of the ith node is to construct the i.i.d.
copies of Y (i) after the communication over the network where X(1), X(2),..., X(m), Y (1), Y (2),..., Y (m)
are jointly distributed according to q(x(1), ..., x(m), y(1), ..., y(m)). To do this, the nodes can exchange
messages over the network at rates not exceeding the capacity constraints of the links. This problem is
difficult to solve even for the special case of two nodes. In this paper we prove new inner and outer
bounds on the achievable rates for networks with two nodes.
I. INTRODUCTION
Traditionally coding is used in networks to distribute information among the nodes. However in some
applications (certain) nodes of the network may need to coordinate with other nodes to carry out some
joint action [1], [4]. To accomplish this coordination, the nodes could in general talk back and forth with
each other. Given capacity constraints on the links between the nodes, the goal may be to minimize the
amount of communication needed to accomplish the coordination. This is not a traditional communication
problem. There is no explicit message to be transmitted, and any node or set of nodes involved in the
coordination does not necessarily have to figure out the task to be performed by the other nodes. It
is valuable to develop a general framework that includes both the traditional demands of transmission
of (possibly correlated) sources over networks, and coordination demands. Such a model has started to
evolve in the recent literature [4], [5], see also [7]. Our formulation can be understood as a natural
extension of these works.
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2Roughly speaking, we assume that the m nodes of the network are observing i.i.d. repetitions of X(1),
X(2),..., X(m) distributed according to q(x(1), ..., x(m)). Given a joint distribution q(x(1), ..., x(m), y(1), ..., y(m)),
the final goal of the ith node is to compute the i.i.d. copies of Y (i) after the communication over the
network where X(1), X(2),..., X(m), Y (1), Y (2),..., Y (m) are jointly distributed according to
q(x(1), ..., x(m), y(1), ..., y(m)). To do this, the nodes can exchange messages over the network at rates
not exceeding the capacity constraints of the links. We assume that there is a directed edge from the
ith node to the jth node with the rate constraint Ri,j for 1 ≤ i, j ≤ m. We say that the network with
the set of rates Ri,j for 1 ≤ i, j ≤ m is admissible if the ith node is able to create the i.i.d. copies of
Y (i) within a vanishing total variation distance. All (or a subset) of the nodes of the network may have
access to common randomness at a certain rate in a given application. This depends on the possibility of a
parallel resource that provides common randomness to the nodes at some constant rate. For simplicity we
assume that no common randomness is provided to the nodes, although this assumption is not in principle
necessary and can be further explored. On the other hand, private randomization at the individual nodes
can very well be feasible in a practical network. Thus, we provide the nodes with such ability throughout
this paper.
Note that the traditional problem of communication of messages over a network can be thought of as an
special case of the problem defined above. One just needs to suitably choose q(x(1), ..., x(m), y(1), ..., y(m))
where the i.i.d. copies X(i) represent the information initially available to the ith node, and the i.i.d.
copies Y (i) represent the desired information of the ith node after the communication. Therefore the
advantage of network coding over pure routing, or the insufficiency of linear codes are of relevance
here as well. Lastly we note that there are some similarities between the problem of “communication
complexity” and this problem when Y (i)s are functions of (X(1), ...,X(m)).
The simplest model to consider is the network with two nodes. This special case is also interesting
because one can partition the nodes of a large network into two sets, S and Sc, and treat the nodes on
each side of the partition as a single supernode. Thus, any outer bound on the two-node problem results
in an outer bound for arbitrary networks. Still, the problem is difficult to solve even in the special case
of two nodes. In this paper, we restrict ourselves to the special case of two nodes where we prove new
lower and upper bounds. Our results build upon and generalize some of the results in [4] and [5].
This paper is organized as follows. In section II, we introduce the basic notation and definitions used
in this paper. Section III contains the main results of the paper, and section V includes the proofs.
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3II. DEFINITIONS
In this section we provide a rigorous definition for the model described in the introduction for the
case of two nodes. A general model for the case of m terminals can be defined along the same lines,
as sketched in the preceding section. This we omit, because we prove results only for the case of two
nodes.
Take an arbitrary q(x(1), x(2), y(1), y(2)). Given an arbitrary natural number r, we say that (R12, R21)
is admissible with r interactive rounds of communication if for any positive ǫ, there is a natural number
n0 where the following holds for any n ≥ n0: the two nodes observe n i.i.d. copies of X(1),X(2), i.e.
X
(1)
1:n,X
(2)
1:n. Assume that the first node is using the external randomness M1, and the second node is using
the external randomness M2. Random variables M1, M2, and X(1)1:nX
(2)
1:n must be mutually independent.
Let C1, C2, ..., Cr denote the interactive communication used in the code, and let C = (C1, C2, ..., Cr).
We have H(Ci|C1:i−1X(1)1:nM1) = 0 if i is odd, H(Ci|C1:i−1X(2)1:nM2) = 0 if i is even. We further have
1
n
∑
i:odd
H(Ci) ≤ R12
and
1
n
∑
i:even
H(Ci) ≤ R21.
Following the communication, the first node creates Ŷ (1)1:n , and the second node creates Ŷ
(2)
1:n such that the
total variation distance between p(X(1)1:n,X
(2)
1:n, Ŷ
(1)
1:n , Ŷ
(2)
1:n ) and the distribution of (X
(1)
1:n,X
(2)
1:n, Y
(1)
1:n , Y
(2)
1:n ),
constructed by taking n i.i.d copies of q(x(1), x(2), y(1), y(2)), is less than or equal to ǫ. In other words
∑
x(1)1:n,x
(2)
1:n,y
(1)
1:n,y
(2)
1:n∣∣p(X(1)1:n = x(1)1:n,X(2)1:n = x(2)1:n, Ŷ (1)1:n = y(1)1:n, Ŷ (2)1:n = y(2)1:n)−
p(X
(1)
1:n = x
(1)
1:n,X
(2)
1:n = x
(2)
1:n, Y
(1)
1:n = y
(1)
1:n, Y
(2)
1:n = y
(2)
1:n)
∣∣ ≤ ǫ.
If r = 1, we have only one communication from the first node to the second node.
For the special case of Y (1) = X(1) and X(2) = constant and r = 1, one gets a problem that is a
special case of the problem considered by Paul Cuff [5].
III. STATEMENT OF THE RESULTS
Consider the case of r rounds of interactive communication, meaning that the two nodes talk back and
forth for r rounds.
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4A. Converse results
• The case of r = 1 (i.e. R21 = 0):
When Y (1) = X(1), X(2) = constant, one gets a problem that is a special case of Paul Cuff’s result
[5]. Cuff showed that in this case the minimum admissible R12 is equal to the Wyner common information
[8], i.e.
inf
Y (2)−U−X(1)
I(U ;X(1)Y (2)).
We generalize this result for arbitrary q(x(1), x(2), y(1), y(2)):
Theorem 1: Assume that r = 1, that is when R21 = 0. Then one must have Y (1) −X(1) −X(2), and
furthermore (R12, 0) belongs to R1 defined as follows:1{
(R12, 0) ∈ R2 : ∃p(u, x(1), x(2), y(1), y(2)) ∈ T1 s.t.
R12 ≥ I(U ;X(1)Y (1)Y (2)|X(2))
}
,
where
T1 ,
{
p(u, x(1), x(2), y(1), y(2)) :
X(1),X(2), Y (1), Y (2) ∼ q(x(1), x(2), y(1), y(2)),
U −X(1) −X(2),
Y (1) − UX(1) −X(2)Y (2),
Y (2) − UX(2) −X(1)Y (1),
|U| ≤ |X (1)||Y(1)||X (2)||Y(2)|+ 1}.
• The case of a fixed r ≥ 2:
Theorem 2: Take an arbitrary q(x(1), x(2), y(1), y(2)). Then any admissible pair (R12, R21) must be-
long to R2(r) defined as the convex closure of rate pairs (R12, R21) ∈ R2 such that there exists
p(f1, ..., fr, x
(1), x(2), y(1), y(2)) ∈ T2(r) such that
R12 ≥ I(X(1);F|X(2)),
R21 ≥ I(X(2);F|X(1)),
R12 +R21 ≥ I(X(1);F|X(2)) +
I(X(2);F|X(1)) + I(Y (1);Y (2)|X(1)X(2)),
1The authors would like to thank Mohammad Hossein Yassaee for pointing out a typo in the statement of this theorem.
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5where F = (F1, F2, ..., Fr) and T2(r) is the set of p(f1, f2, ..., fr, x(1), x(2), y(1), y(2)) satisfying
X(1),X(2), Y (1), Y (2) ∼ q(x(1), x(2), y(1), y(2)),
Fi − F1:i−1X(1) −X(2) if i is odd,
Fi − F1:i−1X(2) −X(1) if i is even,
Y (1) − FX(1) −X(2)Y (2),
Y (2) − FX(2) −X(1)Y (1),
∀ 1 ≤ i ≤ r :
|Fi| ≤ |Fi−1||Fi−2| · · · |F1||X (1)||Y(1)||X (2)||Y(2)|+ 1.
• The case of no constraints on the value of r:
Theorem 3: Take an arbitrary q(x(1), x(2), y(1), y(2)). Then for any r, any admissible pair (R12, R21)
must belong to R3 defined as the convex closure of
{
(R12, R21) ∈ R2 : ∃p(u, x(1), x(2), y(1), y(2)) ∈ T3 s.t.
R12 ≥ I(X(1);U |X(2)),
R21 ≥ I(X(2);U |X(1)),
R12 +R21 ≥ I(X(1);U |X(2)) + I(X(2);U |X(1))
+I(Y (1);Y (2)|X(1)X(2))},
where T3 is the set of p(u, x(1), x(2), y(1), y(2)) satisfying
X(1),X(2), Y (1), Y (2) ∼ q(x(1), x(2), y(1), y(2)),
I(X(1);X(2)|U) ≤ I(X(1);X(2)),
Y (1) − UX(1) −X(2)Y (2),
Y (2) − UX(2) −X(1)Y (1),
|U| ≤ |X (1)||Y(1)||X (2)||Y(2)|+ 1.
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Theorem 4: Take an arbitrary q(x(1), x(2), y(1), y(2)) such that X(1) = X(2), and let X = X(1) = X(2).
Assume that random variables F1, F2, ..., Fr are jointly distributed with X,Y (1), Y (2) such that
Y (1) − FrFr−1...F1X − Y (2).
Furthermore assume that positive reals R′1, R′2, ...,R′r satisfy the following:
∀1 ≤ s ≤ r : ∑si=1R′i > I(Y (1), Y (2);F1, ..., Fs|X)
Then the rate pair (
∑
odd iR
′
i,
∑
even iR
′
i) is achievable with two rounds of communication, i.e. with
r = 2.
Discussion: The above result is based on a generalization of Lemma 6.1 of [5], which itself is a
consequence of the resolvability work of Han and Verdu in [6] and Wyner [8].
Lemma 6.1 of [5]: For any discrete distribution p(f, v) and each n, let C(n) = F1:n(t)2nRt=1 be a
“codebook” of sequences each independently drawn according to
∏n
k=1 pF (fk). For a fixed codebook,
define the distribution
Q(v1:n) = 2
−nR
2nR∑
t=1
n∏
k=1
pV |F (vk|fk(t)).
Then if R > I(V ;F ),
lim
n−∞E
∥∥∥∥Q(v1:n)−
n∏
k=1
pV (vk)
∥∥∥∥
1
= 0,
where the expectation is with respect to the randomly constructed codebooks C(n).
We now present the generalization of the above lemma that we use. To get back the above lemma,
simply set r = 1 and X to be constant. Note that Theorem 4 can be proved by taking V to be Y (1), Y (2)
in the following lemma.
Generalization of the lemma: Take some arbitrary discrete joint distribution p(f1, f2, f3, ..., fr, v, x).
For each n and every sequence x1:n ∈ X n, we randomly construct a “codebook” C(x1:n) of size
2nR
′
1+nR
′
2+...+nR
′
r as follows: generate 2nR′1 sequences of length n independently, with each sequence
distributed according to
∏n
i=1 q(f1i|xi). Let us label these sequences by f1,1:n(t1) for 1 ≤ t1 ≤ 2nR
′
1
. The
sequences f1,1:n(t1) (for 1 ≤ t1 ≤ 2nR′1) will be the cloud centers for the sequences generated in the next
step. For every 1 ≤ t1 ≤ 2nR′1 , generate 2nR′2 sequences of length n using the conditional distribution of∏n
i=1 q(f2i|f1i(t1), xi). Let us label these sequences by f2,1:n(t1, t2) for 1 ≤ t1 ≤ 2nR
′
1 , 1 ≤ t2 ≤ 2nR′2 .
The sequences f2,1:n(t1, t2) (for 1 ≤ t1 ≤ 2nR′1 , 1 ≤ t2 ≤ 2nR′2) will be the cloud centers for the sequences
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7generated in the next step. We continue this for r steps. In the r-th step we generate fr,1:n(t1, t2, t3, ..., tr)
for 1 ≤ t1 ≤ 2nR′1 , 1 ≤ t2 ≤ 2nR′2 , 1 ≤ t3 ≤ 2nR′3 , ..., 1 ≤ tr ≤ 2nR′r .
For a fixed codebook, define the distribution
Q(v1:n|x1:n) = 2−nR′1−nR′2−...−nR′r
2nR
′
1∑
t1=1
2nR
′
2∑
t2=1
...
2nR
′
r∑
tr=1
n∏
k=1
pV |F1,...,Fr,X(vk|f1k(t1), f2k(t1, t2), ..., frk(t1, t2, ..., tr), xk).
Then if
∀1 ≤ s ≤ r : ∑si=1R′i > I(V ;F1, ..., Fs|X),
we have
lim
n−∞E
∥∥∥∥Q(v1:n, x1:n)−
n∏
k=1
pV,X(vk, xk)
∥∥∥∥
1
= 0,
where the expectation is with respect to the randomly constructed codebooks C(x1:n) and i.i.d. sequences
X1:n ∼
∏n
k=1 p(xk).
Remark 1: For the case of X = X(1) = X(2) and r = 1 the above theorem implies that the rate (R12, 0)
is achievable if R12 > infU :Y (1)−UX−Y (2) I(Y (1), Y (2);U |X). Compare this with the converse given in
Theorem 1 which shows that any achievable (R12, 0) must satisfy R12 ≥ infU :Y (1)−UX−Y (2) I(Y (1), Y (2);U |X).
Remark 2: The above theorem can be extended to scenarios where there are functions k1 and k2
satisfying K = k1(X(1)) = k2(X(2)) and X(1)X(2)−K−Y (1)Y (2). In this case the nodes can create K
and work with it to reconstruct i.i.d copies of Y (1) and Y (2) within an arbitrarily small total variational
distance from the i.i.d. scenario. The constructed outputs together with X(1),X(2) will also have small
total variational distance from the i.i.d scenario.
Theorem 5: Take some Z(1), Z(2) arbitrarily distributed with X(1),X(2), Y (1), Y (2). Assume that the
rate pair (R12, R21) is achievable for the problem of q(x(1), x(2), z(1), z(2)) with r1 rounds of communi-
cation, and the rate pair (R′12, R′21) is achievable for the problem of q(x(1)z(1), x(2)z(2), y(1), y(2)) with
r2 rounds of communication. Then the rate pair (R12 + R′12, R21 + R′21) is achievable for the problem
of q(x(1), x(2), y(1), y(2)) with r1 + r2 rounds of communication.
Observation 1: If H(Y (1)|X(2)) = 0 and H(Y (2)|X(1)) = 0, then the set of (R12, R21) satisfying
R21 > H(Y
(1)|X(1)), R12 > H(Y (2)|X(2)) is achievable using Slepian-Wolf binning with two rounds of
communication, i.e. with r = 2. Small probability of block recovery error implies a small total variational
distance.
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for the general problem of q(x(1), x(2), y(1), y(2)). The two nodes can first exchange X(1) and X(2), by
using up rates H(X(2)|X(1)) and H(X(1)|X(2)). One can then apply Theorem 4 for the reconstruction
of Y (1) and Y (2).
V. PROOFS
Proof of Theorem 1: Take an arbitrary q(x(1), x(2), y(1), y(2)). Since (R12, 0) is admissible with one-
way communication from the first node to the second node, for any positive ǫ, a code of length n exists
such that the communication rates are less than or equal to (R12, 0) and the total variation distance between
the overall reconstruction and the distribution of n i.i.d copies of (X(1),X(2), Y (1), Y (2)) is less than or
equal to ǫ. In other words for some natural number n, the two nodes observe n i.i.d. copies of X(1),X(2),
i.e. X(1)1:n,X
(2)
1:n respectively. Assume that the first node is using the external randomness M1, and the
second node is using the external randomness M2. M1, M2 and X(1)1:nX
(2)
1:n must be mutually independent.
Let C denote the message sent from the first node to the second node. We have H(C|X(1)1:nM1) = 0 and
1
n
H(C) ≤ R12.
Following the communication, the first node creates Ŷ (1)1:n , and the second node creates Ŷ
(2)
1:n such that the
total variation distance between p(X(1)1:n,X
(2)
1:n, Ŷ
(1)
1:n , Ŷ
(2)
1:n ) and the distribution of (X
(1)
1:n,X
(2)
1:n, Y
(1)
1:n , Y
(2)
1:n ),
constructed by taking n i.i.d copies of q(x(1), x(2), y(1), y(2)), is less than or equal to ǫ.
The proof generalizes the one given by Paul Cuff in [5]. Take a random variable J uniform on
{1, 2, 3, ..., n} and independent of all the above mentioned random variables. Let
U = JCX
(2)
1:J−1X
(2)
J+1:n,
X(1) = X
(1)
J ,X
(2) = X
(2)
J , Ŷ
(1) = Ŷ
(1)
J , Ŷ
(2) = Ŷ
(2)
J
Note that the total variation distance between the joint distribution of (X(1),X(2), Ŷ (1), Ŷ (2)) and that
of (X(1),X(2), Y (1), Y (2)) distributed according to q(x(1), x(2), y(1), y(2)) is less than or equal to ǫ.
This is true since for any 1 ≤ j ≤ n, the total variation distance between the joint distribution of
(X
(1)
j ,X
(2)
j , Ŷ
(1)
j , Ŷ
(2)
j ) and the joint distribution of (X(1)j ,X(2)j , Y (1)j , Y (2)j ) is less than or equal to ǫ.
We further have
Ŷ (2) − UX(2) −X(1)Ŷ (1)
9since
0 = I(Ŷ
(2)
1:n ;X
(1)
1:nŶ
(1)
1:nM1|CM2X(2)1:n) = (1)
I(Ŷ
(2)
1:nM2;X
(1)
1:nŶ
(1)
1:nM1|CX(2)1:n)− I(M2;X(1)1:nŶ (1)1:nM1|CX(2)1:n) ≥
I(Ŷ
(2)
1:nM2;X
(1)
1:nŶ
(1)
1:nM1|CX(2)1:n)− I(M2;X(1)1:nŶ (1)1:nM1C|X(2)1:n) = (2)
I(Ŷ
(2)
1:nM2;X
(1)
1:nŶ
(1)
1:nM1|CX(2)1:n)− I(M2;X(1)1:nM1|X(2)1:n) = I(Ŷ (2)1:nM2;X(1)1:nŶ (1)1:nM1|CX(2)1:n) ≥
I(Ŷ
(2)
j ;X
(1)
j Ŷ
(1)
j |CX(2)1:j−1X(2)j+1:nX(2)j ), ∀ 1 ≤ j ≤ n,
where equations 1 and 2 hold because H(Ŷ (2)1:n |CM2X(2)1:n) = 0, and H(CŶ (1)1:n |M1X(1)1:n) = 0. Next, note
that
R12 ≥ 1nH(C) ≥ 1nI(C;X
(1)
1:nŶ
(1)
1:n Ŷ
(2)
1:n |X(2)1:n) = 1nH(X
(1)
1:nŶ
(1)
1:n Ŷ
(2)
1:n |X(2)1:n)− 1nH(X
(1)
1:nŶ
(1)
1:n Ŷ
(2)
1:n |X(2)1:nC)
The first term 1nH(X
(1)
1:nŶ
(1)
1:n Ŷ
(2)
1:n |X(2)1:n) is equal to − 1nH(X
(2)
1:n)+
1
nH(X
(1)
1:nŶ
(1)
1:n Ŷ
(2)
1:nX
(2)
1:n). Using Csisza´r-
Ko¨rner inequality [3, Lemma 2.7] on 1nH(X
(1)
1:nŶ
(1)
1:n Ŷ
(2)
1:nX
(2)
1:n), we can bound this term, i.e. 1nH(X
(1)
1:nŶ
(1)
1:n Ŷ
(2)
1:n |X(2)1:n),
from below by
− 1nH(X
(2)
1:n) +
1
nH(X
(1)
1:nY
(1)
1:n Y
(2)
1:nX
(2)
1:n) +
ǫ
n log(
ǫ
(|X (1)||X (2)||Ŷ(1)||Ŷ(2)|)n )
= H(X(1)Y (1)Y (2)|X(2)) + ǫn log( ǫ(|X (1)||X (2)||Ŷ(1)||Ŷ(2)|)n )
≥ H(X(1)Y (1)Y (2)|X(2)) + ǫ log( ǫ|X (1)||X (2)||Ŷ(1)||Ŷ(2)|)
≥ H(X(1)Ŷ (1)Ŷ (2)|X(2)) + 2ǫ log( ǫ|X (1)||X (2)||Ŷ(1)||Ŷ(2)|) = H(X
(1)Ŷ (1)Ŷ (2)|X(2))− 2κ(ǫ)
where κ(ǫ) = −ǫ log( ǫ|X (1)||X (2)||Ŷ(1)||Ŷ(2)|). Here we used the fact (discussed above) that the total variation
distance between the joint distribution of (X(1),X(2), Ŷ (1), Ŷ (2)) and that of (X(1),X(2), Y (1), Y (2)) is
less than or equal to ǫ. We bound the second term, i.e. − 1nH(X
(1)
1:nŶ
(1)
1:n Ŷ
(2)
1:n |X(2)1:nC), from below as
follows:
− 1nH(X
(1)
1:nŶ
(1)
1:n Ŷ
(2)
1:n |X(2)1:nC) = − 1n
∑n
j=1H(X
(1)
j Ŷ
(1)
j Ŷ
(2)
j |X(2)1:nCX(1)1:j−1Ŷ (1)1:j−1Ŷ (2)1:j−1) ≥
− 1n
∑n
j=1H(X
(1)
j Ŷ
(1)
j Ŷ
(2)
j |X(2)j X(2)1:j−1X(2)j+1:nC) = H(X(1)Ŷ (1)Ŷ (2)|X(2)U)
Therefore
R12 ≥ I(X(1)Ŷ (1)Ŷ (2);U |X(2))− 2κ(ǫ)
Hence, (R12, 0) belongs to Rǫ1 defined as follows:{
(R12, 0) ∈ R2 : ∃p(u, x(1), x(2), ŷ(1), ŷ(2)) ∈ T ǫ1 s.t.
R12 ≥ I(U ;X(1)Ŷ (1)Ŷ (2)|X(2))− 2κ(ǫ)
}
,
DRAFT
10
where
T ǫ1 ,
{
p(u, x(1), x(2), ŷ(1), ŷ(2)) : ‖p(x(1), x(2), ŷ(1), ŷ(2))− q(x(1), x(2), ŷ(1), ŷ(2))‖1 ≤ ǫ
Ŷ (2) − UX(2) −X(1)Ŷ (1)
|U| ≤ |X (1)||Ŷ(1)||X (2)||Ŷ(2)|+ 1},
since a cardinality bound on |U| can be imposed using the generalized Carathe´odory theorem of Fenchel.
The proof will be done by noting that
⋂
ǫ>0Rǫ1 = R1. In order to show the latter, note that R1 ⊂⋂
ǫ>0Rǫ1 by definition. In order to show
⋂
ǫ>0Rǫ1 ⊂ R1, we take a sequence of ǫ1, ǫ2,... where
limi→∞ ǫi = 0. Take a point in
⋂
i≥1Rǫi1 . Corresponding to this point are pi(u, x(1), x(2), ŷ(1), ŷ(2))
in T ǫi1 . Since we have cardinality bounds on the alphabet of the random variables involved, one can think
of these probability distributions as vectors in the probability simplex of R|U||X (1)||Ŷ(1)||X (2)||Ŷ(2)|. Since
the probability simplex is a compact set (when viewed as a subset of the Euclidean space), there must
exist a subsequence i1, i2, ... where the sequence pik(u, x(1), x(2), ŷ(1), ŷ(2)) for k = 1, 2, 3, ... converges
to some p∗(u, x(1), x(2), ŷ(1), ŷ(2)). p∗(u, x(1), x(2), ŷ(1), ŷ(2)) must belong to T1 using the fact that mutual
information function and the total variational distance are continuous in the underlying joint distribution.
One can further observe that the point in
⋂
i≥1Rǫi1 that we started with, also belongs to R1 for the choice
of p∗(u, x(1), x(2), ŷ(1), ŷ(2)) since limi→∞ 2κ(ǫi) is zero.
Proof of Theorem 2: Take an arbitrary q(x(1), x(2), y(1), y(2)). Since (R12, R21) is admissible with r
rounds of communication, for any positive ǫ, a code of length n exists such that the communication rates
are less than or equal to (R12, R21) and the total variation distance between the overall reconstruction
and the distribution of n i.i.d copies of (X(1),X(2), Y (1), Y (2)) is less than or equal to ǫ. In other
words for some natural number n, the two nodes observe n i.i.d. copies of X(1),X(2), i.e. X(1)1:n,X
(2)
1:n
respectively. Assume that the first node is using the external randomness M1, and the second node is using
the external randomness M2. M1, M2 and X(1)1:nX
(2)
1:n must be mutually independent. Let C1, C2, ..., Cr
denote the interactive communication used in the code. We have H(Ci|C1:i−1X(1)1:nM1) = 0 if i is odd,
H(Ci|C1:i−1X(2)1:nM2) = 0 if i is even. We further have
1
n
∑
i:odd
H(Ci) ≤ R12
and
1
n
∑
i:even
H(Ci) ≤ R21.
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Following the communication, the first node creates Ŷ (1)1:n , and the second node creates Ŷ
(2)
1:n such that the
total variation distance between p(X(1)1:n,X
(2)
1:n, Ŷ
(1)
1:n , Ŷ
(2)
1:n ) and the distribution of (X
(1)
1:n,X
(2)
1:n, Y
(1)
1:n , Y
(2)
1:n ),
constructed by taking n i.i.d copies of q(x(1), x(2), y(1), y(2)), is less than or equal to ǫ.
Take a random variable J uniform on {1, 2, 3, ..., n} and independent of all the above mentioned
random variables. Let
Z = JX
(2)
1:J−1X
(1)
J+1:n,
Fi = Ci (for i = 1, 2, 3, ..., r)and
−→
F = (F1, F2, ..., Fr),
X(1) = X
(1)
J ,X
(2) = X
(2)
J , Ŷ
(1) = Ŷ
(1)
J , Ŷ
(2) = Ŷ
(2)
J
The following statements hold:
1) I(Ŷ (1);X(2)Ŷ (2)|X(1)−→F Z) = 0 since, for any 1 ≤ j ≤ n, we have:
0 = I(X
(1)
1:nM1;X
(2)
1:nM2|X(1)j:nX(2)1:j−1) = I(X(1)1:nM1F1;X(2)1:nM2|X(1)j:nX(2)1:j−1) ≥
I(X
(1)
1:nM1;X
(2)
1:nM2|X(1)j:nX(2)1:j−1F1) = I(X(1)1:nM1;X(2)1:nM2F2|X(1)j:nX(2)1:j−1F1) ≥
I(X
(1)
1:nM1;X
(2)
1:nM2|X(1)j:nX(2)1:j−1F1:2) ≥ · · · ≥ I(X(1)1:nM1;X(2)1:nM2|X(1)j:nX(2)1:j−1
−→
F ) ≥
I(Ŷ
(1)
1:n ;X
(2)
1:nŶ
(2)
1:n |X(1)j:nX(2)1:j−1
−→
F ) ≥ I(Ŷ (1)j ;X(2)j Ŷ (2)j |X(1)j X(1)j+1:nX(2)1:j−1
−→
F ).
Therefore I(Ŷ (1);X(2)Ŷ (2)|X(1)−→F Z) = 0. Note that this equation implies that for any value of
Z = z, I(Ŷ (1);X(2)Ŷ (2)|X(1)−→F ,Z = z) = 0.
2) Similarly one can show that I(Ŷ (2);X(1)Ŷ (1)|X(2)−→F Z) = 0. Note that this equation implies that
for any value of Z = z, I(Ŷ (2);X(1)Ŷ (1)|X(2)−→F ,Z = z) = 0.
3) I(Fi;X(2)|F1:i−1X(1)Z) = 0 if i is odd, since following the beginning steps of the proof for the
first statement, one can show that for any 1 ≤ j ≤ n the following inequality holds:
0 ≥ I(X(1)1:nM1;X(2)1:nM2|X(1)j:nX(2)1:j−1F1:i−1)
Next, note that
I(X
(1)
1:nM1;X
(2)
1:nM2|X(1)j:nX(2)1:j−1F1:i−1) ≥ I(Fi;X(2)1:n|X(1)j:nX(2)1:j−1F1:i−1) ≥
I(Fi;X
(2)
j |X(1)j:nX(2)1:j−1F1:i−1) = I(Fi;X(2)j |X(1)j X(1)j+1:nX(2)1:j−1F1:i−1).
Therefore I(Fi;X(2)|F1:i−1X(1)Z) = 0 if i is odd. Note that this equation implies that for any
value of Z = z, I(Fi;X(2)|F1:i−1X(1), Z = z) = 0 if i is odd.
4) Similarly one can show that I(Fi;X(1)|F1:i−1X(2)Z) = 0 if i is even. Note that this equation
implies that for any value of Z = z, I(Fi;X(1)|F1:i−1X(2), Z = z) = 0 if i is even.
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These statements imply that conditioned on any Z = z, the conditional distribution
p(f1, f2, ..., fr , x
(1), x(2), ŷ(1), ŷ(2)|z)
satisfies following Markov chains equations:
Fi − F1:i−1X(1) −X(2) if i is odd,
Fi − F1:i−1X(2) −X(1) if i is even
Ŷ (1) −−→F X(1) −X(2)Ŷ (2)
Ŷ (2) −−→F X(2) −X(1)Ŷ (1)
Let dz denote the total variation distance between p(X(1) = x(1),X(2) = x(2), Ŷ (1) = y(1), Ŷ (2) =
y(2)|Z = z) and p(X(1) = x(1),X(2) = x(2), Y (1) = y(1), y(2) = y(2)). In appendix A, we show that∑
z p(z)dz ≤ ǫ.
In appendix B, we show that the triple
(
R12, R21, R12 + R21 − I(Y (1);Y (2)|X(1)X(2)) + 3κ(ǫ)
)
is
coordinate by coordinate greater than or equal to
∑
z p(z)
(
I(
−→
F ;X(1)|X(2), Z = z), I(−→F ;X(2)|X(1), Z = z),
I(
−→
F ;X(1)|X(2), Z = z) + I(−→F ;X(2)|X(1), Z = z)
)
where κ(ǫ) = −ǫ log( ǫ|X (1)||X (2)||Ŷ(1)||Ŷ(2)|) and I(Y
(1);Y (2)|X(1)X(2)) is evaluated assuming that
X(1),X(2), Y (1), Y (2) have the joint distribution of q(x(1), x(2), y(1), y(2)).
Therefore the four-tuple
(
R12, R21, R12 + R21 − I(Y (1);Y (2)|X(1)X(2)) + 3κ(ǫ), ǫ
)
is coordinate by
coordinate greater than or equal to
∑
z p(z)
(
I(
−→
F ;X(1)|X(2), Z = z), I(−→F ;X(2)|X(1), Z = z),
I(
−→
F ;X(1)|X(2), Z = z) + I(−→F ;X(2)|X(1), Z = z), dz
)
.
The Carathe´odory theorem implies that the four tuple
(
R12, R21, R12 +R21 − I(Y (1);Y (2)|X(1)X(2)) +
3κ(ǫ), ǫ
)
is coordinate by coordinate greater than or equal to
∑
i=1:5 ri
(
I(
−→
F ;X(1)|X(2), Z = zi), I(−→F ;X(2)|X(1), Z = zi),
I(
−→
F ;X(1)|X(2), Z = zi) + I(−→F ;X(2)|X(1), Z = zi), dzi
)
.
DRAFT
13
for some values of z1, z2,..., z5 and non-negative r1, r2,...,r5 where
∑
i=1:5 ri = 1. Since for i = 1, ..., 5,
we have ridzi ≤ ǫ, if dzi ≥
√
ǫ, ri will be less than or equal to
√
ǫ. Let t =
∑
i:dzi≤
√
ǫ ri. Note that
1− 5√ǫ ≤ t ≤ 1. We then have:
∑
i=1:5 ri
(
I(
−→
F ;X(1)|X(2), Z = zi), I(−→F ;X(2)|X(1), Z = zi),
I(
−→
F ;X(1)|X(2), Z = zi) + I(−→F ;X(2)|X(1), Z = zi), dzi
)
.
is coordinate by coordinate greater than or equal to
(1− 5√ǫ) ·∑i:dzi≤√ǫ rit
(
I(
−→
F ;X(1)|X(2), Z = zi), I(−→F ;X(2)|X(1), Z = zi),
I(
−→
F ;X(1)|X(2), Z = zi) + I(−→F ;X(2)|X(1), Z = zi), dzi
)
Therefore
(
R12, R21, R12 + R21 − I(Y (1);Y (2)|X(1)X(2)) + 3κ(ǫ)
)
is coordinate by coordinate greater
than or equal to
(1− 5√ǫ)∑i:dzi≤√ǫ rit
(
I(
−→
F ;X(1)|X(2), Z = zi), I(−→F ;X(2)|X(1), Z = zi),
I(
−→
F ;X(1)|X(2), Z = zi) + I(−→F ;X(2)|X(1), Z = zi)
)
Therefore any admissible pair (R12, R21) must belong to Rǫ2(r) defined as the convex closure of
{
(R12, R21) ∈ R2 : ∃p(f1, f2, ..., fr, x(1), x(2), ŷ(1), ŷ(2)) ∈ T ǫ2(r),
(X(1),X(2), Y (1), Y (2)) ∼ q(x(1), x(2), y(1), y(2)) s.t.
R12 ≥ (1− 5
√
ǫ)I(X(1);
−→
F |X(2)),
R21 ≥ (1− 5
√
ǫ)I(X(2);
−→
F |X(1))
R12 +R21 ≥ (1− 5
√
ǫ)I(X(1);
−→
F |X(2)) + (1− 5√ǫ)I(X(2);−→F |X(1)) +
+I(Y (1);Y (2)|X(1)X(2))− 3κ(ǫ)},
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where
T ǫ2(r) ,
{
p(f1, f2, ..., fr, x
(1), x(2), ŷ(1), ŷ(2)) : ‖p(x(1), x(2), ŷ(1), ŷ(2))− q(x(1), x(2), ŷ(1), ŷ(2))‖1 ≤
√
ǫ
Fi − F1:i−1X(1) −X(2) if i is odd,
Fi − F1:i−1X(2) −X(1) if i is even
Ŷ (1) −−→F X(1) −X(2)Ŷ (2)
∀ 1 ≤ i ≤ r :
|Fi| ≤ |Fi−1||Fi−2| · · · |F1||X (1)||Y(1)||X (2)||Y(2)|+ 1
}
.
since cardinality bounds on |Fi| can be imposed using the generalized Carathe´odory theorem of Fenchel.
This is argued in appendix C. We can then continue as in the proof of theorem 1 to show that
⋂
ǫ>0Rǫ2(r) =
R2(r), and hence (R12, R21) must belong to Rǫ2(r).
Proof of Theorem 3: It suffices to show that ⋃r≥1R2(r) ⊂ R3. Take some r and some point
(R12, R21) ∈ R2(r). Corresponding to this point is some p(f1, f2, ..., fr, x(1), x(2), y(1), y(2)) ∈ T2(r). Let
U = F1:r be jointly distributed with X(1),X(2), Y (1), Y (2) according to p((f1, f2, ..., fr), x(1), x(2), y(1), y(2)).
Note that I(X(1);X(2)|U) ≤ I(X(1);X(2)) since
I(X(1);X(2)) = I(X(1)F1;X
(2)) ≥ I(X(1);X(2)|F1) = I(X(1);X(2)F2|F1) ≥
I(X(1);X(2)|F1:2) ≥ · · · ≥ I(X(1);X(2)|F1:r) = I(X(1);X(2)|U),
where we have used the fact that for any p(f1, f2, ..., fr, x(1), x(2), y(1), y(2)) ∈ T2(r), the following
Markov chain equations hold:
Fi − F1:i−1X(1) −X(2) if i is odd,
Fi − F1:i−1X(2) −X(1) if i is even
One can verify that p(u, x(1), x(2), y(1), y(2)) satisfies the required properties for being in T3, except
the cardinality bound. Similar to what was done at the end of the proof of theorem 2, one can use the
generalized Carathe´odory theorem of Fenchel to impose the desired cardinality bound |U|.
Proof of Theorem 4: It suffices to prove the generalized lemma stated in the discussion following
the statement of the theorem. Here we build upon the ideas Paul Cuff uses to prove the direct part for
the problem he considers.
We denote the induced joint distribution on (x1:n, y(1)1:n, y(2)1:n) by Pˆ (x1:n, y(1)1:n, y(2)1:n). We use the capital
letter Pˆ to indicate that this probability is a random variable due to the random generation of the codebook.
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The induced joint distribution on (x1:n, y(1)1:n, y(2)1:n) is equal to:
Pˆ (x1:n, y
(1)
1:n, y
(2)
1:n) =∑
1≤ti≤2nR′i for i=1,2,..,r
( n∏
i=1
q(xi)2
−n∑r
i=1 R
′
i
n∏
i=1
q(y
(1)
i |F (1)i (t1), F (2)i (t1, t2), ..., F (r)i (t1, t2, t3, ..., tr), xi)
n∏
i=1
q(y
(2)
i |F (1)i (t1), F (2)i (t1, t2), ..., F (r)i (t1, t2, t3, ..., tr), xi)
)
.
To prove the theorem, it suffices to show that the expected value of the total variance between the random
variable Pˆ (x1:n, y(1)1:n, y
(2)
1:n) and
∏n
i=1 q(xi, y
(1)
i , y
(2)
i ) converges to zero as n converges infinity, i.e.
lim
n→∞
∑
x1:n,y
(1)
1:n,y
(2)
1:n
E
∣∣Pˆ (x1:n, y(1)1:n, y(2)1:n)− n∏
i=1
q(xi, y
(1)
i , y
(2)
i )
∣∣ = 0.
Using the linearity of expectation, we show that E[Pˆ (x1:n, y(1)1:n, y
(2)
1:n)] =
∏n
i=1 q(xi, y
(1)
i , y
(2)
i ) as follows:
E[Pˆ (x1:n, y
(1)
1:n, y
(2)
1:n)] =
2n
∑
r
i=1 R
′
iE
[ n∏
i=1
q(xi)2
−n∑r
i=1 R
′
i
n∏
i=1
q(y
(1)
i |F (1)i (1), F (2)i (1, 1), ..., F (r)i (1, 1, 1, ..., 1), xi) =
n∏
i=1
q(y
(2)
i |F (1)i (1), F (2)i (1, 1), ..., F (r)i (1, 1, 1, ..., 1), xi)
]
n∏
i=1
q(xi)E
[ n∏
i=1
q(y
(1)
i |F (1)i (1), F (2)i (1, 1), ..., F (r)i (1, 1, 1, ..., 1), xi)
n∏
i=1
q(y
(2)
i |F (1)i (1), F (2)i (1, 1), ..., F (r)i (1, 1, 1, ..., 1), xi)
]
=
n∏
i=1
q(xi)
∑
f
(1)
1:n(1),f
(2)
1:n(1,1),...,f
(r)
1:n(1,1,1,...,1)
[ n∏
i=1
q
(
f
(1)
i (1), f
(2)
i (1, 1), ..., f
(r)
i (1, 1, 1, ..., 1)|xi
)·
n∏
i=1
q(y
(1)
i , y
(2)
i |f (1)i (1), f (2)i (1, 1), ..., f (r)i (1, 1, 1, ..., 1), xi)
]
=
n∏
i=1
q(xi)
n∏
i=1
q(y
(1)
i , y
(2)
i |xi) =
n∏
i=1
q(xi, y
(1)
i , y
(2)
i ).
Take some arbitrary ǫ > 0. We first take care of the sum of the total variance over those of non-typical
sequences T (n)ǫ . Using the inequality E
[|X − E[X]|] ≤ 2E[X] for non-negative random variables, we
can write ∑
(x1:n,y
(1)
1:n,y
(2)
1:n)/∈T (n)ǫ
E
∣∣Pˆ (x1:n, y(1)1:n, y(2)1:n)− n∏
i=1
q(xi, y
(1)
i , y
(2)
i )
∣∣ ≤
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∑
(x1:n,y
(1)
1:n,y
(2)
1:n)/∈T (n)ǫ
2EPˆ (x1:n, y
(1)
1:n, y
(2)
1:n) =
∑
(x1:n,y
(1)
1:n,y
(2)
1:n)/∈T (n)ǫ
2
n∏
i=1
q(xi, y
(1)
i , y
(2)
i ) ≤ 2ǫ.
It remains to bound
∑
(x1:n,y
(1)
1:n,y
(2)
1:n)∈T (n)ǫ
E
∣∣Pˆ (x1:n, y(1)1:n, y(2)1:n)− n∏
i=1
q(xi, y
(1)
i , y
(2)
i )
∣∣.
Let us define Pˆ1(x1:n, y(1)1:n, y
(2)
1:n) and Pˆ2(x1:n, y
(1)
1:n, y
(2)
1:n) as follows:
Pˆ1(x1:n, y
(1)
1:n, y
(2)
1:n) =∑
1≤ti≤2nR′i for i=1,2,..,r
( n∏
i=1
q(xi)2
−n∑r
i=1 R
′
i
n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (t1), F (2)i (t1, t2), ..., F (r)i (t1, t2, t3, ..., tr), xi)
1
[
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(1), ..., F
(r)
1:n (1, 1, 1, ..., 1), x1:n) ∈ T (n)ǫ (q(y(1), y(2), f (1), f (2), ..., f (r), x))
])
,
Pˆ2(x1:n, y
(1)
1:n, y
(2)
1:n) =∑
1≤ti≤2nR′i for i=1,2,..,r
( n∏
i=1
q(xi)2
−n∑r
i=1 R
′
i
n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (t1), F (2)i (t1, t2), ..., F (r)i (t1, t2, t3, ..., tr), xi)
1
[
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(1), ..., F
(r)
1:n (1, 1, 1, ..., 1), x1:n) /∈ T (n)ǫ (q(y(1), y(2), f (1), f (2), ..., f (r), x))
])
.
Using the triangle inequality and the fact that Pˆ (x1:n, y(1)1:n, y
(2)
1:n) = Pˆ1(x1:n, y
(1)
1:n, y
(2)
1:n)+Pˆ2(x1:n, y
(1)
1:n, y
(2)
1:n)
we can write
E
∣∣Pˆ (x1:n, y(1)1:n, y(2)1:n)− EPˆ (x1:n, y(1)1:n, y(2)1:n)∣∣ ≤
E
∣∣Pˆ1(x1:n, y(1)1:n, y(2)1:n)− EPˆ1(x1:n, y(1)1:n, y(2)1:n)∣∣+
E
∣∣Pˆ2(x1:n, y(1)1:n, y(2)1:n)− EPˆ2(x1:n, y(1)1:n, y(2)1:n)∣∣.
Therefore ∑
(x1:n,y
(1)
1:n,y
(2)
1:n)∈T (n)ǫ
E
∣∣Pˆ (x1:n, y(1)1:n, y(2)1:n)− n∏
i=1
q(xi, y
(1)
i , y
(2)
i )
∣∣ ≤
∑
(x1:n,y
(1)
1:n,y
(2)
1:n)∈T (n)ǫ
E
∣∣Pˆ1(x1:n, y(1)1:n, y(2)1:n)− EPˆ1(x1:n, y(1)1:n, y(2)1:n)∣∣+
∑
(x1:n,y
(1)
1:n,y
(2)
1:n)∈T (n)ǫ
E
∣∣Pˆ2(x1:n, y(1)1:n, y(2)1:n)− EPˆ2(x1:n, y(1)1:n, y(2)1:n)∣∣.
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Let us begin with the second term∑
(x1:n,y
(1)
1:n,y
(2)
1:n)∈T (n)ǫ
E
∣∣Pˆ2(x1:n, y(1)1:n, y(2)1:n)− EPˆ2(x1:n, y(1)1:n, y(2)1:n)∣∣ ≤
∑
(x1:n,y
(1)
1:n,y
(2)
1:n)∈T (n)ǫ
2EPˆ2(x1:n, y(1)1:n, y
(2)
1:n) ≤
2
∑
(x1:n,y
(1)
1:n,y
(2)
1:n)∈T (n)ǫ
n∏
i=1
q(xi)E
( n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (t1), F (2)i (t1, t2), ..., F (r)i (t1, t2, t3, ..., tr), xi)
1
[
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(1), ..., F
(r)
1:n (1, 1, 1, ..., 1), x1:n) /∈ T (n)ǫ (q(y(1), y(2), f (1), f (2), ..., f (r), x))
]) ≤
2
∑
(y(1)1:n,y
(2)
1:n,f
(1)
1:n(1),...,f
(r)
1:n(1,1,1,...,1),x1:n)/∈T (n)ǫ (q(y(1),y(2),f (1),f (2),...,f (r),x))
]
(
n∏
i=1
q(xi)
n∏
i=1
q(f
(1)
i (t1), f
(2)
i (t1, t2), ..., f
(r)
i (t1, t2, t3, ..., tr)|xi)
n∏
i=1
q(y
(1)
i , y
(2)
i |f (1)i (t1), f (2)i (t1, t2), ..., f (r)i (t1, t2, t3, ..., tr), xi)
)
≤ 2ǫ.
We will work out the first term now∑
(x1:n,y
(1)
1:n,y
(2)
1:n)∈T (n)ǫ
E
∣∣Pˆ1(x1:n, y(1)1:n, y(2)1:n)− EPˆ1(x1:n, y(1)1:n, y(2)1:n)∣∣ ≤
∑
(x1:n,y
(1)
1:n,y
(2)
1:n)∈T (n)ǫ
√
E
(
Pˆ1(x1:n, y
(1)
1:n, y
(2)
1:n)− EPˆ1(x1:n, y(1)1:n, y(2)1:n)
)2
=
∑
(x1:n,y
(1)
1:n,y
(2)
1:n)∈T (n)ǫ
√
Var
(
Pˆ1(x1:n, y
(1)
1:n, y
(2)
1:n)
)
.
We now compute the variance of Pˆ1(x1:n, y(1)1:n, y
(2)
1:n) using the formula V ar(K1 +K2 + ...+Km) =∑
1≤i,j≤mCov(Ki,Kj):
Var
(
Pˆ1(x1:n, y
(1)
1:n, y
(2)
1:n)
)
=∑
1≤ti≤2nR′i ,1≤t˜i≤2nR′i for i=1,2,..,r
Cov
(
n∏
i=1
q(xi)2
−n∑r
i=1 R
′
i
n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (t1), F (2)i (t1, t2), ..., F (r)i (t1, t2, t3, ..., tr), xi)
1
[
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(t1), ..., F
(r)
1:n(t1, t2, t3, ..., tr), x1:n) ∈ T (n)ǫ (q(y(1), y(2), f (1), f (2), ..., f (r), x))
]
, and
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n∏
i=1
q(xi)2
−n∑r
i=1 R
′
i
n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (t˜1), F (2)i (t˜1, t˜2), ..., F (r)i (t˜1, t˜2, t˜3, ..., t˜r), xi)
1
[
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(t˜1), ..., F
(r)
1:n(t˜1, t˜2, t˜3, ..., t˜r), x1:n) ∈ T (n)ǫ (q(y(1), y(2), f (1), f (2), ..., f (r), x))
])
.
The number of sequences (t1, t2, ..., tr) and (t˜1, t˜2, t˜3, ..., t˜r) that match in the first s coordinates but
differ in the (s + 1)-th coordinate, i.e. t1 = t˜1, t2 = t˜2, ..., ts = t˜s, ts+1 6= t˜s+1 is less than or equal to
2n
∑
s
i=1 R
′
i22n
∑
r
i=s+1 R
′
i
. Given a fixed s, the covariance of any two terms corresponding to (t1, t2, ..., tr)
and (t˜1, t˜2, t˜3, ..., t˜r) are the same since from the (s+1)-th stage onwards the F sequences will fall into
different cloud centers and the actual value of the indices ts+2, ts+3, ..., tr, t˜s+2, t˜s+3, ..., t˜r have no effect
on the joint distribution of the two terms whose covariance is being computed. Therefore the variance
of Pˆ1(x1:n, y(1)1:n, y
(2)
1:n) can be bounded from above by the summation of s from 0 and r of
2n
∑
s
i=1 R
′
i22n
∑
r
i=s+1 R
′
iCov
(
n∏
i=1
q(xi)2
−n∑r
i=1 R
′
i
n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (1), F (2)i (1, 1), ..., F (r)i (1, 1, 1, ..., 1), xi)
1
[
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(1), ..., F
(r)
1:n (1, 1, 1, ..., 1), x1:n) ∈ T (n)ǫ (q(y(1), y(2), f (1), f (2), ..., f (r), x))
]
, and
n∏
i=1
q(xi)2
−n∑r
i=1 R
′
i
n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (1), ..., F (s)i (1, 1, 1, ..., 1), F (s+1)i (1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2), F
(r)
i (1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2, ..., 2), xi)
1
[
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(1), ..., F
(s)
i (1, 1, 1, ..., 1), F
(s+1)
i (1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2), ..., F
(r)
1:n(1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2, ..., 2), x1:n) ∈ T (n)ǫ
])
.
The above term is equal to the summation of s from 0 and r of
n∏
i=1
q(xi)
22−n
∑
s
i=1 R
′
iCov
(
n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (1), ..., F (s)i (1, 1, 1, ..., 1), F (s+1)i (1, 1, 1, ..., 1), F (r)i (1, 1, 1, ..., 1), xi)
1
[
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(1), ..., F
(s)
i (1, 1, 1, ..., 1), F
(s+1)
i (1, 1, 1, ..., 1), ..., F
(r)
1:n (1, 1, 1, ..., 1), x1:n) ∈ T (n)ǫ
]
, and
n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (1), ..., F (s)i (1, 1, 1, ..., 1), F (s+1)i (1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2), F
(r)
i (1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2, ..., 2), xi)
1
[
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(1), ..., F
(s)
i (1, 1, 1, ..., 1), F
(s+1)
i (1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2), ..., F
(r)
1:n(1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2, ..., 2), x1:n) ∈ T (n)ǫ
])
.
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When s = 0, the covariance is exactly zero. For s > 0, we can use the inequality Cov(X,Y ) ≤ E(XY )
for non-negative random variables to bound the covariance term
Cov
(
n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (1), ..., F (s)i (1, 1, 1, ..., 1), F (s+1)i (1, 1, 1, ..., 1), F (r)i (1, 1, 1, ..., 1), xi)
1
[
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(1), ..., F
(s)
i (1, 1, 1, ..., 1), F
(s+1)
i (1, 1, 1, ..., 1), ..., F
(r)
1:n (1, 1, 1, ..., 1), x1:n) ∈ T (n)ǫ
]
, and
n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (1), ..., F (s)i (1, 1, 1, ..., 1), F (s+1)i (1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2), F
(r)
i (1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2, ..., 2), xi)
1
[
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(1), ..., F
(s)
i (1, 1, 1, ..., 1), F
(s+1)
i (1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2), ..., F
(r)
1:n(1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2, ..., 2), x1:n) ∈ T (n)ǫ
])
from above by
E
( n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (1), ..., F (s)i (1, 1, 1, ..., 1), F (s+1)i (1, 1, 1, ..., 1), F (r)i (1, 1, 1, ..., 1), xi)·
1
[
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(1), ..., F
(s)
i (1, 1, 1, ..., 1), F
(s+1)
i (1, 1, 1, ..., 1), ..., F
(r)
1:n (1, 1, 1, ..., 1), x1:n) ∈ T (n)ǫ
]·
n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (1), ..., F (s)i (1, 1, 1, ..., 1), F (s+1)i (1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2), F
(r)
i (1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2, ..., 2), xi)·
1
[
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(1), ..., F
(s)
i (1, 1, 1, ..., 1), F
(s+1)
i (1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2), ..., F
(r)
1:n(1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2, ..., 2), x1:n) ∈ T (n)ǫ
])
.
We can bound this further from above by
E
( n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (1), ..., F (s)i (1, 1, 1, ..., 1), F (s+1)i (1, 1, 1, ..., 1), F (r)i (1, 1, 1, ..., 1), xi)·
n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (1), ..., F (s)i (1, 1, 1, ..., 1), F (s+1)i (1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2), F
(r)
i (1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2, ..., 2), xi)·
1
[
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(1), ..., F
(s)
i (1, 1, 1, ..., 1), x1:n) ∈ T (n)ǫ
])
.
Let us compute this expectation by first conditioning it on F (1)i (1), ..., F
(s)
i (1, 1, 1, ..., 1):
E
( n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (1), ..., F (s)i (1, 1, 1, ..., 1), F (s+1)i (1, 1, 1, ..., 1), F (r)i (1, 1, 1, ..., 1), xi)·
n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (1), ..., F (s)i (1, 1, 1, ..., 1), F (s+1)i (1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2), F
(r)
i (1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2, ..., 2), xi)·
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1
[
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(1), ..., F
(s)
i (1, 1, 1, ..., 1), x1:n) ∈ T (n)ǫ
])
=
E
(
E
( n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (1), ..., F (s)i (1, 1, 1, ..., 1), F (s+1)i (1, 1, 1, ..., 1), F (r)i (1, 1, 1, ..., 1), xi)·
n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (1), ..., F (s)i (1, 1, 1, ..., 1), F (s+1)i (1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2), F
(r)
i (1, 1, 1, ...1︸ ︷︷ ︸
s terms
, 2, ..., 2), xi)·
1
[
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(1), ..., F
(s)
i (1, 1, 1, ..., 1), x1:n) ∈ T (n)ǫ
]∣∣∣∣F (1)i (1), ..., F (s)i (1, 1, 1, ..., 1)
))
=
E
( n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (1), ..., F (s)i (1, 1, 1, ..., 1), xi)2
1
[
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(1), ..., F
(s)
i (1, 1, 1, ..., 1), x1:n) ∈ T (n)ǫ
])
.
Using the fact that when
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(1), ..., F
(s)
1:n(1, 1, 1, ..., 1), x1:n)
are jointly typical, the term
n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (1), ..., F (s)i (1, 1, 1, ..., 1), xi)
is less than or equal to 2−n(H(Y
(1)
i ,Y
(2)
i |F (1),...,F (s),X)−ǫ), we can further bound the covariance term from
above by
2−n(H(Y
(1)
i ,Y
(2)
i |F (1),...,F (s),X)−ǫ)E
( n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (1), ..., F (s)i (1, 1, 1, ..., 1), xi)
1
[
(y
(1)
1:n, y
(2)
1:n, F
(1)
1:n(1), ..., F
(s)
i (1, 1, 1, ..., 1), x1:n) ∈ T (n)ǫ
]) ≤
2−n(H(Y
(1)
i ,Y
(2)
i |F (1),...,F (s),X)−ǫ)E
( n∏
i=1
q(y
(1)
i , y
(2)
i |F (1)i (1), ..., F (s)i (1, 1, 1, ..., 1), xi)
)
=
2−n(H(Y
(1)
i ,Y
(2)
i |F (1),...,F (s),X)−ǫ)
n∏
i=1
q(y
(1)
i , y
(2)
i |xi).
Since x1:n, y(1)1:n, y
(2)
1:n is jointly typical,
∏n
i=1 q(y
(1)
i , y
(2)
i |xi) is less than or equal to 2−n(H(Y
(1),Y (2)|X)−ǫ)
.
Therefore the covariance term is less than or equal to 2−n(H(Y
(1)
i ,Y
(2)
i |F (1),...,F (s),X)−ǫ)−n(H(Y (1),Y (2)|X)−ǫ)
.
Thus the variance of Pˆ1(x1:n, y(1)1:n, y
(2)
1:n) is less than or equal to the summation of s from 0 and r of
n∏
i=1
q(xi)
22−n
∑
s
i=1 R
′
i2−n(H(Y
(1)
i ,Y
(2)
i |F (1),...,F (s),X)−ǫ)−n(H(Y (1),Y (2)|X)−ǫ).
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Since x1:n is typical,
∏n
i=1 q(xi) is less than or equal to 2−2n(H(X)−ǫ). Thus, the variance of Pˆ1(x1:n, y
(1)
1:n, y
(2)
1:n)
is less than or equal to the summation of s from 0 and r of
2−2n(H(X)−ǫ)−n
∑
s
i=1 R
′
i−n(H(Y (1)i ,Y (2)i |F (1),...,F (s),X)−ǫ)−n(H(Y (1),Y (2)|X)−ǫ).
Remember that the total variance was shown to be bounded from above by
∑
(x1:n,y
(1)
1:n,y
(2)
1:n)∈T (n)ǫ
√
Var
(
Pˆ (x1:n, y
(1)
1:n, y
(2)
1:n)
)
.
Our upper bound on the variance of Pˆ1(x1:n, y(1)1:n, y
(2)
1:n) does not depend on the particular realization of
x1:n, y
(1)
1:n, y
(2)
1:n. Since the number of jointly typical sequences of (x1:n, y(1)1:n, y(2)1:n) is bounded from above
by 2n(H(X,Y (1),Y (2))+ǫ), the total variance will be less than or equal to square root of the summation of
s from 0 and r of
22n(H(X,Y
(1),Y (2))+ǫ)−2n(H(X)−ǫ)−n∑s
i=1 R
′
i−n(H(Y (1)i ,Y (2)i |F (1),...,F (s),X)−ǫ)−n(H(Y (1),Y (2)|X)−ǫ) =
2−n(
∑
s
i=1 R
′
i−I(Y (1),Y (2);F (1),...,F (s)|X)−7ǫ).
This term converges to zero for small values of ǫ since
∑s
i=1R
′
i > I(Y
(1), Y (2);F (1), ..., F (s)|X).
Proof of Theorem 5: Take some ǫ > 0. One can then find a natural number n0 such that for
any n > n0, there are (n, ǫ) codes for both the problems of generating q(z(1), z(2)|x(1), x(2)) and
q(y(1), y(2)|x(1)z(1), x(2)z(2)) with the given rounds of communication and rate pair constraints achieving
total variation distances less than or equal to ǫ. We claim that concatenating these codes would give us a
(n, 2ǫ) code for the problem of generating q(y(1), y(2)|x(1), x(2)) with r1 + r2 rounds of communication
and the rate pair (R12 + R′12, R21 + R′21). First of all, one can run the concatenated code with r1 + r2
rounds of communication. If r1 is even, then it will be the first party’s turn to start the simulation of the
second code. If r1 is odd, one can interpret the last communication of the first party in the first code and
the first communication of the first party in the second code as a single round of communication. This
adds up to r1+ r2−1 rounds of communication for the concatenated code which is even better. The rate
of the concatenated code is clearly (R12 + R′12, R21 + R′21). So, it remains to check the total variation
distance in the concatenated code. We know that
∑
x(1)1:n,x
(2)
1:n,z
(1)
1:n,z
(2)
1:n
∣∣p(X(1)1:n = x(1)1:n,X(2)1:n = x(2)1:n, Ẑ(1)1:n = z(1)1:n, Ẑ(2)1:n = z(2)1:n)−
p(X
(1)
1:n = x
(1)
1:n,X
(2)
1:n = x
(2)
1:n, Z
(1)
1:n = z
(1)
1:n, Z
(2)
1:n = z
(2)
1:n)
∣∣ ≤ ǫ.
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∑
x(1)1:n,x
(2)
1:n,z
(1)
1:n,z
(2)
1:n,y
(1)
1:n,y
(2)
1:n
∣∣∣∣
(
p(Ŷ
(1)
1:n = y
(1)
1:n, Ŷ
(2)
1:n = y
(2)
1:n|X(1)1:n = x(1)1:n,X(2)1:n = x(2)1:n, Ẑ(1)1:n = z(1)1:n, Ẑ(2)1:n = z(2)1:n)−
p(Y
(1)
1:n = y
(1)
1:n, Y
(2)
1:n = y
(2)
1:n|X(1)1:n = x(1)1:n,X(2)1:n = x(2)1:n, Z(1)1:n = z(1)1:n, Z(2)1:n = z(2)1:n)
)
×
p(X
(1)
1:n = x
(1)
1:n,X
(2)
1:n = x
(2)
1:n, Z
(1)
1:n = z
(1)
1:n, Z
(2)
1:n = z
(2)
1:n)
∣∣∣∣ ≤ ǫ.
Multiply the first equation by
p(Ŷ
(1)
1:n = y
(1)
1:n, Ŷ
(2)
1:n = y
(2)
1:n|X(1)1:n = x(1)1:n,X(2)1:n = x(2)1:n, Ẑ(1)1:n = z(1)1:n, Ẑ(2)1:n = z(2)1:n)
and sum it up over all y(1)1:n, and y
(2)
1:n; then add this with the second equation above and use the triangle
inequality to conclude that
∑
x
(1)
1:n,x
(2)
1:n,z
(1)
1:n,z
(2)
1:n,y
(1)
1:n,y
(2)
1:n
∣∣p(Ŷ (1)1:n = y(1)1:n, Ŷ (2)1:n = y(2)1:n,X(1)1:n = x(1)1:n,X(2)1:n = x(2)1:n, Ẑ(1)1:n = z(1)1:n, Ẑ(2)1:n = z(2)1:n)−
p(Y
(1)
1:n = y
(1)
1:n, Y
(2)
1:n = y
(2)
1:n,X
(1)
1:n = x
(1)
1:n,X
(2)
1:n = x
(2)
1:n, Z
(1)
1:n = z
(1)
1:n, Z
(2)
1:n = z
(2)
1:n)
∣∣ ≤ ǫ.
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APPENDIX A
In this appendix, we show that
∑
z p(z)dz ≤ ǫ. Take an arbitrary 1 ≤ j ≤ n,
ǫ ≥∑
x
(1)
1:n,x
(2)
1:n,y
(1)
1:n,x
(2)
1:n
∣∣∣∣p(X(1)1:n = x(1)1:n,X(2)1:n = x(2)1:n, Ŷ (1)1:n = y(1)1:n, Ŷ (2)1:n = y(2)1:n)−
−p(X(1)1:n = x(1)1:n,X(2)1:n = x(2)1:n, Y (1)1:n = y(1)1:n, Y (2)1:n = y(2)1:n)
∣∣∣∣ =
=
∑
x
(1)
1:n,x
(2)
1:n,y
(1)
1:n,x
(2)
1:n
p(X
(1)
1:j−1 = x
(1)
1:j−1,X
(2)
j+1:n = x
(2)
j+1:n)×
×
∣∣∣∣p(X(1)j:n = x(1)j:n,X(2)1:j = x(2)1:j , Ŷ (1)1:n = y(1)1:n, Ŷ (2)1:n = y(2)1:n|X(1)1:j−1 = x(1)1:j−1,X(2)j+1:n = x(2)j+1:n)−
−p(X(1)j:n = x(1)j:n,X(2)1:j = x(2)1:j , Y (1)1:n = y(1)1:n, Y (2)1:n = y(2)1:n|X(1)1:j−1 = x(1)1:j−1,X(2)j+1:n = x(2)j+1:n)
∣∣∣∣ ≥∑
x(1)1:j−1,x
(2)
j+1:n
p(X
(1)
1:j−1 = x
(1)
1:j−1,X
(2)
j+1:n = x
(2)
j+1:n)×
∑
x(1)j ,x
(2)
j ,y
(1)
j ,y
(2)
j∣∣∣∣∑x(1)j+1:n,x(2)1:j−1,y(1)1:j−1,j+1:n,y(2)1:j−1,j+1:n
(
p(X
(1)
j:n = x
(1)
j:n,X
(2)
1:j = x
(2)
1:j , Ŷ
(1)
1:n = y
(1)
1:n, Ŷ
(2)
1:n = y
(2)
1:n|X(1)1:j−1 = x(1)1:j−1,X(2)j+1:n = x(2)j+1:n)−
−p(X(1)j:n = x(1)j:n,X(2)1:j = x(2)1:j , Y (1)1:n = y(1)1:n, Y (2)1:n = y(2)1:n|X(1)1:j−1 = x(1)1:j−1,X(2)j+1:n = x(2)j+1:n)
)∣∣∣∣ =
=
∑
x(1)1:j−1,x
(2)
j+1:n
p(X
(1)
1:j−1 = x
(1)
1:j−1,X
(2)
j+1:n = x
(2)
j+1:n)×
∑
x(1)j ,x
(2)
j ,y
(1)
j ,y
(2)
j∣∣∣∣p(X(1)j = x(1)j ,X(2)j = x(2)j , Ŷ (1)j = y(1)j , Ŷ (2)j = y(2)j |X(1)1:j−1 = x(1)1:j−1,X(2)j+1:n = x(2)j+1:n)−
−p(X(1)j = x(1)j ,X(2)j = x(2)j , Y (1)j = y(1)j , Y (2)j = y(2)j |X(1)1:j−1 = x(1)1:j−1,X(2)j+1:n = x(2)j+1:n)
)∣∣∣∣
Since the above equation holds for any 1 ≤ j ≤ n, we get ∑z p(z)dz ≤ ǫ.
APPENDIX B
In this appendix, we show that the triple
(
R12, R21, R12 +R21 − I(Y (1);Y (2)|X(1)X(2)) + 3κ(ǫ)
)
is
coordinate by coordinate greater than or equal to
∑
z p(z)
(
I(
−→
F ;X(1)|X(2), Z = z), I(−→F ;X(2)|X(1), Z = z),
I(
−→
F ;X(1)|X(2), Z = z) + I(−→F ;X(2)|X(1), Z = z)
)
where κ(ǫ) = −ǫ log( ǫ|X (1)||X (2)||Ŷ(1)||Ŷ(2)|) and I(Y
(1);Y (2)|X(1)X(2)) is evaluated assuming that
X(1),X(2), Y (1), Y (2) have the joint distribution of q(x(1), x(2), y(1), y(2)).
DRAFT
24
•
R12 ≥ 1nH(C1, C3, C5, ...) ≥ 1nH(C1, C3, C5, ...|M2X
(2)
1:n) =
1
nH(C1, C2, C3, ...|M2X
(2)
1:n)
≥ 1nI(
−→
C ;X
(1)
1:n|M2X(2)1:n) = 1n
∑n
j=1 I(
−→
C ;X
(1)
j |M2X(2)1:nX(1)j+1:n) = I(
−→
F ;X(1)|M2X(2)J+1:nX(2)Z)
= H(X(1)|M2X(2)J+1:nX(2)Z)−H(X(1)|M2X(2)J+1:nX(2)Z
−→
F )
= H(X(1)|X(2)Z)−H(X(1)|M2X(2)J+1:nX(2)Z
−→
F ) = I(M2X
(2)
J+1:n
−→
F ;X(1)|X(2)Z)
≥ I(−→F ;X(1)|X(2)Z)
• Similarly we have:
R21 ≥ I(−→F ;X(2)|X(1)Z).
• Note that
R12 +R21 ≥ 1nH(
−→
C |M2X(2)1:n) + 1nH(
−→
C |M1X(1)1:n) ≥
1
nI(
−→
C ;X
(1)
1:n|M2X(2)1:n) + 1nH(
−→
C |M2X(2)1:nX(1)1:n) + 1nI(
−→
C ;X
(2)
1:n|M1X(1)1:n) + 1nH(
−→
C |M1X(1)1:nX(2)1:n)
The first and the third term are respectively greater than or equal to I(−→F ;X(1)|X(2)Z) and I(−→F ;X(2)|X(1)Z)
as shown above. For the second and the fourth term, we have:
1
nH(
−→
C |M2X(2)1:nX(1)1:n) + 1nH(
−→
C |M1X(1)1:nX(2)1:n) ≥
I(M1
−→
C ;M2
−→
C |X(2)1:nX(1)1:n)
since for any odd i,
I(M1C1:i;M2C1:i|X(2)1:nX(1)1:n) = I(M1C1:i;M2C1:i−1|X(2)1:nX(1)1:n) + I(M1C1:i;Ci|X(2)1:nX(1)1:nM2C1:i−1)
= I(M1C1:i−1;M2C1:i−1|X(2)1:nX(1)1:n) + I(M1C1:i;Ci|X(2)1:nX(1)1:nM2C1:i−1)
≤ I(M1C1:i−1;M2C1:i−1|X(2)1:nX(1)1:n) +H(Ci|X(2)1:nX(1)1:nM2C1:i−1)
= I(M1C1:i−1;M2C1:i−1|X(2)1:nX(1)1:n) +H(Ci|X(2)1:nX(1)1:nM2C1:i−1) +H(Ci|X(2)1:nX(1)1:nM1C1:i−1).
Similarly, for any even i,
I(M1C1:i;M2C1:i|X(2)1:nX(1)1:n)
≤ I(M1C1:i−1;M2C1:i−1|X(2)1:nX(1)1:n) +H(Ci|X(2)1:nX(1)1:nM2C1:i−1) +H(Ci|X(2)1:nX(1)1:nM1C1:i−1).
Further, I(M1;M2|X(2)1:nX(1)1:n) = 0. Hence
1
nH(
−→
C |M2X(2)1:nX(1)1:n) + 1nH(
−→
C |M1X(1)1:nX(2)1:n) ≥
1
nI(M1
−→
C ;M2
−→
C |X(2)1:nX(1)1:n)
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Since Ŷ (1)1:n is created from M1
−→
CX
(1)
1:n and Ŷ
(2)
1:n is created from M2
−→
CX
(2)
1:n, we have:
1
nH(
−→
C |M2X(2)1:nX(1)1:n) + 1nH(
−→
C |M1X(1)1:nX(2)1:n) ≥
1
nI(Ŷ
(1)
1:n ; Ŷ
(2)
1:n |X(2)1:nX(1)1:n).
Note that
1
nI(Ŷ
(1)
1:n ; Ŷ
(2)
1:n |X(2)1:nX(1)1:n) =
1
nH(Ŷ
(1)
1:nX
(2)
1:nX
(1)
1:n) +
1
nH(Ŷ
(2)
1:nX
(2)
1:nX
(1)
1:n)
− 1nH(Ŷ
(1)
1:n Ŷ
(2)
1:nX
(2)
1:nX
(1)
1:n)− 1nH(X
(2)
1:nX
(1)
1:n).
Using the Csisza´r-Ko¨rner inequality [3, Lemma 2.7], we can bound this expression from below by
1
nH(Y
(1)
1:nX
(2)
1:nX
(1)
1:n) +
1
nH(Y
(2)
1:nX
(2)
1:nX
(1)
1:n)
− 1nH(Y
(1)
1:n Y
(2)
1:nX
(2)
1:nX
(1)
1:n)− 1nH(X
(2)
1:nX
(1)
1:n) + 3
ǫ
n log(
ǫ
(|X (1)||X (2)||Ŷ(1)||Ŷ(2)|)n ) =
1
nI(Y
(1)
1:n ;Y
(2)
1:n |X(2)1:nX(1)1:n) + 3 ǫn log( ǫ(|X (1)||X (2)||Ŷ(1)||Ŷ(2)|)n ) ≥
1
nI(Y
(1)
1:n ;Y
(2)
1:n |X(2)1:nX(1)1:n)− 3κ(ǫ) = I(Y (1);Y (2)|X(2)X(1))− 3κ(ǫ).
Therefore
R12 +R21 ≥ I(−→F ;X(1)|X(2)Z) + I(−→F ;X(2)|X(1)Z) + I(Y (1);Y (2)|X(2)X(1))− 3κ(ǫ)
APPENDIX C
We begin by imposing a cardinality bounds on |F1|, then on |F2|, and so on. Having imposed cardinality
constraints on |Fk−1|, |Fk−2|, ... and |F1| will we show that the cardinality of |Fk| can be bounded from
above by |Fk−1||Fk−2| · · · |F1||X (1)||Y(1)||X (2)||Y(2)|+ 1.
In order to impose the cardinality bound on F1, we fix p(f2, ..., fr, x(1), x(2), ŷ(1), ŷ(2)|f1) and vary the
marginal distribution p(f1). The equations I(Fi;X(2)|F1:i−1X(1)) = 0 for odd i, I(Fi;X(1)|F1:i−1X(2)) =
0 for even i, I(Ŷ (1);X(2)Ŷ (2)|−→F X(1)) = 0 and I(Ŷ (2);X(1)|−→F X(2)) = 0 hold irrespective of p(f1). We
need to impose |X (1)||Ŷ(1)||X (2)||Ŷ(2)|−1 equations ensure that the joint distribution of p(x(1), x(2), ŷ(1), ŷ(2))
does not change, one equation for the probability constraint
∑
f1
p(f1) = 1, and one equation corre-
sponding to the two terms I(X(1);−→F |X(2)) and I(X(2);−→F |X(1)) (since we are using the generalized
Carathe´odory theorem of Fenchel). Therefore we get the cardinality bound of |X (1)||Ŷ(1)||X (2)||Ŷ(2)|+1
on |F1|. In order to find cardinality bounds for |F2|, we fix
p(f1, f3, ..., fr, x
(1), x(2), ŷ(1), ŷ(2)|f2)
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and vary the marginal distribution p(f2). The equations I(Fi;X(2)|F1:i−1X(1)) = 0 for odd i ≥ 3,
I(Fi;X
(1)|F1:i−1X(2)) = 0 for even i ≥ 3, I(Ŷ (1);X(2)Ŷ (2)|−→F X(1)) = 0 and I(Ŷ (2);X(1)|−→F X(2)) =
0 hold irrespective of p(f2). Next, we impose |F1||X (1)||Ŷ(1)||X (2)||Ŷ(2)| − 1 equations ensure that
the joint distribution of p(f1, x(1), x(2), ŷ(1), ŷ(2)) does not change. This implies that the equations
I(Fi;X
(2)|F1:i−1X(1)) = 0 for odd i < 3, I(Fi;X(1)|F1:i−1X(2)) = 0 for even i < 3 hold. This
argument can be repeated for F3, F4, ... and so on.
ACKNOWLEDGMENT
The research was partially supported by the NSF grants CCF-0500234, CCF-0635372, CNS-0627161,
and CNS-0910702, the ARO MURI grant W911NF-08-1-0233 “Tools for the Analysis and Design of
Complex Multi-Scale Networks”, and the NSF Science and Technology Center grant CCF-0939370,
“Science of Information”.
REFERENCES
[1] V. Anantharam and V. Borkar, “Common randomness and distributed control: A counterexample.” Systems and Control
Letters, 56: 568 -572 (2007).
[2] T. M. Cover and J. A. Thomas, Elements of Information Theory, John Wiley and Sons, 1991.
[3] I. Csisza´r and J. Ko¨rner, “Information Theory: Coding Theorems for Discrete Memoryless Systems.” Budapest, Hungary:
Akadmiai Kiad, 1981.
[4] P. Cuff, T. Cover and H. Permuter, “Coordination Capacity,” IEEE Trans. IT, 56 (9): 4181-4206 (2010)
[5] Paul Cuff, “Communication Requirements for Generating Correlated Random Variables”, Proc IEEE Int Symp Info Theory,
pp. 1393-1397, 2008.
[6] T. S. Han and S. Verdu´, “Approximation Theory of Output Statistics,” IEEE Trans. IT, 39 (3): 752-772 (1993).
[7] G. Kramer and S. Savari, “Communicating Probability Distributions,” IEEE Trans. IT, 53 (2): 518 -525 (2007).
[8] A. Wyner, “The Common Information of Two Dependent Random Variables,” IEEE Trans. IT, vol. 21 (2): 163-179 (1975).
DRAFT
