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Résumé. Il n’est pas rare que des donnØes individu soient caractØrisØes par
une distribution continue et non une seule valeur. Ces donnØes fonctionnelles
peuvent Œtre utilisØes pour classer les individus. Une solution ØlØmentaire est de
rØduire les distributions à leurs moyennes et variances. Une solution plus riche
a ØtØ proposØe par Diday (2002) et mise en oeuvre par Vrac et al. (2001) et Cu-
velier et Noirhomme-Fraiture (2005). Elle utilise des points de coupures dans
les distributions et modØlise ces valeurs conjointes par une distribution multidi-
mensionnelle construite à l’aide d’une copule. Nous avons montrØ dans un prØ-
cØdent travail que, si cette technique apporte de bons rØsultats, la qualitØ de la
classication dØpend nØanmoins du nombre et de l’emplacement des coupures.
Les questions du choix du nombre et de l’emplacement des coupures restaient
des questions ouvertes. Nous proposons une solution à ces questions, lorsque
le nombre de coupures tend vers l’inni, en proposant une nouvelle distribution
de probabilitØ adaptØe à l’espace de dimension innie que forment les donnØes
fonctionnelles. Nous proposons aussi une densitØ de probabilitØ adaptØe à la
nature de cette distribution en utilisant la dØrivØe directionnelle de Gâteaux. La
direction choisie pour cette dØrivØe est celle de la dispersion des fonctions à clas-
ser. Les rØsultats sont encourageants et offrent des perspectives multiples dans
tous les domaines oø une distribution de donnØes fonctionnelles est nØcessaire.
1 Introduction
En analyse de donnØes symbolique (voir Bock et Diday (2000)) une variable peut, entre
autre Œtre dØcrite par une distribution de probabilitØ continue. La classication en K groupes
de ces donnØes fonctionnelles peut Œtre obtenue en utilisant une dØcomposition de mØlange.
Mais cette technique nØcessite de pouvoir calculer la densitØ d’une distribution de fonction.
Or l’espace des fonctions n’est pas un espace de dimension nie, tels que ceux oø sont dØ-
nies les distributions classiques. Projeter les fonctions dans un espace multidimensionnel par
Øchantillonnage (voir Diday (2002)) permet de contourner ce problŁme, pour autant que l’on
choisisse des distributions conjointes adØquates. Dans la section 2 de cet article nous rappel-
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lerons briŁvement la dØcomposition de mØlange ainsi que l’algorithme des nuØes dynamiques.
Ensuite nous prØciserons le cadre des distributions de fonctions et la construction de lois de
ce type via les distributions multivariØes. Nous terminerons ensuite, avant les conclusions, par
une utilisation des nouveaux objets mathØmatiques dØnis pour la classication de donnØes
symboliques synthØtiques.
2 DØcomposition de mØlange
2.1 Mélange de distributions
La dØcomposition de mØlange est un outil important en classication. Elle consiste en
l’estimation de la densitØ de probabilitØ qui est supposØe avoir gouvernØ la gØnØration d’un
Øchantillon de donnØes consituØ de plusieurs groupes :
f(u) =
K∑
i=1
pi · f(u, βi) (1)
oø les pi reprØsentent les proportions de chacun des groupes (leur somme Øtant Øgale à 1), et les
fonctions f(., β) les densitØs de ces groupes. Chaque composante du mØlange correspondant
en fait à un groupe. Pour trouver la partition P = (P1, ..., PK) la mieux adaptØe aux donnØes
deux grands algorithmes ont ØtØ proposØs : EM (Estimation,Maximisation) par Dempster et al.
(1977) et l’algorithme des nuØes dynamiques par Diday et al. (1974). Nous avons choisi d’uti-
liser ce dernier car il avait dØjà ØtØ utilisØ dans le cadre de l’Analyse Symbolique par Diday
(2002).
2.2 Algorithme des nuées dynamiques
L’algorithme utilisØ est en fait une extension de la mØthode des nuØes dynamiques (Diday
et al., 1974) dans le cas d’un mØlange. L’idØe principale est, alternativement, d’estimer au
mieux la distribution de chaque classe, et ensuite de vØrier que chaque objet symbolique
appartient à la classe de densitØ maximale. L’Øtape d’estimation est rØalisØe en maximisant un
critŁre de qualitØ, ici la log-vraisemblance :
lvc(P, β) =
K∑
i
∑
u∈Pi
log(f(u, βi)) (2)
La classication commence avec une partition initiale alØatoire, et les deux Øtapes suivantes
sont donc rØpØtØes jusqu’à stabilisation de la partition :
 Etape 1 : Estimation des paramètres
DØterminer le vecteur (β1, ..., βK) qui maximise le critŁre de qualitØ.
 Etape 2 : Distribution des objets symboliques dans les classes
Les classes (Pi)i=1,...,K , dont les paramŁtres ont ØtØ calculØs à l’Øtape 1, sont construites
comme suit
Pi = {u : f(u, βi) ≥ f(u, βm)∀m}
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Cet algorithme nØcessite donc de pouvoir calculer la distribution, ou plus prØcisØment la
densitØ de probabilitØ, des objets à classer. Nous avons donc besoin de prØciser la notion de
distribution de fonctions.
3 Distribution de fonctions
3.1 Définitions
Définition 3.1 Soit D = [a, b] ⊆ R un intervalle fermØ de R, et C0(D) l’ensemble des fonc-
tions continues bornØes de domaine D. Soient u, v ∈ C0(D), on dØnit :
 ‖u‖p =
{∫
D
|u (x)|p dx
}1/p
 dp(u, v) = ‖u− v‖p
 Lp (D) =
{
u ∈ C0(D) : ‖u‖p <∞
}
Définition 3.2 Soit Ω l’ensemble des objets dont les propriØtØs peuvent Œtre dØcrites par une
fonction de L2(D). Une variable alØatoire fonctionelle (vaf) X est dØnie comme Øtant toute
fonction telle que :
X : Ω → L2(D) : ω 7→ X (ω) (3)
X(ω) : D → R : r 7→ X(ω)(r) (4)
Définition 3.3 Soient f, g ∈ L2(D). L’ordre ponctuel entre f et g sur l’intervalle D est dØni
par :
∀x ∈ D, f(x) ≤ g(x) ⇐⇒ f ≤D g (5)
Définition 3.4 La fonction de rØpartition fonctionnelle ou distribution fonctionnelle d’une vaf
X pour l’intervalle D est la fonction dØnie sur L2(D) par :
FX,D(u) = P {ω ∈ Ω : X(ω) ≤D u}
= P [X ≤D u] (6)
oø u ∈ L2(D).
Si la notion de distribution de fonction est facile à dØnir, il paraît, par contre, plus malaisØ
de donner immØdiatement un moyen de la calculer. ConsidØrons l’exemple de la gure 1.
Supposons que les lignes continues forment un Øchantillon fonctionnel homogŁne. Si v est une
de ces fonctions, calculer FX,D(v) peut se faire empiriquement :
F̂X,D(v) =
# {f ∈ A : f ≤D v}
#A
Mais qu’en est-il pour les fonctions w et u ? Pour w on peut supposer intuitivement que la
valeur de FX,D(w) est proche de 90%. Et pour u, est-ce 50%, car u est toujours supØrieure
à 10 des 20 fonctions de l’Øchantillon ? Et ce malgrØ le fait que u soit supØrieure à 12 des 20
fonctions sur plus de la moitiØ du domaine ?
Pour solutionner ce problŁme de calcul, nous allons projeter dans un espace multidimensionnel
les fonctions, par nature dØnies dans un espace de dimension innie.
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FIG. 1  Un exemple d’Øchantillon de 20 fonctions
3.2 Approximations multivariées
3.2.1 Introduction
Soient n ∈ N et q = 2n + 1, nous dØnissons :{xn1 , . . . , xnq }, q points Øquidistants de D,
avec xn1 = a and xnq = b. Bien sßr nous avons que
∣∣xni+1 − xni ∣∣ = |D|2n = |D|q , ∀i ∈ {1, . . . , q − 1} (7)
Si nous dØnissons ensuite les deux ensembles suivants :
A(u) = {ω ∈ Ω : X(ω) ≤D u}
An(u) =
q⋂
i=1
{ω ∈ Ω : X(ω)(xni ) ≤ u(x
n
i )}
alors nous pouvons utiliser l’approximation suivante :
FX,D(u) = P [A(u)] ≈ P [An(u)] = H
(
u(xn1 ), . . . , u(x
n
q )
) (8)
oøH est une distribution multivariØe de dimension q. Nous pouvons donc utiliser une distribu-
tion conjointe pour approximer notre distribution fonctionnelle. Le choix de la distribution, ou
de la famille de distributions, à utiliser est Øvidemment important. Avant de prØciser ce choix,
remarquons que pour une valeur choisie x ∈ D, il est trŁs facile d’estimer la distribution des
valeurs de X(x).
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FIG. 2  Les surfaces G(x, y) et g(x, y) de l’exemple de la Fig. 1
Définition 3.5 Soit X une vaf. Les fonctions g et G, respectivement appelØes surface de dis-
tributions et surface de densitØs, de domaines D et d’images [0, 1] sont dØnies par
G (x, y) = P [X(x) ≤ y] g (x, y) =
∂
∂x
G (x, y) (9)
Il est assez facile de calculer G et g à l’aide des techniques univariØes. Ainsi, si X est un
processus Gaussien, alors ces deux fonctions peuvent Œtre calculØes pour une valeur donnØe de
x par la fonction de rØpartition et la densitØ de la loi N (µ(x), σ(x)).
Dans les cas oø l’on ignore la loi suivie par X(x) on utilisera l’estimation empirique pour G
et l’estimation à noyaux pour g :
Gˆ (x, y) =
# {Xi(x) ≤ y}
N
gˆ (x, y) =
1
N · h(x)
N∑
i=1
K
(
y −Xi(x)
h(x)
)
(10)
La Fig. 2 montre ces deux surfaces avec l’exemple de la Fig. 1, dans le cas Gaussien. Etant
donnØ qu’il est trŁs facile de calculer les marges de la distribution H par :
G (xn1 , u (x
n
1 )) , . . . , G
(
xnq , u
(
xnq
))
l’idØe de reconstruire cette distribution H à partir de ses marges a ØtØ proposØe par Diday
(2002) en utilisant les copules archimØdiennes.
3.2.2 Copules archimédiennes
Définition 3.6 Une copule C est une distribution multivariØe dØnie sur le cube [0, 1]n, dont
toutes les marginales sont uniformes sur [0, 1].
C : [0, 1]n → [0, 1] : (u1, . . . , un) 7→ C(u1, . . . , un)
Les copules sont des outils prØcieux dans la modØlisation des structures de dØpendance grâce
au thØorŁme de Sklar (voir Nelsen (1999)).
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TAB. 1  GØnØrateurs archimØdiens
Nom Générateur Dom. θ
Clayton tθ − 1 θ > 0
Frank − ln e
−θ·t
−1
e−θ−1
θ > 0
Gumbel-Hougaard (− ln t)θ θ ≥ 1
Théoreme 3.1 (Sklar) Si H(x1, . . . , xn) est une distribution multivariØe de marges F1(x1)
,...,Fn(xn), alors il existe une copule C telle que
H(x1, ..., xn) = C(F1(x1), ..., Fn(xn)) (11)
De plus, si F1, ..., Fn sont toutes continues, alors C est unique ; sinon C est unique seulement
sur domF1 × ...× domFn.
Définition 3.7 Les copules archimØdiennes sont dØnies par
C(u) = C(u1, ..., un) = ψ
(
n∑
i=1
φ(ui)
)
(12)
oø φ appelØ gØnØrateur, est une fonction continue strictement dØcroissante de [0, 1] vers [0,∞]
telle que :
 φ(0) = ∞ et φ(1) = 0
 ψ = φ−1 soit complŁtement monotonique sur [0,∞[ c-à-d que ∀t ∈ [0,∞[ et ∀k ≥ 0
(−1)kψ[k](t) ≥ 0
oø ψ[k] reprØsente la dØrivØe d’odre k de ψ.
Le tableau 1 montre trois familles de gØnØrateurs ArchimØdiens. Si nous utilisons conjointe-
ment les surfaces de distributions et les copules archimØdiennes, alors notre approximation (8)
peut directement se rØcrire :
FX,D(u) ≈ P [An(u)] = ψ
(
q∑
i=1
φ (G [xni , u (x
n
i )])
)
(13)
La densitØ conjointe Øtant donnØe par l’expression suivante :
∂q
∂u1...∂uq
C(G ((xn1 ), u(x
n
1 )) , . . . , G
(
(xnq ), u(x
n
q )
)
) ·
q∏
i=1
g ((xni ), u(x
n
i )) (14)
L’approximation (13) a dØjà ØtØ utilisØe en deux dimensions avec la copule de Frank par Vrac
et al. (2001), et pour un nombre quelconque de dimensions dans avec la copule de Clayton
Cuvelier et Noirhomme-Fraiture (2005). A la suite de ces travaux deux questions restaient
sans rØponse :
1. Quelle valeur de q choisir ?
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2. Oø choisir les valeurs xn1 , . . . , xnq ?
Le choix de points Øquidistants semble rØpondre à la premiŁre question mŒme si nous verrons
qu’une prØcision doit encore Œtre apportØe. Pour la seconde question, sur une idØe d’Edwin
Diday, nous nous proposons de considØrer l’Øvolution naturelle de cette approximation : la
limite lorsque q tend vers l’inni.
Avant d’aller plus loin remarquons que, pour une probabilitØ p ∈ [0, 1[, on a que ∀0 ≤  ≤ 1 :
q ≥
φ()
φ(p)
⇒ ψ
[
q∑
i=1
φ(p)
]
≤ 
Cela signie que la limite de l’expression (13), lorsque q → ∞ est presque toujours nulle !
Pour Øviter ce problŁme, nous proposons d’utiliser un nouveau type de distributions basØe sur
les moyennes quasi-arithmØtiques.
3.2.3 Moyennes quasi-arithmétiques discrètes
Définition 3.8 Soient [a, b] un intervalle rØel, et q ∈ N0. Une moyenne quasi-arithmetique est
toute fonction M : [a, b]q → [a, b] telle que :
M(x1, . . . , xq) = ψ
(
1
q
q∑
i=1
φ (xi)
)
(15)
oø φ est une fonction continue strictement monotone, et ψ = φ−1.
Le concept de moyenne quasi-arithmØtique a ØtØ introduit par Kolmogorov (1930) et Nagumo
(1930), et a ØtØ ØtudiØ dans le cadre des Øquations fonctionnelles par Aczel (1966).
Proposition 3.2 Soient q ∈ N0, {Fi|1 ≤ i ≤ q} un ensemble de distributions univariØes et φ
gØnØrateur ArchimØdien, alors
H (x1, . . . , xq) = ψ
(
1
q
q∑
i=1
φ (Fi(xi))
)
(16)
est une distribution conjointe de marges
F ∗i (x) = ψ
(
1
q
· φ (Fi(x))
)
(17)
Nous appelons cette distribution Moyenne Quasi-ArithmØtique de Marges (en anglais :Quasi-
Arithmetic Mean of Margins (QAMM)).
Démonstration Il suft de remarquer que si Fi est une distribution univariØe, alors F ∗i aussi,
et d’ensuite utiliser ces nouvelles distributions et la copule gØnØrØe par φ pour construire la
distribution multivariØe.
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3.3 Distribution et densité définies dans un espace de dimension infinie
3.3.1 Moyennes quasi-arithmétiques continues
En utilisant l’expression (16) et en notant ∣∣xni+1 − xni ∣∣ = ∆x (cf. (7)) ∀i on peut Øcrire :
lim
n→∞
P [An(u)] = lim
n→∞
ψ
[
1
q
q∑
i=1
φ (G [xni , u(x
n
i )])
]
= lim
n→∞
ψ
[
1
|D|
q∑
i=1
|D|
q
· φ (G [xni , u(x
n
i )])
]
= ψ
[
1
|D|
·
∫
D
φ (G [x, u (x)]) dx
]
(18)
Définition 3.9 SoientX une vaf, u ∈ L2(D),G sa Surface de Distributions et φ un gØnØrateur
archimØdien. Nous appellerons l’expression (18) Moyenne Quasi-ArithmØtique Continue de
Marges (en anglais Quasi-Arithmetic Mean of Margins Limit (QAMML)).
De Finetti (1931) et Hardy et al. (1934) sont les premiers à avoir Øtendu au cas continu les
rØsultats de Nagumo et Kolmogorov. De par les propriØtØs des moyennes la limite (18) existe
toujours et est comprise entre 0 et 1. Cette distribution dØnie sur espace de dimension, par
nature, innie, ne sera vØritablement utile que si elle est munie d’une densitØ. Il n’est Øvidem-
ment plus possible d’utiliser l’expression (14) comme dans le cas ni. Nous proposons donc
d’utiliser une densitØ "directionnelle".
3.3.2 Densité de Gâteaux
Rappelons ici un concept provenant de l’analyse fonctionnelle : la dØrivØe de Gâteaux, qui
est une dØrivØe directionnelle (cf. Atkinson et Han (2001)).
Définition 3.10 Soient V et W deux espaces vectoriels normØs, et F un opØrateur de V vers
W . La differentielle de Gâteaux DF (u; s) de F en u dans la direction s ∈ V est donnØe par :
DF (u; s) = lim
→0
F (u+  · s)− F (u)

(19)
= F ′(u) · s (20)
Si la limite (19) existe ∀s ∈ L2(D) alors F est dite Gâteaux diffØrentiable et l’application
F ′(u) est la dØrivØe de Gâteaux de F en u.
L’utilisation de ce type de diffØrentiation nØcessite donc de prØciser dans quelle direction elle
se fait. Nous proposons d’utiliser comme fonction de direction toute fonction permettant de
mesurer la dispersion des donnØes pour toute valeur de x, avec comme exemple le plus immØ-
diat l’Øcart-type σ.
Définition 3.11 Soient X une vaf, FX,D sa distribution fonctionnelle et u une fonction de
L2(D). Si s ∈ L2(D) est une fonction telle que s(x) mesure la dispersion des valeurs de
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X(x), alors nous dØnissons la densitØ de Gâteaux de FX,D en u et dans la direction s par :
fX,D,s(u) = lim
→0
FX,D (u+ s · )− FX,D (u)
d2 (u+ s., u)
=
DFX,D(u; s)
‖s‖2
(21)
oø DFX,D(u; s) est la diffØrentielle de Gâteaux de FX,D en u dans la direction s ∈ V .
La dØrivØe de Gâteaux d’une transformØe intØgrale Øtant un rØsultat classique d’analyse fonc-
tionnelle (cf. Lusternik et Sobolev (1974)), nous avons le rØsultat suivant.
Théoreme 3.3 Soient FX,D , la Moyenne Quasi-ArithmØtique Continue de Marges d’une
fonction u de L2(D). Si s ∈ L2(D) est une mesure fonctionnelle de la dispersion des va-
leurs de X(x), alors la densitØ de Gâteaux de FX,D calculØe en u dans la direction de s est
donnØe par :
fX,D,s(u) =
1
‖s‖2 · |D|
ψ′
[
1
|D|
∫
D
φ (G [t, u(t)]) dt
]
{∫
D
φ′ (G [t, u(t)]) g [t, u(t)] s(t) dt
} (22)
Soulignons ici l’intØrŒt de diviser la diffØrentielle de Gâteaux dans l’expression (21) par la
norme de s. En effet, comme on peut le constater dans (22), sans cela, la densitØ de Gâteaux
d’une Moyenne Quasi-ArithmØtique Continue de Marges calculØe avec deux paramØtrages
diffØrents s1 ≤D s2 pourrait donner la mŒme valeur, pour autant que g1 [t, u(t)] s1(t) =
g2 [t, u(t)] s2(t) pour toute valeur de t ∈ D. La division par la norme de la mesure de dis-
persion permet de rØintroduire cette distinction.
3.4 Domaines des modèles
Remarquons maintenant que le calcul de l’expression (22) nØcessite de pouvoir calculer
g (x, y) sur l’ensemble des valeurs de D et que, ceci n’est en gØnØral possible que si la me-
sure de dispersion s est non nulle. Nous dirons que le domaine du modŁle est l’ensemble
des rØels pour lesquels s(x) > 0. Nous appellerons donc domaine du modŁle tout intervalle
D ⊆ {x ∈ R : s(x) > 0}.
Ainsi, dans le cas des Moyennes Quasi-ArithmØtiques de Marges utilisØes conjointement avec
la densitØ de Gâteaux, nous rØpondons aux deux questions ØvoquØes plus avant concernant le
nombre et les choix des points xn1 , . . . , xnq :
1. quand à la valeur de q : on le choisit trŁs grand (QAMM), voire on le fait tendre vers
l’inni (QAMML) pour minimiser l’erreur due à l’approximation,
2. quand au choix des xn1 , . . . , xnq : ils doivent se situer dans le domaine du modŁle, c’est-
à-dire pour les valeurs de x oø il y a dispersion non nulle des valeurs de X(x).
Il faut noter que ces deux rŁgles peuvent aussi s’appliquer dans le cas d’utilisation des copules
et de la densitØ multivariØe. En effet le mŒme problŁme de calculabilitØ se pose avec l’expres-
sion (14) si la dispersion des valeurs X(x) est nulle pour au moins une des dimensions. Mais
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FIG. 3  Les 140 donnØes fonctionnelles du test
il est Øvidemment conceptuellement plus difcile de dØnir la notion de domaine de modŁle
dans le cas multivariØ, car cela Øquivaut à ne pas toujours utiliser le mŒme nombre de dimen-
sions (et pas nØcessairement les mŒmes) pour calculer une mŒme distribution ou sa densitØ en
plusieurs endroits. Sauf, si l’on se souvient que nous ne sommes pas confrontØs à de vraies
donnØes multivariØes, mais à la projection en dimension q de donnØes dØnies dans un espace
de dimension innie.
4 Application
Nous avons donc utilisØ les Moyennes Quasi-ArithmØtiques Continues de Marges, conjoin-
tement avec la densitØ de Gâteaux, dans le cadre de l’algorithme des nuØes dynamiques sur des
donnØes de type symbolique : des densitØs de probabilitØs. Pour notre test nous avons utilisØ
un ensemble de 140 donnØes synthØtiques mixant des exponentielles, des normales et des bØtas
(Fig. 3). Pour constituer cet ensemble de donnØes, pour chaque distribution nous avons gØnØrØ
500 nombres alØatoires suivant la loi choisie et ensuite nous avons rØalisØ une estimation à
noyaux à partir de ces nombres. Les rØsultat fonctionnel Øtant stockØ à l’aide des fonctions
splines.
Remarquons que les distributions de probabilitØs sont des donnØes fonctionnelles qui sont
dØnies sur R, mŒme si la valeur de la fonction peut Œtre nulle sur une partie du domaine
(exemple :la loi exponentielle). Or, en classication, seule une partie du domaine de la fonc-
tion est intØressante : celle oø l’on peut distinguer cette fonction des autres, c’est-à-dire là oø la
fonction est non nulle (ou supØrieure à  xØ). Nous restreignons donc, pour des raison classi-
catoires, le domaine sur lequel nous calculons la Moyenne Quasi-ArithmØtique Continue de
Marges (ou sa densitØ de Gâteaux) aux valeurs distinguables de la fonction considØrØe. Pour
cela nous utilisons une fonction de "conance" : τ : ∪Ki=1Di → {0, 1} :
τ(x) = 1 si x > 0
= 0 sinon
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Avec cette fonction l’expression (18) devient :
ψ
[
1∫
D
τ(t)dt
∫
D
φ (G [x, u (x)]) · τ(u(x))dx
]
(23)
L’implØmentation de l’algorithme et des lois QAMML ont ØtØ rØalisØes à l’aide du logiciel R
(R Development Core Team (2005)). Nous avons utilisØ le gØnØrateur de Clayton (cf. Table 1),
les estimations Gˆ et gˆ (expressions (10)) et l’Øcart-type σ comme direction pour les densitØs
de Gâteaux. Nous avons exØcutØ la mØthode cinq fois et nous avons retenu le rØsultat avec la
meilleure valeur du critŁre, et nous avons obtenu un taux de mauvaise classication de 7.1%,
c-à-d 10 donnØes fonctionnelles mal classØes sur 140.
5 Conclusions
Dans cet article nous proposons d’utiliser deux outils mathØmatiques nouveaux, les Moyen-
nes Quasi-ArithmØtiques de Marges et la densitØ de Gâteaux, dans le cadre de la dØcomposi-
tion de mØlange classiante. Ces outils nous permettent d’apporter une rØponse aux questions
laissØes sans rØponse par les travaux prØcØdents : à savoir le nombre et le choix des points
d’approximation. L’utilisation de ces nouveaux objets mathØmatiques dans le cadre de la clas-
sication non supervisØe sur des donnØes symboliques synthØtiques donne des rØsultats en-
courageants. D’autres outils et mØthodes de classication de donnØes fonctionnelles existent,
mais l’utilisation de distributions adØquates permet d’obtenir une modØlisation probabiliste des
donnØes. D’autre part un certain nombre de dØveloppements sont encore envisageables pour
afner cet outil mathØmatique : l’utilisation dans (18) d’une distribution autre que la distribu-
tion uniforme sur D, l’utilisation conjointe de la distribution des dØrivØes successives d’une
fonction u ou encore l’utilisation de directions autres que s, plus discriminantes (cf. Ramsay
et Siverman (2005)).
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Summary
Individual data can be caracterized by continuous distributions and not by a single value.
Those functional data can be used to classify individuals. In a elementary solution, we can
reduce distribution to mean and variance. Another richer solution is proposed by Diday (2002)
and implemented by Vrac et al. (2001) and Cuvelier et Noirhomme-Fraiture (2005). It uses
cut points in the distributions and models those joint values by a multidimensional distribution
built with copulas. We have shown in a previous work that even if this approach gives good
results, classication quality depends on the number and the place of cutpoints. The questions
of number and place of cuts remains open questions. We propose a solution to these questions,
when the number of cuts tends to innity. We suggest a new distribution adapted to the space
of innite dimension. We suggest also a density which uses the Gâteaux directional derivative.
The chosen direction is dispersion of functions to be classied. Results are encouraging and
offer multiples perspectives in all the domains where functional data distribution is necessary.
