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x TABELLENVERZEICHNIS
Kapitel 1
Einleitung und Fragestellung
1.1 Einleitung
Der o¨konomische Effizienzbegriff geht auf Pareto (1897) zuru¨ck. Ein Zustand ist pareto-
effizient, wenn es nicht mo¨glich ist, ein Individuum besser zu stellen ohne dadurch andere
schlechter zu stellen. Dieser Effizienzbegriff wurde von Koopmans (1951) auf die Produk-
tionstheorie u¨bertragen. Ein Herstellungsprozess ist dann effizient, wenn es unmo¨glich ist,
mehr von einem Gut herzustellen ohne gleichzeitig mehr Produktionsfaktoren einzusetzen
und es auch nicht mo¨glich ist, weniger Produktionsfaktoren einzusetzen ohne einen Ru¨ck-
gang bei der Produktion hinzunehmen. Bezieht sich dieser Effizienzbegriff ausschliesslich
auf Mengengro¨ssen, beschreibt er die technische Transformation von Produktionsfakto-
ren in Gu¨ter. Ein Herstellungsprozess ist technisch ineffizient, wenn eine gegebene Menge
Gu¨ter auch mit kleineren Mengen von Produktionsfaktoren produziert werden kann bzw.
wenn mit einer vorgegebenen Menge an Produktionsfaktoren mehr Gu¨ter hergestellt wer-
den ko¨nnen.
Aus o¨konomischer Sicht sind neben der technischen Effizienz weitere Effizienzkonzep-
te von Bedeutung. Ein Herstellungsprozess ist kosteneffizient, wenn ein Gu¨terbu¨ndel mit
minimalen Kosten produziert wird. Die Kosteneffizienz bezieht sich nur noch bei den
hergestellten Gu¨tern auf Mengengro¨ssen; bei den Produktionsfaktoren ist nun eine Wert-
gro¨sse – die zu Marktpreisen bewerteten Produktionsfaktoren – relevant. Andererseits
ist ein Herstellungsprozess erlo¨seffizient, wenn mit gegebenen Produktionsfaktoren ein
Gu¨terbu¨ndel produziert wird, das den maximalen Erlo¨s generiert. Dieser Effizienzbegriff
beinhaltet Mengengro¨ssen bei den Produktionsfaktoren und eine Wertgro¨sse, den Erlo¨s.
1
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Die technische Effizienz ist eine notwendige Bedingung fu¨r die Kosten- und Erlo¨seffizienz.
Bei diesen Effizienzkonzepten waren jeweils die Produktionsfaktoren oder das zu pro-
duzierende Gu¨terbu¨ndel vorgegeben. Ein weiteres Kriterium ist die Wahl der optimalen
Menge des Gu¨terbu¨ndels: Ein Herstellungsprozess ist skaleneffizient, wenn eine prozen-
tuale Ausdehnung aller Produktionsfaktoren zu einer entsprechenden prozentualen Zu-
nahme des Gu¨terbu¨ndels fu¨hrt. So lange eine Ausdehnung der Produktionsfaktoren zu
einer u¨berproportionalen Zunahme des Gu¨terbu¨ndels fu¨hrt, kann durch eine Ausweitung
der Produktion das Wertverha¨ltnis zwischen dem Gu¨terbu¨ndel und den Produktionsfak-
toren – unabha¨ngig von den Preisen – gesteigert werden. Fu¨hrt dagegen eine Ausdehnung
der Produktionsfaktoren zu einer unterproportionalen Zunahme des Gu¨terbu¨ndels, kann
dieses Verha¨ltnis durch eine Reduktion aller Produktionsfaktoren erho¨ht werden. Zur Er-
reichung der o¨konomischen Effizienz ist es notwendig, dass ein Herstellungsprozess kosten-,
erlo¨s- und skaleneffizient ist. Fu¨r das o¨konomische Effizienzkriterium sind ausschliesslich
Wertgro¨ssen relevant: Die o¨konomische Effizienz kann in Geldeinheiten gemessen werden.
In einemWettbewerbsmarkt gilt die Null-Gewinn-Bedingung. Diese Bedingung besagt,
dass zusa¨tzliche Anbieter in den Markt eintreten, bis keine Gewinne mehr erzielt werden.
In einem Wettbewerbsmarkt kann ein Hersteller folglich im besten Fall – d.h. wenn er
o¨konomisch effizient produziert – alle Kosten decken. Ineffiziente Firmen realisieren Ver-
luste und verschwinden vom Markt. Folglich werden in einem Wettbewerbsmarkt nur die
effizienten Hersteller u¨berleben. Kann sichergestellt werden, dass die Marktkra¨fte wirken,
eru¨brigt sich die Effizienzmessung; Ressourcen dafu¨r einzusetzen wa¨re Verschwendung, da
die Marktkra¨fte die Ineffizienz beseitigen.
In modernen Volkswirtschaften wirken die Marktkra¨fte in verschiedenen Bereichen
nicht oder nur teilweise bzw. sie werden bewusst eingeschra¨nkt:
1. Bei natu¨rlichen Monopolen. Natu¨rliche Monopole sind durch abnehmende Grenz-
kosten gekennzeichnet. Aus wohlfahrtso¨konomischen U¨berlegungen ist es effizient,
wenn ein einzelner Anbieter die Versorgung sicherstellt. Zwei Probleme ergeben
sich bei natu¨rlichen Monopolen. Einerseits existiert fu¨r das entsprechende Gut kein
Marktpreis, der den Monopolisten zur Effizienz zwingt. Andererseits ist der Mono-
polist bestrebt, ein aus wohlfahrtso¨konomischen Gesichtspunkten zu geringes Ver-
sorgungsniveau anzustreben. Als Beispiele sind die Telekommunikationsbranche und
die Stromverteilung zu nennen.
2. Beim Vorliegen asymmetrischer Information kann es ebenfalls zu einem Marktver-
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sagen kommen. Die asymmetrische Information fu¨hrt dazu, dass Gu¨ter infolge von
Adverse Selection nicht angeboten werden (z.B. im Versicherungssektor) oder dass
diese es den Akteuren erlaubt, eine Informationsrente zu erzielen (Moral Hazard,
z.B. im Gesundheitssektor). Typischerweise fu¨hren die negative Auslese und das
Moral Hazard zu einem niedrigeren Wohlfahrtsniveau.
3. Bei o¨ffentlichen Gu¨tern kommt es zu einem Marktversagen, da diese Gu¨ter nicht
bzw. in einem suboptimalen Ausmass bereitgestellt (Free-Rider -Problematik) oder
mangels geregelter Eigentumsrechte von den Akteuren zu intensiv genutzt werden
(externe Effekte). O¨ffentliche Gu¨ter umfassen z.B. das Rechtssystem, die Landes-
verteidigung und den Umweltschutz.
4. Falls Verteilungsziele im Vergleich zu den Allokationszielen politisch eine u¨berge-
ordnete Rolle einnehmen, werden die Marktkra¨fte ha¨ufig bewusst eingeschra¨nkt.
Als Beispiel ist der Bildungssektor zu nennen, der grundsa¨tzlich allen offen stehen
soll mit dem Ziel, die Startchancen auszugleichen.
In diesen Bereichen scheint es sinnvoll zu sein, dass der Staat regulierend eingreift, um die
fehlenden Marktkra¨fte durch andere Mechanismen zu ersetzen oder die entsprechenden
Aufgaben an Institutionen u¨bertra¨gt. Allerdings stehen den potentiellen Wohlfahrtsge-
winnen auch Kosten gegenu¨ber. Die Neue Theorie der Regulierung befasst sich mit der
Fragestellung, wie die Akteure dazu angehalten werden ko¨nnen, die u¨bergeordneten Ziele
auf effiziente Weise zu verfolgen [vgl. Laffont und Tirole (1993)]. Als Kern des Problems
erweist sich dabei die asymmetrische Information zwischen den Akteuren und den Regu-
lierungsbeho¨rden. Die Akteure haben einen Informationsvorsprung, den sie dazu nutzen
ko¨nnen, eine Informationsrente zu erzielen. Teil des Informationsvorsprungs der Akteure
ist die Kenntnis der eigenen Effizienz.1 Informationen bezu¨glich der Effizienz, die das Er-
zielen von Renten verhindern, haben folglich fu¨r die Regulierungsbeho¨rden einen Wert.
Laffont und Tirole (1993) sind der Ansicht (S. 3):
The presence of moral hazard and adverse selection, and the concomitant loss
of control for the regulator, create a demand for information gathering.
1In der Neuen Theorie der Regulierung wird der Informationsvorsprung in zwei Komponenten unter-
teilt. Einerseits verfu¨gt der Akteur u¨ber Informationen bezu¨glich des erbrachten Efforts (hidden action)
und andererseits bezu¨glich der eingesetzten Technologie (hidden information). Im Verbund ko¨nnen diese
Begriffe auch als Effizienz interpretiert werden.
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Die Effizienzmessung kann somit helfen, diesen Informationsvorsprung zu reduzieren und
die Informationsrente der Akteure zu senken. Aus o¨konomischer Sicht ist es daher sinnvoll,
in bestimmten Bereichen der Wirtschaft Effizienzmessungen durchzufu¨hren.
1.2 Fragestellung
Im Zentrum der vorliegenden Arbeit steht die Frage, ob und unter welchen Umsta¨nden
die Effizienzmessung mittels der Data Envelopment Analysis (DEA) konsistent erfolgen
kann. Dabei wird unter dem Begriff der Konsistenz ein statistisches Qualita¨tsmerkmal
verstanden, das eine Voraussetzung fu¨r den fehlerfreien Ru¨ckschluss von einer Stichprobe
auf die Grundgesamtheit darstellt. Es stellt sich die Frage, unter welchen Umsta¨nden diese
Methode in der empirischen Forschung zu korrekten Effizienzaussagen fu¨hrt.
Die DEA erfreut sich seit ihrer Entwicklung durch Charnes, Cooper und Rhodes (1978)
wachsender Beliebtheit in der sozial- und naturwissenschaftlichen Forschung. Die wenig
restriktiven Annahmen, die bescheidenen Anforderungen an die Daten2 und die Mo¨g-
lichkeit, komplexe Transformationsprozesse zu bewerten, haben der DEA auch in der
volkswirtschaftlichen Forschung – insbesondere bei der Analyse regulierter Ma¨rkte – eine
bedeutende Rolle zukommen lassen.3
Anhand eines Beispiels soll gezeigt werden, wieso die Konsistenz der Methode der Ef-
fizienzmessung im Bereich der Regulierung einen besonderen Stellenwert einnimmt: Wird
in einem Konzern eine Filiale aufgrund ihrer vermeintlich hohen Effizienz, die aber fehler-
haft ermittelt wurde, zu Lasten einer an sich effizienteren Filiale nicht geschlossen, mo¨gen
die Konsequenzen zwar kostspielig, aus volkswirtschaftlicher Perspektive aber kaum gra-
vierend sein.4 Wenn dagegen die Massnahmen zur Beseitigung der Wohlfahrtsverluste
in einem regulierten Markt aufgrund von Fehlentscheidungen nicht greifen, entsprechen
die resultierenden Kosten dem diskontierten Wohlfahrtsverlust. Da zusa¨tzlich noch die
Kosten der Regulierung5 anfallen, wird insgesamt ein im Vergleich zur nicht regulierten
2Informationen u¨ber die Preise der Produktionsfaktoren und Produkte sind nicht notwendig.
3Die DEA wurde vor allem zur Effizienzmessung im Gesundheits-, Bildungs- Transport- und Strom-
verteilungssektor eingesetzt.
4Ein typisches Anwendungsgebiet der DEA ist das Benchmarking, das in den Bereich des Controlling
geho¨rt.
5Die Kosten der Regulierung umfassen einerseits die Opportunita¨tskosten der Ressourcen, die fu¨r die
Regulierung eingesetzt werden, und andererseits die gesamtwirtschaftlichen Effizienzverluste, die bei der
Finanzierung der Regulierung anfallen (verzerrende Wirkung des Steuersystems).
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Ausgangslage inferiorer Zustand realisiert. Wird den Akteuren durch die Fehlentschei-
dungen zusa¨tzlicher Spielraum zur Erzielung von Renten geschaffen, ko¨nnen die Kosten
noch ho¨her ausfallen. Versta¨rkt wird die Problematik durch die Tatsache, dass Anpas-
sungen der Regulierung mit Transaktionskosten verbunden sind, da die Rentenempfa¨nger
sich gegen solche Vera¨nderungen wehren werden. Zudem ko¨nnen Anpassungen nicht oh-
ne zeitliche Verzo¨gerung realisiert werden, was die umgehende Beseitigung des inferioren
Status quo verhindert. Daher ist es von herausragender Bedeutung, dass die Methoden,
die als Grundlage der Regulierung dienen, nicht zu falschen Schlussfolgerungen verleiten.
1.3 Gliederung
In Kapitel 2 erfolgt zuerst eine Einfu¨hrung in die Produktionstheorie, welche analysiert,
in welchem Ausmass aus Produktionsfaktoren – wie z.B. Arbeit und Kapital – Zwischen-
und Endprodukte hergestellt werden ko¨nnen. Anschliessend wird der erste (nichtpara-
metrische) Ansatz zur Messung der Effizienz hergeleitet, der zur Entwicklung der DEA
gefu¨hrt hat. Die DEA, als Forschungsgegenstand dieser Arbeit, wird in einem eigenen Ab-
schnitt hergeleitet. Der letzte Abschnitt befasst sich mit der Frage, wie heterogene Rah-
menbedingungen in die Effizienzmessung integriert werden sollen. Es besteht ein Konsens,
dass unterschiedliche Rahmenbedingungen beru¨cksichtigt werden mu¨ssen – die konkrete
Integration dieser Rahmenbedingungen ist dabei aber kontrovers.
In Kapitel 3 wird anschliessend untersucht, unter welchen Umsta¨nden die Resultate
der DEA fu¨r eine statistische Analyse geeignet sind. Im Zentrum der Fragestellung ste-
hen die statistischen Eigenschaften der Scha¨tzer der Effizienz. Die Voraussetzungen fu¨r
eine statistische Analyse der DEA-Resultate sind an verschiedene Verteilungsannahmen
geknu¨pft, welche sich als derart restriktiv erweisen, dass in der empirischen Forschung
nicht a priori davon ausgegangen werden darf, dass diese erfu¨llt sind. Zudem la¨sst sich
in der empirischen Forschung nicht u¨berpru¨fen, ob diese Annahmen im Einzelfall erfu¨llt
sind. Zur Lo¨sung des Problems wird eine Kennzahl konstruiert, die eine Bewertung der
Daten und einen Ru¨ckschluss auf die Validita¨t der verwendeten Methoden zula¨sst.
In Kapitel 4 werden die Hypothesen des dritten Kapitels anhand einer Monte-Carlo-
Simulation u¨berpru¨ft. Bei derMonte-Carlo-Simulation wird ein
”
wahres“ Modell definiert
und anschliessend werden unter Zuhilfenahme von Zufallszahlen (mit bekannter Vertei-
lung) ku¨nstliche Daten generiert. Die ku¨nstlichen Daten werden dann in einer DEA aus-
gewertet. Da das
”
wahre“ Modell, die Zufallszahlen bzw. deren Verteilung und folglich
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die
”
wahre“ Effizienz bekannt sind, ist der Ru¨ckschluss auf allfa¨llige durch die DEA ge-
machten Fehler zula¨ssig. Es werden verschiedene
”
wahre“ Modelle u¨berpru¨ft und es wird
gezeigt, welche Eigenschaften des
”
wahren“ Modells zu Fehlern (d.h. zu Verzerrungen)
bei der DEA fu¨hren. Schliesslich wird untersucht, wie sich Verzerrungen bei der DEA auf
die Stufe der statistischen Auswertung der DEA-Resultate u¨bertragen.
In Kapitel 5 wird eine DEA mit o¨konometrischer Auswertung fu¨r den schweizerischen
Krankenhaussektor pra¨sentiert. Es zeigt sich, dass die gescha¨tzte Effizienz kaum in einem
statistisch signifikanten Zusammenhang mit den Rahmenbedingungen steht. Verschiedene
Ursachen fu¨r den schwachen Erkla¨rungsgehalt der Auswertung der DEA-Resultate werden
diskutiert. Im Vordergrund steht aber die Frage, ob die schwache Erkla¨rungskraft auf
verzerrte DEA-Resultate zuru¨ckzufu¨hren ist.
In Kapitel 6 werden die Resultate der Arbeit zusammengefasst, diskutiert und zuku¨nf-
tige Forschungsschwerpunkte vorgeschlagen.
Kapitel 2
Die Effizienzmessung
In diesem Kapitel werden die theoretischen Grundlagen fu¨r die folgenden Ausfu¨hrungen
erarbeitet. Zuerst folgt in Abschnitt 2.1 eine Einfu¨hrung in die Produktionstheorie; die
Technologiemenge, d.h. die Menge der Produktionsmo¨glichkeiten und deren Eigenschaf-
ten werden definiert. Die Distanzfunktion – der erste Ansatz der nichtparametrischen
Effizienzmessung – wird anschliessend direkt aus der Darstellung der Technologiemenge
abgeleitet. In Abschnitt 2.2 wird die Data Envelopment Analysis (DEA), eine Weiterent-
wicklung der Distanzfunktion, ausfu¨hrlich pra¨sentiert. Im Abschnitt 2.3 werden Erwei-
terungen der DEA diskutiert, die die Beru¨cksichtigung heterogener Rahmenbedingungen
zulassen.
2.1 Die Produktionstheorie
2.1.1 Die Darstellung der Technologiemenge
Die in diesem Abschnitt pra¨sentierte Definition der Technologiemenge geht auf Koop-
mans (1951) und Debreu (1951) zuru¨ck und wurde im Rahmen der Activity Analysis
eingefu¨hrt. Bei der Technologiemenge handelt es sich in diesem Zusammenhang um eine
sehr allgemein gehaltene Aussage daru¨ber, welche Gu¨ter und Dienstleistungen mit wel-
chen Produktionsfaktoren produziert werden ko¨nnen. Der technische Herstellungsprozess
an sich steht dabei nicht im Vordergrund; im Gegenteil, er wird in der Regel vollsta¨ndig
ausgeklammert und als Black Box betrachtet. Die Begru¨ndung fu¨r diese abstrahieren-
de Betrachtungsweise ist, dass die Effizienzmessung nicht ein Leistungs- oder Produkti-
vita¨tsvergleich zwischen verschiedenen Maschinen oder unterschiedlich ausgebildeten Ar-
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beitskra¨ften darstellt. Viel mehr steht der gesamte Produktionsprozess im Zentrum der
Fragestellung. Die Technologiemenge ist durch eine Reihe verschiedener Inputs zur Pro-
duktion von Outputs charakterisiert. Sowohl die m Inputs X = (x1, ..., xm), X ∈ IRm+
wie auch die s Outputs Y = (y1, ..., ys), Y ∈ IRs+ sind (nicht-negative) Mengeneinheiten,
die wa¨hrend einer bestimmten Zeit in die Produktion einfliessen bzw. als Ergebnis dieses
Prozesses als Gu¨ter und Dienstleistungen fu¨r den Konsum oder zur weiteren Verarbeitung
zur Verfu¨gung stehen.
Die Gesamtheit aller zula¨ssigen Input-Outputtransformationen (jede einzelne stellt
eine Technologie oder – wie in der Activity Analysis bezeichnet – eine Aktivita¨t dar) wird
als Technologiemenge bezeichnet und ist definiert durch
T = {(Y,X) ∈ IRs+m+ | Y kann mitX produziert werden}. (2.1)
Die Technologiemenge widerspiegelt die technischen Produktionsmo¨glichkeiten, d.h. die
Mo¨glichkeit, Inputs in Outputs zu transformieren: Mit einer gegebenen Menge an Inputs
kann in einem Zeitraum eine bestimmte Menge Outputs produziert werden. Diese triviale
Aussage kann einerseits empirisch oder theoretisch erfolgen. In der empirischen Varian-
te – dem nichtparametrischen Ansatz – definieren realisierte, d.h. beobachtete Input-
Outputtransformationen die Technologiemenge. Die Legitimation der Technologiemenge
ist garantiert, da die beobachteten Input- und Outputmengen effektiv absorbiert bzw.
realisiert wurden. In der theoretischen Variante wird eine Produktionsfunktion unterstellt
und der Anspruch erhoben, dass ein funktionaler Zusammenhang zwischen Inputs und
Outputs besteht. Diese Variante wird parametrischer Ansatz genannt. In den folgenden
Ausfu¨hrungen wird das Schwergewicht auf die nichtparametrische Methode gelegt.1 Die
beiden Methoden haben aber vieles gemein und es wird – wo im Gesamtzusammenhang
von Bedeutung – die Verbindung zu den parametrischen Methoden bewusst hergestellt.
Aus der Technologiemenge la¨sst sich fu¨r jeden Outputvektor Y ∈ T ein Inputset L(Y )
bestimmen
L(Y ) = {X ∈ IRm+ | (Y,X) ∈ T }. (2.2)
Jedes Inputset umfasst alle Inputvektoren, mit denen der betrachtete Outputvektor Y
hergestellt werden kann. Das Inputset widerspiegelt somit die Substitutionsbeziehungen
zwischen den einzelnen Inputs. In Abbildung 2.1 ist eine Situation abgebildet, in der zwei
1Eine U¨bersicht zu den parametrischen Methoden der Effizienzmessung bieten z.B. Kumbhakar und
Lovell (2000) oder Coelli, Rao und Battese (1998).
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Inputs in zwei verschiedene Outputs transformiert werden ko¨nnen. Der Outputvektor Z
kann mit jedem der drei Inputvektoren A, B und C produziert werden. Das Inputset L(Z)
beinhaltet folglich die Inputvektoren A, B und C.
Abbildung 2.1: Das Inputset L(Z)
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Analog erfolgt die Definition der Outputsets
P(X) = {Y ∈ IRs+| (Y,X) ∈ T }. (2.3)
Jedes Outputset gibt an, welche Outputvektoren mit einem gegebenen Inputvektor pro-
duziert werden ko¨nnen und unterstreicht im Gegensatz zum Inputset die Substitutionsbe-
ziehungen zwischen den Outputs. Das Outputset P(D) umfasst gema¨ss Abbildung 2.2 die
Outputvektoren W , X und Y . Aus den beiden Inputmengen, die durch den Inputvektor
D beschrieben werden, lassen sich folglich entweder die beiden Outputmengen gema¨ss
Outputvektor W , X oder Y produzieren.2
Die inverse Beziehung zwischen Input- und Outputsets la¨sst sich anhand der Tech-
nologiemenge T einfach nachweisen. Aus Gleichung 2.2 X ∈ L(Y ) ⇔ (X, Y ) ∈ T und
Gleichung 2.3 Y ∈ P(X)⇔ (X, Y ) ∈ T folgt
X ∈ L(Y )⇔ Y ∈ P(X). (2.4)
Ein Outputvektor Y la¨sst sich nur dann aus einem bestimmten Inputvektor X herstellen,
wenn mit demselben Inputvektor X mindestens der Outputvektor Y hergestellt werden
2Im Produktionsprozess zeigen die Pfeile natu¨rlich in die entgegengesetzte Richtung. Die mathe-
matische Abbildung erfolgt aber wie in Abbildung 2.2.
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Abbildung 2.2: Das Outputset P(D)
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kann. Die Technologiemenge la¨sst sich somit auch durch die Inputsets und die Outputsets
darstellen
T (L(),P()) ≡ {(Y,X) ∈ IRs+m+ |X ∈ L(Y )} (2.5)
≡ {(Y,X) ∈ IRs+m+ | Y ∈ P(X)}.
Eine alternative Darstellungsform der Technologie, die sich im Verlauf dieses Kapitels
bewa¨hren wird, ist in Gleichung 2.6 aufgefu¨hrt:
T (L(),P()) ≡ {(Y ,X ) ∈ IRs+m+ | F (X ,Y ) ≤ 0}. (2.6)
In Gleichung 2.6 wurde die Bedingung, dass die Inputs im Inputset bzw. die Outputs im
Outputset enthalten sein mu¨ssen, durch die Bedingung, dass die Transformationsfunkti-
on F (X, Y ) kleiner gleich null sein muss, ersetzt [vgl. z.B. Varian (1995), Kapitel 1 oder
Mas-Colell, Whinston und Green (1995), Kapitel 5]. Ohne weitere Spezifikation dieser
Funktion kann allgemein gesagt werden, dass die aggregierten Outputs minus die aggre-
gierten Inputs kleiner gleich null sein mu¨ssen. Werden zusa¨tzliche Inputs zur Produktion
eines gegebenen Outputs absorbiert, sinkt ceteris paribus der Wert der Transformations-
funktion. War der Funktionswert in der Ausgangslage kleiner gleich null, muss er auch
nachher noch kleiner gleich null sein. Werden die Inputs aber bei gegebenem Output redu-
ziert, steigt der Funktionswert. Nimmt die Transformationsfunktion schliesslich den Wert
null an, lassen sich die Inputs bei gegebenem Output nicht weiter reduzieren – die Grenze
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der Produktionsmo¨glichkeiten (GPM) ist dann erreicht. Die Bedingung F (X,Y ) ≤ 0 ga-
rantiert, dass die Input-Outputtransformationen Bestandteil der Technologiemenge sind.
2.1.2 Die Axiome der Technologiemenge
Mit der oben beschriebenen Technologiemenge lassen sich erst schwache Aussagen u¨ber
die technische Effizienz von Input-Outputtransformationen ableiten. Alle diesbezu¨glichen
Aussagen beschra¨nken sich auf den Vergleich der Inputvektoren jeweils eines Inputsets;
d.h. es ko¨nnen nur die Inputvektoren, die die Produktion eines spezifischen Outputvektors
ermo¨glichen, miteinander verglichen werden. Inputvektoren, die verschiedenen Inputsets
angeho¨ren, ko¨nnen nicht miteinander verglichen werden. Dasselbe gilt fu¨r die Output-
vektoren: Es ko¨nnen nur Outputvektoren miteinander verglichen werden, die demselben
Outputset angeho¨ren.
Zudem ist es bei der Betrachtung eines einzelnen Input- oder Outputsets nicht mo¨glich,
das Ausmass der Effizienz der verschiedenen Input- bzw. Outputvektoren zu bestimmen.
In diesem Stadium ist erst die Unterscheidung zwischen dominierten und dominieren-
den Input-Outputtransformationen zula¨ssig. Zur Illustration ist in Abbildung 2.3a) das
Inputset eines Outputvektors dargestellt. Die Inputvektoren A und D dominieren den
Inputvektor B strikt, da beide sowohl von Input 1 und 2 kleinere Mengen zur Herstellung
des Outputvektors beno¨tigen. Der Inputvektor C dominiert in diesem Beispiel dagegen
keine Inputvektoren, wird aber auch selbst nicht dominiert. U¨ber die Effizienz des In-
putvektors B kann keine Aussage gemacht werden, da die Isoquante und insbesondere
die effizienten Abschnitte der Isoquante noch nicht definiert sind. In Abbildung 2.3b) ist
eine vergleichbare Situation anhand eines Outputsets dargestellt. Der Outputvektor X
dominiert Z strikt; Y und W dominieren keinen Outputvektor, werden selbst aber auch
nicht dominiert.
Erst zusa¨tzliche Annahmen – die folgenden Axiome – bezu¨glich der Eigenschaften
der Input- und Outputisoquanten und der Beziehung zwischen den einzelnen Isoquanten
definieren die Struktur, d.h. die geometrischen Eigenschaften der Technologiemenge:
Axiom 1 Konvexe Inputsets: Wenn (Xj) ∈ L(Y ), j = 1, ..., n und λj ≥ 0, j = 1, ..., n
und
∑n
j=1 λj = 1, dann ist auch
∑n
j=1 λjXj ∈ L(Y )
Axiom 2 Konvexe Outputsets: Wenn (Yj) ∈ P(X ), j = 1, ..., n und λj ≥ 0, j = 1, ..., n
und
∑n
j=1 λj = 1, dann ist auch
∑n
j=1 λjYj ∈ P(X )
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Abbildung 2.3: Dominierende und dominierte Input- und Outputvektoren
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Axiom 3 Konvexe Technologie: Wenn (Xj, Yj) ∈ T , j = 1, ..., n und λj ≥ 0, j = 1, ..., n
und
∑n
j=1 λj = 1, dann ist auch
∑n
j=1 λj(Xj, Yj) ∈ T
Axiom 4 Kostenlose Entsorgung von Inputs:
a) in der starken Form verlangt, dass wenn (X, Y ) ∈ T und X¯ = X, dann ist auch
(X¯, Y ) ∈ T
b) in der schwachen Form verlangt, dass wenn (X,Y ) ∈ T , dann ist auch (θX, Y ) ∈
T ∀ θ ≥ 1.
Axiom 5 Kostenlose Entsorgung von Outputs:
a) in der starken Form verlangt, dass wenn (X, Y ) ∈ T und 0 5 Y¯ 5 Y , dann ist
auch (X, Y¯ ) ∈ T
b) in der schwachen Form verlangt, dass wenn (X,Y ) ∈ T , dann ist auch (X, θY ) ∈
T ∀ 0 ≤ θ ≤ 1.
Axiom 6 Die Art der Skalenertra¨ge:
a) Konstante Skalenertra¨ge (Constant Returns to Scale, CRS ): Wenn (X, Y ) ∈
T CRS, dann ist (κX, κY ) ∈ T CRS, ∀ κ ≥ 0)
b) Nichtzunehmende Skalenertra¨ge (Non Increasing Returns to Scale, NIR): Wenn
(X, Y ) ∈ T NIR, dann ist (κX, κY ) ∈ T NIR, ∀ 0 ≤ κ ≤ 1)
c) Nichtabnehmende Skalenertra¨ge (Non Decreasing Returns to Scale, NDR): Wenn
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(X, Y ) ∈ T NDR, dann ist (κX, κY ) ∈ T NDR, ∀ κ ≥ 1)
d) Variable Skalenertra¨ge (Variable Returns to Scale, VRS ) liegen dann vor, wenn
weder Axiom 6a), b) oder c) zutreffen. Die Technologiemenge mit variablen Ska-
lenertra¨gen ist die Schnittmenge der beiden Technologiemengen mit nichtzu- und
nichtabnehmenden Skalenertra¨gen: T V RS = T NDR ∩ T NIR.
Axiom 7 Empirische Vollsta¨ndigkeit: Eine Technologiemenge ist empirisch vollsta¨ndig,
wenn alle empirisch beobachteten Input-Outputkombinationen in der Technologie-
menge enthalten sind: (Xj, Yj) ∈ T , fu¨r j = 1, ..., n.
Axiom 8 Minimale Extrapolation: T ′ ist die kleinstmo¨gliche Teilmenge in T , die den
Axiomen 1, 2 und 4 bis 7 oder 3 bis 7 genu¨gt: T ′ ⊂ T .
Das erste Axiom besagt, dass die konvexen Linearkombinationen von Inputvektoren eines
Inputsets ebenfalls zum Inputset geho¨ren. Jeder Punkt auf der grau schattierten Fla¨che
in Abbildung 2.4a) geho¨rt folglich ebenfalls zum Inputset L(Y ) = (A,B,C,D).
Das zweite Axiom verlangt, dass die konvexen Linearkombinationen von Outputvek-
toren eines Outputsets ebenfalls zum Outputset geho¨ren; somit geho¨ren alle Punkte auf
der grauen Fla¨che in Abbildung 2.4b) zum Outputset.
Abbildung 2.4: Konvexe Input- und Outputsets
W
Z
Y
X
Input 2
Input 1
Output 2
Output 1
a) b)
C
D
A
B
Das dritte Axiom impliziert, dass konvexe Linearkombinationen von Input-Output-
transformationen der Technologiemenge ebenfalls zur Technologiemenge geho¨ren. Dieses
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Axiom gewa¨hrleistet, dass die beiden ersten Axiome erfu¨llt sind. Die beiden ersten Axiome
implizieren aber nicht das dritte Axiom. Zur Illustration dient Abbildung 2.5. Bei beiden
Technologiemengen seien die Input- und Outputsets konvex. In der Abbildung 2.5a) ist
eine konvexe und in Abbildung 2.5b) eine nicht-konvexe Technologiemenge dargestellt. Ist
das dritte Axiom erfu¨llt bzw. wird dieses unterstellt, lassen sich Technologiemengen mit
zunehmender Skalenelastizita¨t, d.h. global zunehmenden Skalenertra¨gen, nicht ada¨quat
darstellen.
Abbildung 2.5: Konvexe bzw. nicht-konvexe Technologiemengen
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Das vierte Axiom bezieht sich auf die Mo¨glichkeit, Inputs kostenlos zu verschwenden,
d.h. ohne Outputreduktion entsorgen zu ko¨nnen. In der strengen Form verlangt dieses
Axiom, dass der zusa¨tzliche Einsatz von einzelnen oder mehreren Inputs den Output nie
reduziert: Es ist immer mo¨glich, von einem oder mehreren Inputs mehr zu verwenden,
ohne dabei die Produktion der Outputs einzuschra¨nken. Dieses Axiom bedingt lediglich,
dass die Inputs einen nichtnegativen Wert haben und folglich kostenlos vera¨ussert wer-
den ko¨nnen, daher nicht in den Produktionsprozess eingehen und folglich diesen nicht
behindern. Diese Situation wird in Abbildung 2.6a) anhand der Isoquante durch die In-
putvektoren A, D und C illustriert, wobei die senkrechten und waagrechten Abschnitte
oberhalb Punkt A bzw. rechts von Punkt C ebenfalls zur Isoquante geho¨ren. Die schwache
Form verlangt, dass ein gegebener Outputvektor immer mit einem vielfachen des Inputsets
hergestellt werden kann. Wie wenig restriktiv diese Annahme ist, soll mit folgende Bei-
spiel erla¨utert werden: Ist die Produktion eines Outputvektors Y mit einem bestimmten
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Inputvektor X mo¨glich, muss – gema¨ss Axiom vier in der schwachen Form – Y auch mit
den doppelten Mengen des Inputvektors hergestellt werden ko¨nnen. Dies ist grundsa¨tzlich
mo¨glich, wenn die u¨berschu¨ssigen Inputs (2X−X) kostenlos entsorgt werden ko¨nnen. Da
2X−X gleichX ist undX die Herstellung des Outputvektors Y ermo¨glicht, sollte – sofern
Y selbst einen Wert hat – die kostenlose Vera¨usserung von X immer mo¨glich sein. Die
Abbildung 2.6: Kostenlose Entsorgung von Inputs und Outputs
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schwache Form dieses Axioms verlangt, dass die Technologiemenge durch die gestrichelten
Strahlen in Abbildung 2.6a) durch die Punkte A, B, C und D definiert wird (wobei zu
beachten ist, dass die Verla¨ngerungen dieser Strahlen durch den Ursprung gehen).
Das fu¨nfte Axiom entspricht dem vierten, allerdings auf den Output u¨bertragen. In
der starken Form ko¨nnen einzelne oder mehrere Outputs reduziert werden, ohne dass
die u¨brigen Outputmengen beeinflusst werden. Wie bei der kostenlosen Entsorgung der
Inputs in der starken Form ist diese Bedingung mit einem nichtnegativen Wert aller
Outputs in Verbindung zu bringen. Einzelne Outputs ko¨nnen immer kostenlos vera¨ussert
werden. Die Isoquante entspricht dann der durchgezogenen Linie durch die Punkte X,
Y und W . Die schwache Form besagt, dass mit einem gegebenen Inputvektor immer
ein Bruchteil des Outputsets produziert werden kann (vgl. die gestrichelten Linien in
Abbildung 2.6b). Das fu¨nfte Axiom in der schwachen Form ist mit einem negativen Wert
mindestens eines Outputs in Verbindung zu bringen. Fa¨llt z.B. bei der Produktion von
Strom in einem Kohlekraftwerk der unerwu¨nschte Output
”
Schadstoffemission“ an, kann
eine Reduktion der Schadstoffemission um einen bestimmten Prozentsatz erreicht werden,
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wenn die Stromproduktion um denselben Prozentsatz reduziert wird.
Das sechste Axiom definiert die Art der Skalenertra¨ge. Grundsa¨tzlich soll mit diesen
Annahmen die
”
wahre“ Technologiemenge so gut wie mo¨glich approximiert werden. U¨ber
die Annahmen bezu¨glich der Skalenertra¨ge muss in der empirischen Forschung von Fall
zu Fall entschieden werden.3 In Abbildung 2.7a) ist die Technologiemenge mit konstan-
ten (dunkelgraue Fla¨che) und mit variablen (hellgraue Fla¨che) Skalenertra¨gen dargestellt.
In Abbildung 2.7b) ist fu¨r dieselben Beobachtungen die Technologiemenge mit nichtab-
nehmenden Skalenertra¨gen; in Abbildung 2.7c) ist die Technologiemenge mit nichtzu-
nehmenden Skalenertra¨gen dargestellt. Je restriktiver die Annahmen sind, desto gro¨sser
Abbildung 2.7: Die Art der Skalenertra¨ge
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wird die Technologiemenge sein. Die Technologiemenge mit variablen Skalenertra¨gen ist
eine Teilmenge der Technologiemengen mit nichtzunehmenden bzw. nichtabnehmenden
Skalenertra¨gen. Diese wiederum sind Teilmengen der Technologiemenge mit konstanten
Skalenertra¨gen:
T V RS ⊆ T NIR,NDR ⊆ T CRS.
3Bewa¨hrt hat sich die Vorgehensweise, die Strukturannahmen bezu¨glich der Skalenertra¨ge schrittweise
zu lockern. Einerseits steht mehr Information zur weiteren Auswertung bereit und andererseits erlaubt
diese Vorgehensweise, zu untersuchen, unter welchen Umsta¨nden sich unterschiedliche Annahmen auf die
Effizienz auswirken. Ein Beispiel hierfu¨r ist die Aufteilung der Ineffizienz in rein technische Ineffizienz
und in Skalenineffizienz.
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Das siebte Axiom verlangt, dass die Technologiemenge empirisch vollsta¨ndig ist. Al-
le beobachteten Input-Outputtransformationen geho¨ren zur Technologiemenge: Wenn ei-
ne Input-Outputtransformation realisiert wird, muss diese auch zur Technologiemen-
ge geho¨ren. Dieses Axiom kann wie folgt formuliert werden: Prob[(Xj, Yj) ∈ T ] = 1,
∀ j = 1 . . . n. Diese trivial erscheinende Aussage ist bei den parametrischen Methoden, die
statistische Ausreisser zulassen, nicht erfu¨llt. Dieses Axiom schliesst ein hier nicht expli-
zit erwa¨hntes Axiom mit ein, welches verlangt, dass ohne Inputs nie Outputs produziert
werden ko¨nnen (no free lunch).
Das achte Axiom – die minimale Extrapolation der Technologiemenge – verlangt,
dass die durch die Technologiemenge definierte Teilmenge die kleinstmo¨gliche Teilmenge
im Input-Outputraum sein soll [vgl. Banker, Charnes und Cooper (1984)]. Die effiziente
Grenze soll die Daten so eng wie mo¨glich umhu¨llen.
Die Liste der Axiome ist nicht vollsta¨ndig; es ist durchaus denkbar, weitere Axiome
zu definieren. Es ist auch nicht zwingend, dass die Axiome alle erfu¨llt sein mu¨ssen, denn
durch die Wahl der Axiome werden die Eigenschaften der Technologiemenge definiert, die
je nach Fragestellung unterschiedlich plausibel, wichtig und wu¨nschenswert sein ko¨nnen.
Zu erwa¨hnen ist an dieser Stelle, dass beim parametrischen Ansatz durch eine explizi-
te, vollsta¨ndige4 oder partielle5 Festlegung der Transformationsfunktion in Gleichung 2.6
die geometrische Struktur der Technologiemenge determiniert wird. Durch die Wahl der
Transformationsfunktion wird implizit entschieden, welche Axiome erfu¨llt sind, bzw. die
Entscheidung fu¨r eine Funktion richtet sich nach den zu erfu¨llenden Axiomen. Ein Bei-
spiel soll dies illustrieren. Folgende Cobb-Douglas-Transformationsfunktion repra¨sentiere
die Technologiemenge:
y − xα1xβ2 ≤ 0, α, β > 0. (2.7)
Wie einfach gezeigt werden kann, ist das erste Axiom erfu¨llt. Das zweite ist – da nur ein
Output produziert wird – nicht definiert. Das dritte Axiom ist nur dann erfu¨llt, wenn
die Summe der Parameter α und β kleiner gleich eins ist. Schliesslich genu¨gt die Cobb-
Douglas-Transformationsfunktion auch den Axiomen vier und fu¨nf in der starken Form.
Das sechste Axiom ist – fu¨r konstante Skalenertra¨ge – nur dann erfu¨llt, wenn die Summe
der Parameter α und β gleich eins ist.
4Die Funktion inklusive aller Parameter sind festgelegt; die Form der Technologiemenge ist durch die
Wahl der Funktion vollumfa¨nglich definiert.
5Der funktionelle Zusammenhang ist festgelegt, einige Parameter der Funktion werden gescha¨tzt.
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Folgerung 2.1 Im Rahmen der Effizienzmessung stellen die Firmen Black Boxes dar, de-
ren Leistung darin besteht, in einem bestimmten Zeitraum Inputs in Outputs zu transfor-
mieren. Die Produktionsmo¨glichkeiten werden durch die Technologiemenge repra¨sentiert,
welche empirisch ermittelt oder theoretisch festgelegt werden kann. Die Eigenschaften der
Technologiemenge mu¨ssen durch Annahmen, die die geometrische Struktur der Grenze der
Produktionsmo¨glichkeiten (GPM) definieren, festgelegt werden.
2.2 Nichtparametrische Methoden der Effizienzmes-
sung
2.2.1 Effizienz, Effizienzmasse und Effizienzwerte
Koopmans (1951) hat aus dem Wohlfahrtsprinzip, das von Pareto (1897) formuliert wurde
und besagt, dass eine Situation dann optimal ist, wenn es unmo¨glich ist, ein Individuum
besserzustellen, ohne ein anderes schlechterzustellen, den folgenden Effizienzbegriff ab-
geleitet: Eine Input-Outputtransformation ist dann pareto-koopmans-effizient bezu¨glich
einer Technologiemenge T , wenn es unmo¨glich ist, sich in einem Kriterium zu verbessern
(weniger Inputs oder mehr Outputs) ohne sich in einem anderen zu verschlechtern (mehr
Inputs oder weniger Outputs).
Zusammen mit der oben definierten Technologiemenge lassen sich nun Effizienzmas-
se herleiten. Ein Effizienzmass ist eine Funktion, die jeder Input-Outputtransformation
unter Beru¨cksichtigung der Technologiemenge T einen Effizienzwert zuordnet. Folgende
Eigenschaften charakterisieren Effizienzmasse:
• Die Monotonie: Ein Effizienzmass ist strikt monoton, wenn eine Verbesserung in
mindestens einem Kriterium zu einer Erho¨hung des Effizienzwertes fu¨hrt. Das Kon-
zept der Pareto-Koopmans-Effizienz bedingt zwingend strikt monotone Effizienz-
masse.
Ein Effizienzmass wird als schwach monoton in Inputs (Outputs) bezeichnet, wenn
eine Reduktion (Erho¨hung) aller Inputs (Outputs) in einem ho¨heren Effizienzwert
resultiert, eine Verbesserung in einzelnen Inputs (Outputs) aber den Effizienzwert
unvera¨ndert la¨sst.6
6Die Monotonie kann auch anhand der Dominanz von Input-Outputtransformationen erla¨utert werden:
Die Dominanz von Input-Outputtransformationen resultiert bei strikt monotonen Effizienzmassen in
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• Die Effizienzindikation: Ein Effizienzmass ist dann ein Effizienzindikator, wenn an-
hand des Effizienzwertes pareto-koopmans-effiziente Input-Outputtransformationen
erkannt werden ko¨nnen. Implizit verlangt die Effizienzindikation, dass ein Schwellen-
wert existiert, der nur im Falle pareto-koopmans-effizienter Input-Outputtransfor-
mationen erreicht wird. Die Effizienzindikation kann zudem nur bei strikt monotonen
Effizienzmassen erfu¨llt sein.
• Die Invarianz bezu¨glich Datentransformation: Ist ein Effizienzwert unabha¨ngig von
der Masseinheit der Inputs und Outputs, so ist das Effizienzmass invariant bezu¨glich
der Transformation der Inputs und Outputs. Von Interesse ist dabei vor allem die
Invarianz bezu¨glich der linearen Transformation. Sie garantiert, dass der Effizienz-
wert unabha¨ngig von der Masseinheit – z.B. Kilogramm oder Tonne – der Inputs
und Outputs ist.
Diese Liste der Eigenschaften von Effizienzmassen ist nicht abgeschlossen. Je nach Fra-
gestellung ko¨nnen weitere Eigenschaften wu¨nschenswert erscheinen. Cooper, Park und
Pastor (1999) formulieren im Rahmen des Range Adjusted Measures weitere Anforderun-
gen an ein
”
ideales“ Effizienzmass, wobei bislang kein Effizienzmass entwickelt worden
ist, das alle vorgeschlagenen Eigenschaften vereint.7 Die Monotonie, die Effizienzindikati-
on und die Invarianz sind aber die in diesem Kontext relevanten Eigenschaften und dienen
im Folgenden als Beurteilungskriterien fu¨r die hergeleiteten Effizienzmasse.
2.2.2 Die Distanzfunktion
Die oben aufgefu¨hrte Definition der Pareto-Koopmans-Effizienz la¨sst eine Unterteilung
der Grenze der Produktionsmo¨glichkeiten in effiziente, schwach-effiziente und ineffiziente
Bereiche zu. Die Inputisoquanten sind definiert durch
IsoL(Y ) = {X|X ∈ L(Y )| θX /∈ L(Y ) ∀ 0 < θ < 1} (2.8)
einem ho¨heren Effizienzwert. Bei schwacher Monotonie der Effizienzmasse fu¨hrt dagegen nur die strikte
Dominanz zu einem ho¨heren Effizienzwert.
7Drei weitere Eigenschaft werden gefordert: 1) Der Wertebereich der Effizienz ist auf ein Intervall
zwischen null bis eins beschra¨nkt, 2) die Input-Outputtransformationen ko¨nnen konsistent nach den
Effizienzwerten geordnet werden; 3) das Effizienzmass ist Translationsinvariant, d.h. die Addition von
Konstanten zu einzelnen Inputs und Outputs hat keine Konsequenzen auf den Effizienzwert. Dass nicht
alle Eigenschaften beim Range Adjusted Measure simultan erfu¨llt sind, zeigen Steinmann und Zweifel
(2001).
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Eine proportionale Reduktion aller Inputs X mit dem Faktor θ hat unweigerlich zur
Folge, dass die reduzierten Inputs nicht mehr im Inputset L(Y ) enthalten sind (vgl. Glei-
chung 2.8). Die Inputisoquante stellt die GPM dar, garantiert aber noch nicht Pareto-
Koopmans-Effizienz. Die effizienten Abschnitte sind diejenigen Punkte der Inputisoquan-
ten, bei denen eine Reduktion einzelner Inputs zu einer Reduktion der Outputs fu¨hrt und
ist definiert durch8
EffL(Y ) = {X|X ∈ L(Y )| X¯ /∈ L(Y ) ∀ X¯ ≤ X}. (2.9)
Die Isoquante setzt sich demzufolge aus pareto-koopmans-effizienten Abschnitten, gema¨ss
Gleichung 2.9, und schwach effizienten Abschnitten, die parallel zu den Achsen verlaufen,
zusammen.
Die Outputisoquante ist dementsprechend durch
IsoP(X) = {Y | Y ∈ P(X)| θ−1Y /∈ P(X) ∀ 0 < θ < 1} (2.10)
definiert. Eine proportionale Ausdehnung aller Outputs Y mit dem Faktor θ−1 ist nicht
mo¨glich und hat zur Folge, dass Y nicht mehr im Outputset P(X) enthalten ist. Die effi-
zienten Abschnitte der Outputisoquanten sind diejenigen Punkte, die keine Ausdehnung
einzelner Outputs bei gegebenem Inputvektor zulassen
EffP(X) = {Y | Y ∈ P(X)| Y¯ /∈ P(X) ∀ Y ≤ Y¯ }. (2.11)
Fu¨r jeden beliebigen Inputvektor X ∈ L(Y ) und jeden beliebigen Outputvektor Y ∈
P(X) la¨sst sich gema¨ss Farrell (1957) ein Mass der technischen Effizienz anhand der
folgenden Distanzfunktionen bestimmen:
θ(Yi, Xi) = inf{θ| θXi ∈ L(Yi)} = inf{θ| (Yi, θXi) ∈ T } (2.12)
θ(Yi, Xi) = inf{θ|θ−1 Yi ∈ P(Xi)} = inf{θ| (θ−1Yi, Xi) ∈ T }. (2.13)
Ist θ gleich eins, liegt der Input- bzw. der Outputvektor genau auf der Isoquante, ist θ
dagegen kleiner als eins, la¨sst sich der Inputvektor [Outputvektor] proportional reduzieren
8Zur Vermeidung von Missversta¨ndnissen werden die Ungleichheitszeichen im Zusammenhang mit
Vektoren definiert: 1) a > b bedeutet an > bn fu¨r alle n Elemente von a und b; 2) a ≥ b bedeutet an = bn
fu¨r alle n und an > bn fu¨r einige n Elemente von a und b und 3) a = b bedeutet an = bn fu¨r alle n
Elemente. Ist b = 0, wird a in 1) als positiv, in 2) als semipositiv und in 3) als nichtnegativ bezeichnet.
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[ausdehnen] bis er auf der Isoquante zu liegen kommt. Jede weitere Reduktion [Ausdeh-
nung] hat zur Folge, dass X [Y ] nicht mehr in L(Y ) [P(X)] enthalten ist. Zu beachten
bleibt, dass die proportionale A¨nderung der Inputs und Outputs nicht zwingend eine
Projektion auf die effiziente Grenze zur Folge hat; es ist auch mo¨glich, dass ineffiziente
Input-Outputtransformationen auf die schwach effiziente Grenze projiziert werden.9 Das
Distanzmass kann als Effizienzmass interpretiert werden: Je kleiner θ ist, desto mehr In-
puts lassen sich bei gegebenem Output einsparen bzw. desto mehr Outputs lassen sich
bei gegebenen Inputs produzieren.10
In Abbildung 2.8 ist die Technologiemenge dargestellt, die den Axiomen 1 bis 8 genu¨gt.
Die Outputisoquante des Inputsets L(Y ) fu¨r den Fall mit zwei Inputs ist in Abbil-
dung 2.8a) dargestellt. Wie viele verschiedene Gu¨ter Y umfasst ist in diesem Beispiel
irrelevant, Y ko¨nnte ein einzelnes oder auch ein Bu¨ndel von verschiedenen Gu¨tern sein.
Die Strecke AC der Isoquante ist effizient, eine Reduktion eines einzelnen Inputs ist bei
gegebenem Outputvektor nicht mo¨glich. Die gestrichelten Abschnitte der Isoquante, die
parallel zu den Achsen verlaufen, sind schwach-effizient. Eine proportionale Reduktion al-
ler Inputs ist bei den zu produzierenden Outputmengen nicht zula¨ssig. In Abbildung 2.8b)
ist die Inputisoquante des Outputsets P(X ) dargestellt, die beiden Outputs werden dabei
mit einem gegebenen Inputvektor hergestellt. Die Strecke XW ist, gema¨ss Gleichung 2.11,
der effiziente Abschnitt der Isoquante.
Abschliessend bleibt zu erwa¨hnen, dass die effiziente Grenze bei der nichtparametri-
schen Technologiemenge im Gegensatz zur parametrischen Technologiemenge ausschliess-
lich durch Best-Practice-Input-Outputtransformationen, d.h. durch effiziente Beobach-
tungen, definiert wird. Dies ist ein Vorteil gegenu¨ber den parametrischen Technologiemen-
gen, da die ineffizienten Input-Outputtransformationen die GPM nicht beeinflussen und
folglich nicht verzerren ko¨nnen. Andererseits ist zu beachten, dass die durch Best Prac-
9Bei einer Beobachtung, die auf die schwach effiziente Grenze projiziert wird, ko¨nnen offensichtlich
einzelne Inputs ohne Outputru¨ckgang reduziert werden. Diese u¨berschu¨ssigen Inputs werden Inputslacks
genannt. Analog sind die Outputslacks definiert: Sie liegen vor, wenn von einigen Outputs mehr produziert
werden ko¨nnen, ohne dabei zusa¨tzliche Inputs zu beno¨tigen.
10Farrell’s Mass der technischen Effizienz fand lange Zeit keinen grossen Anklang in der empirischen
Forschung. Der Grund dafu¨r ist, dass kein effizienter Lo¨sungsalgorithmus bekannt war. Zur Berechnung
der Effizienz wurden fu¨r jede Beobachtung alle mo¨glichen Kombinationen von Beobachtungen evaluiert
und dann diejenige bestimmt, bei der θ den kleinsten Wert annahm. Diese Prozedur erfordert die Lo¨sung
von N = (n+m+ s)!/n!(m+ s)! linearen Gleichungssystemen (d.h. ebenso viele Matrixinversionen und
anschliessende -multiplikationen).
22 Kapitel 2 Die Effizienzmessung
Abbildung 2.8: Die Technologiemenge
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tices definierte Technologie sensitiv auf Messfehler und stochastische Einflu¨sse reagiert.
Solche Fehler in den Daten haben zur Folge, dass die Effizienz ceteris paribus unterscha¨tzt
wird, da die GPM nur nach
”
aussen“, d.h. in Richtung weniger Inputs und mehr Outputs,
verschoben werden kann.
2.2.3 Die Data Envelopment Analysis (DEA)
Die DEA wurde von Charnes et al. (1978) eingefu¨hrt und stellt eine Weiterentwicklung
der von Farrell (1957) vorgeschlagenen Methode zur Berechnung der technischen Effizienz
dar. Die DEA kann in diesem Sinne auch als Distanzfunktion bezeichnet werden. Die
Arbeit von Charnes et al. (1978) war insofern innovativ, als dass sie einen Algorithmus
in der Form eines Linearen Programms zur Lo¨sung des von Farrell gestellten Problems
formulierten.
In diesem Abschnitt wird die inputorientierte DEA-Version hergeleitet und ausfu¨hr-
lich dargestellt. Inputorientiert bedeutet in diesem Zusammenhang, dass gema¨ss Glei-
chung 2.12 die maximal zula¨ssige radiale Kontraktion des Inputvektors bei gegebenem
Outputvektor gesucht wird. Weiterhin gelten die in Abschnitt 2.1 aufgefu¨hrten Axiome 1
bis 8. Die Technologie ist konvex (Axiome 1 bis 3) und hat die Eigenschaft der freien Ent-
sorgung der Inputs und Outputs in der starken Form (Axiome 4 und 5). Weiter werden
konstante Skalenertra¨ge unterstellt (Axiom 6a) und die Technologiemenge ist empirisch
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vollsta¨ndig (Axiom 7). Folglich ist diese Technologiemenge die kleinstmo¨gliche Teilmenge
im Input-Outputraum (Axiom 8), die den Axiomen 1 bis 7 genu¨gt.
Das urspru¨ngliche Lineare Programm: Das Multiplier-Problem
Die zugrunde liegende Idee ist die Verallgemeinerung der eindimensionalen Produkti-
vita¨t.11 Wird die Produktivita¨t verschiedener Beobachtungen miteinander verglichen, ist
ein grosser Quotient mit hoher Effizienz gleichzusetzen. Der Absolutwert der Produkti-
vita¨t hat aber isoliert betrachtet keine Aussagekraft. Erst in Relation zur Produktivita¨t
anderer Beobachtungen ko¨nnen Aussagen zur relativen Effizienz gemacht werden.
Das Ziel der Verallgemeinerung der Produktivita¨tskennzahl besteht darin, den Quo-
tienten der gewichteten Outputs und Inputs unter Nebenbedingungen zu maximieren.
Ausgangslage ist das folgende Nichtlineare Programm in Gleichung 2.14. Yl ist der Out-
putvektor mit der Dimension s×1 und Xl der Inputvektor mit der Dimensionm×1 der zu
evaluierenden Beobachtung l.12 Die durch das Nichtlineare Programm zu bestimmenden
Gewichte der Outputs werden in einem Vektor ν, diejenigen der Inputs in einem Vektor µ
zusammengefasst. Die Elemente der Vektoren ν und µ werden in der DEA-Terminologie
virtuelle Multiplikatoren genannt und ko¨nnen als Schattenpreise interpretiert werden. Sie
stellen die Grundlage fu¨r die Aggregation der Inputs und Outputs dar.13
max h =
νTYl
µTXl
(2.14)
s.t.
νTYi
µTXi
≤ 1 ∀ i = 1, ..., l, ..., n
ν, µ ≥ 0
Die n Nebenbedingungen – eine fu¨r jede Beobachtung – verlangen, dass kein Quotient
einen Wert gro¨sser eins annimmt und dienen der Normierung; h kann folglich maximal
den Wert von eins annehmen.14 Eine Beobachtung l ist dann effizient, wenn virtuelle
Multiplikatoren existieren, so dass keine andere Beobachtung mit eben diesen virtuellen
11Die Produktivita¨t ist definiert als der Quotient zwischen einem Output und einem Input.
12Allgemein wird angenommen, dass die Daten den folgenden Anforderungen genu¨gen: 1) Jeder Input
wird mindestens von einer Firma verwendet; 2) jeder Output wird mindestens von einer Firma produ-
ziert; 3) jede Firma verwendet mindestens einen Input und produziert mindestens einen Output und 4)
identische Input-Outputtransformationen werden nur einmal in die Analyse aufgenommen.
13Das Superskript T deutet darauf hin, dass es sich um einen transponierten Vektor handelt.
14Die zu evaluierende Beobachtung j stellt ja die jte Nebenbedingung.
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Multiplikatoren einen gro¨sseren Quotienten aufweist und folglich die Nebenbedingung l
gleich eins ist.
Dieses Verfahren zur Bestimmung der Gewichte der Outputs und Inputs ist insofern
als fair zu bezeichnen, als dass keine von der optimalen Lo¨sung verschiedene virtuelle
Multiplikatoren – oder Gewichte bzw. Preise – existieren, die zu einer ho¨heren Effizienz
fu¨hren. Jede Beobachtung wird sozusagen ins
”
beste Licht“ geru¨ckt.
Die Zielfunktion in Gleichung 2.14 ist nichtlinear und es existieren unendlich viele
Lo¨sungen: Stellen µ∗ und ν∗ eine Lo¨sung zum Problem in Gleichung 2.14 dar, so ist auch
jedes Vielfache von µ∗ und ν∗ wieder eine Lo¨sung. Das Nichtlineare Programm kann aber
in ein Lineares Programm transformiert werden, wenn der Nenner in der Zielfunktion auf
eins normiert wird, indem eine zusa¨tzliche Nebenbedingung
µTXl = 1
eingefu¨hrt wird. Dies hat zur Folge, dass der Nenner eliminiert werden kann. Damit auch
die n Nebenbedingungen lineare sind, mu¨ssen diese mit µTXi ∀ i = 1, ..., l, ..., n multipli-
ziert werden.15 Das so transformierte Lineare Programm ist in Gleichung 2.15 aufgefu¨hrt.
Die n Outputvektoren werden, damit die u¨bersichtlichere Matrixschreibweise verwendet
werden kann, zur Outputmatrix Y der Dimension s× n und die n Inputvektoren zur In-
putmatrix X der Dimension m×n zusammengefasst.16 Die Zielfunktion nimmt denselben
Wert an wie das Nichtlinearen Programm (h∗ = z∗), besitzt aber im Gegensatz zu diesem
eine eindeutige Lo¨sung fu¨r die virtuellen Multiplikatoren ν∗ und µ∗.17
max z = νTYl (2.15)
s.t. µTXl = 1
YTν −XTµ ≤ 0
ν, µ ≥ 0
Das Lineare Programm in Gleichung 2.15 muss fu¨r jede Beobachtung, d.h. insgesamt
n-mal, gelo¨st werden,18 wobei die virtuellen Multiplikatoren die Variablen19 und die beiden
15Dies ist immer zula¨ssig, da alle Elemente in X und µ auf nichtnegative Werte beschra¨nkt sind und
folglich µTXi auch nichtnegativ sein muss.
16Werden die Input- und die Outputmatrix zusammengefasst spricht man von der Input-Outputmatrix.
Diese ist in diesem Kontext (m+ s)× n-dimensional.
17Ein Stern deutet darauf hin, dass es sich um eine Lo¨sung zum Linearen Programm handelt.
18Lineare Programme ko¨nnen mit dem Simplex -Algorithmus gelo¨st werden, der auf Danzig (1951)
zuru¨ckgeht. Eine u¨bersichtliche Einfu¨hrung findet sich in Chiang (1984).
19Daher wird dieses Lineare Programm auch als Multiplier-Problem bezeichnet.
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Vektoren µ∗ und ν∗ die Lo¨sung des Maximierungsproblems sind.
Neben den Nichtnegativita¨tsbedingungen der virtuellen Multiplikatoren mu¨ssen wieder
n Nebenbedingungen erfu¨llt sein. Die Summe der gewichteten Outputs jeder Beobachtung
minus die Summe der gewichteten Inputs muss kleiner gleich null sein. Zur Illustration
sind diese Nebenbedingungen fu¨r n = 4 Beobachtungen, mit jeweils m = 2 Inputs und
s = 2 Outputs explizit dargestellt:
ν1y11 + ν2y12 − µ1x11 − µ2x12 ≤ 0
ν1y21 + ν2y22 − µ1x21 − µ2x22 ≤ 0
ν1y31 + ν2y32 − µ1x31 − µ2x32 ≤ 0
ν1y41 + ν2y42 − µ1x41 − µ2x42 ≤ 0
Jede der n = 4 Zeilen kann als Transformationsfunktion der Technologiemenge betrachtet
werden. Ist die nte Nebenbedingung bei gegebenen virtuellen Multiplikatoren bindend, d.h.
gleich null, ist die entsprechende Beobachtung effizient. Wird z.B. die erste Beobachtung
evaluiert und sind die dritte und vierte Gleichung mit den das Problem in Gleichung 2.15
maximierenden virtuellen Multiplikatoren bindend, definieren die dritte und vierte Be-
obachtung den Abschnitt der GPM, an der die erste Beobachtung evaluiert wird.20
Aus den Nebenbedingungen la¨sst sich unmittelbar der Wertebereich der Zielfunktion
bestimmen. Da die Outputmengen und die virtuellen Multiplikatoren auf nichtnegative
Werte beschra¨nkt sind, kann die Summe der gewichteten Outputs keine negativen Wer-
te annehmen. Bei absolut ineffizienten Beobachtungen – wenn keine Outputs produziert
werden – wird die Zielfunktion demzufolge einen Wert von null annehmen. Die Zielfunk-
tion einer effizienten Beobachtung i wird hingegen den Wert eins annehmen, da die ite
Nebenbedingung bindend und die Summe der gewichteten Inputs gleich eins sein muss.
Der Wert z∗ der Zielfunktion des Linearen Programms muss folglich fu¨r eine ineffiziente
Beobachtung j einen Wert zwischen null und eins annehmen. Die jte Nebenbedingung ist
dann nicht-bindend
(ν1yj1 + ν2yj2)︸ ︷︷ ︸− (µ1xj1 + µ2xj2)︸ ︷︷ ︸ =
z∗ − 1 < 0.
Zur Illustration der Bedeutung der optimalen Lo¨sung z∗j wird nun der ineffiziente In-
putvektor Xj mit dem Skalar z
∗
j multipliziert und das Lineare Programm fu¨r die j
te
20Die diesen Abschnitt der GPM definierenden Beobachtungen werden als Referenzset fu¨r die evaluierte
Beobachtung bezeichnet.
26 Kapitel 2 Die Effizienzmessung
Beobachtung wiederholt. Damit die Summe der gewichteten Inputs mit dem reduzier-
ten Inputvektor wieder gleich eins ist (vgl. die erste Nebenbedingung in Gleichung 2.15),
muss der urspru¨ngliche Vektor der virtuellen Multiplikatoren µ∗ mit dem reziproken Wert
von z∗j multipliziert werden. Da die Input- und Outputmengen der dritten und vierten
Beobachtung unvera¨ndert bleiben und die entsprechenden Nebenbedingungen bindend
bleiben mu¨ssen, muss auch der Vektor der virtuellen Multiplikatoren der Outputs ν∗ mit
demselben Wert (z∗−1) multipliziert werden. Die jte Nebenbedingung lautet dann
z∗ · z∗−1 − 1 = 0. (2.16)
Die jte Nebenbedingung ist nun, wie aus Gleichung 2.16 ersichtlich ist, bindend. Dies be-
deutet nichts anderes, als dass die neue Input-Outputtransformation auf der GPM liegt,
bzw. auf diese projiziert wurde. Die optimale Lo¨sung z∗ in Gleichung 2.15 entspricht
der maximal zula¨ssigen, radialen Reduktion des Inputvektors und ist gleich θ∗ aus Glei-
chung 2.12.
Die beiden Vektoren der virtuellen Multiplikatoren einer Lo¨sung des Linearen Pro-
gramms in Gleichung 2.15 definieren eine Ebene im m + s–dimensionalen Raum (ohne
Einschra¨nkung der Allgemeinheit wird hier der 4-dimensionale Fall dargestellt):
ν1y1 + ν2y2 − µ1x1 − µ2x2 = 0. (2.17)
Wird Gleichung 2.17 total differenziert, lassen sich alle Grenzraten der Substitution und
Transformation sowie die Grenzproduktivita¨ten bestimmen. Somit verfu¨gen alle Beo-
bachtungen, die auf dieser Ebene liegen oder im Falle der ineffizienten Beobachtungen
auf diese Ebene projiziert werden, u¨ber die gleiche Transformationsfunktion:
ν1dy1 + y1dν1 + ν2dy2 + y2dν2
−µ1dx1 − x1dµ1 − µ2dx2 − x2dµ2 = 0. (2.18)
Das duale Lineare Programm: Das Envelopment-Problem
Das duale Lineare Programm21 zum Multiplier-Problem in Gleichung 2.15 ist in Glei-
chung 2.19 aufgefu¨hrt und wird als Envelopment-Problem bezeichnet. Das θ, das es zu mi-
nimieren gilt, und die n Elemente des Vektors λ sind die Variablen; die Input-Outputmatrix
21Fu¨r jedes Lineare Programm existiert eine duales Lineares Programm. Aus einem Maximierungspro-
blem wird ein Minimierungsproblem, die Koeffizientenmatrix (die Input-Outputmatrix) wird transponiert
und die Elemente der Zielfunktion werden zu den Variablen auf der rechten Seite der Nebenbedingungen
und vice versa. Zudem werden die Ungleichheitszeichen gedreht [vgl. z.B. Chiang (1984), Kapitel 20].
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ist die Koeffizientenmatrix. Da n in der Regel viel gro¨sser als m + s ist, kommt das
Envelopment-Problem mit n− (m+s) weniger Nebenbedingungen aus und ist folglich mit
geringerem Aufwand zu lo¨sen.
min θ (2.19)
s.t. θXl −Xλ ≥ 0
Yl −Yλ ≤ 0
λ ≥ 0
Das Ziel des Envelopment-Problems ist, eine Linearkombination von Input-Outputtrans-
formationen zu finden, die eine gro¨sstmo¨gliche radiale Kontraktion des zu evaluierenden
Inputvektors zula¨sst; dies ist exakt dieselbe Fragestellung wie in Farrell’s Distanzfunktion
(vgl. Gleichung 2.12). Die erste Zeile der Nebenbedingungen in Gleichung 2.19 fasst die
m Bedingungen zusammen, die verlangen, dass die um den Faktor θ∗ reduzierten Inputs
nicht kleiner als die Linearkombination der Inputs der Referenzbeobachtungen sind. Die
zweite Zeile (die s Ungleichungen umfasst) stellt sicher, dass auch wirklich der Outputvek-
tor der zu evaluierenden Beobachtung hergestellt wird. Diese m + s Nebenbedingungen
garantieren, dass der um den Faktor θ∗ reduzierte Inputvektor und der Outputvektor
innerhalb der Technologiemenge liegen.
Bei der Lo¨sung des Linearen Programms in Gleichung 2.19 werden die m+ s Neben-
bedingungen in Gleichungen transformiert, indem jeder Ungleichung eine (nicht-negative)
Schlupfvariable zugeordnet wird. Nimmt die Schlupfvariable eines Inputs e im Optimum,
d.h. bei minimalem θ∗, einen Wert gro¨sser null an, besteht sogenannter Inputslack. Ei-
ne zusa¨tzliche proportionale Reduktion aller Inputs ist nicht mo¨glich, doch in Bezug auf
den Input e la¨sst sich eine Verbesserung erzielen, ohne dass der Output reduziert wer-
den mu¨sste. Positive Inputslacks oder Outputslacks (wie die Schlupfvariablen fu¨r Out-
puts genannt werden) zeigen an, dass eine Beobachtung schwach effizient ist bzw. auf
einen schwach effizienten Abschnitt der GPM projiziert wird (im Vergleich zur Pareto-
Koopmans-Effizienz, vgl. Abschnitt 2.2.2).
Das erste Theorem der Dualita¨t verlangt, dass der Wertebereich der Variable θ gleich
dem Wertebereich der dualen Zielfunktion z sein muss [vgl. z.B. Chiang (1984), S. 690 ff.].
Die optimale Lo¨sung in Gleichung 2.19 fu¨r eine effiziente Beobachtung muss folglich den
Wert eins annehmen. Weist eine Beobachtung keine von null verschiedenen Mengen an
Outputs auf, wird sie mit dem Ursprung des Input-Outputraumes verglichen und θ∗ nimmt
den Wert null an.
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DEA-Versionen mit variablen Skalenertra¨gen
Zuweilen ist die Annahme konstanter Skalenertra¨ge (Axiom 6a) nicht tragbar bzw. un-
erwu¨nscht. Banker et al. (1984) schlagen deshalb eine Anpassung der Linearen Program-
me 2.15 und 2.19 vor, die Technologiemengen mit variablen Skalenertra¨gen ermo¨glichen.
Im Multiplier-Problem wird eine (in keiner Weise restringierte) Variable ω in der Zielfunk-
tion und jeder der n Nebenbedingungen additiv eingefu¨hrt. Somit besteht die Mo¨glichkeit,
dass die effizienten Ebenen nicht durch den Ursprung des Input-Outputraumes verlaufen
mu¨ssen. Die Variable ω ist als Achsenabschnitt zu interpretieren. Positive Werte von ω∗
deuten darauf hin, dass die evaluierte Beobachtung Y in Abbildung 2.9 im Bereich der
abnehmenden Skalenertra¨ge operiert. Werte gleich null werden bei Beobachtungen, die im
Bereich der optimalen Betriebsgro¨sse agieren (wie z.B. Beobachtung X) und Werte kleiner
null bei Beobachtungen, die im Bereich der zunehmenden Skalenertra¨ge produzieren (vgl.
Beobachtung Z), realisiert. Eine zusa¨tzliche Variable in einem Linearen Programm fu¨hrt
Abbildung 2.9: DEA mit variablen Skalenertra¨gen
Input
Output
X
Y
Zw > 0
w < 0
O
zu einer zusa¨tzlichen Restriktion im dualen Linearen Programm. Variable Skalenertra¨ge
werden im Envelopment-Problem mit der zusa¨tzlichen Nebenbedingung
∑n
j=1 λ
∗
j = 1 er-
reicht. Die intuitive Interpretation dieser Restriktion ist, dass der Referenzpunkt der zu
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evaluierenden Beobachtung eine konvexe Linearkombination von effizienten Beobachtung-
en sein muss. Der Ursprung des Input-Outputraumes wird nur noch in Ausnahmefa¨llen
ein Element der effizienten Abschnitte sein.22 In Abbildung 2.9 ist die unter der Annahme
konstanter Skalenertra¨ge ineffiziente Beobachtung Y effizient, es existiert keine konvexe
Linearkombination anderer Beobachtungen, die eine Reduktion der Inputs zula¨sst. Das-
selbe gilt fu¨r die Beobachtung Z.
DEA-Versionen mit restringierter Grenze der Produktionsmo¨glichkeiten
Wie oben erwa¨hnt, ko¨nnen die virtuellen Multiplikatoren aus o¨konomischer Sicht als
Schattenpreise interpretiert werden. Die Verha¨ltnisse der Schattenpreise entsprechen 1)
den Grenzraten der Substitution (wenn Inputs verglichen werden), 2) der marginalen
Produktivita¨t (wenn jeweils ein Input und ein Output verglichen wird) und 3) der Grenz-
rate der Transformation (wenn Outputs verglichen werden). Thompson, Langemeier, Lee,
Lee, und Thrall (1990) und Charnes, Cooper, Huang und Sun (1990) haben Erweiterun-
gen der DEA vorgeschlagen, die auf dieser Erkenntnis aufbauen und die Integration von
Preisinformationen in die DEA zulassen. Wa¨ren alle Preise bekannt, liesse sich neben der
technischen Effizienz und der Skaleneffizienz auch die allokative Effizienz bestimmen, die
dritte Komponente des o¨konomischen Effizienzkonzepts. Typischerweise sind aber gerade
diese Preisinformationen nicht oder nur unvollsta¨ndig vorhanden. Die Gro¨ssenordnungen
sind jedoch oft bekannt: z.B. ist denkbar, dass der Wert einer Einheit des einen Inputs
gro¨sser ist als der Wert eines anderen Inputs. Angenommen es sei bekannt, dass das
Wertverha¨ltnis zweier Inputfaktoren e und f zwischen a und b liege, gilt
a ≤ µe
µf
≤ b⇒
{
− µe + aµf ≤ 0
+ µe − bµf ≤ 0.
(2.20)
Diese Ungleichungen ko¨nnen auch in Matrixform dargestellt werden und als zusa¨tzliche
Nebenbedingungen in das Lineare Programm 2.15 integriert werden[
−1 a
1 −b
](
µe
µf
)
= Cµ ≤ 0. (2.21)
Der Vorteil dieser zusa¨tzlichen Restriktionen besteht darin, dass bei der Lo¨sung der Linea-
ren Programme 2.15 und 2.19 den optimalen virtuellen Multiplikatoren µ∗ und ν∗ keine
22Im Modell mit konstanten Skalenertra¨gen ist der Ursprung dagegen ein Element aller Abschnitte der
GPM.
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aus allokativer Sicht unvernu¨nftigen Werte zugewiesen werden. Nur Beobachtungen, die
diesen zusa¨tzlichen Restriktionen genu¨gen, ko¨nnen auch o¨konomisch effizient sein. Zudem
kann verhindert werden, dass virtuelle Multiplikatoren gleich null realisiert werden. Ab-
sorbiert eine Beobachtung Inputs bzw. produziert sie Outputs, muss davon ausgegangen
werden, dass diese im Rahmen des Transformationsprozesses bzw. auf den Absatzma¨rkten
einen Wert haben. Intuitiv leuchtet es nicht ein, dass unter dieser Annahme einzelnen In-
puts und Outputs bei der Lo¨sung der DEA Schattenpreise gleich null zugewiesen werden.
DEA-Versionen mit restringierten Grenzraten der Substitution und/oder Transforma-
tion werden als Cone-Ratio-DEA bezeichnet. Der Begriff Cone-Ratio ist auf die Tatsache
zuru¨ckzufu¨hren, dass diese zusa¨tzlichen Restriktionen jeweils einen konvexen Kegel der
zula¨ssigen virtuellen Multiplikatoren im positiven Orthanten des µ- bzw. ν-Raum (Input-
bzw. Outputpreisraum) definieren.23 Cone-Ratio-Modelle haben immer eine Lo¨sung.
Werden zudem die Grenzproduktivita¨ten restringiert, spricht man von der Linked-
Ratio-DEA, da die zula¨ssigen Bereiche der virtuellen Multiplikatoren der beiden µ- bzw.
ν-Ra¨ume verbunden werden. Linked-Ratio-Modelle haben unter Umsta¨nden keine Lo¨sung.
Dies ist der Fall, wenn konstante Skalenertra¨ge unterstellt werden und die Restriktionen
verhindern, dass mindestens ein effizienter Abschnitt durch den Ursprung verlaufen kann,
m.a.W. wenn
ν∗ke
µ∗kg
<
yke
xkg
∀e ∈ (1, . . . , e, . . . , s), ∀g ∈ (1, . . . , g, . . .m), ∀k ∈ (1, . . . , k, . . . , n).
Diese Situation ist in Abbildung 2.10a) dargestellt. Der Bereich der zula¨ssigen Grenz-
produktivita¨ten ist grau schattiert; die effiziente Grenze kann nicht gleichzeitig durch
den Punkt X und den Ursprung verlaufen, da die die Beobachtung X u¨ber ein ho¨heres
Output-Inputverha¨ltnis verfu¨gt, als die Restriktion der Grenzproduktivita¨t zula¨sst.
Ist dagegen
ν∗ke
µ∗kg
>
yke
xkg
∀e ∈ (1, . . . , e, . . . , s), ∀g ∈ (1, . . . , g, . . . ,m), ∀k ∈ (1, . . . , k, . . . , n),
existiert fu¨r jede Beobachtung zwar eine Lo¨sung zum Linearen Programm, keine einzige
Beobachtung wird aber als schwach effizient, und somit auch nicht als effizient nach Pareto-
Koopmans, erkannt. In Abbildung 2.10b) sei Y die effizienteste Beobachtung. Der Bereich
23Alternativ wird diese DEA-Version auch Assurance Region Type I genannt. Diese Bezeichnung deutet
darauf hin, dass mit den Restriktionen sichergestellt wird, dass die optimalen Gewichte (d.h. die virtuellen
Multiplikatoren) auf bestimmte Werte beschra¨nkt sind.
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der zula¨ssigen Grenzproduktivita¨ten, wieder grau schattiert, ist auf dermassen hohe Werte
restringiert, dass nicht einmal die effizienteste Beobachtung als effizient erkannt werden
kann.
Abbildung 2.10: Linked-Ratio-Modelle
Input
Output
Input
Output
a) b)
X
Y
Diese zusa¨tzlichen Restriktionen fu¨hren dazu, dass die Technologiemenge gro¨sser wird,
d.h. die Daten nicht gleichermassen eng umschlossen werden wie ohne Restriktionen:
T ES ⊆ T ESCone−Ratio ∀ ES = {CRS,NIR,NDR, V RS}. Folglich nimmt der Effizienzwert
aller Beobachtungen mit den zusa¨tzlichen Restriktionen und der Anteil der als effizient
deklarierten Beobachtungen nie zu.
Zu beachten ist zudem, dass Cone-Ratio-Modelle, bei denen alle virtuelle Multiplika-
toren auf positive Werte beschra¨nkt sind, strikt monotone Effizienzmasse sind und folglich
eine Effizienzindikation zulassen.24
Zum Abschluss dieses Abschnittes soll noch kurz auf die statistische Fundierung der
DEA eingegangen werden. Bei der Bestimmung der GPM handelt es sich um ein typi-
24Auf Lineare Programme u¨bertragen besagt die Complementary-Slackness-Bedingung, dass, wenn eine
Variable (ν, µ) im Optimum einen von null verschiedenen Wert annimmt, im dualen Linearen Programm
die Schlupfvariable (=Slack) des entsprechenden Inputs bzw. Outputs gleich null sein muss und vice versa.
In einem Cone-Ratio-Modell, bei dem alle virtuellen Multiplikatoren auf positive Werte beschra¨nkt sind,
mu¨ssen folglich alle Slacks gleich null sein.
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sches statistisches Problem: Anhand einer Stichprobe wird die
”
wahre“ Technologiemenge
gescha¨tzt. Trotzdem wurde die DEA von den traditionellen O¨konometrikern stets skep-
tisch betrachtet, da ihr anscheinend jede statistische Grundlage fehlte. Eine ganze Reihe
von Publikationen liefert aber eine statistische Fundierung der DEA (vgl. Banker (1993),
Banker (1996), Grosskopf (1996), Kneip, Park und Simar (1998) und Simar und Wilson
(2000), zudem wird im Abschnitt 3.1 auf die statistische Fundierung der DEA einge-
gangen.). In den folgenden Ausfu¨hrungen wird daher der Begriff der Effizienzscha¨tzung
anstelle der Effizienzmessung verwendet.
2.3 Erweiterungen der DEA
Den oben beschriebenen Distanzmassen haftet gemeinsam an, dass unterschiedliche Rah-
menbedingungen bei der Produktion unberu¨cksichtigt bleiben.25 Die Rahmenbedingungen
stellen nicht Inputs im eigentlichen Sinne dar, trotzdem beeinflussen sie den Transforma-
tionsprozess in einer bestimmten Art. Farrell (1957) erwa¨hnt bei der Berechnung der
Effizienz der U.S. Landwirtschaft
...the apparent differences in efficiency... reflect factors like climate, location
and fertility that have not been included in the analysis, as well as
”
genuine“
differences in efficiency.
Das Benchmarking, d.h. der Vergleiche der Effizienzwerte zwischen verschiedenen Firmen,
ist daher nicht ohne weiteres mo¨glich. Der Ru¨ckschluss von der berechneten relativen
Distanz zur GPM auf die Effizienz der Leistungserbringung und die den Transformati-
onsprozess bestimmenden innerbetrieblichen Faktoren – wie z.B. die Produktivita¨t der
Arbeit und die Fa¨higkeiten des Managements – ist daher nicht ohne Weiteres zula¨ssig.
Insbesondere werden die Entscheidungstra¨ger der Firmen, die relativ schlecht abschnei-
den, kritisieren, dass ihre spezifischen Rahmenbedingungen eine effizientere Produktion
nicht zulassen. Das relativ schlechte Abschneiden wird dann damit entschuldigt, dass die
Leistungserbringung unter den gegebenen Umsta¨nden effizient – und somit ohne Verbes-
serungspotential – erfolgt sei.
Folgende Rahmenbedingungen beeinflussen den Transformationsprozess und stehen
nicht unter der Kontrolle der Entscheidungstra¨ger der Firmen:
25Dieser Nachteil ist nicht eine Eigenheit der nichtparametrischen Ansa¨tze und tritt auch bei der
Stochastic Frontier und Cost Function Analysis auf.
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1. Gesetzliche Restriktionen und Regulierung seitens der Beho¨rden, die grundsa¨tzlich
die Entscheidungsfreiheit der Manager beschra¨nken aber nur einen Teil der Firmen
betreffen, sind eine Ursache fu¨r unterschiedliche Rahmenbedingungen. Solche Un-
terschiede existieren besonders bei interregionalen bzw. internationalen Effizienz-
vergleichen. Absorbieren z.B. Umweltschutzmassnahmen Ressourcen, die als Pro-
duktionsfaktoren in eine Effizienzmessung eingehen, werden Firmen, die strengere
Umweltschutzauflagen zu erfu¨llen haben, ceteris paribus als ineffizienter deklariert.
2. Standortfaktoren. Eine Ursache fu¨r standortabha¨ngige Einflussfaktoren ist in der
regional unterschiedlichen Qualita¨t der Inputs und Outputs zu suchen. Zu erwa¨hnen
ist beispielsweise das Ausbildungsniveau der Arbeitskra¨fte in einer Region26 oder
klimatische Einflussfaktoren.
3. Unterschiedliche Anreizstrukturen, z.B. infolge der Rechtsform (privatwirtschaftlich
bzw. o¨ffentlich-rechtlich), fu¨hren zu unterschiedlichen Zielfunktionen der Entschei-
dungstra¨ger. So du¨rften etwa die Manager gewinnorientierter Unternehmungen an-
dere Ziele verfolgen als die Entscheidungstra¨ger in genossenschaftlich organisierten
Betrieben. Bei der Effizienzmessung wird aber die Maximierung der Effizienz explizit
in der Zielfunktion unterstellt.
Es ist wichtig, dass diese den Transformationsprozess beeinflussenden Faktoren in der
Effizienzmessung beru¨cksichtigt werden: Grundsa¨tzlich sind zwei Vorgehensweisen denk-
bar. Einerseits ko¨nnen die Einflussfaktoren in die Effizienzmessung integriert werden. Die
gescha¨tzten Effizienzwerte sind dann direkt als solche zu interpretieren, da fu¨r die Ein-
flussfaktoren kontrolliert wurde. Dieser Ansatz wird als One Stage Approach bezeichnet.
Andererseits kann die relative Distanz zur effizienten Grenze ungeachtet der Einflussfak-
toren in einem ersten Schritt gescha¨tzt werden. Das Resultat wird anschliessend in einem
zweiten Schritt in die Komponenten Effizienz und Effekte der u¨brigen Einflussfaktoren zer-
legt. Entsprechend wird diese Vorgehensweise als Two Stage Approach bezeichnet. Beide
Ansa¨tze werden in den Abschnitten 2.3.1 und 2.3.2 dargestellt.
Folgerung 2.2 Die relative Distanz zur effizienten Grenze kann in der Regel nicht direkt
26Gehen die bewerteten Inputs und Outputs in die Effizienzmessung ein, sollten die Qualita¨tsunter-
schiede – Wettbewerb auf den Faktor- und Gu¨terma¨rkten vorausgesetzt – u¨ber die Preise kompensiert
werden und keine Konsequenzen fu¨r die Effizienz haben. Im Allgemeinen ist eine solche Bewertung a
priori nicht mo¨glich und erfolgt erst im Rahmen der Effizienzmessung.
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als Effizienz interpretiert werden. Die Rahmenbedingungen, die den Transformationspro-
zess beeinflussen aber trotzdem nicht Produktionsfaktoren im eigentlichen Sinne darstellen,
mu¨ssen in die Analyse der Effizienz eingehen bzw. ada¨quat beru¨cksichtigt werden.
2.3.1 Die One-Stage-Ansa¨tze
Sollen verschiedene Gruppen von Firmen miteinander verglichen werden (z.B. privatwirt-
schaftlich vs. o¨ffentlich-rechtlich organisierte), haben Charnes, Cooper und Rhodes (1981)
vorgeschlagen, dass jeweils eine DEA fu¨r beide Gruppen separat durchgefu¨hrt wird. Die
Beobachtungen werden dann auf die jeweilige GPM projiziert, d.h. sie werden um ihre
Ineffizienz bereinigt. Schliesslich wird eine DEA mit allen projizierten Punkten durch-
gefu¨hrt und die so ermittelte Effizienz ist die Grundlage fu¨r die statistische Auswertung.
Die Effizienzdifferenzen der beiden Gruppen sind dann ein Indiz fu¨r die Wirkung der
Gruppenzugeho¨rigkeit. Die Trennscha¨rfe der Differenz kann mit einem Mittelwerttest (T-
Test) oder Rangsummentest (Mann-Whitney-U-Test) bestimmt werden.
Eine weitere Methode stammt von Banker und Morey (1986). Die Idee ist, dass ver-
schiedene Gruppen mit unterschiedlich wu¨nschenswerten Rahmenbedingungen auch an
verschiedenen Referenzsets gemessen werden. Vorausgesetzt wird dabei, dass die Rahmen-
bedingungen bezu¨glich ihres Einflusses auf den Transformationsprozess geordnet werden
ko¨nnen. Als Beispiel wird der Standort von Bankfilialen herangezogen. Es wird unterstellt,
dass 1) Bankfilialen in Stadtzentren gegenu¨ber den 2) Bankfilialen in der Agglomeration
und diese wiederum gegenu¨ber solchen in 3) landschaftlichen Regionen gu¨nstigere Rah-
menbedingungen aufweisen. Die Autoren schlagen vor, dass die Beobachtungen mit den
unvorteilhaftesten Rahmenbedingungen (Bankfilialen auf dem Land) an ihrem eigenen
Referenzset gemessen werden, d.h. nur mit Filialen verglichen werden, die u¨ber dieselben
Rahmenbedingungen verfu¨gen. Die Resultate werden als Effizienz interpretiert. Das Refe-
renzset der 2. Gruppe (Bankfilialen in der Agglomeration) beinhaltet alle Beobachtungen
der 2. und 3. Gruppe. Die 1. Gruppe wird dann an allen Beobachtungen gemessen. Somit
wird sichergestellt, dass die benachteiligten Bankfilialen nicht an der GPM der Beobach-
tungen mit den gu¨nstigeren Rahmenbedingungen evaluiert werden.
Ein gemeinsamer Nachteil beider Vorgehensweisen ist, dass sie auf der Unterteilung
der Stichprobe in Teilstichproben basieren, was zur Folge hat, dass der relative und abso-
lute Anteil der Beobachtungen, die auf der GPM liegen, zunimmt. Die Effizienzmessung
verliert somit an Aussagekraft. Zudem wird verlangt, dass die die Rahmenbedingung er-
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fassende Variable u¨ber ein diskretes Messniveau verfu¨gt. Der Vorschlag von Banker und
Morey (1986) hat den zusa¨tzlichen Nachteil, dass die Richtung der Wirkung der Rahmen-
bedingung a priori bekannt sein muss. Die Kenntnis der Wirkungsrichtung ist aber i.d.R.
Gegenstand der Analyse und erst a posteriori bekannt.
Folgerung 2.3 Die nichtparametrischen Methoden lassen die Integration der Rahmenbe-
dingungen in die erste Stufe kaum befriedigend zu. Die mangelnde bzw. fast inexistente
Umsetzung dieser Methoden in empirischen Studien bekra¨ftigt die Vermutung, dass die
nichtparametrischen One-Stage-Ansa¨tze kaum von praktischer Relevanz sind.
2.3.2 Die Two-Stage-Ansa¨tze
Der Two Stage Approach wurde von Timmer (1971) zur Erkla¨rung der Effizienzunterschie-
de in der landwirtschaftlichen Produktion zwischen den Gliedstaaten der USA verwendet.
Beim Two Stage Approach wird in einem ersten Schritt die relative Distanz zur effizien-
ten Grenze (anhand der DEA oder einer parametrischen Methode) gescha¨tzt. Im zweiten
Schritt wird die relative Distanz in einer Regressionsanalyse durch die Variablen, die die
Rahmenbedingungen erfassen und den Transformationsprozess beeinflussen, erkla¨rt. Fol-
gende Vorteile ergeben sich durch diese Vorgehensweise. Erstens ko¨nnen die Effekte aller
Einflussfaktoren gemeinsam erfasst werden (im Gegensatz zu den einstufigen Ansa¨tzen,
vgl. Abschnitt 2.3.1). Zweitens ko¨nnen stetige und diskrete Variablen zur Erkla¨rung der
Distanz verwendet werden. Drittens muss die Wirkungsrichtung der Rahmenbedingungen
nicht a priori festgelegt werden; sie ist das Resultat der zweiten Stufe. Viertens ko¨nnen
Hypothesentests zur U¨berpru¨fung der Trennscha¨rfe der Zusammenha¨nge zwischen den
erkla¨renden Variablen und der relativen Distanz durchgefu¨hrt werden. Diese Vorteile,
kombiniert mit der relativ einfachen Handhabung, haben dem Two Stage Approach zur
Common Practice verholfen.
Folgerung 2.4 Der Two-Stage-Ansatz stellt ein geeignetes Mittel zur Integration unter-
schiedlicher Rahmenbedingungen dar. Verschiedene Ursachen fu¨r heterogene Rahmenbe-
dingungen bei der Produktion ko¨nnen gemeinsam beru¨cksichtigt werden, wobei die Anfor-
derungen an das Messniveau der Variablen nicht eingeschra¨nkt ist.
Trotzdem blieb auch der Two Stage Approach nicht unkritisiert. Vier Vorbehalte werden
in der Literatur erwa¨hnt [vgl. z.B. Lovell (1993), S. 55 ff. oder Coelli et al. (1998), S. 171]:
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1. Die Effizienzwerte sind auf Werte zwischen null und eins beschra¨nkt. Die u¨bliche
Normalverteilungsannahme bei Regressionen ist somit i.d.R. nicht erfu¨llt.
2. Die Unterscheidung zwischen Inputs und Outputs einerseits und erkla¨renden Va-
riablen andererseits ist nicht immer eindeutig und muss mit a¨usserster Vorsicht
erfolgen.
3. Eine eventuelle Korrelation zwischen Input- und Outputvariablen mit den erkla¨ren-
den Variablen der zweiten Stufe wird als mo¨gliche Ursache fu¨r verzerrte Resultate
erwa¨hnt.
4. Es wird nur die radiale Effizienz beru¨cksichtigt. Die Slacks, eine nicht zu ver-
nachla¨ssigende Form der Ineffizienz, werden von der Analyse ausgeschlossen.
Im Folgenden werden diese vier Punkte in Bezug auf den nichtparametrisch-o¨konometri-
schen und den rein o¨konometrischen Two-Stage-Ansatz u¨berpru¨ft. Punkt 1 betrifft beide
Ansa¨tze gleichermassen. Das Problem ist einfach zu handhaben, indem die gescha¨tzten
Effizienzwerte transformiert werden. Alternativ bieten sich Methoden der Limited Depen-
dent Variable Regression an, welche sich in der Praxis gegenu¨ber der Transformation der
Effizienzwerte durchgesetzt haben.27
Der zweite Kritikpunkt ist sowohl beim nichtparametrisch-o¨konometrischen wie auch
beim rein o¨konometrischen Two-Stage-Ansatz relevant. Grundsa¨tzlich wird diese Unter-
teilung durch den Transformationsprozess definiert. Allerdings ist die Unterteilung nicht
immer einfach und eindeutig. Ray (1988), der als erster den nichtparametrisch-o¨kono-
metrischen Ansatz pra¨sentierte, nimmt zu diesem Punkt Stellung. Er unterteilt die den
Produktionsprozess definierenden und beeinflussenden Variablen in 1) diskretiona¨re und
2) nichtdiskretiona¨re Variablen. Die diskretiona¨ren Variablen, die durch die Entschei-
dungstra¨ger kontrolliert werden ko¨nnen, sollen dabei in die erste Stufe einfliessen. Die
nichtdiskretiona¨ren Variablen sollen, da diese mindestens in der kurzen Frist fixiert sind,
in der zweiten Stufe die Effizienz erkla¨ren. Der Autor weist darauf hin, dass die Unter-
scheidung in diskretiona¨re und nichtdiskretiona¨re Variablen nicht a priori gegeben ist und
folglich dem Forschungsziel entsprechend bestimmt werden soll.
27Neben dem beschra¨nkten Wertebereich der Effizienzwerte ergibt sich in empirischen Anwendungen oft
eine Ha¨ufung am oberen Ende des Wertebereichs (Ceiling Effect), welche auch durch eine Transformation
nicht eliminiert werden kann.
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Lovell (1993) erla¨utert den dritten Punkt anhand des rein o¨konometrischen Two-Stage-
Ansatzes. Sind die Variablen der ersten Stufe (die Regressoren der Produktion bzw. der
Kosten) mit denjenigen der zweiten Stufe (den Regressoren der Effizienz) korreliert, sind
die Resultate der ersten Stufe verzerrt, da ein Omitted Variable Problem vorliegt. Dieses
Omitted Variable Problem kann umgangen werden, indem die Variablen der zweiten Stufe
in die Scha¨tzung der Effizienz integriert, d.h. in einem o¨konometrischen One-Stage-Modell
zusammengefasst werden. Diese Vorgehensweise hat zur Folge, dass das Omitted Variable
Problem durch ein Multikollinearita¨tsproblem ersetzt wird. Ohne weitere Erkla¨rung folgt
(Lovell , S. 54):
The principles involved in the two-stage versus the one-stage formulation apply
equally well to noneconometric efficiency measurement models...
Die Problematik der zweistufigen, rein o¨konometrischen Methode scheint eins zu eins
auf den nichtparametrisch-o¨konometrischen Fall u¨bertragen worden zu sein. Als Referenz
dienen in Lovell (1993) die Artikel von Olesen und Petersen (1991) und Ray (1988). In
beiden Papieren findet sich aber keine Antwort auf die Frage, wieso korrelierte Input-
Output-Variablen der DEA und Regressoren der zweiten Stufe zu verzerrt gescha¨tzter
Effizienz fu¨hren. McCarty und Yaisawarng (1993) fassen die beiden Kritikpunkte 2 und 3
zusammen (S. 285 ff.):
...the two-stage approach can be problematic when there is strong correlati-
on between the first-stage inputs and the second-stage independent variables.
If these variables were strongly correlated, then the claim that the two stages
incorporate fundamentally different types of inputs, controllable and uncontrol-
lable, becomes untenable. In this case, DEA scores computed in the first stage
are likely to be biased in the sense that they would actually reflect effects of
both categories of inputs.
Diese Argumentation basiert auf der Ansicht, dass eine starke Korrelation die Unterschei-
dung zwischen diskretiona¨ren und nichtdiskretiona¨ren Variablen erschwert oder minde-
stens widerspru¨chlich erscheinen la¨sst. Zwei Situationen sind, je nach Kausalita¨t, denk-
bar. Die erste Mo¨glichkeit ist, dass der Umfang der diskretiona¨ren Variablen effektiv durch
die Entscheidungstra¨ger bestimmt werden kann. Infolge der Korrelation ist dann aber die
nichtdiskretiona¨re Variable der zweiten Stufe nicht unabha¨ngig: Eine Vera¨nderung mu¨sste
zu einer entsprechenden Vera¨nderung der nichtdiskretiona¨ren Variablen fu¨hren. Die zweite
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Mo¨glichkeit ist, dass die nichtdiskretiona¨ren Variablen effektiv fixiert sind, was implizieren
wu¨rde, dass auch die diskretiona¨ren Variablen nicht durch die Entscheidungstra¨ger beein-
flusst werden ko¨nnen. Die Unterteilung in diskretiona¨re bzw. nichtdiskretiona¨re Variablen
ist dann aber widerspru¨chlich. Die gescha¨tzte Effizienz ist dann – so die Folgerung von
McCarty und Yaisawarng (1993) – verzerrt, da sie die Effekte beider Variablenkategorien
widerspiegeln, womit wieder das Omitted Variable Problem angesprochen wird. In Coelli
et al. (1998) wird in Bezug auf den dritten Kritikpunkt auf Seite 171 folgende Aussage
gemacht:
One disadvantage of the two-stage method is that if the variables used in the
first stage are highly correlated with the second-stage variables then the results
are likely to be biased.
Coelli et al. (1998) verzichten darauf, zu erkla¨ren, wieso die Resultate verzerrt sind. Lei-
der findet sich ebenda auch keine entsprechende Literaturangabe, die diese offenen Fra-
gen zu kla¨ren vermag. Die Vermutung ist berechtigt, dass der Erkla¨rungsansatz des rein
o¨konometrischen Two-Stage-Ansatzes auf den nichtparametrisch-o¨konometrischen Ansatz
u¨bertragen wurde. Diese Vermutung wird auch durch ein Mail von Tim Coelli vom 7. Juni
2001 bekra¨ftigt. Auf die Frage, wie er seine Aussage begru¨nde, antwortet er:
I have seen this stated in various papers – I base my comments on the idea of
omitted variable bias in regression – the effect should be similar.
Dem vierten Kritikpunkt ist anzufu¨gen, dass entweder ein Effizienzmass verwendet wird,
das strikt monoton ist und eine eindeutige Effizienzindikation erlaubt,28 oder das Ausmass
der Slacks neben der Effizienz in der zweiten Stufe simultan in einem Seemingly-Unrelated-
Regression-Modell zu scha¨tzen [vgl. Fried, Lovell und Vanden Eeckaut (1993)].
Folgerung 2.5 Zusammenfassend ist festzustellen, dass die in der Literatur aufgefu¨hrten
Bedenken gegenu¨ber dem nichtparametrisch-o¨konometrischen Two-Stage-Ansatz sich auf
den Omitted Variable Bias infolge korrelierter Variablen der ersten und zweiten Stufe
reduzieren la¨sst. Eine theoretische Grundlage dieser Argumentation wurde aber fu¨r den
nichtparametrisch-o¨konometrischen Ansatz bislang nicht erbracht.
28Als Beispiele sind die Cone-Ratio-DEA Versionen [vgl. Charnes et al. (1990) und Thompson et al.
(1990), bzw. Abschnitt 2.2.3] und die Additiven-DEA-Versionen zu nennen [vgl. z.B. Cooper, Seiford und
Tone (2000)].
Kapitel 3
Konsistenzprobleme der Data
Envelopment Analysis
In der empirischen Forschung interessieren neben der Effizienz der analysierten Produk-
tionseinheiten oft die Determinanten der Effizienz. Aus diesem Grund, und weil die DEA
die Integration der Rahmenbedingungen kaum befriedigend zula¨sst (vgl. Abschnitt 2.3.1),
wird u¨blicherweise die relative Distanz zur GPM statistisch bzw. o¨konometrisch ausge-
wertet. Anhand von Hypothesentests im Rahmen des Two-Stage-Ansatzes ko¨nnen Ru¨ck-
schlu¨sse u¨ber die Wirkungsweise und -richtung der Rahmenbedingungen und der Fakto-
ren, die den Produktionsprozess beeinflussen, gemacht werden. Solche Hypothesentests
bedingen allerdings, dass die Scha¨tzer der Effizienz, d.h. die durch die DEA ausgewiesene
relative Distanz zur GPM, gewissen statistischen Qualita¨tskriterien genu¨gen. Sind diese
Kriterien nicht erfu¨llt, resultieren unter Umsta¨nden Fehler bei den Hypothesentests. In
diesem Kapitel wird untersucht, unter welchen Umsta¨nden Hypothesentests im Rahmen
des Two-Stage-Ansatzes zu falschen bzw. korrekten Aussagen fu¨hren. Im Zentrum der
Fragestellung steht der Vergleich der durchschnittlichen Effizienz zweier Gruppen von
Beobachtungen.
Der folgende Gedanke bildet die Ausgangslage zu diesem Kapitel: Monotone Effizi-
enzmasse haben die Eigenschaft, dass eine Zunahme der Inputmengen bei konstanten
Outputmengen oder eine Abnahme der Outputmengen bei konstanten Inputmengen in
einer Abnahme der Effizienz resultiert. In Abschnitt 2.2 wurde erla¨utert, dass das Effizi-
enzmass der DEA schwach monoton ist: Werden alle Inputs einer Beobachtung um einen
bestimmten Faktor erho¨ht, sinkt die Effizienz dieser Beobachtung um den reziproken
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Wert des entsprechenden Faktors. Ein nahe liegender Schluss ist, dass eine proportionale
Ausdehnung (Reduktion) aller Inputs (Outputs) bei konstanten Outputmengen (Input-
mengen) bei einer Untergruppe von Beobachtungen einen entsprechenden Einfluss auf die
Effizienz dieser Beobachtungen und folglich auf die durchschnittliche Effizienz dieser Un-
tergruppe haben muss. In diesem Kapitel wird nachgewiesen, dass dies nur unter gewissen
Umsta¨nden gilt.
Der folgende Abschnitt 3.1 befasst sich mit der statistischen Fundierung der DEA. Im
Abschnitt 3.2 wird fu¨r eine Transformationsfunktion mit einem Output und zwei Inputs
grafisch gezeigt, unter welchen Bedingungen die Gefahr besteht, dass die Scha¨tzer der Ef-
fizienz den statistischen Qualita¨tskriterien nicht genu¨gen. Als problematisch erweist sich
dabei, dass die Bedingungen, die die statistischen Qualita¨tskriterien der Scha¨tzer gewa¨hr-
leisten, sehr restriktiv sind. In Abschnitt 3.3 werden die Erkenntnisse auf den allgemei-
nen Fall, d.h. mit beliebig vielen Inputs und Outputs, u¨bertragen. Der letzte Abschnitt
untersucht die Frage, wie in der empirischen Forschung u¨berpru¨ft werden kann, ob die
Scha¨tzer die Qualita¨tskriterien erfu¨llen oder nicht. Dazu schlage ich eine Kennzahl vor
und es werden zwei Hypothesen bezu¨glich der Eigenschaften dieser Kennzahl formuliert,
die anschliessend in Kapitel 4 u¨berpru¨ft werden.
3.1 Statistische Fundierung der DEA
Im Rahmen von Hypothesentests geht es darum, anhand von Scha¨tzern auf Grund einer
Stichprobe auf die Parameter der Grundgesamtheit zu schliessen. In diesem Kontext ist
die DEA-Effizienz ein Scha¨tzer fu¨r die Effizienz. Die folgende Diskussion bezieht sich nicht
auf das Konzept der relativen Distanz zur GPM – sie bezieht sich auf die Eigenschaften
der Scha¨tzer der Effizienz, die anhand der DEA ermittelt werden.1
Hypothesentests bedingen, dass die Scha¨tzer bestimmte statistische Eigenschaften auf-
weisen: Die Scha¨tzer sollten erwartungstreu und konsistent sein.2 Erwartungstreue (Un-
verzerrtheit) bedingt, dass der Erwartungswert des Scha¨tzers dem wahren Wert entspricht.
1Die relative Distanz zur GPM ist mathematisch definiert und die ermittelten Effizienzwerte sind
eindeutig bestimmt. Fu¨r diese Effizienzwerte existieren die unten definierten Begriffe Erwartungstreue
und Konsistenz nicht. Erst wenn sie als Scha¨tzer fu¨r die wahre Effizienz verwendet werden, sind die
statistischen Eigenschaften der Erwartungstreue und der Konsistenz definiert.
2Eine weitere Eigenschaft der Scha¨tzer, die nicht weiter behandelt wird, ist die Effizienz. Effizient
ist eine Scha¨tzmethode, wenn die Varianz der Verteilung des Scha¨tzers bei gegebener Stichprobengro¨sse
kleiner ist als bei allen alternativen Methoden.
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Dies muss unabha¨ngig von der Stichprobengro¨sse erfu¨llt sein. Unter dem Begriff der sta-
tistischen Konsistenz wird eine Eigenschaft verstanden, die verlangt, dass die gescha¨tzten
Parameter mit zunehmender Stichprobengro¨sse sich den wahren Werten anna¨hern: Ein
Scha¨tzer ist konsistent, wenn er mit einer Wahrscheinlichkeit von eins gegen den wah-
ren Wert konvergiert.3 Wenn die Scha¨tzer unverzerrt und konsistent sind, gilt, dass un-
abha¨ngig von der Stichprobengro¨sse die gescha¨tzten Werte im Erwartungswert den wahren
Werten entsprechen. Sind die Scha¨tzer einer Methode verzerrt aber trotzdem konsistent,
resultieren bei finiten Stichprobengro¨ssen systematische Fehler.
Banker (1993) zeigt, dass die Scha¨tzer der Effizienz bei der DEA verzerrt aber unter
bestimmten Bedingungen konsistent sind.4 Neben Bedingungen, die bei der DEA infol-
ge der Strukturannahmen der Technologiemenge a priori erfu¨llt sind (vgl. Kapitel 2),
formuliert Banker eine Konsistenzbedingung bezu¨glich der Effizienzverteilung, wonach
die Wahrscheinlichkeit einer fast vollsta¨ndig effizienten Beobachtung in einer Grundge-
samtheit gro¨sser null sein muss.5 Diese Konsistenzbedingung wird im folgenden als die
explizite Konsistenzbedingung bezeichnet. Je na¨her die effizientesten Beobachtungen in
einer Stichprobe bei der wahren Grenze der Technologie liegen, desto dichter kommt
auch die gescha¨tzte Technologiemenge an die wahre Technologie heran. Die effizienten
Beobachtungen haben die Aufgabe, die GPM auf das
”
wahre“ Niveau zu heben. Ist die
Wahrscheinlichkeit einer fast vollsta¨ndig effizienten Beobachtung gro¨sser null, ist auch
die Wahrscheinlichkeit, dass die gescha¨tzte Technologiemenge das wahre Effizienzniveau
erreicht, gro¨sser null.
Die Scha¨tzer der Effizienz sind verzerrt, falls die Wahrscheinlichkeit einer absolut effi-
zienten Beobachtung in einer Stichprobe kleiner eins ist. Verzerrungen werden realisiert,
da die effizientesten Beobachtungen, die nicht vollsta¨ndig effizient sein mu¨ssen, bei der
3Eine U¨bersicht zur Konsistenz nichtparametrischer Methoden der Effizienzmessung bietet Grosskopf
(1996). Die theoretische Grundlagen finden sich in Banker (1993), Banker (1996), Kneip et al. (1998) und
Simar und Wilson (2000).
4Banker (1993) leitet zudem Bedingungen her, unter denen die gescha¨tzte DEA-Effizienz Maximum-
Likelihood -Scha¨tzer sind. Dies ist der Fall, wenn a) die Dichtefunktion der Effizienzverteilung monoton
zunehmend ist und b) eine Transformationsfunktion mit nur einem Output verwendet wird.
5Bei stetigen Dichtefunktionen ist die Wahrscheinlichkeit einer vollsta¨ndig effizienten Beobachtung per
Definition gleich null. Mit der Formulierung ”fast vollsta¨ndig effizient“ wird ein beliebig kleines Intervall
unmittelbar unter dem oberen Ende der Effizienzverteilung definiert. Die Wahrscheinlichkeit einer fast
vollsta¨ndig effizienten Beobachtung, d.h. einer Beobachtung die in diesem Intervall liegt, ist dann strikt
positiv, wenn die (stetige) Dichtefunktion am oberen Ende einen strikt positiven Wert annimmt.
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DEA per Definition als effizient deklariert werden. Die Verzerrungen wirken folglich im-
mer in dieselbe Richtung: Die Effizienz wird u¨berscha¨tzt. Sind die Anforderungen an die
Konsistenz der DEA erfu¨llt (die Wahrscheinlichkeit einer fast vollsta¨ndig effizienten Be-
obachtung ist gro¨sser null), ist die Stichprobe aber so klein, dass im Erwartungswert keine
effiziente Beobachtung auftritt, ist die gescha¨tzte Effizienz im Erwartungswert verzerrt.
Mit zunehmender Stichprobengro¨sse steigt die Wahrscheinlichkeit, dass eine effiziente Be-
obachtung auftritt und die erwartete Verzerrung nimmt ab.6 Die erwartete Verzerrung
wirkt sich in zweierlei Hinsichten aus: Erstens weichen die gescha¨tzten Effizienzwerte um
den Betrag der erwarteten Verzerrung von den wahren Werten ab, und zweitens – als logi-
sche Konsequenz – verschiebt sich die gescha¨tzte Effizienzverteilung in die entsprechende
Richtung.
Wegen der mangelnden Erwartungstreue sind die Scha¨tzer der Effizienz in empirischen
Anwendungen der DEA immer verzerrt: Die Effizienz wird u¨berscha¨tzt. Fu¨r Hypothesen-
tests bezu¨glich der Mittelwerte von zwei Gruppen von Beobachtungen ist aber nicht das
Effizienzniveau, sondern die Differenz der durchschnittlichen Effizienz relevant. Ist die er-
wartete Verzerrung der Effizienz fu¨r alle Beobachtungen bzw. Gruppen von Beobachtung-
en identisch, sind die Effizienzdifferenzen unverzerrt, d.h. valide, auch wenn die Effizienz
jeder einzelnen Beobachtung u¨berscha¨tzt wird.
Folgerung 3.1 Im Erwartungswert sind die gescha¨tzten Effizienzdifferenzen bereits dann
unverzerrt und folglich valide, falls beide Gruppen eine identische erwartete Verzerrung
aufweisen (sie muss nicht gleich null sein). Sind die erwarteten Verzerrungen nicht gleich
gross, sind die Effizienzdifferenzen nicht valide und es besteht die Gefahr, dass dieser
Fehler sich auf die Ebene der Hypothesentests u¨bertra¨gt und zu falschen Ru¨ckschlu¨ssen
fu¨hrt.7
Eine weitere, implizite Annahme ist, dass die Beobachtungen unabha¨ngig und iden-
tisch in der Technologiemenge verteilt sind. Diese Annahme wird sich als problematisch
erweisen, da sie – wie spa¨ter argumentiert wird – kaum mit o¨konomischem Handeln der
6Als erwartete Verzerrung wird im Folgenden die Differenz zwischen der gescha¨tzten erwarteten Effi-
zienz und der wahren Effizient bezeichnet (vgl. Kennedy (1998), S. 24).
7Die Problematik der Erwartungstreue und der Konsistenz stellt sich nicht nur im Rahmen des Two-
Stage-Ansatzes, sie ist direkt an die DEA-Scha¨tzer der Effizienz geknu¨pft. Diese statistischen Eigenschaf-
ten charakterisieren die Gu¨te der Scha¨tzer, die in der zweiten Stufe zur Anwendung kommen. Somit wird
die Qualita¨t der Scha¨tzer (die erste Stufe) auf die Hypothesentests (zweite Stufe) u¨bertragen.
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Produzenten in Einklang zu bringen ist. Die Konsequenz der Verletzung dieser impliziten
Annahme ist unter Umsta¨nden, dass die Scha¨tzer der Effizienz fu¨r einzelne Beobachtungen
oder Teilstichproben nicht konsistent bzw. unterschiedlich stark verzerrt und somit nicht
valide sind.8
Ausgehend von einer idealen Konstellation werden mo¨gliche Ursachen fu¨r unterschied-
lich stark verzerrt gescha¨tzte Effizienz bzw. fu¨r nicht valide Effizienzdifferenzen gesucht.
Da i.d.R. weder die wahre Effizienz noch der Erwartungswert der gescha¨tzten Effizienz
bekannt sind, ko¨nnen die Verzerrungen in einer empirischen Effizienzmessung auch nicht
ermittelt werden. In diesem Kapitel wird daher wie folgt vorgegangen: Fu¨hrt eine be-
kannte (und somit
”
wahre“) Vera¨nderung der Input-Outputdaten einer Gruppe von Be-
obachtungen nicht zu einer entsprechenden Vera¨nderung der gescha¨tzten Effizienzwerte,
besteht die Gefahr, dass die Effizienz nicht konsistent gescha¨tzt werden kann. Da in einer
solchen Situation auch die gescha¨tzte Effizienzdifferenz unvera¨ndert bleiben wird, kann
mit Sicherheit gesagt werden, dass diese nicht bzw. nur zufa¨llig valide ist. Zieht dagegen ei-
ne Vera¨nderung der Input-Outputdaten eine entsprechende Vera¨nderung der gescha¨tzten
Effizienzdifferenz nach sich, ist die Effizienzdifferenz unverzerrt und somit valide.
3.2 Grafische Analyse
3.2.1 Die ideale Konstellation (die implizite Konsistenzbedin-
gung ist erfu¨llt)
In diesem Abschnitt soll die ideale Konstellation erla¨utert werden, die in empirischen
Anwendungen der DEA implizit unterstellt wird: Die Beobachtungen sind in Bezug auf
die Input- und Outputverha¨ltnisse unabha¨ngig und identisch verteilt – die implizite Kon-
sistenzbedingung ist erfu¨llt (vgl. Abbildung 3.1).9 In diesem Beispiel wird ein Output
mit den zwei Produktionsfaktoren (Input 1 und 2) hergestellt; der Output ist auf eins
normiert. Die GPM verla¨uft in Abbildung 3.1 durch die Punkte W , X, Y und Z. Dies
ist die Ausgangslage nach der ersten Stufe, d.h. nach der DEA. In der zweiten Stufe
8Ob die Scha¨tzer nicht konsistent oder unterschiedlich verzerrt sind ha¨ngt von den Annahmen
bezu¨glich der Effizienzverteilungen ab.
9Die folgenden Ausfu¨hrungen beschra¨nken sich auf den dreidimensionalen Fall, d.h. die Summe der
Anzahl Inputs und Outputs ist immer gleich drei. Der allgemein gu¨ltige Fall wird in Abschnitt 3.3
diskutiert.
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Abbildung 3.1: Die ideale Konstellation mit unterschiedlich effizienten Gruppen
Gruppe B
Gruppe A
Input 1
Input 2
Z
Y
X
W
Output=1
soll nun der Effekt der Gruppenzugeho¨rigkeit, A oder B, auf die relative Distanz zur
GPM werden.10 Die Input-Outputtransformationen der Gruppe A sind durch Quadrate
gekennzeichnet und in der Ellipse rechts oben zusammengefasst, diejenigen der Gruppe B
sind durch Punkte gekennzeichnet und in der Ellipse links unten zusammengefasst. Die
Nullhypothese laute, dass beide Firmen gleich effizient produzieren.
Offensichtlich fa¨llt es den Firmen der Gruppe A schwerer, die beiden Inputs in den
Output zu transformieren (fu¨r dieselbe Outputquantita¨t werden mehr Inputs beno¨tigt).
Die effiziente Grenze wird ausschliesslich durch Firmen der Gruppe B definiert; die Zu-
geho¨rigkeit zur Gruppe der effizienten Firmen korreliert mit der Gruppenzugeho¨rigkeit.
Gema¨ss Abbildung 3.1 scheint die Gruppenzugeho¨rigkeit zudem mit der relativen Distanz
zur effizienten Grenze zu korrelieren: Die beiden Gruppen weisen eine unterschiedliche
durchschnittliche Effizienz auf. Ob diese Effizienzunterschiede statistisch signifikant sind,
muss im Einzelfall gekla¨rt werden. Da dieses Beispiel lediglich der Illustration dient, wird
auf diese Auswertung verzichtet und davon ausgegangen, dass die Effizienzunterschiede
signifikant sind. Folglich muss die Nullhypothese – beide Gruppen sind gleich effizient –
verworfen werden.
In der Abbildung 3.2 ist eine weitere ideale Konstellation dargestellt. Nun sind die
10In diesem Beispiel sei die Gruppenzugeho¨rigkeit die einzige Variable, die zu unterschiedlichen Rah-
menbedingungen fu¨hrt.
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Effizienzunterschiede nicht mehr derart offensichtlich. Auch die Zugeho¨rigkeit zur Gruppe
der effizienten Firmen ist nicht mehr eindeutig: Sowohl Beobachtungen der Gruppe A
wie auch der Gruppe B definieren die effiziente Grenze. Ob die Nullhypothese in diesem
Abbildung 3.2: Die ideale Konstellation mit gleich effizienten Gruppen
Gruppe A
Gruppe B
Input 1
Input 2
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zweiten Beispiel verworfen werden muss, wu¨rde wieder Gegenstand einer statistischen
Auswertung sein. In diesem illustrativen Beispiel wird davon ausgegangen, dass die Effi-
zienzunterschiede nicht signifikant sind – die Nullhypothese kann nicht verworfen werden.
Ob die Scha¨tzer der Effizienz verzerrt sind oder nicht, ha¨ngt in beiden Beispielen
von der expliziten Konsistenzbedingung ab. Die implizite Konsistenzbedingung ist jedoch
erfu¨llt und diese stellt sicher, dass fu¨r beide Gruppen dieselbe GPM als Referenz dient.
Die Verzerrungen fu¨r bei Gruppen sind somit gleich gross und die Effizienzdifferenz ist
unverzerrt und folglich valide (vgl. Folgerung 3.1). Die Aussagen der Hypothesentests11
sind im Erwartungswert korrekt: Die Wahrscheinlichkeit eines Fehlers erster oder zweiter
Art wird durch die Irrtumswahrscheinlichkeit der statistischen Tests korrekt repra¨sentiert.
Folgerung 3.2 In der idealen Konstellation, die implizit unterstellt wird, sind die Effi-
zienzdifferenzen im Erwartungswert unverzerrt und die Wahrscheinlichkeit eines Fehlers
11Die Nullhypothese besagt, dass beide Gruppen gleich effizient sind. Die Alternativhypothese lautet
dagegen: Die Gruppen sind unterschiedlich effizient. Ein Fehler erster Art wird realisiert, wenn die Null-
hypothese irrtu¨mlich abgelehnt wird. Ein Fehler zweiter Art tritt dagegen auf, wenn die Nullhypothese
irrtu¨mlich nicht abgewiesen wird.
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erster oder zweiter Art bei Hypothesentests wird ada¨quat durch die Irrtumswahrschein-
lichkeit der statistischen Tests repra¨sentiert.
3.2.2 Die nicht-ideale Konstellation (die implizite Konsistenz-
bedingung ist verletzt)
In diesem Abschnitt wird eine Konstellation pra¨sentiert, bei der die implizite Konsistenz-
bedingung verletzt ist, was i.d.R. zu nicht valid gescha¨tzten Effizienzdifferenzen fu¨hrt.
Dies kann zur Folge haben, dass die Hypothesentests im Rahmen des Two Stage Ap-
proaches zu falschen Ru¨ckschlu¨ssen fu¨hren. Wie im vorangegangenen Abschnitt wird zur
Illustration ein extremes Beispiel gewa¨hlt, das in dieser Form selten auftreten du¨rfte und
im Folgenden als die nicht-ideale Konstellation bezeichnet wird.
Die Leistung der Entscheidungstra¨ger besteht aus drei Komponenten. Erstens sollen
die innerbetrieblichen Abla¨ufe effizient gestaltet, d.h. die technische Effizienz gesteigert
werden. Zweitens muss die optimale Kombination von Inputs und Outputs unter Beru¨ck-
sichtigung der Rahmenbedingungen gewa¨hlt, d.h. die allokative Effizienz erreicht werden.
Drittens muss die optimale Betriebsgro¨sse zur Erreichung der Skaleneffizienz realisiert wer-
den. Die Ziele und auch die Massnahmen, die zur Erreichung dieser Ziele gewa¨hlt werden,
sind das Resultat der Maximierung der Nutzenfunktion der Entscheidungstra¨ger unter
Nebenbedingungen. Neben den Pra¨ferenzen der Entscheidungstra¨ger beeinflussen somit
die Rahmenbedingungen das Kalku¨l der Entscheidungstra¨ger. Diese Rahmenbedingungen
umfassen, wie in Abschnitt 2.3 erla¨utert wurde,
1. gesetzliche Restriktionen und Regulierung seitens der Beho¨rden, die grundsa¨tzlich
die Entscheidungsfreiheit der Manager beschra¨nken aber nur einen Teil der Firmen
betreffen,
2. Standortfaktoren und
3. unterschiedliche Anreizstrukturen.
Eine Folge der unterschiedlichen Rahmenbedingungen sind einerseits unterschiedliche re-
lative Preise und andererseits exogene Beschra¨nkungen bei der Wahl der Inputs und
Outputs. Falls sich die Rahmenbedingungen fu¨r die verschiedenen Gruppen von Entschei-
dungstra¨gern systematisch unterscheiden, werden diese auch systematisch unterschiedliche
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Input- und Outputkombinationen wa¨hlen und folglich ist die implizite Konsistenzbedin-
gung verletzt.
In Abbildung 3.3 ist eine Konstellation mit zwei Gruppen, die mit unterschiedlichen
Rahmenbedingungen konfrontiert sind, dargestellt. Die Firmen der Gruppe A produzieren
im Vergleich zu den Beobachtungen der Gruppe B mit einem gro¨sseren Anteil des zweiten
Inputs. Die Konsequenz ist, dass sich die Technologien der beiden Gruppen (d.h. die rele-
Abbildung 3.3: Die nicht-ideale Konstellation
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vanten Teilmengen der Technologiemenge) unterscheiden; die beiden Technologien haben
– wie im Extremfall in Abbildung 3.3 – keine Schnittmenge. Der Abschnitt Y C der effizien-
ten Grenze ist dann lediglich eine Verbindung ohne empirische Relevanz, die Konsequenz
der Konvexita¨tsannahme der Technologiemenge. Alle Input-Outputtransformationen der
Firmen der Gruppe A lassen sich durch die Punkte X und Y abbilden, wa¨hrend diejenigen
der Gruppe B durch die Punkte C und D abgebildet werden. In einer solchen Konstellati-
on sind die gescha¨tzten Effizienzwerte einer DEA mit den Beobachtungen beider Gruppen
mit den Effizienzwerten der gruppenweise getrennt durchgefu¨hrten DEA identisch.
Folgerung 3.3 Werden nutzenmaximierende Entscheidungstra¨ger unterstellt und sind
die Rahmenbedingungen nicht identisch, werden die Entscheidungstra¨ger unterschiedli-
che, von den Rahmenbedingungen abha¨ngige Input- und Outputkombinationen wa¨hlen.
Die Technologien (als Teilmenge der Technologiemenge) der einzelnen Gruppen unter-
48 Kapitel 3 Konsistenzprobleme der Data Envelopment Analysis
scheiden sich in der Folge. Im Extremfall weisen die Technologien keine Schnittmenge auf:
Die Gruppen definieren gruppenspezifische, d.h. voneinander unabha¨ngige, effiziente Ab-
schnitte auf der GPM. Dies widerspricht der impliziten Konsistenzbedingung, wonach die
Beobachtungen unabha¨ngig und identisch in der Technologiemenge verteilt sein mu¨ssen.
Wird in einer nicht-idealen Konstellation die Zugeho¨rigkeit zur Gruppe der effizienten Be-
obachtungen und das Ausmass der Effizienz statistisch ausgewertet, sind folgende Punkte
zu beachten: Zum einen ist die Zugeho¨rigkeit zur Gruppe der effizienten Firmen un-
abha¨ngig von den Rahmenbedingungen, da A und B separate und somit unabha¨ngige
Teilmengen der Technologiemenge definieren. Folglich kann in einer solchen Konstellation
die Zugeho¨rigkeit zu einer Gruppe (A oder B) nicht die Zugeho¨rigkeit zur Gruppe der
effizienten Firmen erkla¨ren.12 Zum anderen la¨sst die Auswertung der Distanz zur GPM
keinen Ru¨ckschluss auf die Wirkung der gruppenspezifischen Rahmenbedingungen auf die
Effizienzunterschiede zu. Gruppenspezifische Ineffizienz kann nicht erkannt werden. Die-
ser Sachverhalt ist in Abbildung 3.4 illustriert. Allen Input-Outputtransformationen der
Gruppe A wird radiale gruppenspezifische Ineffizienz zugefu¨hrt, d.h. die Inputvektoren
der Beobachtungen der Gruppe A werden mit einem einheitlichen Skalar multipliziert.
Die urspru¨nglichen Input-Outputtransformationen der Gruppe A der Abbildung 3.3 sind
grau dargestellt. Durch die zusa¨tzliche gruppenspezifische Ineffizienz verschieben sich die
neuen Input-Outputtransformationen nach rechts oben; mit ihnen verschiebt sich auch der
effiziente Abschnitt der Gruppe A pari passu (vgl. AbschnittX ′Y ′ der Abbildung 3.4). Die
relative Distanz zur GPM bleibt unvera¨ndert und die gruppenspezifische Ineffizienz kann
nicht erkannt werden. Offensichtlich ist dies ein Widerspruch, da die Beobachtungen der
Gruppe A nun weniger effizient sein sollten: In diesem Beispiel sind die Effizienzdifferenzen
nicht valide.
In der nicht-idealen Konstellation ist die implizite Konsistenzbedingung verletzt und es
ist nicht sichergestellt, dass fu¨r beide Gruppen eine gemeinsame GPM als Referenz dient.
12Zu beachten ist, dass auch die relative Gruppengro¨sse einen Einfluss auf die Erkla¨rungskraft der
erkla¨renden Variable haben kann. Je kleiner eine Gruppe in Relation zur Stichprobe ist, desto gro¨sser
ist – in der nicht-idealen Konstellation – ceteris paribus der Anteil der effizienten Beobachtungen dieser
Gruppe. Umfasst die Gruppe A im Extremfall nur die Beobachtungen X und Y (beide definieren in
Abbildung 3.3 zusammen einen effizienten Abschnitt), sind 100 Prozent der entsprechenden Gruppe
effizient, was grundsa¨tzlich zu einer ho¨heren Trennscha¨rfe bei den statistischen Tests fu¨hren sollte. In einer
solchen Situation mu¨sste die Interpretation der statistischen Tests mit Vorsicht erfolgen. Die Resultate der
statistischen Tests wa¨ren dann eher auf die Gro¨sse der Teilstichprobe der Gruppe A und den unabha¨ngigen
effizienten Abschnitt zuru¨ckzufu¨hren.
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Abbildung 3.4: Gruppenspezifische Ineffizienz
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Es ist somit nicht garantiert, dass die Verzerrungen der Scha¨tzer der Effizienz infolge der
fehlenden Erwartungstreue der DEA fu¨r beide Gruppen gleich gross ist. Die Effizienzdif-
ferenzen sind folglich nicht bzw. bestenfalls zufa¨llig unverzerrt und valide. Wieder laute
die Nullhypothese, dass beide Gruppen gleich effizient die beiden Inputs in den Output
transformieren. Eine statistische Auswertung der Konstellation in Abbildung 3.4 erga¨be
aber, dass die Nullhypothese nicht verworfen werden kann, obwohl tatsa¨chlich gruppen-
spezifische Ineffizienz vorliegt: Es liegt ein Fehler zweiter Art vor, die Nullhypothese wird
zu unrecht nicht verworfen.
Folgerung 3.4 In der nicht-idealen Konstellation ko¨nnen Effizienzdifferenzen zwischen
Gruppen von Beobachtungen, die auf die gruppenspezifischen Rahmenbedingungen zuru¨ck-
zufu¨hren sind, nicht erkannt werden. Es besteht die Gefahr nicht valider Effizienzdiffe-
renzen, diese sind nicht bzw. bestenfalls zufa¨llig unverzerrt. Die Wahrscheinlichkeit eines
Fehlers zweiter Art nimmt folglich zu.
Die Konsistenzbedingungen sind bei der DEA an zwei Verteilungsannahmen geknu¨pft.
Sind diese erfu¨llt, sind die Effizienzwerte in kleinen Stichproben zwar verzerrt, die Effi-
zienzdifferenzen sind im Erwartungswert aber unverzerrt. Die hier erfolgte Unterteilung
in die ideale bzw. nicht-ideale Konstellation dient lediglich der Illustration. Trotzdem soll
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die Unterteilung der GPM in ideale und nicht-ideale Konstellationen nun erweitert und
pra¨zisiert werden. Dies ist sinnvoll, weil die Konsequenzen der verletzten Konsistenzbe-
dingungen innerhalb jeder Kategorie homogen sind.
Die GPM besteht einerseits i.d.R. aus mehreren Abschnitten und es ist sehr wahr-
scheinlich, dass sich in der Praxis die effiziente Grenze sowohl aus idealen wie auch
aus nicht-idealen Abschnitten zusammensetzt. Andererseits wurde bisher nur zwischen
den beiden Extremen, der idealen (implizite Konsistenzbedingung erfu¨llt) und der nicht-
idealen Konstellation (implizite Konsistenzbedingung nicht erfu¨llt), unterschieden, in der
empirischen Forschung du¨rften diese extremen Konstellationen aber kaum in reiner Form
auftreten. Denn auch die Frage, ob die implizite Konsistenzbedingung erfu¨llt ist kann nicht
mit ja oder nein beantwortet werden. Eine eindeutige Antwort zu dieser Frage existiert
lediglich im Zusammenhang mit einem bestimmten Signifikanzniveau.
Zur Klassifizierung eines Abschnittes der GPM mu¨ssen zwei Punkte beachtet werden.
Einerseits ist die Zusammensetzung des Referenzsets und andererseits die Zusammen-
setzung der dazugeho¨renden, d.h. auf das entsprechende Referenzset projizierten, ineffi-
zienten Beobachtungen in Bezug auf die Gruppenzugeho¨rigkeit relevant. Diese Klassifi-
zierung soll hier anhand eines einfachen Beispiels mit insgesamt sieben Beobachtungen
veranschaulicht werden. Das Referenzset besteht aus drei Beobachtungen, auf das vier
ineffiziente Beobachtungen projiziert werden. Wird das Referenzset ausschliesslich durch
Beobachtungen der Gruppe A13 definiert, ist der
”
Anteil der Beobachtungen der Gruppe A
am Referenzset“ gleich 100% (vgl. vertikaler Pfeil in Abbildung 3.5). Da annahmegema¨ss
vier Beobachtungen ineffizient sind, kann der
”
Anteil der ineffizienten Beobachtungen der
Gruppe A“ an den ineffizienten Beobachtungen die Werte 0, 25, 50, 75 und 100% anneh-
men (vgl. horizontaler Pfeil).
Die nicht-ideale Konstellation liegt dann vor, wenn beide Anteile die Werte 0 bzw.
100% annehmen. Sind beide Werte gleich 100, definiert die Gruppe A den effizienten
Abschnitt und alle auf diesen Abschnitt projizierten Beobachtungen entstammen eben-
falls der Gruppe A (vgl. Abschnitt XY der GPM in Abbildung 3.3). Die Inputs der
Beobachtungen der Gruppe A ko¨nnen variiert werden, ohne dass dies Konsequenzen auf
die Effizienz ha¨tte. Sind dagegen beide Werte gleich null, definieren die Beobachtungen
der Gruppe B das Referenzset und alle ineffizienten Beobachtungen entstammen ebenfalls
dieser Gruppe. Auch diese Konstellation ist nicht-ideal (vgl. Abschnitt CD der GPM in
Abbildung 3.3).
13Die sieben Beobachtungen sind nicht fix auf die beiden Gruppen aufgeteilt.
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Abbildung 3.5: Klassifizierung der Abschnitte
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Die ideale Konstellation tritt in zwei Varianten auf. Eine ideale Konstellation ist stabil,
wenn das Referenzset ausschliesslich von Beobachtungen der Gruppe B definiert wird und
somit nicht von der gruppenspezifischen Ineffizienz betroffen ist und zudem mindestens
eine ineffiziente Beobachtung der Gruppe A angeho¨rt (vgl. Abschnitte WX, XY und
Y Z der GPM in Abbildung 3.1). Stabil ist diese Konstellation deshalb, weil zusa¨tzliche
gruppenspezifische Ineffizienz die Beobachtungen der Gruppe A immer weiter von der
effizienten Grenze entfernt.
Instabil-ideal ist dementsprechend eine Konstellation, wenn das Referenzset ausschliess-
lich aus Beobachtungen der Gruppe A definiert wird, mindestens eine ineffiziente Beobach-
tung dagegen der Gruppe B entstammt. Instabil ist diese Situation, weil mit zunehmender
gruppenspezifischer Ineffizienz bei der Gruppe A der effiziente Abschnitt nach und nach
durch die urspru¨nglich ineffizienten Beobachtungen der Gruppe B definiert wird. Ein
instabil-idealer Abschnitt wird mit zunehmender gruppenspezifischer Ineffizienz stabil-
ideal.14
Die vierte Mo¨glichkeit ist die typische Konstellation, bei der das Referenzset aus Be-
obachtungen beider Gruppen besteht (vgl. Abschnitte WA, AX, Y B und BZ der GPM
in Abbildung 3.2).
14Die Unterteilung in stabil-ideal bzw. instabil-ideal ist von der Richtung der Vera¨nderung der Daten
abha¨ngig. Werden die Inputs proportional reduziert (statt wie im Beispiel erho¨ht), wird die stabil-ideale
Konstellation zur instabil-idealen Konstellation.
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3.3 Mathematische Analyse
In diesem Abschnitt werden die Folgerungen 3.2 bis 3.4 mathematisch hergeleitet. Der
Vorteil der mathematischen Analyse im Vergleich zum grafischen Ansatz besteht dar-
in, dass die Anzahl der Inputs und Outputs nicht auf Werte von drei beschra¨nkt ist.
Es soll die Frage gekla¨rt werden, ob und wie die Zielfunktionen der Linearen Program-
me 2.15 bzw. 2.19 auf die gruppenspezifische Ineffizienz reagieren. Ist die Zielfunktion in
der nicht-idealen Konstellation – wie von Folgerung 3.4 postuliert – invariant in Bezug
auf gruppenspezifische Ineffizienz oder nimmt sie mit zunehmender gruppenspezifischer
Ineffizienz ab (wie in der idealen Konstellation)?
In der folgenden Gleichung 3.1 ist das Lineare Programm fu¨r die inputorientierte
Version der DEA mit konstanten Skalenertra¨gen explizit aufgefu¨hrt.
max zj = ν
TYj (3.1)
s.t. µTXj = 1
νTY1 − µTX1 ≤ 0
νTY2 − µTX2 ≤ 0
νTY3 − µTX3 ≤ 0
νTY4 − µTX4 ≤ 0
νTY5 − µTX5 ≤ 0
νTY6 − µTX6 ≤ 0
νT , µT ≥ 0
Jede der sechs15 Produktionseinheiten verwendet m Inputs, um damit s verschiedene
Outputs zu erzeugen. Xj ist der m × 1 dimensionale Inputvektor, Yj der s × 1 dimen-
sionale Outputvektor der Beobachtung j. Entsprechend sind µ und ν die Vektoren der
virtuellen Multiplikatoren mit derselben Dimension. Die Zielfunktion der Beobachtung j
entspricht der Summe der Produkte der virtuellen Multiplikatoren mit den Outputs. Die
erste Nebenbedingung restringiert die Summe der Produkte der virtuellen Multiplikatoren
mit den Inputs auf den Wert eins. Jede weitere Nebenbedingung restringiert fu¨r jede der
sechs Beobachtungen die Differenz der gewichteten Outputs und der gewichteten Inputs
auf nicht-positive Werte (vgl. Abschnitt 2.2.3).
15Die Beschra¨nkung der Anzahl Beobachtungen erfolgt einzig und allein aus Platzgru¨nden. Theoretisch
ko¨nnten dem Beispiel beliebig viele Beobachtungen hinzugefu¨gt werden. Da die bestehenden sechs Be-
obachtungen in den folgenden drei Konstellationen alle mo¨glichen Anordnungen erfassen, wu¨rden zusa¨tz-
liche Beobachtung immer in der Na¨he einer der sechs Beobachtungen liegen mu¨ssen.
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Die Beobachtungen mit ungeraden Laufnummern (1, 3 und 5) geho¨ren im Folgenden
zur Gruppe A, die u¨brigen drei zur Gruppe B. Nun wird ein Faktor Ψ, der die gruppenspe-
zifische Ineffizienz repra¨sentieren soll, in das Lineare Programm eingefu¨hrt. Wird fu¨r den
Ineffizienzfaktor Ψ ein Wert von eins gewa¨hlt, a¨ndert sich nichts. Ist Ψ dagegen gro¨sser
als eins, absorbieren die Produktionseinheiten entsprechend mehr Inputs und sind – bei
gegebenem Outputvektor – folglich ineffizienter. Es wird angenommen, dass die ersten
vier Beobachtungen effizient seien; die Nebenbedingungen 3.4, 3.5, 3.6 und 3.7 sind daher
bindend.
max zj = ν
TYj (3.2)
s.t. µTXj = 1 (3.3)
νTY1 −ΨAµTX1 = 0 (3.4)
νTY2 −ΨBµTX2 = 0 (3.5)
νTY3 −ΨAµTX3 = 0 (3.6)
νTY4 −ΨBµTX4 = 0 (3.7)
νTY5 −ΨAµTX5 ≤ 0 (3.8)
νTY6 −ΨBµTX6 ≤ 0 (3.9)
νT , µT ≥ 0
Zur U¨berpru¨fung der Folgerung 3.4 wird eine Fallunterscheidung no¨tig: 1) Das Referenzset
der zu evaluierenden Beobachtung j entstammt nicht derselben Gruppe (die ideale Kon-
stellation, vgl. Abschnitt 3.3.1), 2) das Referenzset der zu evaluierenden Beobachtung
entstammt derselben Gruppe (die nicht-ideale Konstellation, vgl. Abschnitt 3.3.2) und 3)
einige Beobachtungen des Referenzsets entstammen derselben Gruppe, andere hingegen
nicht (die typische Konstellation, vgl. Abschnitt 3.3.3). Die Vorgehensweise wird dabei
in den folgenden drei Abschnitten immer dieselbe sein: Zuerst wird festgelegt, welche
Beobachtungen effiziente Abschnitte definieren und welche Beobachtungen an diesen Ab-
schnitten evaluiert werden sollen (diese Einteilung ergibt sich aus der Konstellation, die
es zu analysieren gilt). Dann wird die gruppenspezifische, radiale Ineffizienz eingefu¨hrt:
Im Vergleich zur Ausgangslage werden die Beobachtungen der Gruppe A ineffizienter
gemacht. Schliesslich werden die Auswirkungen der A¨nderungen, d.h. der gruppenspezi-
fischen Ineffizienz, analysiert. Zu diesem Zweck wird die Wirkungen der A¨nderung der
Daten auf die Nebenbedingungen analysiert und dann deren Konsequenzen auf die Ziel-
funktion bestimmt. Dabei u¨bernimmt die Nebenbedingung 3.3 eine zentrale Rolle, da sie
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immer bindend sein muss : Hat die Vera¨nderung der Daten einen Einfluss auf diese Ne-
benbedingung, muss diese durch eine reziproke Anpassung der virtuellen Multiplikatoren
der Inputs ausgeglichen werden. Wirkt sich dies auf die u¨brigen Nebenbedingungen und
somit auf die virtuellen Multiplikatoren der Outputs aus, zieht dies eine Vera¨nderung
der Zielfunktion nach sich. Wirkt sich diese Anpassung hingegen nicht auf die u¨brigen
Nebenbedingungen aus, bleibt der Wert der Zielfunktion unvera¨ndert.
3.3.1 Mathematische Analyse der idealen Konstellation
In der stabil-idealen Konstellation besteht das Referenzset fu¨r die ineffiziente Beobach-
tung 5 (Gruppe A) ausschliesslich aus Beobachtungen der Gruppe B, d.h. die Beobach-
tungen 2 und 4 definieren das Referenzset. Die ineffiziente Beobachtung 6 der Gruppe B
wird an der durch die Beobachtungen 1 und 3 (beide Gruppe A) definierten Grenze
evaluiert (dies entspricht der instabil-idealen Konstellation). Nun wird der Gruppe A
gruppenspezifische Ineffizienz zugefu¨hrt: ΨA > 1; fu¨r die Gruppe B gilt ΨB = 1.
Die stabil-ideale Konstellation
Der Ineffizienzfaktor ΨB a¨ndert den Wert der Zielfunktion der beiden effizienten Beobach-
tungen 2 und 4 nicht, da der Ineffizienzfaktor ΨB gleich eins ist. Da die beiden Nebenbe-
dingungen 3.4 und 3.6 der Beobachtungen 1 und 3, die durch das ΨA vera¨ndert werden,
bei der Evaluation der effizienten Beobachtungen 2 und 4 irrelevant sind, gilt folglich16
z∗Ψj = z
∗
j j = 2, 4. (3.10)
Die optimale Lo¨sung der beiden effizienten Beobachtungen 2 und 4 nimmt in dieser Kon-
stellation nach der A¨nderung der Daten denselben Wert an.17
Anders sieht die Situation fu¨r die ineffiziente Beobachtung 5 aus. Nach der Multipli-
kation der Inputvektoren mit dem Ineffizienzfaktor ist die linke Seite von Nebenbedin-
gung 3.3 gro¨sser eins. Da die Nebenbedingung 3.3 immer bindend ist, muss der urspru¨ng-
lich optimale Vektor der virtuellen Multiplikatoren µ∗ mit dem reziproken Wert von ΨA
multipliziert werden. Nach wie vor besteht das Referenzset der Beobachtung 5 aus den
Beobachtungen 2 und 4. Mit den um den reziproken Faktor von ΨA reduzierten virtuellen
16Wobei z∗Ψj die optimale Lo¨sung der Beobachtung j nach der Vera¨nderung der Inputs ist.
17Dasselbe gilt fu¨r ineffiziente Beobachtungen (8, 10..., 20, ..., n) der Gruppe B, die auf diesen Abschnitt
projiziert werden, aber in diesem Beispiel nicht enthalten sind.
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Multiplikatoren nehmen die entsprechenden Nebenbedingungen 3.5 und 3.7 aber positi-
ve Werte an. Da diese bindend sein mu¨ssen, muss der Vektor der optimalen virtuellen
Multiplikatoren der Outputs ν∗ ebenfalls mit dem reziproken Wert von ΨA multipliziert
werden. Dies wirkt sich aber auf die Zielfunktion der Beobachtung 5 aus, welche einen
im Vergleich zur Ausgangslage (ohne gruppenspezifische Ineffizienz) kleineren Wert z∗Ψ
annimmt:
z∗Ψj = z
∗
j
1
ΨA
≤ z∗j j = 5. (3.11)
Die optimale Lo¨sung der ineffizienten Beobachtung 5 sinkt um den reziproken Wert von
ΨA. Diese Konstellation ist insofern als stabil zu bezeichnen, als dass das Referenzset
nicht durch die gruppenspezifische Ineffizienz tangiert wird. Eine Zunahme der gruppen-
spezifischen Ineffizienz wirkt sich immer vollumfa¨nglich auf die optimale Lo¨sung z∗ der
Beobachtung 5 aus.
Folgerung 3.5 In der stabil-idealen Konstellation a¨ndert die gruppenspezifische Ineffi-
zienz – unabha¨ngig von deren Ausmass – den Wert der Zielfunktion um den reziproken
Faktor der gruppenspezifischen Ineffizienz ( 1
ΨA
). Die gruppenspezifische Ineffizienz wird
vollumfa¨nglich erkannt und folglich sind die Effizienzdifferenzen valide.
Die instabil-ideale Konstellation
Wie wirkt sich die gruppenspezifische Ineffizienz auf die Zielfunktion der u¨brigen Beobach-
tungen der Gruppe A aus? Im Falle der beiden effizienten Beobachtungen 1 und 3 gilt,
dass die proportionale Ausdehnung der Inputs wieder eine reziproke Reduktion der op-
timalen virtuellen Multiplikatoren der Inputs µ∗ nach sich ziehen muss (sonst ist jeweils
die Nebenbedingung 3.3 nicht erfu¨llt). Die relevanten Nebenbedingungen 3.4 und 3.6 sind
nach wie vor automatisch erfu¨llt, da der Effekt der Ausweitung der Inputs und der Effekt
der reziprok reduzierten virtuellen Multiplikatoren sich gegenseitig aufheben:
z∗Ψj = z
∗
j j = 1, 3. (3.12)
Die optimalen virtuellen Multiplikatoren der Outputs bleiben unvera¨ndert und somit auch
der Wert der Zielfunktion.18 Die gruppenspezifischen Ineffizienz fu¨hrt in der instabil-
idealen Konstellation zu einer Verschiebung des effizienten Abschnitts, der durch die
Punkte 1 und 3 definiert wird, nach aussen, d.h. in Richtung mehr Inputs
18Dasselbe gilt auch fu¨r ineffiziente Beobachtungen (7, 9..., 19, ..., n − 1) der Gruppe A, die auf diesen
Abschnitt projiziert werden, aber in diesem Beispiel nicht enthalten sind.
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Schliesslich mu¨ssen noch die Konsequenzen der gruppenspezifischen Ineffizienz ΨA auf
die Beobachtung Nr. 6 (der Gruppe B) analysiert werden. Mit der Verschiebung der effizi-
enten Grenze wurden die optimalen virtuellen Multiplikatoren der Inputs µ∗ des entspre-
chenden effizienten Abschnittes im Vergleich zur Ausgangslage um den reziproken Faktor
ΨA reduziert. Da mit diesen reduzierten Multiplikatoren aber die Nebenbedingung 3.3 bei
der Evaluation der Beobachtung 6 nicht erfu¨llt ist (sie nimmt den reziproken Wert von ΨA
an), mu¨ssen diese wieder die urspru¨nglichen Werte annehmen, d.h. mit dem Faktor ΨA
multipliziert werden. Die Folge ist dann aber, dass die relevanten Nebenbedingungen 3.4
und 3.6 nicht bindend sind und eine Erho¨hung der virtuellen Multiplikatoren der Outputs
ν∗ um den Faktor ΨA mo¨glich ist, was eine entsprechende Zunahme der Zielfunktion um
den Faktor ΨA nach sich zieht:
z∗Ψj = z
∗
jΨ
A > z∗j j = 6. (3.13)
Wa¨hrend das Referenzset durch die zusa¨tzliche gruppenspezifische Ineffizienz nach aus-
sen verschoben wird, ohne die optimale Lo¨sung der Beobachtungen 1 und 3 zu tangieren,
nimmt die optimale Lo¨sung der Beobachtung 6 zu. Die Ineffizienzunterschiede nehmen
folglich mit zunehmender gruppenspezifischer Ineffizienz ab. Wird die gruppenspezifische
Ineffizienz der Gruppe A weiter erho¨ht, nimmt der Wert der Zielfunktion der Beobach-
tung 6 zu, bis er schliesslich den maximalen Wert von eins annimmt und gleichzeitig
die Beobachtungen 1 oder 3 ineffizient werden.19 Diese Konstellation ist instabil. Der
effiziente Abschnitt wird dann durch eine der beiden Beobachtungen 1 oder 3 und der Be-
obachtung 6 definiert: Die instabil-ideale Konstellation wird zur typischen Konstellation.
Folglich wird eine weiter erho¨hte gruppenspezifische Ineffizienz dieselben Konsequenzen
haben wie in der weiter unten erla¨uterten typischen Konstellation (vgl. Abbildung 3.5).
Folgerung 3.6 In der instabil-idealen Konstellation hat eine kleine Zunahme der grup-
penspezifischen Ineffizienz keinen Einfluss auf die optimalen Lo¨sungen z∗ dieser Gruppe.
Die Effizienz derjenigen Beobachtungen, die nicht dieser Gruppe angeho¨ren, nimmt jedoch
proportional zur gruppenspezifischen Ineffizienz zu. Somit wirkt sich die gruppenspezifische
Ineffizienz in vollem Ausmass auf die Effizienzunterschiede aus: Die gruppenspezifische
Ineffizienz wird erkannt und folglich sind die Effizienzdifferenzen valide.
Zu beachten ist, dass gro¨ssere A¨nderungen der gruppenspezifischen Ineffizienz dazu fu¨hren,
19Dies ist genau dann erreicht, wenn die gruppenspezifische Ineffizienz ΨA der Ineffizienz der am we-
nigsten ineffizienten Beobachtung der Gruppe B entspricht.
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dass nach und nach urspru¨nglich effiziente Beobachtungen ineffizient werden. Das Refe-
renzset besteht dann aber aus Beobachtungen beider Gruppen (die typische Konstellati-
on). Bei einer weiteren Erho¨hung der gruppenspezifischen Ineffizienz wird das Referenzset
schliesslich vollsta¨ndig durch Beobachtungen der Gruppe ohne gruppenspezifische Ineffi-
zienz definiert (dies entspricht der stabil-idealen Konstellation).
3.3.2 Mathematische Analyse der nicht-idealen Konstellation
In der nicht-idealen Konstellation werden die ineffizienten Beobachtungen 5 und 6 an
den effizienten Abschnitten evaluiert, die durch die effizienten Beobachtungen derselben
Gruppe definiert werden: Die Beobachtung 5 wird an den Beobachtungen 1 und 3, die
Beobachtung 6 dagegen an den Beobachtungen 2 und 4 evaluiert. Wieder wird gruppen-
spezifische radiale Ineffizienz bei der Gruppe A eingefu¨hrt: ΨA > 1, fu¨r die Gruppe B gilt
wieder ΨB = 1. Fu¨r die Beobachtungen der Gruppe B a¨ndert sich nichts, da die relevanten
Inputmengen unvera¨ndert und folglich die relevanten Nebenbedingungen 3.5 und 3.7 wie
in der Ausgangslage bindend bleiben:
z∗Ψj = z
∗
j j = 2, 4, 6. (3.14)
Fu¨r die Beobachtungen der Gruppe A gilt, dass die jeweilige Erfu¨llung der Nebenbedin-
gung 3.3 bedingt, dass die optimalen virtuellen Multiplikatoren der Inputs µ∗ im Vergleich
zur Ausgangslage um den reziproken Faktor ΨA reduziert werden mu¨ssen. Diese Vera¨nde-
rung der virtuellen Multiplikatoren gleicht aber die Ineffizienz in den Inputs in den rele-
vanten Nebenbedingungen 3.4 und 3.6 aus. Damit bleiben diese bindend, ohne dass die
virtuellen Multiplikatoren der Outputs ν∗ angepasst werden mu¨ssen. Folglich a¨ndert sich
auch nicht der Wert der Zielfunktion:
z∗Ψj = z
∗
j j = 1, 3, 5. (3.15)
In dieser Situation ist der Wert der Zielfunktion fu¨r beide Gruppen unabha¨ngig von grup-
penspezifischer Ineffizienz. Dies gilt solange, bis eine der beiden effizienten Beobachtung-
en 1 oder 3 von einer Beobachtung der Gruppe B oder einer konvexen Linearkombination
von Beobachtungen dominiert wird. Erst dann reagiert die Zielfunktion auf eine weitere
Erho¨hung der gruppenspezifischen Ineffizienz.
Folgerung 3.7 In der nicht-idealen Konstellation wirkt sich die gruppenspezifische In-
effizienz nie auf den Wert der Zielfunktion aus. Die Effizienzdifferenzen bleiben daher
unvera¨ndert und folglich ko¨nnen diese nicht bzw. nur zufa¨llig unverzerrt sein.
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3.3.3 Mathematische Analyse der typischen Konstellation
Nun soll die typische Konstellation analysiert werden: Das Referenzset der ineffizienten
Beobachtungen (5 und 6) bilden Beobachtungen beider Gruppen. In diesem Beispiel bilden
die beiden Beobachtungen 2 (Gruppe B) und 3 (Gruppe A) gemeinsam einen effizienten
Abschnitt. Wieder wird die gruppenspezifische Ineffizienz bei der Gruppe A eingefu¨hrt:
ΨA > 1 (ΨB = 1). Der relevante effiziente Abschnitt wird nun durch die Nebenbedingun-
gen 3.5 und 3.6 definiert. Wird nun, damit die Nebenbedingung 3.3 bei der Evaluation der
Beobachtung 3 erfu¨llt bleibt, der optimale Vektor der virtuellen Multiplikatoren der Inputs
µ∗ mit dem reziproken Wert von ΨA multipliziert, nimmt die Nebenbedingung 3.5 einen
positiven Wert an, wa¨hrend die Nebenbedingung 3.6 unvera¨ndert bleibt (wieder wird die
Ausdehnung der Inputs durch die reziproke Vera¨nderung der virtuellen Multiplikatoren µ∗
kompensiert). Die beiden Nebenbedingungen 3.5 und 3.6 ko¨nnen nicht simultan u¨ber eine
Vera¨nderung der virtuellen Multiplikatoren der Outputs ν∗ bindend werden: Wu¨rden die
virtuellen Multiplikatoren der Outputs ν∗ verringert, damit die Nebenbedingung 3.5 bin-
dend ist, ha¨tte dies gleichzeitig zur Folge, dass die Nebenbedingung 3.6 negativ wird. Die
einzige Mo¨glichkeit, dass beide Nebenbedingungen simultan bindend sind, besteht darin,
die Zusammensetzung des Vektors µ∗ anzupassen. Die beiden Nebenbedingungen ko¨nnen
nur dann erfu¨llt sein, wenn die von Beobachtung 3 relativ intensiv genutzten Inputs ein
relativ kleineres Gewicht bekommen (die Umschichtung muss wie immer unter Einhaltung
der Nebenbedingung 3.3 erfolgen). Beide Beobachtungen (2 und 3) bleiben effizient; die
Beobachtung 3 wird allerdings dann ineffizient, wenn eine beliebige konvexe Linearkombi-
nation von anderen effizienten Beobachtungen oder eine in der Ausgangslage ineffiziente
Beobachtung der Gruppe B die Beobachtung 3 dominiert. Mit zunehmender gruppenspe-
zifischer Ineffizienz wird die typische Konstellation zu einer stabil-idealen Konstellation,
bei der alle Beobachtungen des Referenzsets der Gruppe B entstammen.
Die Auswirkung der gruppenspezifischen Ineffizienz auf die ineffizienten Beobachtung-
en 5 und 6 la¨sst sich quantitativ nur anhand des in Abschnitt 2.2.3 vorgestellten dualen
Envelopment Problems herleiten. Das Lineare Programm ist in der folgenden Gleichung
explizit aufgefu¨hrt, wobei das erste Subskript die Beobachtung j, das zweite Subskript
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den Input bzw. den Output kennzeichnet:
min θj
s.t. yj1 − λ1y11 − λ2y21 − λ3y31 − λ4y41 − λ5y51 − λ6y61 ≤ 0
...
...
yjs − λ1y1s − λ2y2s − λ3y3s − λ4y4s − λ5y5s − λ6y6s ≤ 0
θxj1Ψ
A,B − λ1x11ΨA − λ2x21 − λ3x31ΨA − λ4x41 − λ5x51ΨA − λ6x61 ≥ 0
...
...
θxjmΨ
A,B − λ1x1mΨA − λ2x2m − λ3x3mΨA − λ4x4m − λ5x5mΨA − λ6x6m ≥ 0
Da in dieser Konstellation die Beobachtungen 2 und 3 den relevanten Abschnitt definieren,
sind nur λ∗2 und λ
∗
3 gro¨sser null. Alle Terme, die λ
∗
1,4,5,6 enthalten, ko¨nnen folglich eliminiert
werden. Zudem wird die gruppenspezifische Ineffizienz eingefu¨hrt; x31 bis x3m nehmen um
den Faktor ΨA zu. Das Lineare Programm kann nun fu¨r die Beobachtung 6 (Gruppe B,
ohne gruppenspezifische Ineffizienz) vereinfacht dargestellt werden:
min θ6
s.t. y61 ≤+ λ2y21 + λ3y31
...
...
y6s ≤+ λ2y2s + λ3y3s
θx61 ≥+ λ2x21 + λ3x31ΨA
...
...
θx6m ≥+ λ2x2m + λ3x3mΨA
Es ergibt sich folgendes Bild: Da bei kleinen A¨nderungen das Verha¨ltnis λ∗2 zu λ
∗
3 konstant
bleibt, nimmt fu¨r den ersten Input der Wert der Summe von λ∗2x21 und λ
∗
3x31 um den
Faktor
λ∗2x21+λ
∗
3x31Ψ
A
λ∗2x21+λ
∗
3x31
zu.20 Dasselbe gilt fu¨r die Nebenbedingungen der u¨brigen Inputs
2, ...,m. Da die Inputs der Beobachtung 6 im Vergleich zur Ausgangslage unvera¨ndert
bleiben (ΨB = 0), muss die linke Seite des vereinfachten Linearen Programms ebenfalls
um denselben Faktor zunehmen:21
θ∗Ψj = θ
∗
j (Ψ
A λ
∗
3
λ∗2 + λ
∗
3
+
λ∗2
λ∗2 + λ
∗
3
) ≥ θ∗j j = 6. (3.16)
20Die optimalen Gewichte λ∗ der Linearkombination, die im Envelopment Problem zum minimalen θ∗
fu¨hren, verschieben sich zuungunsten der ineffizienter werdenden Beobachtung. m.a.W. der Anteil des
Gewichts der Beobachtung 3, λ
∗
3
λ∗2+λ
∗
3
, nimmt mit zunehmender gruppenspezifischer Ineffizienz ab.
21Anhand des Strahlensatzes la¨sst sich zeigen, dass λ
∗
3
λ∗2+λ
∗
3
= λ
∗
3x3i
λ∗2x2i+λ
∗
3x3i
fu¨r jeden Input i erfu¨llt ist.
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Da der Klammerausdruck nur Werte gro¨sser gleich eins annehmen kann, wird die Effizienz
der Beobachtungen der Gruppe B nie abnehmen. Im Extremfall mit
λ∗3
λ∗2+λ
∗
3
= 0 (folglich
ist
λ∗2
λ∗2+λ
∗
3
= 1) hat die gruppenspezifische Ineffizienz keinen Einfluss auf die optimale
Lo¨sung θ∗j . Die Gleichung 3.16 reduziert sich dann zu Gleichung 3.14. Im zweiten Ex-
tremfall (
λ∗3
λ∗2+λ
∗
3
= 1) erho¨ht die gruppenspezifische Ineffizienz die optimale Lo¨sung θ∗j der
Beobachtung 6 proportional um den Faktor ΨA.22 Die Gleichung 3.16 reduziert sich dann
zu Gleichung 3.13. Diese beiden Fa¨lle definieren somit die untere und obere Schranke fu¨r
die U¨bertragung der gruppenspezifischen Ineffizienz auf die optimale Lo¨sung.23 Zwischen
den beiden Extremen vera¨ndert sich die Lo¨sung folglich unterproportional zu ΨA.
Fu¨r die Beobachtung 5 ist das folgende Lineare Programm relevant:
min θ6
s.t. y51 ≤+ λ2y21 + λ3y31
...
...
y5s ≤+ λ2y2s + λ3y3s
θx51Ψ
A ≥+ λ2x21 + λ3x31ΨA
...
...
θx5mΨ
A ≥+ λ2x2m + λ3x3mΨA
Auf den linken Seiten der Nebenbedingungen sind nun die Outputs und Inputs der zu eva-
luierenden Beobachtung 5 aufgefu¨hrt. Die Inputs 1, ...,m werden mit der gruppenspezifi-
schen Ineffizienz ΨA multipliziert. Die Summe der beiden Referenzinputs auf der rechten
Seite der jeweiligen Nebenbedingung nimmt wieder um den Faktor (ΨA
λ∗3
λ∗2+λ
∗
3
+
λ∗2
λ∗2+λ
∗
3
) zu.
Im Gegensatz zur Beobachtung 6 nimmt bei der Evaluation der Beobachtung 5 die linken
Seite der Nebenbedingung der Inputs im vereinfachten Envelopment Problem ebenfalls
um den Faktor ΨA zu:
θ∗Ψ5 Ψ
A = θ∗5(Ψ
A λ
∗
3
λ∗2 + λ
∗
3
+
λ∗2
λ∗2 + λ
∗
3
). (3.17)
Die Division von Gleichung 3.17 durch ΨA ergibt:
θ∗Ψj =
1
ΨA
θ∗j (Ψ
A λ
∗
3
λ∗2 + λ
∗
3
+
λ∗2
λ∗2 + λ
∗
3
) ≤ θ∗j j = 5. (3.18)
22Dies gilt, bis die Beobachtung 6 effizient und die Beobachtung 3 ineffizient wird. Dann ist der ent-
sprechende effiziente Abschnitt ausschliesslich durch Beobachtungen der Gruppe B definiert und somit
unabha¨ngig von gruppenspezifischer Ineffizienz.
23Zudem wird ersichtlich, dass in den beiden Extremfa¨llen die gruppenspezifische Ineffizienz im gleichen
Ausmass auf die optimale Lo¨sung u¨bertragen wird wie in der nicht-idealen bzw. idealen Konstellation.
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Die optimale Lo¨sung θ∗j nimmt folglich im Vergleich zur Ausgangslage ohne gruppenspe-
zifische Ineffizienz einen niedrigeren Wert an. Wieder sind zwei Extremfa¨lle zu unterschei-
den. Ist
λ∗3
λ∗2+λ
∗
3
= 0, senkt die gruppenspezifische Ineffizienz ΨA den Wert der optimalen
Lo¨sung θ∗5 um den reziproken Wert von Ψ
A (womit Gleichung 3.18 identisch ist mit Glei-
chung 3.11). Ist dagegen
λ∗3
λ∗2+λ
∗
3
= 1, heben sich die Ψs im Nenner und Za¨hler gegenseitig
auf und die gruppenspezifische Ineffizienz hat keinen Einfluss auf die optimale Lo¨sung von
θ∗5. Auch hier wird ersichtlich, dass in diesem Fall die Gleichung 3.18 der Gleichung 3.15
entspricht. Wieder stellen die beiden Extremfa¨lle Schranken dar, in allen anderen Fa¨llen
u¨bertra¨gt sich die gruppenspezifische Ineffizienz unterproportional zu 1
ΨA
.
Auch wenn diese beiden Resultate nur fu¨r kleine Vera¨nderungen der Daten, d.h. fu¨r
eine relativ kleine gruppenspezifische Ineffizienz, Gu¨ltigkeit haben, la¨sst sich eine Aussa-
ge ableiten: Je gro¨sser der Anteil der Gewichte
∑
λ∗∈A der Referenzbeobachtungen der
Gruppe A an der Summe der Gewichte
∑
λ∗ ist, desto kleiner sind die Auswirkungen
der gruppenspezifischen Ineffizienz auf die optimale Lo¨sung der DEA und vice versa. Die-
se Erkenntnis la¨sst sich anhand der beiden Extremfa¨lle, die ideale bzw. die nicht-ideale
Konstellation, illustrieren. In der idealen Konstellation ist der Anteil der Gewichte
∑
λ∗∈A
einer Beobachtung der Gruppe A an der Summe der Gewichte
∑
λ∗ gleich null. Folglich
ist der Anteil der Gewichte
∑
λ∗∈B gleich eins. Dies bedeutet, dass alle Beobachtungen des
Referenzsets der Gruppe B angeho¨ren. In der nicht-idealen Konstellation ist dagegen der
Anteil der Gewichte
∑
λ∗∈A an der Summe der Gewichte gleich eins: Alle Beobachtungen
des Referenzsets geho¨ren zur Gruppe A.
Wird die gruppenspezifische Ineffizienz weiter erho¨ht, wird die effiziente Beobachtung
der Gruppe A ineffizient und es tritt die oben erla¨uterte stabil-ideale Konstellation auf.
Folgerung 3.8 In der typischen Konstellation wird die gruppenspezifische Ineffizienz teil-
weise erkannt. Die ineffizienten Beobachtungen der von der gruppenspezifischen Ineffizi-
enz betroffenen Gruppe werden ineffizienter, wa¨hrend die ineffizienten Beobachtungen der
anderen Gruppe effizienter werden: Die Ineffizienzunterschiede nehmen folglich zu. In wel-
chem Ausmass die gruppenspezifische Ineffizienz erkannt wird, ha¨ngt von den Daten (bzw.
von der Verteilung der optimalen Gewichte λ∗) ab und kann erst a posteriori quantifiziert
werden.
Die Resultate der mathematischen Analyse besta¨tigen die bisherigen Erkenntnisse aus
dem Abschnitt 3.2. Die gruppenspezifische Ineffizienz kann in der nicht-idealen Konstel-
lation nicht erkannt werden: Diese Situation tritt auf, wenn eine Gruppe eigene effiziente
62 Kapitel 3 Konsistenzprobleme der Data Envelopment Analysis
Abschnitte auf der GPM definiert. Solche Abschnitte sind vollsta¨ndig von den Beobach-
tungen der u¨brigen Gruppen unabha¨ngig. Die gruppenspezifische Ineffizienz wird dagegen
in der stabil- und instabil-idealen Konstellation vollsta¨ndig identifiziert. Zwischen diesen
beiden Extremfa¨llen liegt die typische Konstellation: Die gruppenspezifische Ineffizienz
kann teilweise erkannt werden.
3.3.4 Fazit zur statistischen Fundierung der DEA
Wird die gruppenspezifische Ineffizienz nicht oder nur teilweise erkannt, sind die Effizi-
enzdifferenzen nicht valide. Diese Gefahr besteht, wenn sich die Rahmenbedingungen fu¨r
die verschiedene Gruppen von Beobachtungen unterscheiden und zu systematisch unter-
schiedlichen Input-Outputkombinationen fu¨hren. Die implizite Konsistenzbedingung (die
Beobachtungen sind unabha¨ngig und identisch in der Technologiemenge verteilt) ist dann
verletzt. Somit ist nicht sichergestellt, dass die Verzerrungen im Erwartungswert fu¨r alle
Gruppen von Beobachtungen gleich gross sind und die Effizienzdifferenzen sind nicht bzw.
nur zufa¨llig valide.
Die erweiterte explizite Bedingung, die unabha¨ngig von der impliziten Konsistenzbe-
dingung zu konsistenten Scha¨tzern der Effizienz fu¨hrt, lautet: Die DEA ist dann eine
konsistente Methode zur Scha¨tzung der Effizienz, wenn die Wahrscheinlichkeit einer fast
vollsta¨ndig effizienten Beobachtung nicht auf die Grundgesamtheit insgesamt, sondern auf
jede Teilmenge der Grundgesamtheit, die eine Technologie (einen Abschnitt der GPM)
definiert, bezogen ist. Nur so ist gewa¨hrleistet, dass die Scha¨tzer der DEA auch unter den
abgeschwa¨chten Annahmen (die Beobachtungen sind nicht unabha¨ngig und identisch in
der Technologiemenge verteilt) konsistent sind. Eine Argumentation ko¨nnte darauf abzie-
len, dass mit zunehmender Stichprobengro¨sse und besonders im Extremfall einer unendlich
grossen Stichprobe sichergestellt ist, dass jeder Abschnitt der GPM durch vollsta¨ndig effi-
ziente Beobachtungen definiert wird. Dieses Argument trifft allgemein aber nur unter der
erweiterten expliziten Konsistenzbedingung zu, wonach die zu Grunde liegenden wahren
Dichtefunktionen der Effizienz fu¨r alle Gruppen von Beobachtungen (d.h. der Gruppe A
und B) am oberen Ende des Definitionsbereiches24 strikt positive Werte annehmen – eine
Annahme, die – wie die urspru¨ngliche explizite Konsistenzbedingung – nicht u¨berpru¨ft
werden kann.
Die Bedingung fu¨r (asymptotisch) valide Effizienzdifferenzen lautet: Die gescha¨tzte Ef-
24Das obere Ende des Definitionsbereichs ist durch vollsta¨ndige Effizienz definiert.
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fizienz ist im Erwartungswert gleich stark verzerrt, wenn die Wahrscheinlichkeit einer fast
vollsta¨ndig effizienten Beobachtung fu¨r jede Teilstichprobe, die eine Technologie definiert,
gleich gross ist.
Die Konsistenz der Scha¨tzer der Effizienz und die Validita¨t der gescha¨tzten Effizienzdif-
ferenzen der DEA sind an Annahmen u¨ber die Effizienzverteilungen geknu¨pft; Annahmen,
die im Rahmen einer empirischen Forschung nicht u¨berpru¨ft werden ko¨nnen. Es besteht
folglich die latente Gefahr unterschiedlich stark verzerrt gescha¨tzter Effizienz und nicht
valider Effizienzdifferenzen. Wie soll in der empirischen Forschung mit dieser Situationen
umgegangen werden? Diese Frage ist Gegenstand des na¨chsten Abschnittes.
3.4 Konsistenzprobleme der DEA in der empirischen
Forschung
3.4.1 Identifikation nicht-idealer Konstellationen
Die Frage stellt sich, ob im Rahmen der empirischen Forschung nicht-ideale Konstellatio-
nen identifiziert werden sollen. Wird darauf verzichtet, besteht eine erho¨hte Wahrschein-
lichkeit, dass Hypothesen zu unrecht abgewiesen oder zu unrecht nicht abgewiesen werden.
Solche potentiellen Fehler erster oder zweiter Art stellen die Resultate einer Effizienzmes-
sung im Rahmen einer empirische Forschung in Frage. Die Kosten solcher Fehler du¨rften
gerade in volkswirtschaftlichen Anwendungen den Zusatzaufwand rechtfertigen.
Wie sollen aber nicht-ideale Konstellationen identifiziert werden, und wie kann die Ge-
samtheit aller effizienten Abschnitte der GPM beurteilt werden? Grundsa¨tzlich bestehen
zwei Mo¨glichkeiten, um gruppenspezifisch unabha¨ngige effiziente Abschnitte (nicht-ideale
Konstellationen) zu identifizieren. Die erste besteht darin, anhand statistischer Methoden
nach systematischen Zusammenha¨ngen zwischen Variablen, die die Rahmenbedingungen
erfassen, und Inputs und Outputs zu suchen. Ein eventueller Zusammenhang kann z.B. an-
hand einer Korrelationsanalyse festgestellt werden: Eine starke Korrelation zwischen den
Input-Outputtransformationen und den die Rahmenbedingungen erfassenden Variablen
ist ein Indiz fu¨r die Existenz von nicht-idealen Konstellationen.
Die zweite Variante besteht darin, direkt zu untersuchen, welche Beobachtungen die
effizienten Abschnitte definieren.25 Eine Auswertung der Zusammensetzung der GPM,
25Die dazu notwendigen Informationen sind Teil der Lo¨sung der Linearen Programme, welche aber –
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welche aus einer Vielzahl einzeln zu bewertender Abschnitte bestehen kann, ist eine auf-
wendige Angelegenheit. Zudem stellt sich die Frage, wie die GPM insgesamt beurteilt
werden soll, falls sich diese aus idealen, nicht-idealen und typischen Konstellationen zu-
sammensetzt; in Abschnitt 3.3 wurde immer nur jeweils eine Konstellation analysiert.
Ein Beispiel soll zeigen, wie sich eine A¨nderung der Inputvektoren auf die durchschnittli-
che Effizienz der beiden Gruppen auswirkt, falls verschiedene Konstellationen auftreten.
Der Anteil der Beobachtungen der Gruppe A in stabil-idealen Konstellationen sei α, die
u¨brigen Beobachtungen seien in der instabil-idealen oder nicht-idealen Konstellation ver-
treten. Nach einer A¨nderung der Inputvektoren der Gruppe A um den Faktor ΨA wird
die durchschnittliche Effizienz z¯∗Ψ
A
A der Gruppe A neu
z¯∗Ψ
A
A =
α
ΨA
∗ z¯∗A + (1− α) ∗ z¯∗A (3.19)
betragen (vgl. Folgerungen 3.5 und 3.7). Je nach dem wie stark die einzelnen Konstel-
lationen vertreten sind, bleibt die durchschnittliche Effizienz z¯∗Ψ
A
A unvera¨ndert (α = 0),
vera¨ndert sich partiell (0 < α < 1) oder vollsta¨ndig, d.h. um den Faktor 1
ΨA
(α = 1).
In diesem Beispiel sei zudem der Anteil der Beobachtungen der Gruppe B in instabil-
idealen β, der Rest sei in stabil-idealen bzw. nicht-idealen Konstellationen vertreten. Die
durchschnittliche Effizienz z¯∗Ψ
A
B der Gruppe B entspricht nach der Vera¨nderung der In-
putvektoren der Gruppe A
z¯∗Ψ
A
B = β ∗ΨA ∗ z¯∗B + (1− β) ∗ z¯∗B. (3.20)
Die durchschnittliche Effizienz der Gruppe B bleibt fu¨r β = 0 unvera¨ndert, vera¨ndert
sich partiell (0 < β < 1) oder vollsta¨ndig, d.h. um den Faktor ΨA falls β = 1 gilt
(vgl. Folgerungen 3.6 und 3.7). Die A¨nderung der Inputvektoren der Gruppe A wirkt
sich in Abha¨ngigkeit der Verteilung der stabil-idealen, instabil-idealen, nicht-idealen und
typischen Konstellation unterschiedlich stark auf die durchschnittliche Effizienz der beiden
Gruppen aus.
Der zweiten Variante, der Analyse der Zusammensetzung der GPM, sollte der Vor-
zug gegeben werden, da anhand der Korrelationskoeffizienten lediglich zentrale Zusam-
menha¨nge erkannt werden ko¨nnen. Einige wenige Ausreisser wirken sich nur marginal auf
den Wert des Korrelationskoeffizienten aus. In der DEA definieren aber einzelne extre-
me Beobachtungen die effizienten Abschnitte. Der Korrelationskoeffizient, der zentrale
im Gegensatz zur ersten Variante – erst nach erfolgter Effizienzmessung vorliegen.
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Zusammenha¨nge der Daten erfasst, eignet sich nicht zur Beschreibung einer Teilmenge
der Daten, die systematisch unterschiedliche Eigenschaften aufweist. Die effizienten Be-
obachtungen sind aber eine in diesem Sinne extreme Teilmenge aller Beobachtungen. Eine
geringe Korrelation zwischen dem Inputverha¨ltnis und der Gruppenzugeho¨rigkeit garan-
tiert daher noch nicht eine ideale Konstellation und vice versa. In der Abbildung 3.6a) ist
die nicht-ideale Konstellation dargestellt; das Inputverha¨ltnis der Beobachtungen ist mit
der Gruppenzugeho¨rigkeit korreliert. In der Abbildung 3.6b) ist eine ideale Konstellation
dargestellt. Wieder sind die Inputverha¨ltnisse mit der Gruppenzugeho¨rigkeit korreliert –
im Gegensatz zur Abbildung 3.6a) definieren nun aber Beobachtungen der Gruppe A das
Referenzset der ineffizienten Beobachtungen der Gruppe B und vice versa. Auch wenn der
Korrelationskoeffizient kleiner ausfallen mu¨sste als in der nicht-idealen Konstellation, la¨sst
er i.d.R. keinen eindeutigen Ru¨ckschluss auf die Existenz nicht-idealer Konstellationen zu.
Abbildung 3.6: Mit der Gruppenzugeho¨rigkeit korrelierte Inputverha¨ltnisse
Gruppe A
Gruppe B
Input 1
Input 2
A
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X
Y
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3.4.2 Eine Kennzahl zur Bewertung der Daten: Das Validita¨ts-
mass der Effizienzdifferenzen
Wie erwa¨hnt wurde, ist es im Rahmen einer empirischen Effizienzmessung nicht mo¨glich,
die Konsistenzbedingungen zu u¨berpru¨fen und die Verzerrung der gescha¨tzten Effizienz zu
ermitteln. Fu¨r die Hypothesentests bezu¨glich der Effizienzmittelwerte von Gruppen von
Beobachtungen ist aber nicht das Niveau der Effizienz, das durch die Verzerrung beein-
flusst wird, sondern lediglich die Effizienzdifferenz relevant. Die Validita¨t der Effizienzdif-
ferenz la¨sst sich im Rahmen einer empirischen DEA mit der im Folgenden entwickelten
Kennzahl ermitteln.
Im Rahmen einer Sensitivita¨tsanalyse la¨sst sich fu¨r jede Gruppe von Beobachtungen
die relative Vera¨nderung der durchschnittlichen Effizienz z¯∗ bezu¨glich einer Vera¨nderung
der gruppenspezifischen Ineffizienz ΨA bestimmen. Dabei werden die Inputs der zu evalu-
ierenden Untergruppe A mit dem Faktor ΨA multipliziert, die DEA wird wiederholt und
∆AΨA , der Anteil der effektiv realisierten relativen Vera¨nderung der durchschnittlichen
Effizienz der Gruppe A an der maximal mo¨glichen relativen Vera¨nderung der Effizienz
der Gruppe A (infolge der Vera¨nderung der Inputvektoren der Gruppe A), wird gema¨ss
Gleichung 3.21 berechnet:
∆AΨA =
z¯∗A−z¯∗Ψ
A
A
z¯∗A
1− 1
ΨA
∀j ∈ A. (3.21)
In Gleichung 3.21 ist z¯∗A die durchschnittliche Effizienz der Beobachtungen der Gruppe A
vor der Vera¨nderung der Inputvektoren. Dagegen entspricht z¯∗Ψ
A
A der durchschnittlichen
Effizienz nach der Vera¨nderung der Daten. Der Za¨hler in Gleichung 3.21 entspricht so-
mit der relativen Vera¨nderung der durchschnittlichen Effizienz der Beobachtungen der
Gruppe A infolge der Vera¨nderung der Inputvektoren um den Faktor ΨA. Der Nenner
ist gleich der wahren relativen Vera¨nderung der durchschnittlichen Effizienz infolge der
Vera¨nderung der Inputvektoren, d.h. die Vera¨nderung, die in der stabil-idealen Konstel-
lation realisiert wu¨rde.26 Durch diese Normierung ist gewa¨hrleistet, dass ∆AΨA auf Werte
zwischen null und eins beschra¨nkt ist. Die Kennzahl ∆AΨA gibt den prozentualen Anteil
einer Vera¨nderung der Inputvektoren an, der sich auf die durchschnittliche Effizienz z¯∗A
der Gruppe A u¨bertra¨gt. Ein Wert von eins wird realisiert, wenn alle Beobachtungen
26Da eine proportionale Vera¨nderung aller Inputs zu einer entsprechenden reziproken Vera¨nderung der
optimalen Lo¨sung fu¨hrt, wird im Nenner der reziproke Wert von ΨA verwendet (vgl. Folgerung 3.5).
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der Gruppe A in stabil-idealen Konstellationen auftreten, wa¨hrend ein Wert von null auf
ausschliesslich nicht-ideale Konstellationen hinweist.27 In Abbildung 3.7a) ist eine stabil-
ideale Konstellation dargestellt: Die beiden Beobachtungen X und Y der Gruppe B de-
finieren das Referenzset der Beobachtungen der Gruppe A. Die urspru¨ngliche Situation
der Gruppe A ist grau dargestellt. Die Vera¨nderung der Inputs fu¨hrt zu einer reziproken
Abnahme der durchschnittlichen Effizienz der Beobachtungen der Gruppe A und ∆AΨA
nimmt folglich einen Wert von eins an.
Die Folgerung 3.6 besagt, dass in der instabil-idealen Konstellation die Effizienzwerte
der der Gruppe A unvera¨ndert bleiben, eine Vera¨nderung der Inputvektoren der Gruppe A
aber die Effizienzwerte der Gruppe B beeinflusst und somit fu¨r die Effizienzdifferenz zwi-
schen den beiden Gruppen relevant ist. Da davon ausgegangen werden muss, dass in einer
empirischen Anwendung alle Konstellationen – d.h. auch die instabil-ideale – simultan
auftreten, muss die Vera¨nderung der durchschnittlichen Effizienz der Gruppe B infolge
einer Vera¨nderung der Inputvektoren der Gruppe A beru¨cksichtigt werden. Die instabil-
ideale Konstellation ist in Abbildung 3.7b) dargestellt; die beiden Beobachtungen C und
D der Gruppe A definieren das Referenzset fu¨r die ineffizienten Beobachtungen der Grup-
pe B. Eine Vera¨nderung der Inputs der Gruppe A fu¨hrt nicht zu einer Vera¨nderung der
gescha¨tzten Effizienz der Beobachtungen C und D: In Gleichung 3.21 ist z¯∗A = z¯
∗ΨA
A und
folglich nimmt ∆AΨA einen Wert von null an. Die Vera¨nderung der Inputvektoren der Grup-
pe A hat in Abbildung 3.7b) aber Konsequenzen fu¨r die Beobachtungen der Gruppe B:
Die Effizienz der Beobachtungen der Gruppe B nimmt proportional zu ΨA zu (vgl. Folge-
rung 3.6). Der Anteil der effektiv realisierten relativen Vera¨nderung der durchschnittlichen
Effizienz der Gruppe B an der maximal mo¨glichen relativen Vera¨nderung der Effizienz der
Gruppe B infolge einer Vera¨nderung der Inputvektoren der Gruppe A entspricht
∆BΨA = −
z¯∗B−z¯∗Ψ
A
B
z¯∗B
1−ΨA ∀j ∈ B. (3.22)
27Dass der Wertebereich von ∆AΨA auf einem Intervall zwischen null und eins beschra¨nkt ist wird
ersichtlich, wenn z¯∗Ψ
A
A in Gleichung 3.21 durch die rechte Seite von Gleichung 3.19 ersetzt wird:
∆AΨA =
z¯∗A − ( αΨA ∗ z¯∗A + (1− α) ∗ z¯∗A)
z¯∗A
/(1− 1
ΨA
).
Ku¨rzen ergibt den folgenden Ausdruck: ∆AΨA = (α− αΨA )/(1− 1ΨA ), der fu¨r α = 0 den Wert null und fu¨r
α = 1 den Wert eins annimmt.
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Abbildung 3.7: Die beiden Komponenten des Validita¨tsmasses
Gruppe A
Input 1
Input 2
X
Y
Input 1
a) b)
C
D
Gruppe B
C'
D'
Input 2
∆BΨA ist dabei auf Werte zwischen minus eins und null beschra¨nkt.
28 Ein Wert von minus
eins wird realisiert, wenn die Beobachtungen der Gruppe B ausschliesslich in instabil-
idealen Konstellationen auftreten [wie in der Abbildung 3.7b)], ein Wert von null dagegen
ist ein Indiz dafu¨r, dass ausschliesslich nicht-ideale Konstellationen vorliegen.29
Ist die GPM vorwiegend durch stabil-ideale Konstellationen gekennzeichnet, wird ∆AΨA
im Verha¨ltnis zu ∆BΨA einen grossen Wert annehmen. U¨berwiegt dagegen die instabil-ideale
28Dass der Wertebereich von ∆BΨA auf einem Intervall zwischen minus eins und null beschra¨nkt ist wird
ersichtlich, wenn z¯∗Ψ
A
B in Gleichung 3.22 durch die rechte Seite von Gleichung 3.20 ersetzt wird:
∆BΨA = −
z¯∗B − (β ∗ΨA ∗ z¯∗B + (1− β) ∗ z¯∗B)
z¯∗B
/(1−ΨA).
Ku¨rzen ergibt den folgenden Ausdruck: ∆BΨA = −β(1−ΨA)/(1−ΨA), der fu¨r β = 0 den Wert null und
fu¨r β = 1 den Wert minus eins annimmt.
29Der Za¨hler in Gleichung 3.22 erfasst in Analogie zu Gleichung 3.21 die durchschnittliche Effizienz vor
und nach der A¨nderung der Inputvektoren der Gruppe A, bezieht sich allerdings auf die durchschnittliche
Effizienz der Gruppe B. Die beiden Nenner, die die maximal mo¨glichen Vera¨nderungen der durchschnitt-
lichen Effizienz ausweisen, unterscheiden sich dagegen: In Folgerung 3.5 wurde festgehalten, dass eine
Vera¨nderung der Inputvektoren der Gruppe A einen reziproken Effekt auf die Effizienz hat. Daher ist
im Nenner der Gleichung 3.21 ΨA reziprok beru¨cksichtigt. Eine Aussage der Folgerung 3.6 ist, dass eine
Vera¨nderung der Inputvektoren einen proportionalen Effekt auf die Effizienz hat – daher wird ΨA in
Gleichung 3.22 entsprechend beru¨cksichtigt.
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Konstellation, wird ∆BΨA einen Wert nahe bei minus eins annehmen, wa¨hrend fu¨r ∆
A
ΨA ein
Wert um null realisiert wird. Ist die GPM mehrheitlich durch nicht-idealen Konstellation
gekennzeichnet, nimmt sowohl ∆AΨA wie auch ∆
B
ΨA einen Wert um null an.
Relevant ist, dass eine Vera¨nderung der Inputvektoren der Gruppe A einen Einfluss
auf die gescha¨tzte Effizienz der Gruppe A und B haben kann. Damit Aussagen zur Va-
lidita¨t der ermittelten Effizienzdifferenz gemacht werden ko¨nnen, ist es daher notwendig,
die Vera¨nderung der durchschnittlichen Effizienz beider Gruppen zu beru¨cksichtigen. Im
Folgenden wird die Validita¨t der Effizienzdifferenz zwischen den Gruppen A und B durch
das Validita¨tsmass der Effizienzdifferenz des Gruppenmerkmals A-B30 erfasst, das der
Summe der absoluten Werte von ∆AΨA und ∆
B
ΨA entspricht:
∆ABΨA = ∆
A
ΨA + |∆BΨA|. (3.23)
Das Validita¨tsmass ∆ABΨA ist theoretisch auf Werte zwischen null und zwei beschra¨nkt.
Nimmt das Validita¨tsmass einen Wert nahe bei null an, u¨berwiegt die nicht-ideale Kon-
stellation und es besteht die Gefahr verzerrter Effizienzdifferenzen. Eine Vera¨nderung der
Inputvektoren einer Gruppe hat dann keinen Einfluss auf die ermittelte Effizienzdiffe-
renz. Bei Werten von rund eins u¨berwiegt die stabil-ideale und/oder die instabil-ideale
Konstellation, die Effizienzdifferenzen sind daher unverzerrt und somit valide. In dieser
Situation fu¨hrt eine Vera¨nderung der Inputvektoren einer Gruppe zu einer entsprechenden
Vera¨nderung der Effizienzdifferenz. Werte zwischen eins und zwei werden ausschliesslich
in ungewo¨hnlichen Konstellationen realisiert. Eine solche Konstellation ist in der Abbil-
dung 3.6b) dargestellt: Wenige Beobachtungen der Gruppe A definieren das Referenzset
fu¨r die u¨berwiegende Mehrheit der Beobachtungen der Gruppe B und vice versa. Folglich
ist ∆AΨA nur unwesentlich kleiner eins wa¨hrend ∆
B
ΨA nur unwesentlich gro¨sser minus eins
ist. I.d.R. ist aber ∆ABΨA nach oben auf Werte um rund eins beschra¨nkt, dies wird sich auch
im folgenden Kapitel bei den Monte-Carlo-Simulationen zeigen.
Das Validita¨tsmass wird fu¨r jedes Gruppenmerkmal berechnet. U¨bertra¨gt sich die
Vera¨nderung der Inputvektoren einer Gruppe nicht auf die Differenz der durchschnittli-
chen Effizienz (∆ABΨA ≈ 0), sind die Effizienzdifferenzen nicht valide und es besteht die
Gefahr, dass mo¨gliche Effizienzunterschiede nicht erkannt werden. Die statistische Aus-
wertung der Effizienz bezu¨glich dieses Gruppenmerkmals liefert dann keine Informationen
u¨ber gruppenspezifische Ineffizienz bzw. Effizienzunterschiede. Die Konsequenz ist, dass
30Als Gruppenmerkmal wird eine Variable verstanden, die eine Unterteilung der Stichprobe in zwei
Teilstichproben ermo¨glicht. Beobachtungen sind z.B. o¨ffentlich-rechtlich oder privatrechtlich organisiert.
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Effizienzunterschiede unterscha¨tzt werden und die Wahrscheinlichkeit zunimmt, dass die
Nullhypothese zu unrecht nicht verworfen wird: Es besteht eine erho¨hte Gefahr von Feh-
lern zweiter Art.31
Folgerung 3.9 Im Rahmen einer Sensitivita¨tsanalyse kann u¨berpru¨ft werden, ob die durch-
schnittliche Effizienz auf eine Vera¨nderung der gruppenspezifischen Ineffizienz reagiert.
Nimmt das Validita¨tsmass ∆32 in Bezug auf ein Gruppenmerkmal einen kleinen Wert an,
besteht die Gefahr, dass Effizienzunterschiede unterscha¨tzt werden.
Es stellt sich die Frage, in welcher Verbindung das Validita¨tsmass ∆ mit unerkannten Effi-
zienzunterschieden steht und wie sich diese auf die Ebene der Hypothesentests u¨bertragen.
Die bisherigen Erkenntnisse legen die folgenden Hypothesen nahe:
Hypothese 1 Nimmt das Validita¨tsmass ∆ im Rahmen einer DEA in Bezug auf ein
Gruppenmerkmal einen Wert um eins an, sind die erwarteten Effizienzdifferenzen zwi-
schen den Gruppen valide, d.h. unverzerrt.
Hypothese 2 Bestehen Effizienzunterschiede zwischen zwei zu evaluierenden Gruppen,
ist bei kleineren Werten von ∆ mit einer erho¨hten Wahrscheinlichkeit von Fehlern zweiter
Art (Nichterkennen tatsa¨chlicher Effizienzunterschiede) zu rechnen.
Diese Hypothesen werden im folgenden Kapitel 4 anhand einer Monte-Carlo-Simulation
u¨berpru¨ft.
31Die Frage nach den kritischen Werten von ∆ABΨA bleibt vorla¨ufig ungekla¨rt und ist Gegenstand des
na¨chsten Kapitels.
32Im Folgenden wird das gema¨ss Gleichung 3.23 berechnete Validita¨tsmass vereinfacht als ∆ bezeichnet,
wobei ein Superskript als Indikator fu¨r das Gruppenmerkmal dient.
Kapitel 4
Monte-Carlo-Simulation der
Effizienzanalyse
Das Ziel dieses Kapitels ist, die Hypothesen des dritten Kapitels anhand einer Monte-
Carlo-Simulation zu u¨berpru¨fen. Bei der Monte-Carlo-Simulation geht es darum, die Va-
lidita¨t einer Methode zu u¨berpru¨fen. Ausgehend von einem
”
wahren“ Modell werden Stich-
proben finiter Gro¨sse generiert und anschliessend die Parameter des unterstellten Modells
gescha¨tzt. Der Vergleich zwischen den
”
wahren“ und den gescha¨tzten Parametern la¨sst
einen Ru¨ckschluss auf die Eigenschaften der zu u¨berpru¨fenden Methode zu.
In dieser Simulation wird die Beziehung zwischen den Verzerrungen und dem Va-
lidita¨tsmass ∆ analysiert. Es wird einerseits untersucht, ob das Ausmass der Verzer-
rungen bei der Scha¨tzung der Effizienz mit dem Validita¨tsmass ∆ in Verbindung steht.
Andererseits interessiert, unter welchen Umsta¨nden die gescha¨tzten Effizienzdifferenzen
unverzerrt, d.h. valide sind. Valide sind Effizienzdifferenzen, wenn die Verzerrungen der
gescha¨tzten Effizienz bei den zu analysierenden Gruppen im Erwartungswert gleich gross
sind. Zudem wird untersucht, ob und wie sich unterschiedlich starke Verzerrungen, d.h.
nicht valide Effizienzdifferenzen, auf die Wahrscheinlichkeit der Fehler erster bzw. zweiter
Art auswirken.
4.1 Der Ablauf der Simulation
Monte-Carlo-Simulationen lassen sich in vier Phasen gliedern. Abbildung 4.1 stellt den
Ablauf einer Monte-Carlo-Simulation dar. In der ersten Phase wird der Datengenerie-
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rungsprozess definiert (vgl. Abschnitt 4.2). Dieser Datengenerierungsprozess umfasst die
Definition des
”
wahren“ Modells. Es wird festgelegt, in welcher Beziehung die Variablen
zueinander stehen und wie sie in der Grundgesamtheit verteilt sind, d.h. den Parame-
tern werden konkrete Werte zugeteilt. In der zweiten Phase werden Zufallszahlen gezogen
und die Daten unter Beru¨cksichtigung des
”
wahren“ Modells berechnet, m.a.W. es wer-
den Stichproben generiert (vgl. Abschnitt 4.3). In der dritten Phase werden die DEA,
die Hypothesentests und die Analyse der Validita¨t durchgefu¨hrt (vgl. Abschnitt 4.4). Die
zweite und dritte Phase werden solange wiederholt, bis die vorgegebene Anzahl Itera-
tionen erreicht worden ist. Jede Iteration entspricht dabei einer vollsta¨ndigen DEA mit
Hypothesentests (und Analyse der Validita¨t), wie sie in der empirischen Forschung durch-
gefu¨hrt werden. Die Anzahl der durchzufu¨hrenden Iterationen richtet sich nach dem Ziel
der Simulation. Werden die Kosten der Simulation vernachla¨ssigt, gilt grundsa¨tzlich: Je
mehr Iterationen desto besser. Denn aus jeder Iteration resultiert ein gescha¨tzter Parame-
terwert. Werden 100 Iterationen durchgefu¨hrt, resultieren folglich 100 gescha¨tzte Parame-
terwerte, die zusammen eine Verteilung (die sog. Sampling Distribution) des gescha¨tzten
Parameters ergeben. Mit jeder zusa¨tzlichen Iteration wird zusa¨tzliche Information u¨ber
diese Parameterverteilung bereitgestellt. Gerade wenn die Schwa¨nze der Sampling Distri-
bution im Zentrum des Interesses stehen, muss eine sehr grosse Anzahl Iterationen durch-
gefu¨hrt werden, da solche extremen Werte selten realisiert werden. Eine relativ kleine
Anzahl Iterationen sollte dagegen ausreichen, wenn der Mittelwert der Parametervertei-
lung interessiert. In dieser Simulation werden jeweils 500 Iterationen durchgefu¨hrt, womit
gewa¨hrleistet sein sollte, dass auch extrem seltene Parameterwerte realisiert werden.
Nach 500 Iterationen wird der Wert eines Parameters um eine Einheit vera¨ndert und
anschliessend wird die zweite und dritte Phase mit der neuen Parameterkombination wie-
derholt. Nach weiteren 500 Iterationen wird wieder der Wert eines Parameters um eine
Einheit vera¨ndert. Insgesamt werden 270 verschiedene Parameterkombinationen simuliert.
Somit ist gewa¨hrleistet, dass die Resultate der Simulation nicht nur fu¨r eine, sondern fu¨r
verschiedenste Parameterkombinationen Gu¨ltigkeit haben. Nach der Simulation aller Pa-
rameterkombinationen werden in der vierten Phase die gescha¨tzten Parameter mit den
”
wahren“ Parametern verglichen, die Verzerrungen berechnet und die Resultate der Hy-
pothesentests ausgewertet (vgl. Abschnitt 4.5). Die ersten drei Phasen der Simulation
werden mit MATLAB (Release 6.1) und die vierte mit SPSS (Release 10) durchgefu¨hrt.
Die Syntax fu¨r die ersten drei Phasen ist im Anhang A aufgefu¨hrt.1
1Besonderen Dank geht an die Herren Professoren Philippe Vanden Eeckaut und Le´opold Simar (Insti-
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Abbildung 4.1: Flussdiagramm der Monte-Carlo-Simulation
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4.2 Phase 1: Der Datengenerierungsprozess
Dieser Abschnitt befasst sich mit dem Datengenerierungsprozess. Es muss ein Prozess
definiert werden, der die Generierung von ku¨nstlichen Input-Outputdaten in der zweiten
Phase der Simulation erlaubt. Dazu muss explizit eine Transformationsfunktion festgelegt
und es mu¨ssen Annahmen u¨ber die Verteilung der Effizienz getroffen werden. Zudem wird
definiert, welchen Gro¨ssen zufa¨llige Werte zugewiesen und welche berechnet werden:
1. Die allgemeine Formulierung der Technologiemenge
”
Y kann mit X produziert wer-
den“ wird durch eine konkrete Transformationsfunktion F (Y,X) ≤ 0 ersetzt. In
dieser Simulation findet eine Cobb-Douglas-Transformationsfunktion mit zwei In-
puts und konstanten Skalenertra¨gen Anwendung:2
T = {(Y,X)| F (Y,X) ≤ 0}, F (Y,X) = y − x0.51 x0.52 . (4.1)
Die DEA findet in der empirischen Wirtschaftsforschung gerade dann Verwendung,
wenn mehrere Inputs und Outputs in den Transformationsprozess eingehen. Daher
wa¨re es wu¨nschenswert, auch in der Simulation eine Transformationsfunktion mit
mehreren Inputs und Outputs zu verwenden. Allerdings kann das gestellte Ziel dieser
Arbeit mit dieser einfachen Transformationsfunktion erreicht werden.3 Wie in Ab-
schnitt 3.1 erla¨utert wurde, sind die DEA-Scha¨tzer der Effizienz verzerrt aber unter
Umsta¨nden konsistent. Kneip et al. (1998) haben zudem gezeigt, dass die gescha¨tzte
Effizienzverteilung θ̂DEA sich der wahren Verteilung θDEA mit der Konvergenzrate
O = n−
2
s+m+1 (4.2)
anna¨hert (wobei s die Anzahl Outputs, m die Anzahl Inputs und n die Anzahl
Beobachtungen repra¨sentiert). Mit zunehmender Stichprobengro¨sse bzw. mit ab-
nehmender Anzahl Dimensionen des Input-Outputraumes na¨hert sich die gescha¨tzte
Effizienzverteilung der
”
wahren“ Effizienzverteilung an. Je kleiner die Anzahl Inputs
tute de Statistique, Universite´ Catholique de Louvain), die ihren bewa¨hrten MATLAB Code zur Lo¨sung
der DEA fu¨r meine MATLAB Monte-Carlo-Syntax zur Verfu¨gung stellten.
2Die Cobb-Douglas-Transformationsfunktion wurde gewa¨hlt, da sie bekannt und einfach zu berechnen
ist. Andere Transformationsfunktionen sind auch denkbar und es ist nicht wahrscheinlich, dass die Wahl
der Transformationsfunktion einen Einfluss auf die Resultate hat.
3Zudem wird im Abschnitt 4.6 der Versuch unternommen, die Resultate auf den allgemeinen Fall zu
u¨bertragen.
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und Outputs ist, desto kleiner sind bei gegebener Stichprobengro¨sse die erwarteten
Verzerrungen.
2. Der Output yj und der Inputmix
xj1
xj1+xj2
, d.h. der Anteil des ersten Inputs an der
Summe der Inputs, stellen die beiden Variablen der Produktionsfunktion dar, die
mit Zufallszahlen generiert werden. Der Output und der Inputmix sind im wahren
Modell normalverteilte Zufallsvariablen mit a priori festgelegten Erwartungswerten
µy und µx und Standardabweichungen σy und σx:
yj ∼ N(µy, σy)
xj1
xj1 + xj2
∼ N(µx, σx).
Diese beiden Informationen lassen in der zweiten Phase die Berechnung beider In-
putmengen (x1 und x2) zu. Diese Vorgehensweise mag auf den ersten Blick etwas
umsta¨ndlich erscheinen. Schliesslich wa¨re es grundsa¨tzlich auch mo¨glich, die beiden
Inputs direkt durch das Ziehen von Zufallszahlen zu bestimmen und dann den Out-
put gema¨ss Gleichung 4.1 zu berechnen. Da aber in dieser Simulation gerade der
Inputmix im Zentrum des Interesses steht und bewusst variiert werden soll, wird
auf diese naheliegendere Vorgehensweise verzichtet.4
3. Da alle dermassen generierten
”
Beobachtungen“ auf der GPM liegen, wird den
”
Be-
obachtungen“ ku¨nstlich Ineffizienz hinzugefu¨gt. Die Effizienz i ist normalverteilt mit
a priori bekanntem Erwartungswert µi und Standardabweichung σi. Da die Effizienz
i und die u¨berschu¨ssigen Inputs in einem reziproken Verha¨ltnis stehen, werden in der
zweiten Phase die Inputmengen jeder
”
Beobachtung“ j durch den Effizienzfaktor ij
dividiert:
ij ∼ N(µi, σi)
xˆj1 = xj1i
−1
j
xˆj2 = xj2i
−1
j .
Auch diese Vorgehensweise mag etwas umsta¨ndlich wirken, ko¨nnte die reduzierte
Effizienz doch direkt vermindernd auf den Output wirken. Da aber die gruppenspe-
zifische Ineffizienz Gegenstand der Untersuchung ist und folglich fu¨r jede Gruppe
4Zudem erga¨ben sich unter Umsta¨nden bei dieser Vorgehensweise systematische Unterschiede in den
Outputniveaus der zu untersuchenden Gruppen. Im Falle der DEA mit variablen Skalenertra¨gen wu¨rde
dies eine Verzerrung der Simulationsergebnisse nach sich ziehen.
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Abbildung 4.2: Illustration des Verschiebungsparameters ι
unterschiedlich ausfallen soll, wu¨rden wieder unerwu¨nschte Effekte resultieren: We-
niger effiziente Gruppen von Beobachtungen wu¨rden dann bei der direkten Metho-
de ein systematisch geringeres Outputniveau aufweisen. Mit der hier verwendeten
Vorgehensweise wird sichergestellt, dass die beiden zu untersuchenden Gruppen im
Rahmen der definierten Verteilung des Outputs im Erwartungswert identische Out-
putmengen produzieren. Die Normalverteilung bietet sich als Effizienzverteilung an,
da somit in der dritten Phase der Simulation der T-Test zur U¨berpru¨fung der Hy-
pothesen verwendet werden kann.
Schliesslich mu¨ssen noch die in der Simulation schrittweise zu vera¨ndernden Parameter
definiert werden. Ein erster Parameter ist die gruppenspezifische Ineffizienz ι, welche die
Grundlage fu¨r die Hypothesentests darstellt, d.h. die Beantwortung der Frage erlaubt, ob
die gruppenspezifische Ineffizienz identifiziert werden kann:
ij ∼ N(µi, σi)− ι. (4.3)
Die gruppenspezifische Ineffizienz ι ist ein Verschiebungsparameter, der die Effizienzver-
teilung i nach links, d.h. in Richtung null verschiebt. In Abbildung 4.2 sind zwei normal-
verteilte Kurven dargestellt, wobei die Kurve A um die Konstante ι nach links verschoben
wurde.
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Die Erkenntnisse des dritten Kapitels lassen vermuten, dass das Validita¨tsmass ∆ bei
gruppenspezifisch unabha¨ngigen Abschnitten der GPM klein ausfallen sollte. Daher zie-
len die folgenden Parameter darauf ab, diese Unabha¨ngigkeit zu beeinflussen. Mit der
gewa¨hlten Transformationsfunktion lassen sich solche unterschiedliche Abschnitte aus-
schliesslich durch unterschiedliche Inputkombinationen erreichen. Die Erwartungswerte
(µAx und µ
B
x ) der Inputkombinationen beider Gruppen A und B sind folglich Parameter,
die diese Unabha¨ngigkeit der effizienten Abschnitte beeinflussen sollten. Je unterschiedli-
cher die beiden Erwartungswerte sind, desto kleiner sollte das Validita¨tsmass ∆ ausfallen
(in den Abbildungen 3.1 und 3.2 sind die Erwartungswerte der Inputkombinationen beider
Gruppen vergleichbar, in Abbildung 3.3 unterscheiden sie sich jedoch). Zusammen mit den
Erwartungswerten sind aber auch die Standardabweichungen der Inputkombinationen (σAx
und σBx ) entscheidend dafu¨r verantwortlich, ob gruppenspezifisch unabha¨ngige Abschnit-
te definiert werden ko¨nnen: Grosse Standardabweichungen bedeuten, dass die Inputmixe
relativ stark um den Erwartungswert streuen und die Bereiche der realisierten Inputmixe
ceteris paribus tendenziell sta¨rker u¨berlappend sind. Grosse Standardabweichungen soll-
ten daher ceteris paribus mit einem hohen Wert des Validita¨tsmasses ∆ einhergehen.5
Schliesslich wird noch die Standardabweichung σi der stochastischen Effizienzverteilung
als Parameter variiert. Dieser Parameter soll kontrollieren, ob die Resultate u¨ber einen
weiten Bereich mo¨glicher Effizienzverteilungen Gu¨ltigkeit haben.
4.3 Phase 2: Berechnung der Daten
Die Zufallszahlen werden mit MATLAB generiert.6 Einige Parameter zur Berechnung der
Daten wurden wa¨hrend der Simulation nicht vera¨ndert. Zu diesen Parametern geho¨rt
die Stichprobengro¨sse, die auf 200 Beobachtungen fixiert ist, wobei beide Gruppen gleich
stark vertreten sind. Die Gro¨sse der Stichprobe in einer Simulation sollte sich nach den in
5Sind Erwartungswerte und Standardabweichungen fu¨r die Outputmengen und die Inputmixe fu¨r
beide Gruppen identisch, sind die Beobachtungen in der Technologiemenge i.i.d., d.h. unabha¨ngig und
identisch verteilt. In diesen Parameterkombinationen ist die implizite Konsistenzbedingung erfu¨llt und
die Effizienzdifferenzen mu¨ssten unverzerrt und valide gescha¨tzt werden ko¨nnen.
6MATLAB 6.1 verwendet die sogenannte Ziggurat-Methode zur Generierung normalverteilter Zufalls-
zahlen [vgl. Marsaglia und Tsang (1984)]. Die Leistungsfa¨higkeit dieser Methode la¨sst sich anhand eines
Beispiels illustrieren: Mit einem mit 800MHZ getakteten Computer lassen sich pro Sekunde 10 Millionen
normalverteilte Zufallszahlen generieren. Ein solcher Computer mu¨sste wa¨hrend 58 000 Jahren ununter-
brochen Zufallszahlen ziehen, bevor sie sich wiederholen.
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Tabelle 4.1: Parameterwerte der Simulation
Parameter Gruppe A Gruppe B
Standardabweichung Effizienzverteilung (σi) 0.15 0.15
0.20 0.20
0.25 0.25
Gruppenspezifische Ineffizienz (ι) 0.00 0.00
0.05 0.00
0.10 0.00
0.15 0.00
0.20 0.00
Erwartungswert Inputmix (µx) 50 50
56 44
62 38
68 32
74 26
80 20
Standardabweichung Inputmix (σx) 10 10
7 7
4 4
der empirischen Forschung relevanten bzw. u¨blichen Stichprobengro¨ssen richten. Banker
(1996) simuliert z.B. vier Stichprobengro¨ssen von 50 bis 200 Beobachtungen. Kittelsen
(1999) dagegen simuliert zum u¨berwiegenden Teil Stichprobengro¨ssen von 100 Beobach-
tungen, wobei in einem Teil der Simulation die Anzahl der Beobachtungen auf 1000 erho¨ht
wird. Der erwartete Output beider Gruppen betra¨gt je 100 Einheiten mit einer Standard-
abweichung von 20 Einheiten.7 Die erwartete Effizienz beider Gruppen wurde auf µi = 0.85
festgelegt. Beide Gruppen sollten demzufolge im Erwartungswert 15% ihrer eingesetzten
Inputs einsparen ko¨nnen bzw. verwenden rund 17.65% zu viel Inputs .
Eine U¨bersicht u¨ber die Parameterwerte, die wa¨hrend der Simulation vera¨ndert wer-
den, ist in Tabelle 4.1 aufgefu¨hrt. Die Parameterwerte sind zeilenweise fu¨r die beiden
Gruppen aufgefu¨hrt. Fu¨r die Standardabweichung der zu erwartenden Effizienz werden
7Bei diesen Verteilungsannahmen ist ein nichtpositiver Output sehr unwahrscheinlich. Sollte dies trotz-
dem geschehen, wird der Output gleich eins gesetzt.
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Werte von 0.15, 0.20 und 0.25 simuliert, wobei dieser Parameter fu¨r beide Gruppen immer
denselben Wert annimmt (vgl. die ersten drei Zeilen der Tabelle 4.1). Damit sichergestellt
ist, dass die Transformationsfunktion in Gleichung 4.1 ausschliesslich nicht-negative Wer-
te annimmt, werden realisierte Werte fu¨r ij, die gro¨sser als eins sind, gleich eins gesetzt.
Die Wahrscheinlichkeiten, dass ein solches Ereignis eintritt betra¨gt fu¨r σi = 0.15 rund
0.159, fu¨r σi = 0.20 u¨ber 0.227 und fu¨r σi = 0.25 u¨ber 0.274. Wird dagegen ein nicht-
positiver Wert ij fu¨r eine Beobachtung j realisiert (was negative Inputmengen nach sich
ziehen wu¨rde), wird dieser auf den Erwartungswert minus die gruppenspezifische Ineffizi-
enz (d.h. µi − ι) gesetzt, den modalen Wert der entsprechenden Effizienzverteilung. Ein
solches Ereignis tritt fu¨r σi = 0.15 de facto nie auf. Fu¨r σi = 0.20 ist ein solches Ereignis
ein Mal in einer Million Fa¨lle und fu¨r σi = 0.25 schon ein Mal in 2700 Fa¨llen zu erwarten
(diese Wahrscheinlichkeitsangaben basieren auf einem ι = 0).
In Bezug auf die Hypothesentests ist relevant, dass die Effizienzverteilung beider Grup-
pen gleich ist. Die gruppenspezifische Ineffizienz ιA, die Werte von 0, 0.05, 0.10, 0.15 und
0.20 annimmt, verschiebt die Effizienzverteilung der Gruppe A lediglich nach links (d.h.
in Richtung null, vgl. Abbildung 4.2), wa¨hrend ιB immer gleich null ist. Somit resultiert
z.B. fu¨r ιA = 0.20 eine erwartete Effizienz fu¨r die Gruppe A von iA = 0.65 (= 0.85− 0.20)
mit einer Obergrenze von 0.80 (= 1.00− 0.20).
Der Inputmix µx, der die Unterschiede in der Technologie repra¨sentiert, nimmt fu¨r
die Gruppe A, ausgehend von einem Erwartungswert von 50 Prozent, in Schritten von
6 Prozentpunkten bis auf 80 Prozent zu. Gleichzeitig wird der Inputmix µBx der Gruppe B
von 50 Prozent mit denselben Inkrementen bis auf 20 Prozent gesenkt. In der Ausgangslage
ist der erwartete Anteil des ersten Inputs an der Summe der Inputs bei beiden Gruppen bei
50 Prozent; beide Gruppen verwenden dieselbe Technologie. Dann werden Inputmixe von
56 (Gruppe A) und 44 (Gruppe B) Prozent miteinander verglichen (vgl. zehnte Zeile der
Tabelle 4.1). In den Parameterkombinationen mit den unterschiedlichsten Technologien
werden Inputkombinationen von 80 und 20 Prozent simuliert. Die Standardabweichung
σx, die die Streuung der erwarteten Inputmixe definiert, nimmt Werte von 10, 7 und 4 an
– wieder sind die Werte jeweils fu¨r beide Gruppen identisch.
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Jede der 270 (= 3 ∗ 5 ∗ 6 ∗ 3) mo¨glichen Parameterkombinationen wird dabei in 500
Iterationen simuliert (insgesamt 135 000 simulierte Effizienzmessungen). In jeder Iteration
werden fu¨r die 200 generierten Beobachtungen eine DEA zur Scha¨tzung der Effizienz
und zusa¨tzlich zwei fu¨r die Analyse der Validita¨t durchgefu¨hrt (vgl. Abschnitt 4.4); pro
Iteration werden folglich 600 Simplexalgorithmen berechnet. Im Ganzen werden somit
rund 81 Millionen Simplexalgorithmen gelo¨st.
4.4 Phase 3: DEA, Analyse der Validita¨t und Hypo-
thesentests
Die berechneten Input-Outputdaten werden anschliessend in einer inputorientierten DEA
mit konstanten Skalenertra¨gen analysiert (vgl. Gleichung 2.15 bzw. 2.19). Konstante Ska-
lenertra¨ge sind notwendig, da die Transformationsfunktion des Datengenerierungsprozess
ebenfalls konstante Skalenertra¨ge aufweist (die Summe der beiden Exponenten in Glei-
chung 4.1 ist gleich eins).8 Ein Vorteil der DEA-Version mit konstanten Skalenertra¨gen
besteht darin, dass sich die gescha¨tzte Effizienz fu¨r die input- und outputorientierte DEA
nicht unterscheidet. Folglich sind auch die Resultate der Simulation nicht von der Orien-
tierung der Ineffizienz abha¨ngig.
Das Ziel der anschliessenden Analyse der Validita¨t ist die Ermittelung des Validita¨ts-
masses ∆. Dazu werden die urspru¨nglichen Inputdaten der Gruppe A zuerst mit dem
Faktor Ψ = 1.11 multipliziert und die DEA wiederholt.9 Das Validita¨tsmass ∆Ψ=1.11 fu¨r
Vera¨nderung der Daten in Richtung
”
ineffizienter“ wird gema¨ss Gleichungen 3.21, 3.22
und 3.23 berechnet. Um das Validita¨tsmass auch in Richtung
”
effizienter“ zu bestimmen,
wird dieselbe Prozedur mit dem Faktor Ψ = 0.90 wiederholt und ∆Ψ=0.90 berechnet.
10
Damit das Validita¨tsmass ∆ die Validita¨t in beide Richtungen erfasst, wird das arithme-
tischen Mittel von ∆Ψ=1.11 und ∆Ψ=0.90 gebildet.
11
8Die Strukturannahmen der DEA mu¨ssen sich nach der zugrunde liegenden Technologie richten.
Kommt eine DEA-Version mit konstanten Skalenertra¨gen bei einer Technologie, die durch variable Ska-
lenertra¨ge gekennzeichnet ist, zur Anwendung, sind die gescha¨tzten Effizienzwerte nicht konsistent.
9Dieser Wert von Ψ fu¨hrt zu einer Reduktion der wahren Effizienz der Gruppe A um 10%
10Dieser Wert von Ψ fu¨hrt zu einer Zunahme der wahren Effizienz der Gruppe A um 10%
11Grundsa¨tzlich sollten ∆Ψ=1.11 und ∆Ψ=0.90 identisch sein. Die beiden Werte ko¨nnen sich aber z.B.
dann unterscheiden, wenn die GPM aus gruppenspezifisch unabha¨ngigen Abschnitten besteht, bei der
die Beobachtungen der Gruppe A nach der Ausdehnung der Inputs von Beobachtungen der Gruppe B
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Zudem wird in dieser Phase gepru¨ft, ob die gescha¨tzten Effizienzdifferenzen zwischen
den Gruppen statistisch signifikant von null verschieden sind. Fu¨r die statistischen Tests
gelten folgende Hypothesen:
• H0: θA = θB
• HA: θA 6= θB.
Ein Fehler erster Art (α-Fehler) liegt vor, wenn
• die Nullhypothese (θA = θB) irrtu¨mlich abgelehnt wird, obwohl diese der wahren
Situation entspricht. Dieser Fehler tritt auf, wenn die Hypothesentests θA 6= θB
ergeben, obwohl die Daten mit den Parametern ιA = ιB = 0 generiert wurden.
Ein Fehler zweiter Art (β-Fehler) liegt dagegen vor, wenn
• die Nullhypothese (θA = θB) irrtu¨mlich nicht verworfen wird, obwohl diese nicht der
wahren Situation entspricht. Dieser Fehler tritt auf, wenn gema¨ss Hypothesentest
die H0 nicht abgewiesen werden kann, obwohl die Daten mit den Parametern ι
A > ιB
generiert wurden.
Die wahre Situation wird durch den Parameter der gruppenspezifischen Ineffizienz ι defi-
niert. Ist ι gleich null, sind beide Gruppen gleich effizient. Ist dagegen ι gro¨sser null, ist
die Gruppe A weniger effizient. Die Wahrscheinlichkeit der Fehler erster Art ha¨ngt aus-
schliesslich vom Signifikanzniveau ab. Die Wahrscheinlichkeit eines Fehlers zweiter Art ist
zusa¨tzlich abha¨ngig von den Parametern µi, σi und ι, d.h. von der Verteilung der Effizi-
enz und vom Ausmass der Linksverschiebung der Effizienzverteilung der Gruppe A. Da
die Effizienzverteilungen beider Gruppen normalverteilt sind, ist auch die Differenz dieser
Effizienzverteilungen normalverteilt mit dem Erwartungswert µDi = µ
B
i − (µAi − ι) und der
Standardabweichung σDi = σi
√
1
NA
+ 1
NB
. Da in allen simulierten Szenarien µBi = µ
A
i gilt,
ist µDi gleich ι. In Tabelle 4.2 sind die erwarteten Anteile der Fehler erster bzw. zweiter
Art fu¨r die simulierten Parameterkombinationen und ein Signifikanzniveau von 95% auf-
dominiert werden. Dann ist ∆Ψ=1.11 gro¨sser als ∆Ψ=0.90, da die Beobachtungen nach der Ausdehnung
der Inputs dominiert und somit ineffizienter werden, wa¨hrend bei einer Reduktion der Inputs diese aber
nicht effizienter werden.
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Tabelle 4.2: Erwartete Fehlerwahrscheinlichkeiten der Hypothesentests
µDi = ι
A σDi = 0.15 σ
D
i = 0.20 σ
D
i = 0.25
0.00 0.0500 0.0500 0.0500
0.05 0.3457 0.5762 0.7074
0.10 0.0029 0.0576 0.1926
0.15 0.0000 0.0004 0.0112
0.20 0.0000 0.0000 0.0001
gefu¨hrt.12 Da ausschliesslich in Situationen, in denen beide Gruppen gleich effizient sind,
Fehler erster Art begangen werden ko¨nnen, sind diese Wahrscheinlichkeiten in der ersten
Zeile der Tabelle 4.2 aufgefu¨hrt (µDi = ι
A = 0). Sind die Effizienzdifferenzen valide, ist bei
den Hypothesentests mit gleich effizienten Gruppen mit einem Anteil von fu¨nf Prozent
falscher Aussagen zu rechnen. In den Zeilen zwei bis fu¨nf sind die Wahrscheinlichkeiten der
Fehler zweiter Art aufgefu¨hrt. Je gro¨sser die Streuung und je kleiner der Erwartungswert
der Effizienzdifferenz ist, desto gro¨sser ist die Fehlerwahrscheinlichkeit. Aus der letzten
Spalte der zweiten Zeile ist zu entnehmen, dass in u¨ber 70% aller Hypothesentests mit
den entsprechenden Parameterwerten σDi und ι die Nullhypothese zu unrecht nicht ab-
gewiesen werden mu¨sste. Mit zunehmenden erwarteten Effizienzdifferenzen sinkt dieser
Anteil unter ein Promille.13
12Die in der Tabelle 4.2 ausgewiesenen erwarteten Anteile der Fehler zweiter Art (Zeilen zwei bis
fu¨nf) basieren auf der Annahme, dass die gescha¨tzten Effizienzdifferenzen unverzerrt und somit valide
sind. Die Tabelle 4.2 dient aber auch bei verzerrt gescha¨tzten Effizienzdifferenzen als Referenz. Der
Anteil der Fehler zweiter Art ha¨ngt von der effektiv realisierten Effizienzdifferenz ab, die im Gegensatz
zum Verschiebungsparameter ι um die Verzerrung reduziert ist. Wird die erste Spalte als realisierte
Effizienzdifferenz interpretiert, la¨sst sich der erwartete Anteil der Fehler zweiter Art in Abha¨ngigkeit
von σi direkt ablesen. Angenommen, dass die wahre Effizienzdifferenz 20% betra¨gt, aber eine gescha¨tzte
erwartete Effizienzdifferenz von 5% realisiert wird, ist der Tabelle zu entnehmen, dass der Anteil der
Fehler zweiter Art fu¨r σi = 0.25 u¨ber 70% betragen sollte (vgl. zweite Zeile, letzte Spalte).
13In Tabelle B.1 im Anhang B sind die erwarteten Anteile der Fehler erster und zweiter Art fu¨r realisierte
Effizienzdifferenzen zwischen null und 20 Prozent aufgefu¨hrt.
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4.5 Phase 4: Auswertung der Simulation
4.5.1 Gescha¨tzte erwartete Verzerrungen
In diesem Abschnitt soll die Frage gekla¨rt werden, wie stark die gescha¨tzte Effizienz
tatsa¨chlich verzerrt ist. Die gescha¨tzte erwartete Verzerrung B der gescha¨tzten Effizienz
einer Gruppe von Beobachtungen entspricht der Differenz zwischen dem gescha¨tzten Er-
wartungswert der Effizienz (
¯ˆ
θ) und dem Erwartungswert der wahren Effizienz E(θ) [vgl.
Kennedy (1998), S. 24]:
B = ¯ˆθ − E(θ)
¯ˆ
θ =
∑I
i=1
¯ˆ
θi/I
¯ˆ
θi =
∑N
j=1 θˆij/N,
wobei
¯ˆ
θi die gescha¨tzte durchschnittliche DEA-Effizienz in der Iteration i und N die
Anzahl Beobachtungen in jeder der I Iterationen ist.
Wie aus Tabelle 4.3 ersichtlich ist, sind die gescha¨tzten erwarteten Verzerrungen der
Gruppe A prima¨r auf den Parameter Inputmix µx zuru¨ckzufu¨hren. Je unterschiedlicher
die Technologie in Bezug auf den Inputmix der beiden Gruppen ist, desto gro¨sser sind
– bei gegebener Effizienzdifferenz ιA – die gescha¨tzten erwarteten Verzerrungen (vgl. Ta-
belle 4.3). Die Standardabweichung der Inputmixe σx hat kaum einen Einfluss auf die
minimal bzw. maximal realisierten Werte der gescha¨tzten erwarteten Verzerrung. Die
minimalen Verzerrungen fu¨r ι = 0.20 liegen fu¨r identische Inputmixe zwischen 0.066
und 0.021 Prozentpunkten, wa¨hrend die maximalen Verzerrungen Werte zwischen 15.135
und 15.554 Prozentpunkten annehmen (vgl. letzte Spalte). Die Unterschiede, die auf die
Standardabweichung zuru¨ckzufu¨hren sind, ko¨nnen bei den extremen Inputmixen somit
als vernachla¨ssigbar bezeichnet werden. Allerdings nehmen die Verzerrungen bei kleine-
rer Standardabweichung mit zunehmenden Unterschieden bei den Inputmixen schneller
zu als bei den gro¨sseren Standardabweichungen. In Tabelle 4.3 ist dies z.B. in der vier-
ten bis sechsten Zeile gut ersichtlich. Bei einer Standardabweichung von 10% nimmt die
gescha¨tzte erwartete Verzerrung fu¨r ιA = 0.20 einen Wert von 1.3% an, wa¨hrend bei einer
Standardabweichung von 4% bereits u¨ber 5 Prozent Verzerrung realisiert wird.
In einer empirischen Anwendung sind diese Parameterwerte i.d.R. nicht bekannt. Da
untersucht werden soll, ob das Ausmass der Verzerrung durch das Validita¨tsmass ∆ er-
kla¨rt werden kann, sind in Tabelle 4.4 die gescha¨tzten erwarteten Verzerrungen der Grup-
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Tabelle 4.3: Gescha¨tzte erwartete Verzerrungen der Gruppe A (BA), Teil 1∗)
Inputmix µx Std.abw. σx ι
A = 0 ιA = 0.05 ιA = 0.10 ιA = 0.15 ιA = 0.20
10 0.003 0.076 0.092 0.111 0.066
50:50 7 0.005 0.054 0.071 0.067 0.041
4 0.002 0.044 0.042 0.038 0.021
10 0.009 0.578 0.916 1.197 1.301
56:44 7 0.004 0.947 1.497 1.937 2.254
4 0.002 1.903 3.265 4.382 5.235
10 0.012 1.929 0.003 4.152 4.899
62:38 7 0.003 2.878 4.893 6.358 7.518
4 0.003 3.896 6.939 9.289 11.296
10 0.013 3.320 5.986 8.034 9.694
68:32 7 0.004 3.926 7.432 10.291 12.623
4 0.011 4.041 7.975 11.649 14.796
10 0.014 3.887 7.537 10.835 13.563
74:26 7 0.003 4.026 7.953 11.669 15.099
4 0.005 4.056 7.998 11.844 15.527
10 0.002 4.006 7.941 11.696 15.135
80:20 7 0.014 4.041 8.008 11.845 15.559
4 0.009 4.061 8.036 11.867 15.554
∗) Zur u¨bersichtlicheren Darstellung wird die Effizienz θ in Prozentwerte umgerechnet und ist
somit auf einem Bereich zwischen null und 100 definiert. Die ausgewiesenen Verzerrungen sind als
Prozentpunkte definiert.
pe A zeilenweise fu¨r zehn Wertebereiche von ∆ ausgewiesen.14 Fu¨r die Beobachtungen der
Gruppe A ergibt sich folgendes Bild. Bei den Parameterkombinationen ohne Effizienzun-
terschiede (ιA = 0, vgl. erste Spalte) sind die gescha¨tzten erwarteten Verzerrungen kleiner
als ein Prozentpunkt15, wobei das Ausmass negativ mit dem Wert von ∆ zusammenha¨ngt
(vgl. zweite Spalte). Aus der zehnten Zeile wird zudem ersichtlich, dass die Verzerrun-
14Da das Validita¨tsmass ∆ auf einem stetigen Wertebereich definiert ist, wird es, zur u¨bersichtlicheren
Darstellung, in zehn Kategorien eingeteilt.
15Zur u¨bersichtlicheren Darstellung wird die Effizienz θ in Prozentwerte umgerechnet und ist somit auf
einem Bereich zwischen null und 100 definiert. Die ausgewiesenen Verzerrungen sind als Prozentpunkte
definiert.
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Tabelle 4.4: Gescha¨tzte erwartete Verzerrungen der Gruppe A (BA), Teil 2∗)
Delta ∆ ιA = 0.00 ιA = 0.05 ιA = 0.10 ιA = 0.15 ιA = 0.20
0 bis 0.1 0.279 4.335 8.283 12.121 15.815
u¨ber 0.1 - 0.2 0.196 4.091 7.833 11.568 15.138
u¨ber 0.2 - 0.3 0.249 3.786 7.179 10.647 14.069
u¨ber 0.3 - 0.4 0.214 3.360 6.445 9.572 12.514
u¨ber 0.4 - 0.5 0.200 2.863 5.550 8.417 11.115
u¨ber 0.5 - 0.6 0.159 2.308 4.454 6.966 9.320
u¨ber 0.6 - 0.7 0.153 1.840 3.555 5.480 7.342
u¨ber 0.7 - 0.8 0.170 1.366 2.627 4.126 5.656
u¨ber 0.8 - 0.9 0.170 0.878 1.686 2.599 3.758
u¨ber 0.9 0.133 0.310 0.435 0.594 0.816
∗) Zur u¨bersichtlicheren Darstellung wird die Effizienz θ in Prozentwerte umgerechnet und ist
somit auf einem Bereich zwischen null und 100 definiert. Die ausgewiesenen Verzerrungen sind als
Prozentpunkte definiert.
gen fu¨r Werte von ∆ > 0.9 unabha¨ngig vom Verschiebungsparameter ιA kleiner als ein
Prozentpunkt ausfallen. Allgemein kann festgehalten werden, dass die Verzerrungen bei
gegebener gruppenspezifischer Ineffizienz ιA mit abnehmenden Werten von ∆ zunehmen.
Interessant ist der Anteil der gruppenspezifischen Ineffizienz ιA, der durch die Verzer-
rungen u¨berlagert wird. In der fu¨nften Spalte, bei der die gruppenspezifische Ineffizienz
20% betra¨gt, wird fu¨r ∆ < 0.1 rund 79% der wahren Effizienzunterschiede durch Ver-
zerrungen u¨berlagert (79 = 15.815/20). Der Anteil der Effizienzunterschiede, der durch
Verzerrungen verdeckt wird, steht unabha¨ngig vom Ausmass der Effizienzunterschiede in
einem negativen Zusammenhang mit dem Wert des Validita¨tsmasses ∆.
Folgerung 4.1 Existieren keine Effizienzunterschiede zwischen den beiden Gruppen, sind
die Verzerrungen der gescha¨tzten Effizienz der Gruppe A unabha¨ngig vom Validita¨tsmass
kleiner als ein Prozentpunkt.16 Existieren Effizienzunterschiede, sind die Verzerrungen
nur fu¨r Werte des Validita¨tsmasses ∆ im Bereich um eins vernachla¨ssigbar klein.17
16Da die Wahrscheinlichkeit einer vollsta¨ndig effizienten Beobachtung in der Simulation fu¨r Parameter-
kombinationen mit ιA = 0 bei beiden Gruppen gleich gross ist, ist die erweiterte explizite Konsistenzbe-
dingung erfu¨llt und die Effizienz sollte unabha¨ngig der impliziten Konsistenzbedingung nahezu unverzerrt
sein (vgl. Abschnitt 3.3.4).
17In der Simulation ist bei Parameterkombinationen mit ιA > 0 die erweiterte Konsistenzbedingung
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Tabelle 4.5: Gescha¨tzte erwartete Verzerrungen der Gruppe B (BB)∗)
Delta ∆ ιA = 0.00 ιA = 0.05 ιA = 0.10 ιA = 0.15 ιA = 0.20
0 bis 0.1 0.277 0.312 0.317 0.330 0.346
u¨ber 0.1 - 0.2 0.195 0.236 0.313 0.336 0.328
u¨ber 0.2 - 0.3 0.266 0.281 0.246 0.313 0.322
u¨ber 0.3 - 0.4 0.213 0.260 0.280 0.245 0.276
u¨ber 0.4 - 0.5 0.192 0.234 0.288 0.298 0.272
u¨ber 0.5 - 0.6 0.165 0.211 0.247 0.284 0.309
u¨ber 0.6 - 0.7 0.142 0.205 0.213 0.251 0.303
u¨ber 0.7 - 0.8 0.171 0.234 0.254 0.246 0.274
u¨ber 0.8 - 0.9 0.167 0.234 0.260 0.274 0.267
u¨ber 0.9 0.135 0.226 0.253 0.261 0.267
∗) Zur u¨bersichtlicheren Darstellung wird die Effizienz θ in Prozentwerte umgerechnet und ist
somit auf einem Bereich zwischen null und 100 definiert. Die ausgewiesenen Verzerrungen sind als
Prozentpunkte definiert.
In Tabelle 4.5 sind die gescha¨tzten erwarteten Verzerrungen der Beobachtungen der
Gruppe B aufgefu¨hrt. Die Verzerrungen sind dabei durchwegs kleiner als ein halber Pro-
zentpunkt. Diese geringen Verzerrungen sind ein Indiz fu¨r die Gu¨te der DEA-Scha¨tzer
unter vorteilhaften Umsta¨nden.18 Trotzdem ist zwischen den Verzerrungen und dem ∆
ein negativer Zusammenhang festzustellen (vgl. z.B. die erste und letzte Zeile der ersten
Spalte).
Folgerung 4.2 Unabha¨ngig von den wahren Effizienzdifferenzen (ιA) und vom Validita¨ts-
mass sind die Verzerrungen der gescha¨tzten Effizienz der Gruppe B kleiner als ein halber
Prozentpunkt. Es ist allerdings ein Zusammenhang zwischen den Verzerrungen und dem
Validita¨tsmass bzw. den wahren Effizienzunterschieden (ιA) festzustellen, der aber nur fu¨r
eine Differenz von 0.25 Prozentpunkten verantwortlich ist.
Wie in Abschnitt 3.1 argumentiert wurde, sind fu¨r die Hypothesentests nicht unverzerr-
verletzt, da die Wahrscheinlichkeit einer vollsta¨ndig effizienten Beobachtung bei der Gruppe A gleich null
ist. Somit muss fu¨r unverzerrte Effizienzdifferenzen die implizite Konsistenzbedingung zwingend erfu¨llt
sein, was – wie die Simulation nahe legt – nur bei hohen Werten des Validita¨tsmasses gegeben ist.
18Die Wahrscheinlichkeit einer vollsta¨ndig effizienten Beobachtung ist bei der Gruppe B in allen Pa-
rameterkombinationen immer gro¨sser null. Zudem sind die Beobachtungen der Gruppe B – isoliert be-
trachtet – i.i. in der Technologiemenge verteilt.
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Tabelle 4.6: Die gescha¨tzten erwarteten Verzerrungen der Effizienzdifferenzen BAB∗)
Delta ∆ ιA = 0.00 ιA = 0.05 ιA = 0.10 ιA = 0.15 ιA = 0.20
0 bis 0.1 0.003 4.024 7.966 11.791 15.469
u¨ber 0.1 - 0.2 0.000 3.856 7.520 11.232 14.810
u¨ber 0.2 - 0.3 -0.017 3.506 6.934 10.334 13.747
u¨ber 0.3 - 0.4 0.001 3.100 6.165 9.328 12.238
u¨ber 0.4 - 0.5 0.008 2.629 5.263 8.119 10.843
u¨ber 0.5 - 0.6 -0.006 2.097 4.207 6.681 9.010
u¨ber 0.6 - 0.7 0.011 1.635 3.343 5.228 7.039
u¨ber 0.7 - 0.8 -0.001 1.132 2.373 3.880 5.382
u¨ber 0.8 - 0.9 0.003 0.645 1.426 2.324 3.490
u¨ber 0.9 -0.001 0.084 0.182 0.333 0.549
∗) Zur u¨bersichtlicheren Darstellung wird die Effizienz θ in Prozentwerte umgerechnet und ist
somit auf einem Bereich zwischen null und 100 definiert. Die ausgewiesenen Verzerrungen sind als
Prozentpunkte definiert.
te Scha¨tzer der Effizienz, sondern unverzerrte, d.h. valide Effizienzdifferenzen relevant. Die
gescha¨tzte erwartete Verzerrung der Effizienzdifferenz ist gleich BAB = BA−BB. In Tabel-
le 4.6 sind die gescha¨tzten erwarteten Verzerrungen der Effizienzdifferenzen aufgefu¨hrt.
Existieren keine Effizienzunterschiede (die erweiterte explizite Konsistenzbedingung ist
bei diesen Parameterkombinationen erfu¨llt), sind die gescha¨tzten Effizienzdifferenzen sehr
valide: Die gescha¨tzten erwarteten Verzerrungen betragen im Absolutwert weniger als
0.017 Prozentpunkte. Beim Vorliegen von Effizienzdifferenzen ist die erweiterte explizite
Konsistenzbedingung verletzt. Fu¨r Werte von ∆ u¨ber 0.9 sind die gescha¨tzten erwarteten
Verzerrungen der Effizienzdifferenz jedoch durchwegs kleiner als ein Prozentpunkt (vgl.
letzte Zeile). Die implizite Konsistenzbedingung scheint in diesen Parameterkombinatio-
nen erfu¨llt zu sein und stellt sicher, dass die Effizienzdifferenzen nahezu valide sind. In
allen anderen Fa¨llen sind weder die erweiterte explizite noch die implizite Konsistenzbe-
dingung erfu¨llt, die Effizienzdifferenzen sind folglich weniger valide und es ist mit einer
Zunahme der Wahrscheinlichkeit von Fehlern zweiter Art bei den Hypothesentests zu
rechnen.
Folgerung 4.3 Existieren keine Effizienzunterschiede zwischen den beiden Gruppen, ist
in der Simulation die erweiterte explizite Konsistenzbedingung erfu¨llt: Die gescha¨tzten er-
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warteten Verzerrungen der Effizienzdifferenzen sind sehr klein und du¨rfen – unabha¨ngig
von der impliziten Konsistenzbedingung – als valide bezeichnet werden. Ist die erweiter-
te explizite Konsistenzbedingung verletzt (ιA > 0), sind fu¨r Werte von ∆ nahe eins die
gescha¨tzten erwarteten Verzerrungen der Effizienzdifferenzen durchwegs kleiner als ein
Prozentpunkt. Dies ist ein Indiz dafu¨r, dass die implizite Konsistenzbedingung erfu¨llt ist.
In allen anderen Parameterkombinationen (weder die erweiterte explizite noch die im-
plizite Konsistenzbedingung ist erfu¨llt) sind die gescha¨tzten erwarteten Verzerrungen der
Effizienzdifferenzen beachtlich und stehen in einem negativen Zusammenhang mit Vali-
dita¨tsmasses ∆.
In Tabelle 4.7 ist die theoretische Validita¨t der gescha¨tzten Effizienz aufgefu¨hrt. Die
theoretische Validita¨t ist definiert als der Korrelationskoeffizient zwischen der wahren
und der gescha¨tzten Effizienz [vgl. Schnell, Hill und Esser (1999), Kap. 4]. Werte von
eins deuten auf eine hohe theoretische Validita¨t hin. In der zweiten und dritten Spalte ist
die theoretische Validita¨t fu¨r die wahre Situation
”
beide sind gleich effizient“ aufgefu¨hrt,
welche fu¨r beide Gruppen unabha¨ngig vom Validita¨tsmass ∆ nur knapp unter dem idealen
Wert von eins liegt. Die vierte und fu¨nfte Spalte entha¨lt die theoretische Validita¨t fu¨r
die Situationen, in denen die Gruppe A weniger effizient ist. Deutlich wird, dass die
theoretische Validita¨t fu¨r kleine Werte von ∆ geringer ausfa¨llt, aber kontinuierlich mit ∆
zunimmt. Die theoretische Validita¨t der gescha¨tzten Effizienz der Gruppe B ist, gema¨ss
Spalte fu¨nf, unabha¨ngig vom Validita¨tsmass nahe bei eins.
Der Zusammenhang zwischen dem Validita¨tsmass und der gescha¨tzten erwarteten Ver-
zerrung der Effizienzdifferenz wird anhand der folgenden Gleichung in einer linearen Kur-
venanpassung ermittelt:
BAB/ι = a0 + a1∆. (4.4)
Da die gescha¨tzte erwartete Verzerrung der Effizienzdifferenz mit der wahren Effizienzdif-
ferenz (ι) normiert wird, nimmt die abha¨ngige Variable Werte zwischen null und eins an.
Fu¨r die Konstante a0 wird ein Wert von 0.84, fu¨r a1 ein Wert von -0.81 ermittelt. U¨ber
97 Prozent der Varianz wird durch diese Gleichung erkla¨rt.
Zusammenfassend kann gesagt werden, dass hohe Werte von ∆ unabha¨ngig von den
”
wahren“ Effizienzunterschiede mit validen Effizienzdifferenzen und sehr hoher theore-
tischer Validita¨t in Verbindung zu bringen sind. Werte von ∆ um eins sind somit eine
hinreichende Bedingung fu¨r unverzerrt gescha¨tzte und folglich valide Effizienzdifferenzen.
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Tabelle 4.7: Theoretische Validita¨t der DEA-Effizienz
ιA = 0 ιA > 0
Delta ∆ Gruppe A Gruppe B Gruppe A Gruppe B
0 bis 0.1 0.992 0.992 0.745 0.991
u¨ber 0.1 - 0.2 0.994 0.995 0.786 0.991
u¨ber 0.2 - 0.3 0.994 0.994 0.822 0.992
u¨ber 0.3 - 0.4 0.995 0.994 0.873 0.993
u¨ber 0.4 - 0.5 0.995 0.996 0.915 0.993
u¨ber 0.5 - 0.6 0.996 0.996 0.941 0.994
u¨ber 0.6 - 0.7 0.996 0.997 0.962 0.994
u¨ber 0.7 - 0.8 0.995 0.996 0.974 0.994
u¨ber 0.8 - 0.9 0.996 0.996 0.984 0.994
u¨ber 0.9 0.998 0.997 0.994 0.994
Bei kleinen Werten von ∆ besteht dagegen die Gefahr, dass potentielle Effizienzunterschie-
de zu einem grossen Teil durch Verzerrungen u¨berlagert und somit unterscha¨tzt werden.
Die Resultate der Simulation stu¨tzen die Hypothese 1 (vgl. S. 70).
Folgerung 4.4 Die anhand der DEA gescha¨tzten Effizienzwerte sind unter Umsta¨nden
stark nach oben und die Effizienzdifferenzen folglich nach unten verzerrt. Vor allem fu¨r
kleine Werte von ∆ besteht die Gefahr von verzerrten und folglich nicht validen Effi-
zienzdifferenzen. Nimmt dagegen ∆ Werte um eins an, sind die gescha¨tzten erwarteten
Effizienzdifferenzen u¨ber einen breiten Parameterraum nahezu unverzerrt.
4.5.2 Hypothesentests
Die Frage stellt sich, welche Konsequenzen die Verzerrungen auf die Hypothesentests ha-
ben. Da die Verzerrungen ausschliesslich nach oben ausfallen und somit die Effizienzdiffe-
renzen zwischen den beiden Gruppen vermindern, ist zu erwarten, dass beim Vorliegen von
Verzerrungen die Hypothesentests zu systematisch falschen Schlussfolgerungen fu¨hren.
In der Tabelle 4.8 sind die Resultate der Hypothesentests (zweiseitiger T-Test fu¨r un-
bekannte, aber identische Varianzen) fu¨r die Parameterkombinationen mit ιA = ιB = 0
aufgefu¨hrt. Das Validita¨tsmass ∆ wurde zur u¨bersichtlicheren Darstellung wieder in zehn
Kategorien eingeteilt. In der ersten Spalte ist die Anzahl der Iterationen I angegeben, die
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Tabelle 4.8: Anteil α-Fehler (ιA = 0)
Delta ∆ I Anteil α-Fehler ιA − BAB
0 bis 0.1 12 116 5.05 -0.003
u¨ber 0.1 - 0.2 1 875 3.95 -0.000
u¨ber 0.2 - 0.3 1 037 4.82 0.017
u¨ber 0.3 - 0.4 906 5.74 -0.001
u¨ber 0.4 - 0.5 921 5.32 -0.008
u¨ber 0.5 - 0.6 1 414 4.67 0.006
u¨ber 0.6 - 0.7 1 044 5.27 -0.011
u¨ber 0.7 - 0.8 935 5.99 0.001
u¨ber 0.8 - 0.9 1 600 6.19 -0.003
u¨ber 0.9 5 152 5.24 0.001
Total 27 000 5.12 -0.001
zu einem ∆ in der entsprechenden Kategorie gefu¨hrt hat. Da in jeder Iteration ein Hy-
pothesentest durchgefu¨hrt werden kann, entspricht diese Zahl der Anzahl durchgefu¨hrter
Hypothesentest im entsprechenden Wertebereich von ∆. In der na¨chsten Spalte ist der
relative Anteil der Fehler erster Art aufgefu¨hrt. Unabha¨ngig von ∆ betra¨gt der Anteil der
Fehler erster Art rund 5% – der Wert, der bei einem Signifikanzniveau von 95% zu erwar-
ten ist. Die letzte Spalte entha¨lt schliesslich die Erwartungswerte der effektiv realisierten
Effizienzdifferenzen (in Prozentpunkten), welche den Differenzen zwischen den wahren Ef-
fizienzunterschieden (ιA) und den gescha¨tzten Verzerrungen der Effizienzdifferenzen (BAB)
entsprechen.19
Folgerung 4.5 Sind die Effizienzverteilungen beider Gruppen identisch, liefern die Hy-
pothesentests hervorragende Resultate in dem Sinne, dass der Anteil der Fehler erster Art
genau der Fehlerwahrscheinlichkeit der Hypothesentests entspricht.
Die Ergebnisse der Hypothesentests fu¨r ιA > ιB = 0 sind fu¨r die vier Parameterwerte
von ιA in den Tabellen 4.9 bis 4.12 aufgefu¨hrt. In der ersten Spalte findet sich jeweils
die Anzahl der durchgefu¨hrten Hypothesentests gefolgt vom relativen Anteil der Fehler
zweiter Art. In der dritten Spalte sind die Erwartungswerte der effektiv realisierten Ef-
fizienzdifferenzen (ιA − BAB) aufgefu¨hrt. Diese Werte sind die fu¨r die Hypothesentests
19Die Erwartungswerte der realisierten Effizienzdifferenzen entsprechen dem Teil der wahren Effizienz-
differenzen, die nicht durch Verzerrungen u¨berlagert werden.
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relevanten Effizienzdifferenzen. Interessant sind sie deshalb, weil sie fu¨r die Prognose des
theoretisch zu erwartenden Anteils der Fehler zweiter Art massgebend sind. Bei einer rea-
lisierten Effizienzdifferenz ιA − BAB von z.B. 2% ist gema¨ss Tabelle B.1 (im Anhang B)
– in Abha¨ngigkeit des Parameters σi – mit einem Fehleranteil von 84 bis 92 Prozent zu
rechnen.20
In Tabelle 4.9 sind die Resultate der Hypothesentests fu¨r eine wahre Effizienzdifferenz
von 5% aufgefu¨hrt. Bei dieser Differenz wird bei unverzerrt gescha¨tzten Effizienzdifferen-
zen ein Anteil Fehler zweiter Art zwischen 35 und 70 Prozent erwartet (vgl. Tabellen-
fussnote oder Tabelle B.1 im Anhang B). Fu¨r realisierte Effizienzdifferenzen von knapp
5 Prozent werden in 40 Prozent der Hypothesentests Fehler begangen (vgl. zehnte Zeile),
ein Wert, der im Bereich der theoretisch erwarteten Ha¨ufigkeit liegt.21 Mit abnehmen-
dem Validita¨tsmass nimmt der realisierte Fehleranteil kontinuierlich zu und fu¨r Werte
von ∆ < 0.5 liegt der Anteil der Fehler bereits u¨ber dem theoretisch erwarteten Wert von
70%. Fu¨r ∆ < 0.1 wird gar ein Anteil Fehler zweiter Art von knapp 93 Prozent realisiert
(vgl. erste Zeile).22
In Tabelle 4.10 sind die Resultate der Hypothesentests fu¨r ιA = 0.10 aufgefu¨hrt. Bei
dieser Differenz wird bei unverzerrt gescha¨tzten Effizienzdifferenzen mit einem Anteil
Fehler zweiter Art zwischen 0.3 und 20 Prozent gerechnet (vgl. Tabellenfussnote oder
Tabelle B.1 im Anhang B). Fu¨r ∆ > 0.9 wird in gut 2 Prozent aller Hypothesentests ein
Fehler zweiter Art begangen (vgl. zehnte Zeile). Wieder steigt der Anteil Fehler zweiter Art
mit abnehmendem ∆. Bereits fu¨r ∆ < 0.6 betra¨gt der Fehleranteil u¨ber 20 Prozent und
liegt somit u¨ber dem erwarteten Wert fu¨r die entsprechenden Parameterkombinationen.
Der Anteil der realisierten Fehler zweiter Art steigt fu¨r ∆ < 0.1 sogar auf u¨ber 86 Prozent.
Aus Tabelle 4.11 ist ersichtlich, dass fu¨r ιA = 0.15 bei grossen Werten von ∆ der
20Auf eine weitere Unterteilung der Resultate fu¨r die drei Parameterwerte der Varianz wurde verzichtet.
Die in den Tabellen 4.9 bis 4.12 ausgewiesenen Anteile der Fehler zweiter Art sind somit approximativ
Mittelwerte der drei simulierten Varianzen.
21Auf die Prognose des Anteils der Fehler zweiter Art wird im Folgenden verzichtet. Zusammenfas-
send kann gesagt werden, dass die prognostizierten Fehleranteile – wie bei den Fehlern erster Art (vgl.
Folgerung 4.5) – gut mit den in der Simulation realisierten Anteilen u¨bereinstimmen.
22Auf die Diskussion der dritten Spalte wird verzichtet. In Abschnitt 4.5.1 wurde gezeigt, dass die
Verzerrungen BAB in einem negativen Zusammenhang mit dem Validita¨tsmass stehen. Da die Werte in
der dritten Spalte als Differenz zwischen ι und der erwarteten Verzerrung BAB definiert wurden, steht
ιA −BAB in einem positiven Zusammenhang mit ∆. Die dritte Spalte wurde ausschliesslich als Referenz
zur Prognose der erwarteten Anteile der Fehler zweiter Art in die Tabellen 4.9 bis 4.12 aufgenommen.
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Tabelle 4.9: Anteil β-Fehler (ιA = 0.05)
Delta ∆ I Anteil β-Fehler a) ιA − BAB
0 bis 0.1 11 226 92.91 0.98
u¨ber 0.1 - 0.2 2 399 92.04 1.14
u¨ber 0.2 - 0.3 1 133 89.50 1.49
u¨ber 0.3 - 0.4 938 87.42 1.90
u¨ber 0.4 - 0.5 1 071 81.61 2.37
u¨ber 0.5 - 0.6 1 336 76.65 2.90
u¨ber 0.6 - 0.7 1 174 67.63 3.37
u¨ber 0.7 - 0.8 1 068 59.55 3.87
u¨ber 0.8 - 0.9 1 606 50.69 4.36
u¨ber 0.9 5 049 40.60 4.92
Total 27 000 76.53 2.35
a) Der theoretisch erwartete Anteil der Fehler zweiter Art betra¨gt fu¨r ιA = 0.05 und ein Signifi-
kanzniveau von 95% 34.6 bis 70.7 Prozent.
Tabelle 4.10: Anteil β-Fehler (ιA = 0.10)
Delta ∆ I Anteil β-Fehler a) ιA − BAB
0 bis 0.1 9 953 86.10 2.03
u¨ber 0.1 - 0.2 1 860 79.09 2.48
u¨ber 0.2 - 0.3 1 952 74.08 3.07
u¨ber 0.3 - 0.4 1 079 60.15 3.84
u¨ber 0.4 - 0.5 992 48.29 4.74
u¨ber 0.5 - 0.6 1 269 33.57 5.79
u¨ber 0.6 - 0.7 1 351 22.50 6.66
u¨ber 0.7 - 0.8 1 182 10.41 7.63
u¨ber 0.8 - 0.9 1 595 6.33 8.57
u¨ber 0.9 5 767 2.25 9.82
Total 27 000 76.53 2.35
a) Der theoretisch erwartete Anteil der Fehler zweiter Art betra¨gt fu¨r ιA = 0.10 und ein Signifi-
kanzniveau von 95% 3 bis 19.3 Prozent.
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Tabelle 4.11: Anteil β-Fehler (ιA = 0.15)
Delta ∆ I Anteil β-Fehler a) ιA − BAB
0 bis 0.1 8 417 75.69 3.21
u¨ber 0.1 - 0.2 1 985 64.69 3.77
u¨ber 0.2 - 0.3 1 575 52.32 4.67
u¨ber 0.3 - 0.4 1 698 37.46 5.67
u¨ber 0.4 - 0.5 1 179 21.29 6.88
u¨ber 0.5 - 0.6 1 188 8.92 8.32
u¨ber 0.6 - 0.7 1 505 3.39 9.77
u¨ber 0.7 - 0.8 1 524 1.05 11.12
u¨ber 0.8 - 0.9 1 658 0.00 12.68
u¨ber 0.9 6 271 0.03 14.67
Total 27 000 76.53 2.35
a) Der theoretisch erwartete Anteil der Fehler zweiter Art betra¨gt fu¨r ιA = 0.15 und ein Signifi-
kanzniveau von 95% 0 bis 1.1 Prozent.
realisierte Anteil der Fehler zweiter Art unter einem Prozentpunkt liegt. Theoretisch ist
bei dieser Parameterkombination mit einem Anteil bis zu einem Prozent zu rechnen (vgl.
Tabellenfussnote oder Tabelle B.1 im Anhang B). Fu¨r Werte von ∆ < 0.7 liegt der
Fehleranteil bereits u¨ber dem maximal zu erwartenden Wert und fu¨r ∆ < 0.1 steigt der
Anteil der realisierten Fehler auf u¨ber 75 Prozent und u¨bersteigt den erwarteten Anteil
von maximal 1.1 Prozent bei Weitem.
Bei Parameterkombinationen mit ιA = 0.20 wird ein Anteil der Fehler zweiter Art
unter einem Promille erwartet (vgl. Tabellenfussnote oder Tabelle B.1 im Anhang B).
Fu¨r ∆ > 0.9 werden bei den Hypothesentests tatsa¨chlich keine Fehler realisiert. Der An-
teil der Fehler nimmt wieder mit abnehmenden Werten fu¨r ∆ kontinuierlich zu; bereits
fu¨r ∆ < 0.8 u¨bersteigt der Anteil der realisierten Fehler zweiter Art den erwarteten An-
teil von einem Promille. In der untersten Wertekategorie des Validita¨tsmasses werden in
59 Prozent aller getesteten Hypothesen Fehler zweiter Art realisiert; wieder ein Wert, der
in keinem Verha¨ltnis zum erwarteten Fehleranteil von einem Promille bei der entsprechen-
den Parameterkombination steht.
In Abschnitt 4.5.1 wurde gezeigt, dass die gescha¨tzten erwarteten Verzerrungen der Ef-
fizienzdifferenzen BAB in einem negativen Zusammenhang mit dem Validita¨tsmass steht.
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Tabelle 4.12: Anteil β-Fehler (ιA = 0.20)
Delta ∆ I Anteil β-Fehler a) ιA − BAB
0 bis 0.1 6 604 58.77 4.53
u¨ber 0.1 - 0.2 2 528 49.13 5.19
u¨ber 0.2 - 0.3 1 581 31.18 6.25
u¨ber 0.3 - 0.4 1 892 14.38 7.76
u¨ber 0.4 - 0.5 1 502 6.33 9.16
u¨ber 0.5 - 0.6 1 238 1.37 10.99
u¨ber 0.6 - 0.7 1 482 0.54 12.96
u¨ber 0.7 - 0.8 1 490 0.27 14.62
u¨ber 0.8 - 0.9 1 744 0.00 16.51
u¨ber 0.9 6 939 0.00 19.45
Total 27 000 22.67 11.10
a) Der theoretisch erwartete Anteil der Fehler zweiter Art betra¨gt fu¨r ιA = 0.20 und ein Signifi-
kanzniveau von 95% 0 bis 1 Promille.
In diesem Abschnitt wurde nachgewiesen, dass sich die verzerrt gescha¨tzten Effizienzdif-
ferenzen auf die Stufe der Hypothesentests u¨bertragen. Der Anteil der Fehler zweiter Art
nimmt, unabha¨ngig vom Ausmass der wahren Effizienzunterschiede, mit zunehmenden
Werten des Validita¨tsmasses ab. Diese Resultate stu¨tzen die Hypothese 2 (vgl. S. 70).
Folgerung 4.6 Verzerrt gescha¨tzte Effizienzdifferenzen u¨bertragen sich auf die Ebene der
Hypothesentests. Kleine Werte des Validita¨tsmasses ∆ fu¨hren zu einer drastischen Zunah-
me der Fehler zweiter Art. Die in der Simulation realisierten Fehlerha¨ufigkeiten stimmen
gut mit den theoretisch erwarteten Werten fu¨r die jeweils realisierten Effizienzdifferenzen
u¨berein.
4.6 Verallgemeinerung der Resultate
In diesem Abschnitt wird der Versuch unternommen, die bisherigen Resultate, die auf
einer Ein-Output-Zwei-Input-Transformationsfunktion basieren, auf Szenarien mit weni-
ger restriktiven Annahmen bezu¨glich der Transformationsfunktion zu u¨bertragen. Die
zuverla¨ssigste – aber auch sehr aufwendige – Vorgehensweise ist, entsprechende Simu-
lationen durchzufu¨hren. Darauf wird an dieser Stelle verzichtet, da diese zusa¨tzlichen
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Simulationen den Rahmen dieser Arbeit sprengen wu¨rden. Stattdessen soll eine qualita-
tive Argumentation die allgemeine Gu¨ltigkeit der Folgerungen dieses Kapitels plausibel
machen.
Die Mo¨glichkeit, unabha¨ngige Abschnitte im Input-Outputraum zu definieren, nimmt
mit der Dimension, d.h. mit der Anzahl Inputs und Outputs, zu. Fu¨r eine Transformations-
funktion mit lediglich einem Input und einem Output besteht diese Mo¨glichkeit u¨berhaupt
nicht, d.h. ∆ ist immer gleich eins. Im Ein-Output-Zwei-Input-Fall ist dies – wie oben
gezeigt wurde – aber durchaus und in einem nicht zu unterscha¨tzenden Ausmass mo¨g-
lich. Wu¨rde nun ein zweiter Output produziert, ko¨nnten sich die beiden Gruppen zusa¨tz-
lich auch noch in Bezug auf die Outputkombination unterscheiden, das Validita¨tsmass
∆ kann daher nur abnehmen. Mit jedem weiteren Input oder Output werden zusa¨tzliche
Mo¨glichkeiten geschaffen, unabha¨ngige Abschnitte der effizienten Grenze zu definieren.
Folgerung 4.7 Das Problem der Unabha¨ngigkeit der Abschnitte der GPM in Bezug auf
ein Gruppenmerkmal du¨rfte mit zunehmender Dimension des Input-Outputraumes an Be-
deutung gewinnen. Diese Erkenntnis ist umso gravierender, als dass die erwarteten Ver-
zerrungen bei gegebener Stichprobengro¨sse mit der Dimension zunehmen (da die Konver-
genzrate negativ von der Dimension beeinflusst wird, vgl. Gleichung 4.2 auf S. 74).
Die Mo¨glichkeit, unabha¨ngige Abschnitte zu definieren, ist die Konsequenz der wenig re-
striktiven Strukturannahmen der DEA. So ist z.B. der U¨bergang von einem effizienten
Abschnitt der GPM auf einen benachbarten Abschnitt in Bezug auf die Grenzraten der
Substitution und Transformation nur durch die Konvexita¨tsannahme eingeschra¨nkt. Im
Gegensatz dazu ist bei den parametrischen Alternativen der Effizienzmessung der Verlauf
der Grenze durch den unterstellten funktionalen Zusammenhang sta¨rker vorgegeben. Die
Konsequenz ist, dass gruppenspezifische Ineffizienz besser erkannt werden kann und die
gescha¨tzten Effizienzdifferenzen eher unverzerrt sind. Es ist zu vermuten, dass das Aus-
mass der Flexibilita¨t der parametrischen Alternativen entscheidend dafu¨r verantwortlich
ist, ob die gescha¨tzten Effizienzdifferenzen verzerrt oder unverzerrt sind. Je flexibler eine
parametrische Methode ist, desto gro¨sser du¨rfte die Gefahr nicht valider Effizienzdifferen-
zen sein.
Folgerung 4.8 In vielerlei Hinsichten stellen die wenig restriktiven Strukturannahmen
(bzw. die Flexibilita¨t) der DEA einen Vorteil dar. Die Gefahr der verzerrt gescha¨tzten
Effizienzdifferenzen stellt aber gewissermassen die Kehrseite dieser Medaille dar.
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Restriktivere Strukturannahmen du¨rften somit ceteris paribus die Gefahr der verzerrt
gescha¨tzten Effizienzdifferenzen vermindern. Es ist zu erwarten, dass DEA-Versionen mit
konstanten Skalenertra¨gen weniger anfa¨llig auf verzerrt gescha¨tzte Effizienzdifferenzen
sind als solche mit variablen Skalenertra¨gen (vgl. Abschnitte 2.2.3 und 2.2.3, vgl. aber
auch Abschnitt 5.2.1 in Kapitel 5). Auch zusa¨tzlichen Restriktionen auf den virtuellen
Multiplikatoren, wie bei der Cone-Ratio-DEA, sollten diese Gefahr vermindern (vgl. Ab-
schnitt 2.2.3).
Zum Abschluss dieses Kapitels soll noch die Verbindung zur Kritik am Two Stage Ap-
proach hergestellt werden (vgl. Abschnitt 2.3.2). Dort wurde darauf hingewiesen, dass eine
starke Korrelation zwischen den Inputs bzw. Outputs und den Regressoren eine mo¨gliche
Ursache fu¨r verzerrt gescha¨tzte Effizienz sei. Als Begru¨ndung dafu¨r wird in der Literatur
das Omitted Variable Problem aufgefu¨hrt. Die Erkenntnisse des dritten Kapitels, die hier
durch die Simulation bekra¨ftigt werden, zeigen, dass gruppenspezifisch unabha¨ngige Ab-
schnitte der GPM zu verzerrt gescha¨tzten Effizienzdifferenzen fu¨hren ko¨nnen. Die Frage
stellt sich, ob die Information bezu¨glich der Validita¨t der Effizienzdifferenzen nicht anhand
einer Korrelationsanalyse zwischen den verschiedenen Inputs, Outputs und Regressoren
der zweiten Stufe gewonnen werden kann. Eine Begru¨ndung, wieso die Korrelationsana-
lyse in diesem Kontext grundsa¨tzlich nicht geeignet ist, findet sich in Abschnitt 3.4.1.
Trotzdem soll an dieser Stelle noch ein zusa¨tzliches Argument fu¨r das hier vorgeschlage-
ne Validita¨tsmass vorgebracht werden. Der Vorteil des Validita¨tsmasses im Gegensatz zu
einer Korrelationsanalyse besteht darin, dass pro Gruppenmerkmal eine Kennzahl Aus-
kunft u¨ber die Eigenschaften der GPM und die Validita¨t der gescha¨tzten Effizienzdiffe-
renzen gibt. Bei einer Korrelationsanalyse ist fu¨r jedes Gruppenmerkmal die Auswertung
von k = n(n−1)
2
Korrelationskoeffizienten no¨tig, wobei n die Anzahl der Dimensionen im
Input-Outputraum ist.23 Zudem liesse sich die Frage, ob die verschiedenen Abschnitte
der GPM in Bezug auf ein Gruppenmerkmal unabha¨ngig sind, anhand der verschiedenen
Korrelationskoeffizienten kaum beantworten.
Folgerung 4.9 Das Validita¨tsmass ∆ ist verha¨ltnisma¨ssig einfach zu berechnen und lie-
fert pro Gruppenmerkmal zudem eine Kennzahl zur Bewertung der Validita¨t der Effizi-
enzdifferenzen.
23Werden die Input-, Output- und Input-Outputverha¨ltnisse ausgewertet, diese sind fu¨r die implizite
Konsistenzbedingung relevant, mu¨ssen gar K = k(k−1)2 Korrelationskoeffizienten ausgewertet werden,
wobei wiederum k = n(n−1)2 ist. Dies erschwert die Beantwortung der Frage, da K  k.
Kapitel 5
Eine empirische Anwendung der
DEA im schweizerischen
Krankenhaussektor
In diesem Kapitel werden die bisherigen Erkenntnisse anhand einer empirischen Arbeit
illustriert. Im ersten Abschnitt wird eine Anwendung der DEA zur Effizienz der schweize-
rischen Krankenha¨user pra¨sentiert. Im zweiten Abschnitt folgt eine Analyse der Resultate
der o¨konometrischen Auswertung der DEA-Effizienz. Es wird insbesondere untersucht,
ob Hinweise fu¨r verzerrt gescha¨tzte Effizienzdifferenzen vorliegen, die zu einer erho¨hten
Wahrscheinlichkeit von Fehlern zweiter Art fu¨hren. Dabei wird den Erkenntnissen der
Kapitel 3 und 4 besondere Aufmerksamkeit gewidmet.
5.1 DEA schweizerischer Krankenha¨user
Die pra¨sentierte Studie basiert auf einer empirischen Anwendung der DEA im schweizeri-
schen Krankenhaussektor von Steinmann und Zweifel (2000). Im Gegensatz zur urspru¨ng-
lichen Studie wird sie hier erweitert: Anstelle der traditionellen DEA wird eine Versionen
mit restringierten Grenzraten der Substitution und Transformation zur Anwendung kom-
men (die sogenannte Cone-Ratio-DEA, vgl. Abschnitt 2.2.3).
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5.1.1 Die Inputs und Outputs der Krankenha¨user
Als erstes muss gekla¨rt werden, mit welchen Inputs im Krankenhaussektor welche Outputs
produziert werden. Einigkeit besteht gro¨sstenteils bei den Inputs, die im wesentlichen
Arbeit und Kapital umfassen. Das zeigt sich in den bisherigen Anwendungen der DEA
auf Krankenha¨user. Die Auswahl der Inputs stimmt weitgehend u¨berein, wobei bis zu fu¨nf
Personalkategorien unterschieden werden.
In Ermangelung zuverla¨ssiger buchhalterischer Daten, die eine zuverla¨ssige Bestim-
mung des Kapitaleinsatzes ermo¨glichen, dient u¨blicherweise die Zahl der Betten eines
Krankenhauses als Indikator fu¨r das Kapital. Burgess und Wilson (1996) nehmen eine
Unterteilung in Langzeit- und Kurzzeitbetten vor, um der unterschiedlichen Ausstattung
mit medizinischer Technologie und damit dem Kapital Rechnung zu tragen. Byrnes und
Valdmanis (1994) argumentieren dagegen, dass fu¨r den Transformationsprozess eher das
effektiv eingesetzte Kapital relevant ist, in diesem Kontext wa¨ren dies die effektiv be-
legten Betten. Allerdings wird so eine Quelle der Ineffizienz nicht erfasst, na¨mlich die
Nichtnutzung von vorhandenem Kapital. Ein entsprechender U¨berschuss la¨sst sich aber
auch als Vorhaltung von Betten und somit als Output interpretieren [vgl. Zweifel und
Breyer (1997), Kap. 9]. Aus dieser Sicht erscheint die Arbeit von Banker, Conrad und
Strauss (1986) in einem gu¨nstigen Licht, weil dort die Kapitalnutzungskosten, d.h. die
Summe der Verzinsung und der Abschreibungen, selbst als Input des Krankenhauses ver-
wendet wird. Allerdings ist zu beachten, dass die Kapitalnutzungskosten o¨ffentlicher Un-
ternehmen i.d.R. keinen eindeutigen Ru¨ckschluss auf das eingesetzte Kapital zula¨sst. Fa¨re,
Grosskopf, Lindgren und Roos (1994) verzichten mangels verfu¨gbarer Informationen ga¨nz-
lich auf die Verwendung von Kapital als Produktionsfaktor und fu¨hren neben der Arbeit
den Sachaufwand als weiteren Input ein.
Auf der Seite der Outputs pra¨sentiert sich die Sachlage nicht gleichermassen ein-
deutig. Unumstritten scheint, dass die Leistung der Krankenha¨user darin besteht, die
Gesundheitsversorgung im weiteren Sinn zu gewa¨hrleisten. Was unter dem Begriff der
”
Gesundheitsversorgung im weiteren Sinn“ subsumiert wird ist aber kontrovers. Die Aus-
bildung von Personal oder die medizinische Grundlagenforschung ko¨nnen, mu¨ssen aber
nicht, in diesen Leistungskatalog fallen. Ein weiteres Problem besteht insbesondere bei
der Operationalisierung der Outputs: Da der wahre Beitrag der Krankenha¨user zum Ge-
sundheitszustand der Patienten – die Differenz zwischen dem Gesundheitszustand nach
der Behandlung und demjenigen, der sich ohne Behandlung eingestellt ha¨tte – u¨berhaupt
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nicht gemessen werden kann, muss zwangsla¨ufig auf Outputindikatoren zuru¨ckgegriffen
werden.
Bei allen bisherigen Studien fehlen Indikatoren des Beitrags der Krankenha¨user zur
Gesundheit der Patienten. U¨blicherweise behilft man sich mit jenen Outputdimensionen,
die Gegenstand der Honorierung sind, also Pflegetage und Behandlungsfa¨lle. Eine Ma-
ximierung der Pflegetage kann aus volkswirtschaftlicher Sicht jedoch kaum als Zeichen
einer effizienten Betriebsfu¨hrung aufgefasst werden, wu¨rde doch damit ein wichtiger In-
put in Form der Zeit der Patienten verschwendet. Hingegen macht eine Unterteilung der
Behandlungsfa¨lle in verschiedene Kategorien Sinn, beispielsweise in ambulanten Untersu-
chungen und Behandlungen oder auch in ambulante, stationa¨re und gyna¨kologische Fa¨lle.
Eine zu weit gehende Unterteilung der Inputs und Outputs ha¨tte allerdings zur Konse-
quenz, dass die Zahl der Abschnitte der GPM zunimmt, so dass ein gro¨sserer Anteil der
Beobachtungen als effizient erkannt wird.1
Burgess und Wilson (1996) unterscheiden zwischen Pflegetagen, Langzeitpflegetagen
sowie ambulanten und stationa¨ren Behandlungen und Entlassungen (z.T. mit dem Ca-
se Mix gewichtet). Byrnes und Valdmanis (1994) verwenden dagegen akute, stationa¨re
und gyna¨kologische Fa¨lle, wa¨hrend Banker et al. (1986) drei vom Alter der Patienten
abha¨ngige Pflegetagkategorien favorisieren. In Fa¨re et al. (1994) werden die Outputs in
Behandlungsfa¨lle, Untersuchungen (Einzelleistungen) sowie Pflegetage unterteilt. Einzig
Linna und Hakkinen (1998) beru¨cksichtigen neben den u¨blichen Outputs die Forschung
sowie die Ausbildung als zusa¨tzliche Leistungen der Krankenha¨user.
In der hier pra¨sentierten DEA [in Analogie zu Steinmann und Zweifel (2000)] werden
die Bescha¨ftigten dreier Personalkategorien (akademisches Personal, Pflegepersonal so-
wie Personal der administrativen und technischen Dienste) als Inputs unterschieden. Als
weiterer Input dient der Sachaufwand (zu Preisen von 1990). Da die Krankenha¨user fu¨r
Medikamente und Hilfsmittel landesweit die gleichen Marktpreise bezahlen, ist der Ru¨ck-
schluss von dieser Wertgro¨sse auf die fu¨r die Produktion verwendeten Mengen durchaus
vertretbar. In U¨bereinstimmung mit obiger Argumentation figurieren schliesslich die Pfle-
getage unter den Inputs. Auf der Seite der Outputs werden nur stationa¨re Leistungen
erfasst, obschon insbesondere Krankenha¨user in Sta¨dten durch ihre Ambulatorien auch
ambulante Leistungen erbringen. Die Behandlungsfa¨lle du¨rfen als einigermassen homogen
1Werden zusa¨tzliche Variablen in ein zu maximierendes Lineares Programm eingefu¨hrt, nehmen die op-
timalen Lo¨sungen mindestens gleich grosse Werte an, d.h. im Durchschnitt nimmt der Wert der Lo¨sungen
zu.
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gelten, werden doch die folgenden fu¨nf Kategorien unterschieden: (1) medizinische, (2)
pa¨diatrische, (3) chirurgische, (4) der Intensivpflege zugeordnete und (5) gyna¨kologische
Behandlungsfa¨lle.
5.1.2 Die Daten der Stichprobe
Fu¨r den Zeitraum von 1993-96 liegen 750 Beobachtungen von insgesamt 190 Allgemein-
krankenha¨usern vor, welche im Rahmen der administrativen Statistik von der H+ die
Spita¨ler der Schweiz erhoben wurden.
Fehlerhafte Daten wurden im Rahmen der Datenbereinigung aus der Stichprobe ent-
fernt. Bei der Kontrolle des Datensatzes ergaben sich bei Krankenha¨usern mit Langzeit-
patienten z.T. mehrere Tausend verrechnete Pflegetage pro Patient und Jahr. Da die Be-
handlungsfa¨lle als Entlassungen definiert sind, mu¨ssten Langzeitpatienten – die bei den
psychiatrischen oder geriatrischen Patienten auftreten – am Ende jedes Jahres formell
entlassen werden und im neuen Jahr formell wieder eintreten. Krankenha¨user verzichten
aber oft auf diese umsta¨ndliche Prozedur und weisen in der Folge systematisch zu wenig
Behandlungsfa¨lle aus. Da nicht bekannt ist, welche Krankenha¨user systematisch zu we-
nig Behandlungsfa¨lle bei den Langzeitpatienten aufweisen, wurden alle Krankenha¨user,
die Langzeitpatienten behandeln, von der Studie ausgeschlossen. Somit bleiben von ur-
spru¨nglich 750 Beobachtungen von 190 Krankenha¨usern u¨ber die Periode 1993-96 noch
310 Beobachtungen von 89 Krankenha¨usern u¨brig.
5.1.3 Die Restriktionen der Grenzraten der Substitution und
Transformation
Um zu verhindern, dass bei der Lo¨sung der Zielfunktion der DEA die virtuellen Multi-
plikatoren unplausible Werte annehmen, werden – wie in Abschnitt 2.2.3 erla¨utert – die
zula¨ssigen Werte der Grenzraten der Substitution und Transformation beschra¨nkt. Die
unterstellten minimalen und maximalen Werte fu¨r die fu¨nf Inputs sind in der Tabelle 5.1
aufgefu¨hrt. Diese Schranken mo¨gen auf den ersten Blick restriktiv wirken. Es ist aber zu
beachten, dass es sich dabei um Durchschnittswerte pro Beobachtung und Jahr handelt.2
2Alternative Restriktionen auf den Grenzraten der Substitution und Transformation wurden getestet.
Dabei hat sich gezeigt, dass die gescha¨tzte Effizienz nur schwach auf eine Vera¨nderung der Restriktionen
reagiert.
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Tabelle 5.1: Unterstellte Wertgrenzen der Produktionsfaktoren, Fr. zu Preisen 1990
minimaler Wert maximaler Wert
Akademiker 75 000 350 000
Pflegepersonal 30 000 120 000
Verwaltungspersonal 30 000 120 000
Pflegetage 100 2000
Sachaufwanda) 1 1
a) Der Sachaufwand dient als Nume´raire und ist auf den Wert eins fixiert.
Zum Vergleich: Das durchschnittliche Jahressala¨r der Angestellten im Gesundheitssektor
der Schweiz belief sich im Jahr 1994 auf Fr. 48 400.- [vgl. OECD (1999)]. Das durch-
schnittliche Einkommen der A¨rzte im selben Jahr betrug Fr. 146 000.- (jeweils zu Preisen
von 1990). Da die u¨berwiegende Mehrheit der Angestellten im Pflegebereich ta¨tig ist, ist
die Lohnverteilung im Gesundheitssektor linkssteil, m.a.W. der Durchschnittslohn in den
Pflegeberufen muss sogar unter 48 400.- liegen.3
Da die Pflegetage als Input seitens der Patienten definiert wurden, dienen die Op-
portunita¨tskosten eines Pflegetages als Schranken fu¨r die Grenzrate der Substitution. Die
Opportunita¨tskosten fallen an, da der Patient wa¨hrend der stationa¨ren Behandlung nicht
seiner beruflichen, gesellschaftlichen oder familia¨ren Ta¨tigkeit nachgehen kann. Werden
die unterstellten Werte pro Pflegetag auf Monatswerte hochgerechnet (vgl. vierte Zeile der
Tabelle 5.1), ergibt sich ein minimaler Wert von rund Fr. 3 000.- bzw. ein maximaler Wert
von rund Fr. 600 000. Die untere Begrenzung entspricht somit in etwa dem Existenzmini-
mum, die obere Schranke repra¨sentiert dagegen das oberste Perzentil der Lohnverteilung.
Die virtuellen Multiplikatoren der Outputs und somit die Grenzraten der Transfor-
mation wurden ebenfalls restringiert. Begru¨ndet wird diese Massnahme damit, dass bei
einer Spezialisierung auf einen oder wenige Outputs zur Erreichung einer vorgegebenen
Effizienz auch eine Zunahme der entsprechenden Outputs notwendig sein soll. Ein Beispiel
zur Illustration: Verglichen werden zwei Krankenha¨user mit identischen Outputsets (vgl.
Abschnitt 2.1). Das eine Haus produziert jeweils 1000 medizinische und gyna¨kologische
Fa¨lle. Das zweite Haus hat sich auf medizinische Fa¨lle spezialisiert, d.h. es produziert
ausschliesslich medizinische Fa¨lle. Ohne Restriktionen auf den Grenzraten der Transfor-
3Im Jahr 1987 waren von den 66 650 im Gesundheitssektor angestellten Personen nur gerade 9 950
praktizierende A¨rzte.
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mation genu¨gten dem zweiten Haus 1001 medizinische Fa¨lle, um effizient nach Pareto-
Koopmans zu sein. Der marginale medizinische Fall wa¨re in dieser Situation gleich viel
wert wie 1000 gyna¨kologische Fa¨lle. In der vorliegenden Studie muss der durchschnittli-
che Wert pro Behandlungsfall einer Kategorie mindestens einem Zehntel des Wertes pro
Behandlungsfall der u¨brigen Kategorien entsprechen. Im Beispiel bedeutet dies, dass das
spezialisierte Haus mindestens 1100 medizinische Fa¨lle produzieren muss, damit es als
effizient deklariert wird.
Da die Wertebereiche aller virtuellen Multiplikatoren auf positive Werte beschra¨nkt
werden, ist das Effizienzmass strikt monoton und erlaubt die Effizienzindikation (vgl.
Abschnitt 2.2) und die GPM besteht ausschliesslich aus pareto-koopmans-effizienten Ab-
schnitten.
5.1.4 Die Ergebnisse der DEA
Die Ergebnisse der DEA werden nicht explizit aufgefu¨hrt, da diese ohne Beru¨cksichti-
gung der Rahmenbedingungen wenig aussagekra¨ftig sind.4 Erst die Beru¨cksichtigung der
heterogenen Rahmenbedingungen ermo¨glicht volkswirtschaftlich relevante Aussagen. Zu
erwa¨hnen ist einzig, dass Beobachtungen aller Gro¨ssenklassen effiziente Beobachtungen
stellen. Die einzige Ausnahme diesbezu¨glich stellen die 33 Beobachtungen der Kranken-
hauskategorie mit 250-499 Betten dar. Dies kann als Rechtfertigung fu¨r die Struktur-
annahme der konstanten Skalenertra¨ge angesehen werden. Trotz dieser Restriktion sind
Beobachtungen der kleinsten Krankenhauskategorie (weniger als 75 Betten) wie auch Uni-
versita¨tsspita¨ler in der Lage, effiziente Abschnitte der GPM zu definieren. Da in einer mitt-
leren Krankenhauskategorie keine Beobachtungen als effizient eingestuft werden, stellt sich
die Frage, ob der schweizerische Krankenhaussektor im beobachteten Input-Outputbereich
durch positive Skalenelastizita¨t, d.h. global zunehmende Skalenertra¨ge, gekennzeichnet
ist.5
4Die DEA wurde mit Efficiency Measurement System (EMS, Release1.2) durchgefu¨hrt. Ich bedanke
mich bei Herrn Dr. H. Scheel, dem Entwickler der Software, der immer umgehend und kompetent meine
Fragen zu EMS beantwortet hat.
5Ist die zugrunde liegende wahre Technologie durch global positive Skalenelastizita¨t gekennzeichnet,
kann die Effizienz anhand der DEA nicht konsistent gescha¨tzt werden, da die Strukturannahme der kon-
vexen Technologiemenge der DEA nicht gerechtfertigt ist [vgl. Simar und Wilson (2000)]. Die Ergebnisse
wa¨ren dann im mittleren Gro¨ssenbereich nach unten, d.h. in Richtung zu ineffizient, verzerrt.
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5.1.5 Die o¨konometrische Auswertung der DEA-Ergebnisse
Wie in Kapitel 2 erwa¨hnt wurde, ist es kaum mo¨glich, alle die Input-Outputtransformati-
onen beeinflussenden Rahmenbedingungen in die Scha¨tzung der Effizienz zu integrieren. In
diesem Abschnitt wird deshalb der Versuch unternommen, die relative Distanz zur pareto-
koopmans-effizienten GPM durch ein Set von Variablen, das die Rahmenbedingungen er-
fassen soll, zu erkla¨ren. Insbesondere stellt sich die Frage, wie sich die Anreizstrukturen im
schweizerischen Krankenhaussektor auf die Effizienz der Leistungserbringung auswirken.
Folgende o¨konomischen Hypothesen sollen u¨berpru¨ft werden:
• Defizitdeckung. Falls die Defizite sanktionslos gedeckt werden (DEFD=1), entfal-
len die Anreize zur effizienten Produktion. Die Defizitdeckung ist mit geringerer
Effizienz in Verbindung zu bringen.
• Subventionierung. Falls eine Beobachtung subventioniert wird (SUBV=1) und das
Budget festgelegt ist, bestehen keine Anreize fu¨r effizientes Wirtschaften. Es ko¨nn-
te sogar im Interesse der Entscheidungstra¨ger sein, Ressourcen zur Rechtfertigung
einer Budgetausweitung fu¨r die Folgeperioden verschwenderisch einzusetzen. Die
Subventionierung ist daher mit geringerer Effizienz in Verbindung zu bringen. Zu
beachten ist zudem, dass eine Subventionierung eine komplementa¨re Defizitdeckung
nicht zwingend ausschliesst.
• Subventionierung ohne komplementa¨re Defizitdeckung. Falls eine Beobachtung sub-
ventioniert wird und die nachtra¨gliche Deckung eines allfa¨lligen Defizits ausgeschlos-
sen ist (SUBV(1-DEFD)=1), bestehen Anreize zur effizienten Produktion. Dies
gilt insbesondere dann, wenn allfa¨llige U¨berschu¨sse von den Entscheidungstra¨gern
zweckgebunden, z.B. fu¨r Investitionen, eingesetzt werden ko¨nnen.
• Rechtstra¨ger. Die Hypothese besagt, dass die Entscheidungstra¨ger der privatrecht-
lich organisierten Beobachtungen (OEFF=0) besser, d.h. mit geringeren Kosten von
den Eigentu¨mern kontrolliert und gegebenenfalls sanktioniert werden ko¨nnen. Da-
her bestehen fu¨r die Entscheidungstra¨ger privatrechtlich organisierter Beobachtung-
en sta¨rkere Anreize zur effizienten Leistungserbringung als fu¨r Entscheidungstra¨ger
o¨ffentlich-rechtlich organisierter Beobachtungen (OEFF=1). Zu beachten ist jedoch,
dass auch Beobachtungen mit privatrechtlicher Rechtsform Eigentum der o¨ffentli-
chen Hand sein ko¨nnen.
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• Privatspital. PRIV=1, falls die Beobachtungen sich als Privatspital deklariert und
dem Schweizerischen Verein Privater Spita¨ler (SVPK) angeho¨rt. Werden gewisse
Auflagen erfu¨llt, i.d.R. muss eine Abteilung fu¨r allgemeinversicherte Patienten be-
trieben werden, ko¨nnen die Privatspita¨ler Subventionen von der o¨ffentlichen Hand
bekommen. Der erwartete Zusammenhang mit der Effizienz ist unbestimmt.
Weitere statistische Kontrollvariablen wurden zur Erfassung der unterschiedlichen Rah-
menbedingungen in die Scha¨tzung eingefu¨hrt:
• Anteil der Angestellten in Ausbildung. Ein grosser Anteil Auszubildender (AUSB)
sollte tendenziell die Effizienz senken. Dieses Postulat basiert auf der Annahme,
dass Auszubildende vergleichsweise weniger produktiv sind. Trotzdem werden sie
in der jeweiligen Personalkategorie ohne Einschra¨nkungen zum Bestand geza¨hlt.
Zudem besteht in der hier pra¨sentierten DEA nicht die Mo¨glichkeit, die niedrige-
re Produktivita¨t mit geringeren Personalkosten zu kompensieren. Um nicht-lineare
Zusammenha¨nge feststellen zu ko¨nnen, wird zudem der quadrierte Anteil in die
Scha¨tzgleichung eingefu¨hrt (AUSB2).
• Anteil der Pflegetage der nicht-allgemeinen Abteilungen am Total der verrechneten
Pflegetage. Diese Variable (PRIV%) soll Qualita¨tsunterschiede in der Leistungser-
bringung auffangen, die kaum erfasst werden ko¨nnen und in der hier vorliegenden
DEA unberu¨cksichtigt bleiben. Geht man davon aus, dass Qualita¨t zusa¨tzliche Res-
sourcen verzehrt, wird eine ho¨here Qualita¨t von der DEA als Ineffizienz interpretiert.
Steht den Patienten z.B. in einem Krankenhaus permanent ein Heer von Pflegeperso-
nal bereit, wird dies von den Patienten vermutlich als Qualita¨t aufgefasst. Dasselbe
du¨rfte auch auf den Input Kapital zutreffen: Ein Krankenhaus, das ausschliesslich
Einzelzimmer anbietet, wird vermutlich eine niedrigere Bettendichte aufweisen und
folglich weniger Behandlungsfa¨lle pro Kapitaleinheit hervorbringen, was von der
DEA als Ineffizienz erkannt wu¨rde.
• Die Patientenimport-Exportquote. IMEXQ: Das Verha¨ltnis zwischen der Anzahl Pa-
tienten, die von anderen Kantonen u¨berwiesen wurden, zur Anzahl Patienten, die
in Krankenha¨user anderer Kantone u¨berwiesen wurden. Zwei Gru¨nde sprechen fu¨r
einen negativen Zusammenhang mit der DEA-Effizienz. Zum einen mu¨ssen Kanto-
ne, deren Krankenhauskapazita¨t ausgelastet ist, Patienten exportieren. Eine hohe
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Auslastung der Kapazita¨t erho¨ht ceteris paribus die Effizienz. Zum anderen expor-
tieren Kantone, die keine Spitzenmedizin anbieten, ihre auf Spitzenmedizin ange-
wiesenen Patienten in Kantone, die diese auch anbieten. Da die Spitzenmedizin pro
Behandlungsfall besonders ressourcenintensiv ist, spricht auch dieses zweite Argu-
ment fu¨r einen negativen Zusammenhang mit der DEA-Effizienz. Die Daten zur
Patientenimport-Exportquote entstammen Crivelli (1998).
• Notfallaufnahme. NOTFALL=1, falls die Beobachtung u¨ber eine Notfallaufnahme
verfu¨gt. Eine Notfallaufnahme kann sich auf zwei verschiedene Arten auf die DEA-
Effizienz auswirken. Einerseits wird die Planung der Leistungserbringung durch das
stochastische Eintreffen von Notfa¨llen zu einem gewissen Grad erschwert. Die Folge
ist, dass zusa¨tzliche Kapazita¨ten fu¨r Notfa¨lle freigehalten werden mu¨ssen und die
Auslastung insgesamt abnimmt. Somit sollte die DEA-Effizienz bei Beobachtungen
mit Notfallaufnahme ceteris paribus kleiner ausfallen. Andererseits ist auch denkbar,
dass einer Beobachtung u¨ber die Notfallaufnahme
”
gu¨nstige“, d.h. einfache Fa¨lle
zukommen, die die DEA-Effizienz steigern.
• Jahr der Beobachtung. JAHRJJ: Diese Dummyvariablen nehmen den Wert eins an,
wenn die Beobachtung ins Jahr JJ fa¨llt. Der Beobachtungszeitraum war gepra¨gt von
einer Revision des Krankenversicherungsgesetztes, das auf Anfang 1995 eingefu¨hrt
wurde, und einem aufkommenden und in den Medien breit diskutierten Kosten-
bewusstsein. Um die zeitliche Entwicklung der DEA-Effizienz zu erfassen, wurden
Dummyvariablen fu¨r die Beobachtungsjahre 1994 bis 96 in die Scha¨tzgleichung ein-
gefu¨hrt (als Basisjahr dient 1993).
• Krankenhauskategorie. KATg: Es wurde eine Technologiemenge mit konstanten Ska-
lenertra¨gen unterstellt. Mit Dummyvariablen, die die Gro¨sse der Beobachtung er-
fassen, soll untersucht werden, ob die DEA-Effizienz mit der Krankenhausgro¨sse zu-
sammenha¨ngt. Wird ein systematischer Zusammenhang festgestellt, muss die Struk-
turannahme der konstanten Skalenertra¨ge in Frage gestellt werden. Die Dummyva-
riablen nehmen den Wert eins an, falls die Beobachtung in die Krankenhauskategorie
g fa¨llt; die Universita¨tsspita¨ler bilden die Basiskategorie g=1. Zusa¨tzlich gelten g=2:
500 und mehr Betten, g=3: 250-499 Betten, g=4: 125-249 Betten, g=5: 75-124 Bet-
ten und g=6: weniger als 75 Betten.
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Bei der Erkla¨rung der DEA-Effizienz gilt es, zwei Eigenheiten zu beachten. Erstens liegen
Paneldaten vor,6 was zur Folge hat, dass die Annahme, wonach die Beobachtungen der
Stichprobe unabha¨ngig sein mu¨ssen, verletzt wird. Aus diesem Grund wird bei den Panel-
Scha¨tzmethoden eine individuumspezifische Variable in die Scha¨tzgleichung eingefu¨hrt.
Unbeobachtete individuumspezifische Heterogenita¨t wird somit kontrolliert und es wird
verhindert, dass sie den systematischen Zusammenha¨ngen zugeordnet wird. Grundsa¨tz-
lich bestehen zwei Methoden, individuumspezifische Variablen in eine Scha¨tzgleichung
zu integrieren. Die erste besteht darin, fu¨r jedes Individuum eine Dummyvariable ein-
zufu¨hren (zur Vermeidung von perfekter Kollinearita¨t wird gleichzeitig die Konstante aus
der Scha¨tzgleichung entfernt). Dieses Verfahren wird als Fixed Effects Regression bezeich-
net. Die gesamte unbeobachtete individuumspezifische Heterogenita¨t wird dann durch
diese Dummyvariablen aufgefangen. Der Vorteil der Fixed Effects Regression besteht dar-
in, dass keine Annahmen bezu¨glich der Verteilung der gescha¨tzten Dummyvariablen no¨tig
sind. Ein Nachteil ist allerdings, dass pro Dummyvariable und somit pro Individuum ein
Freiheitsgrad geopfert werden muss, was gerade bei kleinen Stichproben einen hohen Preis
darstellt. Zudem kann nur die Wirkung von erkla¨renden Variablen gescha¨tzt werden, die
u¨ber die Zeit variieren, da sonst perfekte Kollinearita¨t mit den individuumspezifischen
Konstanten besteht. Bei der zweiten Methode, der sogenannten Random Effects Regressi-
on, wird die Heterogenita¨t durch einen zusa¨tzlichen, individuumspezifischen Sto¨rterm mit
einem Erwartungswert von null erfasst. Der Nachteil dieses Verfahrens besteht darin, dass
unterstellt wird, der individuumspezifische Sto¨rterm sei mit den Regressoren unkorreliert.7
Weiter ist zu beachten, dass die Verteilung der DEA-Effizienz typischerweise nicht den
Standardannahmen der Regression entspricht. Da die Verteilung der Effizienz bei 100%
abgeschnitten ist, resultiert ein Selektionseffekt. Die Stichprobe la¨sst sich in vollsta¨ndig
effiziente und ineffiziente Beobachtungen unterteilen, wobei ausschliesslich bei der zweiten
Gruppe das Ausmass der Effizienz variiert. Wird in einer solchen Situation die abha¨ngi-
ge Variable (hier die Effizienz) ohne entsprechende Korrektur gescha¨tzt, resultiert ein
Sto¨rterm mit einem Erwartungswert ungleich null, was zu inkonsistenten und verzerrt
gescha¨tzten Koeffizienten fu¨hrt. Eine Scha¨tzmethode, die diese Verzerrung korrigiert, ist
das Tobit-Verfahren [vgl. Greene (1997), Kap. 20].
6Ein Paneldatensatz ist eine kombinierte Querschnitts-La¨ngsschnittstichprobe. Dies ist z.B. dann der
Fall, wenn pro Individuum – bzw. pro Krankenhaus – in der Stichprobe mehrere Beobachtungen vorliegen.
7Eine Einfu¨hrung in die Panelscha¨tzmethoden findet sich in Greene (1997), Kap. 14 oder Stata (2001),
Reference Su-Z, S. 434ff.
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Die Auswertung der DEA-Effizienz erfordert somit eine Scha¨tzmethode, die sowohl die
Panelstruktur der Daten als auch die abgeschnittene Verteilung der abha¨ngigen Variable
(Effizienz) beru¨cksichtigt. Die o¨konometrische Auswertung der DEA-Effizienz anhand des
Random Effects Tobit hat sich aber bei den vorliegenden Daten als derart unrobust er-
wiesen, dass auf eine Pra¨sentation und Diskussion der Resultate verzichtet wird.8 Das
unkonditionierte Fixed Effects Tobit – bei dem die Fixed Effects als Dummyvariablen
in die Matrix der erkla¨renden Variablen eingehen und dann ein normales Tobit-Modell
gescha¨tzt wird – fu¨hrt zu verzerrt gescha¨tzten Koeffizienten [vgl. Stata (2001), Refe-
rence Su-Z, S. 474]). Zudem konvergierte die Log-Likelihood -Funktion bei den vorliegen-
den Daten nicht. Als Alternative zu den Tobit-Verfahren wird daher ein Two-Part-Modell
gescha¨tzt. Beim Two-Part-Modell wird zuerst die Zugeho¨rigkeit zur Gruppe der effizien-
ten Beobachtungen untersucht (mit einem Random Effects Probit), dann wird bei der
Teilstichprobe der ineffizienten Beobachtungen der Grad der Effizienz analysiert. Die Zu-
geho¨rigkeit zur Gruppe der effizienten Beobachtungen kann mit den vorhanden Daten
nicht erkla¨rt werden, da das Random Effects Probit denselben Approximationsalgorith-
mus wie das Random-Effects-Tobit-Verfahren verwendet und die Resultate wieder sensitiv
in Bezug auf die Anzahl Punkte der Gauss-Hermite-Funktion sind. Die Analyse der DEA-
Effizienz wird deshalb auf die Teilstichprobe der ineffizienten Beobachtungen beschra¨nkt.
In Tabelle 5.2 sind die Resultate der linearen Random-Effects-Scha¨tzung der Effizi-
enz der Teilstichprobe der ineffizienten Beobachtungen aufgefu¨hrt. Die Teststatistik zeigt,
dass die Scha¨tzgleichung insgesamt einen hochsignifikanten Erkla¨rungsgehalt hat. Aller-
dings fa¨llt das korrigierte Bestimmtheitsmass mit 7.5% eher niedrig aus; die Regressoren
vermo¨gen lediglich 7.5% der gesamten Varianz zu erkla¨ren. Die gescha¨tzte Varianz des
Random Effects, der unbeobachteten Heterogenita¨t, macht zudem rund 84% der gesamten
Varianz aus. Dies ist ein Indiz, das fu¨r die Verwendung der Panelscha¨tzmethode spricht.
Der Hausman-Spezifikationstest zeigt, dass weder die Random Effects mit den erkla¨renden
Variablen korreliert sind noch eine Missspezifikation vermutet werden muss.9 Die beiden
8Die Dichtefunktion der bedingten Wahrscheinlichkeitsverteilung der abha¨ngigen Variable wird durch
eine Gauss-Hermite-Funktion mit m Punkten approximiert. Variieren die Scha¨tzresultate bei einer al-
ternativen Anzahl Punkte (m) der Gauss-Hermite-Funktion, mu¨ssen die Resultate als nicht-robust be-
trachtet werden. Als Faustregel gilt, dass die Abweichungen kleiner als ein Prozent sein sollten [vgl. Stata
(2001), Reference Su-Z, S. 420ff. bzw. 477ff.].
9Der Hausman-Test baut auf der Annahme auf, dass alle unbeobachteten Effekte bei der Fixed Effects
Regression im Fixed Effect enthalten sind und folglich die gescha¨tzten Koeffizienten unverzerrt sind. Mit
dem Hausman-Test wird u¨berpru¨ft, ob sich die Koeffizienten der Random Effects Regression signifikant
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Tabelle 5.2: Random-Effects-Scha¨tzunga) der DEA-Effizienz
Teilstichprobe der ineffizienten Beobachtungen (n=273)
Variable erw. Vorzeichen Koeffizientb) z-Wert P>z
DEFD - -3.276 -1.85 0.064
SUBV - -3.590 -1.73 0.083
SUBV(1-DEFD) + 1.147 0.39 0.699
OEFF - -2.626 -0.87 0.385
PRIV ? 1.767 0.39 0.698
AUSB - 0.432 1.67 0.096
AUSB2 - -0.012 -1.09 0.275
PRIV% - -0.099* -2.01 0.044
IMEXQ - -1.529* -1.98 0.048
NOTFALL ? 0.411 0.09 0.932
JAHR94 ? 2.189* 2.46 0.014
JAHR95 ? 3.271*** 3.67 0.000
JAHR96 ? 4.393*** 4.68 0.000
KAT2 ? 8.292 0.82 0.412
KAT3 ? 7.729 0.92 0.358
KAT4 ? 9.439 1.16 0.246
KAT5 ? 7.985 0.98 0.328
KAT6 ? 6.263 0.76 0.448
Konstante ? 69.710*** 6.88 0.000
σu 10.137
σe 4.493
ρ = σu
σu+σe
0.836
adj. R2 0.075
χ2(18) 66.57
P > χ2 0.000
a) Die Generalized Least Squares Random-Effects-Scha¨tzung erfolgten mit Stata (Release 7.0)
b) *, **, ***: signifikant verschieden von null mit der Wahrscheinlichkeit 95, 99, 99.9%.
von den (unverzerrten) Koeffizienten der Fixed Effects Regression unterscheiden. Ist die nicht der Fall,
wird vermutet, dass die Random Effects nicht mit den erkla¨renden Variablen korreliert sind und keine
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Variablen DEFD und SUBV weisen das erwartete Vorzeichen auf, sind aber knapp nicht si-
gnifikant von null verschieden. Beobachtungen mit Defizitdeckung sind gema¨ss Scha¨tzung
im Durchschnitt rund 3 Prozentpunkte weniger effizient als die u¨brigen Beobachtung-
en. Noch einen gro¨sseren Effekt scheinen die Subventionen zu haben, die eine um rund
3.5 Prozentpunkte geringere Effizienz nach sich ziehen. Die u¨brigen die Anreizstruktur er-
fassenden Variablen (SUBV(1-DEFD), OEFF und PRIV) sind statistisch eindeutig nicht
von null zu unterscheiden (vgl. dritte bis fu¨nfte Zeile der Tabelle 5.2). Immerhin scheinen
die Pauschalsubventionen [SUBV(1-DEFD)] und die Rechtsform (OEFF) das erwartete
Vorzeichen zu haben.
Die Kontrollvariablen AUSB und AUSB2 sind beide nicht signifikant von null verschie-
den. Ein gro¨sserer Anteil Auszubildender scheint einen positiven Einfluss auf die Effizienz
zu haben, der ab einem Anteil von rund 18% aber zu einer Abnahme fu¨hrt.10 Der An-
teil der Pflegetage der nicht-allgemeinen Abteilungen am Total der Pflegetage (PRIV%)
hat wie erwartet einen negativen und zudem signifikanten Einfluss auf die Effizienz. Die
Import-Exportquote hat das erwartete Vorzeichen und der Zusammenhang ist ebenfalls
statistisch signifikant. Beobachtungen aus Kantonen, die viele Patienten in andere Kan-
tone exportieren, aber selbst wenig importieren, scheinen effizienter zu sein. Schliesslich
unterscheiden sich Beobachtungen mit einer Notfallaufnahme in Bezug auf die Effizienz
kaum von den u¨brigen Beobachtungen. Erfreulich ist, dass die Beobachtungen in dieser
Stichprobe im Laufe der vier Beobachtungsjahre stetig effizienter wurden. Im Vergleich
zum Basisjahr 1993 hat die durchschnittliche Effizienz im Jahr 94 um rund 2.2, im Jahr 95
um rund 3.3 und im letzten Beobachtungsjahr gar um rund 4.4 Prozentpunkte zugenom-
men. Es ist zu vermuten, dass diese Effizienzsteigerung entweder auf die Revision des KVG
zuru¨ckzufu¨hren ist oder die Konsequenz einer Produktivita¨tssteigerung im Krankenhaus-
sektor darstellt. Alle Dummyvariablen, die die Krankenhausgro¨sse erfassen, sind nicht
signifikant von null verschieden. Dies besta¨tigt die Erkenntnisse des Abschnitts 5.1.4: Die
bei der DEA unterstellte Technologie mit konstanten Skalenertra¨gen scheint auch diesem
Test zu genu¨gen.
Folgerung 5.1 Zusammenfassend muss festgehalten werden, dass die Anreizstrukturen
die Varianz in der Effizienz nur unbefriedigend zu erkla¨ren vermo¨gen. Einerseits fa¨llt
Missspezifikation vorliegt.
10Auf die Interpretation dieser Koeffizienten wird nicht verzichtet, da die mangelnde Signifikanz auf
die hohe Korrelation zwischen den beiden Variablen AUSB und AUSB2 zuru¨ckzufu¨hren ist. Werden diese
Variablen einzeln in die Scha¨tzgleichung integriert, resultieren signifikante Koeffizienten.
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das Bestimmtheitsmass mit rund 7.5% eher gering aus. Des Weiteren ist der Anteil der
unbeobachteten heterogenen Varianz (ρ) mit rund 85% sehr gross. Zudem sind die stati-
stischen Zusammenha¨nge der erkla¨renden Variablen nicht bzw. nur knapp signifikant von
null verschieden.
5.1.6 Bewertung der Scha¨tz-Resultate
Mo¨gliche Ursachen fu¨r den bescheidenen Erkla¨rungsgehalt der o¨konometrischen Auswer-
tung der DEA-Effizienz bieten folgende Interpretationen:11
1. Die Resultate sind ein Indiz dafu¨r, dass die Effizienzunterschiede im schweizerischen
Spitalsektor nicht auf die Anreizstrukturen zuru¨ckzufu¨hren sind. Die Anreizstruktu-
ren sind dermassen schwach, dass keine Gruppe gezwungen bzw. veranlasst wird, die
Leistungserbringung effizienter zu gestalten. Eine mo¨gliche Erkla¨rung dafu¨r wa¨re,
dass Beobachtungen, die effizienter sein ko¨nnten, sich an den ineffizienten orientie-
ren und diese imitieren [vgl. Laffont und Tirole (1993), Kap. 2]. Entscheidend wa¨re
in dieser Situation, dass die Hypothesen zu Recht nicht abgewiesen werden.
2. Die zweite Interpretation basiert auf der Annahme, dass nicht beobachtete bzw.
nicht beobachtbare Einflussgro¨ssen die Effizienzunterschiede ausgleichen. Es ist z.B.
denkbar, dass die Qualita¨t der erbrachten Leistung in einzelnen Gruppen syste-
matisch ho¨her ist als bei den u¨brigen Beobachtungen, oder dass eine Untergruppe
systematisch kompliziertere Fa¨lle behandelt, d.h. solche, die mehr Ressourcen ab-
sorbieren. In beiden Fa¨llen findet ein Selektionseffekt statt, der nicht beru¨cksichtigt
wird und entweder die Effizienzunterschiede versta¨rkt oder ausgleicht. Beiden Fa¨llen
ist gemeinsam, dass die Resultate der DEA nicht valide sind und eine zusa¨tzliche
Wahrscheinlichkeit eines Fehlers bei den Hypothesentests besteht.
3. Die dritte Interpretation ist, dass Gruppen vollsta¨ndig oder teilweise unabha¨ngi-
ge Abschnitte der effizienten Grenze definieren, wie in Kapitel 3 erla¨utert wur-
de. Sind die Abschnitte der GPM der einzelnen Gruppen voneinander unabha¨ngig,
ko¨nnen die Effizienzunterschiede zwischen den Gruppen nicht erkannt werden und
die gescha¨tzten Effizienzdifferenzen sind nicht bzw. bestenfalls zufa¨llig unverzerrt.
11Diese mo¨glichen Ursachen beziehen sich nicht nur auf die Auswertung der Effizienz der Teilstichprobe
der ineffizienten Beobachtungen. Auch die Zugeho¨rigkeit zur Gruppe der effizienten Beobachtungen konnte
im Rahmen des Two-Part-Modells nicht erkla¨rt werden.
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Die Folge ist, dass die Effizienzdifferenzen unterscha¨tzt werden und die Wahrschein-
lichkeit der Fehler zweiter Art zunimmt.
Welche dieser drei mo¨glichen Interpretationen die
”
wahre“ ist, steht im Zentrum der
folgenden Ausfu¨hrungen. Es wird untersucht, ob Indizien fu¨r die zweite und dritte In-
terpretation existieren. Existieren solche, mu¨ssen die Folgerungen 5.1 revidiert werden.
Existieren diese aber nicht, bietet sich die erste Interpretation als Ursache fu¨r den be-
scheidenen Erkla¨rungsgehalt der o¨konometrischen Auswertung an.
5.2 Bewertung der mo¨glichen Ursachen der schwa-
chen Erkla¨rungskraft
In diesem Abschnitt soll die Frage gekla¨rt werden, ob die bescheidene Erkla¨rungskraft der
o¨konometrischen Auswertung der DEA-Effizienz der 310 Krankenha¨user (1) auf gruppen-
spezifisch unabha¨ngige Abschnitte der GPM und verzerrte Effizienzdifferenzen oder (2)
auf Unterschiede in der Qualita¨t und dem Case-Mix der erbrachten Leistungen zuru¨ck-
zufu¨hren ist.
5.2.1 Verzerrte Effizienzdifferenzen als mo¨gliche Ursache
Wie in Abschnitt 3.4.1 erla¨utert wurde, bestehen dazu verschiedene Mo¨glichkeiten.12 Im
folgenden Unterabschnitt werden die Referenzsets und die dazugeho¨renden ineffizienten
Beobachtungen analysiert. Im darauf folgenden Unterabschnitt wird das in Abschnitt 3.4.2
vorgeschlagene Validita¨tsmass ∆ berechnet und kommentiert. Schliesslich werden die Re-
sultate beider Unterabschnitte miteinander verglichen.
Eine Analyse der Referenzsets
In einem ersten Schritt wird untersucht, in welchen Kombinationen effiziente Beobach-
tungen die GPM definieren.13 Dabei zeigt sich, dass die 37 effizienten Beobachtungen
zusammen 145 Referenzsets fu¨r die 273 ineffizienten Beobachtungen bilden. Dann wird
12Auf eine Analyse der Korrelationen wird hier verzichtet.
13Die Informationen zu den Referenzsets als Grundlage dieser Analyse sind Bestandteil der Lo¨sung der
Linearen Programme.
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u¨berpru¨ft, wie die Beobachtungen in Bezug auf ihre Gruppenzugeho¨rigkeit auf die Refe-
renzsets und die dazugeho¨renden ineffizienten Beobachtungen verteilt sind. Die hier inte-
ressierenden Gruppenmerkmale sind die Variablen, die die Anreizstrukturen im schweize-
rischen Krankenhaussektor repra¨sentieren sollen und in der o¨konometrischen Analyse als
Regressoren dienen.
Gruppenmerkmal Rechtsform Wird das Gruppenmerkmal
”
Rechtsform“ betrach-
tet, so zeigt sich, dass nur gerade 5 von 145 Fla¨chen ausschliesslich durch o¨ffentlich-
rechtlich organisierte Beobachtungen definiert werden (2. und 4. Zeile in Tabelle 5.3).
Zudem bilden diese nur fu¨r 11 ineffiziente Beobachtungen die Referenzsets und ko¨nnen
daher als relativ unbedeutend bezeichnet werden. Die Beobachtungen mit privatrecht-
licher Rechtsform definieren dagegen 74 Referenzfla¨chen fu¨r insgesamt 151 ineffiziente
Beobachtungen. Wie aus den beiden ersten Zeilen zu erkennen ist, treten 37 Referenz-
fla¨chen mit insgesamt 54 ineffizienten Beobachtungen (d.h. 19.8%) in nicht-idealen Kon-
stellationen auf: Sowohl alle Beobachtungen der Referenzsets wie auch alle ineffizienten
Beobachtungen, die auf diese projiziert werden, weisen dasselbe Gruppenmerkmal auf und
ko¨nnen somit keinen Beitrag zur Erkla¨rung der gruppenspezifischen Effizienzunterschiede
leisten. Dagegen tritt die ideale Konstellation in 42 Referenzsets fu¨r 108 ineffiziente Be-
obachtungen auf (39.6%): Die gruppenspezifische Ineffizienz wird vollumfa¨nglich erkannt.
Die u¨brigen 111 (40.7%) ineffizienten Beobachtungen werden auf Referenzsets projiziert,
die sowohl von privatrechtlich wie auch o¨ffentlich-rechtlich organisierten Beobachtungen
definiert werden. Dies entspricht der in Abschnitt 3.3.3 erla¨uterten typischen Konstel-
lation: Gruppenspezifische Ineffizienz kann teilweise erkannt werden. Eine Vera¨nderung
Tabelle 5.3: Gruppenspezifische Abschnitte der GPM: Rechtstra¨ger
Konstellation Referenz Projektion Anzahl Fla¨chen Anzahl Beobachtungen
nicht-ideal PRIV PRIV 33 49
nicht-ideal OEFF OEFF 4 5
stabil-ideal PRIV 41 102
instabil-ideal OEFF 1 6
typisch 66 111
Total 145 273
der gruppenspezifischen Ineffizienz der o¨ffentlich-rechtlich organisierten Beobachtungen
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mu¨sste sich folglich in 39.6% der ineffizienten Beobachtungen vollsta¨ndig und in 40.7%
der Beobachtungen mindestens teilweise auf die durch die DEA ausgewiesene Effizienz-
differenz auswirken: Die durchschnittliche Effizienzdifferenz gema¨ss DEA mu¨sste unter-
proportional zur Reduktion der gruppenspezifischen Ineffizienz zunehmen.
Gruppenmerkmal Subventionierung Als na¨chstes Gruppenmerkmal werden die sub-
ventionierten bzw. nicht subventionierten Beobachtungen untersucht. Aus Tabelle 5.4 ist
ersichtlich, dass keine Referenzsets ausschliesslich durch subventionierte Beobachtungen
definiert werden (vgl. 2. und 4. Zeile der entsprechenden Tabelle). Nicht subventionierte
Beobachtungen stellen dagegen in 58 Fa¨llen ein Referenzset fu¨r insgesamt 112 ineffizien-
te Beobachtungen dar. U¨ber ein Drittel aller Referenzfla¨chen (52, vgl. erste Zeile), auf
die 98 ineffiziente Beobachtungen projiziert werden, stellen nicht-ideale Konstellationen
dar. Nur gerade 6 Referenzfla¨chen mit 14 ineffizienten Beobachtungen sind ideal. Den
bedeutendsten Anteil bildet die typische Konstellation mit 87 Referenzfla¨chen und 161
ineffizienten Beobachtungen. Bei 35.9% aller ineffizienten Beobachtungen wirkt sich damit
Tabelle 5.4: Gruppenspezifische Abschnitte: Subventionierung
Konstellation Referenz Projektion Anzahl Fla¨chen Anzahl Beobachtungen
nicht-ideal ohne ohne 52 98
nicht-ideal mit mit 0 0
stabil-ideal ohne 6 14
instabil-ideal mit 0 0
typisch 87 161
Total 145 273
eine Vera¨nderung der gruppenspezifischen Ineffizienz nicht, bei 59.0% aller ineffizienten
Beobachtungen nur teilweise auf die ausgewiesene Ineffizienz aus.
Gruppenmerkmal Defizitdeckung Aus Tabelle 5.5 ist ersichtlich, dass 86 der 145 Re-
ferenzsets ausschliesslich von Beobachtungen, die keine Defizitdeckung erhalten, definiert
sind (vgl. 1. und 3. Zeile). Nur gerade 5 Referenzsets werden dagegen durch Beobachtung-
en mit Defizitdeckung definiert. Die nicht-ideale Konstellation tritt in 36 Referenzsets mit
48 ineffizienten Beobachtungen auf (17.6% aller ineffizienten Beobachtungen). Die idea-
le Konstellation wird bei 55 Referenzsets mit insgesamt 136 ineffizienten Beobachtungen
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identifiziert. Die typische Konstellation umfasst 54 Referenzsets fu¨r insgesamt 89 inef-
fiziente Beobachtungen. Die Gefahr der unerkannten gruppenspezifischen Ineffizienz ist
Tabelle 5.5: Gruppenspezifische Abschnitte der GPM: Defizitdeckung
Konstellation Referenz Projektion Anzahl Fla¨chen Anzahl Beobachtungen
nicht-ideal ohne ohne 32 43
nicht-ideal mit mit 4 5
stabil-ideal ohne 54 130
instabil-ideal mit 1 6
typisch 54 89
Total 145 273
beim Gruppenmerkmal Defizitdeckung relativ klein. Immerhin in 49.8% aller ineffizienten
Beobachtungen wird eine Vera¨nderung der gruppenspezifischen Ineffizienz vollsta¨ndig,
und bei weiteren 89 Beobachtungen (32.6%) teilweise auf die ausgewiesene Ineffizienz
u¨bertragen. Nur bei 48 Beobachtungen (17.6%) ist die gescha¨tzte Effizienz nicht von der
gruppenspezifischen Ineffizienz abha¨ngig.
Gruppenmerkmal Privatspital Tabelle 5.6 zeigt, dass 62 Referenzsets mit insgesamt
97 ineffizienten Beobachtungen (35.5%) in nicht-idealen Konstellationen auftreten. Dage-
gen werden nur 14 ineffiziente Beobachtungen auf 7 Referenzsets projiziert, die als ideal
bezeichnet werden ko¨nnen. Der gro¨sste Teil aller ineffizienten Beobachtungen (162, bzw.
59.3%) tritt in typischen Konstellationen auf und wird auf 76 verschiedene Referenzsets
projiziert.
Tabelle 5.6: Gruppenspezifische Abschnitte der GPM: Privatspital
Konstellation Referenz Projektion Anzahl Fla¨chen Anzahl Beobachtungen
nicht-ideal nein nein 60 94
nicht-ideal ja ja 2 3
stabil-ideal nein 5 12
instabil-ideal ja 2 2
typisch 76 162
Total 145 273
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Gruppenmerkmal Pauschalsubventionierung Aus Tabelle 5.7 ist ersichtlich, dass
im Falle des Gruppenmerkmals Pauschalsubventionen (d.h. Subventionierung ohne kom-
plementa¨re Defizitdeckung, vgl. S. 103) 55 Referenzsets mit insgesamt 103 ineffizienten
Beobachtungen in nicht-idealen Konstellationen auftreten. Dagegen werden nur gerade
9 ineffiziente Beobachtungen auf 3 Referenzsets projiziert, die als ideal bezeichnet wer-
den ko¨nnen. Der gro¨sste Teil aller ineffizienten Beobachtungen (161 bzw. 59.0%) treten
in typischen Konstellationen auf und werden auf 87 verschiedene Referenzsets projiziert.
Bemerkenswert ist, dass keine Beobachtungen mit Pauschalsubventionen bei der Definiti-
on der GPM beteiligt sind. Dies ist erstaunlich, da die Vermutung gea¨ussert wurde, dass
diese Beobachtungen effizienter als die u¨brigen Beobachtungen sind.14
Tabelle 5.7: Gruppenspezifische Abschnitte der GPM: Pauschalsubvention
Konstellation Referenz Projektion Anzahl Fla¨chen Anzahl Beobachtungen
nicht-ideal mit mit 0 0
nicht-ideal ohne ohne 55 103
stabil-ideal mit 0 7
instabil-ideal ohne 3 2
typisch 87 161
Total 145 273
Folgerung 5.2 Die Mo¨glichkeit, Effizienzunterschiede entdecken zu ko¨nnen, scheint in
Bezug auf das Gruppenmerkmal Defizitdeckung am gu¨nstigsten zu sein. Die idealen Kon-
stellationen sind stark, die nicht-idealen dagegen schwach vertreten. A¨hnlich gu¨nstig pra¨sen-
tiert sich die Situation fu¨r das Gruppenmerkmal Rechtstra¨ger. Vergleichsweise schlecht
schneidet die GPM in Bezug auf die Gruppenmerkmale Privatspital, Pauschalsubventio-
nierung und Subventionierung ab. Der Anteil der nicht-idealen Konstellationen ist jeweils
relativ gross, wa¨hrend die ideale Konstellation kaum auftritt.
Folgerung 5.3 Die Analyse der Referenzsets und der dazugeho¨renden ineffizienten Be-
obachtungen legt die Vermutung nahe, dass die gescha¨tzten Effizienzdifferenzen in Bezug
auf die fu¨nf Gruppenmerkmale zu einem guten Teil unverzerrt sind.
14Zu beachten ist, dass die Gruppe der pauschalsubventionierten Beobachtungen nur gerade 34 Be-
obachtungen aufweist und somit eher schwach in der Stichprobe vertreten ist.
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Die Validita¨t der Effizienzdifferenzen
Als Erga¨nzung zu den im vorigen Abschnitt gemachten qualitativen Aussagen bezu¨glich
der Mo¨glichkeiten, gruppenspezifische Ineffizienz entdecken zu ko¨nnen, soll nun das in
Abschnitt 3.4.2 vorgeschlagene Validita¨tsmass als quantitativer Indikator dienen.15 Das
Validita¨tsmass ∆ wurde fu¨r die fu¨nf Anreizvariablen gema¨ss Gleichung 3.23 berechnet,
die Resultate sind in Tabelle 5.8 aufgefu¨hrt. In der ersten Spalte (V RS) finden sich die
Tabelle 5.8: Validita¨tsmasse ∆ der Effizienzdifferenzen in Bezug auf die Anreizvariablen
V RS CRSCR
Rechtstra¨ger 0.342 0.773
Subventionierung 0.366 0.707
Defizitdeckung 0.386 0.804
Privatspital 0.246 0.560
Pauschalsubventionen 0.337 0.666
Validita¨tsmasse fu¨r die GPM mit variablen, in der zweiten Spalte (CRSCR) diejenigen
der GPM mit konstanten Skalenertra¨gen und restringierten Grenzraten der Substitution
und Transformation. Wie in Abschnitt 4.6 postuliert, nimmt die Mo¨glichkeit, gruppen-
spezifisch unabha¨ngige Abschnitte zu definieren, mit zunehmendem Grad der Restriktion
der GPM ab: Fu¨r jedes Gruppenmerkmal nimmt das Validita¨tsmass ∆ bei der DEA mit
konstanten Skalenertra¨gen und restringierten Grenzraten der Substitution und Transfor-
mation im Vergleich zur DEA mit variablen Skalenertra¨gen einen ho¨heren Wert an.
Zur Bewertung der Scha¨tzresultate sind die Validita¨tsmasse der zweiten Spalte rele-
vant, da die relative Distanz zur CRSCR-Effizienzgrenze als abha¨ngige Variable der o¨ko-
nometrischen Auswertung gewa¨hlt wurde. Es zeigt sich, dass das Validita¨tsmass Werte
zwischen 0.56 und 0.804 annimmt. Am gu¨nstigsten schneidet dabei das Gruppenmerk-
mal Defizitdeckung mit ∆ = 0.804 ab. Ebenfalls eine hohe Validita¨t der Effizienzdiffe-
renzen kann dem Indikator des Rechtstra¨gers (∆ = 0.773) zugeschrieben werden. Eine
vergleichsweise geringe Validita¨t der Effizienzdifferenzen ist dem Gruppenmerkmal Pri-
vatspital sowie Pauschalsubventionen mit einem ∆ von 0.56 bzw. 0.67 zuzuschreiben.
15Im dritten und vierten Kapitel wurde gezeigt, dass Werte von ∆ um eins mit validen Effizienzdiffe-
renzen in Verbindung zu bringen sind. Mit abnehmenden Werten des Validita¨tsmasses steigt die Gefahr
verzerrter Effizienzdifferenzen und auch der erwartete Anteil der Fehler zweiter Art bei den Hypothesen-
tests.
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Diese Ergebnisse stimmen gut mit den Folgerungen 5.2 und 5.3 u¨berein. Auch dort er-
schienen die Defizitdeckung und der Rechtstra¨ger in besonders gu¨nstigem Licht, wa¨hrend
die u¨brigen Gruppenmerkmale vergleichsweise schlecht abschnitten. Die Erkenntnisse des
Kapitels 4 zeigen aber auch, dass bereits in diesem Bereich der ∆s mit einer erho¨hten
Wahrscheinlichkeit von Fehlern zweiter Art zu rechnen ist (vgl. Tabelle 4.9). Die Erkennt-
nisse des vierten Kapitels basieren allerdings auf einer Transformationsfunktion mit zwei
Inputs und einem Output, womit der zu erwartende Anteil der Fehler zweiter Art nicht
auf die hier pra¨sentierte Transformationsfunktion mit jeweils fu¨nf Inputs und Outputs
u¨bertragen werden darf. Trotzdem liegt der Schluss nahe, dass die Effizienzunterschiede
in Bezug auf die Anreizvariablen in der DEA tendenziell unterscha¨tzt werden und die
Gefahr von Fehlern zweiter Art leicht erho¨ht ist.
Diese Erkenntnisse lassen den Schluss zu, dass die von der DEA ausgewiesenen Effi-
zienzdifferenzen recht valide sind und die mangelnde Signifikanz nicht das Ergebnis von
gruppenspezifisch unabha¨ngigen Abschnitten der GPM ist (vgl. Tabelle 5.2).
Zusa¨tzliche Informationen zu den Eigenschaften der GPM liefert die sogenannte Free-
Disposal-Hull (FDH).16 Bei diesem Verfahren wird der Input-Outputvektor jeder Beobach-
tung mit allen u¨brigen Input-Outputvektoren verglichen. Es wird untersucht, ob der zu
evaluierende Vektor andere dominiert oder selbst dominiert wird (vgl. zur Illustration
Abbildung 2.6 auf S. 15). Es hat sich gezeigt, dass von den 310 Beobachtungen nur gerade
deren 12 von 17 Beobachtungen dominiert werden. Die u¨berwa¨ltigende Mehrheit der Stich-
probe (281 Beobachtungen) werden weder dominiert, noch dominieren sie selbst: Gema¨ss
FDH sind diese 281 Beobachtungen effizient. Dieses Resultat ist ein weiteres Indiz dafu¨r,
dass die Beobachtungen eher
”
nebeneinander“ auf den Isoquanten als
”
hintereinander“
liegen.
Folgerung 5.4 Die GPM der hier analysierten Stichprobe von 310 Beobachtungen des
schweizerischen Krankenhaussektors besteht kaum aus gruppenspezifisch unabha¨ngigen
Abschnitten. Dies zeigt eine Auswertung der Referenzsets und der dazugeho¨renden ineffi-
zienten Beobachtungen und die Werte der Validita¨tsmasse ∆. Zudem ist die GPM durch
wenige dominierende und noch weniger dominierte Beobachtungen gekennzeichnet. Diese
Erkenntnisse lassen den Schluss zu, dass die Effizienzunterschiede gema¨ss DEA valide
sind.
16An dieser Stelle wird nicht detailliert auf dieses Verfahren, das von Deprins, Simar und Tulkens
(1984) entwickelt wurde, eingegangen. Die FDH ist ein nichtparametrisches Distanzmass, bei der die drei
Konvexita¨tsannahmen der Technologiemenge fallen gelassen werden (vgl. Abschnitt 2.1.2).
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5.2.2 Unterschiede in der Qualita¨t und im Case-Mix als mo¨gli-
che Ursache
Als zweite mo¨gliche Ursache fu¨r den schlechten Erkla¨rungsgehalt der o¨konometrischen
Auswertung der DEA-Effizienz kommen die nicht erfasste Qualita¨t und auch Unterschie-
de im Case-Mix in Frage, die – je nach Umsta¨nden – die Effizienzunterschiede versta¨rken
oder abschwa¨chen. Leider liegen fu¨r diese Stichprobe weder Informationen zur Qualita¨t
der erbrachten Leistungen noch diagnostische Informationen zur Beurteilung der Komple-
xita¨t der behandelten Fa¨lle vor. Allerdings wurde in der o¨konometrischen Auswertung der
DEA-Effizienz mit den Kontrollvariablen PRIV% (fu¨r die Qualita¨t) und IMEXQ (unter
anderem fu¨r den Case-Mix ) der Versuch unternommen, fu¨r solche Unterschiede zu kon-
trollieren. Ein plausibles Argument fu¨r geringe Unterschiede in Bezug auf die Qualita¨t der
erbrachten Leistungen – und somit gegen die zweite in Abschnitt 5.1.6 aufgefu¨hrte Ursache
– du¨rfte zusa¨tzlich in der direktdemokratischen Struktur der Schweiz zu finden sein. Es
ist kaum denkbar, dass wahrnehmbar schlechter erbrachte Leistungen der Krankenha¨user
einer Ortschaft bzw. einer Region von der Bevo¨lkerung bzw. von den Wa¨hlern hingenom-
men werden. Grundsa¨tzlich hat die Bevo¨lkerung zwei Optionen: Sie kann sich in einer
anderen Region (mit qualitativ hochwertigeren Krankenha¨usern) behandeln lassen (Exit)
oder durch ihr Wahlverhalten dafu¨r sorgen, dass die Qualita¨t verbessert wird (Voice). Die
erste Option ha¨tte zur Folge, dass die Patienten sich in der Region behandeln lassen, in der
die Qualita¨t ihren Pra¨ferenzen am besten entspricht: Es kommt zu regional unterschied-
lichen Qualita¨tsniveaus. Da die Mobilita¨t der Patienten eingeschra¨nkt ist – diese wird
(interkantonal) nur durch Zusatzversicherungen oder einen a¨rztlichen Entscheid mo¨glich
– bleibt den Patienten die Option Voice, die dazu fu¨hrt, dass die Qualita¨tsunterschiede
tendenziell abgebaut werden.
Folgerung 5.5 Ob Qualita¨tsunterschiede und der Case-Mix fu¨r die mangelnde Erkla¨rungs-
kraft verantwortlich sind, kann im Rahmen dieser Arbeit nicht schlu¨ssig gekla¨rt werden.
Zu beachten ist, dass die Effizienzdifferenzen nur unter bestimmten Annahmen durch Un-
terschiede in der Qualita¨t bzw. dem Case-Mix vermindert werden und dass bei der o¨kono-
metrischen Auswertung der relativen Distanz zur GPM – mindestens approximativ – fu¨r
diese Gro¨ssen kontrolliert wurde.
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5.3 Fazit zur DEA im schweizerischen Krankenhaus-
sektor
Dieses Kapitel hat gezeigt, dass die Effizienzunterschiede im schweizerischen Kranken-
haussektor nur teilweise auf die Anreizstrukturen zuru¨ckzufu¨hren sind. Die gescha¨tzten
Koeffizienten sind im Absolutwert klein und bestenfalls knapp signifikant von null ver-
schieden. Es konnte zudem gezeigt werden, dass einiges dafu¨r spricht, dass die Effizienzdif-
ferenzen valide sind. Somit kann die dritte in Abschnitt 5.1.6 genannte mo¨gliche Ursache
fu¨r den mangelnden Erkla¨rungsgehalt der o¨konometrischen Analyse der Effizienz ohne
grosses Risiko ausgeschlossen werden. Die zweite Interpretation kann im Rahmen dieser
Arbeit nicht u¨berpru¨ft werden. Allerdings sprechen – wie in Abschnitt 5.2.2 erla¨utert wur-
de – gute Argumente dafu¨r, dass nicht Qualita¨tsunterschiede bzw. verschiedene Case-Mix
der erbrachten Leistungen fu¨r die erheblichen Effizienzdifferenzen verantwortlich sind.
Somit bleibt die Erkla¨rung Nr. 1 u¨brig: Die Anreizstrukturen im schweizerischen Kran-
kenhaussektor sind derart schwach, dass sich die Entscheidungstra¨ger nicht gezwungen
sehen, die Leistung effizient zu erbringen. Zwei mo¨gliche Ursachen fu¨r die mangelnden
Anreizstrukturen sind denkbar:
1. Mechanismen zur Bewertung der Effizienz, die eine Reduktion der asymmetrischen
Informationen ermo¨glichen, sind eine Grundvoraussetzung fu¨r wirkungsvolle An-
reizstrukturen. Versagen diese Mechanismen, ist die Leistungsbewertung und die
Sanktionierung ineffizienter Leistungserbringer nicht mo¨glich.
2. Die Regulierungsbeho¨rden verzichten auf die Sanktionierung der ineffizienten Lei-
stungserbringer, obwohl die Bewertung der Leistungserbringung grundsa¨tzlich mo¨g-
lich wa¨re.
Zu Punkt eins ist zu sagen, dass in der Schweiz im politischen Prozess weder ein Kon-
sens in Bezug auf die Definition des Leistungskataloges der Krankenha¨user noch die zu
verwendende Methode zur Bewertung der Effizienz besteht. Somit ist die Sanktionierung
ineffizienter Leistungserbringer im schweizerischen Krankenhaussektor a priori zum schei-
tern verurteilt. Auch wenn die Grundvoraussetzungen fu¨r die Sanktionierung (momentan
noch) nicht erfu¨llt sind,17 ko¨nnte die Ursache fu¨r die schwachen Anreizstrukturen auch
17Vielleicht wird sich der Druck auf die Politiker infolge der sog. Kostenexplosion in Zukunft noch
versta¨rken, so dass die Leistungsbewertung gesetzlich vorgeschrieben wird. In Deutschland z.B. ist der
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im zweiten Punkt zu suchen sein. Der Verzicht der Sanktionierung ko¨nnte auf einem ge-
sellschaftlichen Konsens beruhen: Die Mehrheit der Wa¨hler wu¨nscht, dass Krankenha¨user
nicht sanktioniert werden. In diesem Fall ist die Effizienz offensichtlich sekunda¨r. Auch
wenn dies nicht zutrifft, die Mehrheit der Wa¨hler also eine Sanktionierung zur Steige-
rung der Effizienz wu¨nscht, ist es denkbar, dass die Politiker die Wa¨hlerpra¨ferenzen in-
folge asymmetrischer Informationen oder nicht bindender Wiederwahlrestriktion nicht
beru¨cksichtigen. Eine weitere Interpretation zum zweiten Punkt lautet dahingehend, dass
die Regulierungsbeho¨rde selbst keine Anreize hat, die ineffizienten Leistungserbringer zu
sanktionieren. Gerade wenn die Sanktionierung mit Kosten verbunden ist – eine plausi-
ble Annahme unter Beru¨cksichtigung des zu erwartenden Widerstandes seitens der Ent-
scheidungstra¨ger und Arbeitnehmer der zu sanktionierenden Krankenha¨user – und die
Regulierungsbeho¨rde infolge asymmetrischer Information keine Konsequenzen im Falle
unterlassener Sanktionierung zu gewa¨rtigen hat, ist nicht mit einer rigorosen Leistungs-
bewertung und Sanktionierung zu rechnen. In dieser Situation liegt ein verschachteltes
Prinzipal-Agenten-Problem vor, bei dem nicht nur ein Informationsvorsprung zwischen
Leistungserbringer und Regulierungsbeho¨rde besteht, sondern zudem die Regulierungs-
beho¨rde als Agent der Wa¨hler ihrerseits u¨ber einen Informationsvorsprung verfu¨gt. Somit
stellt sich die Frage, ob die Regulierungsbeho¨rde ein geeigneter Sachwalter sein kann oder
ob sie eher die Interessen der Leistungserbringer vertritt [vgl. Laffont und Tirole (1993),
Kap. 11]. U¨ber die Ursachen der schwachen Wirkung der Anreizstrukturen kann hier nur
spekuliert werden. Es besteht aber unabha¨ngig von den wahren Ursachen die erho¨hte Ge-
fahr, dass die effizienten Leistungserbringer die ineffizienten imitieren, die Produktivita¨t
insgesamt sinkt und knappe Ressourcen verschwendet werden.
Folgerung 5.6 Die relativ hohen Werte der Validita¨tsmasse der Effizienzdifferenzen in
Bezug auf die Anreizvariablen legen den Schluss nahe, dass im schweizerischen Kranken-
haussektor die Effizienzunterschiede kaum verzerrt und folglich nicht auf die Anreizstruk-
turen zuru¨ckzufu¨hren sind.
Zum Abschluss dieses Kapitels bleibt anzumerken, dass die hier verwendete Stichpro-
be in vielerlei Hinsicht Wu¨nsche offen la¨sst. Ideal wa¨re vor allem, wenn Beobachtungen
u¨ber einen la¨ngeren Zeitraum vorla¨gen, um die zeitliche Entwicklung besser verfolgen
Krankenhausbetriebsvergleich seit In-Kraft-Treten der Bundespflegesatzverordnung (BPflV) 1995 gesetz-
lich verankert.
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zu ko¨nnen. Dies wu¨rde vermutlich auch die Chancen erho¨hen, dass weniger Kompromis-
se bei den o¨konometrischen Scha¨tzmethoden gemacht werden mu¨ssen. Ausserdem wa¨re
interessant, den Vergleich mit ausla¨ndischen Krankenha¨usern anzustellen, der einen Ru¨ck-
schluss auf die Auswirkungen der unterschiedlichen Gesundheitssysteme auf die Effizienz
ermo¨glichte. In Bezug auf die Qualita¨t der Daten ist zu erwa¨hnen, dass zusa¨tzliche kran-
kenhausspezifische diagnostische Informationen die Aussagekraft der Analyse wesentlich
erho¨hen wu¨rde.
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Kapitel 6
Schlussfolgerungen
In dieser Arbeit wurden die statistischen Eigenschaften der Data Envelopment Analysis
(DEA) untersucht. Im Vordergrund stand die Frage, ob und unter welchen Umsta¨nden die
DEA in empirischen Anwendungen konsistente Scha¨tzer der Effizienz liefert und damit
valide Hypothesentests ermo¨glicht. Die statistischen Eigenschaften sind gerade bei volks-
wirtschaftlichen Anwendungen – bei denen oft regulierte Ma¨rkte analysiert werden – von
herausragender Bedeutung, da die Konsequenzen von fehlerhaften Entscheiden gravierend
sein ko¨nnen und eine nachtra¨gliche Anpassung, gerade in demokratischen Gesellschaften,
mit nicht zu unterscha¨tzenden Transaktionskosten verbunden sein du¨rften.
Nachdem die o¨konomischen Effizienzkonzepte erla¨utert wurden, erfolgte eine Einfu¨h-
rung in die nichtparametrischen Methoden der Effizienzmessung. Gemein ist diesen Me-
thoden, dass eine Effizienzgrenze ermittelt wird, an der die ineffizienten Beobachtungen
gemessen werden. Die Distanz einer ineffizienten Beobachtung zur effizienten Grenze wird
dann als technische Effizienz interpretiert. Die nichtparametrischen Methoden zur Effi-
zienzmessung erlauben aber auch die Ermittlung der Skaleneffizienz und der allokativen
Effizienz. Wa¨hrend die Skaleneffizienz durch eine Anpassung der Strukturannahmen der
Technologie ermittelt werden kann, bedarf es zur Bestimmung der allokativen Effizienz
zusa¨tzlicher Informationen u¨ber die Preise der Produktionsfaktoren und der produzier-
ten Gu¨ter. Ausserdem wurde untersucht, wie unterschiedliche Rahmenbedingungen in die
Effizienzmessung integriert werden ko¨nnen. Es ist offensichtlich, dass die Rahmenbedin-
gungen den Produktionsprozess beeinflussen und es besteht ein Konsens, dass diese nicht
unberu¨cksichtigt bleiben du¨rfen. Grundsa¨tzlich existieren zwei Alternativen: Einerseits
ko¨nnen die Rahmenbedingungen direkt in die Effizienzmessung integriert werden. Diese
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Vorgehensweise wird als One-Stage-Ansatz bezeichnet. Andererseits kann die Korrektur
nach erfolgter Effizienzmessung erfolgen. Bei diesem sogenannten Two-Stage-Ansatz soll
die Distanz zur effizienten Grenze (die Resultate der Effizienzmessung) in der zweiten
Stufe in einem o¨konometrischen Modell durch die Rahmenbedingung erkla¨rt werden. Die
Distanz zur effizienten Grenze wird bei dieser Variante in zwei Komponenten zerlegt: In
die Wirkung der Rahmenbedingungen und in reine Ineffizienz. Der Two-Stage-Ansatz hat
sich im Zusammenhang mit der DEA in der Praxis durchgesetzt.
Anschliessend wurden die statistischen Eigenschaften der Scha¨tzer der DEA-Effizienz
diskutiert. Banker (1993) hat gezeigt, dass die DEA verzerrte, aber unter bestimmten
Bedingungen konsistente Scha¨tzer der Effizienz liefert. Eine explizite Bedingung bezieht
sich auf die Effizienzverteilung, eine implizite auf die Verteilung der Beobachtungen in der
Technologiemenge. Beide Bedingungen erweisen sich als ho¨chst problematisch, da sie sich
in einer empirischen Anwendung nicht u¨berpru¨fen lassen. Der Forscher wird auch nach
erfolgter DEA nicht wissen, wie stark die Scha¨tzer verzerrt bzw. ob sie u¨berhaupt kon-
sistent sind. Ru¨ckschlu¨sse aufgrund solcher Scha¨tzer auf die Allgemeinheit, wie dies bei
Hypothesentests u¨blich ist, sind somit mo¨glicherweise fehlerhaft. Zur Illustration dieser
Problematik wurden verschiedene Konstellationen fu¨r eine Technologie mit zwei Produk-
tionsfaktoren und einem Gut grafisch erla¨utert. Mit der Konstellation wird dabei die
Verteilung der zu analysierenden Firmen, Unternehmungen usw. in der Technologiemen-
ge beschrieben. Es hat sich gezeigt, dass in nicht-idealen Konstellationen, bei denen die
Firmen bezu¨glich der Input- und Outputverha¨ltnisse systematisch in der Technologiemen-
ge verteilt sind, die Scha¨tzer der Effizienz unterschiedlich stark verzerrt sein ko¨nnen und
folglich auch die Effizienzdifferenzen sich nicht valide ermitteln lassen. In idealen Konstel-
lationen, bei denen die Firmen bezu¨glich der Input- und Outputverha¨ltnisse unabha¨ngig
verteilt sind, werden die Effizienzdifferenzen dagegen valide gescha¨tzt. Diese Erkenntnis-
se konnten auch mathematisch fu¨r den Fall mit beliebig vielen Produktionsfaktoren und
Gu¨tern besta¨tigt werden. Problematisch ist, dass die Konsistenzbedingungen im Normal-
fall dem o¨konomischen Handeln der Produzenten widersprechen. Unterschiedliche Rah-
menbedingungen fu¨hren dazu, dass sich das Verhalten der Produzenten – d.h. die Wahl
der Produktionsfaktoren und Gu¨ter – unterscheidet. Stehen die Rahmenbedingungen in
einem systematischen Zusammenhang mit dem Verhalten, ist die implizite Konsistenzbe-
dingung der DEA (die Beobachtungen sind unabha¨ngig und identisch verteilt) verletzt
und es besteht die Gefahr, dass die Effizienzdifferenzen verzerrt sind, d.h. nicht valide
ermittelt werden ko¨nnen.
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Diese Erkenntnisse fu¨hren zu einer Erweiterung der Konsistenzbedingungen der DEA:
Die Scha¨tzer der Effizienz sind unabha¨ngig von der Verteilung der Firmen in der Tech-
nologiemenge konsistent, wenn die Wahrscheinlichkeit einer fast vollsta¨ndig effizienten
Beobachtung fu¨r jede Teilmenge der Grundgesamtheit, die eine Technologie (d.h. einen
Abschnitt der GPM) definiert, gro¨sser null ist.
Bei finiten Stichproben sind die Scha¨tzer infolge der mangelnden Erwartungstreue
verzerrt. Werden Effizienzunterschiede zwischen Gruppen von Beobachtungen analysiert,
mu¨ssen die Verzerrungen fu¨r die zu analysierenden Gruppen von Beobachtungen im Er-
wartungswert gleich gross sein. Trifft dies zu, sind die gescha¨tzten Effizienzdifferenzen
unverzerrt. Ist dies dagegen nicht der Fall (oder kann die Effizienz nur fu¨r eine Teil-
stichprobe konsistent gescha¨tzt werden) sind die gescha¨tzten Effizienzdifferenzen nicht
valide und die Wahrscheinlichkeit von Fehlern bei den Hypothesentests steigt. Eine Be-
dingung fu¨r unverzerrte Effizienzdifferenzen lautet daher: Die gescha¨tzte Effizienz ist im
Erwartungswert gleich stark verzerrt, wenn die Wahrscheinlichkeit einer fast vollsta¨ndig
effizienten Beobachtung fu¨r jede Teilmenge der Grundgesamtheit, die eine Technologie
(einen Abschnitt der GPM) definiert, gleich gross ist.
Diese Erkenntnisse sind in der empirischen Forschung allerdings von beschra¨nktem
Wert, da sie sich nicht u¨berpru¨fen lassen. Daher wurde eine Kennzahl entwickelt, die eine
Beurteilung der Validita¨t der gescha¨tzten Effizienzdifferenzen zula¨sst. Das Validita¨tsmass
der Effizienzdifferenzen setzt sich aus zwei Kennzahlen zusammen, die jeweils angeben,
in welchen Ausmass eine Vera¨nderung der Daten einer Teilstichprobe sich auf die durch-
schnittliche gescha¨tzte Effizienz beider Teilstichproben auswirkt. Das Validita¨tsmass gibt
Auskunft daru¨ber, wie sich diese A¨nderung der Daten auf die gescha¨tzte Effizienzdif-
ferenz auswirkt. Im Idealfall nimmt das Validita¨tsmass einen Wert von eins an. Dies
bedeutet, dass die Vera¨nderung der Daten sich zu 100 Prozent auf die gescha¨tzte Effizi-
enzdifferenz auswirkt. Ein Wert von null zeigt andererseits an, dass die Vera¨nderung der
Daten keine Konsequenzen auf die Effizienzdifferenz hat. Das Validita¨tsmass wurde an-
hand eines dichotomen Gruppenmerkmals illustriert. Allerdings kann es fu¨r jedes diskrete
Gruppenmerkmal mit beliebig vielen Teilstichproben berechnet werden. Die Validita¨t der
Effizienzdifferenzen bezu¨glich einer stetigen Variable la¨sst sich berechnen, indem die ent-
sprechende Variable in Kategorien eingeteilt, d.h. in ein diskretes Messniveau u¨berfu¨hrt
wird.
In einer Monte-Carlo-Simulation wurden folgende Hypothesen u¨berpru¨ft:
Hypothese 1 Nimmt das Validita¨tsmass in Bezug auf ein Gruppenmerkmal einen Wert
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um eins an, sind die erwarteten Effizienzdifferenzen zwischen den Gruppen valide, d.h.
unverzerrt.
Hypothese 2 Bestehen Effizienzunterschiede zwischen zwei zu evaluierenden Gruppen,
ist bei niedriger Validita¨t der gescha¨tzten Effizienzdifferenzen mit einer erho¨hten Wahr-
scheinlichkeit von Fehlern zweiter Art (Nichterkennen tatsa¨chlicher Effizienzunterschiede)
zu rechnen.
Untersucht wurde, unter welchen Umsta¨nden unterschiedlich starke Verzerrungen bei der
Scha¨tzung der Effizienz zwischen den Teilstichproben auftreten und wie sich diese auf die
Ebene der Hypothesentests u¨bertragen. Im Vordergrund stand die Frage, ob das Vali-
dita¨tsmass ein geeigneter Indikator fu¨r das Ausmass der Verzerrungen der Effizienzdiffe-
renzen ist. In der Monte-Carlo-Simulation wurde eine Cobb-Douglas-Produktionsfunktion
mit zwei Produktionsfaktoren und konstanten Skalenertra¨gen unterstellt. Die Auswertung
ergab, dass Parameterkombinationen, die mit hohen Werten des Validita¨tsmasses einher-
gehen, zu unverzerrten und somit validen Effizienzdifferenzen fu¨hrten. In allen Konstel-
lationen mit kleineren Werten des Validita¨tsmasses ist die gescha¨tzte Effizienz bei der
ineffizienteren Gruppe nach oben verzerrt. Das Ausmass der Verzerrung nimmt im Er-
wartungswert mit abnehmenden Werten des Validita¨tsmasses ceteris paribus zu. Da die
gescha¨tzte Effizienz bei der effizienteren Gruppe dagegen beinahe unverzerrt ist, sind die
Effizienzdifferenzen nicht valide. Des Weiteren hat sich gezeigt, dass die Hypothesentests
gute Resultate liefern: Der Anteil der Fehler erster Art entspricht – dem gewa¨hlten Signi-
fikanzniveau entsprechend – rund 5 Prozent. Der Anteil der Fehler zweiter Art nimmt mit
zunehmenden Werten des Validita¨tsmasses ab und entspricht ebenfalls den theoretischen
Erwartungen. Diese Resultate stu¨tzen die beiden formulierten Hypothesen und fu¨hren
zur Folgerung, dass ein hoher Wert des Validita¨tsmasses eine hinreichende Bedingung fu¨r
valide Effizienzdifferenzen ist.
Zur Illustration des Validita¨tsmasses wurde eine Anwendung der DEA im schweizeri-
schen Krankenhaussektor pra¨sentiert. Die o¨konometrische Auswertung der DEA-Effizienz
hat dabei ergeben, dass die Effizienzdifferenzen kaum auf die Anreizstrukturen1 zuru¨ckzu-
fu¨hren sind. Drei mo¨gliche Gru¨nde fu¨r die schwache Erkla¨rungskraft wurden aufgefu¨hrt.
Erstens besteht die Mo¨glichkeit, dass die Effizienzdifferenzen tatsa¨chlich nicht auf die An-
reizstrukturen zuru¨ckzufu¨hren sind. In dieser Situation ist die Interpretation der gescha¨tz-
1Die Anreizstrukturen wurden durch die Dummyvariablen Subventionierung, Defizitdeckung, Rechts-
tra¨ger, Privatspital und Pauschalsubventionierung erfasst.
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ten Koeffizienten korrekt. Die Frage, wieso die Anreizstrukturen nicht wirken, bleibt aber
unbeantwortet. Eine mo¨gliche Ursache ko¨nnte sein, dass effiziente Krankenha¨user die inef-
fizienten imitieren und nur bereit sind, einen Effort zur Steigerung der Effizienz zu leisten,
wenn sie dafu¨r entscha¨digt werden. Eine zweite Ursache der schwachen Erkla¨rungskraft
ko¨nnte sein, dass Qualita¨t und Komplexita¨t der erbrachten Leistungen positiv mit der
wahren (unbekannten) Effizienz korreliert sind und sowohl Qualita¨t wie auch Komple-
xita¨t ceteris paribus mehr Ressourcen absorbieren. Treffen beide Annahmen zu, wu¨rden
die Krankenha¨user mit qualitativ hochwertigen und komplexen Leistungen zu unrecht
als relativ ineffizient eingescha¨tzt werden, da die DEA die Qualita¨t und die Komplexita¨t
innerhalb der definierten Outputkategorien nicht beru¨cksichtigt. Die Effizienzdifferenzen
wu¨rden folglich ceteris paribus unterscha¨tzt und bei der Interpretation der gescha¨tzten
Koeffizienten stiege die Wahrscheinlichkeit eines Fehlers zweiter Art. Als dritte Ursa-
che wurde die mangelnde Validita¨t der gescha¨tzten Effizienzdifferenzen in Bezug auf die
Anreizvariablen genannt, was verzerrte, d.h. unterscha¨tzte Effizienzdifferenzen nach sich
ziehen wu¨rde. Falls keine Indizien fu¨r die zweite oder dritte Begru¨ndung existieren, ist die
erste am wahrscheinlichsten.
In Bezug auf die zweite Erkla¨rung wurde argumentiert, dass Indikatoren der Komple-
xita¨t der behandelten Fa¨lle und der Qualita¨t in die Scha¨tzgleichung integriert wurden.
Zudem spricht die Mo¨glichkeit der direktdemokratischen Einflussnahme dagegen, dass
substantielle interregionale Qualita¨tsunterschiede entstehen ko¨nnen. Die Analyse der Re-
ferenzsets und auch die berechneten Validita¨tsmasse lassen vermuten, dass die Daten fu¨r
eine statistische Auswertung geeignet sind. Die Validita¨tsmasse nehmen Werte zwischen
rund 0.5 und 0.8 an, wobei die beiden Variablen Defizitdeckung und Rechtstra¨ger am
besten abschneiden. Bei den Variablen Privatspital und Pauschalsubventionierung, mit
einem Validita¨tsmass von 0.56 bzw. 0.67, besteht allerdings die Gefahr, dass die Effizienz-
differenzen unterscha¨tzt wurden. Die dritte Erkla¨rung fu¨r die schwache Erkla¨rungskraft
kann somit nicht definitiv ausgeschlossen werden, obwohl einiges dafu¨r spricht, dass die
Effizienzdifferenzen valide sind. Somit besteht die berechtigte Vermutung, dass die Effizi-
enzunterschiede tatsa¨chlich nicht auf die Anreizstrukturen zuru¨ckzufu¨hren sind.
Im Bereich der statistischen Fundierung der nichtparametrischen Methoden der Ef-
fizienzmessung wurden in den vergangenen Jahren enorme Fortschritte erzielt. Die von
Banker (1993) explizit formulierten Bedingungen fu¨r die Konsistenz setzen allerdings eine
implizite Bedingung voraus, die in der empirischen Forschung nicht a priori als erfu¨llt
betrachtet werden darf. Diese Arbeit hatte zum Ziel, die Konsistenz der DEA im Kontext
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der empirischen Forschung zu analysieren. Die Resultate basieren auf der Simulation ei-
ner Produktionsfunktion mit zwei Produktionsfaktoren und einem Gut. Die DEA wird in
der Praxis aber ha¨ufig zur Analyse von komplexen Produktionsprozessen mit mehreren
Inputs und Outputs verwendet. Eine zweite Restriktion stellte zudem die Tatsache dar,
dass die Rahmenbedingungen ausschliesslich die Unterteilung der Beobachtungen in zwei
Gruppen beinhaltete. In der Simulation konnten die gescha¨tzten Effizienzdifferenzen da-
her mittels T-Tests auf ihre Signifikanz u¨berpru¨ft werden. In empirischen Anwendungen
existieren aber i.d.R. mehrere Faktoren, die zu unterschiedlichen Rahmenbedingungen
fu¨hren. Interessant wa¨re daher der Einschluss mehrerer diskreter und/oder stetiger Rah-
menbedingungen in die Simulation, was eine Auswertung der simulierten DEA-Resultate
mittels multipler Regressionsanalyse oder des Tobit-Scha¨tzverfahrens nahe legen wu¨rde.
Eine dritte Einschra¨nkung bestand darin, dass die gescha¨tzten Effizienzverteilungen aus-
schliesslich bezu¨glich des Mittelwertes ausgewertet wurden und die Streuung, der zweite
Parameter zur Beschreibung der Normalverteilung, unberu¨cksichtigt blieb.
Monte-Carlo-Simulationen ohne diese Einschra¨nkungen stellen eine Herausforderun-
gen an die zuku¨nftige Forschung dar. Es ist nicht anzunehmen, dass solche Simulationen
zu qualitativ verschiedenen Aussagen fu¨hren werden. Allerdings wu¨rde weitere Monte-
Carlo-Evidenz exakte quantitative Aussagen zur Bewertung der Resultate bezu¨glich der
Fehlerwahrscheinlichkeiten bei Hypothesentests empirischer Arbeiten ermo¨glichen.
Anhang A
MATLAB Monte-Carlo-Syntax ( c©Lukas Steinmann)
%%%%% Start der Monte-Carlo-Simulation
randn(’state’,(sum(clock)+sum(date))^6); % Startwert fu¨r Zufallszahlengenerator
varr=125; % varr=125: Anzahl Iterationen
vars=6; % vars=6: Anzahl Parameter fu¨r den
% Erwartungswert
”
Inputmix“
varq=5; % varq=3: Anzahl Parameter fu¨r die
% gruppenspezifische Ineffizienz der Gruppe A
varv=3; % varv=3: Anzahl Parameter fu¨r den Erwartungswert
% der Standardabweichung des Inputmix
varg=3; % varg=4: Varianz Effizienzverteilung
%%%%% Definieren der Vektoren
output=zeros(1,73); output1=zeros(1,73); output2=zeros(1,73);
output3=zeros(1,73); output4=zeros(1,73);
%%%%% Start der Monte-Carlo-Simulation
%%%%% A¨ussere Schlaufen: zu vera¨ndernde Parameterwerte
timall0= cputime; % Startzeit speichern
for g=1:varg
gg=g-1;
for v=1:varv
vv=v-1;
for q=1:varq
qq=q-1;
for s=1:vars
ss=s-1;
%%%%% Innere Schlaufe: Iterationen
for r=1:varr;
time0= cputime; % Startzeit der Iteration r
%%%%% Festlegen der fixen Simulationsparameter
ga=100; % Gruppengro¨sse A
gb=100; % Gruppengro¨sse B
n=ga+gb; % Stichprobengro¨sse
ea=0.85; % Erwartungswert Effizienz Gruppe A
eb=0.85; % Erwartungswert Effizienz Gruppe B
sia=0.15+gg*0.05; % Standardabweichung der Effizienzverteilung der Gruppe A
sib=0.15+gg*0.05; % Standardabweichung der Effizienzverteilung der Gruppe B
psia=qq*0.05; % Gruppenspezifische Ineffizienz Gruppe A
psib=0; % Gruppenspezifische Ineffizienz Gruppe B
psiu=1/1.1; % Parameter
”
Psi“ fu¨r Sensitivita¨tstest
psid=1/0.9; % Parameter
”
Psi“ fu¨r Sensitivita¨tstest
a=0.5; % Exponent der Cobb-Douglas-Funktion Input 1
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exa=50+6*ss; % Erwartungswert Anteil Input 1
% zur Summe beider Inputs Gruppe A
exb=50-6*ss; % Erwartungswert Anteil Input 1
% zur Summe beider Inputs Gruppe B
sxa= 10-vv*3; % Standardabweichung Inputverha¨ltnis Gruppe A
sxb= 10-vv*3; % Standardabweichung Inputverha¨ltnis Gruppe B
eya=100; % Erwartungswert Output Gruppe A
eyb=100; % Erwartungswert Output Gruppe B
sya=20; % Standardabweichung Output Gruppe A
syb=20; % Standardabweichung Output Gruppe B
%%%%% Berechnen der Input-Outputdaten
%%%%% Generieren der Inputmixe
xa=zeros(ga,1); % Vektor definieren bzw. reseten
xa=normrnd(exa,sxa,ga,1)./100; % Generiert den Vektor der Inputmixe der Gruppe A
for i=1:ga;
if xa(i)<=0 xa(i)=0.01; % Inputmixe ≤0 auf 0.01 setzten
elseif xa(i)>=1 xa(i)=0.99; % Inputmixe ≥1 auf 0.99 setzten
end;
end;
xb=zeros(gb,1); % Vektor definieren bzw. reseten
xb=normrnd(exb,sxb,gb,1)./100; % Generiert den Vektor der Inputmixe der Gruppe B
for j=1:gb;
if xb(j)<=0 xb(j)=0.01; % Inputmixe ≤0 auf 0.01 setzten
elseif xb(j)>=1 xb(j)=0.99; % Inputmixe ≥1 auf 0.99 setzten
end;
end;
%%%%% Generieren des Effizienzvektors
ineffa=zeros(ga,1); % Vektor definieren bzw. reseten
ineffa=normrnd(ea,sia,ga,1); % Generiert den Effizienzvektor der Gruppe A
for k=1:ga;
if ineffa(k)>1 ineffa(k)=1; % Keine Elemente des Effizienzvektors > 1
elseif ineffa(k)<=psia ineffa(k)=ea; % Keine Elemente m des Effizienzvektors < psia
end;
end;
ineffa=ineffa-psia; % Integration der gruppenspezifischen Ineffizienz
ineffb=zeros(gb,1); % Vektor definieren bzw. reseten
ineffb=normrnd(eb,sib,gb,1); % Generiert den Effizienzvektor der Gruppe B
for m=1:gb;
if ineffb(m)>1 ineffb(m)=1; % Keine Elemente m des Effizienzvektors > 1
elseif ineffb(m)<=psib ineffb(m)=eb; % Keine Elemente m des Effizienzvektors < psib
end;
end;
ineffb=ineffb-psib; % Integration der gruppenspezifischen Ineffizienz (psib=0)
%%%%% Berechnen der Outputs
ya=zeros(ga,1); % Vektor definieren bzw. reseten
ya=normrnd(eya, sya, ga,1); % Generiert den Outputvektor der Gruppe A
for i=1:ga;
if ya(i)<=0 ya(i)=1; % Keine Elemente des Outputvektors sind <= 0
end;
end;
yb=zeros(gb,1); % Vektor definieren bzw. reseten
yb=normrnd(eyb, syb, gb,1); % Generiert den Outputvektor der Gruppe B
for j=1:gb;
if yb(j)<=0; yb(j)=1; % Keine Elemente des Outputvektors sind <= 0
end;
end;
xa2=zeros(ga,1); % Vektor definieren bzw. reseten
xa1=zeros(ga,1); % Vektor definieren bzw. reseten
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xa2=ya./(xa./(ones(ga,1)-xa)).^a; % Berechnen des 2. Inputs der Gruppe A,
% gegeben Output und Inputmix
xa1=(xa./(ones(ga,1)-xa)).*xa2; % Berechnen des 1. Inputs der Gruppe A,
% gegeben Output und Input 2
xb2=zeros(gb,1); % Vektor definieren bzw. reseten
xb1=zeros(gb,1); % Vektor definieren bzw. reseten
xb2=yb./(xb./(ones(gb,1)-xb)).^a; % Berechnen des 2. Inputs der Gruppe B,
% gegeben Output und Inputmix
xb1=(xb./(ones(gb,1)-xb)).*xb2; % Berechnen des 1. Inputs der Gruppe B,
% gegeben Output und Input 2
%%%%% Berechnen der ineffizienten Inputs
xa1i=zeros(ga,1); % Vektor definieren bzw. reseten
xa2i=zeros(ga,1); % Vektor definieren bzw. reseten
xb1i=zeros(gb,1); % Vektor definieren bzw. reseten
xb2i=zeros(gb,1); % Vektor definieren bzw. reseten
xa1i=xa1./ineffa; % Ineffiziente Input 1 der Gruppe A
xa2i=xa2./ineffa; % Ineffiziente Input 2 der Gruppe A
xb1i=xb1./ineffb; % Ineffiziente Input 1 der Gruppe B
xb2i=xb2./ineffb; % Ineffiziente Input 2 der Gruppe B
X=zeros(n,2); % Inputmatrix definieren und reseten
Y=zeros(n,1); % Outputmatrix definieren und reseten
X=[xa1i, xa2i; xb1i,xb2i]; % Zusammenfassen der Inputvektoren
Y=[ya; yb]; % Zusammenfassen der Outputvektoren
%%%%% Data Envelopment Analysis
deaineffa=zeros(ga,1); % Vektor definieren bzw. reseten
deaineffb=zeros(gb,1); % Vektor definieren bzw. reseten
deasel(X,Y,’I’,’CRS’,’D’); % Aufruf der DEA-Syntax, DEA-Syntax wird auf Wunsch
% der Autoren nicht publiziert
deaineffa=ans(1:ga); % Vektor der optimalen Lo¨sungen der Gruppe A
deaineffb=ans((ga+1):(ga+gb)); % Vektor der optimalen Lo¨sungen der Gruppe B
%%%%% Hypothesentests
ma=zeros(1,1); % Skalar definieren bzw. reseten
mb=zeros(1,1); % Skalar definieren bzw. reseten
ma=sum(deaineffa)/ga; % Berechnen der durchschnittlichen DEA-Effizienz der Gruppe A
mb=sum(deaineffb)/gb; % Berechnen der durchschnittlichen DEA-Effizienz der Gruppe B
[h,significance,ci]=ttest2(deaineffa, deaineffb,0.05,0); % zweiseitiger T-Test der Resultate der DEA
dea ht p= [h, significance, ci];
[h,significance,ci]=ttest2(deaineffa, deaineffb,0.05,-1); % einseitiger T-Test der Resultate der DEA
dea ht p1= [h, significance, ci];
[p,h,stats] = ranksum(deaineffa, deaineffb,0.05); % Mann-Whitney-U-Test der Resultate der DEA
dea ht np= [p, h];
%%%%% Sensitivita¨tstests
%%%%% Delta Psi<1
X=zeros(n,2); % Inputmatrix reseten
Y=zeros(n,1); % Outputmatrix reseten
X=[xa1i*psiu, xa2i*psiu; xb1i, xb2i]; % Vera¨nderung der Inputdaten der Gruppe A,
% Inputmatrix zusammenstellen
Y=[ya; yb]; % Outputmatrix zusammenstellen
deasel(X,Y,’I’,’CRS’,’D’); % Aufruf der DEA-Syntax mit Psi<1
ineffau=ans(1:ga); % Berechnen der durchschnittlichen Effizienz Gruppe A Psi<1
ineffbu=ans((ga+1):(ga+gb)); % Berechnen der durchschnittlichen Effizienz Gruppe B Psi<1
mau=sum(ineffau)/ga; % Berechnen der durchschnittlichen Effizienz Gruppe A Psi<1
mbu=sum(ineffbu)/gb; % Berechnen der durchschnittlichen Effizienz Gruppe B Psi<1
deltaua=(1-mau/ma)/(1-1/psiu); % Berechnen des Validita¨tsmasses der Gruppe A fu¨r Psi<1
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deltaub=(mb/mbu-1)/(1-1/psiu); % Berechnen des Validita¨tsmasses der Gruppe B fu¨r Psi<1
deltau=abs(deltaua)+abs(deltaub); % Berechnen des Validita¨tsmasses fu¨r Psi<1
%%%%% Delta Psi>1
X=zeros(n,2); % Inputmatrix reseten
Y=zeros(n,1); % Outputmatrix reseten
X=[xa1i*psid,xa2i*psid; xb1i, xb2i]; % Vera¨nderung der Inputdaten der Gruppe A,
% Inputmatrix zusammenstellen
Y=[ya; yb]; % Outputmatrix zusammenstellen
deasel(X,Y,’I’,’CRS’,’D’); % Aufruf der DEA-Syntax mit Psi>1
ineffad=ans(1:ga); % Berechnen der durchschnittlichen Effizienz Gruppe A Psi>1
ineffbd=ans((ga+1):(ga+gb)); % Berechnen der durchschnittlichen Effizienz Gruppe B Psi>1
mad=sum(ineffad)/ga; % Berechnen der durchschnittlichen Effizienz Gruppe A Psi>1
mbd=sum(ineffbd)/gb; % Berechnen der durchschnittlichen Effizienz Gruppe B Psi>1
deltada=(1-mad/ma)/(1-1/psid); % Berechnen des Validita¨tsmasses der Gruppe A fu¨r Psi>1
deltadb=(mb/mbd-1)/(1-1/psid); % Berechnen des Validita¨tsmasses der Gruppe B Psi>1
deltad=abs(deltada)+abs(deltadb); % Berechnen des Validita¨tsmasses fu¨r Psi>1
du=[deltaua, deltaub, deltau]; % Speichern der Validita¨tsmasse fu¨r Psi<1
dd=[deltada, deltadb, deltad]; % Speichern der Validita¨tsmasse fu¨r Psi>1
d=(deltau+deltad)/2; % Berechnen des Mittelwertes der Validita¨tsmasse
X=zeros(n,2); % Inputmatrix reseten
Y=zeros(n,1); % Outputmatrix reseten
%%%%% Resultate speichern
time1=cputime; % Endzeit der Iteration speichern
runtime=time1-time0; % Berechnen der Rechenzeit der Iteration
res=zeros(1,73); % Vektor definieren und reseten
res=[r, s, q, v,g,ma, mb, ia, ib, d, du, dd, ea, eb, % Speichern der Daten und Resultate der Iteration
psia, psib, psiu, psid, dea ht p, iv ht p,dea ht np ,
iv ht np, testa, testb, testa p, testa n,
testb p, testb n, exa, exb, sxa, sxb, eya,
eyb, sya, syb, ga, gb, runtime, dea ht p1, iv ht p1];
output=[output; res]; % Zusammenfu¨gen der Vektoren der Resultate
Iteration= [g,v,q,s,r]
Iteration= [varg,varv,varq,vars,varr]
end;
%%%%% Ende der inneren Schlaufe
output=output(2:(r+1),1:73);
output1=[output1; output];
output=zeros(1,73);
end;
output1=output1(2:s*r+1,1:73);
output2=[output2; output1];
output1=zeros(1,73);
end;
output2=output2(2:s*r*q+1,1:73);
output3=[output3; output2];
output2=zeros(1,73);
end;
output3=output3(2:s*r*q*v+1,1:73);
output4=[output4; output3];
output3=zeros(1,73);
end;
%%%%% Ende der a¨usseren Schlaufe
output4=output4(2:(s*r*q*v*g+1),1:73);
wk1write(’SIMULATION’,output1); % Datei exportieren
timeall1=cputime; % Endzeit der Simulation
output4=zeros(1,73); % Matrix lo¨schen
Rt=timeall1-timall0 % Berechnen der Simulationszeit
%%%%% Ende der Simulation
Anhang B
Fehlerwahrscheinlichkeiten
Tabelle B.1: Fehlerwahrschweinlichkeiten, 95%-Signifikanzniveau (N1 = N2 = 100)
Fehler erster Art
ι− BAB σi = 0.15 σi = 0.20 σi = 0.25
0.00 0.0500 0.0500 0.0500
Fehler zweiter Art
ι− BAB σi = 0.15 σi = 0.20 σi = 0.25
0.00 0.9750 0.9750 0.9750
1.00 0.9317 0.9459 0.9532
2.00 0.8455 0.8949 0.9184
3.00 0.7074 0.8158 0.8668
4.00 0.5296 0.7074 0.7963
5.00 0.3457 0.5762 0.7074
6.00 0.1926 0.4359 0.6037
7.00 0.0902 0.3033 0.4921
8.00 0.0351 0.1926 0.3810
9.00 0.0112 0.1109 0.2791
10.00 0.0029 0.0576 0.1926
11.00 0.0006 0.0269 0.1248
12.00 0.0001 0.0112 0.0758
13.00 0.0000 0.0042 0.0430
14.00 0.0000 0.0014 0.0228
15.00 0.0000 0.0004 0.0112
16.00 0.0000 0.0001 0.0052
17.00 0.0000 0.0000 0.0022
18.00 0.0000 0.0000 0.0009
19.00 0.0000 0.0000 0.0003
20.00 0.0000 0.0000 0.0001
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