There are no well-known properties in regulatory DNA analogous to those in coding sequences; their spatial location is not regular, the consensus regulatory elements are often degenerate and there are no understandable rules governing their evolution. This makes it difficult to recognize regulatory regions within genome. We review developments in the statistical characterization of regulatory regions and methods of their recognition in eukaryotic genomes.
INTRODUCTION
Revealing the typical statistical properties of regulatory regions and regulatory elements may improve our understanding of their evolutionary and functional constraints, and permit recognition of these regions computationally. The study of regulatory DNA is more difficult than that of coding sequences [1, 2] . There are no well-known properties in regulatory DNA analogous to open reading frames and non-uniform codon usage in coding sequences. This makes it difficult to define the consensus and location of functional regulatory elements.
Basics about gene transcription
Temporal and spatial gene expression is regulated by transcription control and mediated by a complex cisregulatory system. Transcription factors activate or repress gene expression by binding to their respective binding sites: comparatively short sequences (several hundred to several thousand base pairs, depending on the species) upstream, downstream or far away from the transcription start sites. Specific sites within such regions, which are generally composed of dense clusters, are recognized by regulatory proteins (transcription factors, TFS), which control the rate of gene transcription [3] [4] [5] .
Types of regulatory regions
Regulatory regions of higher eukaryotes can be subdivided into proximal regulatory unitspromoters-which are located close to the 5 0 end of the gene, and distal transcription regulatory units called enhancers or cis-regulatory modules (CRMs). CRMs may be located far upstream or downstream of the target gene, and are much more difficult to recognize because they lack proximal specific transcription signals, such as position relative to coding sequence, TATA box, CAAT box, transcription start site consensus, etc. Therefore, recognition of CRMs is even more difficult than recognition of promoters.
Experimental determination of regulatory region function
Biochemical characterizations can identify binding sites precisely and are the only way to determine whether consensus sequences differ among species. There are several methods available for producing DNA-protein interaction data. Nitrocellulosebinding assay [6] , electrophoretic mobility shift assay (EMSA) [7] , enzyme-linked immunosorbent assay (ELISA) [8] , DNase 1 footprinting [9] , DNAprotein crosslinking (DPC) [10] , and reporter conducts [11] are examples of in vitro techniques that are used for determining DNA binding sites and analysing the difference in binding specificity for different protein-DNA complexes. The major disadvantage of these methods is that they are not suited to high-throughput experiments.
Recently, a micro-array-based assay called chromatin immunoprecipitation (ChIP) was developed for genome-wide determination of protein binding sites on DNA [12] . Other types of experiments are systemic evolution of ligands by exponential enrichment (SELEX) [13] and phage display (PD) [14] , offer a high-throughput possibility to select highaffinity binders, DNA and protein targets, respectively. Both SELEX and PD suffer the same disadvantage: most part of sequences obtained from these experiments are all good binders, but it is hard to say anything about their relative affinities. It is assumed that the best binders occur more frequently.
In [15] dsDNA microarrays are presented for exploring sequence specific protein-DNA binding. The major advantage over the methods discussed aforementioned is that it is a high-throughput method resulting in data with associated relative binding affinities.
There are, finally, X-ray crystallographic and NMR spectroscopic data providing a base for studying the structural details of protein-DNA interactions. Protein-DNA complexes have successfully been co-crystallized [16] , and the data has been deposited into the protein data bank (PDB) and nucleic acid database (NDB). However, these experiments are very time-consuming.
Unfortunately, for a lot of technical reasons, the numbers of experimentally verified binding sites are nearly always an underestimate, and the physical length of regulatory regions is rarely well defined [17] . Therefore, experimental studies of the function of regulatory regions almost always result in incomplete and biased information for binding sites. For binding sites that are identified, we are often ignorant about changes in time, space and level of transcription.
Statistical computational recognition of regulatory regions is desirable but very difficult
Characterizing regulatory DNA and functional combinations of transcription factor binding sites (TFBSs) are key to understand gene regulation, but remains a difficult computational problem. The reasons for it are:
Lack of known properties: There are no wellknown properties in regulatory DNA analogous to genetic code, open reading frames and nonuniform codon usage in coding sequences. This makes it difficult to define the consensus and location of functional regulatory elements. Degeneracy of TFBS: Transcription factors have low specificity for their binding site motifs and they are short and imprecise which makes it hard to accurately detect those sites. Lack of evolutionary understanding of transcriptional regulation: The rules that govern the evolution of regulatory elements have not been yet clearly established. Complicated and non-regular structure of regulatory regions: No consistent sequence motifs exist for regulatory regions. These regions comprise a collection of diverse TFBS, their composition and organization varies enormously among genes, they dispersed sparsely and unevenly.
However, experimental verification is expensive and time-consuming. Therefore, to address the growing volumes of available genomic sequence, a number of statistical computational algorithms that identify putative cis-regulatory modules and transcription factor binding sites using evolutionary comparisons, whole-genome data and known descriptions of TFBS have been developed. These will be reviewed in the next section.
COMPUTATIONAL METHODS TO RECOGNISE REGULATORY REGIONS
The underlying biological phenomena [18] exploited by computational methods are:
(i) multiple transcription factors tend to regulate gene activity in distinct regulatory modules; (ii) individual transcription factors often have multiple binding sites within a regulatory module and (iii) binding sites within a regulatory module tend to be spatially clustered.
Methods for recognizing regulatory DNA may be briefly divided into six main groups as follows:
Recognition of regulatory DNA regions based on statistics of known TFBS
This approach exploits the clustering of known, often co-operatively acting, transcription factors (TFs). Extracting clustered recognition motifs is one of the most reliable techniques, but is limited to the recognition of similarly regulated cis-regulatory regions. For large scale discovery of regulatory regions, computational algorithms have been developed [19] [20] [21] [22] [23] [24] [25] . One of the major sources of known TFBS is the database TRANSFAC [26] , which contains consensus sequences as well as their probability weight matrices. Other methods of this group are based on arrangement of known TFBS. These methods exploit known interactions between TFs and their spatial arrangement: in [27] , is identified a neurogenic enhancer in distantly related species based on similar arrangement of a subset of putative TFBS. The work [28] explored distance preferences in the arrangement of TFBS positions, and suggested to use it to detect regulatory regions genome-wide. Some works exploit the fact of combinatorial activity of TFs: often they are arranged in functional pairs that act synergistically to activate or repress promoter activity. These pairs are called composite elements, and their combined clustering is used to detect regulatory regions in [29] .
Recognition of regulatory DNA based on evolutionary conservation:
This is an actively progressing area as more and more sequenced genomes appear. Methods of this type assume that regulatory regions are highly conserved in cross-genomic comparison, and conserved segments can be extracted from evolutionarily related genomes. Recently, several highly conserved noncoding sequences were identified in vertebrate genomes [36] [37] [38] [39] . When some of these sequences were tested in vivo, the majority appear to drive tissue-specific gene expression during early development. However, recent studies indicate that the system is more complicated and fluid, with regulatory regions having an underlying pattern of evolution not directly visible from simple sequence comparisons [40] [41] [42] . Indeed, performance of phylogenetic footprinting depends on the evolutionary distance between given species and on the conservation level of individual genes. Such an approach offers little information as to the specific function of the conserved sequences. Furthermore, it is still an open question as to how many and which genomes are required for reliably extracting regulatory regions.
Content-based methods
These are methods based on the difference of local nucleotide composition between regulatory and non-regulatory DNA [43] [44] [45] [46] [47] . It is assumed that this difference is due to presence of multiple transcription signals, such as binding motifs for TFs in regulatory regions. The works of [43] [44] [45] are based on constructing a global interpolated Markov model, and is applied to promoter recognition only. In the work of [46] , the authors perform an exhaustive statistical analysis of local short word frequencies. As candidates for regulatory regions, the authors identify sequence segments containing a specific word distribution. This word distribution is inferred from the training set of experimentally verified Drosophila enhancers. In [47] , the authors describe a tool, the so called 'fluffy-tail test', to distinguish regulatory modules out of coding and non-coding non-regulatory DNA. They hypothesize that abundance of regulatory motifs within regulatory regions takes the form of an over-representation of 'similar words' (which are not simple repeats), having a distribution with a thick right tail. The ''fluffy tail test'' is designed to identify such significantly tailed regions, and mark them as putatively regulatory.
Motif recognition and discovery as basis for regulatory region recognition
Because computational recognition of regulatory regions is mainly based on regulatory motif recognition (both supervised and unsupervised), we shall very briefly describe this area, since we do not have enough space to review motif recognition algorithms in detail here. Methods to recognize regulatory elements may be divided into two large categories: (i) supervised, i.e. based on description of known TFBS; these approaches typically constitute methods to screen a set of DNA sequences against a precompiled library of motifs [48] and assess which of the motifs are statistically significant in the sequences [49] [50] [51] . (ii) unsupervised (ab initio), i.e. without prior knowledge of TFBS sequences; these methods search for recurrent patterns of any kind.
Unsupervised (ab initio) algorithms may be roughly divided into three categories: enumerative (including phylogenetic footprinting), iterative, and content-based:
(1) Enumerative, or word-counting, methods [52] [53] [54] [55] [56] [57] [58] [59] [60] , build or assume a background model of base pair distribution in the DNA non-coding regions that do not contain TFBS, and look for any motifs in the given set of sequences (often upstream regions of co-expressed genes) that are statistically significant against this background. An important type of enumerative method is phylogenetic footprinting [61] [62] [63] [64] [65] . These methods are based on comparative genomic studies which show that conserved non-coding sequences are good candidates for transcription regulatory elements [36, 66, 67] . Phylogenetic footprinting methods are helpful in constructing regulatory databases: thus, the COmparative Regulatory Genomics (CORG) [68] database consists of putative regulatory elements, conserved between human and mouse, derived by comparison of upstream sequences of orthologous genes. However, not every functionally important TFBS is conserved even between closely related species [69] [70] [71] and not every conserved pattern may be functional [72] . (2) Iterative methods [73, 74] employ various methods based on [75, 76] . These methods perform in a similar way to enumerative tasks: they find the most statistically over-represented motifs against a background in a set of sequences in a probabilistic way. They are usually faster, though their speed of convergence depends on a first guess. (3) Content approaches [77, 78] are based on the observation that functional binding sites are often found in clusters within regulatory regions and thus cause a biased word distribution within a given sequence.
We recommend a number of excellent reviews: [79] on statistical computational methods for transcriptional regulation in yeast and fly [80] ; on supervised computational methods [81] ; on frequency enumerative methods [82] and on ab initio methods.
Some more features which help to distinguish regulatory regions
Complexity of regulatory regions Orlov and Potapov [83] found out that the complexity of regulatory regions, both promoters and enhancers, is in intermediate between that of coding and non-coding non-regulatory DNA.
Existence of homotypic clusters of TFBS When analysing clustering of known TFBS in known CRMs Drosophila, Lifanov et al. [84] showed that each type of recognition motif forms significant cluster within regulatory region.
Clustering of motifs in aligned regulatory region
It may be useful to study the average statistical properties of regulatory regions, analysing a whole large set of them. In [85] , the authors aligned a set of 13010 human promoters relative to TSS. As the result, the authors computationally identified eight DNA sequences in 5082 promoters that are important for regulating gene expression. It may help to find new regulatory regions then.
Combination of additional experimental information with statistics of DNA sequence However, with a purely computational approach, uncertainty remains as to whether a predicted CRM actually possesses the expected function. In [21, 25] , the authors experimentally evaluated the candidate CRMs obtained from their respective genome-wide searches. These two groups used related but distinct computational strategies for the prediction of coexpressed genes and their associated CRMs in the Drosophila melanogaster genome. Whereas Johansson et al. [21] used clustering of a single class of TF, Berman et al. [25] employed five different TFs with known concerted functions during Drosophila embryogenesis.
It is helpful to incorporate into regulatory region search algorithms the expression data as derived from genome wide expression profiling or high throughput in situ hybridization screen of cDNA collections. This approach can help filtering the most likely co-regulated genes or group of biologically related TFBS. Aerts et al. [86] searches for CRM by optimal combination of TFBS in a set of co-expressed genes.
Combination with data from evolutionary conservation [35, 87] applied a statistical methodology to find modules within human-mouse conserved promoter segments, focusing on cell cycle regulated genes and stress response genes. They also tested whether these genes are co-expressed.
Another important information could be obtained from chromatin immunoprecipitation (CHIP) studies, which helps to the assignment of genes into common regulatory network [88, 89] .
Finally, the particular computational combinatorial models can be tested by construction and functional assessment of synthetic enhancers [4, 90] .
CONCLUSION
In conclusion, combined experimental and statistical approaches are probably the most promising ways to increase the precision of computational identification of regulatory regions and co-regulated genes. Clear understanding of processes governing the evolution of regulatory regions is another important requirement for creating reliable regulatory region recognition methods.
