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ABSTRACT 
In this paper, a novel heuristic method which is ap-
plied to solving the mixed process signal separation 
problem is presented. Based on a stochastic search-
ing technique, the proposed method performs simul-
taneously the estimation of the demixing and corre-
sponding second moment (covariance) matrices so as 
to separate mixed process signals arising from sev-
eral original sources. It hinges on one of state-of-the-
art evolutionary algorithms, termed differential evo-
lution (DE) that is particularly devised for continues 
optimization. In the context of signal separation, the 
presented method could seek efficiently and reliably 
the optimal estimate of the demixing matrix for the 
mixed process signals, such as including autoregres-
sive (AR) series, step change in process mean, and 
Gaussian noises. Following the proposed approach, 
the blind signal separation framework can be posed 
as a nonlinear mixed signal problem, where only the 
demixing matrix appear as unknowns. Several simu-
lations involving linear mixtures of various practical 
process signals with different statistical characteris-
tics are addressed to illustrate the new method. 
KEYWORDS 
Process monitoring, Blind source separation (BSS), 
Principle component analysis (PCA), Independent 
component analysis (ICA), Differential evolution 
(DE). 
1. INTRODUCTION 
Process monitoring is gaining importance in semi-
conductor manufacture practice due to the increased 
number of variables measured in the Fab. and im-
provements the controllability of these variables. 
However, number of controllable variables may be 
monitored in a single operating sensor, and these 
variables should be recorded under mixed situation. 
Hence, a tool is required that can separate the mixed 
process signal into original ones, and that can iden-
tify the important features from these separated data 
(Lee et al., 2004).  
In the past, the need to analyze mixed process data 
has led to the development of many monitoring 
schemes that use multivariate statistical methods 
based on principal component analysis (PCA), partial 
least squares, among others (Nomikos and MacGre-
gor, 1994). In recent years, independent component 
analysis (ICA) algorithms have proven successful in 
separating linear mixtures of independent source sig-
nals (Hyvärinen, 1999). Based upon the literature, 
most of the existing implementations have been 
tested and compared to each other using mixture data, 
and significant results on separating real world mixed 
signals have been reported as well. Many existing 
methods rely on simple assumptions on the source 
statistics and are characterized by well assessed con-
vergence and consistency properties. When such hy-
potheses hold strictly or are only moderately violated, 
most conventional ICA algorithms are capable of  
quickly and efficiently achieving the desired source 
separation (Boscolo et al., 2004). 
Although ICA can be deemed a useful extension of 
PCA, its objective differs from that of PCA. It is well 
known that PCA is a dimensionality reduction tech-
nique which reduces the data dimension by project-
ing the correlated variables onto new variables that 
are uncorrelated and retain most of the original vari-
ance. Its objective is only to decorrelate variables, 
not to make them independent. PCA can only impose 
independence up to second order statistics (mean and 
variance) while constraining the direction vectors to 
be orthogonal, whereas ICA has no orthogonality 
constraint and involves higher-order statistics, i.e., 
not only decorrelates the data (second order statistics) 
but also reduces higher order statistical dependencies 
(Lee, 1998). Hence, independent components (ICs) 
reveal more useful information from observed data 
than principal components (PCs).  
Depending on the central limit theorem (CLT), “non-
Gaussianity” becomes an essential independence 
measure in most of ICA approaches. A relevant ex-
ample and a well-known ICA implementation is Hy-
värinen’s FastICA (1999), which requires the user to 
select a contrast function according to the hypotheti-
cal (but unknown) probability density functions (pdfs) 
of the sources to be reconstructed. However, these 
approaches usually depend exclusively on third or 
fourth order cross-cumulants in order to measure in-
dependency, and represent just an approximation of 
the mutual information minimization principle (Car-
doso, 1999). Clearly, when the separation of signals 
from real world data is attempted, such constraints 
are highly undesirable.  
Alternative methods that employ a more flexible 
model for the pdf of the source signals have been 
introduced (e.g., Attias, 1999; Vlassis and Motomura, 
2001). These methods usually consist of a parametric 
density estimation technique that alternates with a 
cost function optimization step in an iterative ap-
proximation framework. The recent introduction of 
kernel-based methods, such as Bach and Jordan’s 
(2002), demonstrates that finding a compromise be-
tween computational complexity, performance and 
strong convergence properties in a blind source sepa-
ration framework is still an open and challenging 
problem. 
In this paper, we recognize the importance of defin-
ing a signal separation algorithm that is truly “blind” 
to the particular underlying distributions of the mixed 
signals, especially when real world applications are 
sought. A novel “uncorrelative” component analysis 
(UCA) algorithm is introduced, which estimates the 
linear operator that allows the separation of the 
mixed signals (the so-called “demixing matrix”) and 
recursively achieves to optimal solution by evolu-
tionary algorithms. The resulting algorithm is non-
parametric and does not require the definition of a 
specific model for the density functions. 
The theoretical framework for the method is de-
scribed in Section 2. The key issues related to the 
actual algorithmic implementation of the proposed 
technique are addressed in Section 3. In particular, a 
set of simulation experiments are conducted in order 
to demonstrate the performance while dealing with 
mixed process signal separation in Section 4. Section 
5 concludes our findings and provides further re-
search directions. 
2. UNCORRELATIVE  MODEL 
2.1.  Defining UCA Model 
The conventional generative model is assumed, 
where  N  independent and stationary source signals 
12 ,,, N ss s K   are mixed by an unknown, full-rank 
mixing matrix A ( N N × ), resulting in a set of mix-
tures given by x=A s. The reconstruction of the 
original sources is attempted through a linear projec-
tion of the type y=W x (W is a “demixing matrix” 
also  N N × ), with the assumption that at the most 
one of the sources obeys a Gaussian density (Comon, 
1994). The basic principle behind UCA frameworks 
is simultaneously maximizing the determinant of 
moment matrix and restricting the sum of off-
diagonal elements equal to zero between the recon-
structed signals; that is, 
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where  ′ YY  ( N N × ) is second moment matrix of 
demixed signals, and  , yi j c  are off-diagonal elements 
of the matrix with indices  , 1,2, , ij N = K . 
The moment matrix  ′ YY  contains variances and co-
variances of reconstructed signals. As a result, con-
trol of the moment matrix implies control of vari-
ances and covariances. It turns out that an important 
norm on the moment matrix is the determinant. Un-
der the assumption of independent normal model er-
rors with constant variance, the determinant of  ′ YY  
is inversely proportional to the square of the volume 
of the confidence region on the estimates of recon-
structed signal distributions. The volume of the con-
fidence region is relevant because it reflects how well 
the set of original sources are estimated. A small 
′ YY   and hence large ()
1
1
− ′′ = YY YY  implies 
poor performance of reconstructing signal y  and bad 
estimation of demixing matrix W.  
Furthermore, in (1) the objective function subject to 
the sum of off-diagonal elements (all greater than 
zero, i.e., covariances), equal to zero. It guarantees 
that all separated signals are uncorrelative each other, 
thus, the model is so-called uncorrelative component 
analysis (UCA) in the study. Now the objective func-
tion would be a measure to evaluate the performance 
of signal separation depending on how well demixing 
matrix could be found. In the following subsection, a 
novel global search algorithm is introduced, which is 
designed for solving the estimation demixing matrix 
problem.  
2.2.  Global Search Algorithm - DE 
Although many approaches exist to theoretically de-
scribe the convergence properties of a global opti-
mum search method, we chose differential evolution 
(DE) to serve as a search engine in the proposed al-
gorithm. Differential evolution is a parallel direct 
search method which utilizes NP   D -dimensional 
parameter vectors  , ig x ,  1, 2, , iN P = K  as  a  popula-
tion for each generation g  (Storn and Price, 1997). 
Note that NP   does not change during the search 
process.  
The initial vector population is chosen randomly and 
should cover the entire parameter (search) space. As 
a rule, we will assume a uniform probability distribu-
tion for all random decisions unless otherwise stated. 
In case a preliminary solution is available, the initial 
population might be generated by adding normally 
distributed random deviations to the nominal solution 
nom,0 x .  
DE generates new parameter vectors by adding the 
weighted difference between two population vectors 
to a third vector. Let this operation be called muta-
tion. The mutated vector’s parameters are then mixed 
with the parameters of another predetermined vector, 
so-called target vector, to yield the trial vector. Pa-
rameter mixing is often referred to as “crossover” in 
the ES-community and will be explained later in de-
tail. If the trial vector yields a lower cost function 
value than the target vector, the trial vector replaces 
the target vector in the next generation. This last op-
eration is named selection. Each population vector 
has to serve once as the target vector so that NP  
competitions take place in one generation. More spe-
cifically DE’s basic strategy could be described as 
follows: 
Mutation 
For each target vector  , ig x ,  1, 2, , iN P = K , a mutated 
vector is generated according to 
( ) ,1 1 , 2 , 3 , ig r g r g r g vx F x x + =+ ⋅ − ,     (2) 
with random indexes  { } 1, 2, 3 1, 2, , rrr N P ∈ K . These 
three indexes are all integer, mutually different and 
0 F > . The randomly chosen integers  1, 2, 3 rrr are 
also chosen to be different from the running index i  
(i.e., target vector), so that NP   must be greater or 
() ,1 1 , 2 , 3 , ig r g r g r g vx F x x + =+ ⋅ −
, ig x
3, rg x
2, rg x
1, rg x
 
Figure 1  An example of a two-dimensional parameter 
space with objective function showing its 
contour lines and the process for generating 
(Storn and Price, 1997 )  
equal to four to allow for this condition. F  is a real 
and constant factor  [ ] 0,2 ∈  which controls the am-
plification of the differential variation () 2, 3, rg rg xx − . 
Figure 1 shows a two-dimensional example that illus-
trates the different vectors which play a part in the 
generation of  ,1 ig v + . 
Crossover 
In order to increase the diversity of the perturbed pa-
rameter vectors, crossover is introduced. To this end, 
the trial vector:  () ,1 1 ,1 2 ,1 ,1 ,, , ig ig ig D ig uu u u ++ + + = K  is 
formed, where 
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In (3),  () rand j  is the  j th evaluation of a uniform 
random number generator with outcome  [ ] 0,1 ∈ . CR  
is the crossover constant  [ ] 0,1 ∈  which has to be de-
termined previously by the user.  ( ) rnum i  is a ran-
domly chosen index  { } 1, 2, , D ∈ K  which  ensures 
that  ,1 ig u +  gets at least one parameter from  ,1 ig v + . Fig-
ure 2 gives an example of the crossover mechanism 
for 7-dimensional vectors. 
Selection 
To decide whether or not it should become a member 
of generation  1 g + , the trial vector  ,1 ig u +  is  com-
pared to the target vector  , ig x  using the greedy crite-
rion. If vector  ,1 ig u +  yields a better objective function 
value than  , ig x , then  ,1 ig x +  is set to  ,1 ig u + ; otherwise, 
the old vector  , ig x  is retained. 
DE proves to be a fast evolutionary algorithm for 
minimizing continuous function (Storn and Price, 
1997). In most practical instances, DE is a straight-
forward strategy which requires less number of func-
tion evaluations necessary to locate a global optimum 
of objective function. In the next section, we apply 
DE to serve as an optimization solver for the UCA 
model mentioned above, and provide the complete 
procedure of the algorithm. 
3.  DE-UCA METHOD 
In this study, the development of the global optimum 
search algorithm, termed DE-UCA method, for seek-
ing the optimal estimates of demixing matrix which 
could produce well-separated signals is reported. To 
begin, consider UCA model (1) and cast the model 
into an unconstrained minimization problem by in-
corporating the constraint into the objective; that is, 
,
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where  ′ YY  is the second moment matrix of recon-
structed signals, and  , yi j c  are  off-diagonal  elements 
with indices  , 1,2, , ij N = K . And μ  is static penalty 
factor which remains constant during the entire evo-
lutionary process. It aims to find a set of parameters, 
i.e., demixing matrix W, which could minimize the 
objective function of UCA model as given by 
,
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Note that the norm of W is equal to one to ensure 
the convergence condition may be met effectively. 
DE-UCA method is designed for finding optimal 
demixing matrix as in (5), which is considered the 
objective in differential evolution algorithm. The 
population size of DE-UCA method is set to 
{ } max 5, D  as solving a D -dimensional problem. 
To clearly illustrate the proposed method, the proce-
dure of DE-UCA method is summarized and Figure 3 
shows a flowchart of the algorithm. 
, ig x ,1 ig v + ,1 ig u +
( ) 3 rand CR ≤
() 4 rand CR ≤
() 6 rnum i =
 
Figure 2  Illustration of the crossover operating proc-
ess for  7 D = parameters  
  (Storn and Price, 1997 )  
 
DE-UCA Procedure 
Step1). The mixed signals  { } 12 ,,, N = Xx x x K  with 
size  N M ×  are given. Initialize the popula-
tion of parameter set (demixing matrix); that 
is, 
(0)
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where  [ ] ~0 , 1 i w unifrom ∀ , and i = 1, 2,…, 
{ }
2 max 5, N , i.e., population size. Note 
that, the parameter matrix W   first be laid 
into a vector w   according to DE’s opera-
tions.  
Step2). Select one of parameter vectors 
* w (target 
vector) and reconstruct signals by 
* Y=WX. 
Then evaluate the objective function value by 
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Step3). Randomly choose three other vectors, mutu-
ally different from target vector to bring a 
new vector (mutated vector) by 
() ,1 1 , 2 , 3 , ig r g r g r g F + =+ ⋅ − vw w w . (7) 
Step4). With target and mutated vectors, do cross-
over operation to produce a trial vector  ,1 ig + u . 
Evaluate the objective function value of 
,1 ig + u . 
Step5). Select or retain a better solution between tar-
get and trial vectors into next generation. 
Step6). Algorithm terminated when parameter vector 
converges (
**
1 ggε + −< ww ). Otherwise, re-
turn to step 2 for next iteration. 
4. EXPERIMEMTAL  STUDY 
4.1.  Simulating Process Signals 
In order to investigate the separation performance of 
the DE-UCA method, three types of process signals 
are simulated and thus mixed. These common proc-
ess signals usually exist in manufacturing practice, 
such as including autoregressive (AR) series, step 
change in process mean, and Gaussian noises formu-
lated as follows: 
Autoregressive (AR) series 
In this study, an AR(1) time-series is considered as 
defined by 
1, 1, 1 1, ttt s s φ ε − = + ,     (8) 
where φ  is  a  parameter  [ ] 1,1 ∈− , { } 1,t ε  is  a  white 
noise sequence, and therefore { } 1,t s   is a stochastic 
process. The form of this model is the same as that 
found in a linear regression model, however, the 
main difference with linear regression models is that 
the regressors are lagged variables of the same proc-
ess, hence name autoregressive. The stationarity 
conditions of linear, stochastic difference equations 
are exactly the same as the condition for the stability 
of a deterministic linear difference equation model. 
Thus an AR(1) process is stationary if and only if 
11 φ − ≤≤  (del Castillo, 2002). 
 
Figure 3  Flowchart of DE-UCA method  
Step change in process mean 
In the manufacturing system, process mean would 
shift up/down as transient progress or after a mainte-
nance operation is conducted. This phenomenon 
could be well described by 
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where μ  represents the target value for the quality 
characteristic, and δ  is the step shift of magnitude at 
some point of time ξ . 
Gaussian noise 
In any production process, regardless of how well the 
process is in control, a certain amount of natural 
variability will always exist. This “background 
noise” could be given by 
3, 3. tt s ε = ,                  (10) 
where  3,t ε  obeys normal distribution with zero mean 
and constant variance.  
Figure 4 shows three individual signals from top to 
bottom, representing an AR(1) series, step change in 
process mean, and Gaussian noise, respectively. The 
autoregressive parameter φ  is set to 0.5, while step 
change 1 δ =   occurred at time  150 t > . Gaussian 
noise is set with zero mean and variance equal to 
2 2.  
4.2.  Signals Mixing and Separating 
In the experiment, an initial mixing matrix is pro-
vided by uniform random numbers as follows: 
0.3930 0.1070 0.8705
0.0552 0.4226 0.9664
0.7379 0.3749 0.4701
=
⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥ ⎣ ⎦
A . 
The mixed signals could be produced by X=A S, 
since source matrix  [ ] 123 ;; = Ss s s  containing  three 
kinds of time-series data generated by (8), (9), and 
(10). Figure 5 displays the mixed process signals X 
which would be fed into separation process. 
By using DE-UCA method, the reconstructed signals 
are plotted in the Figure 6. Note that here DE-UCA 
parameters are set to  10 μ = ,  0.7 CR =  and  0.9 F =  
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Figure 4  Simulated process signals, including AR(1) 
series with  0.5 φ = , step change  1 δ =  when 
150 t > , and Gaussian noise obey  ()
2 0,2 N  
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Figure 5  Mixed process signals by using mixing ma-
trix A  
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Figure 6  Process signals separated using the proposed 
DE-UCA method.  
 
while implementing the separating process through 
all experiments. It is clear to see from Figure 6 that 
the second uncorrelative component (UC2) can be 
identified a step change in process mean. However, 
the remaining two series are difficult to recognize 
which is Gaussian noise or AR(1) series. Therefore, 
we evaluated the normality test, autocorrelation func-
tion (ACF), and partial autocorrelation function 
(PACF) tests on these two separated signals. 
4.3.  ACF/PCAF and Normality Test 
To take a look at top of Figure 7, the ACF for UC1 
tails off, and the PACF cuts off at time lag 1, imply-
ing that the signal is an AR(1) series. Hence, PACF 
estimates the AR parameter φ  of 1 time lag about 
0.4. On the other hand, a normality test is also per-
formed on UC3, as probability plot is shown in Fig-
ure 8. The P-value of the statistical test is 0.843 in 
this case. As evidenced by the results, it shows that 
the DE-UCA method is a capable separating tool for 
process signals even mixed with hard-to-separate 
signals, such as autoregressive series and Gaussian 
noise. This is a prominent improvement since most 
of ICA tools could not cope with AR series well. Ta-
ble 1 lists several scenarios of process signals mixed 
by different parameters. Aside from the step change 
in process mean being easily identified, it shows that 
the AR(1) parameter can be accurately estimated by 
PACF for one UC and P-value of normality test is 
found statistically insignificant for the other. The T-
value is adopted for evaluating how well step change 
signal separated from mixed process. The larger T-
value, the better result of step change signal separa-
tion. According to T-value increasing through three 
scenarios from top to the bottom, signals of step 
change could be detected significantly, no matter 
how small magnitude of shift which might be cov-
ered by the other two signals. 
5.  CONCLUSION AND FURTHER 
RESEARCH 
In this paper, an effective uncorrelative component 
analysis model is presented and a fast evolutionary 
algorithm, termed DE-UCA method for solving the 
separation problem is developed. The UCA model is 
designed to maximize the determinant of recon-
structed signals and limit the sum of off-diagonal 
elements equal to zero to guarantee “uncorrelative-
ness” of each separated signal. The preliminary ex-
periment result shows the proposed method could 
deal with the separation problem of mixed processes, 
including AR(1) series, step change in process mean, 
and Gaussian noise. An interesting opportunity for 
future research would be the extension of the method 
to the real process case. Further work can also be 
devoted to studying the process monitoring perform-
ance when there exhibit well-separated process sig-
nals extracted from mixed ones. 
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Figure 7  ACF and PACF plot for UC1. 
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Figure 8  Probability plot of UC3.   
 
Table 1  Simulation results of different mixed processes 
Step Change 3, 2.0 σ = =     
  AR  Step Change  White Noise 
AR  PACF  STD  T-value  STD  P-value  STD 
0.5  0.4365  0.0934  77.8120  66.7426  0.6711  0.2920 
0.4  0.3811  0.1095  36.3850  11.6773  0.4921  0.3147 
0.3  0.2808  0.0685  73.7630  53.7832  0.3720  0.2394 
0.2  0.3126  0.1465  48.1840  45.1856  0.4280  0.1837 
Step Change 2, 2.0 σ = =     
  AR  Step Change  White Noise 
AR  PACF  STD  T-value  STD  P-value  STD 
0.5  0.4564  0.1071  34.2000  24.5821  0.4295  0.3666 
0.4  0.3888  0.0574  39.9480  28.2728  0.3054  0.2472 
0.3  0.2547  0.0631  40.5030  18.5476  0.7365  0.2429 
0.2  0.2368  0.1315  42.1010  26.9284  0.3891  0.1897 
Step Change 1, 2.0 σ = =     
  AR  Step Change  White Noise 
AR  PACF  STD  T-value  STD  P-value  STD 
0.5  0.4654  0.0506  91.8900  93.4131  0.7550  0.1674 
0.4  0.4110  0.1032  107.0530  167.1197  0.6246  0.3862 
0.3  0.2918  0.0661  119.3010  63.8862  0.4600  0.4071 
0.2  0.1744  0.0702  308.0570  644.6534  0.6245  0.2712 
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