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Abstract
Sustainable management of groundwater resources under changing climatic conditions require an ap-
plication of reliable and accurate predictions of groundwater levels. Mechanistic multi-scale, multi-physics
simulation models are often too hard to use for this purpose, especially for groundwater managers who
do not have access to the complex compute resources and data. Therefore, we analyzed the applicability
and performance of four modern deep learning computational models for predictions of groundwater
levels. We compare three methods for optimizing the models’ hyperparameters, including two surrogate
model-based algorithms and a random sampling method. The models were tested using predictions of
the groundwater level in Butte County, California, USA, taking into account the temporal variability of
streamflow, precipitation, and ambient temperature. Our numerical study shows that the optimization
of the hyperparameters can lead to reasonably accurate performance of all models, but the “simplest”
network, namely a multilayer perceptron (MLP) performs overall better for learning and predicting
groundwater data than the more advanced long short-term memory or convolutional neural networks in
terms of prediction accuracy and time-to-solution, making the MLP a suitable candidate for groundwater
prediction.
Keywords: Hyperparameter optimization; Machine learning; Derivative-free optimization; Groundwater
prediction; Surrogate models
1 Introduction
The massive amount of data obtained from field observations and computer simulations has resulted in
heightening an interest in the application of machine learning (ML) models and artificial intelligence to
interpret observational data, detect patterns, and derive operational decisions related to management of
water resources. Although scientists have been exploiting ML tools for image recognition [1], development of
autonomous vehicles [2], inferring physical and chemical phenomena [3], and many more, their application
for hydrological predictions is still limited.
Selecting an appropriate ML model is a challenging problem and the model architecture needs to be
designed with an optimal set of hyperparameters. For example, in deep learning models, we have to adjust,
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among others, the number of hidden layers and nodes per layer, the type of activation functions, and the
learning rate. Once these hyperparameters have been set, a very large-scale global optimization problem has
to be solved in which we fit the learning model to the data by optimizing the network’s weights. Stochastic
optimization methods such as stochastic gradient descent [4, 5] or the ADAM optimizer [6] have been
successfully used for this task. In practice, the hyperparameters are often tuned “by hand”, i.e., a set of
hyperparameters is chosen, perhaps at random or based on previous experience, and then the ML model’s
weights are optimized. If the model does not perform as desired (e.g., in terms of accuracy, or time needed for
making predictions), another hyperparameter set is used, and so on. One of the drawbacks of this approach
is that training the model can be computationally expensive and, depending on the dataset, may require
from a few minutes to several hours of compute time. Thus, if the process is not automated, the scientist
is likely to spend a lot of their valuable research time on thinking about which parameters to choose and
waiting for the results to come back. Moreover, the final hyperparameters chosen in this fashion are usually
not optimal.
In this article, we focus on the problem of ML model selection and hyperparameter optimization (HPO)
for a pressing application problem of predicting daily groundwater levels in California (CA), United States,
for groundwater wells that are affected by streamflow and climatic changes. Although there are approaches
other than ML, such as traditional time series forecasting like ARIMA and regression methods, they are not
suitable for making daily predictions due to the non-stationary nature of the groundwater levels.
Usually, ML models are used when we have massive amounts of data, requiring high performance comput-
ing (HPC) to train and use the models. Local groundwater management agencies, who are the target groups
of our methodology, however, usually do not have access to HPC facilities, and the amount of available data
to train ML models is relatively low (few years of time series data). Our goal is therefore to identify and
optimize the hyperparameters of deep learning models that are light-weight enough to be trained and run
on a laptop or simple desktop computer.
To date, only a few systematic approaches have been developed to automate HPO in learning models.
This includes the widely-used random and grid search approaches [7]. However, the grid search does not scale
well with the number of hyperparameters in the model. Ilievski et al. [8] use a deterministic surrogate model
algorithm based on radial basis functions to tune the hyperparameters of deep neural networks. The authors
show the performance of the method on image data only, and it is unclear if the results can be generalized
to time series data. Snoek et al. [9] developed a Gaussian process (GP) based algorithm for HPO, and the
authors investigate how the choice of the GP kernel and the GP’s own hyperparameters can influence the
performance of the ML model. Bergstra [10] used Bayesian methods for HPO. Bayesian optimization has
also been used by [11] to train support vector machines and convolutional neural networks (CNNs) for large
data sets. The authors train their learning model on a subset of the data in order to decrease the amount
of required training time. The developers of Auto-Keras [12] also used Bayesian optimization with a new
type of kernel for the GP model, and a new acquisition function that enables the optimization of network
morphism. The disadvantages of Bayesian optimization and GPs, in general, are the underlying assumptions
that are made regarding the distributions of the errors and the covariance structure, which is usually not
available a priori. Moreover, GPs do not scale very well with the number of observations because optimizing
the GP’s own hyperparameters becomes computationally expensive. Another approach to HPO is the use of
genetic algorithms. For example, the Multinode Evolutionary Neural Networks for Deep Learning [13] tool
uses a genetic algorithm and support vector machines for tuning the hyperparameters of CNNs. Evolutionary
algorithms are known to require hundreds to thousands of function evaluations to find a solution. In our
setting, this is not feasible to do. The authors of HyperNOMAD [14] extended the NOMAD algorithm [15]
to automatically optimize the hyperparameters and the learning process of deep neural networks using the
mesh adaptive direct search. The authors show the performance of HyperNOMAD on image data. Finally,
surrogate models have been used for the automated HPO of deep learning models by [16]. Their strategy is
based on exploiting high performance computers and asynchronous computations to evaluate a large number
of model architectures, which is in our setting not applicable.
In this article, we investigate which ML models are best suited for the task of learning and predicting
time-series data and which HPO methods lead to the best model performance fastest. Here, we take into
account the accuracy of the models in terms of their ability to repredict observed groundwater measurements
as well as the time it takes to find the best hyperparameters for each model. We analyze the performance
of a long short-term memory recurrent neural network (LSTM), a multilayer perceptron (MLP), a simple
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recurrent neural network (RNN), and a convolutional neural net (CNN).
In order to find the best hyperparameters, we pose the problem as a bilevel black-box optimization
problem since the objective function (model performance) is not given in closed form. In fact, the objective
function evaluation requires solving an often computationally expensive optimization subproblem (the model
fitting problem). Our goal is to find the best hyperparameters within as few expensive evaluations as possible.
To this end, we use two types of adaptive, derivative-free surrogate model algorithms, namely one based on
radial basis functions (RBFs) and one based on GPs. We compare the surrogate model approaches for
HPO to the widely used method of randomly sampling the hyperparameter space. We demonstrate the
application of the surrogate model approaches for a groundwater prediction application. Here, we consider
two cases: one, in which we use a single groundwater observation well, and the second, in which we use
multiple groundwater observation wells for model training and predictions.
The remainder of this paper is organized as follows. In Section 2, we introduce the mathematical prob-
lem description of HPO. We describe the details of the surrogate model based optimization algorithms in
Section 3. In Section 4, we briefly review the learning models we use in our numerical experiments. In
Section 5, we provide the details of the groundwater prediction problem, and we describe the setup and the
results of our numerical experiments. Finally, Section 6 concludes the paper and outlines future research
directions. Supplemental materials contain additional data and results of numerical experiments.
2 Mathematical Problem Description of Hyperparameter Opti-
mization
The problem of finding the best parameters of a learning model can be stated as a bi-level optimization
problem where we optimize the d hyperparameters (model architecture), θ = [θ(1), . . . , θ(d)]T , at the upper
level and at the lower level we fit the model to the data. We divide the dataset D into training data Dtrain
and testing data Dtest. At the upper level, we optimize a loss function ` over the hyperparameters for Dtest:
min
θ∈Ω
`(θ,w∗,Dtest). (1)
Here, the weights w∗ are the optimized weights obtained from solving the lower level optimization problem
over Dtrain given the current network architecture θ:
w∗ = arg min
w∈W
L(w;θ,Dtrain). (2)
The domain in which the d hyperparameters live is defined as:
Ω =
d∏
i=1
Ii (3)
where Ii denotes a discrete set of values that can be assumed by parameter θ(i). The domain W over which
the weights are optimized is continuous. We use the notation L(w;θ,Dtrain) in (2) to indicate that we
optimize over the parameters w given a set of parameters θ and the training data set Dtrain.
Our assumption that all hyperparameters can only assume a limited number of values is motivated by
practical considerations. Some parameters, such as the number of network layers and the number of nodes per
layer can only be integers. Other parameters, such as the dropout rate can range between 0 and 1. However,
in practice, only a finite number of options is considered for all hyperparameters due to limited resources
and an assumption that very small changes in these hyperparameters are not likely to affect the performance
of the learning model significantly. Therefore, we also make the assumption here that we only have a limited
number of choices for all hyperparameters. If we allowed some variables to live in the continuous space, the
number of possible solutions increases and it would likely lead to a higher number of required optimization
iterations to find the optimal hyperparameters. This, in turn, will increase the total time to solution, which
would be an undesirable effect for our target application.
The loss functions ` and L in equations (1) and (2) may be the same, for example, a root mean squared
error between the data (actual value) and the fitted model (estimated values), but they may also be different
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depending on the goal of the analysis. For example, the upper level function could also include a regularization
term to encourage model simplicity or low training and prediction times. In order to obtain the objective
function value `(θ,w∗,Dtest) for a certain architecture θ at the upper level, we have to solve the fitting
problem (2) at the lower level. The lower level problem is usually a difficult large-scale global optimization
problem and stochastic optimizers are commonly used to solve it. Due to the stochasticity of the optimization
method, solving problem (2) twice for the same hyperparameters but with different random number seeds
will in general lead to two different solutions. Therefore, the upper level problem can be considered as a
stochastic optimization problem. In order to obtain a good estimate of ` for a given θ, the lower level
problem should be solved several times, and thus instead of minimizing ` at the upper level, we minimize
its expected value Eζ [`(θ,w∗(ζ),Dtest)] where ζ is a random variable that encodes the randomness due to
the lower level optimizer. Depending on the application, it might also be appropriate to minimize the worst
case loss. The final optimal solution w∗ as well as the best hyperparameter choice θ∗ depend on ζ.
Solving the lower level optimization problem is in general time-consuming and, depending on the network
architecture (defined by θ), may require many minutes to hours (a large number of layers, nodes, and epochs
lead to long compute times at the lower level). This compute time requirement restricts how many times
the lower level problem can be solved for each hyperparameter set in order to obtain statistically significant
point estimates of the expectation value.
Due to the problem structure described above, there is no algebraic description of the upper level `
available (black-box) and neither is gradient information. The loss function is generally multimodal with
several local and global optima. Therefore, HPO requires an efficient, gradient-free, global optimization
method.
3 Surrogate Models for Efficient Hyperparameter Optimization
(HPO)
Surrogate model-based derivative-free optimization algorithms have been developed to efficiently solve com-
putationally expensive black-box problems. A surrogate model m approximates the costly objective func-
tion [17]: `(θ) = m(θ) + e(θ), where e(·) denotes the difference between the true objective and the surrogate
approximation. Here we omit the dependence of ` on w∗(ζ) for ease of notation and because we are only
interested in approximating the relationship between θ and the corresponding value of `, in which the
optimization over the w’s is implied.
Most surrogate model optimization algorithms have been developed for problems with continuous pa-
rameters, which are constrained only by lower and upper bounds, see, e.g., [18, 19, 20, 21]. However, there
are some algorithms for problems with other characteristics such as computationally expensive-to-compute
constraints [22, 23, 24], integer constraints on all parameters [25], mixed-integer parameters [26, 27, 28, 29],
multiple conflicting objectives [30, 31], hidden constraints [32, 33], and multiple levels of objective function
fidelity [34, 35].
Many difficult optimization problems have been tackled successfully using surrogate model methods, e.g.,
in the structure optimization of nanomaterials [36], in cloud simulations [37], in climate modeling [38]; in
watershed water quality management [22], and in aerodynamic design [39].
In this article, we will use a surrogate model approach for optimizing the hyperparameters of deep
learning models. We assume that all parameters are restricted to only a finite number of possible values
as discussed in Section 2. We implement and compare two different approaches: (a) a radial basis function
(RBF) as surrogate and a weighted score to iteratively select sample points (similar to SO-I [25]); (b) a
Gaussian process (GP) model and an expected improvement [21] acquisition function, which we optimized
over an integer lattice, using a genetic algorithm to iteratively generate a new sample point (a new set of
hyperparameters θ).
Global surrogate model algorithms generally follow the same structure: (1) Generate an initial experi-
mental design and evaluate the expensive objective function at the selected points; (2) Use all input-output
data pairs to compute the parameters of the surrogate model; (3) Optimize a computationally cheap auxil-
iary function on the surrogate model to determine the next point in the parameter space where the expensive
objective will be evaluated. We iterate between steps (2) and (3) until a stopping criterion has been met.
Natural stopping criteria include a maximum number of allowed function evaluations, a maximum CPU time,
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or a maximum number of failed iterative improvement trials. In step (2), different types of surrogate models
can be used, such as GP models [40], RBFs [41, 42], or polynomial regression models [43]. Different methods
have been developed for iteratively selecting new sample points. For example, [21] maximized an expected
improvement criterion, [19] used a stochastic sampling approach, and [18] minimized a “bumpiness” mea-
sure. In this article, we compare the performance of the expected improvement criterion and the stochastic
sampling when all parameters are assumed to be integer values. The pseudocode of the hyperparameter
optimization method is shown in Algorithm 1, and the individual steps are described in more detail in the
following subsections.
Algorithm 1 Algorithm for computationally expensive HPO of learning models
1: Prepare hyperparameters for optimization: Map the finite set of possible values to a sequence of
consecutive integers, denote this domain by Ω.
2: Initial design: Create an initial experimental design with n0 points Θ = {θ1, . . . ,θn0} by randomly
selecting integer-valued vectors from Ω. For each θj ∈ Θ, compute the upper level objective function
value (`(θj)) by solving the lower level problem (2).
3: Set n← n0.
4: Adaptive sampling:
5: Use all input-output pairs {(θj , `(θj))}nj=1 to compute the parameters of the surrogate model.
6: Optimize an acquisition function to select the next evaluation point θnew.
7: Solve the lower level problem (2) to obtain the objective function value at θnew.
8: Set n← n+ 1 and go to Step 5.
9: Stop when the termination condition is satisfied.
3.1 Step 1: Preparing the Hyperparameters for Optimization
When preparing the hyperparameters in Step 1, we have to take into account that they may live on very
different ranges. For example, the dropout rate can range between 0 and 1. If we only consider the values
{0, 0.1, 0.2, . . . , 0.9, 1} as the finite set of possible values, we map these values to {0, 1, 2, . . . , 10}. On the
other hand, the batch size may vary between 50 and 550 in steps of 50 ({50, 100, 150, . . . , 550}). In this
case, we map these values to {1, 2, 3, . . . , 11}, and so on, thus decreasing the difference in parameter ranges1.
We denote the mapped set of possible integer-valued vectors by Ω. To evaluate the loss function, we map
the parameters back to their original values, e.g., by multiplying with 0.1 and 50, respectively, for the two
examples above.
3.2 Step 2: Initial Experimental Design
In Step 2, we generate n0 randomly selected initial points from Ω at which we will evaluate the upper level
objective function. These points satisfy the integer constraints by definition. For each point in the initial
design, we solve the lower level problem N = 5 times and compute the upper level objective function as the
average of N evaluations. These N evaluations can be done in parallel to reduce the required evaluation
time. In general, N can be increased., depending on the expected function evaluation time.
3.3 Steps 4-9: The Adaptive Sampling Loop
During the adaptive sampling loop, we compute the parameters of the surrogate model using all previously
evaluated points (which is different from trust region type methods that may use a subset of the evaluated
points). Generally, any surrogate model can be used in the algorithm. We consider RBFs and GPs in
this article. In the following, we describe the details of these surrogate models and the associated adaptive
sampling methods.
1Note that we usually use a similar approach in continuous optimization where we scale the parameters to the unit hypercube,
which improves the surrogate models and eliminates difficulties when sampling by perturbation.
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Radial Basis Functions and Stochastic Sampling Our first approach (“RBF approach”) to the HPO
of learning models is based on RBF models with a cubic kernel. These models have previously been shown
to perform well for various optimization problems including problems with integer constraints, see e.g., [22,
36, 44]. RBFs have the general form
mRBF(θ) =
n∑
j=1
λjϕ(‖θ − θj‖2) + p(θ), (4)
where θj , j = 1, . . . , n, are already evaluated points, ϕ(r) = r
3 is the RBF function with a cubic kernel
(other kernels are possible, see e.g., [18]), ‖ · ‖2 denotes the Euclidean norm, and p(θ) = β0 +βTθ is a linear
polynomial tail. The parameters λ1, . . . , λn, β0, and β = [β1, . . . , βd]
T are determined by solving a linear
system of equations: [
Φ P
PT 0
] [
λ
β
]
=
[
`
0
]
, (5)
where the elements of the matrix Φ are Φk,l = ϕ(‖θk − θl‖2), k, l = 1, . . . , n, 0 is a matrix with all entries 0
of appropriate dimension, and
P =
θ
T
1 1
...
...
θTn 1
 λ =

λ1
λ2
...
λn
 β =

β1
β2
...
βd
β0
 , ` =

Eζ [`(θ1,w∗1(ζ),Dtest)]
Eζ [`(θ2,w∗2(ζ),Dtest)]
...
Eζ [`(θn,w∗n(ζ),Dtest)]
 . (6)
The matrix in (5) is invertible if and only if rank(P) = d+ 1 [41], where d denotes the problem dimension.
Here, w∗j is the optimal weight vector (lower level solution) corresponding to the jth evaluated parameter
vector θj .
In order to identify the next sample point, we find the point θbest = arg min{Eζ [`(θj ,w∗j (ζ),Dtest)], j =
1, . . . , n} that has the lowest objective function value. Then, we generate a large number M = 500 of
candidate points by perturbing each value of the best point found so far by either adding or subtracting a
value randomly chosen from {1, 2}. Larger perturbation values can be chosen, but in our target application,
the parameter ranges are relatively small, and, thus, a maximum perturbation of 2 is reasonable to prevent
creating too many candidate points lying outside the upper and lower bounds. However, if the perturbed
point falls outside of Ω, we reflect it over the corresponding boundary to the inside of Ω. The points created
by perturbation enable a local search around θbest. In addition, we generate a second set of candidate points
by randomly selecting another M points from Ω. These points represent our global search.
In order to select the next evaluation point θnew from these two sets of candidate points, we follow the
ideas of [19] in which two scores are computed for each point, namely the distance to the already evaluated
points (distance score) and the objective function value as predicted by the RBF surrogate (RBF score).
We compute a weighted sum of both scores and the candidate point that achieves the best weighted sum
will become the next evaluation point (for details, see the online supplement Section A). By placing a large
weight on the distance score, we give more weight (i.e., importance) to preferentially sample points, which
are far away from already sampled points (global search). If the weight for the RBF score is large, we
preferentially sample points with low predicted objective function values. This represents a local search,
because points with low predicted objective function values are usually in the vicinity of the best point
found so far. Note that candidates that have already been evaluated previously are discarded. Thus, if we
did not have a stopping criterion and sampling continued, the globally optimal solution would eventually be
found, following a simple counting argument.
Gaussian Process Models and Expected Improvement Our second approach (GP approach) to the
HPO of learning models is based on GP models and expected improvement sampling [21] over an integer
lattice. According to a literature review, GP (or kriging) models have been widely used as surrogate models
to approximate expensive-to-compute objective functions. By definition, GP models not only provide a
prediction of the function values at unsampled points, but also an estimate of the associated uncertainty. In
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kriging, we treat the function we want to approximate like the realization of a stochastic process, and write
the surrogate as
mGP(θ) = µ+ Z(θ). (7)
Here, µ represents the mean of the stochastic process and Z(θ) is distributed as N (0, σ2). Thus, the term
Z(θ) represents a deviation from the underlying global model (the mean). In kriging, we assume a correlation
between the errors, which is based on the distance to the other points. At an unsampled point θnew, the
kriging prediction is treated like a realization of a random variable MGP(θ
new) that is normally distributed
with mean µ and variance σ2. The correlation between two random variables Z(θk) and Z(θl) is defined as
Corr (Z(θk), Z(θl)) = exp
(
−
d∑
i=1
γi|θ(i)k − θ(i)l |qi
)
, (8)
where γi determines how fast the correlation decreases in the ith dimension, and qi reflects the smoothness
of the function in the ith dimension (we use qi = 2 for all i). We denote by R the n×n matrix whose (k, l)th
element is given by (8). The kriging parameters µ, σ2, and γi are estimated by maximum likelihood. Then,
the prediction at a new point θnew is defined as
mGP(θ
new) = µˆ+ rTR−1(`− 1µˆ), (9)
where 1 is a vector of ones of appropriate dimension and ` as in (6) and
r =
Corr (Z(θ
new), Z(θ1))
...
Corr (Z(θnew), Z(θn))
 . (10)
The corresponding mean squared error is
s2(θnew) = σˆ2
(
1− rTR−1r + (1− 1
TR−1r)2
1TR−11
)
(11)
with
µˆ =
1TR−1`
1TR−11
(12)
and
σˆ2 =
(`− 1µˆ)TR−1(`− 1µˆ)
n
. (13)
From the properties of the GP model, we can now define an expected improvement function which we use to
iteratively select a new sample point θnew. We denote by L a random variable that represents our uncertainty
about the function value. Its mean and variance at a point θ are defined by the kriging predictor, namely
mGP(θ) and s
2(θ). We denote by `best = `(θbest) the best function value we have found so far during the
upper level optimization. If the value L is less than `best, we have an improvement I = `best − L. The
expected value of this improvement is computed as
E(I) = s(θ) (vΦ(v) + φ(v)) , (14)
where
v =
`best −mGP(θ)
s(θ)
(15)
and Φ and φ are the normal cumulative distribution and density functions, respectively, and s(θ) =
√
s2(θ)
is the squared root of the mean squared error.
In order to select the next evaluation point θnew, we have to maximize the expected improvement. Since
the maximum argument will not necessarily fall onto a point that satisfies the integer constraints, we have to
maximize the function over an integer lattice. Therefore, we use a genetic algorithm (see [45] for introducing
genetic algorithms), which returns an integer-feasible point θnew ∈ Ω at which we do the next expensive
function evaluation.
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3.4 Algorithm Parameters
Our algorithm has several parameters that can be adjusted and may impact the results of our simulations.
In our numerical experiments, we use n0 = d+ 1 points as the number of initial experimental design points.
Generally, we would like to use a large number, but the more initial points we use, the fewer points can be
acquired iteratively (as the bottleneck is usually the number of allowed evaluations). For each hyperparameter
vector, we solve the lower level problem N = 5 times to obtain an estimate of the expected value of the outer
objective function. In each iteration, we generate 2M candidate points, with M = 500. If the number of
hyperparameters and the number of values each hyperparameter can assume are small, we can alternatively
generate candidate points by completely enumerating all possible solutions for which we would then compute
the weighted scores or the expected improvement values, and choose the best candidate, but in our HPO
setting, this is not applicable due to the huge number of possible solutions (see also Table 2 in Section 5.3).
The weights for the selection criteria in the RBF approach cycle through the pattern {0, 0.25, 0.5, 0.75, 1}.
In the first iteration, the weight is 0; in the second iteration, the weight is 0.25, and so on, and after the
weight 1 was used, it will be set back to 0 in the next iteration. This cycling enables the sampling to
transition from searching locally to globally. As a stopping criterion, we use a maximum number of allowed
function evaluations, i.e., a maximum number of network architectures. We set this number to 50.
4 Review of Learning Models
In this section, we provide a brief review of the different deep learning models that we are using in our numer-
ical study and their associated hyperparameters. These hyperparameters determine the model architecture,
and thus how well the model performs in terms of minimizing the loss.
The number of layers, the number of nodes in each layer, the type of activation functions, and the
type of optimizer are examples of hyperparameters. Each node in a network layer may have a different
activation function. The Rectified Linear Unit (ReLU) activation function, f(·) = max(0, ·), is commonly
used. The learning model corresponding to a given architecture (θ) is trained to find the weight vector (w∗)
that minimizes the loss L. The optimizers used for this task share the idea of backpropagation [46] which
is an iterative method based on gradient descent and the chain rule. Therefore, the number of iterations
(=the number of epochs) and the batch size (=the number of samples in the gradient update) are additional
hyperparameters that must be determined. Among many existing optimizers, ADAM [6], Adamax, and
RMSprop [47] are widely used. Each of these optimizer has their own hyperparameters such as the learning
rate and the decay rate. Finally, a dropout rate (α ∈ (0, 1)) can be set to help prevent overfitting at each
layer except for the output layer. The dropout rate means that randomly selected α×(number of nodes in
the layer) nodes are ignored during training.
4.1 Multilayer Perceptron Model (MLP)
The MLP [48] is a feed-forward neural network that consists of an input layer, at least one hidden layer, and
an output layer. It can model nonlinear patterns by introducing multiple layers and nonlinear activation
functions that transform input signals. It has been primarily used for classification and function estimation
problems [49]. MLPs have been used for, e.g., forecasting drought [50], estimating evapotranspiration [51],
and predicting water flow [52]. Unlike other statistical models, the MLP does not make any assumptions
regarding the prior probability density distribution of the training data [53].
4.2 Convolutional Neural Networks (CNN)
The CNN [54] is also a feed-forward neural network that applies a sliding window filter on the input dataset,
and has three main characteristics, namely local connectivity, shared weight, and spatial or temporal sub-
sampling. The local connectivity means that the weighted linear combination is restricted to within the
filter (not fully connected). All local fields share the same weights. The weighted values are transformed
with the activation function f(·), and the function returns a feature map. The sub-sampling is an optional
step to extract other features in the feature map by reducing its size. An example method of sub-sampling
is to pool the data to replace the input by a summary statistic such as the maximum (max-pooling) or
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mean (avg-pooling) value. The filters can also be used to extract features. The filter can be applied to
both the input and the feature map to make deeper neural networks. Finally, the extracted features are
fully connected to the output layer. Note that additional hidden layers can be constructed between the final
feature layer and the output layer. CNN specific hyperparameters that must be optimized in addition to the
ones mentioned at the beginning of Section 4 include the number of filters, the filter size, whether or not to
apply sub-sampling, and the method and the size of the sub-sampling.
In practice, CNN’s have been used for a variety of application areas ranging from image recognition (e.g.,
ResNet [55]) to time series classification [56], and time series forecasting [57].
4.3 Simple Recurrent Neural Networks (RNN)
Recurrent Neural Networks (RNNs) can represent dynamic temporal behavior by using a directed graph
structure between nodes to store sequence representations. The decision an RNN sees at time t − 1 affects
the decision at time t. Unlike feed-forward neural networks, which take the entire sequence input as is, the
RNN first takes in the output generated from the previous sequence steps (memory) before taking the input
step. In the simplest RNN, the memory is carried forward through the hidden state, which is a function of
the product of the input at time t and a weight matrix that is added to a product of the hidden state at time
t−1 and another hidden weight matrix. The output is a function of the product of the last hidden state and a
weight matrix. The activation function in the RNN is a hyperbolic tangent function that allows an increase or
decrease in the value of the state. The weight matrices are adjusted by error backpropagation. A drawback
of RNNs is that often, despite choosing the optimal set of hyperparameters, errors flowing “backward in
time” in a fully connected RNN may either vanish or blow up, which leads to oscillating weights or long
training times. RNNs have been used in applications like speech recognition [58], text generation [59], and
time series forecasting in hydrology [60, 61], where system memory and context are critical to prediction.
4.4 Long Short-Term Memory Recurrent Neural Networks (LSTM)
Long short-term memory networks [62] are an improvement of RNNs and are able to learn long-term depen-
dencies. LSTMs have a structure that allows them to represent temporal behavior and remember previous
behavior through a special arrangement of modules. Besides a hidden state, LSTMs also have a cell state
that runs through the entire chain and is responsible for storing the long term dependencies. The informa-
tion flow between the cell state, the hidden state, and the input state is controlled through different types of
gates. A simple LSTM unit contains an input gate, an output gate, and a forget gate. The forget gate [63]
enables the network to overcome the potentially unbounded growth of cell states when a continuous time
series is used. The forget gate is a sigmoid activation function that decides how much information from the
previous cell state should be passed to the next. The output from the forget gate is a function of the input,
the previous hidden states with their corresponding weight matrices, and a bias vector. It enables resetting
the memory blocks once their contents are out of date.
The input gate decides how to update the cell state. The hyperbolic tangent activation function generates
new candidate solutions using the weighted input and hidden state and a bias vector. The new cell state is
generated from the weighted sum of the previous cell state and the input state. The output gate generates
the new hidden state from the new cell state and the input carrying the most recent information.
LSTMs have been used in many different applications, e.g, for language modeling [64], speech recogni-
tion [65], traffic speed prediction [66], and time series modeling [67].
5 Numerical Experiments
We designed numerical experiments to answer two main questions: (1) Which learning model is best suited
for making accurate predictions of groundwater levels? (2) Which HPO method leads to the best results
fastest? In order to answer these questions, we use our HPO methods to train and test the learning models
on historical observations and we compare the performance of the four learning models to each other. We use
the optimized model architectures to predict the future groundwater levels and we compare these predictions
to “future” data, i.e., groundwater data that was not used for optimizing the hyperparameters or training
the models.
9
In the following, we describe our groundwater application problem, the data used in the numerical
experiments, and the setup and results of the experiments. Additional results and data are provided in the
online supplement.
5.1 Description of the Groundwater Prediction Application
In California (CA), United States, groundwater has always been an important resource for agriculture,
drinking, and other beneficial purposes. An unprecedented multi-year drought endured in the recent past
(2012-2016) led to regulations on long-term water conservation and management of groundwater. Our
groundwater application is motivated by the 2014 Sustainable Groundwater Management Act (SGMA) [68] in
CA, which requires local agencies to manage groundwater to reduce undesirable impacts such as groundwater
overdraft leading to unsustainable lowering of groundwater levels.
However, this situation is not unique to CA, and drought severity is expected to increase over many
regions with changes in climate [69] increasing the agricultural dependencies on groundwater [70]. There is
therefore an increased urgency for time series forecasting of groundwater depths.
Groundwater depths are typically estimated using mechanistic multi-scale, multi-physics simulation mod-
els such as MODFLOW, HydroGeoSphere, OpenGeoSys, and TOUGH [71, 72, 73]. However, these models
require extensive characterization of hydrostratigraphic properties and accurate quantification of boundary
conditions, including recharge sources, climate variability as well as changes in pumping [74]. Such proper-
ties, boundary conditions, and parameters are not always known apriori, and some of these parameters may
even need to be estimated by solving an inverse problem. Inverse estimation of parameters requires running
simulation models repeatedly until an optimal solution is reached, thereby increasing the computational costs
substantially [75]. Moreover, these models are not desirable when multiple future climate scenarios and the
corresponding groundwater predictions are needed to make actionable decisions for sustainable groundwater
management. Thus, it is appealing to use purely data-driven and machine learning methods that can predict
the groundwater level changes for a broad spectrum of management-related decision making (e.g., SGMA).
Data-informed models as the ones discussed in this article are computationally inexpensive. They can be
continually updated as new observations are obtained, and therefore will enable decision makers to respond
to changing groundwater levels in a timely manner. Moreover, in some cases data-informed learning models
have shown better performance than process-informed simulations, possibly due to deficiencies in model
structure from incomplete process representations [76].
In the groundwater modeling context, artificial neural networks (ANNs) have previously been used for
both modeling and prediction purposes (see e.g., [77]). Most of these applications employ feed-forward
networks to predict groundwater level change, changes in water quality, or to optimize pumping well design.
More recently, RNNs have been used to predict groundwater levels (e.g., [61, 78]). While LSTMs are more
commonly applied in the field of speech recognition, natural language processing and computer vision, their
application is still limited in the field of hydrologic sciences. For example, LSTMs have recently been used
to predict changes of river discharge from precipitation across the Continental United States using publicly
available datasets [79]. [78] use an LSTM to predict groundwater levels in the Hetao Irrigation District in
China. The authors did not use an automated optimization procedure for tuning the hyperparameters and
manually tuned the parameters by trial and error. The authors trained their model on 12 years of monthly
data (water diversion, evapotranspiration, precipitation, temperature, groundwater depth, time) and show
that their LSTM model is able to make accurate predictions for two years into the future.
In this article, we focus in particular on the Butte County watershed in CA. This area belongs to CA’s
Central Valley, which is one of the largest agricultural lands in the world and produces over 250 crops a
year [80]. Butte County is considered a high-priority watershed by SGMA and it is therefore vital to develop
tools for groundwater predictions that will enable actionable and timely decision support for the planning
and management of groundwater resources in this region in the future.
5.2 Observation Data in Butte County, CA, USA
Our study focuses on the Butte County watershed in CA. At this location, we have high-frequency (daily)
observations of groundwater levels available for the duration of approximately eight years (2010-2018). We
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train our learning models on historic daily observations of temperature, precipitation, streamflow, ground-
water levels, as well as features such as the week and month of the year that the measurement was taken.
We obtained the groundwater level measurements for particular well sites in Butte County from the
California Natural Resources Agency under their SGMA data viewer portal for 2010-2018. The wells are
located within a 5km radial distance from each other. We retrieved the daily averaged streamflow discharge
at a nearby river site (Butte Creek) from the California Data Exchange Center (CDEC) from the station
code BCD: Butte Creek Durham. The daily averaged precipitation and temperature were also obtained from
the CDEC website at the Chico weather station. These stations are in close proximity to the groundwater
wells and are located within the same Butte Creek basin.
Since there were gaps in the observations for temperature, precipitation, and groundwater levels (e.g.,
which may happen due to faulty sensors or bad data quality), we imputed the missing values using the
R package imputeTS “Time Series Missing Value Imputation” [81]. This package provides state-of-the-art
imputation algorithms along with plotting functions for univariate time series missing data statistics. We
use the na.seadec function with the Kalman Smoothing and State Space Models algorithm. This algorithm
removes the seasonal component from the time series, performs imputation on the deseasonalized time series,
and then adds the seasonal component again. To create an uninterrupted time series (due to some faulty
data entries at the end of the hydrological year, i.e., end of September), we used the na.locf algorithm
(”Imputation by Last Observation Carried Forward”) of the imputeTS package.
In the following study, we consider two scenarios, namely a“single well case” and “multi-well case”. In
the single well case, we train the model on the groundwater levels measured only at a single well and we
predict only for this one well. In the multi-well case, we use the groundwater level data from three different
wells to train the learning models, and we make predictions for all three wells. Note that we do not train a
separate model for each well, but rather we have one model for all three wells. Table 1 shows a summary of
the data sources we use in our study. The time series for all variables are shown in the online supplement in
Section B. The time series for the groundwater levels at all wells reflect the significant decline in the amount
of available groundwater between 2010 and 2016.
Table 1: Data sources of historical observations of different measurement variables. CNRA=California Natural
Resources Agency; CDEC=California Data Exchange Center.
Measurement variable Data source Station / well ID or code Temporal Frequency
Groundwater level (Single well) CNRA 22N01E28J001M daily average
Groundwater level (Multi-well) CNRA 22N01E35E001M daily average
21N02E30L001M
21N02E18C001M
Streamflow discharge CDEC Butte Creek Durham (BCD) daily average
Precipitation CDEC Chico (CHI) daily cumulative
Temperature CDEC Chico (CHI) daily average
5.3 Setup of the Numerical Experiments
We conducted our numerical experiments with python (version 3.7) on Ubuntu 16.04 with IntelR© Xeon(R)
CPU E3-1245 v6 @ 3.70GHz × 8, and 31.2 GiB memory. We use the Keras package [82] with the Tensor-
Flow [83] backend for our deep learning architectures. For the genetic algorithm in the GP approach we use
the DEAP python package [84]. In the genetic algorithm we use 100 generations with 100 individuals each
and we use a crossover probability of 0.75. For the GP itself, we use the implementation in Sklearn [85].
Preparing the Data We divide our observation data into two sets – one for training the models (Dtrain(θ))
and one for testing the models (Dtest(θ)), i.e., comparing the model’s groundwater predictions to the true
observations. In our setting, there is a dependency of the number of daily observations used for training
and testing the models on a hyperparameter that we are optimizing. This dependency is described in more
detail in the following. The model output is the groundwater level for the next day and the inputs are the
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values of all the variables at the current day and all values at some previous days. More specifically, we
define the number of previous days whose data are used as input as a lag number, G. The lag number G
means that the variable values of the G previous days are used. This lag thus determines the size of Dtrain(θ)
and Dtest(θ). To illustrate it with an example, suppose that there are a total 5 days of observations and for
each day we have measurements of 6 variables. We denote d(t), t = 1, . . . , 5, as the day of the measurement.
If the lag G = 1, each sample consists of two days of observations (the current and the previous day) and
therefore has 2×6 =12 variable values. The total number of samples we obtain is thus four: ({d(1), d(2)},
{d(2),d(3)}, {d(3),d(4)}, {d(4),d(5)}). If the lag G = 2, we use the measurements for each variable at the
two previous days in addition to the data for the current day, and thus each sample consists of three days
and has 3×6=18 variable values. The total number of samples we have is then three: ({d(1),d(2),d(3)},
{d(2),d(3),d(4)}, {d(3),d(4),d(5)}). Thus, as is, the lag would determine the total number of samples for
our model input. However, we divide the dataset such that the number of training samples is the same
regardless of the lag. In other words, the number of samples in Dtrain(θ) is always the same and the
dimension of each sample (= the number of days × the number of variables in each day) varies depending
on the lag. The samples that were not used for defining Dtrain(θ) constitute the test set Dtest(θ). Therefore,
the lag determines how much historical information will be used in each sample. By setting the lag as a
hyperparameter, the optimization aims to not only find the best network architecture, but also the optimal
amount of historical information in each sample that leads to minimizing the outer objective function.
In order to make future groundwater predictions, we use the given values (here from the dataset Dtest(θ))
of temperature, precipitation, and streamflow discharge and predict the corresponding groundwater levels
with the trained models. Because the input groundwater data in Dtest(θ) are assumed to be unknown,
we use the predicted groundwater level value from the model. Therefore, the input groundwater data are
dynamically obtained as we make predictions for each additional day.
Before using the variable values for training and testing our learning models, we normalize all variables’
values to [0,1]. The reason is that different observed variables affect the groundwater level in specific ways
and their values are generally on different ranges. Scaling them to [0,1] enables us to better capture the
variables’ interactions within the learning models. For the groundwater data, this is, however, not straight-
froward. The recent drought in CA has caused the groundwater levels to drop to unprecedented low levels.
Thus, for scaling purposes, it is difficult to assign a maximum and a minimum groundwater level as future
groundwater levels may go below or above recorded values. We therefore assigned a minimum groundwater
level of 0, which here refers to the mean sea level and it is a fair assumption that the water level can never
drop below 0 even though this value has never been observed (unless it is located near the sea coast). For
the upper bound, we use the maximum observed groundwater level. The reason is that over the past, we
have observed a steadily decreasing trend in the amount of groundwater. Although wet years may cause the
groundwater levels to go above the maximum recorded values, it is a good choice as it reflects the reality
observed so far. Another possible upper limit could be the ground surface elevation (GSE), as groundwater
cannot go above the ground. However, the GSE is also a dynamic parameter, as several places in CA suffer
from land subsidence due to groundwater withdrawal. For the other variables (temperature, precipitation,
streamflow discharge) the scaling is trivial as we have full information of the minimum and maximum values
of the whole time series (past observations as well as future predictions). Note that this scaling does not
mean that the predicted groundwater levels will be below the chosen maximum, and the future groundwater
level predictions can go beyond their historical maximum levels depending on the input values of the other
variables.
Replications of Inner and Outer Optimizations and Hyperparameters The training of the models
in the inner optimization and the search for the optimal hyperparameter in the outer optimization both have
stochastic elements. For performing the inner large-scale optimization for a given hyperparameter set, we use
stochastic optimizers. Therefore, given a specific hyperparameter set θˆ, we solve the inner problem five times
and we define the inner optimization’s loss function as the average over these five trials (as an approximation
of Eζ [`(θˆ,w∗(ζ),Dtest(θˆ))]). The outer optimization also has stochastic elements (in the initial experimental
design and in the adaptive sampling methods). Therefore, in order to obtain an average outer optimization
performance, we repeat the HPO for each model with each algorithm five times. We allow each HPO method
to try 50 different hyperparameter sets.
The hyperparameters we optimize as well as the possible (unscaled) values for each hyperparameter are
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summarized in Table 2. We keep the learning and the decay rates at their default values of 0.001 and
0.0, respectively. Note that we restricted the possible number of lags for RNN and LSTM to 60 as both
models experience problems with backpropagation when larger lags are used. From a practical perspective,
allowing a lag of 365 days seems reasonable as this would allow the model to use the information from a
whole year worth of data, and thus recognize seasonality and correlations between the time of the year and
the groundwater levels. However, for RNN and also for LSTM, a maximum lag of 365 days was too large,
causing problems in training and thus problems in the optimization. We could run the LSTM and RNN five
times successfully by restricting the maximum lag to 60 days for the single well case. Although the structure
of the networks and their detailed mechanics are different (see Section 4), the number of input/output nodes
are formed in the same way. The number of input nodes are the same as the number of variables in a sample.
For the earlier example with five days and lag G = 1, all models would have 12 input nodes. The number of
output nodes are the same as the number of wells whose groundwater data we are learning, i.e., one for the
single well case and three for the multi-well case.
Table 2: Hyperparameters in the optimization and their possible values. NA means that a model does not have that
particular hyperparameter. # indicates “number of”. LSTM=long short-term memory network; MLP=multilayer
perceptron; RNN=recurrent neural network; CNN=convolutional neural network.
LSTM MLP RNN CNN
#Epochs {50, 100, . . . , 450, 500} {50, 100, . . . , 450, 500} {50, 100, . . . , 450, 500} {50, 100, . . . , 450, 500}
Dropout rate {0.0, 0.1, . . . , 0.5} {0.0, 0.1, . . . , 0.5} {0.0, 0.1, . . . , 0.5} {0.0, 0.1, . . . , 0.5}
Batch size {50, 100, . . . , 450, 500} {50, 55, . . . , 195, 200} {50, 55, . . . , 195, 200} {50, 55, . . . , 195, 200}
#Layers {1, 2, 3, 4} {1, 2, 3, 4, 5, 6} {1, 2, 3, 4, 5, 6} {1, 2, 3, 4, 5, 6}
Lag {3, 6, 9, . . . , 60} {30, 35, . . . , 360, 365} {3, 6, 9, . . . , 60} {30, 35, . . . , 360, 365}
#Nodes per
hidden layer
{3, 6, . . . , 27, 30} {5, 10, . . . , 45, 50} {5, 10, . . . , 45, 50} NA
#Filters NA NA NA {5, 10, . . . , 45, 50}
Filter size NA NA NA {2, 3, 4, 5}
Possible
combina-
tions
480,000 7,588,800 2,232,000 30,355,200
For LSTM, we use the ReLu activation function in all the deeper layers except the outer layer. For
training the LSTM for a given hyperparameter set, we use the RMSprop optimizer. In the MLP, we also
use the ReLu activation function for all nodes except those in the output layer. The nodes of the output
layer have the linear activation function because we are dealing with real-valued outputs. We use ADAM
for the lower level optimization. During the construction of the CNN, we add a fully connected hidden
layer with 50 nodes between the last convolution layer and the output layer. For simplicity, we do not
apply the sub-sampling option here. The activation function and the lower level optimizer for the CNN
and the RNN are the same as for the MLP. We leave the dropout rate of the recurrent step fixed at 0.
Even with our simplifying assumptions that all layers in the model have the same hyperparameter values
for the dropout rate, the number of nodes, the number of filters, the filter size, and the large step sizes
(e.g., steps of 50 for the number of epochs), we can see from Table 2 (bottom) that the number of possible
hyperparameter combinations ranges from hundred thousands to millions. Trying all of these combinations
is computationally infeasible, especially in our setting where optimal hyperparameters have to be determined
with limited compute resources.
5.4 Numerical Results
In the following subsections, we compare the results of our numerical experiments obtained with LSTM,
MLP, CNN, and RNN for the single well case. For the multi-well case, we compare only LSTM, MLP,
and CNN. We did not include the RNN model for the multi-well case as it suffers from the problems with
backpropagation mentioned earlier. It therefore often fails to fit a model to a given architecture. Also, as
we will see for the single well results, the RNN performed worst among all learning models. Therefore, we
do not include the RNN in the multi-well analysis.
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We compare the performance of our two optimization approaches (the RBF approach and the GP ap-
proach) with a random sampling (RS) approach for HPO. We illustrate our results in the form of progress
plots, time series plots, wall clock time plots, and plots of the distributions of the optimal hyperparameters
found in each of the five trials. In addition, we illustrate the models’ predictive performance for data in
the future that was not used during optimizing the hyperparameters or during training the models. This
“out-of-sample prediction” allows us to gain insights into the models’ extrapolation performance. We report
additional results including tables with the optimal hyperparameter values for each model and each opti-
mization strategy as well as the corresponding losses (and the resulting groundwater prediction errors) in the
online supplement in Section C. Section C of the online supplement also contains additional analysis plots.
5.5 Results for Predicting Groundwater at a Single Well in Butte County, CA
Comparison of Mean Squared Errors In Figure 1 we show the distribution of the optimal outer
objective function values over five trials for all models and all optimization methods after the optimization
has finished. The final mean squared errors are fairly low for all learning models and all optimization
approaches. Figure 1 shows that there is a noticeable difference between the performance of the types of
learning models, with MLP generally leading to the smallest (best) final mean squared errors. Also the
variability of the results of all HPO methods is lowest for MLP, which indicates that the MLP performance
is less sensitive to the choice of the HPO method. On the other hand, the results of RNN are worst for all
HPO methods. This may be related to the fact that all HPO methods have difficulties in finding optimal
solutions or that the RNN is simply not able to capture the groundwater data better than what we found.
Figure 1 also indicates that using the GP method leads except for LSTM to the highest errors for each
model, i.e., in some cases even RS performs better than the GP approach. The RBF approach on the other
hand leads except for the LSTM to the lowest errors. For LSTM, the RBF approach reaches similarly good
values as the GP approach, but the variability in the results is slightly higher.
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Figure 1: Boxplots of mean squared errors for the single well case over five HPO trials. LSTM=long short-term
memory network; MLP=multilayer perceptron; CNN=convolutional neural network; RNN=recurrent neural network;
GP=Gaussian process; RBF=radial basis function; RS = random sampling.
Analysis of Optimized Hyperparameters We compare the distributions of the final hyperparameter
values over all five trials obtained with the different HPO methods. Figure 1 showed that the MLP optimized
with the RBF approach leads overall to the best results. Figure 2 shows the MLP hyperparameters. Here,
the colored bars represent the mean and the black lines show the standard deviation over the five solutions
for the MLP. We see that generally all HPO methods lead to a more complex MLP network, the RBF method
leading to approximately 5 layers with approximately 35 nodes each. For the RBF method, the lag is large,
using almost a full year of past data. The dropout rate and the optimal number of epochs for the RBF
method are similar to those obtained with the GP. Note that larger dropout rates discourage overfitting of
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the models to the data. We observe the largest differences between the HPO methods for the batch size,
with GP favoring large batches and RBF using significantly smaller batches.
The distributions of the optimal hyperparameters for LSTM, CNN, and RNN are shown in the online
supplement in Section C.1.1, in Figures 3, 4, and 5, respectively. For the CNN, we observe a similar behavior
as for the MLP: the optimal RBF solutions have a large number of layers, filters, and lags. For LSTM, all
HPO methods prefer smaller, less complex networks, and for the RNN, the HPO methods return networks
of different complexities with generally larger standard deviations on the optimal hyperparameter values.
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Figure 2: Distribution of the optimized hyperparameter values for MLP for the single well case. The colored bars
represent the mean and the black lines show the standard deviation over five solutions. LSTM=long short-term
memory network; MLP=multilayer perceptron; CNN=convolutional neural network; RNN=recurrent neural network;
GP=Gaussian process; RBF=radial basis function; RS = random sampling.
Analysis of HPO Convergence Besides the final solutions obtained with the different HPO methods,
we are also interested in how fast the methods converge. For this purpose, we use progress plots that
illustrate how quickly the average and the standard deviation of the outer objective function values over
five trials decrease as the number of function evaluations increases. Ideally, the graphs should drop off fast,
which means that improved network architectures were found within very few hyperparameter evaluations.
The plot of the standard deviation reflects how robust each method is. Small standard deviation envelopes
indicate that all five trials with the HPO methods converged to an approximately equally good solution. We
show these convergence plots in Figures 3-6.
For the LSTM (Figures 3) we can see that the GP approach leads to faster convergence and more robust
solutions (narrow standard deviation bands) than the RBF and the RS approaches (for LSTM, the GP
approach leads to the best results, see also Figure 1). The standard deviation associated with the random
sampling remains the largest throughout. This can be expected as the random sampling does not have a
systematic search approach that allows it to intensify the search locally around good solutions.
For MLP, on the other hand, the RBF performed best and the convergence plot (Figure 4) reflects
that the RBF approach also converged faster than the GP and the RS. For MLP, both GP and RS have
wider standard deviation bands than RBF throughout indicating less robustness. The standard deviations
obtained with RS are smaller for MLP than for LSTM. Since the RS is lacking any systematic search for
improvements, this may be an indicator that there are several similarly good solutions for MLP.
For CNN (Figure 5), we can see significant differences in the convergence behavior between the three
HPO methods. The RBF approach leads to the best solution fastest and has smaller standard deviations
than GP and RS. We notice that the search with the GP gets stuck after about 12 function evaluations and
it gets stuck in different solutions as is reflected by the width of the standard deviation envelopes.
Finally, for RNN (Figures 6), we observe the overall worst performance. All HPO models make only slow
progress towards improved solutions and the five trials with the RBF method show the largest variability,
but also the average best performance.
Analysis of Compute Times As training larger, more complex networks requires more compute time,
we also plot the cumulative function evaluation time for each network type and each HPO method in order
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Figure 3: Convergence plots showing the average and the standard deviation of the outer objective function values
over five trials versus the number of function evaluations for LSTM for the single well case.
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Figure 4: Convergence plots showing the average and the standard deviation of the outer objective function values
over five trials versus the number of function evaluations for MLP for the single well case.
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Figure 5: Convergence plot showing the average and the standard deviation of the outer objective function values
over five trials versus the number of function evaluations for CNN for the single well case.
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Figure 6: Convergence plot showing the average and the standard deviation of the outer objective function values
over five trials versus the number of function evaluations for RNN for the single well case.
to compare the wall clock time to solution. Here, we only compare the amount of time spent on function
evaluations and we assume that the HPO methods’ own computational overheads are negligible. We show
the average and the standard deviations of the compute times over all five trials in Figures 7-10. Comparing
the figures, we see that optimizing the hyperparameters of the MLP (Figure 8) is fastest for all HPO methods
(within 5 hours) even though the optimal MLP architectures were fairly complex.
For the LSTM (Figure 7), we can see that the compute times of all three HPO methods are approximately
equal. Since the final optimized networks are smaller compared to MLP for all HPO methods and the
number of epochs is approximately the same (compare Figure 3 in Section C.1.1 in the online supplement),
we conclude that on average all HPO methods tried networks of similar complexity. The compute times for
the CNN (Figure 9) are significantly larger than for all other network types (RBF needs on average over 30
hours for the CNN compared to less than 8 hours for all other network types). For RNN (Figure 10), we
observe large variations between the times for the individual optimization trials. RBF may take from 3 to 11
hours and RS takes between 7 hours and 25 hours. Thus, if the goal is to train learning models on a laptop
or simple desktop computer to make predictions for future groundwater levels in a timely manner, one may
prefer using the MLP or the LSTM in terms of expected compute time.
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Figure 7: Cumulative function evaluation time versus number of function evaluations for LSTM for the single well
case.
Analysis of Performance on Testing Data We illustrate in Figures 11 and 12 how well the optimized
MLP and LSTM models capture the testing time series data (for CNN and RNN results, see the online
supplement, Section C.1.2, Figures 6 and 7, respectively). As described earlier, we train the models on a
subset of the historical observations (approximately beginning 2010-end 2013) and we test their performance
on another subset (approximately beginning 2014-end 2015) to compute the outer objective function values.
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Figure 8: Cumulative function evaluation time versus number of function evaluations for MLP for the single well
case.
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Figure 9: Cumulative function evaluation time versus number of function evaluations for CNN for the single well
case.
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Figure 10: Cumulative function evaluation time versus number of function evaluations for RNN for the single well
case.
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In Figures 11 and 12, we show the training data and for each optimization trial, we show the predictions
of the optimized models for the testing data. The closer the predictions (red graphs) are to the true data
(blue), the better. Figure 11 shows that the MLP models make more robust predictions than the LSTM
models (Figure 12). All predictions for MLP lie closer to the true data than for the LSTM for all HPO
methods, and RS leads to the largest variability in testing performance for both models. This agrees with
our observations from Figure 1 which showed that, overall, MLP yielded the smallest mean squared errors.
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Figure 11: Groundwater level predictions obtained from five hyperparameter optimizations of MLP for the single well
case for each HPO method. GW=groundwater.
Out-of-Sample Future Groundwater Predictions Finally, we are interested in how well the optimized
learning models will predict groundwater data that was not used during the HPO. We retrain the models
with the optimized hyperparameters on the whole dataset D (2010-2016) and we predict the groundwater
levels from February 20, 2016 to February 28, 2018. We illustrate these “out-of-sample” predictions for each
of the five trials for MLP and LSTM in Figures 13 and 14, respectively. We see that both models have
trouble accurately predicting future data, LSTM more so than MLP. Both models are able to keep the trend
in the data (decreasing groundwater levels in the summer, increasing levels in the winter), but the MLP
predictions appear more robust and they do not have the large fluctuations that can be observed for the
LSTM models. In particular, the large fluctuation predicted by the LSTM indicate large and unphysical
drawdowns of the groundwater in the winter months. Also, while MLP tends to overestimate the amount
of available groundwater (by up to 7m), the LSTM generally underpredicts the amount of available water.
The out-of-sample predictions for CNN and RNN are provided in the online supplement in Section C.1.3 in
Figures 8 and 9, respectively.
5.6 Results for Predicting Groundwater at Multiple Wells in Butte County, CA
Watersheds are large and generally have more than a single well from which groundwater is pumped or with
the help of which the amount of available groundwater is monitored. Using multiple wells will allow us to
better assess the average health of a watershed, and thus to avoid letting local fluctuations drive policies and
decisions. Therefore, within Butte County, we selected three additional wells. Ideally, we do not want to
train and optimize a separate learning model for each well, but rather we want one learning model that can
be trained on and used for predicting the data at multiple wells simultaneously. We train and optimize the
hyperparameters as before with the only difference that we now have three groundwater input data streams
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Figure 12: Groundwater level predictions obtained from five hyperparameter optimizations of LSTM for the single
well case for each HPO method. GW=groundwater.
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Figure 13: Out-of-sample groundwater predictions with the five optimized MLP models for the single well case.
GW=groundwater.
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Figure 14: Out-of-sample groundwater predictions with the five optimized LSTM models for the single well case.
GW=groundwater.
and three nodes in each output layer. We use these data to optimize the hyperparameters of MLP, LSTM,
and CNN. For reasons of space considerations, we present detailed results only for the MLP. The LSTM and
CNN results are in the online supplement in Section C.2.
Comparison of Mean Squared Errors We show a comparison of the distributions of the final mean
squared errors for all three learning models and all HPO methods obtained from five optimization trials in
Figure 15. As expected, the optimal mean squared errors are larger for the multi-well case than for the single
well case as more time series must be fit and one set of hyperparameters may not be optimal for the data of
all three wells. Overall, the variability in the solutions is larger for each model and each HPO method than
for the single well case. However, as for the single well case, the MLP optimized with the RBF approach
leads to the lowest errors. RS performs reasonably well for the MLP and the CNN, but for the LSTM, we
observe significantly larger errors than with the RBF or the GP approach. Thus, in terms of performance
consistency, one should opt for an HPO method that systematically explores the search space rather than
the RS method.
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Figure 15: Boxplots of mean squared errors for the multi-well case. LSTM=long short-term memory network;
MLP=multilayer perceptron; CNN=convolutional neural network; RNN=recurrent neural network; GP=Gaussian
process; RBF=radial basis function; RS = random sampling.
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Analysis of Optimized Hyperparameters We show the distribution of the optimized hyperparameters
only for the MLP (Figure 16). The results for LSTM and CNN are in the online supplement in Section C.2.1
in Figures 10 and 11, respectively. For the MLP, the RBF method chooses again a large complex network
(5 layers and on average over 30 nodes per layer) and a large lag. In contrast to the single well case, the
optimal batch size obtained with the RBF is large. In comparison to the optimal number of epochs and
dropout rate in the single well case, the optimal choices in the multi-well case are smaller. All HPO methods
lead to approximately the same values for the number of nodes, layers, and the batch size, and the largest
difference can be observed for the dropout rate and the number of epochs.
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Figure 16: Distribution of the optimized hyperparameter values for MLP for the multi-well case. The colored bars
show the mean of the values over five trials and the black lines indicate the standard deviation. GP=Gaussian process;
RBF=radial basis function; RS=random sampling.
Analysis of HPO Convergence As for the single well case, we illustrate how fast each HPO method
converges. We show the progress plots on the example of MLP in Figure 17 (results for LSTM and CNN
are in the online supplement in Section C.2.2 in Figures 12 an 13, respectively). Similarly to the single well
progress plots, we see that the RBF method converges fastest. The standard deviation envelopes around the
average convergence are for all three HPO methods approximately equal.
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Figure 17: Convergence plot showing the average and the standard deviation of the outer objective function value
versus the number of function evaluations for the MLP model for the multi-well case.
Analysis of Compute Times The cumulative computation time for the MLP over all function evaluations
is shown in Figure 18. All HPO methods require approximately the same time and the HPO is completed
within 4 hours. The CNN again requires the largest amount of time to solution (up to 30 hours, see Figure 17
in Section C.2.4 in the online supplement) and the HPO for the LSTM completes within 10 hours (see Figure
16 in Section C.2.4 in the online supplement). Thus, we conclude that the MLP optimized with the RBF
should be the learning model and HPO method of choice as it attains the best solutions within the lowest
computation time.
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Figure 18: Cumulative function evaluation time versus number of function evaluations for MLP for the multiple well
case.
Analysis of Performance on Testing Data In Figure 19, we show the predictions obtained with the
optimized MLP models for all three wells for the testing data. All three HPO methods are able to capture
the seasonality in the data and all three HPO methods appear to predict lower-than-true groundwater levels
for well A and they predict somewhat higher-than-true levels for well B. For well C, the predictions are
fairly accurate for all three HPO methods. The CNN predictions (Figure 14 in Section C.2.3 in the online
supplement) show a similar pattern. LSTM (Figure 15 in Section C.2.3 in the online supplement) optimized
with RBF and GP tends to overpredict the groundwater levels for all three wells. For the multi-well case,
we do not have additional observations for all three wells for making “out-of-sample” predictions.
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Figure 19: Groundwater level predictions obtained from five hyperparameter optimizations of MLP for the multiple
well case for each HPO method. GWL=groundwater level.
6 Summary and Directions of Future Research
Our work presented in this article is motivated by the need for computationally lightweight approximation
models that can run on a laptop or simple desktop computer and that can reasonably accurately predict
groundwater levels with the overarching goal to enable timely and reliable water resources management
decisions.
In this article, we studied the applicability of several purely data-informed learning models whose hyper-
parameters were optimized with three different methods for predicting the groundwater level. We used four
deep learning models, namely convolutional neural networks (CNNs), recurrent neural networks (RNNs),
multilayer perceptron (MLP), and long short-term memory networks (LSTMs). We formulated a bilevel
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optimization problem for finding the optimal hyperparameters of the learning models. At the upper level,
we have a pure-integer stochastic problem, and at the lower level, we have a large-scale global optimization
problem. We solved the hyperparameter optimization (HPO) problem with three different methods. We used
two surrogate model based optimization methods and a random sampling method. One surrogate model
approach is based on radial basis functions (RBFs) and an adaptive sampling method that uses perturbations
of the best point found so far to determine the next sample point. These perturbations are implemented
such that the new sample point automatically satisfies the integer constraints. The second surrogate model
approach uses a Gaussian process (GP) model, and iterative sample points are chosen by maximizing the
expected improvement over an integer lattice.
In our numerical experiments, we trained the learning models on daily observation data of groundwater
levels and meteorological variables at, respectively, one (“single well case”) and three (“multi-well case”)
groundwater monitoring wells in Butte County, California, USA. Our study shows that with the right HPO
method, different types of deep learning models, including CNN, LSTM, and MLP (and to a limited extend
also RNN), can be tuned to make accurate forecasts of daily groundwater levels. The main difference between
the performance of the methods is the total optimization time and the associated optimal model complexity.
We showed that the surrogate model based HPO methods lead to better performing network architectures
than randomly sampling the hyperparameter space. Our results show that the “simplest” learning model,
the MLP, optimized with the RBF method, generally performs best and its optimization time is lowest.
The RNN is the worst performing model and the most cumbersome to use as it often fails to fit a model
for an architecture due to its problems during backpropagation, and therefore it often does not return an
objective function value. For the CNN, we found that its performance as well as the variability of the
performance depend on the HPO method used, and the RBF approach leads to the most robust results.
CNN requires considerably more computation time than other models. The LSTM is not able to achieve as
good performance as the MLP. Our numerical experiments show that the GP approach is most successful
for finding the optimal LSTM hyperparameters for the single and the multi-well cases. Random sampling is
less successful for the LSTM and usually has the largest variability in the results.
Finally, we used the optimized learning models to make predictions of groundwater levels, beyond our
data for training and testing the models for the single well case study. We found that the inaccuracy of
all models is considerably higher than for the testing dataset. The MLP is able to capture the seasonal
trend in groundwater levels, but tends to overpredict the true value. The LSTM predictions also follow the
same trend, but often yield unphysical jumps of groundwater levels. The CNN captures the seasonality well,
and similarly to the MLP, overpredicts the groundwater level. The RNN’s predictions suffer from the same
unphysical jumps as the LSTM’s.
Thus, our study showed that if one chooses purely data-informed models for learning and predicting
groundwater levels, MLPs optimized with the RBF approach for HPO should be used. The time-to-
optimized-solution is lowest and the solution accuracy as well as prediction accuracy are highest. Our
study showed that the “simplest” learning model, i.e., the MLP, leads to the best results.
Directions of future research include applying the RBF-optimized MLP model for groundwater predictions
at other watersheds in California and other parts of the United States. This will help us assess how well
our method generalizes to watersheds with different characteristics (e.g., geology, groundwater use, weather
patterns). Furthermore, we will study the sensitivity of the model performance to different input variables.
For example, in watersheds that are heavily used for agricultural purposes, we expect that groundwater
pumping data could further improve the model predictions. This analysis can shed light on which data
should be collected and thus where the necessary data acquisition infrastructure investments should be
made. Similarly, we will study how sensitive the model predictions are to the amount of training data
points, i.e., how sensitive is the model performance to using daily data versus monthly averages and how
does the learning model performance change when fewer years of data are used in training. This future
research direction also includes applying our method for learning model optimization on other time series
data such as predicting water quality.
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A Scoring in the Radial Basis Function Method
In Section 3.3 in the main document (Radial Basis Functions and Stochastic Sampling) we described how to
create a large number of candidate points for the next function evaluation. We denote the set of candidate
points by x1, . . . ,x2M (here M is a parameter which we set to 500). For each candidate point we use the
radial basis function (RBF) to predict its objective function value (RBF score): sRBF(xi), i = 1, . . . , 2M .
We also compute the distance of each candidate to the set of already evaluated points (distance score):
∆(xi,Θ) = minj=1,...,n{‖xi − θj‖2} for each candidate i = 1, . . . , 2M . We scale these scores according to
V∆(xi) =
∆max −∆(xi,Θ)
∆max −∆min and Vs(xi) =
sRBF(xi)− smin
smax − smin , (1)
where ∆max = max{∆(xi,Θ), i = 1, . . . , 2M}, ∆min = min{∆(xi,Θ), i = 1, . . . , 2M}, smax =
max{sRBF(xi), i = 1, . . . , 2M}, and smin = min{sRBF(xi), i = 1, . . . , 2M}. If the maximum and mini-
mum values of the distance score or the RBF score are equal, all candidate points get the same value for the
respective score. We compute a weighted combination of both scores:
V (xi) = ωV∆(xi) + (1− ω)Vs(xi), (2)
where ω cycles through the values {0, 0.25, 0.5, 0.75, 1} as described in the paper. The candidate point with
the lowest weighted score is selected as the new evaluation point. Note that candidates that coincide with
previously evaluated points are discarded.
B Time Series Plots of Observation Data
In this section, we illustrate the daily observation data time series of the variables we used in our numerical
analysis, namely temperature, precipitation, streamflow discharge, and groundwater levels for both the single
well and multi-well cases. Figure 1 shows the data for the single well case. The time series for the groundwater
levels clearly reflects the drought years (2012-2016) during which we observe a steadily decreasing trend of
groundwater levels. 2017 was a “wet” year, during which precipitation amounts were higher and thus also
groundwater levels recovered more. For the multi-well case, we only have daily observations between 2010
and 2016. Also in this case we observe the steadily decreasing trend in groundwater levels in the drought
years (2012 - 2016).
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Figure 1: Time series of all observed variables used for training the learning models for the single well case.
GW=groundwater; Temp = Temperature.
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Figure 2: Time series of all observed variables used for training the learning models for the multi-well case. Top
panel shows the groundwater (GW) levels of all three wells.
3
C Additional Results of Numerical Experiments
C.1 Single Well Case
Table 1 shows the results for all our numerical experiments. The table shows for each learning model and
each hyperparameter optimization (HPO) method the optimal hyperparameter values, the mean squared
error (MSE) for the testing data, and the corresponding root mean squared error in groundwater levels.
Note that the convolutional neural net (CNN) is the only model that uses filters and that the number of
nodes in the CNN corresponds to the number of filters. Since the multilayer perceptron (MLP), the recurrent
neural network (RNN), and the long short-term memory network (LSTM) do not have a filter size, the table
entries are denoted by a dash. In the table, we marked in bold font the best result obtained. Here, one
trial of the GP method and one trial with the RBF method find the lowest MSE, both for the MLP model.
Both HPO methods lead to a complex network (5-6 layers and 45 nodes per layer) and both use large lags
(over 300 days), but there are large differences in the number of epochs and the batch sizes. The GP uses
a smaller number of epochs and a large batch size, whereas the RBF uses a large number of epochs and a
small batch size. For MLP as well as CNN, we find that each optimization method tends to favor networks
with a large number of layers and nodes. For LSTM, smaller networks are found to be optimal. For the
simple RNN, the results are mixed in terms of model complexity at the optimum, and the MSE values are
generally higher than for the other models. This is an indication that regardless of the optimizer and the
model’s hyperparameters, the RNN is not able to capture the data well.
4
Table 1: Detailed numerical results for all learning models and all HPO methods for each trial for the single well case.
GW RMSE = groundwater root mean squared error; MLP = multilayer perceptron; CNN = convolutional neural
network; RNN = recurrent neural network; LSTM = long short-term memory network; RS=random sampling;
GP=Gaussian process; RBF=radial basis function
Model Method Trial
Number of
epochs
Batch
size
Number of
layers
Number of nodes
(or filters) in a layer
Size of
the filter
Dropout
rate
Lag
Test
MSE
GW RMSE
in meter
MLP GP 1 250 180 6 40 - 0.5 235 0.00044 0.9
2 100 150 6 45 - 0.1 320 0.00023 0.6
3 450 130 6 40 - 0.5 245 0.00037 0.8
4 400 190 3 15 - 0.2 270 0.00035 0.8
5 250 145 6 30 - 0.5 365 0.00033 0.8
RBF 1 100 50 5 35 - 0.3 350 0.00031 0.8
2 450 95 5 45 - 0.3 360 0.00023 0.6
3 500 85 6 40 - 0.5 355 0.00030 0.7
4 50 55 6 25 - 0.1 360 0.00024 0.7
5 350 135 6 40 - 0.5 355 0.00026 0.7
RS 1 250 65 6 45 - 0.1 305 0.00033 0.8
2 150 140 4 35 - 0.5 355 0.00027 0.7
3 500 110 6 45 - 0.0 350 0.00033 0.8
4 150 185 6 40 - 0.4 330 0.00027 0.7
5 450 100 5 30 - 0.1 245 0.00028 0.7
CNN GP 1 100 90 5 25 2 0.2 225 0.00107 1.4
2 350 115 6 45 4 0.4 310 0.00042 0.9
3 500 85 5 15 4 0.4 330 0.00037 0.8
4 350 155 5 20 3 0.1 330 0.00116 1.5
5 350 155 5 20 3 0.1 330 0.00069 1.1
RBF 1 100 95 6 50 2 0.1 365 0.00030 0.7
2 450 55 4 20 4 0.0 355 0.00029 0.7
3 300 70 5 45 5 0.5 350 0.00039 0.8
4 400 50 5 45 4 0.4 315 0.00032 0.8
5 450 50 5 45 2 0.1 345 0.00039 0.8
RS 1 150 75 5 20 4 0.2 350 0.00035 0.8
2 400 195 5 45 4 0.5 320 0.00045 0.9
3 250 80 6 35 4 0.3 350 0.00028 0.7
4 250 100 6 40 4 0.3 365 0.00035 0.8
5 100 95 6 35 3 0.4 360 0.00038 0.8
SimpleRNN GP 1 400 170 4 35 - 0.1 12 0.00170 1.8
2 250 85 1 35 - 0.3 15 0.00188 1.9
3 500 125 1 50 - 0.0 48 0.00158 1.7
4 300 50 5 35 - 0.1 36 0.00206 1.9
5 200 80 2 15 - 0.2 33 0.00203 1.9
RBF 1 400 195 5 45 - 0.2 36 0.00162 1.7
2 450 55 2 30 - 0.0 6 0.00154 1.7
3 450 90 2 20 - 0.5 48 0.00143 1.6
4 350 195 1 45 - 0.1 57 0.00181 1.8
5 450 100 5 45 - 0.0 45 0.00175 1.8
RS 1 500 110 3 35 - 0.0 30 0.00156 1.7
2 400 85 3 40 - 0.4 51 0.00126 1.5
3 450 115 4 50 - 0.2 54 0.00142 1.6
4 500 75 3 45 - 0.3 51 0.00114 1.4
5 350 65 5 15 - 0.5 48 0.00153 1.7
LSTM GP 1 500 450 3 18 - 0.0 3 0.00104 1.4
2 300 50 2 15 - 0.0 3 0.00093 1.3
3 400 50 1 18 - 0.0 3 0.00097 1.3
4 500 500 2 27 - 0.0 3 0.00102 1.4
5 500 200 1 30 - 0.3 3 0.00089 1.3
RBF 1 500 200 1 30 - 0.2 3 0.00113 1.3
2 500 300 2 21 - 0.3 3 0.00089 1.5
3 400 50 2 15 - 0.0 3 0.00117 1.3
4 400 50 1 15 - 0.0 3 0.00093 1.3
5 200 50 2 18 - 0.0 3 0.00094 1.4
RS 1 500 350 1 30 - 0.0 3 0.00103 1.4
2 500 400 2 27 - 0.3 15 0.00207 2.0
3 400 200 3 30 - 0.2 3 0.00094 1.3
4 400 50 1 12 - 0.1 3 0.00104 1.4
5 400 200 1 24 - 0.0 6 0.00133 1.6
5
C.1.1 Distributions of Optimized Hyperparameters for RNN, CNN, and LSTM
Here, we show additional results of the distribution of the optimal hyperparameters for all models and all
HPO methods over all five trials. The results for LSTM are shown in Figure 3. For the LSTM, the GP and
the RBF approaches performed better than the random search. However, all methods agree that the number
of epochs to find the best solution should be large and that the number of layers should be small. For the
best dropout rate, there is a large variation between all models (large standard deviations). Both GP and
RBF agree that the lag size should be small.
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Figure 3: Distribution of the optimized hyperparameter values for LSTM for the single well case. Colored bars
indicate mean values and black lines indicate standard deviation. RS=random sampling; GP=Gaussian process;
RBF=radial basis function.
The distributions of the optimal hyperparameters for CNN over all five trials and for each HPO method
are shown in Figure 4. All models appear to favor networks with a large number of layers and large lags (over
300 days). The largest difference can be observed for the batch size, where the RBF mostly uses smaller
batches than GP and RS.
The distributions of the optimal hyperparameters for the RNN model are shown in Figure 5. In compar-
ison to the distributions of LSTM, CNN, and MLP, the standard deviations on the RNN hyperparameter
values are larger for all HPO methods. This fact, and the very similar MSE results from Table 1 for all
trials and all HPO methods indicate that very different hyperparameter values lead to approximately the
same RNN performance, i.e., there are flat areas in the objective function landscape. However, since no
HPO method is able to improve the RNN performance to one comparable with the other learning models,
we conclude that given the available hyperparameter options, the RNN is not a suitable option for learning
and predicting groundwater data.
C.1.2 Performance of CNN and RNN on Testing Data
We illustrate the groundwater time series data (training and testing data) and we illustrate the predictions
of the learning models for the testing data. Figure 6 shows our results for the CNN model and Figure 7
shows the results for the RNN model. The five trials with the CNN lead to relatively good results. All trials
lie close to the true data, with some trials overpredicting and others underpredicting the groundwater levels.
In comparison to the results we obtained with the MLP and the LSTM (see Figures 11 and 12 in Section
5.5 in the main paper), we find that the CNN results are less robust, i.e., there is a larger variability in
the predictions. On the other hand, the RNN model generally overpredicts the groundwater levels and the
predicted data are further away from the observed data.
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Figure 4: Distribution of the optimized hyperparameter values for CNN for the single well case. Colored bars indicate
mean values and black lines indicate standard deviation. RS=random sampling; GP=Gaussian process; RBF=radial
basis function.
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Figure 5: Distribution of the optimized hyperparameter values for RNN for the single well case. Colored bars indicate
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Figure 6: Groundwater (GW) level predictions obtained from five hyperparameter optimizations of CNN for the
single well case for each HPO method.
C.1.3 Out-of-sample Future Groundwater Predictions for CNN and RNN
Figures 8 and 9 show the future groundwater predictions obtained with the optimized CNN and RNN models,
respectively. The observed groundwater level values for 2016-2018 were not used in training the models or
for optimizing their hyperparameters. We use these “out-of-sample” truth values and compare them to the
predictions made with CNN and RNN. For both models we can see that the seasonality in the data (lower
groundwater levels in summer, higher levels in winter) is captured well. However, both models deviate from
the truth, RNN more so than CNN. In particular, RNN predicts several unphysical spikes in the groundwater
levels (similar to what we observed for LSTM in Section 5.5 (Figure 14) in the main document). CNN is
able to make initially relatively robust predictions, but as time advances the predictions deviate more.
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Figure 7: Groundwater (GW) level predictions obtained from five hyperparameter optimizations of RNN for the
single well case for each HPO method.
C.2 Additional Results for the Multi-Well Case
Table 2 shows the results of all numerical experiments for the multi-well case. For this case, we did not run
the RNN model due to its numerical problems during backpropagation as outlined in the main document.
Therefore, we show the results only for LSTM, CNN, and MLP. We indicated in bold font the overall best
result among all learning models and HPO methods (MLP, RBF approach, trial 5). We find that for the
MLP, the RBF approach to HPO leads to better results than GP and RS. For CNN both the RBF and
the RS approaches reach similar performance, with the RBF results being more robust (lower variability in
the final MSE). For the LSTM, we find that compared to CNN and MLP, the MSE values are larger and,
regardless of the HPO method, it has the worst performance. We note that the optimized LSTM has in
most trials only a single layer, but with a large number of nodes. The optimized CNN and MLP models, on
the other hand, are generally larger with multiple layers.
C.2.1 Analysis of Optimized Hyperparameters
We show the distributions of the optimal hyperparameters for LSTM and CNN in Figures 10 and 11,
respectively. For LSTM, all HPO methods find that a large number of epochs and a small number of layers
(1-2) lead to the best results. For the batch size, both GP and RBF agree that a small number is better, and
RS has a large variability for this hyperparameter. We find in general that RS leads to the largest variability
in terms of optimized hyperparameter values, with the exception of the dropout rate.
For CNN, we observe that the HPO methods find similar optimal values for the batch size, the lag, the
number of layers, and the number of epochs. For the remaining hyperparameters, there is more variability.
The GP tends to choose larger networks (larger number of layers and filters with smaller variability) than
the RBF.
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Table 2: Detailed numerical results for CNN, LSTM, and MLP for all HPO methods for each trial for the multi-well
case. GW RMSE = groundwater root mean squared error; MLP = multilayer perceptron; CNN = convolutional neural
network; LSTM = long short-term memory network; RS=random sampling; GP=Gaussian process; RBF=radial basis
function.
Model Method Trial
Number of
epochs
Batch
size
Number of
layers
Number of nodes
(or filters) in a layer
Size of
the filter
Dropout
rate
Lag
Test
MSE
MLP GP 1 50 175 2 45 - 0.4 260 0.00101
2 200 160 3 50 - 0.4 180 0.00097
3 50 170 3 40 - 0.4 275 0.00114
4 100 140 4 20 - 0.3 160 0.00077
5 50 100 4 25 - 0.0 350 0.00058
RBF 1 50 140 5 45 - 0.1 345 0.00066
2 50 155 4 45 - 0.4 215 0.00073
3 50 180 5 30 - 0.0 360 0.00055
4 100 195 3 45 - 0.0 360 0.00061
5 50 195 5 40 - 0.0 360 0.00051
Random 1 50 105 5 45 - 0.4 240 0.00073
2 50 130 4 50 - 0.0 185 0.00092
3 100 175 4 15 - 0.0 215 0.00084
4 50 200 4 35 - 0.0 305 0.00071
5 50 140 4 45 - 0.2 235 0.00088
CNN GP 1 350 155 5 20 3 0.1 330 0.00107
2 100 90 5 25 2 0.2 225 0.00082
3 250 80 6 35 4 0.3 350 0.00085
4 350 155 5 20 3 0.1 330 0.00106
5 450 185 2 35 5 0.4 210 0.00075
RBF 1 450 50 5 45 2 0.2 195 0.00091
2 500 170 5 50 2 0.4 310 0.00080
3 400 190 5 45 3 0.1 355 0.00077
4 250 100 5 45 4 0.0 350 0.00072
5 50 100 5 35 3 0.1 285 0.00081
Random 1 350 155 5 20 5 0.1 365 0.00096
2 400 195 5 45 4 0.5 320 0.00089
3 250 80 6 35 4 0.3 350 0.00070
4 500 175 3 45 5 0.4 310 0.00077
5 100 95 6 35 3 0.4 360 0.00059
LSTM GP 1 500 50 1 18 - 0.1 51 0.00368
2 500 50 1 21 - 0.2 39 0.00331
3 500 50 1 24 - 0.3 60 0.00280
4 500 50 1 24 - 0.2 39 0.00329
5 500 50 6 18 - 0.5 6 0.00276
RBF 1 500 50 1 24 - 0.2 30 0.00330
2 500 50 1 24 - 0.4 48 0.00378
3 400 50 1 27 - 0.4 21 0.00345
4 500 50 1 30 - 0.1 39 0.00307
5 500 50 1 30 - 0.5 36 0.00356
Random 1 500 50 1 9 - 0.5 45 0.00494
2 300 50 1 18 - 0.4 60 0.00541
3 500 250 1 24 - 0.1 6 0.00825
4 500 50 1 12 - 0.1 3 0.00618
5 300 50 2 30 - 0.2 54 0.00823
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Figure 8: Out-of-sample groundwater (GW) predictions with the five optimized CNN models for all three HPO
methods.
C.2.2 Convergence of LSTM and CNN
We are interested in how many hyperparameter sets each HPO method needs to converge. We illustrate
this in the progress plots in Figures 12 and 13 for LSTM and CNN. We show the average and the standard
deviation of the best mean squared error found as they evolve with the number of evaluations. The faster
the graphs drop off, the better because it means that improved solutions are found within fewer function
evaluations. For the LSTM, we observe that RS makes initially fast progress, but then flattens out as no
improved solutions are found. Since RS has no systematic way for iteratively selecting new sample points, it
cannot zoom the search in on promising regions of the parameter space. Thus, its performance and progress
are highly dependent on the goodness of the randomly chosen parameter sets. The GP and RBF approaches
both make initially fast progress toward improved solutions. After about 22 iterations, however, the RBF
approach stalls and is likely in a local optimum. After 40 iterations it again finds an improvement. The
GP finds good solutions and stalls after about 25 iterations. A similar behavior can be found for the CNN
(Figure 13). All three HPO methods make initially progress with the GP finding improved solutions faster
than the RBF. However, the GP approach stalls in a local optimum after about 12 evaluations while the
RBF and RS approaches make steady progress.
C.2.3 Analysis of Performance on Testing Data for LSTM and CNN
As for the single well case, we use the optimized LSTM and CNN models to predict the groundwater levels
for the testing data. The predictions for all three wells, all HPO methods, and both models are shown in
Figures 14 (CNN) and 15 (LSTM). The predictions with the optimized CNN for wells A and C (top and
bottom row in Figure 14) agree well with the true data. For well B, the CNN tends to predict larger-than-
true groundwater levels. Also the CNN predictions for wells A and C have less variability than for well B.
The LSTM, on the other hand, always predicts higher-than-true groundwater levels and the variability of
the performance between the five trials is larger than for CNN.
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Figure 9: Out-of-sample groundwater (GW) predictions with the five optimized RNN models for all three HPO
methods.
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Figure 10: Distribution of the optimized hyperparameter values for LSTM for the multi-well case. Colored bars
indicate mean values and black lines indicate standard deviation. RS=random sampling; GP=Gaussian process;
RBF=radial basis function.
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Figure 11: Distribution of the optimized hyperparameter values for CNN for the multi-well case. Colored bars indicate
mean values and black lines indicate standard deviation. RS=random sampling; GP=Gaussian process; RBF=radial
basis function.
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Figure 12: Convergence plot showing the average and the standard deviation of the mean squared error over five
trials versus the number of function evaluations for LSTM for the multi-well case.
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Figure 13: Convergence plot showing the average and the standard deviation of the mean squared error over five
trials versus the number of function evaluations for CNN for the multi-well case.
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Figure 14: Groundwater level predictions obtained from five hyperparameter optimizations of CNN for the multi-well
case for each HPO method.
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Figure 15: Groundwater level predictions obtained from five hyperparameter optimizations of LSTM for the multi-well
case for each HPO method.
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C.2.4 Analysis of Compute Times
We illustrate in Figures 16 and 17 the cumulative function evaluation times versus the number of function
evaluations for LSTM and CNN, respectively. Note that these timings do not include the HPO methods’
own computational overheads. The goal of our study is to find a learning model and an HPO method that
lead to the best performance on our groundwater data and that computed within reasonable time on a
laptop or simple desktop computer. Thus, in order to select the best method, we should take both metrics
(accuracy and time) into account. Similarly as for the single well results, we find for the multi-well case that
optimizing the hyperparameters of the CNN is considerably more time consuming than for MLP and LSTM.
Optimizing the MLP for multiple wells takes less than 4 hours with all HPO methods, whereas optimizing
the hyperparameters of the LSTM takes between 6 and 10 hours, depending on the HPO method. The HPO
for the CNN is computationally very expensive for all methods and may take up to 30 hours. Since MLP
(optimized with the RBF) gives the best results for the multi-well case, and since it computes in less than 4
hours, we recommend this learning model and the RBF HPO.
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Figure 16: Cumulative function evaluation time versus number of function evaluations for LSTM for the multi-well
case.
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Figure 17: Cumulative function evaluation time versus number of function evaluations for CNN for the multi-well
case.
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