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Результаты работы могут быть использованы
при исследовании таких базовых задач теории
информации и теории передачи сообщений, как
информационная эффективность каналов пере
дачи и оптимальная передача (оптимальное ко
дирование и декодировние), когда в качестве
математических моделей сообщений использу
ются стохастических процессы диффузионного
типа.
Выводы
Рассмотрен пример информационной эффек
тивности наблюдений с памятью относительно на
блюдений без памяти в задаче экстраполяции.
Показано, что наличие памяти в наблюдениях
может как увеличивать, так и уменьшать количе
ство информации.
Работа выполнена при поддержке ФЦП «Научные и науч
нопедагогические кадры инновационной России» на
2009–2013 гг., проект № 02.740.11.5190.
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– коэффициенты собственного многочлена,
подлежащие определению.
Согласно методу Фаддеева [1], для решения
этой задачи строится следующая цепочка последо
вательностей:
Шаг 1: A1=A, spA1=p1, B1=A1–p1E;
Шаг 2: A2=AB1, (1/2) spA2=p2, B2=A2–p2E;...
Шаг m–1: Am–1=ABm–2, (1/(m–1)) spAm–1=pm–1,
Bm–1=Am–1–pm–1E;
Шаг m: Am=ABm–1, (1/m))spAm=pm, Bm=Am–pmE,
где sp – след соответствующей матрицы, а E – еди
ничная матрица порядка m, причем Bm≡[0], что яв
ляется удобным контрольным условием правиль
ности проведенных вычислений.
Кроме того, если detA≠0, то обратная матрица
имеет вид
Математический аппарат
Для вычисления собственного многочлена
P(λ(x1,x2,...,xn)) матрицы A(x1,x2,...,xn) представим






ют достаточной степенью гладкости по всем пара
метрам x1, x2,..., xn.
Для построения собственного многочлена неав
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был предложен дифференциальный аналог метода
Фаддеева [1]. В данной работе рассмотрим случай
многопараметрических матриц (элементы матриц
зависят от нескольких переменных, следовательно
коэффициенты собственного многочлена также за
висят от нескольких переменных). Для таких ма
триц будем использовать многомерные дифферен





где H1,H2,…,Hn – некоторые положительные по
стоянные, а ti, i=
⎯




Дискретная функция U(K1,K2,…,Kn) целочислен
ных аргументов K1,K2,…,Kn образует дифферен
циальный спектр (изображение) оригинала
u(x1,x2,…,xn) (предположим, что оригинал предста
вим абсолютно и равномерно сходящимся степен
ным рядом).
В (2) внутренняя конечная сумма распростра
няется на целочисленные значения K1,K2,…,Kn, ко
торые обеспечивают представление функции
u(x1,x2,…,xn) в виде однородных полиномов относи
тельно переменных x1,x2,…,xn.
Представим следующие обозначения:
где Sq(K1,K2,…,Kn) – многомерные дискреты следов
матриц Aq(x1,x2,...,xn), вычисляемые в соответствии
с представлением





, A(K1,K2,…,Kn) – мно
гомерные дискреты матрицы A(x1,x2,…,xn)





в соответствии с методом Фад










также являются удобными контрольными усло
виями правильности проведенных вычислений),








при которых должны выполняться также 
условия
При полученных соотношениях (3), а также
с учетом (2) имеем:
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(4)




Пример. Рассмотрим следующую многопараме
трическую матрицу:
Матричные двумерные дискреты матрицы A(x1,x2)
согласно (1), при центре аппроксимации xi=0, Zi=1,2
⎯
и значениях Рi=0, Zi=1,2
⎯
будут иметь вид:
Используя рекуррентные соотношения (3) для
двумерных дискрет коэффициентовфункций
P1(K1,K2), P2(K1,K2), P3(K1,K2) и P4(K1,K2), получим
значения, представленные соответственно в
табл. 1–4.
Таблица 1. Значения дискрет P1(K1,K2)
Таблица 2. Значения дискрет P2(K1,K2)
Таблица 3. Значения дискрет P3(K1,K2)
Таблица 4. Значения дискрет P4(K1,K2)
Следовательно, для коэффициентовфункций
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При этих коэффициентахфункциях в соответ
ствии с (4) для собственного многочлена получим:
Для определения обратной матрицы предста










Используя обратное преобразование (2), для эл
ементов матрицы Z(x1,x2)=B3(x1,x2), в соответствии
с (5) будем иметь следующие функциональные за
висимости:
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Согласно (6), обратную параметрическую ма
трицу построим следующим образом:
В справедливости этих соотношений можно
убедиться вычислением собственного многочлена
матрицы A (x1,x2) аналитическим путем (что доста
точно сложно), а для обратной матрицы проверкой
условия A(x1,x2).A–1(x1,x2)=E. При этом будет иметь










Таким образом, предложен эффективный
и простой метод построения собственного многоч
лена и определения обратной матрицы многопара
метрических матриц на основе многомерных диф
ференциальных преобразований.
1
1 2 1 2
4 1 2
1
( , ) ( , ).
( , )





34 1 2 2 2 1 1 2 1 2
2 2 2 2 2 3 3 4
1 1 2 1 2 1 2 1 1
2
44 1 2 2 1 1 2 1 2
3 4 2 2 2
1 2 1 2 1 2 1 2
2 3 3 3 3 3 4
1 2 1 1 2 1 2 1 2
( , ) 4 3 8 2 3
3 3 4 3 3 ,
( , ) 10 20 7
4 7 8 7
2 15 13 11 3 .
Z x x x x x x x x x
x x x x x x x x x
Z x x x x x x x x
x x x x x x x x
x x x x x x x x x
= + − + + − −
− − + + + −
= − + + + −
− + − + +
+ + + − −
2 4
32 1 2 1 1 2 1 2 1 2
2 2 2 3 3 3 3
1 1 2 1 1 2 1 2
2 4 2
42 1 2 2 2 2 1 2
2 2 2
1 1 2 1
( , ) 3
2 ,
( , ) 5
5
Z x x x x x x x x x
x x x x x x x x
Z x x x x x x x
x x x x
= − − + + −
− + + + −





13 1 2 1 2 1 2 1 2
3 3 2 3 4
1 2 1 2 1 2
4 2
23 1 2 2 2 2 1 2 1 2
2 2 2 2 4 3 2
1 2 1 2 1 2 1 2
3 2 2
33 1 2 1 1 2 1 2 1 1 2
2 3 3 3 3 3
1 2 1 1 2 1 2
,
( , ) 11 2
19 14 7 ,
( , ) 5 8
3 7 7 7 ,
( , ) 4 4 2 7
2 4 4
x x x
Z x x x x x x x x
x x x x x x
Z x x x x x x x x x
x x x x x x x x
Z x x x x x x x x x x
x x x x x x x
+
= − + +
+ + −
= − − − − −
− + + +
= − − − − +




43 1 2 2 2 1 1 2
3 2 2 2 3 3
1 2 1 1 2 1 2 1 2
3 2
14 1 2 2 2 1 2
2 2 2 3 2 4 4
1 2 1 2 1 2 1 2
2
24 1 2 1 1 2 1 2
3 4 2 2
1 2 1 2 1 2 1
3 ,
( , ) 20 4 4 10 8
2 20 20 4 4 ,
( , ) 20 5 15 10
5 7 3 ,
( , ) 10 5 12
7 9
x x
Z x x x x x x x
x x x x x x x x x
Z x x x x x x
x x x x x x x x
Z x x x x x x x
x x x x x x x x
−
= − + + + + −
+ − − + −
= − + − − −
− + − +
= − − + −
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