Abstract-A spectral analysis of a Boolean function is proposed for approximating the decision boundary of an ensemble of classifiers, and an intuitive explanation of computing Walsh coefficients for the functional approximation is provided. It is shown that the difference between the first-and third-order coefficient approximations is a good indicator of optimal base classifier complexity. When combining neural networks, the experimental results on a variety of artificial and real two-class problems demonstrate under what circumstances ensemble performance can be improved. For tuned base classifiers, the first-order coefficients provide performance similar to the majority vote. However, for weak/fast base classifiers, higher order coefficient approximation may give better performance. It is also shown that higher order coefficient approximation is superior to the Adaboost logarithmic weighting rule when boosting weak decision tree base classifiers.
I. INTRODUCTION
Ensembles or multiple classifier systems have become an important and well-recognized method of solving pattern recognition problems in many application areas [1] - [3] , and there are useful surveys that describe the research approaches to the three phases of classifier generation, selection, and aggregation [4] . Classifier generation has the aim of producing accurate yet diverse classifiers and has wellestablished methods [5] although diversity is still an elusive concept [6] . Classifier selection is being actively researched [7] and either a single classifier or ensemble subset can be selected; selection may be static which is based on the training/validation data set or dynamic, in which selection differs for each test pattern. While dynamic selection may improve generalization, it has the disadvantage of introducing extra parameters to define the region of competence, competence criterion, and selection strategy [5] .
In this brief, we concentrate on the aggregation phase, which may include both nontrainable and trainable combination rules for classifiers. Trainable rules have the advantage that they can be adapted to the problem at hand, but the disadvantage that overtraining may occur unless the training strategy and parameters are carefully chosen [8] , [9] . The simplest combination rule is the majority vote (MV), which is a nontrainable rule such as sum, product, max, and min, but differs in that only class labels rather than continuous outputs are required. Weighted combination rules have been extensively investigated [10] but there is no established strategy for computing the weights, and the advantage of weighting the ensemble may depend on having different classifier accuracies [11] . The behavior knowledge space and associated methods, according to [12] , are easy to overtrain, unless there are vast amounts of training data. Ensemble pruning is an active research issue [13] and uses many different strategies to reduce the number of base classifiers without sacrificing the performance of the combination; its simplest implementation is to remove classifiers with low estimated weights [14] .
Since interesting learning problems are ill-posed [15] , we know that some form of parameter tuning will be required. But if we introduce too many parameters, such as with dynamic selection or trainable combination rule, the search space can become too large to be practical and parameters are difficult to tune. In this brief, we propose a novel combination rule that has the simplicity of a nontrainable voting rule, but introduces parameters, the spectral coefficients, that determine how well the ensemble boundary is approximated. While there has not been any previous attempt to explicitly model the ensemble boundary, the closest related approach is the weighted vote.
Consider an ensemble framework of parallel base classifiers. If each base classifier is given a binary decision, and if the problem is two classes, a Boolean mapping is defined. This mapping may be analyzed using the Walsh spectral coefficients, which was first proposed for pattern recognition over four decades ago [16] , although not in the context of ensemble classification. The relationship between the added classification error and the second-order Walsh coefficients was established in [17] . In [13] , the first-and second-order Walsh coefficients were used for ensemble pruning. The motivation for using the Walsh coefficients in ensemble design is fully explored in [6] and [18] . For further understanding of the meaning and applications of the Walsh coefficients (see [19] ). The Boolean function may be partially specified, noisy, and possibly contradictory, and therefore, the computation will need to handle this kind of function.
Section II explains the computation of the Walsh coefficients, and Section III uses the Tumer-Ghosh model [20] to explain why the first-and third-order coefficients can predict overfitting. In Section IV, the data sets are defined and experimental results, when combining neural networks (NNs) and boosting decision trees (DTs), are described and discussed. For the experimental investigation in Section IV, classifier generation uses NN base classifiers with random starting weights, and an experimental comparison is made with the MV and weighted vote. There is no reason why the proposed method could not be combined with dynamic classifier selection and ensemble pruning, but that is not the purpose of this brief, so there is no selection or pruning. 
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See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. of μ possible values. In other words, we would like to calculate the probability of occurrence of the binary patterns. The following approach is similar to [16] , but differs in that we are considering binary patterns in classifier space, rather than the original feature space. A good choice of basis functions for this problem is the Rademacher-Walsh (RW) polynomials, which contain 2 N terms and are formed by taking products of distinct terms of the form (2x mk − 1). The product is taken singly, pairs, triples, . . . , up to N times. Table I shows the RW discrete polynomial functions which are orthogonal, satisfying the property that
An approximation using q basis functions and μ vectors is given bŷ
where coefficients are given by
A. Examples
As an example of basis functions, first consider the family of completely specified 2-D Boolean functions, so that there are four patterns and 2 4 = 16 possible functions. The patterns are (0,0), (0,1), (1,0), (1, 1) . From the first four rows of Table I , where j ≤ 4, N = 2, it is easy to verify that (2) is satisfied. Now consider a 3-D example of a threshold logic function = x 1 x 2 + x 1 x 3 + x 2 x 3 , for which we would like to use a linear approximation. A single decision function will be formed by subtracting individual decision functions for the two classes using (3) Table I , the linear approximation, which represents a weighted vote, uses four basis functions denoted by
Since the factor (1/2 N ) is common to all terms in (4), we can neglect it in the computation. For class ω 1 , the coefficients are given by
Similarly, c 2 = c 3 = c 4 = 1/2. The density function linear approximation for class ω 1
Similar analysis for class ω 0 giveŝ
Assuming prior probabilities can be determined from the number of patterns, so
Subtracting and multiplying by 2 gives combined decision function
It is easy to verify that d(X) separates the patterns perfectly, with class ω 1 patterns giving d(X) > 0 and class ω 0 patterns giving
If we now assume that there are only three class ω 1 patterns with (0,1,1) missing,p(X | ω 1 ), p(ω 1 ), p(ω 0 ) need to be modified and the combined decision function becomes
which still perfectly separates the training patterns, but the unspecified (0,1,1) pattern has d(X) = 0. An alternative interpretation of the spectral coefficients is given in [19] . The first-order coefficients, j = 2, . . . , N + 1 in Table I , represent the correlation with the class label. In the above example, note that if class label agrees with x i then add +1, otherwise add −1. For example, if j = 2 in Table I and we denote the first-order coefficient by
The second-order coefficients represent correlation with the logic exclusive-OR (XOR denoted ⊕) of the respective pair of coefficients. For example, if j = N + 2 in Table I , the second-order spectral coefficient s 12 is given by
For the third-order coefficients
and similar analysis holds for higher order coefficients. Fig. 1 shows the two classes (ω 1 , ω 0 ) 1-D Tumer-Ghosh model [20] , with added classification error for the kth classifier boundary (E k ) shown as darkly shaded region. The assumption is made that both classes are Gaussian, but only the tails of the distribution are shown. The optimum (Bayes) boundary (x) in Fig. 1 is the loci of all pointsx : p(ω 1 |x) = p(ω 0 |x). The estimateŝ p(ω 1 |x),p(ω 0 |x) for the kth classifier are shown as dashed lines and cross at x = x b . In Fig. 1, b is the amount that the kth classifier boundary (x b ) differs from the ideal Bayes boundary. Assuming that FIG. 2 b is a Gaussian random variable, closed-form expressions may be obtained for E k [17] , [20] . Further details about the model and assumptions may be found in [20] . Fig. 2 shows decision boundaries of three (i, j , and k)th classifiers for which it is assumed that the complexity is not sufficient to approximate the Bayes boundary so that all classifiers under fit. Note in Fig. 2 that estimated probabilities corresponding to the three classifiers are omitted for clarity. Mutually exclusive areas under the probability distribution are labeled 1-8 in Fig. 2 and area y is given by a y . E i corresponds to a 4 , E j to a 4 + a 3 , and E k to a 4 + a 3 + a 2 .
III. MODELING SPECTRAL CONTRIBUTION
To compute the spectral coefficient contribution, we define n pq to be the number of class ω p patterns for which ϕ has value q where p, q ∈ {0, 1}. Table II shows the first-order contribution for each area for the kth classifier. Assuming that there is approximately equal number of class ω 1 and class ω 0 patterns under the tail of the distribution in areas a 5 to a 8 , the contributions cancel, so that we need only consider a 1 to a 4 . Table III shows the first-order contributions for the three classifiers individually, and the last row ijk corresponds to the third-order contribution. For example, for a 1 the individual ϕ(x i ) for each classifier is 1 so third order ϕ(
For the first order, we see that patterns in areas a 1 and a 2 are overall positively correlated with ω 1 (2 out of 3 classifiers for a 2 ), and areas a 3 and a 4 negatively correlated, giving an ensemble decision boundary close to classifier j . The third-order contribution is positively correlated with a 1 , a 3 and negatively correlated with a 2 , a 4 . By the inspection of Fig. 2 , we can see that the sum of a 2 + a 4 is likely to be less than a 1 + a 3 , so we expect an overall positive correlation, which when added to the first-order contribution would move the decision boundary closer tox. Now consider the case that base classifiers are optimal, so that classifier j is close tox, and classifiers i,k are approximately equally spaced on either side of the Bayes boundary. The ensemble boundary for first-order approximation would then be close tox. We may expect that the Boolean function would be quite complex, with approximately equal number of patterns in the two classes under the tail. Areas a 2 + a 4 would be approximately equal to a 1 + a 3 so that the addition of the third-order contribution would be small. This suggests that the difference between the first-and third-order coefficients would be indicative of optimal performance. Similarly, if the classifiers severely under fit so that they are close to the mean of class ω 1 , again areas a 2 + a 4 would be approximately equal to a 1 + a 3 . Therefore, as classifier complexity is increased the difference between the first-and third-order approximations may not be monotonic, which can be seen in Section IV.
IV. EXPERIMENTAL EVIDENCE

A. Data Sets and Classifiers
There are three types of two-class problems labeled Real2, Art2, and Multi2 in Table IV which shows the number of patterns, number of features, and Bayes estimate (BE). The Real2 is selected from [21] , and the Art2 is artificial data taken from [22] . To increase the number of difficult (in terms of boundary complexity) two-class problems, the Multi2 uses multiclass data sets with the error-correcting output coding (ECOC) method [23] , and approximate equisplit random code matrix. According to ECOC, each column of the binary code matrix defines a different two-class problem, with each original class assigned to one of two superclasses. We choose those dichotomies (up to a max number of 10 problems) for which the imbalance in data is not greater than 65%/35% between the two superclasses. The data sets with less than 10 problems are glass with six, vehicle with three, and dermo with five. For Multi2, the results are reported as an average over the number of problems. The random train/test split is 80%/20% for problems in Real2 and Multi2, and for Art2, there are 600 training patterns and 2400 testing patterns. Experiments for all data sets are repeated 10× and averaged. The BE is performed for 90%/10% split using a support vector classifier with polynomial kernel run 100×. The polynomial degree and regularization constant are varied, and the lowest test error is given. The test error rates will have BE subtracted, and the accuracy of the estimate is not crucial as the shape of the plots is not affected.
In this section, the nomenclature for error rate is: MV combiner, Walsh coefficient combiner of order y (Wy), logarithmic Adaboost (AD) combiner, base classifier (BA), and BE. The assumption is made that the test error rate is specified, otherwise, tr is added to indicate training rate (e.g., MV is a test error, and MVtr is a train error). For computing Wy, there are no parameters to set, as with MV.
The experiments are designed to test the following hypotheses: First, that W 3-W 1tr is a good indicator of optimal base classifier complexity, second that the ensemble approximation using W 1 is a good alternative to MV, and third that for weak/fast base classifiers, higher order Walsh approximation may give the best performance.
NNs and DT are used as base classifiers. For NN, the number of hidden nodes and training epochs of homogenous (the same number of nodes and epochs) single hidden layer multilayer perceptron (MLP) base classifiers are systematically varied and use the Levenberg-Marquardt training algorithm with default parameters. The ensemble has 25 MLP base classifiers, the diversity in each being due to random starting weights. In Section IV-B, Fig. 3 shows various plots for circular data set, combining NN classifiers that are systematically varied from 4-32 nodes and 2-32 epochs. Preliminary experiments showed that by selecting 32 nodes it was possible to achieve optimal error rates as epochs was varied, so all remaining experiments in Section IV-B use 32 nodes. Fig. 3(a)-(d) shows the test error rates, and Fig. 3 (e) and (f) shows the train error rates. Fig. 3(a) and (b) shows the mean BA and W 1 with BE subtracted. As training epochs are increased, the optimal value for W 1 is generally lower than for BA, for example at four nodes, eight epochs for W 1 versus 16 epochs for BA. Fig. 3(c) and (d) Combiner and individual boundaries (right) for four nodes and four epochs.
B. Combining NN Classifiers
shows the difference between W 1 and MV and between W 3 and W 1. W 1 is never worse than MV, and at low epochs is superior, quite dramatically for four nodes. W 1 is preferred to MV below eight epochs at four nodes, and below four epochs at eight nodes. Similarly, in Fig. 3(d) , W 3 is preferred to W 1 for low epochs. Fig. 3 (e) and (f) shows the train error for Fig. 3(c) and (d), and note that train and test curves look similar, so that it may be possible to infer test error performance from train error. In Fig. 3(f) , the difference W 3-W 1tr reaches maximum at 16 epochs for four and eight nodes, and at eight epochs for 16, 32 nodes which from Fig. 3(a) and (b) is when performance is optimal.
Example decision boundaries are shown for artificial data to demonstrate that W 3 may be superior to MV and W 1. Ensemble decision boundaries for circular data set with four node NN base classifiers are shown for 16 epochs in Fig. 4 and for four epochs in Fig. 5 . It can be seen from Fig. 4 that all ensemble decision boundaries achieve optimal performance at 16 epochs. Individual boundaries for five base classifiers are also shown in Fig. 5 , from which it may be seen that there is great variation in individual boundaries, but only W 3 approaches optimal at four epochs.
Figs. 6-8 show, respectively, the Art2, Real2, and Multi2 data sets with NN having 32 nodes and varying 2-32 epochs. Each graph shows four curves W 3-W 1tr, W 1-BE, W 1-MV, and BA-BE with W 3-W 1tr multiplied by 5 for clarity. All data sets show a similar trend to epochs increases, so that when W 3-W 1tr reaches maximum, BA (but not always W 1) reaches minimum. As explained in Section III, optimality corresponds to a complex Boolean function. In some cases, e.g., credita in Fig. 7 at four epochs, W 3tr is higher than that of W 1tr. Note also in Fig. 8 that glass and vehicle demonstrate the nonmonotonic behavior in W 1-W 3tr referred to at the end of Section III. For all data sets, the plot of W 1-MV indicates that W 1 is never worse than MV. Table IV lists the optimal (according to BA) and predicted (according to W 1-W 3tr) epochs at 32 nodes for all data sets.
To test robustness of the method, Fig. 9 shows average over Real2 data sets as percentage label noise (probability of flipping labels) is increased. At 5% (W 3-W 1)tr peaks at four epochs which is optimal, but for 10% noise (W 3-W 1)tr peaks at four epochs compared to optimal at eight epochs. This suggests that label noise of 10% or greater may affect the ability to predict optimal epochs, but further study is warranted.
To determine the performance for data with higher dimension and more patterns, "dog" versus "cat," the most difficult of the two-class problems in the CIFAR-10 data set [24] was selected. There are 6000 patterns in each class, the input images have been converted to gray scale 32 × 32, and the train/test split is chosen as 20%/80%, to encourage overfitting. The architecture consists of the following layers: 2-D convolutional layer of 40 filters having width and height of 5, rectified linear unit, max pooling with nonoverlapping pooling regions that downsamples by a factor of 2, fully connected output size 2, and softmax. Training uses stochastic gradient descent with momentum and variable number of epochs. Fig. 10 shows mean values over 10 runs, demonstrating that overfitting of the base classifier is accurately predicted by (W 3-W 1)tr at 40 epochs.
C. Boosting DT and Combining NN With Higher Order Walsh
Boosting refers to 25 DT classifiers using Adaboost implementation in [22] with varying number of decision splits. Figs. 11-13 show results for boosting 1-3 DT splits with the x-axis showing weighted logarithmic combiner (AD) and increasing order of Walsh combiners, W 1-W 9. AD is sometimes better than W 1 and sometimes worse so there is no clear trend. Note that the best result can sometimes be achieved using higher order Walsh approximation, for example, W 7/highleym, W 3/gaussimp, W 5/diab, W 5/vote, W 3/demo, and W 3/soybean. Particularly for the decision stump, i.e., DT with 1 split, higher order Walsh combining gives the best result.
Mean overall 18 data sets in Table IV for combining NN with one epoch and 16, 32, 64 nodes are shown in Fig. 14. On average, the W 5 approximation achieves the best performance.
V. DISCUSSION
The first-order Walsh coefficient approximation W 1 provides an estimate for a weighted vote, and there are no parameters to set. The experimental results show that when base classifiers are optimized, there is no difference between W 1 and MV. Compared with MV, there is an advantage to using W 1 or higher order coefficients for weak MLP base classifiers. Also, for boosting weak DT classifiers, higher order coefficients give better performance than AD logarithmic weighting rule, but the optimal order of the coefficients is problem dependent.
It has also been shown that the number of epochs of MLP base classifiers may be selected from the training set using the third-and first-order coefficients, and therefore, a validation set is not required. However, the results are based on averages and individual runs can be noisy, so that it may be necessary to introduce filtering to facilitate a practical design method.
