Man-made environnieizts posses a lot of regularities which siniplifi otliemise diflcult pose estiniation and visual reconstruction tasks. The constraints arising from parallel and orthogonal lines and planes can be eficiently e.up1oited at ~w i o u s stages of vision processing pipeline. In this paper we propose an appr~iacli .for estimation of vanishing points by exploiting the constraints of structured man-made environments, where the niajority of lines is aligned with the principal orthogonal directions of the Mwld coordinate frame. We combine eficient image processing teclzniques used in the line detection arid initia1i:ution stage with siniirltaneous grouping and estimation of vanishing directions using expectation maximization (EM) algorithni. Since we a#ssunie uncalibruted camera the estimated vanishing points can be used towards partial camera calibration and estiniation of the relative orientation of the camera with respect to the scene. The presented approach is contputationally eflcient and has been veriJied extensively by experinients.
Introduction
The problem of recovering relative orientation of the camera with respect to the scene is of importance in a variety of applications which require some knowledge of the environment's geometry. These range from basic structure and motion or pose recovery problems from single or multiple views, autonomous robotic navigation, manipulation and human computer interaction tasks. Common to these applications is the need for establishment of the relative pose of the camera with respect to the scene reference frame. The desired accuracy varies based on the application. In the case of man-made environments, which posses a lot of regularities, such as presence of sets of parallel and orthogonal lines and planes, the relative orientation can be determined 'This work i s supported by N S F p n t 11s-01 I8732 and George Mason Universit) Research Inilialive fund.
from vanishing points and lines in the image plane. This paper describes an approach for the estimation of vanishing points in structured man-made environments. While partial solutions to this problem have been addressed numerous times in the past, the proposed approaches vary in the level of automation of the process, computational complexity, feature detection, assumptions about camera calibration, initialization and grouping stage as well as the choice of line representation and geometric estimation technique. We believe that the robustness and flexibility of the presented approach is superior to the previously suggested techniques and it is also amenable to implementation on robotic platforms. The additional appeal of the technique is in the fact that it does not require calibrated camera. Consequently the estimated vanishing points can be used for partial camera calibration yielding more flexible overall system.
Paper outline
This paper describes a completely automated process of detecting the vanishing points in the image. We describe the individual steps of the approach as well as the rationale behind the individual choices. The stages include detection of the image line segments, line fitting, initialization, followed by grouping of the lines into dominant vanishing directions and estimation of vanishing points. We assume that the camera is not calibrated and discuss some choices of the objective functions for the vanishing point estimation problem.
Related Work
There are numerous articles related to the subproblems and techniques used in our approach. We will review more recent representatives and point out the commonalities and differences between individual stages. The starting point common to all techniques for detection of vanishing points is the line detection and line fitting stage. The traditional textbook approach suggests the edge detection, followed by edge chaining and line fitting. The observation that in man-made environments the majority of line segments is aligned with three principal orthogonal directions can make this stage more efficient. In cases when the camera is cal- At last the previously proposed techniques differ in the type of error measure used to quantify the distance between a line segment and vanishing direction, which determines the objective function to be minimized. For the Gaussian sphere line representations, the objective functions are typically linear and can be minimized in the closed form using weighted linear least squares [4, 11. In the case of image based representations either the angle between the vanishing line and vanishing direction is minimized or the distance of the line end points from the vanishing direction. In both cases the error measure leads to nonlinear functions of the unknowns [lo, 61 and involves iterative optimization techniques.
Approach
Our approach is most closely related to the works of [ 11 and [ 101. In the grouping stage we adopt similar strategy to the one suggested by [ 11 without the need of calibrated cameras and more efficient initialization scheme. We explore different choices of objective functions and demonstrate the feasibility of the Gaussian sphere representation for grouping and estimation in the case of uncalibrated camera. The basic premise of our approach is the observation that the distribution of the gradient orientation reflects the actual orientation of the line segment in the image and that in manmade environments the majority of the line segments is aligned with the three principal orthogonal directions i, j, k associated with the world frame. These observations are used both in the line detection stage and initialization stage and favorably affect the speed of the algorithm.
Line Detection Stage
The first step of the line detection stage is the computation of image derivatives using, for the efficiency reasons, Sobel edge detector. The line fitting stage follows an approach suggested by [SI. The gradient direction is quantized into a set of k ranges, where all the edge pixels having an orientation within the certain range fall into the corresponding bin and are assigned a particular label. In our case k = 16. The edge pixels having the same label are then grouped together using connected components algorithm. For the purpose of calculation of vanishing points we only consider dominant connected components, whose length is beyond certain threshold, which depends on the size of the image (e.g. in our case tl = 15 for 400 x 300 image size). The line segment candidates are obtained by fitting a line parameterized by an angle 8 and distance from the origin P:
(1) Each obtained connected component is a list of edge pixels The line parameters are computed as:
E, z, and jj = where (Z, 0) is the mid-point of the line segment. In practice many detected line segments do not belong to the environment structure and are due to either shadow or shading effects. These spurious line segments are inevitable and depend on the choice of the threshold, which in this stage was selected globally for the entire image. The threshold choice is later used in computation of the weighting factors for the grouping process.
Vanishing point estimation
Prior to vanishing point estimation the line segments obtained in the previous stage need to be grouped into the dominant vanishing directions. In general such grouping can be a difficult problem, since any two parallel lines intersect in a vanishing point, possibly yielding a large set of vanishing points. However in the case of man-made environments the dominant vanishing directions are the ones aligned with the principal axes i; j: k of the world coordinate frame and the majority of the parallel lines will be aligned with these directions. We suggest to address the grouping stage and vanishing point estimation stage as a problem of probabilistic inference with an unknown model. In such instances the algorithm of choice is the Expectation Maximization algorithm (EM), which simultaneously estimates the coordinates of vanishing points as well as the probabilities of individual line segments belonging to a particular vanishing directions. The main differences between the previous EM approach [ 11 and this one, is our assumption of an uncalibrated camera, different likelihood function and more efficient initialization stage.
Our goal is to estimate most likely orthogonal vanishing directions, given a set of line segments, so as to maximize the posterior probability of the vanishing directions. Using Bayes rule, we can express the posterior distribution of the vanishing points given line segments, in terms of the conditional distribution and prior probability of the vanishing points:
Considering the detected set of line segments, majority of them can be classified as arising from one of the principal vanishing directions. Hence for a particular line segment, ~( 1 , ) can be expressed using the conditional mixture model representation:
where n2 is the number of possible vanishing directions. This number will vary depending on the image. but in general we will assume that there are at most four significant models, three corresponding to the dominant vanishing directions and an additional one modeling the outliers process. The lines which do not belong to the vanishing direction aligned with the principal directions are considered to be outliers. The choice of the likelihood term p(lt I vk) depends on the line representation, as well as the form of the objective function to be minimized. (3) is a rigid body transformation represented by 4 x 4 matrix using homogeneous coordinates and X is the unknown scale corresponding to the depth Z of the point X. Given two image points X I and x2. the line segment passing through the two endpoints is represented by a plane normal of a plane passing through the center of projection and intersecting the image in a line 1, such that 1 = XI x,x2 = 21x2'. The unit vectors corresponding to the plane normals 1, can viewed as points on a unit sphere. The vectors 1, corresponding to the parallel lines in 3D world all lie in the coinmon plane and their vanishing direction corresponds to the normal of that plane. Given two lines the common normal is determined by v = 11 x 12 = 1112. Hence given a set of line segments corresponding to parallel lines in 3D, the coinmon vanishing direction v can be obtained by solving the following linear least squares estimation problem: inin, E:=, (1Tv)'. This particular least squares estimation problem has be studied previously in [4] and [7] . Given a set of line segments belonging to the same vanishing direction, the orthogonal least squares solution is applicable regardless of the camera being calibrated. The absence of calibration however affects the grouping stage. In the following section we will demonstrate that the absence of calibration can be remedied by a proper normalization scheme, which does not affect the final estimates.
A
In the case of uncalibrated camera the image coordinates undergo an additional transformation IC which depends on the internal camera parameters:
where f is the focal length of the camera in pixel units. k is the aspect ratio and [or. oy. 1IT is the principal point of the camera. Consider now a line in the uncalibrated case specified by the end points xi and xi, then: directions characterized by the inner product between two vectors V I : v2 becomes vTv2 = V~~I < -~I < -~V~ where v7 = I<-'V:. Note that the inner product is now dependent on an unknown matrix S = Itr-TIi--l, which causes a disrorrioi? of the overall space. This observation affects the grouping stage, where we seek so assign the individual line segments to the dominant vanishing directions, which in the calibrated case are well separated on the Gaussian sphere. In order to reduce the effects of the distortion and make the grouping well conditioned we propose to normalize the measurements.
Normalization:
Prior starting the estimation process and determining the line segment representation, we first transform all the endpoint measurements by transformation A, in order to make the line segments and vanishing directions well separated on the unit sphere and consequently similar to the calibrated setting:
Given an image of size s = TOPUS US, ncols] the choice of the transformation A is determined by the size of the image and captures the assumption that the optical center is in the center of the image and the aspect ratio k = 1 and effectively serves as an approximation of the inverse of the calibration matrix I<-'. The focal length in the pixel units assumptions about optical center and aspect ratio, the chosen focal length f* is related to the actual focal length by a scale factor. From now on we will drop the ' superscript image coordinates and assume all the subsequent computations in this normalized space. Once the final estimates of vanishing points have been computed, the results are transformed back in order to obtain the vanishing point estimates in the actual image coordinates. For each vanishing point V k estimated in the normalized space we transform it back in order to obtain the vanishing points in true image coordinates; vk = A-ISk. These can be used further for camera calibration and estimation of relative rotation.
is f* = n~o u~s , 0 : = EL?.?E and oy = *. Given the
Expectation Maximization (EM)
Given a set of line segments we would like to find the most likely estimates of vanishing points as well as probabilities of each line belonging to a particular vanishing direction. Our ultimate goal is to estimate the coordinates of all vanishing points so as to maximize the likelihood of the vanishing point estimates given a set of line segments. Given initial estimates of the vanishing points vk. the membership probabilities of a line segment 1, belonging to the k f h vanishing direction are computed in the following way:
The posterior probability terms p(vk I It) represent so called membership probabilities. denoted by ur,k and capture the probability of a line segment 1, belonging to kfh vanishing direction. Currently we assume that the prior probabilities of all vanishing directions are equally likely, hence the prior probabilities do not affect the posterior conditional probability. Incorporating the information about prior probabilities of the vanishing directions can provide additional information and make the estimation process better conditioned. The E-step of the EM algorithm amounts to computation of these posterior probabilities, which give us the best guess of the membership probabilities given the currently available vanishing points estimates. The M-step of the algorithm involves maximization of the expected complete log likelihood with respect to the unknown parameters v k [9], which yields a maximization of the following objective function:
In the noise free case 1:vk == 0. In the case of noisy estimates we assume that the error represented by lTv is a normally disb-ibuted random variable with N(0,o:). Then the likelihood term is given as:
The above objective function (equation 7) in case of linear models yields a solution to a weighted least squares problem (one for each model), where each line has an associated weight 'uiik determined by posterior probabilities computed in the E-step (equation 6). The above objective function in case of linear log-likelihood model yields a solution to a weighted least squares problem; one for each model. In such case the vanishing points are estimated by solving the following linear least-squares problem:
Where W' E EtnXn is a diagonal matrix associated with the weights and rows of A E R'3xn are the detected line segments. Closed form solution corresponds to the eigenvector associated with the smallest eigenvalue of ATIVTWA and yields the new estimate of v k . The EM algorithm is an iterative technique guaranteed to increase the likelihood of the available measurements. We terminate the iteration procedure once the vanishing point estimates reach an equilibrium, i.e. vyTv(J-l) < E,. The iterations of the EM algorithm are depicted for different examples in Figure 2 (right). The initially large number of vanishing point estimates is reduced through the merging process to three dominant directions. Once the algoiithm converges, we apply the nonlinear refinement step, to achieve a more accurate vanishing point estimate. The nonlinear refinement step computes the Maximum Likelihood Estimate (MLE) of the In order to account for the line segments which do not belong to any of the vanishing directions we add an additional outlier process. The initial probability of a line segment belonging to the mixture is determined by the highest possible residual angle which a line segment can have with respect to one of the dominant orientations ei = ~/ 4 .
The probability of the outliers is then determined by a Gaussian distribution with a large variance, approximating the uniform distribution.
EM Initialization
While the EM algorithm is known in each step to increase the likelihood of the measurements given the model, it is often very sensitive to initialization and can converge to a local minimum. Hence it is very important that the algorithm is correctly initialized. The initialization scheme adopted in our approach is based on the observation that the lines that belong to a particular vanishing directions have similar orientation in the image. This is not the case for the line segments whose vanishing point is close to the center of the image plane. In such situation the lines will be initially assigned to a separate groups and merged later in the EM stage. Given a set of detected line segments we form a histogram he of their orientations and search for the peaks in the histogram. The peaks are detected by first computing the curvature C ( k ) of the histogram, followed by a search for zero crossings. which separate the dominant peaks. The curvature is computed by subtracting the local histogram mean:
The total number of line orientation bins in our case is Ii = GO and the size of the integration window nz = 5.
Histogram h e is smoothed prior to the curvature computation. The typical number of detected peaks ranges between 2 -6 and determines the initial number of models in Table 1 .
In case more then three wnishing directions are detected (image 2). the three with the largest number of line segments are retained. In some cases only two vanishing directions are present (image 1).
the mixture formulation. Since the initialization determines more peaks that the number of vanishing directions sought for, this has to be reconciled in the expectation maximization process. The decision to adjust tlie number of models is made based of the distance between currently available estimates. If the distance between two vanishing points is below some threshold the two mixtures are merged and the number of models is adjusted. During the course of iteration of the EM algorithm, we also adjust the standard deviation of the individual mixtures, to reflect the increasing confidence in the model parameters and memberships of the individual segments.
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