Abstract. We analyze a general class of difference operators Hε = Tε + Vε on ℓ 2 ((εZ) d ), where Vε is a one-well potential and ε is a small parameter. We construct formal asymptotic expansions of WKB-type for eigenfunctions associated with the low lying eigenvalues of Hε. These are obtained from eigenfunctions or quasimodes for the operator Hε, acting on L 2 (R d ), via restriction to the lattice (εZ) d .
Introduction
The central topic of this paper is the construction of formal WKB-type expansions of eigenfunctions for a rather general class of families of difference operators (H ε ) ε∈(0,ε0] on the Hilbert space ℓ 2 ((εZ) d ), as the small parameter ε > 0 tends to zero. The operator H ε is given by
(a γ τ γ u)(x) = a γ (x; ε)u(x + γ) for x, γ ∈ (εZ)
and V ε is a multiplication operator, which in leading order is given by V 0 ∈ C ∞ (R d ). This paper is based on the thesis Rosenberger [17] . It is the third in a series of papers (see , [15] ); the aim is to develop an analytic approach to the semiclassical eigenvalue problem and tunneling for H ε which is comparable in detail and precision to the well known analysis for the Schrödinger operator (see Simon [18] , [19] and Helffer-Sjöstrand [11] ). Our motivation comes from stochastic problems (see , Bovier-Eckhoff-GayrardKlein [3] , [4] , Baake-Baake-Bovier-Klein [2] ). A large class of discrete Markov chains analyzed in [4] with probabilistic techniques falls into the framework of difference operators treated in this article.
In this paper we consider the case of a one-well potential V ε and derive formal asymptotic expansions for the eigenfunctions v j and the associated low lying eigenvalues of H ε . These lead to good quasimodes for H ε (in the precise sense of Theorem 1.6 below), which will be crucial for our analysis of the tunneling problem in a subsequent paper (see [17] ). In general, these expansions contain half-integer powers of ε. As in [11] for the case of Schrödinger operators, we obtain sufficient conditions for the absence of these half-integer terms. We approach the construction of asymptotic expansions of type v j (x; ε) ∼ e and subsequent rescaling, using the variable y = x √ ε . Here ϕ is the Finsler distance of x to the potential well placed at x = 0, as constructed in Klein-Rosenberger [14] . This leads to an operator G ε treated at length in Section 3. It is analog to the approach in Klein-Schwarz [13] in the case of the Schrödinger operator. This more elementary approach avoids the use of an additional FBI-transform which was used in the original WKB-analysis of Helffer-Sjöstrand [11] . We remark that the discrete setting of the present paper introduces numerous technical difficulties. The main technical result in this respect is Proposition 3.2 on the expansion of e where a γ ∈ C ∞ (R d × (0, ε 0 ]) and a
(ii) γ a where
for some ε 0 > 0 and for any compact set K ⊂ R d there exists a constant C K such that sup x∈K |R N (x; ε)| ≤ C K ε N . (ii) V ε is polynomially bounded and there exist constants R, C > 0 such that V ε (x) > C for all |x| ≥ R and ε ∈ (0, ε 0 ]. (iii) V 0 (x) ≥ 0 and it takes the value 0 only at the non-degenerate minimum x 0 = 0, which we call the potential well. xū (x)v(x) (see the appendix of [15] for the basic theory of such operators). We remark that under the assumptions given in Hypothesis 1.1, one has for T ε defined in (1.1), T ε = Op Here t is considered as a function on R 2d × (0, ε 0 ], which is 2π-periodic with respect to ξ. Thus, in leading order, the symbol of H ε is h 0 := t 0 + V 0 .
If

Hypothesis 1.1 (c)
We assume that t 0 defined in (1.10) fulfills
A simple example for an operator satisfying Hypothesis 1.1 is the discrete Laplacian. Here we have a γ = −1 if |γ| = ε, a 0 = 2d and a γ = 0 else independend of x and ε, leading to
(1 − cos ξ ν ) . Remark 1.2 It follows from (the proof of ) Klein-Rosenberger [14] , Lemma 1.2, that under the assumptions given in Hypothesis 1.1:
, the condition (a)(v) holds for all x in a neighborhood of 0. This is sufficient to prove all statements of this paper. For the more global results of [14] , it is necessary to assume (v) for all x ∈ R d . (c) At ξ = 0, for fixed x ∈ R d , the function t 0 defined in (1.10) has an expansion
is positive definite in a neighborhood of zero, B(x) is symmetric and B α are real functions. By straightforward calculations one gets for
(1.12) (d) By Hypothesis 1.1(a)(iii) and since the a γ are real, the operator T ε defined in (1.1) is symmetric. In the probabilistic context, which is our main motivation, the former is a standard reversibility condition while the latter is automatic for a Markov chain. Moreover, T ε is bounded (uniformly in ε) by condition (a)(iv) and bounded from below by −Cε for some C > 0 by condition (a)(iv),(iii) and (ii). (e) A combination of the expansion (1.4) and the reversibility condition (a)(iii) establishes that the 2π-periodic function R d ∋ ξ → t 0 (x, ξ) is even with respect to ξ → −ξ, i.e.,
By condition (a),(iv) in Hypothesis 1.1, the exponential decay of the coefficients a γ with respect to γ, the 2π-periodic function R d ∋ ξ → t(x, ξ; ε) has an analytic continuation to
uniformly with respect to x and ε. This yields in particular
We further remark that condition (a),(iv) implies the estimate |a
possesses a self adjoint realization on the maximal domain of V ε . Abusing notation, we shall denote this realization also by H ε and its domain by
The associated symbol is denoted by h(x, ξ; ε). Clearly, H ε commutes with complex conjugation.
We will use the notationã :
εη (x) ∈ R (1.14)
and we have by Remark 1.2 (d) and (1.14)
As shown in [14] , the eigenfunctions associated to the first eigenvalues are localized in a small neighborhood of the potential well.
We shall construct asymptotic expansions of WKB-type for the eigenfunctions and associated low lying eigenvalues of H ε . It is crucial for our approach that our actual constructions of quasimodes are done for the operator on
where a γ (x; ε) and V ε satisfy Hypothesis 1.1. Alternatively, H ε = Op ε (t + V ε ), where Op ε denotes the usual ε-dependent quantization for symbols in S r δ (m)(R 2d ) (see [15] ) and the symbol t is defined in (1.9). For H ε , it is easy to change coordinates by translations and rotations. One then observes that restriction of an eigenfunction (or a quasi-mode) of H ε to the lattice (εZ)
d gives an eigenfunction (or a quasi-mode) of H ε with the same (approximate) eigenvalue. More precisely, for x 0 ∈ R d , let us denote by G x0 = (εZ) d + x 0 the corresponding affine lattice. Then H ε acts in a natural way on ℓ 2 (G x0 ), since restriction to G x0 and translation by γ ∈ (εZ) d commutes. If r Gx 0 denotes restriction to G x0 , we have
We remark that in this context the choice of x 0 = 0 in Hypothesis 1.1,(b)(iii) is arbitrary. In this paper we shall systematically analyze spectrum and eigenfunctions of H ε by constructing quasimodes for H ε . We shall, however, not discuss the spectrum and the eigenfunctions of H ε as an operator on L 2 (R d ). This would involve a discussion of the infinite degeneracy of each eigenvalue of H ε , which is not relevant in the context of this paper.
We denote the operator associated to the symbol h 0 by
Furthermore for B defined in (1.12) we set B 0 := B(0). The harmonic approximation of H ε (associated with a small neighborhood of (x, ξ) = (0, 0), see [15] ) is given by 
and we set H
where, with the notation C := RB
where in the last equation we set Γ C := C(εZ)
Since C has maximal rank, it follows at once by direct calculation, that Hypothesis 1.1(a) holds for a ′ , if (εZ) d is replaced by Γ C and γ by µ. By h
we denote the symbol associated to the operator U −1 H 0 U with respect to the ε-quantization given in (1.7). Then
Moreover the symbol associated to T ′ ε is given by
The eigenfunctions of H ′ 0 q are given by
Each h αν is a one-dimensional Hermite polynomial, which is assumed to be normalized in the sense that g α L 2 = 1. The phase function ϕ 0 is given by 
and the homogeneous Taylor polynomials ϕ k of degree k + 2, k ≥ 1, of ϕ are constructively determined by solving transport equations depending on the Taylor expansion of h ′ 0 at (x, ξ) = (0, 0). Remark 1.4 It follows from the proof of Theorem 1.5 in Klein-Rosenberger [14] , that ϕ coincides in Ω with the Finsler distance d 0 (x). This proof uses Lemma 1.3, which is taken from the dissertation [17] . For the sake of the reader, we shall recall the proof of Lemma 1.3 here.
Hypothesis 1.5
For Ω, ϕ as in Lemma 1.3, we choose a neighborhood Ω 1 ⊂ Ω of 0 such that for any δ > 0 and for some C > 0 the estimate |∇ϕ(x)| ≥ C holds for x ∈ Ω 1 \ {|x| ≤ δ}. We consider some set Ω 2 such that Ω 2 ⊂ Ω 1 and define a smooth cut-off function χ supported in Ω 1 such that χ(x) = 1 for any x ∈ Ω 2 . Then we set for any b > 0
The central result of this paper is the construction of the following system of quasimodes of WKB-type, both for the operators 
and real functions E j (ε) with asymptotic expansion 
of H ε are almost orthonormal in the sense that
where g α is given by (1.29). If |α| is even (or odd resp.) for all α ∈ I E , then all half integer terms (or integer terms resp.) in the expansion (1.34) vanish. Moreover if |α| is even or odd for all α ∈ I E , the half integer terms in (1.35) vanish. d + x 0 are approximate eigenfunctions for the operator H ε with respect to the approximate eigenvalues given in (1.35), i.e.,
where the rhs of
For the restricted approximate eigenfunctions we have
We shall use Theorem 1.6 in a forthcoming paper to obtain sharp estimates on tunneling (see also [17] ). The plan of the paper is as follows. Section 2 consists of the proof of Lemma 1.3. In Section 3 we prove asymptotic results for the operator G ε , which is a unitary transform of H ε . Here we change variables and introduce an exponential weight. Then we use this expansion of G ε to define an operator G on spaces of formal symbols. In Section 4, we construct asymptotic expansions of eigenfunctions of G. Section 5 gives the proof of Theorem 1.6. We emphasize that the results of Sections 3 and 4 concern expansions for operators on spaces of formal symbols. These results are crucial for the proof of Theorem 1.6.
Proof of Lemma 1.3
If we formally compute the left hand side of (1.36) and expand the coefficients of e 
If in addition u ∈ C 1 R d and ϕ ∈ C 2 R d , using the Taylor expansion of ϕ(x + γ) and u(x + γ) at x, the last sum is equal to
The term of order zero in ε is for γ = εη andã η defined in (1.14)
Thus the resulting order zero part of (1.36) is the generalized eikonal equation (1.31). Following Helffer ([9] ), the idea of the proof is to determine ϕ as generating function of a
N is a neighborhood of (0, 0). By Hypothesis 1.1,h ′ 0 expands in a neighborhood of (0, 0) in
where B ′ (0) = 1. Thus by the symmetry of the matrix B ′ , the Hamiltonian vector field ofh ′ 0 in a neighborhood of (0, 0) expands as
The linearization of Xh′ 0 at the critical point (0, 0) yields the fundamental matrix
L has the eigenvalues ±2λ ν , ν = 1, . . . d. An eigenvector (x, ξ) with respect to ±λ ν fulfills ξ ν = ±λ ν x ν . By Λ 0 ± we denote the positive (resp. negative) eigenspace of L. Λ 0 ± can be characterized as the subsets of phase space, which consist of all points (x, ξ) such that e −tL (x, ξ) → 0 for t → ±∞.
Denote by F t the flow of the hamiltonian vector field Xh′
at the critical point (0, 0)). Λ + and Λ − are contained in h′
In order to show that the tangent spaces at each point (x, ξ) ∈ Λ ± are Lagrangian linear subspaces of
The Hamiltonian flow leaves the symplectic form invariant, we therefore find
In the limit t → −∞, the elements of T (x,ξ) (Λ + ) lie in the Lagrangian plane Λ 0 + , where the symplectic form vanishes, thus
The projection (x, ξ) → x defines a diffeomorphism of N ∩Λ + onto a sufficiently small neighborhood Ω of 0 in R d . Therefore we can parameterize Λ + as the set of points (x 1 , . . . With the ansatz (1.32), we have a constructive procedure to iteratively find the terms ϕ k . The coefficients of the eikonal equation (1.31) of the lowest order in x vanish and the coefficients belonging to higher orders in x iteratively fix the ϕ k . To this end, we expand B ′ (x) and B ′ α (x) at x = 0 as
Furthermore we write
where W k denotes a homogeneous polynomial of degree k. The third order equation
fixes ϕ 1 for a given W 3 , the fourth order
is an equation for ϕ 2 and the higher orders in ϕ are inductively given by the higher order parts of the eikonal equation, which all take the form
3. Expansion of the transformed operator Definition 3.1 Let ψ denote any real valued function on R d . We introduce an ε-dependent unitary map
Then G ε,ψ defines a self adjoint operator on H ψ , whose domain contains the set of all polynomials C[y], if ψ ≥ C|x| for some C > 0 and for all large x. Choosing in particular ψ =φ ∈ C ∞ (R d ) satisfying Hypothesis 1.5, we remark that for any M ∈ N, uniform with respect to ε ∈ (0, ε 0 ),
where
In fact by the definition ofφ, for some A,
and therefore
where b k is a polynomial of degree 2k, which is even (odd) with respect to y → −y if 2k is even (odd), and b k,α is a polynomial of degree 2k + 2 − |α| , which is even (odd) if 2k − |α| is even (odd). Moreover there exist constants C N and ε 0 > 0 such that for any ε ∈ (0, ε 0 ] and for any
, raises the degree of a polynomial by 2k and preserves (or changes) the parity with respect to y → −y according to the sign (−1)
2k . This follows at once from the degree and parity of the polynomials b ℓ in the representation of G k .
(b) The term of order zero is given more precisely by
This is shown below the proof of Proposition 3.2.
Proof of Proposition 3.2.
Step 1:
We start by analyzing the terms arising from the potential energy V ′ ε . We have
and, using Hypothesis
We will need the following notations for N ∈
Combining the terms in (3.9) and (3.10) for 0 ≤ ℓ < N , leads together with the expansion (1.6) in Hypothesis 1.1,(b),(i) and the estimates on R [N ] given there, to
Thus p k is a polynomial of degree 2k + 2, which is even (odd) if 2k + 2 is even (odd) (or if k is integer (half-integer)). It follows from the assumptions given in Hypothesis 1.1,(b) together with (3.12) that for u, v ∈ C[y]
Step 2: Now we investigate the coefficients in the expansion of the kinetic energy T ε after conjugation with U ε (φ) on the support of ζ ε and give estimates for the remainder. By the expansion of a ′ γ (x, ε) with respect to ε following from the assumptions in Hypothesis 1.1,(a), we can write for N ∈
, where (3.17)
Using (1.25), we get by Taylor-expansion for
where we set
To analyze the unitary transform of the explicit terms on the right hand side of (3.22) we use the following generalized Faa di Bruno formula (see e.g. Hardy [8] 
(3.23) together with the Leibnitz formula yields for f ∈ Hφ and α, β, β
To analyze the right hand side of (3.24) in detail, we fix β and n. Since on the support of ζ ε the phase functionφ is given by the asymptotic sum (1.32), we have on supp ζ ε
Thus, for each partition p of β of length n (i.e. each p = (
where ρ k denotes a homogeneous polynomial of degree k and for u, v ∈ C[y]
Note that the polynomials ρ k depend on β, n, p and ℓ, but are independent of the choice of the truncation N, N k and N α,k . For fixed β ∈ N d and n ∈ N, it follows from the definition of m p that for any partition p ∈ N d n of β with length n and |p j | ≥ 1
Thus setting
the sum over all p on the right hand side of (3.26) can be substituted by the sum over all m(= m p ) running from (2n − |β|) + to M n . To expand the right hand side of (3.24) with respect to √ ε, we take Taylor expansion of B This yields for any k ∈ N together with (3.26) and (3.24) on the support of ζ ε for α, β, β
where q 
denotes the remaining term in the Taylor expansion of B is the remaining term on the right hand side of (3.26). Analog to (3.12) we get for u, v ∈ C[y] 
−1 is ε 0 . Moreover these considerations yield by (3.32), (3.31) and (3.27)
Combining (3.30) and (3.22) leads to
where for v ∈ Hφ (3.34) ). We first remark that by (3.4), for y ∈ supp ζ ε and for some C, C 0 > 0, the estimate
holds uniformly with respect to t ∈ [0, 1]. Thus for some C > 0 independent of t ∈ [0, 1], y ∈ supp ζ ε , by first order Taylor expansion, we have for any η ∈ CZ
Moreover by the Leibnitz formula,
holds. This gives together with (3.40) for C, C 0 > 0 and |α| = N k the estimate
By (3.21), (3.37) and (3.43) it follows that for v ∈ C[y]
where By Cauchy-Schwarz-Inequality, we have for any c > 0
We remark that eφ
Thus using Hypothesis 1.1(a)(iv), we get for each α ∈ N d , |α| = N k and for any c ′ > 0 the estimate
By analog arguments using (3.43) and (3.47), we get
Setting N k = 2(N − k + 1) and inserting (3.48) and (3.49) into (3.44) gives
To estimate S 4 , we use (3.18) and the Cauchy-Schwarz-inequality to get
Hφ .
(3.47) and Hypothesis 1.1(a)(iv) yields
Step 3: In the last step we are going to combine the terms resulting from the kinetic and potential energy. The sum over all 0 ≤ k ≤ [N − 1] of lhs(3.24) with |β ′ | = 0 and n = |β|(= m p ) is given by α , converges to ε −1 t(x, i∇φ| x ) as N → ∞. Since by Hypothesis 1.5,φ solves the eikonal equation (1.31) in a neighborhood of x = 0, it follows that the first sum in (3.53) (which for N 0 → ∞ converges to ε −1 t 0 (x, i∇φ(x))) cancels with the potential term ε −1 V 0 (x) in each order of ε. Eliminating the case α = β, n = |α|, k = 0 from the the sum in S 1 in (3.34) and eliminating the case ℓ = 0 in (3.15) yields
The potential part of order N is
which is a polynomial of degree 2k − 2, which is even (odd) if 2k is even (odd) (or if k is integer (half-integer)). Setting 
where we recall from (3.30) that q
s is a homogeneous polynomial of degree s, which is independent from the truncation N . First we analyze B N . In order to get the stated result in (3.6), we collect all terms with the fixed order r ∈ N 2 in ε. Setting
we may rewrite (3.57) as
We shall determine n r ∈ N and the properties of ρ r,β ′ . From (3.59) we get
By (3.57) and (3.61), the polynomial ρ r,β ′ is even (odd) with respect to y → −y, if 2r − |β ′ | resp.
is even (odd), since q
m+ℓ is homogeneous of order m + ℓ and 1 + n − |α| − k ∈ Z. Using (3.61) and deg q
where (n, α, k) runs through all values occurring in (3.57). Inspection of (3.57) gives the maximal value
Thus, using (3.62),
It follows from (3.62), that the maximal value n r of |β ′ | occurring in the sum on the right hand side of (3.60) is given by n r = 2r + 2. Thus, setting b r := ρ r,0 + p r and b r,β ′ := ρ r,β ′ , we have by (3.54), (3.55) and (3.60) for any r ∈ N 2 , r < N
where, by the considerations below (3.56) and (3.61), b r denotes a polynomial of degree 2r which is even (odd) with respect to y → −y, if 2r is even (odd) and b r,β denotes a polynomial of degree 2r + 2 − |β|, which is even (odd) if 2r − |β| is even (odd). The estimate (3.7) on the remainder R N (ε) in (3.54) follows at once from (3.52), (3.50), (3.39) and (3.47) . ✷
Proof of Remark 3.3,(b):
The kinetic part of the term of order ε 0 results from the terms in (3.24), for which the pair (k, |α|) takes the values (0, 2), (1, 1) and (2, 0). These have to be combined with the potential part of this term given by j = 2, ℓ = 0 and j = 0, ℓ = 1 respectively in (3.14). Again, by use of the eikonal equation (1.31), the terms V We can associate to G ε a well defined linear operator G on V by setting, for
We denote the set of linear operators on V by L(V).
We shall define a sesquilinear form on V with values in K 1
2
(where complex conjugation is understood component-by-component), which is formally given by
(3.67)
To this end, using (1.32), we define real polynomials ω k ∈ R[y] by ω 0 := 1 and
where the summands are homogeneous polynomials of degree 2j + 2ℓ with parity (−1) 2j and Proof. If q = 0 we have q = j≥k q j ε j , k, j ∈ Z 2 with q k = 0 for some k. For p := ε k q k , the lowest order of the sesquilinear form is given by
Since all other combinations lead to higher orders in ε, this term can not be cancelled. ✷ Proposition 3.6 Let G be the operator (3.66) on V induced by G ε defined in (3.2) and let . , . V be the non-degenerate sesquilinear form introduced in Definition 3.4. Then for all p, q ∈ V p , Gq V = Gp , q V .
Proof. We will consider Y = C[y] as a subset of the form domain of G ε for ε > 0. This can canonically be identified with a subset Y of V. By the linearity of . , . V , it is sufficient to prove the proposition for p, q ∈ Y. We need the following lemma:
has an asymptotic expansion at √ ε = 0. In particular, for any N ∈ N 2 , we have
where G k is given in Proposition 3.2 and the polynomials ω ℓ are defined in (3.68).
Proof of Lemma 3.7.
Step 1: We will show that, for ζ ε as in Proposition 3.2, there exists some C > 0 such that
In fact, we can write
, where (3.76)
Since by Hypothesis 1.5 and the definition of ζ in Proposition 3.2 we haveφ(x) = ϕ(x) for x ∈ supp ζ, it remains to show that
. By the definition of G ε and with x = √ εy we can write
By Hypothesis 1.1 and (1.22) we have
where u ε L 2 = O(ε −m ) for some m > 0 depending on the dimension d. We therefore have by (3.4) for some C > 0, using the Cauchy-Schwarz-inequality in (3.78),
Step 2:
81) which together with (3.75) shows (3.74).
By Proposition 3.2
By the definition of ω ℓ in (3.68) together with (3.70), it follows by the expansion of the exponential function that
where for some
Inserting (3.83) into (3.82), using (3.84) and Remark 3.3, gives (3.81). ✷
We come back to the proof of Proposition 3.6. In order to use the symmetry of G ε on Hφ, we use the function p, Gq on (0, √ ε 0 ) defined in (3.73). By Lemma 3.7 it has an asymptotic expansion at √ ε = 0, which induces a mapping
By ( . , G ε .
is commutative. Here F denotes the set of functions on (0, √ ε 0 ), which possess an asymptotic expansion in integer powers of √ ε and T denotes asymptotic expansion. Since for G ε . , .
Hφ
and G . , . V we have an analog commutative diagram, the proposition is traced back to the symmetry of G ε on Hφ. ✷
Construction of formal asymptotic expansions
In this section we construct formal asymptotic expansions for the eigenfunctions and eigenvalues of H ε . First we recall that the operator εG 0 on H ϕ , given in (3.8), is unitary equivalent to the harmonic oscillator H ′0 q defined in (1.21), where the unitary transformation U ε (ϕ 0 ) is defined in (3.1). Therefore the spectrum of G 0 is given by
The eigenfunctions of H ′0 q are the functions g α defined in (1.29) with ϕ 0 introduced in (1.30), thus the Hφ-normalized eigenfunctions of εG 0 are given by
where h α denotes a product of Hermite polynomials h αν ∈ R[y ν ]. Since h k (−x) = (−1) k h k (x) for any k ∈ N, it follows that h α is even (respectively odd), if |α| is even (resp. odd). In order to get an expression for the resolvent of the full operator G on V, we notice that for z / ∈ σ(G 0 ) the resolvent R 0 (z) = (G 0 − z) −1 is well defined on polynomials and hence on V.
Lemma 4.1 Let z / ∈ σ(G 0 ) and p, q ∈ V. Then (a) the inverse of (G − z) : V → V is given by the formal von Neumann series 
(c): This follows directly from the expansion (4.3) . ✷
In the following we will use the resolvent operator R(z) (as a map on V) to define a spectral projection for G associated to an eigenvalue of G 0 .
By (4.3), R(z) is determined on the polynomials and hence on V by the action of the operators r j (z) : V → V on the Hermite polynomials, which form a basis in Y and thus in V.
It follows from Proposition 3.2, that G j raises the degree of each polynomial by 2j. Thus there exist real numbers c
Combining (4.7), (4.4) and (4.2), we can conclude that there exist rational functions d j αβ (z) with poles at most at the elements of the spectrum of G 0 for which
(4.8)
Let E be an eigenvalue of G 0 with multiplicity m and let Γ(E) be a circle in the complex plane around E, oriented counterclockwise, such that all other eigenvalues of G 0 lie outside of it. Since r j (z) is well defined on V for each j ∈ N 2 and depends in a meromorphic way on z, we can
We denote this operator by
This is analog to the familiar Riesz projection for operators on a Hilbert space.
Proposition 4.2 Let E ∈ σ(G 0 ) with multiplicity m. Then the operator Π E defined in (4.9) is a symmetric projection in V of dimension m, which commutes with G.
Proof. Symmetry:
The symmetry of Π E is a consequence of (4.6):
where the negative sign results from the conjugation of z. (4.9) and the resolvent equation, this follows from standard arguments (see [13] or [11] for the computation in the setting of formal power series).
rank Π E = m: We introduce the set
numbering the m Hermite polynomials with eigenvalue (energy) E for G 0 . As a consequence of the representation (4.3) of R(z) (recall r 0 (z) = R 0 (z)) and of the definition (4.9) of Π E , we can write for
for some polynomials p j ∈ C[y] of degree less than or equal to |α| + 2j (this follows from (4.8)).
Since the Hermite polynomials form a basis, (4.11) implies that the functions Π E h α k , k = 1, . . . m, are linearly independent over K 1
2
. Thus their span has dimension m. It remains to show that this span coincides with the range of Π E , i.e., we have to show that for all β ∈ N d 0 there exist
for some p j ∈ C[y]. Since the Hermite polynomials form a basis in C[y], the polynomial p 1
(4.14)
Applying Π E on both sides of (4.13) and using Π 2 E = Π E , (4.14) and again (4.13) for the second equality, we get
. Thus by expanding the terms of the next order we gain the order ε 1 2 in the remaining term and inductively obtain µ α ∈ K 1 2 satisfying equation (4.12). The case β ∈ I E can easily be reduced to this case.
This follows from the fact that G commutes with R(z) together with the definition (4.9) . ✷
The aim of the following construction is to find an orthonormal basis in Ran Π E , such that G| Ran ΠE is represented by a symmetric m × m-Matrix M = (M ij ) with M ij ∈ K 1 2 .
To this end, we set f j := Π E h α j , α j ∈ I E . Then equation (4.11) and Definition 3.4 for the sesquilinear form in V imply for some γ k ∈ R In this basis, the matrix M = (M ij ) of G| Ran ΠE is given by
. Thus M is a finite symmetric matrix with entries in K 1
. Using Proposition 3.2 and 4.2 together with (4.7) and (4.15) and the fact, that h α j , α j ∈ I E , are the eigenfunctions of G 0 for the eigenvalue E, we can conclude
It is shown in [13] , that K := n∈N K 1 n is algebraically closed, thus any m×m-matrix with entries in K possesses m eigenvalues in K, counted with their algebraic multiplicity. By the following theorem, which is proven in the appendix of [13] (see also [6] ), it actually follows that the eigenvalues of matrices with entries in the ring K 1 n also lie in K 1 n . Theorem 4.3 Let M be a hermitian m× m-matrix with elements in K 1 n for some n ∈ N. Then the eigenvalues E 1 , . . . E m are in K 1 n with real coefficients, and the highest negative power occurring in their expansion is bounded by the highest negative power in the expansions of M ij . Furthermore the associated eigenvectors u j ∈ (K 1 n ) m can be chosen to be orthonormal in the natural inner product.
We can conclude from Theorem 4.3 and the special form of the elements of M defined in (4.17) that this matrix possesses m (not necessarily distinct) eigenvalues in K 1 2 of the form
where E j0 = E and the corresponding eigenfunctions are
The statement on the degree of ψ jk follows from (4.11) and the fact that every eigenfunction can be written as linear combination
with coefficients λ α without negative powers in √ ε. Using the parity results in Proposition 3.2 and Remark 3.3, we can prove the next proposition about the absence of half integer terms in the expansion (4.19).
Proposition 4.4 Let all α ∈ I E have the same parity (i.e., |α| is either even for all α ∈ I E or odd for all α ∈ I E ), where I E is defined in (4.10). Let M denote the matrix specified in equation (4.17) and E j (ε) its eigenvalues given in (4.19) . Then M ij ∈ K 1 and E j (ε) ∈ K 1 for 1 ≤ i, j ≤ m.
Proof. By Theorem 4.3 we know that if M ij ∈ K 1 , the same is true for the eigenvalues E j (ε), so it suffices to prove the proposition for M ij . We will change notation during this proof to f α = Π E h α and F G αβ for α, β ∈ I E . We start by proving that f α , f β V ∈ K 1 . By definition (4.9) the coefficients in the power series of f α are given by
The r j (z) are determined by G j ℓ and R 0 (z) via formula (4.4), and since G j ℓ changes the parity of a polynomial in C[y] by the factor (−1)
2 (see Remark 3.3), we can conclude that r j (z) changes the parity by (−1) 2j . Using that the parity of h α is given by (−1) |α| , we obtain (−1) |α|+2j as parity of f αj . By Definition 3.4 we have
We shall show that for 2n odd (and thus for n half-integer), each summand vanishes. For fixed j, k, l the integral will vanish if the entire integrand is odd. According to (3.69) the parity of ω ℓ is (−1) 2ℓ , the scalar product therefore vanishes if (|α|+ 2j + |β|+ 2k + 2ℓ) is odd. Since by assumption α and β have the same parity, |α| + |β| is even. Thus the integral vanishes if 2(j + k + ℓ) = 2n is odd, which occurs if n is half-integer. This shows that f α , f β V ∈ K 1 and the same is true for B αβ by definition. It remains to show the same result for F G αβ given by
The operator G r changes the parity by (−1) 2r as already mentioned, so as before the integral vanishes if j + k + ℓ + r = n is half integer. ✷
We will now return to our original variable x = √ εy. Substituting it in equation (4.20) and rearranging with respect to powers in √ ε yields for d jk := deg ψ jk and N :=
where (with As discussed below (4.22), the polynomials f αk are of degree (|α| + 2k) in y, thus they have the order ε −(k+ |α| 2 ) and the parity of |α|+ 2k, since they consist of monomials of degree |α|+ 2k − 2ℓ for 0 ≤ 2ℓ ≤ |α| + 2k, ℓ ∈ N. If we combine the powers in ε arising in the sum, we get ε j+ℓ− |α| 2 , where j and ℓ are both integer. If |α| is even, the whole exponent is integer, if it is odd the exponent is half integer. So if one of these assumptions is true for all α ∈ I E , there remain no half integer respectively integer terms. Since the transition to u j is just a reordering, this is also true for u j which is well defined by the exponential decay ofã ′ η (see Hypothesis 1.1(a)(iv) and (1.14)) and by (3.25) . The next and all higher order equations in (5.4) result from the action of the first order part of the conjugated operator given in (5.8) on the respective highest order part of c j , which for the k-th order is the term c j,k−1 . Additionally to the first order equation, a term is produced by the action of higher orders of the conjugated operator on lower order parts of c j . Since these lower order terms are already determined by the preceding transport equations, this additional part can be treated as an additional inhomogeneity of (5.9). Thus all transport equation take the form (5.9) with f, v ∈ C ∞ (Ω where for the second equation we used that for x ∈ Ω the phase functionφ is given by (1.32) and thus ∇φ(0) = 0 and ∂ xµ | 0 ∇φ , η = λ µ η µ . By (5.12) the first term on the right hand side of (5.13) vanishes and therefore ∂ xµ | 0 z ν = − 
