where x ∈ R n is the state vector, D is a constant self-inhibition matrix, the cost function f (y) is an analytic function and θ ∈ R n is a constant input vector. y = g(Λx) is the output vector with the sigmoid function g(·) as nonlinear activation function.
Eq. (1) was firstly proposed in [12] and is a general model of neural-network system arising in recent years. For example, the well-known Hopfield neural network [1] , [2] , whose continuous-time version can be formulated as
1 2 m i,j=1 ω ij y i y j . This model has a great variety of applications. It can be used to search for local minima of the quadratic objective function of f (y) over the discrete set {0, 1}
n [3] [4] [5] , for example, the traveling-sales problem [6] . One step further, this model was extended for a multi-linear cost function E(y) = i1,··· ,ip a i1,··· ,ip y i1 , · · · , y ip [3] . This model can be also regarded as a special form of (1) with f (y) = E(y) and was proved that this model can minimize E(y) over the discrete set {0, 1}
n [3] . In application for optimisation, analysis of convergence dynamics is fundamental, which has attracted many interests from different fields. See [7] [8] [9] [10] [11] and the references therein. The linearization technique and the classical LaSalle approach for proving stability [7] , [3] could be invalid when the system had non-isolated equilibrium points (e.g., a manifold of equilibria) [12] . A new concept "absolute stability" was proposed in [4] , [12] , [14] to show that each trajectory of the neural network converges to certain equilibrium for any parameters and activation functions satisfying certain conditions by proving the finiteness of the trajectory length and the celebrated Łojasiewicz inequality [15] - [16] . This idea can also be seen in an earlier paper [8] .
However, in the model (1), the synaptic feedback of each neuron is continuous bsed on the output states of its neighbours, which is costly in practice for a network of a large number of neurons. In recent years, with the development of sensing, communications, and computing equipment, eventtriggered control [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] and self-triggered control [27] [28] [29] [30] have been proposed and proved effective in reducing the frequency of synaptic information exchange significantly. In this paper, we investigate global convergence of analytic neural networks with event-triggered synaptic feedbacks. Here, we present event-triggered rules to reduce the frequency of receiving synaptic feedbacks. At each neuron, the synaptic feedback is a constant that is determined by the outputs of its neighbours at its latest triggering time and changes at the next triggering time of this neuron that is triggered by a criterion via its neighborhood information as well. We prove that the analytic neural networks are convergent (see Definition 1) under these event-triggered rules by the Łojasiewicz inequality. In addition, we further prove that the event-triggered rule is viable, owing to the exclusion of Zeno behaviors. These eventtriggered rules are distributed (each neuron only needs the information of its neighbours and itself), asynchronous, (all the neurons are not required to be triggered in a synchronous way), and independent of each other (triggering of an neuron will not affect or be affected by triggering of other neurons). It should be highlighted that our results can be easily extended to a large class of neural networks. For example, the standard cellular networks [34] - [35] .
The paper is organized as follows: in Section II, the preliminaries are given; in Section III, the convergence and the Zeno behaviours of analytic neural networks with the triggering rules : distributed event-triggered rule is proved in Section III; in Section V, examples with numerical simulation are provided to show the effectiveness of the theoretical results and illustrate its application; the paper is concluded in Section VI. Notions: R n denotes n-dimensional real space. · represents the Euclidean norm for vectors or the induced 2-norm for matrices. B r (x 0 ) = {x ∈ R n : x − x 0 < r} stands for an n-dimensional ball with center x 0 ∈ R n and radius r > 0. For a function F (x) : R n → R, ∇F (x) is its gradient. For a set Q ⊆ R n and a point x 0 ∈ R n , dist (x 0 , Q) = inf y∈Q x 0 − y indicates the distance from x 0 to Q.
II. PRELIMINARIES AND PROBLEM FORMULATION
In this section, we firstly provide some definitions and results on algebraic graph theory, which will be used later. (see the textbooks [39] , [40] for details)
For a directed graph G = (V, E, A) of n neurons (or nodes). where V = {v 1 , · · · , v n } is the set of neurons, E ⊆ V × V is the set of the links (or edges), and A = [a ij ] n×n with nonnegative adjacency elements a ij ∈ {0, 1} is the adjacency matrix, a link of G is denoted by e(i, j) = (v i , v j ) ∈ E if there is a directed link from neuron v j to v i and the adjacency elements associated with the links of the graph are positive, (i.e., e(i, j) ∈ E if and only if a ij > 0). We take a ii = 0 for all i = 1, · · · , n. Moreover, the in-neighbours and out-neighbours set of neuron v i are defined as N in i = {v j ∈ V : a ij > 0} and N out i = {v j ∈ V : a ji > 0}. The neighbours of the neuron v i denoted by N i is the union of in-neighbours N in i and outneighbours
Consider the discrete-time synaptic feedback, Eq. (1) can be reformulated as follows
for i = 1, · · · , n and k i (t) = 0, 1, 2, · · · , where x i ∈ R , d i > 0 and θ i ∈ R. f (y) : R n → R is an analytic cost function function and y i = g i (λ i x i ) is the output vector with a scaling parameter λ i > 0 and the sigmoid functions g i (·) as nonlinear activation functions. In this paper, we take
and the gradient of the activation function g(·) at x ∈ R n can be written as ∂g(x) = diag{g 
for i = 1, · · · , n and
⊤ be the vector at the right-hand side of (3), where
Note that when we consider the trajectories, the right-hand side of (3) can be written as
⊤ . Denote the set of equilibrium points for (3) as
We first recall the definition of convergence for model (3) [36] .
Definition 1: [12] Given an analytic function f (·), a sigmoid function g i (·) and three constants d i , θ i and λ i specifically, system (3) is said to be convergent 1 if and only if, for any trajectory x(t) of (3), there exists x * ∈ S such that
Since the ω-limit set of any trajectory x(t) for the system (3) (i.e., the set of points that are approached by x(t) as t → +∞) is isolated equilibrium points, the convergence of the system (3) is global. Our main focus lies in proving that the state x(t) of the system (3) under some given rule can converge to these equilibrium points.
The following lemma shows that all solutions for (3) are bounded and there exists at least one equilibrium point.
Lemma 1: Given a constant matrix D, a constant vector θ and two specific functions f (·) and g(·), for any triggering event time sequence {t i k } +∞ k=0 (i = 1, · · · , n), there exists a unique solution for the piece-wise cauchy problem (3) with some initial data x(0) ∈ R n . Moreover, the solutions with different initial data are bounded for t ∈ [0, +∞).
Proof: Firstly, we prove the existence and uniqueness of the solution for the system (3). Denotes
treat as one), there exists a unique solution of (3) in the interval [t 0 , t 1 ) by using x(t 0 ) = x(0) as the initial data (see, existence and uniqueness theorem in [37] ). For the next interval [t 1 , t 2 ), x(t 1 ) can be regarded as the new initial data, which can derive another unique solution in this interval. By induction, we can conclude that there exists a piecewise unique solution over the time interval t ∈ [0, +∞), which is for the cauchy problem (3) with the initial data x(0).
Secondly, since 0 < g i (x) < 1 (x ∈ R), there exists a constant M > 0 such that
Thus for any ε 0 > 0, there exists r 0 > 0 such that
If x(0) / ∈ B, x(t) will drop into the set B in finite time, which implies that B is the ω-limit set of any trajectory x(t) and it is also positively invariant. Thus all the solutions of (3) with different initial data are eventually confined in B, hence they are bounded for t ∈ [0, +∞).
Consider now the set of equilibrium points S. The following lemma is established in [12] , which shows that there exists at least one equilibrium point in S.
Lemma 2: For the of equilibrium points S, the following statements hold:
(1) S is not empty.
(2) There exists a constant r > 0 such that
To depict the event that triggers the next feedback basing time point, we introduce the following candidate Lyapunov (or energy) function:
where
The function L(x) generalizes the Lyapunov function introduced for (1) in [3] , and it can also be thought of as the energy function for the Hopfield and the cellular neural networks model [7] , [34] . In this paper, we will prove that the candidate Lyapunov function (4) is a strict Lyapunov function [12] , as stated in the following definition.
, and the derivative of L along trajectories x(t), i.e.L(x(t)), satisfiesL(x) 0 andL(x) < 0 for x / ∈ S. The next lemma provides an inequality, named Łojasiewicz inequality [15] . It will be used to prove the finiteness of length for any trajectory x(t) of the system (3), which can finally derive the convergence of system (3). The definition of trajectory length is also listed in Definition 3.
Lemma 3: Consider an analytic and continuous function
For any x s ∈ S ∇ , there exist two constants r(x s ) > 0 and
Definition 3: Let x(t) on t ∈ [0, +∞), be some trajectory of (3). For any t > 0, the length of the trajectory on [0, t) is given by
It was pointed out in [8] that finite length implied the convergence of the trajectory, and was also used to discuss the global stability of the analytic neural networks in [12] .
III. DISTRIBUTED EVENT-TRIGGERED DESIGN
In this section we synthesize distributed triggers that prescribe when neurons should broadcast state information and update their control signals. Section III-A presents the evolution of a quadratic function that measures network disagreement to identify a triggering function and discusses the problems that arise in its implementation. These observations are our starting point in Section III-B and Section III-C, where we should overcome these implementation issues.
To design appropriate triggering time point {t
⊤ where
A. Distributed Event-triggered Rule
To design the triggering function T i (e i , t) for the updating rule, we define a function vector
What we can observe is a neuron's state x i (t) at a particular time point or a time period (a subset of [0, +∞)) from system (3). Given a specific analytic function f (·), we can directly figure out the right-hand term F i (x(t)) without knowing the theoretical formula of the trajectory x(t) of the system (3) on [0, +∞) in advance. Thus, δ(t) can also be calculated straightly. The samplings for x i (t) (i = 1, · · · , n) with continuous monitoring or discrete-time monitoring would determine the efficiency level and the adjustment cost for the system's convergence. The continuous monitoring can ensure a high level of efficiency with large costs, while discretetime monitoring on x i (t) can reduce the cost, but sacrifice 2 The function Ψ i (t) can be thought of as a normalized function of |F i (x(t))| by exponential decay function e
. Thus the coefficient δ(t) with respect to time t in Eq. (5) can be seen as a parameter from this normalization process. the efficiency. In Section IV, we will discuss the discrete-time monitoring and give a prediction algorithm for the triggering time point t i k based on the obtained information of x i (t) for all i = 1, · · · , n. Theorem 1: Set t i k+1 as the time point by the updating rule that
for i = 1, · · · , n and k = 0, 1, 2, · · · . Then, system (3) is convergent. The proof of this theorem comprises of the five propositions as follow.
Proposition 1: Under the assumptions in Theorem 1, L(x) in (4) serves as a strict Lyapunov function for the system (3).
Proof: The partial derivative of the candidate Lyapunov function L(x) along the trajectory x(t) can be written as
and the time derivative of L(
Consider the inequality
In order to avoid ambiguity, we point out that
By using the rule (6), it holdṡ
for all k = 0, 1, 2, · · · . For any x / ∈ S, there exits i 0 ∈ {1, · · · , n} such that
With the Lyapunov function L(x) for system (3) and the event triggering condition (6), the consequent proof follows [12] with necessary modifications.
Proposition 2: There exist finite different energy levels L j (j = 1, 2, · · · , m), such that each set of equilibrium points
is not empty.
Proof: Given an analytic function f (·), a sigmoid function g i (·) and three constants d i , θ i and λ i specifically, it follows that the candidate Lyapunov function
From Lemma 2, it is known that there exists r 1 > 0 such that outside B r1 (0) there are no equilibrium points.
Consider points x j ∈ S j for j = 1, · · · , +∞. Since x j ∈ S, it holds F (x j ) = 0 and from Eq. (7), ∇L(x j ) = 0. Since B r1 (0) is a compact set, hence, there exist a point x and a subsequence {x
According to Lemma 3, there exist r( x) > 0 and v( x)
which is a contradiction. This completes the proof. Without loss of generality, assume that the energy levels
Thus there exists γ > 0 such that L j > L j+1 + 2γ, for any j = 1, 2, · · · , m − 1. For any given ε > 0, define
and
Proposition 3: For j = 1, 2, · · · , m, K j is a compact set and K j S = S j .
Proof:
is a compact set. Then proterty K j S = S j is an immediate consequence of Proposition 2.
Proposition 4: For any trajectory x(t) of the system (3) and any given time point τ 0, let K j , for some j ∈ {1, 2, · · · , m}, be a compact set as defined in (9) . Then there exist a constant c j > 0 and an exponent v j ∈ (0, 1) such that
can be rewritten as
From Eq. (7) and the condition (6), we have
where β j = max i∈{1,··· ,n} max x(τ )∈Kj {λ i g
For the point x(τ ) ∈ K j \ S, from Eq. (7), ∇L(x(τ )) = 0. There exists r(x(τ )) > 0, c(x(τ )) > 0 and an exponent v(x(τ )) ∈ (0, 1) such that
, for x ∈ B r(x(τ )) (x(τ )). Indeed, if r(x(τ )) > 0 is small, we have ∇L(x) = 0 for x ∈ B r(x(τ )) (x(τ )). Therefore, it holds
Now, we are at the stage to prove that the length of x(t) on [0, +∞) is finite. The statement proposition is given as follow. Proof: Assume without loss of generality that x(0) is not an equilibrium point of Eq. (3). Due to the uniqueness of solutions, we haveẋ(t) = F (x(t)) = 0 for t 0, i.e., x(t) ∈ R n \ S for t 0. From Proposition 1, it is seen that L(x(t)) satisfiesL(x(t)) < 0 for t 0, i.e., L(x(t)) strictly decreases for t 0. Thus, since x(t) is bounded on [0, +∞) and L(x(t)) is continuous, L(x(t)) will tend to a finite value L(+∞) = lim t→+∞ L(x(t)). From Proposition 1 and the LaSalle invariance principle [36] , [37] , it also follows that x(t) → S (t → +∞). Thus, from the continuity of L, it results L(+∞) = L j for some j ∈ {1, 2, · · · , m} and x(t) → S j (t → +∞).
Since x(t) → S j (t → +∞) and L(x(t)) → L j (t → +∞), it follows that there exists t > 0 such that x(t) ∈ K i for t t. By using Proposition 4, considering that x(t) ∈ R n \ S for t 0 and x(t) ∈ K i for t t, we have that there exists c j > 0 and v j ∈ (0, 1) such that
The change of variable σ = L(x(s)) derives
for t t. Therefore, we have
This completes the proof of Proposition 5.
In what follows it remains to address the proof of Theorem 1, which is given in Section III-A.
Proof of Theorem 1: Suppose that the condition (6) holds. Then from Proposition 5, for any trajectory x(t) of the system (3), we have
From Cauchy criterion on limit existence, for any ε > 0, there exists T (ε) such that when t 2 > t 1 > T (ε), it results t2 t1 ẋ(s) ds < ε. Thus,
It follows that there exists an equilibrium point x * of (3), such that lim t→+∞ x(t) = x * . Recalling the Definition 1, we can obtain that system (3) is convergence.
Remark 1: The event-triggered condition (6) implies that the next time interval for neuron v i depends on states of the neurons v j that are synaptically linked to neuron v i We say that neuron v j is synaptically linked to neuron v i if [∇f (y)] i depends on y j , in other words,
It seems naturally that when the event triggers, the neuron v i has to send its current state information x i (t) to its outneighbours immediately in order to avoid having are broken alternately. That is to say, the inter-event time for both v j1 and v j2 will decrease to zero. This is called alternate triggering situation in the Zeno behavior.
These observations motivate us to introduce the Morse-Sard Theorem for avoiding the continuous triggering situation (P1) in Subsection III-B. In Subsection III-C, we will also prove that for all the neuron v i (i = 1, · · · , n), the alternate triggering situation is absent by using our distributed eventtriggered rule in Theorem 1.
B. Exclusion of Continuous Triggering Situation
From the rule (6), we know that a triggering event happens at a threshold time t To avoid the situation that Ψ i (t) = 0 and |e i (t)| = 0 happen at the same triggering time point t i k for some k, when the triggering function T i (e i , t) = 0 still holds after the neuron v i sends the new state to its neighbours, we define a function vector
is one of the triggering time points before the present time t and S(t, t τ ) = S 1 (t, t τ ), · · · , S n (t, t τ ) ⊤ . The following Morse-Sard theorem will be used for excluding this continuous triggering.
Theorem 2 (Morse-Sard):
For each initial data x(0), there exists a measure zero subset O ⊂ R n such that for any given neuron v i (i = 1, · · · , n), the threshold time t τ for S(t i k+1 , t τ ) = 0 corresponding to initial data x(0) ∈ R n \O are countable for all k = 0, 1, 2, · · · . That is to say, the triggering time point set
is a countable set. Proof: To show that the threshold time t τ are countable for each x(0) ∈ R n \O, we prove a statement that the Jacobian matrix dS(t, t τ ) = dS 1 (t, t τ ), · · · , dS n (t, t τ ) ⊤ has rank n at next triggering time point t = t i k+1 , where
The two components of the above equation satisfy
When event triggers and e i (t) resets to 0 in the short time period after the next time point t i k+1 , that is, e i (t
Define a initial data set for neuron v i by 
that is,
thus, for each initial data x(0) ∈ R n \O with
the Jacobian matrix dS(t, t τ ) has rank n at time t = t i k+1 . Now using the inverse function theorem at each x(0) ∈ R n \O, we can obtain that for each threshold time t τ defined in Eq. (10), the next triggering time point t i k+1 is isolated, hence the set
is a countable set. The Morse-Sard theorem is proved.
Recalling the triggering function T i (e i , t), we can obtain the results that if the initial data x(0) ∈ R n \O, then
that is to say, Ψ i (t) = 0 and |e i (t)| = 0 may never happen at the same time at all the triggering time point t i k where i = 1, · · · , n and k = 0, 1, 2, · · · . Therefore, the continuous triggering situation in the Zeno behavior (P1) is avoided.
Remark 2: To refrain x(0) from the zero measured subset O, a small perturbation on initial data x(0) can be introduced, which can make it be away from the value that leads to x(0) ∈ O. The small perturbation on initial data has no influence on the convergence of the system, for the equilibria of the system (3) do not depend on the initial data sensitively.
C. Exclusion of Alternate Triggering Situation
After we exclude the continuous triggering situation in the above section, what remains is the alternate triggering situation in the Zeno behavior. To prove that this situation is absent when using the distributed event-triggered rule (6), we will find a common positive lower-bound for all the inter-event time t i k+1 − t i k , where i = 1, · · · , n and k = 0, 1, 2, · · · . Theorem 3: Let O be a zero measured set as defined in (11) . Under the distributed event-triggered rule (6) in Theorem 1, for each x(0) ∈ R n \O, the next inter-event interval of every neuron is strictly positive and has a common positive lowerbound. Furthermore, the alternate triggering situation in the Zeno behavior is excluded.
Proof:
Based on the distributed event-triggered rule (6), the event will not trigger until
k , which possesses a positive solution. Hence, for all the neuron v i (i = 1, · · · , n), the next interevent time has a common positive lower-bound which follows η = min i∈{1,··· ,n}
It can be seen that η has no concern with all the neurons' states x i (t) (i = 1, · · · , n). Thus, there exists a common positive lower-bound, which is a constant, for the next interevent interval of each neuron. That is to say, the next triggering time point t i k+1 satisfies t i k+1 t i k +η for all i = 1, · · · , n and k = 0, 1, 2, · · · , hence the absence of the alternate triggering situation in the Zeno behavior (P2) is proved.
To sum up, we have excluded both the continuous triggering situation and alternate triggering situation in the Zeno behavior, when the distributed event-triggered rule is taken into account. Therefore, we can assert that there is no Zeno behavior for all the neurons.
IV. DISCRETE-TIME MONITORING
The continuous monitoring strategy for Theorem 1 may be costly since the state of the system should be observed simultaneously. An alternative method is to predict the triggering time point when inequality (6) does not hold and update the triggering time accordingly.
For any neuron v i (i = 1, · · · , n), according to the current event timing t i k , its state can be formulated as
for t * k < t < t 
we have the following prediction algorithm (Algorithm 1) for the next triggering time point.
With the information of each neuron at time t (14) 7:
if No in-neighbours of v i trigger during (t i k , τ ) then 9: v i triggers at time t v i sends the state information to its out-neighbours 12: Flag ← 1 In addition, when neuron v i updates its observation time ∆t i k , the triggering time predictions of v i 's out-neighbours will be affected. Therefore, besides the state formula (13) and the maximization problem (14) as given before, each neuron should take their triggering event time whenever any of its in-neighbours renews and broadcasts its state information. In other word, if one neuron updates its triggering event time, it is mandatory to inform all its out-neighbours.
Remark 3: The discrete-time monitoring by using the state formula (13) may lose the high-level efficiency of the convergence, because it abandons the continuous adjustment on δ(t) as defined in Eq. (5) . But the advantage is that a discrete-time inspection on x(t) can be introduced to ensure the convergence in Theorem 1. This can reduce the monitoring cost.
V. EXAMPLES
In this section, two numerical examples are given to demonstrate the effectiveness of the presented results and the application. Example 1: Considering a 2-dimension analytic neural network with
We have Take the different values of the parameter γ under the distributed event-triggered rule, the simulation results are shown in Table I . In this table, η is the theoretical lower-bound for the inter-event time of all the neurons calculated by (12) . ∆t min = min i∈{1,··· ,n} min k∈{0,1,2,··· } (t i k+1 −t i k ) is the actual calculation value of the minimal length of inter-event time. N is number of triggering times and T 1 stands for the first time when x(t) − ν ≤ 0.0001, as an index for the convergence rate. All results are drawn by averaging over 50 overlaps. It can be seen that the actual calculation minimal inter-event time ∆t min is larger than the corresponding theoretical lower-bound η. This implies that we have excluded the Zeno behavior with the lower-bound η of the inter-event time for all the neurons. Moreover, The actual number of event N decrease while T 1 increases with γ increasing, which is in agreement with the theoretical results. According to the definition of Lyapunov (or energy) function (4), if the input θ takes a sufficient small value and λ i → +∞ for i = 1, 2, then L(x) ≈ f (y). Thus, as an application of our results, system (3) with the distributed event-triggered rule can be utilised to seek the local minimum point of f (y) over {0, 1}
2 . Denote
where x(t) is the trajectory of the system (3). Thus y(Λ) is the local minimum point of H(y) as We also calculate the index η, ∆t min , N and T 1 with different values of γ, as shown in Table II by averaging over 50 overlaps. The notions are the same as those in Table I . It can also be seen from the Table II that we have excluded the Zeno behavior with the theoretical lower-bound η of the inter-event time smaller than the actual calculation value ∆t min under the distributed event-triggered rule. In addition, the actual number of events N decreases while T 1 increases with the increasing γ.
Similar to the first example, if θ is sufficiently small and let λ i → +∞ for i = 1, 2, it follows L(x) ≈ f (y). As an application, we use the distributed event-triggered rule to minimize H(y) = 
VI. CONCLUSION
In this paper, two triggering rules for discrete-time synaptic feedbacks in a class of analytic neural network have been proposed and proved to guarantee neural networks to be completely stable. In addition, the Zeno behaviors can be excluded. By these distributed and asynchronous event-triggering rules, the synaptic information exchanging frequency between neurons are significantly reduced. The main technique of proving complete stability is finite-length of trajectory and the Łojasiewicz inequality [12] . Two numerical examples have been provided to demonstrate the effectiveness of the theoretical results. It has also been shown by these examples the application in combinator optimisation, following the routine in [5] . Moreever, the proposed approaches can reduce the cost of synaptic interactions between neurons significantly. One step further, our future work will include the self-triggered formulation and event-triggered stability of other more general systems as well as their application in dynamic optimisation.
