A model of exact small-number representation.
To account for the size effect in numerical comparison, three assumptions about the internal structure of the mental number line (e.g., Dehaene, 1992) have been proposed. These are magnitude coding (e.g., Zorzi & Butterworth, 1999), compressed scaling (e.g., Dehaene, 1992), and increasing variability (e.g., Gallistel & Gelman, 1992). However, there are other tasks besides numerical comparison for which there is clear evidence that the mental number line is accessed, and no size effect has been observed in these tasks. This is contrary to the predictions of these three assumptions. Moreover, all three assumptions have difficulties explaining certain symmetries in priming studies of number naming and parity judgment. We propose a neural network model that avoids these three assumptions but, instead, uses place coding, linear scaling, and constant variability on the mental number line. We train the model on naming, parity judgment, and comparison and show that the size effect appears in comparison, but not in naming or parity judgment. Moreover, no asymmetries appear in primed naming or primed parity judgment with this model, in line with empirical data. Implications of our findings are discussed.