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1. Introducton
In this paper, our aim is to use the probabilistic method to solve the Neumann boundary
value problem for semilinear second order elliptic PDE of the following form:


1
2
∆u+ 〈b,∇u〉 + qu− div(g(·, u,∇u)) + f(·, u,∇u) = 0, on D,
〈∇u− 2g(·, u,∇u), ~n〉+ h(·, u) = 0, on ∂D,
(1)
where D is a bounded domain in RN with smooth boundary. ~n is the unit inward normal
vector field of D on the boundary ∂D. f , g and h are nonlinear measurable functions.
b = (b1, · · · , bN ) is a measurable RN -valued function on D and q is a measurable R-valued
function on D. Since g is not differentiable, the singular divergence term ′′divg′′ involved
in the equation will be understood as a distribution, and a classical Sobolev weak solution
will be considered.
The probabilistic approaches to the boundary value problems for second order differential
operators have been adopted by many authors and the earliest work went back to 1944
(see [9]). There have been extensive studies on the Dirichlet boundary problems (see [1],
[5], [2], [4], [8] and [15]). However, to our knowledge, there are few articles on the Neumann
boundary problems.
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When b = 0, g = 0 and f = 0, the following linear Neumann boundary problem


1
2
∆u(x) + qu(x) = 0 on D
1
2
∂u
∂~n
(x) = φ(x) on ∂D
was solved both in [1] and [8]. The solution was given in the following representation:
u(x) = Ex[
∫ ∞
0
e
∫ t
0
q(Bs)dsφ(Bt)dL
0
t ] ,
where (Bt)t≥0 is the reflecting Brownian motion in the domain D associated with the
infinitesimal generator 12∆, the process {L0t }t≥0 is the boundary local time expressed as
L0t =
∫ t
0 I∂D(Bs)dL
0
s.
In the case that a divergence term div(g) is involved, even if g is simply independent of
∇u and in a linear form, i.e. g(x, u,∇u) = Bˆ(x)u(x), where Bˆ is an integrable vector
value function, it was found that the generator L = 12∆ + b · ∇ + div(Bˆ·) + q would not
associate with any Markov processes in general. And the term div(Bˆ·) can not be handled
by Girsanov or Feyman-Kac transformation directly either. The analysis of the boundary
value problems for this general operator L in the PDEs’ literature (see e.g. [6], [13]) was
always established under an extra condition:
−div(Bˆ·) + q ≤ 0
in the sense of distribution. So that the maximum principle could be used.
The probabilistic approach for studying problem (1) in the case of f = 0 and the linear
divergence term div(Bˆ·) was applied in [3] (see also [2] for the corresponding Dirichlet
boundary problem). The term div(Bˆ·) was tackled by using the time-reversal Girsanov
transform of the symmetric reflecting diffusion associated with the operator 12∇ · (A∇).
In [14], problem (1) with nonlinear f(x, u,∇u) was studied, which generalized the result in
[3]. But the divergence term still had to be linear, since the strategy of time-reversal and h-
transform was used to transfer the operator L with divergence term to L2 = 12∆+B ·∇+Q,
so that the Girsanov and Feyman-Kac transform can be applied in the further calculations.
The direct motivation of this article is to generalize the result in [14]. When nonlinear
divergence term div(g(·, u,∇u)) is considered , it can not be treated as a part of the
generator operator because of the nonlinearity. In order to deal with this singular term,
inspired by the method introduced in [12], we consider firstly the case of g independent of
u and ∇u, then substitute the divergence term by div(∇G) in the weak sense, where G is a
function in Dirichlet space so that the decomposition and calculus can be carried out in the
framework of Dirichlet forms. This method also allows us to give the solution a probabilistic
interpretation in the form of a BSDE with forward-backward stochastic integration, which
produces a candidate for the solution. The PDE with nonlinear divergence can be solved
by Picard iteration with both analytic and probabilistic methods independently.
Due to the probabilistic method that is applied in this paper to solve problem (1), it
turns out that we need to prove the existence and uniqueness of solution for the BSDE
3which connect to the PDE. The study on this kind of BSDEs, with infinite time horizon,
forward-backward stochastic integration and local time integration, is actually of indepen-
dent interest.
The article is organized as follows. In the second section we set notations and recall the
decomposition of reflecting diffusions. Then the probabilistic interpretation of the diver-
gence term is given in Section 3. In Section 4 we prove the existence and uniqueness of the
solution for the PDEs with linear divergence terms. The last section is devoted to using
both analytic and probabilistic methods to solve the PDEs with nonlinear divergence terms
by Picard iteration.
2. Preliminaries
The domain D ⊂ RN is bounded with smooth boundary and we assume there is a smooth
function ψ such that
D = {x ∈ RN |ψ(x) > 0} and ∂D = {x ∈ RN |ψ(x) = 0}.
On ∂D, ~n := ∇ψ coincides with the unit vector pointing inward the interior of D. Set
function d(x) := d(x, D¯)2 in a neighborhood of D¯ , then d(x) = 0 in D¯ and d(x) > 0
otherwise. The penalization term ~δ(x) := ∇d(x) satisfies 〈∇ψ(x), ~δ(x)〉 ≤ 0, for all x ∈ RN .
Let dx denote the Lebesgue measure on RN and dσ the (N − 1)-dimensional Lebesgue
measure on ∂D.
Let L2(D) be the space of square integrable functions on D with the inner product and
norm as follows
(f, g) :=
∫
D
f(x)g(x)dx and ‖f‖2 := (f, f).
The first order Sobolev space on D is denoted by H1(D):
H1(D) = {f ∈ L2(D)|∇f ∈ L2(D)}.
Suppose the measurable functions
f : RN × R× RN → R; h : RN × R→ R; g = (g1, · · · , gN ) : RN ×R× RN → RN
satisfy the following conditions: there are positive constants α, β,K,M, k, β′ satisfying
K2 < 2α, such that, for any y, y′ ∈ R, z, z′ ∈ RN ,
(i) (y − y′)(f(x, y, z) − f(x, y′, z)) ≤ −α|y − y′|2;
(ii) (y − y′)(h(x, y) − h(x, y′)) ≤ −β|y − y′|2;
(iii) |f(x, y, z)− f(x, y, z′)| ≤ K|z − z′|;
(iv) f(x, y, z) and h(x, y) is continuous with respect to y for all x ∈ D, z ∈ RN , a.e.;
(v) |f(x, y, z)| ≤M(1 + |y|+ |z|), |h(x, y)| ≤M(1 + |y|) and |g(x, y, z)| ≤M ;
(vi) |g(x, y, z) − g(x, y′, z′)| ≤ k(|y − y′|+ |z − z′|);
(vii) |h(x, y)− h(x, y′)| ≤ β′|y − y′|.
4 X. Yang and J. Zhang
Consider the operator
L1 = 1
2
N∑
i,j=1
∂2
∂xixj
+
N∑
i=1
bi(x)
∂
∂xi
on the domain D equipped with the Neumann boundary condition:
∂
∂~n
:= 〈~n,∇·〉 = 0, on ∂D.
Let b : RN → RN be uniformly bounded and satisfy Lipschitz condition, i.e. there exists a
constant C0 > 0, such that for any x, x
′ ∈ RN ,
|b(x)− b(x′)| ≤ C0|x− x′|.
It is well known that there is a unique reflecting diffusion process (Ω,Ft,Xx(t), P x, x ∈ D)
associated with the generator L1 (see [10]).
Let Ex denote the expectation under the probability measure P x.
Then the process Xx(t) has the following decomposition:
Xx(t) = Xx(0) +Mx(t) +
∫ t
0
b(Xx(s))ds +
∫ t
0
~n(Xx(s))dLs, P
x − a.s.. (2)
Here, Mx(t) is a Ft−measurable square integrable continuous martingale additive func-
tional. Lt is a positive increasing continuous additive functional which is expressed as
Lt =
∫ t
0 I{Xx(s)∈∂D}dLs. {Lt, t ≥ 0} is called the boundary local time of X.
In the following discussion, we write Xx(t) as Xt or X(t) for simplicity.
We assume the measurable function q : RN → R, q ∈ Lp(D), for p > N2 , satisfying the
following conditions:
(C.1) there exists x0 ∈ D such that
Ex0 [
∫ ∞
0
e
∫ t
0
q(Xs)dsdLt] < +∞ ;
(C.2) there exists x1 ∈ D such that
Ex1 [
∫ ∞
0
e2
∫ t
0
q(Xs)dsdLt] < +∞ ;
(C.3)
sup
x∈D
Ex[
∫ ∞
0
e2
∫ t
0
q(Xs)ds|q(Xt)|2dt] <∞ .
Finally, we give the definition of the solution in which we are interested in this article.
Definition 1. A function u ∈ H1(D) is said to be a weak solution of PDE (1) if for any
test function φ ∈ C∞(D),
1
2
∫
D
〈∇u,∇φ〉(x)dx −
∫
D
〈b,∇u〉(x)φ(x)dx +
∫
D
q(x)u(x)φ(x)dx
=
∫
D
f(x, u,∇u)φ(x)dx +
∫
D
〈g(·, u,∇u),∇φ〉(x)dx − 1
2
∫
∂D
h(x)φ(x)dσ(x).
(3)
53. Interpretation of the Divergence Term
In this section, we will give a stochastic representation for the divergence term in (1) which
can be expressed as a measurable field. The second order operator in (1) is nonsymmetric
and associated with a reflecting diffusion.
The bilinear form
E(u, v) = 1
2
∫
D
∑
i=1
∂u
∂xi
∂v
∂xi
dx, ∀u, v ∈ H1(D)
is associated with the generator L0 =
1
2∆ satisfying the Neumann boundary condition
∂u
∂~n
= 0 on ∂D. Set the operator Lu := L0u + 〈b,∇u〉. Then L generates a semigroup
(Pt)t≥0 which possesses continuous densities {p(t, x, y), t ≥ 0, x, y ∈ D¯}. It is well known
that the reflecting diffusion (2) is associated with operator L, and for any u ∈ H1(D), the
Fukushima decomposition is as follows
u(Xt)− u(Xs) = Mu|ts +Nu|ts ,
where Mu|ts :=
∫ t
s
〈∇u(Xr), dBr〉 is the martingale additive functional and Nu|ts is the
zero-energy additive functional. For u ∈ C(D¯),
Nu|ts :=
∫ t
s
Lu(Xr)dr +
∫ t
s
∂u
∂~n
(Xr)dLr ,
where Lt is the additive functional corresponding to the Lebesgue measure σ(x) on ∂D. It
follows that
Ex[
∫ t
0
f(Xr)dLr] =
∫ t
0
∫
∂D
p(r, x, y)f(y)σ(dy)dr.
Consider the reverse process (XT−t)t∈[0,T ] under the probability P o, for o ∈ D¯, with the
non-homogenous transition function
Q0,tu(x) =
∫
D
p(T − t, o, y)u(y)p(t, y, x)dy
p(T, o, x)
.
We denote the density of Q0,t by pQ(t, x, y) =
p(T−t,o,y)p(t,y,x)
p(T,o,x) .
Lemma 1. Fix o ∈ D¯ and set pt(x) = p(t, o, x),
Q0,tu− u =
∫ t
0
Q0,r(
1
2
∆u− 〈b,∇u〉+ 〈∇pT−r,∇u〉
pT−r
)dr
+
1
2
∫ t
0
∫
∂D
pQ(r, x, y)
∂u
∂~n
(y)σ(dy)dr.
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Proof.
pT (x)
∫ t
0
Q0,r(
1
2
∆u− 〈b,∇u〉)dr
=
∫ t
0
∫
D
p(T − r, o, y)(1
2
∆u− 〈b,∇u〉)(y)p(r, y, x)dy
=−
∫ t
0
∫
D
L∗pT−r(y)u(y)p(r, y, x)dydr +
∫ t
0
∫
D
L∗p(r, y, x)p(T − r, o, y)u(y)dydr
−
∫ t
0
∫
D
〈∇pT−r,∇u〉p(r, y, x)dydr − 1
2
∫ t
0
∫
∂D
p(T, o, y)
∂u
∂~n
(y)p(r, y, x)σ(dy)dr
=
∫
D
p(T − t, o, y)u(y)p(t, y, x)dy − pT (x)u(x) −
∫ t
0
∫
D
〈∇pT−r,∇u〉p(r, y, x)dydr
− 1
2
∫ t
0
∫
∂D
p(T, o, y)
∂u
∂~n
(y)p(r, y, x)σ(dy)dr,
where the last equality is obtained by L∗p(t, o, y) = ∂tp(t, o, y).
Proposition 1. Fix o ∈ D¯ and set the following process
M¯u|TT−t := u(XT−t)− u(XT )−
∫ t
0
(
1
2
∆u− 〈b,∇u〉)(XT−r)dr
−
∫ t
0
〈∇pT−r,∇u〉(XT−r)
pT−r(XT−r)
dr −
∫ T
T−t
∂u
∂~n
(Xr)dLr.
(1). {M¯u|TT−t}t∈[0,T ] is a martingale with respect of the filtration F
′
t = σ{XT−s, s ∈ [0, t]}
and
M¯u|Tt − M¯u|Ts = M¯u|st .
(2). The following relation holds:
u(Xt)−u(X0) = 1
2
Mu|t0−
1
2
(M¯u|T0 −M¯u|Tt )+
∫ t
0
〈b,∇u〉(Xr)dr− 1
2
∫ t
0
〈∇pr,∇u〉(Xr)
pr(Xr)
dr.
Proof. Since
M¯u|Tt := u(Xt)− u(XT )−
∫ T−t
0
(
1
2
∆u− 〈b,∇u〉)(XT−r)dr
−
∫ T−t
0
〈∇pT−r,∇u〉(XT−r)
pT−r(XT−r)
dr −
∫ T
t
∂u
∂~n
(Xr)dLr,
it follows that
M¯u|Tt − M¯u|Ts = u(Xt)− u(Xs)−
∫ s−t
0
(
1
2
∆u− 〈b,∇u〉)(Xs−r)dr
−
∫ s−t
0
〈∇ps−r,∇u〉(Xs−r)
ps−r(Xs−r)
dr −
∫ s
t
∂u
∂~n
(Xr)dLr = M¯u|st
7and
u(Xt)− u(X0) = M¯u|Tt − M¯u|T0 −
∫ T
T−t
(
1
2
∆u− 〈b,∇u〉)(XT−r)dr
−
∫ t
0
∂u
∂~n
(Xr)dLr −
∫ T
T−t
〈∇pT−r,∇u〉(XT−r)
pT−r(XT−r)
dr
=− M¯u|t0 −
∫ t
0
(
1
2
∆u− 〈b,∇u〉)(Xr)dr
−
∫ t
0
∂u
∂~n
(Xr)dLr −
∫ t
0
〈∇pr,∇u〉(Xr)
pr(Xr)
dr.
Then
2(u(Xt)− u(X0)) = Mu|t0 − M¯u|t0 + 2
∫ t
0
〈b,∇u〉(Xr)dr −
∫ t
0
〈∇pr,∇u〉(Xr)
pr(Xr)
dr.
Therefore, we get the forward-backward martingale decomposition
u(Xt)− u(X0) = 1
2
Mu|t0 −
1
2
M¯u|t0 +
∫ t
0
〈b,∇u〉(Xr)dr − 1
2
∫ t
0
〈∇pr,∇u〉(Xr)
pr(Xr)
dr.
Corollary 1. (1). For u, v ∈ H1(D),
〈Mu,Mv〉t =
∫ t
0
〈∇u,∇v〉(Xr)dr
and
〈M¯u|T· , M¯v|T· 〉t =
∫ T
t
〈∇u,∇v〉(Xr)dr.
(2). For x = (x1, · · · , xN ) ∈ D, set ui(x) = xi, M i(t) = Mui|t0 and M¯ i(t, T ) = M¯ui|Tt ,
then
Xit −Xi0 =
1
2
M i(t)− 1
2
M¯ i(0, t) +
∫ t
0
bi(Xr)dr − 1
2
∫ t
0
∂ip(Xr)
pr(Xr)
dr.
For g = (g1, · · · , gN ) : RN → RN , we define the backward stochastic integral
∫ t
s
gi(Xr)dM¯
i
t := (L
2−) lim
δ→0
n−1∑
j=0
g(Xtj+1)M¯
i(tj , tj+1),
where the limit is over the partition s = t0 < t1 < · · · < tn = t and δ = maxj(tj+1 − tj).
Define
∫ t
s
g∗dXr =
∫ t
s
g(Xr)dMr+
∫ t
s
g(Xr)dM¯r+
∫ t
s
〈g,∇pr〉
pr
(Xr)dr+2
∫ t
s
〈g, ~n〉(Xr)dLr . (4)
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Proposition 2. For G ∈ H1(D), then we have the decomposition
G(Xt)−G(Xs) =
∫ t
s
〈∇G(Xr), dMr〉+
∫ t
s
〈b,∇G〉(Xr)dr+
∫ t
s
∂G
∂~n
(Xr)dLr−1
2
∫ t
s
∇G ∗ dXr .
(5)
The following lemma is very important in the interpretation of the divergence term divg
in PDE (1).
Lemma 2. For g ∈ L2(RN ;RN ), if there is a function G ∈ L2(RN ), such that divg = G
in weak sense, then ∫ t
s
G(Xr)dr = −
∫ t
s
g ∗ dXr.
4. PDEs with Linear Divergence Terms
In this section, we will prove the existence and uniqueness of solution for the following
Neumann boundary problem with linear divergence term, i.e. g(x, u,∇u) = g(x),

1
2
∆u+ 〈b,∇u〉 + qu− div(g) + f(·, u,∇u) = 0, on D
〈∇u− 2g, ~n〉+ h(·, u) = 0, on ∂D.
(6)
Furthermore, the probability interpretation of the solution will also be established.
The following analytic result will be used in the later discussion (see Chapter 8 in [6]).
Proposition 3. For g ∈ Lq(O), where O ⊂ RN is bounded and q > N , there exists a
unique weak solution G ∈ H10 (O) for the following equation
∆G−G = div(g).
Furthermore, G is uniformly bounded, i.e. sup
O
|G| ≤ C‖g‖Lq , where C = C(N, q, |O|).
If we suppose g ∈ L∞(O) and O is a C1,1-domain, then G ∈ C1,1(O¯), i.e. there exists a
constant C > 0, for any x, x′ ∈ O¯, |G(x) −G(x′)| ≤ C|x− x′|.
Remark 1. Since g ∈ L2(D), for any ψ ∈ C∞(D),
|S(ψ)| := |
∫
D
〈g,∇ψ〉dx| ≤ ‖g‖ · ‖ψ‖H1
implies that S is a bounded linear operator on H1(D). By Riesz representation theorem,
there is function G ∈ H1(D) such that∫
D
〈g,∇ψ〉dx =
∫
D
〈∇G,∇ψ〉(x) +G(x)ψ(x)ds.
Suppose g ∈ L∞(D), we can find a bounded domain O with smooth boundary, such that
D ⊂⊂ O and extend g on O such that g ∈ L∞(O). Therefore, by Proposition 3, there exists
a Hölder continuous function G¯ ∈ H10 (O), for any test function φ ∈ C∞0 (O),∫
O
〈g,∇φ〉(x)dx =
∫
O
〈∇G¯,∇φ〉(x) + G¯(x)φ(x)dx.
9By the uniqueness of Reisz representation theorem, we find G¯ restricted on D denoted by
G¯|D in H1(D), therefore G¯|D = G implies that G ∈ C1,1(D).
Remark 2. By Remark 1, PDE (6) is equivalent to the following equation


1
2
∆(u− 2G) + 〈b,∇u〉 + qu+G+ f(·, u,∇u) = 0, on D,
〈∇(u− 2G), ~n〉+ h(·, u) = 0, on ∂D.
(7)
If we set u˜(x) = u(x)− 2G(x), then equation (7) can be rewritten as


1
2
∆u˜+ 〈b,∇u˜〉+ qu˜+ f˜(·, u˜,∇u˜) = 0, on D,
〈∇u˜, ~n〉+ h˜(·, u˜) = 0, on ∂D,
(8)
with
f˜(x, y, z) = 2〈b(x),∇G(x)〉 + 2q(x)G(x) +G(x) + f(x, y + 2G(x), z + 2∇G(x))
and
h˜(x, y) = h(x, y + 2G(x)).
Proposition 4. Under conditions (i)-(v) and (C.2), (C.3), assume there exist two neg-
ative constants λ and µ such that −2α+K2 < λ < 0 and −2β < µ < 0, then the following
BSDE admits a unique solution (Y x, Zx),


Y xt = Y
x
T +
∫ T
t
q(Xs)Y
x
s ds +
∫ T
t
F (s, Y xs , Z
x
s )ds+
∫ T
t
H(s, Y xs )dLs −
∫ T
t
〈Zxs , dMs〉,
lim
t→∞ e
1
2
(λt+µLt)+
∫ t
0
q(Xs)dsY xt = 0, in L
2(P x),
(9)
where F (t, y, z) = f˜(Xt, y, z) and H(t, y) = h˜(Xt, y).
Proof. Firstly, we prove the existence of solution. Set
F˜ (t, y, z) = e
∫ t
0
q(Xs)dsF (t, e−
∫ t
0
q(Xs)dsy, e−
∫ t
0
q(Xs)dsz)
and
H˜(t, y) = e
∫ t
0
q(Xs)dsH(t, e−
∫ t
0
q(Xs)dsy).
Then, it is easy to check that
(i) (y − y′)(F˜ (t, y, z) − F˜ (t, y′, z)) ≤ −α|y − y′|2;
(ii) (y − y′)(H˜(t, y)− H˜(t, y′)) ≤ −β|y − y′|2;
(iii) |F˜ (t, y, z) − F˜ (t, y, z′)| ≤ K|z − z′|.
Furthermore, by the boundedness of functions b,G,∇G and the assumption (v), there is
a constant C, such that
|F˜ (t, y, z)| ≤ Ce
∫ t
0
q(Xs)ds(1 + q(Xt)) +K(|y|+ |z|)
and
|H˜(t, y)| ≤ Ce
∫ t
0
q(Xs)ds +K|y|.
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Under (C.2), from [2] and [14], we know that there are two positive constants C, θ such
that supx∈D Ex[e2
∫ t
0
q(Xs)ds] < Ce−θt and supx∈D Ex[
∫∞
0 e
2
∫ t
0
q(Xs)dsdLt] < +∞, then
sup
x∈D
Ex[
∫ ∞
0
e2
∫ t
0
q(Xs)ds(dt+ dLt)] < +∞.
So by the negativity of λ, µ and condition (C.3) we have
Ex[
∫ ∞
0
eλt+µLt+2
∫ t
0
q(Xs)ds((1 + |q(Xt)|2)dt+ dLt)] < +∞.
Therefore, by Theorem 2.1 in [11], there exists a unique pair of solution (Y˜ x, Z˜x) for the
following BSDE


Y˜ xt = Y˜
x
T +
∫ T
t
F˜ (s, Y˜ xs , Z˜
x
s )ds +
∫ T
t
H˜(s, Y˜ xs )dLs −
∫ T
t
〈Z˜xs , dMs〉, t < T,
lim
t→∞ e
1
2
(λt+µLt)Y˜ xt = 0, in L
2(P x).
(10)
Furthermore, we have the following estimate
Ex
[
sup
t
eλt+µLt |Y˜ xt |2 +
∫ ∞
0
eλt+µLt |Z˜xt |2dt
]
≤CEx
[ ∫ ∞
0
eλt+µLt(|F˜ (t, 0, 0)|2dt+ |H˜(t, 0)|2dLt)
]
≤C ′Ex
[ ∫ ∞
0
eλt+µLt+2
∫ t
0
q(Xr)dr((1 + |q(Xt)|2)dt+ dLt)
]
.
Set Y xt = e
− ∫ t
0
q(Xs)dsY˜ xt and Z
x
t = e
− ∫ t
0
q(Xs)dsZ˜xt . Then Itô’s formula yields
dY xt =− q(Xt)e−
∫ t
0
q(Xs)dsY˜ xt − e−
∫ t
0
q(Xs)dsF˜ (t, Y˜ xt , Z˜
x
t )dt− e−
∫ t
0
q(Xs)dsH˜(t, Y˜ xt )dLt
+ e−
∫ t
0
q(Xs)ds〈Z˜xt , dMt〉
=− q(Xt)Y xt − F (t, Y xt , Zxt )dt−H(t, Y xt )dLt + 〈Zxt , dMt〉
and lim
t→∞ e
1
2
(λt+µLt)+
∫ t
0
q(Xs)dsY xt = lim
t→∞ e
1
2
(λt+µLt)Y˜ xt = 0. Moreover,
Ex
[
sup
t
eλt+µLt+2
∫ t
0
q(Xs)ds|Y xt |2 +
∫ ∞
0
eλt+µLt+2
∫ t
0
q(Xs)ds|Zxt |2dt
]
≤ C ′Ex
[ ∫ ∞
0
eλt+µLt+2
∫ t
0
q(Xs)ds((1 + |q(Xt)|2)dt+ dLt)
]
.
Now we turn to prove the uniqueness of solution. We assume there exists another pair of
solution (Y¯ x, Z¯x) for BSDE (9). Set ∆Yt = Y¯
x
t −Y xt , ∆Zt = Z¯xt −Zxt , ∆Ft = F (t, Y¯ xt , Z¯xt )−
F (t, Y xt , Z
x
t ) and ∆Ht = H(t, Y¯
x
t )−H(t, Y xt ), then it follows that
deλt+µLt+2
∫ t
0
q(Xu)du|∆Yt|2
= eλt+µLt+2
∫ t
0
q(Xu)du
(− 2q(Xt)|∆Yt|2dt− 2∆Yt∆Ftdt− 2∆Yt∆HtdLt + 2∆Yt〈∆Zt, dMt〉
+ |∆Zt|2dt+ (λ+ 2q(Xt))|∆Yt|2dt+ µ|∆Yt|2dLt
)
.
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For t < T ,
eλt+µLt+2
∫ t
0
q(Xs)ds|∆Yt|2 +
∫ T
t
eλs+µLs+2
∫ s
0
q(Xr)dr|∆Zs|2ds
= eλT+µLT+2
∫ T
0
q(Xs)ds|∆YT |2 +
∫ T
t
eλs+µLs+2
∫ s
0
q(Xr)dr(2∆Ys∆Fs − λ|∆Ys|2)ds
+
∫ T
t
eλs+µLs+2
∫ s
0
q(Xr)dr(2∆Ys∆Hs − µ|∆Ys|2)dLs − 2
∫ T
t
eλs+µLs+2
∫ s
0
q(Xr)dr∆Ys〈∆Zs, dMs〉
≤ eλT+µLT+2
∫ T
0
q(Xs)ds|∆YT |2 +
∫ T
t
eλs+µLs+2
∫ s
0
q(Xr)dr(−2α+K2 − λ)|∆Ys|2 + |∆Zs|2ds
+
∫ T
t
eλs+µLs+2
∫ s
0
q(Xr)dr(−2β − µ)|∆Ys|2dLs − 2
∫ T
t
eλs+µLs+2
∫ s
0
q(Xr)dr∆Ys〈∆Zs, dMs〉.
Therefore, it follows that
eλt+µLt+2
∫ t
0
q(Xu)du|∆Yt|2 ≤ eλT+µLT+2
∫ T
0
q(Xs)ds|∆YT |2
− 2
∫ T
t
eλs+µLs+2
∫ s
0
q(Xu)du∆Ys〈∆Zs, dMs〉.
This implies
Ex
[
eλt+µLt+2
∫ t
0
q(Xs)ds|∆Yt|2
]
≤ Ex
[
eλT+µLT+2
∫ T
0
q(Xs)ds|∆YT |2
]
.
Since lim
t→∞E
x[eλt+µLt+2
∫ t
0
q(Xu)du|∆Yt|2] = 0 and the arbitrariness of T , we find that ∆Yt =
0, P x − a.e.. The uniqueness is proved.
Corollary 2.
sup
x∈D
[|Y x0 |] < +∞. (11)
Proof. Estimate (4) yields
|Y x0 |2 = Ex[|Y x0 |2] ≤ CEx
[ ∫ ∞
0
eλt+µLt+2
∫ t
0
q(Xs)ds((1 + |q(Xt)|2)dt+ dLt)
]
.
By [14] and the assumptions in the last proposition,
supEx
[ ∫ ∞
0
eλt+µLt+2
∫ t
0
q(Xs)ds((1 + |q(Xt)|2)dt+ dLt)
]
< +∞,
then (11) is obtained.
Theorem 1. Under assumptions (i)-(v) and (C.1)-(C.3), Neumann problem (6) admits
a unique bounded weak solution.
Proof. Existence: Let (Y x, Zx) denote the solution of BSDE (9). Set u0(x) = Y
x
0 and
v0(x) = Z
x
0 . Then
u0(X
x
t ) = Y
x
t , v0(X
x
t ) = Z
x
t .
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We consider the following PDE:

1
2
∆u˜+ 〈b,∇u˜〉+ qu˜+ f˜(·, u0, v0) = 0, on D;
〈∇u˜, ~n〉+ h˜(·, u0) = 0, on ∂D,
(12)
with f˜(x, y, z) = 2q(x)G(x) + 2〈b,∇G〉(x) +G(x) + f(x, y + 2G, z + 2∇G) and h˜(x, y) =
h(x, y + 2G(x)). It is known that linear PDE (12) has a unique bounded weak solution
u˜ ∈ H1(D) (see Theorem 3.1 in [14]). Next we will prove that u˜ = u0 and ∇u˜ = v0.
We begin with the following decomposition:
du˜(Xt) =〈∇u˜(Xt), dMt〉 − h˜(Xt, u0(Xt))dLt − q(Xt)u˜(Xt)dt− f˜(Xt, u0(Xt), v0(Xt))dt
=〈∇u˜(Xt), dMt〉 − q(Xt)u˜(Xt)dt−H(t, Y xt )dLt − F (t, Y xt , Zxt ).
Set u¯t = u˜(Xt)− u0(Xt) and z¯t = ∇u˜(Xt)− v0(Xt), then
du¯t = −q(Xt)u¯tdt+ 〈z¯t, dMt〉.
A simple calculation yields
de
∫ t
0
q(Xs)dsu¯t = e
∫ t
0
q(Xs)ds〈z¯t, dMt〉,
and for any t < T , by (C.1), we have
0 ≤ e
∫ t
0
q(Xs)ds|u¯t| = |Ex[e
∫ T
0
q(Xs)dsu¯T |Ft]|
≤ (‖u˜‖∞ + ‖u0‖∞)Ex[e
∫ T
0
q(Xs)ds|Ft]→ 0, T →∞.
Therefore, we found u¯t = 0, z¯t = 0. This yields
u˜(Xt) = u0(Xt), ∇u˜(Xt) = v0(Xt).
u˜(x) = Ex[u˜(X0)] = E
x[u0(X0)] = u0(x) and ∇u˜(x) = Ex[∇u˜(X0)] = E[v0(X0)] = v0(x).
It follows that u˜ is a weak solution of the following PDE

1
2
∆u˜+ 〈b,∇u˜〉+ qu˜+ f˜(·, u˜,∇u˜) = 0, on D
〈∇u˜, ~n〉+ h˜(·, u˜) = 0, on ∂D.
Therefore, u = u˜+ 2G is a solution of PDE (6).
Uniqueness: If u′ is another weak solution of PDE (6), it is easy to check that ((u′ +
2G)(Xt),∇(u′+2G)(Xt)) is another solution of BSDE (9). By the uniqueness of the solution
for this BSDE, u = u′ is obtained.
Now we come to the probabilistic interpretation of the solution.
Theorem 2. If u is the weak solution of Neumann boundary problem (6), the process
u(Xt) satisfies the following differential equation, for 0 ≤ s ≤ t,
u(Xt)− u(Xs) = −
∫ t
s
q(Xr)u(Xr) + f(Xr, u(Xr),∇u(Xr))dr −
∫ t
s
〈∇u(Xr), ~n〉dLr
−
∫ t
s
g(Xr) ∗ dXr +
∫ t
s
〈∇u(Xr), dMr〉.
(13)
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Proof. If u is the weak solution of PDE (6), then u˜ = u− 2G is the weak solution of (8).
It is obtained that
u˜(Xt)− u˜(Xs) =−
∫ t
s
f˜(Xr, u˜(Xr),∇u˜(Xr))dr −
∫ t
s
q(Xr)u˜(Xr)dr −
∫ t
s
h˜(Xr, u˜(Xr))dLr
+
∫ t
s
〈∇u˜(Xr), dMr〉.
By Proposition 2,
u(Xt)− u(Xs) =u˜(Xt)− u˜(Xs) + 2G(Xt)− 2G(Xs)
=−
∫ t
s
f˜(Xr, u˜(Xr),∇u˜(Xr))dr −
∫ t
s
q(Xr)u˜(Xr)dr −
∫ t
s
h˜(Xr, u˜(Xr))dLr
+
∫ t
s
〈∇u˜(Xr), dMr〉+ 2
∫ t
s
〈∇G(Xr), dMr〉+ 2
∫ t
s
〈b,∇G〉(Xr)dr
+ 2
∫ t
s
∂G
∂~n
(Xr)dLr −
∫ t
s
∇G ∗ dXr
=
∫ t
s
〈∇u(Xr), dMr〉 −
∫ t
s
q(Xr)u(Xr) +G(Xr) + f(Xr, u(Xr),∇u(Xr))dr
−
∫ t
s
∇G ∗ dXr +
∫ t
s
2
∂G
∂~n
(Xr)− h(Xr, u(Xr))dLr.
Noting that div(g −∇G) = −G and by Lemma 2, we have
∫ t
s
G(Xr)dr =
∫ t
s
(g −∇G) ∗ dXr.
Therefore, (13) is proved.
5. PDEs with Nonlinear Divergence Terms
In this section, we assume the divergence term g satisfies Lipschitz condition (vi). Let us
consider the Picard sequence (un)n≥1 defined by u0 = 0 and for all n ∈ N∗ we denote by
un the solution of the linear PDE:


1
2
∆un + qun + 〈b,∇un〉 − divg(·, un−1,∇un−1) + f(·, un,∇un) = 0, on D ;
〈∇un − 2g(·, un−1,∇un−1), ~n〉+ h(·, un) = 0, on ∂D.
(14)
From Section 4, we know that un exists uniquely.
5.1. Analytic method
Theorem 3. Under conditions (C.1)-(C.3) and (i)-(vii) with k < 12 and α large enough,
assume also q is bounded, then Neumann problem (1) admits a unique weak solution.
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Proof. For simplicity, we set fn(x) = f(x, u
n(x),∇un(x)), hn(x) = h(x, un(x)) and gn(x) =
g(x, un(x),∇un(x)). By further calculation, we get
‖∇(un+1 − un)‖2 =2(〈b,∇(un+1 − un)〉, un+1 − un) + 2(gn − gn−1,∇(un+1 − un))
+ 2(q(un+1 − un), (un+1 − un)) + 2(fn+1 − fn, un+1 − un)
−
∫
∂D
(hn+1 − hn)(un+1 − un)dσ
≤M2ǫ1‖∇(un+1 − un)‖2 + 1
ǫ1
‖un+1 − un‖2 + 2k
2
ǫ2
‖un − un−1‖2H1
+ ǫ2‖∇(un+1 − un)‖2 + 2(−α+M1)‖un+1 − un‖2 + ǫ3‖∇(un+1 − un)‖2
+
K2
ǫ3
‖un+1 − un‖2 + 2β′
∫
∂D
|un+1 − un|2dσ,
where M = supx |b(x)|, M1 = supx∈D q(x). Then
(1−M2ǫ1 − ǫ2 − ǫ3)‖∇(un+1 − un)‖2
≤ 2k
2
ǫ2
‖un − un−1‖2H1 + (2(−α+M1 + β′‖Tr‖) +
1
ǫ1
+
K2
ǫ3
)‖un+1 − un‖2.
Hence,
(1−M2ǫ1 − ǫ2 − ǫ3)‖un+1 − un‖2H1 ≤
2k2
ǫ2
‖un − un−1‖2H1
+ (1−M2ǫ1 − ǫ2 − ǫ3 + 2(−α+M1 + β′‖Tr‖) + 1
ǫ1
+
K2
ǫ3
)‖un+1 − un‖2.
As k < 1
2
√
2
and α large enough (i.e.−α+M1+β′‖Tr‖+34+
√
(−α+M1 + β′‖Tr‖+ 34)2 + 6M2 <
3(12 −
√
2k)), then we can choose ǫ1, ǫ2, ǫ3 > 0 such that
1−M2ǫ1 − ǫ2 − ǫ3 > 0,
1−M2ǫ1 − ǫ2 − ǫ3 − 2α+ 2M1 + 2β′‖Tr‖+ 1
ǫ1
+
K2
ǫ3
< 0,
2k2 < ǫ2(1−M2ǫ1 − ǫ2 − ǫ3),
(For example, one can takeM2ǫ1 = ǫ3 =
1
3(−α+M1+β′‖Tr‖+34+
√
(−α+M1 + 34)2 + 6M2), ǫ2 =
M2ǫ1+ǫ3−1
2 .)
Set γ = k
2
ǫ2(1−M2ǫ1−ǫ2−ǫ3) < 1. It follows that
‖un+1 − un‖2H1 ≤ γ‖un − un−1‖2H1 ≤ · · · ≤ γn‖u1‖2H1 .
Therefore, {un} is a Cauchy sequence in H1(D), and we denote the limit of {un} by u. For
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any test function φ ∈ C∞(D), we have
1
2
∫
D
〈∇u,∇φ〉(x)dx −
∫
D
〈b,∇u〉(x)φ(x)dx +
∫
D
q(x)u(x)dx
= lim
n→∞
(
1
2
∫
D
〈∇un,∇φ〉(x)dx −
∫
D
〈b,∇un〉(x)φ(x)dx +
∫
D
q(x)un(x)dx
)
= lim
n→∞
(∫
D
fn(x)φ(x)dx +
∫
D
〈gn−1(·),∇φ〉(x)dx − 1
2
∫
∂D
hn(x)φ(x)dσ(x)
)
=
∫
D
f(x, u,∇u)φ(x)dx +
∫
D
〈g(·, u,∇u),∇φ〉(x)dx − 1
2
∫
∂D
h(x, u)φ(x)dσ(x),
where the last equality is due to
|f(x, un,∇un)− f(x, u,∇u)| ≤ |α||u − un|+K|∇u−∇un|,
|g(x, un−1,∇un−1)− g(x, u,∇u)| ≤ k(|u− un−1|+ |∇u−∇un−1|),
and∫
∂D
|h(x, un)− h(x, un−1)||φ(x)|dσ(x) ≤ (
∫
∂D
|φ(x)|2dσ) 12 · ‖h(·, un)− h(·, un−1)‖L2(∂D)
≤ (
∫
∂D
|φ(x)|2dσ) 12 · ‖Tr‖ · ‖h(·, un)− h(·, un−1)‖
≤ |β|(
∫
∂D
|φ(x)|2dσ) 12 · ‖Tr‖ · ‖un − un−1‖
→ 0, n→∞.
Therefore, u ∈ H1(D) is a weak solution for (1).
Suppose u, u¯ are two weak solutions, we obtain that
‖∇(u− u¯)‖2 =2(〈b,∇(u − u¯)〉, u− u¯) + 2(g(·, u,∇u) − g(·, u¯,∇u¯),∇(u− u¯))
+ 2(q(u− u¯), (u − u¯)) + 2(f(·, u,∇u) − f(·, u¯,∇u¯), u− u¯)
−
∫
∂D
(h(x, u) − h(x, u¯))(u− u¯)dσ(x).
By the same method in the proof of existence, there is a constant γ < 1 such that
‖u− u¯‖2H1 ≤ γ‖u− u¯‖2H1 ,
which implies that u = u¯.
5.2. Probabilistic Method
In this section, we simply assume b = 0 in PDE (1), and consider the symmetric reflecting
diffusions correspondingly. Actually, we can combine the drift term 〈b,∇u〉 and nonlinear
term f(x, u,∇u) into a new nonlinear term F (x, u,∇u) := 〈b,∇u〉 + f(x, u,∇u) so that
this assumption is realized, without weakening our result. The solution for the nonlinear
PDE will be given by probabilistic method independent of the analytic one.
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Setting u0 = 0, we consider the following PDE:


1
2
∆un + qun − divg(·, un−1,∇un−1) + f(·, un,∇un) = 0, on D,
〈∇un − 2g(·, un−1,∇un−1), ~n〉+ h(·, un) = 0, on ∂D.
(15)
By Theorem 1, (15) admits a unique solution un for every n ∈ N.
Let m denote the Lebesgue measure on D and set the pobability space Ω′ = D ⊗ Ω and
probability Pm = m ⊗ P . {Xt}t≥0 is the reflecting Brownian motion in domain D of the
following form:
Xt −Xs = Bt −Bs +
∫ t
s
~n(Xr)dLr, ∀ 0 ≤ s ≤ t.
It is known that, {Xt}t≥0 is a symmetric diffusion with initial distribution m.
By the symmetricalness, we know that
B¯(s, t) = 2Xs − 2Xt +Bt −Bs = Bs −Bt − 2
∫ t
s
~n(Xr)dLr,
which is a backward martingale under Pm with respect to the backward filtration F ′s =
σ{Xr|r ∈ [s,∞)}.
For g = (g1, · · · , gN ) : RN → RN , as in Section 3 we define the backward stochastic integral
as follows
∫ t
s
gi(Xr)dB¯
i
t = (L
2−) lim
δ→0
n−1∑
j=0
g(Xtj+1)B¯
i(tj , tj+1), (16)
where the limit is over the partition s = t0 < t1 < · · · < tn = t and δ = maxj(tj+1 − tj).
In this case, for 0 ≤ s ≤ t, one has
∫ t
s
g ∗ dXr =
∫ t
s
〈g(Xr), dBr〉+
∫ t
s
〈g(Xr), dB¯r〉+ 2
∫ t
s
〈g, ~n〉(Xr)dLr. (17)
The following lemma is from [12].
Lemma 3. (Ito’s Formula) Assume that (Y,Z) is a solution of the following BSDE
Yt = YT −
∫ T
t
〈Zr, dBr〉+
∫ T
t
f(Xr, Yr, Zr)dr +
∫ T
t
h(Xr, Yr)dLr +
∫ T
t
g(Xr, Yr, Zr) ∗ dXr.
Then, ∀t ∈ [0, T ], one has Pm−almost surely,
|Yt|2 =|YT |2 − 2
∫ T
t
Yr〈Zr, dBr〉+ 2
∫ T
t
Yrf(Xr, Yr, Zr)dr + 2
∫ T
t
Yrh(Xr, Yr)dLr
+ 2
∫ T
t
Yrg(Xr, Yr, Zr) ∗ dXr −
∫ T
t
|Zr|2dr + 2
∫ T
t
〈g(Xr , Yr, Zr), Zr〉dr.
Theorem 4. Under assumptions (C.1)-(C.3) and (i)-(vii) with k < 1
2
√
2
and α large
enough, then Neumann problem (1) admits a unique bounded weak solution.
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Proof. Existence: As un is the solution of (14), by Theorem 2, we have
un(Xt)− un(Xs) =
∫ t
s
〈∇un(Xr), dBr〉 −
∫ t
s
q(Xr)u
n(Xr)dr −
∫ t
s
f(Xr, u
n(Xr),∇un(Xr))dr
+
∫ t
s
〈∇un, ~n〉(Xr)dLr −
∫ t
s
g(Xr, u
n−1(Xr),∇un−1(Xr)) ∗ dXr
=
∫ t
s
〈∇un(Xr), dBr〉 −
∫ t
s
q(Xr)u
n(Xr)dr −
∫ t
s
f(Xr, u
n(Xr),∇un(Xr))dr
−
∫ t
s
h(Xr, u
n(Xr))dLr −
∫ t
s
〈g(Xr , un−1(Xr),∇un−1(Xr)), dBr + dB¯r〉.
Applying Itô’s formula to e2
∫ t
0
q(Xr)dr+λt+µLt |(un+1 − un)(Xt)|2, we get
e2
∫ t
0
q(Xr)dr+λt+µLt |(un+1 − un)(Xt)|2 +
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLr |∇(un+1 − un)(Xr)|2dr
=e2
∫ T
0
q(Xr)dr+λT+µLT |(un+1 − un)(XT )|2 −
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLr |(un+1 − un)(Xr)|2(λdr + µdLr)
−2
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLr(un+1(Xr)− un(Xr))〈∇(un+1 − un)(Xr), dBr〉
+2
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLr(un+1(Xr)− un(Xr))(fn+1(Xr)− fn(Xr))dr
+2
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLr(un+1(Xr)− un(Xr))(hn+1(Xr)− hn(Xr))dLr
+2
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLr〈∇un+1 −∇un, gn − gn−1〉(Xr)dr
+2
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLr((un+1 − un)(Xr))〈g(Xr , un−1(Xr),∇un−1(Xr)), dBr + dB¯r〉.
Taking expectation Em on both sides of the above equality, and letting T tends to infinity,
since un is bounded, we have
lim
t→∞E
m[e2
∫ t
0
q(Xr)dr|(un+1 − un)(Xt)|2] = 0
and
Em
[
e2
∫ t
0
q(Xr)dr+λt+µLt |(un+1 − un)(Xt)|2 +
∫ ∞
t
e2
∫ r
0
q(Xs)ds+λr+µLr |∇(un+1 − un)(Xr)|2dr
]
≤Em
∫ ∞
t
e2
∫ r
0
q(Xu)du+λr+µLr
(
(−λ− 2α+ K
2
ǫ1
)|(un+1 − un)(Xr)|2 + ǫ1|∇(un+1 − un)(Xr)|2
)
dr
+ ǫ2E
m
∫ ∞
t
e2
∫ r
0
q(Xs)ds+λr+µLr |∇(un+1 − un)(Xr)|2dr
+ (−2β − µ)Em
∫ ∞
t
e2
∫ r
0
q(Xs)ds+λr+µLr |(un+1 − un)(Xr)|2dLr
+
2k2
ǫ2
Em
∫ ∞
t
e2
∫ r
0
q(Xs)ds+λr+µLr |(un − un−1)(Xr)|2 + |∇(un − un−1)(Xr)|2dr.
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By further calculation, we obtain
Em
[
(λ+ 2α− K
2
ǫ1
)
∫ ∞
t
e2
∫ r
0
q(Xs)ds+λr+µLr |(un+1 − un)|2(Xr)dr
+ (1− ǫ1 − ǫ2)
∫ ∞
t
e2
∫ r
0
q(Xs)ds+λr+µLr |∇(un+1 − un)|2(Xr)dr
]
≤ 2k
2
ǫ2
Em
∫ ∞
t
e2
∫ r
0
q(Xs)ds+λr+µLr(|(un − un−1)(Xr)|2 + |∇(un − un−1)(Xr)|2)dr.
Suppose k < 1
2
√
2
, and choose λ, ǫ1, ǫ2 such that λ + 2α − K2ǫ1 = 1 − ǫ1 − ǫ2 and k2 <
ǫ2(1−ǫ1−ǫ2)
2 .
(For example, set ǫ2 =
1−ǫ1
2 , we can choolse ǫ1 ∈ (0, 1) such that
ǫ2(1− ǫ1 − ǫ2)
2
=
(1− ǫ1)2
8
∈ (k2, 1
8
), i.e. 0 < ǫ1 < 1− 2
√
2k.
Furthermore, if positive number α large enough satisfying
α >
√
2
2
k +
K2
1− 2√2k ,
then we can choose λ < 0 such that
λ := −2α+ K
2
ǫ1
+ 1− ǫ1 − ǫ2 = −2α+ K
2
ǫ1
+
1− ǫ1
2
< 0
It also satisfies λ > −2α+K2.)
Set γ = 2k
2
ǫ2(1−ǫ1−ǫ2) , then it follows
Em
∫ ∞
t
e2
∫ r
0
q(Xs)ds+λr+µLr (|(un+1 − un)(Xr)|2 + |∇(un+1 − un)(Xr)|2)dr
≤ γEm
∫ ∞
t
e2
∫ r
0
q(Xs)ds+λr+µLr(|(un − un−1)|2(Xr) + |∇(un − un−1)|2(Xr))dr
≤ · · · ≤ γnEm
∫ ∞
t
e2
∫ r
0
q(Xs)ds+λr+µLr(|u1|2(Xr) + |∇u1|2(Xr))dr.
By standard calculation, since
e2
∫ t
0
q(Xr)dr+λt+µLt |u1(Xt)|2 +
∫ ∞
t
e2
∫ r
0
q(Xs)ds+λr+µLr |∇u1(Xr)|2dr
=−
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLr |u1(Xr)|2(λdr + µdLr)− 2
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLru1(Xr)〈∇u1(Xr), dBr〉
+2
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLru1(Xr)f1(Xr)dr + 2
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLru1(Xr)h1(Xr)dLr
+2
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLr〈∇u1, g0〉(Xr)dr + 2
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLru1(Xr)g0(Xr)(dBr + dB¯r),
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then, by the boundedness of u1, f, h, g, we obtain
Em
[
(λ+ 2α− K
2
ǫ1
)
∫ ∞
t
e2
∫ r
0
q(Xs)ds+λr+µLr |u1(Xr)|2dr
+ (1− ǫ1 − ǫ2)
∫ ∞
t
e2
∫ r
0
q(Xu)du+λr+µLr |∇u1(Xr)|2dr
]
≤Em
[ ∫ ∞
t
e2
∫ r
0
q(Xs)ds+λr+µLr
(
(|u1(Xr)f0(Xr)|+ 1
ǫ2
|g0(Xr)|2)dr + |u1(Xr)h0(Xr)|dLr
)]
.
Therefore, (e
∫ t
0
q(Xs)ds+
1
2
λt+ 1
2
µLtun(Xt), e
2
∫ t
0
q(Xs)ds+
1
2
λt+ 1
2
µLt∇un(Xt)) is a Cauchy Sequence
in L2(Ω× [0,∞)). We denote the limit as (Y˜t, Z˜t). Set
Yt = e
− ∫ t
0
q(Xs)ds− 12λt− 12µLt Y˜t, Zt = e−
∫ t
0
q(Xs)ds− 12λt− 12µLtZ˜t.
Then, it is easy to check that (Y,Z) is the solution of the following BSDE


Yt = YT +
∫ T
t
〈Zr, dBr〉 −
∫ T
t
q(Xr)Yrdr −
∫ T
t
f(Xr, Yr, Zr)dr +
∫ T
t
〈Zr, ~n〉dLr
−
∫ T
t
g(Xr, Yr, Zr) ∗ dXr,
lim
t→∞ e
∫ t
0
q(Xr)dr+
1
2
λt+ 1
2
µLtYt = 0, in L
2(Ω, P x).
(18)
Set u0 = E
x[Y0] and v0 = E
x[Z0]. Consider the following linear equation


1
2
∆u˜+ qu˜− div(g(·, u0 , v0)) + f(·, u0, v0) = 0, on D,
〈∇u˜− 2g(·, u0, v0), ~n〉+ h(·, u0) = 0, on ∂D,
and by the same method in Section 4, we find that u0 = u˜ and v0 = ∇u˜. Therefore, u˜ is a
weak solution for PDE (1).
Uniqueness: Suppose that u¯ is another weak solution of PDE (1). By the same method
in Theorem 2 (set g¯(x) = g(x, u¯(x),∇u¯(x))), we find Y¯t = u¯(Xt), Z¯t = ∇u¯(Xt) satisfies
the following BSDE


Y¯t = Y¯T +
∫ T
t
〈Z¯r, dBr〉 −
∫ T
t
q(Xr)Y¯rdr −
∫ T
t
f(Xr, Y¯r, Z¯r)dr +
∫ T
t
〈Z¯r, ~n〉dLr
−
∫ T
t
g(Xr, Y¯r, Z¯r) ∗ dXr,
lim
t→∞ e
∫ t
0
q(Xr)dr+
1
2
λt+ 1
2
µLt Y¯t = 0, in L
2(Ω, P x).
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By Ito’s formula, we get
e2
∫ t
0
q(Xr)dr+λt+µLt |Yt − Y¯t|2 +
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLr |Zr − Z¯r|2dr
=−
∫ ∞
t
e2
∫ r
0
q(Xs)ds+λr+µLr |Yr − Y¯r|2(λdr + µdLr)
−2
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLr (Yr − Y¯r)〈Zr − Z¯r, dBr〉
+2
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLr (Yr − Y¯r)(f(Xr, Yr, Zr)− f(Xr, Y¯r, Z¯r))dr
+2
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLr (Yr − Y¯r)(h(Xr, Yr))− h(Xr, Y¯r)dLr
+2
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLr 〈Zr − Z¯r, g(Xr , Yr, Zr)− g(Xr, Y¯r, Z¯r)〉dr
+2
∫ T
t
e2
∫ r
0
q(Xs)ds+λr+µLr (Yr − Y¯r)〈g(Xr, Yr, Zr)− g(Xr , Y¯r, Z¯r), dBr + dB¯r〉.
By the properties of f, g, h, it follows that
Em[(λ+ 2α− K
2
ǫ1
− 2k
2
ǫ2
)
∫ ∞
t
e2
∫ r
0
q(Xs)ds+λr+µLr |Yr − Y¯r|2
+ (1− ǫ1 − ǫ2 − 2k
2
ǫ2
)
∫ ∞
t
e2
∫ r
0
q(Xs)ds+λr+µLr |Zr − Z¯r|2] ≤ 0.
As stated before, we choose λ, ǫ1, ǫ2 such that λ−2α−K2ǫ1 = 1−ǫ1−ǫ2 and k2 <
ǫ2(1−ǫ1−ǫ2)
2 ,
then we obtain
Em[
∫ ∞
t
e2
∫ r
0
q(Xs)ds+λr+µLr |Yr − Y¯r|2 + |Zr − Z¯r|2] ≤ 0.
This implies that |Yt − Y¯t|2 = 0 and |Zt − Z¯t|2 = 0 for every t ≥ 0, which provide that
u = u¯ and ∇u = ∇u¯.
The following theorem summerizes the relationship between PDEs and BSDEs. The first
part can be proved easily as in Theorem 2 and the second part follows the uniqueness in
the last theorem.
Theorem 5. (1) If u is the weak solution of PDE (1), then Yt = u(Xt) and Zt = ∇u(Xt)
solves BSDE (18).
(2) Suppose f, g, h and q satisfy conditions (C.1)-(C.3) and (i)-(vi), if (Y,Z) is the
solution of BSDE (18), then u(x) = Ex[Y0] is the weak solution of PDE (1).
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