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Clenshaw’s method of computation of the solution of the Cauchy problem is 
modified for increased speed and efficiency. The complexity of the original 
method is considerably reduced by replacing coupled sets of simultaneous 
equations for the linearization coefficients by uncoupled systems. This modifica- 
tion has shown that the method of direct substitution of Tchebyschev series into 
the differential equation is exactly equivalent to the integrated system and is 
slightly superior to the mixed system. In addition, the constraints described by 
Fox and Parker which inhibit the use of the direct method no longer exist. Apart 
from making calculations manually convenient and more tractable, there is a 
saving in computation time and labor by several factors. 
1. JNTR~DuCTION 
Given a linear oridnary differential equation whose coefficients are, for 
convenience, polynomials in the independent variable, one method of solution 
that exploits the properties of the Tchebyschev polynomials has been described 
by Clenshaw [I] and Fox [2]. W e restate the method briefly as follows. Let 
y(n) = f(X, y, y’, y” ,..., y’“-1’) (1) 
be an nth-order linear ordinary differential equation defined for convenience 
in the interval [ x 1 < 1. We assume the linearization expansion for the sth 
derivative of y(x) in the usual form 
Y k, = &zg’ + ayT,(x) $- &)T,(x) + . . .) (2) 
where ycsJ = @y/&, y(O) = y(x), and T,(x) is the Tchebyschev polynomial 
T,(x) = cos(n arc cos x). (3) 
Since 
s 
ycs) & = yes-l, (4) 
and 
2 J T&4 dx = ~,+1W(y + 1) - ~P-&My - 1) (r > 11, (5) 
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the linearization coefficients [@)I are related thus: 
(s+1) 
h-1 - %a+1 
(Sil) = &at) 
(n >, 1). (6) 
Also, from the recurrence relation 
2xT&) = Tn-l+ T,,, , (7) 
the coefficients C,(x,y(s)) of the linearization expansion of a+@ are obtained 
in the form 
Cn(xuj(s)) = 2-p i (i) a~D+,l,. 
k=O 
Equations (2), (6), and (8) are then applied to the original differential equation 
to obtain a system of coupled infinite sets of finite-term difference equations 
in the linearization coefficients {a’,“‘}. Usually a reduction to two sets of difference 
equations both of which contain uh”’ (= a,, say) and UC’ is possible. This is 
the mixed system. With the assumption that the uk’ are negligible for all s 
whenever rz is greater than some predetermined integer N, the mixed system 
is then solved by backward recurrence, starting with an arbitrary value for UN . 
The alternative method is to integrate the differential equation, apply (2) and 
(g), and then equate coefficients of T,(X) to obtain a finite linear combination of 
the coefficients a, [3]. 
2. THE MODIFICATION OF CLENSHAW’S METHOD 
We here describe the method for accelerating the computations of the 
Tchebyschev coefficients. Equation (6) gives ~2) in terms of at+‘), which in 
consequence introduces the coupling into the system of simultaneous equations 
which determine the linearization coefficients. It is evident that the converse 
of relation (6) will not introduce any coupling into the system and thus would 
facilitate rapid solution of the equations. The relation we seek is precisely [3] 
THEOREM. 
&+l) = 2 f (n + 1 + 24 an+1+2m . 
m-0 
(9) 
Another proof is given as follows. 
Suppose that the linearization expansion for dT,Jdx may be written (from 
experience) 
dT,ldx = b,-,T,-, + b,-,T,-, + *** + U,, , (10) 
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where U,, = b,Tr or bold according to whether n is even or odd, By multiplying 
both sides by Tm(x)/(l - Xa)1/z and integrating from x = -1 to x = +l and 
making use of the orthogonality formula 
s ’ T,,(x) T,(x) (1 - ~9-l’~ dx = (r/2) 6,,c, , -1’ (11) 
where 6,, is the Kronecker delta and E, is the Newmann factor which is unity 
for all m # 0 and has a value 2 when m = 0, it is easy to show that 
b, = (27474 iv [sin nA cos mA,kin A) dA. (12) 
Here the index m takes only the values n - 1, n - 3 ,..., n - 2K - l,.... Hence 
b, = (n/mm) j-” [ Sin(?;;) A + sin?-,“’ A ] dA, (13) 
0 
where both of n + m and n - m are odd and positive integers. The two integrals 
in (13) each have the value rr according to the 
LEMMA. 
s 
r (sin(2n + 1) u/sin U) du = r. 
0 
(14) 
This may be proved by induction. It follows immediately that 
b, = 2n/+, . (15) 
Hence we obtain the formula for differentiating the Tchebyschev polynomial 
dT,ldx = 2n(T,-, + T,,+ + Tn-5 + .*. + R,), (16) 
where the last term Rn = TI or *To according to whether n is even or odd. On 
comparing the coefficients of T, on both sides of the equation dy(“)/dx = ~(~+l) 
the theorem follows. As a corohary or in a similar manner, it is easy to show 
that 
a?‘) = 4 i m(n + m) (n + 2m) aJ$, . (17) 
m-1 
This process may be continued to determine ~2’“’ in terms of {cz~‘>. For 
example when t = 3, we have 
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We can now proceed in the usual manner to substitute (2) into (1) and then (9), 
(17), (18), and so on into the resultant equation to obtain one difference equation 
system for the principal coefficients. Setting a, 3 1 and higher orders equal to 
zero, we can solve for the system by backward recurrence. We must, however, 
mention that the series (9), (17), and (18) are not very useful as they stand for 
computational work. But a proper finite-term recurrence relation can always be 
found because of the following deductions from (6): 
a$Az - a$’ (2) a, (2) - anf2 
n-l - n-t1 
=4m,, 
a(3)2 _ a$) 
rz(n-1) - 
a$’ (3) - %I+2 a$’ (a) - an+2 (3) (3) 
n(n+l) - (n + 1) (n + 2) + (nUq+a2;ny43) 
(20) 
= 8(n + 1) a,, , 
These result in difference equation systems with finite terms which are identical 
with the integrated system. The solution by elimination with rz > 0 carries 
more equations (and is thus overdetermined) than the solution by backward 
recurrence, which is very fast and tractable and thereby saves computing time 
and labor. A simple demonstration is presented in the next section. For either 
method we should choose n so that no coefficient in the difference equation has a 
negative index. 
The basis of the foregoing is the following. 
THEOREM. A mixed system offnite-term d#krence quations for the Tchebyschev 
coeficients obtained by the direct substitution of (2) into (1) (i.e., f (u$&, ag;$ ,..., 
a$,J = 0) can always be reduced to a finite-term difierence equation for the 
principal coejkients {a,}. 
Proof. In view of Eqs. (6), (19) and (20), it is sufficient to consider first a 
linear first-order difference equation which reduces by (2) to 
where both p and q are finite. Substituting for ah’!::, , (9) leads to 
(22) 
which contains infmitely many terms. By changing I to n - 2 and subtracting 
the result from (22) we obtain 
G(n) = i A(n + v + 1) a,+,+, + i ~&n+u-2 - a,+,} = 0. 
V=;O Lb=0 
(23) 
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For a linear second-order equation the reduction is carried to a second step to 
obtain similarly 
&x,(n + 0 - 2)%+0-2 + (G(n)/@ - 1)) - (G(n - 2)/(n + 1)) = 0. (24) 
This proves the theorem. 
3. APPLICATIONS 
Consider the Bessel differential equation of order zero, y = Jo(x), where 
xy” + y’ + 16xy = 0; y(0) = 1 and y’(O)=O; 1x1 <l. (25) 
Using the original mixed system, the recurrence relations from which the 
Tchebyschev coefficients are determined are (6) for s =:= 0 and 
an-2 = an+2 - (n/8> d!Ll + 4$11; n 3 2. (26) 
Computation begins by setting a, = 1, a$) = G$$ = uN+k = 0 for k positive, 
and proceeds recursively backward until we obtain the zero order coefficients. 
All these coefficients are subsequently normalized according to the prevalent 
boundary conditions. 
Using the modified approach herein described, direct substitution of (2) into 
(25) and application of (9) and of (17) results in 
cc 
an-4 = - ina, + a,+2 - an C (n + 24 an+2k , 
k=l 
n >> 4, (27) 
which contains an infinite series. We avoid the repeated summation of the series 
by changing n to n - 2 and subtracting the resultant equation from (27) to get 
an-4 = [ 
1 n-2 
- - 7] [(n - 2) alap + nun] - y an+2 .n (28) 
This result is identical with the integrated system. Here n is not less than 4. 
Proceeding in the same manner as described above for the mixed system, we 
obtain the results in Table I, which are compared with the mixed system results. 
The exact value of j,(4) is -0.39714981, which shows that the uncoupled system 
is more accurate. We expect this of course from (9). We note that for a more 
general boundary condition, we need only go through (28) once, choosing 
aN = A and aN+l = B. 
The determination of the finite-term recurrence relations for the primary 
coefficients is slightly easier when the coefficient of y” is a constant. In this case 
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TABLE I 
n 
Uncoupled system Mixed system 
(this paper) (previous results) 
0 0.10026326 0.10027163 
2 - 0.66524032 -0.66525482 
4 0.24897995 0.24897565 
6 -0.03324611 -0.03323972 
8 0.00230654 0.00230192 
10 -0.oooo9544 - 0.00009208 
f&4) -0.39716374 -0.39717324 
it is easy to apply (19) directly. This we do to another example considered by Fox 
and Parker using the integrated method: 
y” + xy’ + xy = 1 + X + x2. (29) 
The mixed system gives 
where F, = #So, + a,,, + &, . Keeping our eyes on (19), the last equation 
yields 
(2) (2) a,-2 - a, = -(n - 2) anm2 - n=, - ?k3 + $=,+l + F,,-, - F, . (31) 
Substituting into (19) immediately yields the result of Fox and Parker: 
2(n - 2) k3 I G-1 4n an+1 
- - - n-l n-l %-2 -+- n + 1 n2 _ 1 a, + 8nan n-1 
2(n + 2, - an+2 + a -&i-2 -Fn) 1 n-t1 72 + 1 n+3 f&K -Fn+z) 
= 0. (32) 
This shows that the constraints described in [3, Paragraph 5.191 no longer exist. 
The method described here is at least as good as the integral method and is 
much faster than the mixed system. As a consequence any variant of all these 
methods can be used to determine the solution for any problem, but the method 
of back recurrence is the fastest once the equations are obtained. 
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