ABSTRACT The future 5th generation (5G) mobile communication system will be required to support diverse services. Because of the difficulty in addressing the requirements of all these services using the same physical network, ''network slicing,'' which provides a customized logical network corresponding to service requirements, has recently attracted a great deal of attention. In the radio access network (RAN), the appropriate locations of base station functionalities to meet service requirements and achieve efficient network operation differ according to service type. Therefore, we have proposed a novel RAN slicing architecture, which has logical networks (slices) that choose an appropriate functional split option and its placement, to adjust to providing any service. This architecture achieves high flexibility and large scalability by employing a software-defined network and network function virtualization. A prototype is then developed based on the proposed architecture employing a unified controller of open-source software. It can construct slices for three service types: enhanced mobile broadband, ultra-reliable and low-latency communication, and massive machine-type communication, with flexibly located functionalities. In this paper, an experimental evaluation, considering the points of bandwidth consumption in midhaul, the impact of midhaul delay, communication latency, and isolation among slices, shows that the slices have specific performance benefits for each service type and also to achieve efficient network operation. This suggests that the proposed architecture is able to construct slices in a single infrastructure with different features according to the services required and to accommodate various services efficiently.
Diversification of service requirements in terms of bandwidth, latency, mobility, reliability, etc., in turn produces challenges for operators to meet these requirements in an effective manner. Currently, data flows are controlled solely by the QoS parameter, but, 5G services require more finegrained controls to meet its diverse requirements, otherwise some services will not be able to deliver the expected results. In addition, to retain the stability of services, a service should not be affected by traffic using other services although the services are mixed in a single infrastructure.
To address the problem, network slicing is being discussed as a key enabler. In this concept, customized virtual networks (slices) are defined according to applications, and the slices are allocated resources such as radio, computation and storage that are isolated from the others to avoid mutual interference. Furthermore, since softwareization of the network is progressing as represented by the software-defined network (SDN) and network function virtualization (NFV), fine-grained control of virtual networks has become possible [3] .
For a mobile network, network slicing has initially been proposed in the 5G core network. However, to bring the expected end-user experience, it is necessary to consider using the slicing concept for end-to-end (E2E) communication. Therefore, applying slicing technology to also radio access network (RAN) which is delayed software implementation compared with the core network, has been discussed [4] .
B. RELATED WORK
Numerous studies have been carried out on RAN. Starting from centralized/cloud RAN (C-RAN), the architecture has been proposed to enhance operational efficiency by centralizing baseband processing functionalities of base station [5] . In C-RAN architecture, radio signal processing and baseband data processing functions are decoupled by remote radio heads (RRHs) and baseband units (BBUs) respectively, and a BBU pool for centralized processing is connected to RRHs by a transmission link called fronthaul (FH), over an optical fiber. The link typically carries digitized radio signals using a common public radio interface (CPRI) [6] , which consumes too much transmission bandwidth in comparison with the actual user throughput. To overcome this constraint, redefining functions for RAN to be located at RRHs and BBUs has been discussed within the third generation partnership project (3GPP) [7] . Such splitting of functionalities between RRHs and BBUs is termed as a functional splitting of C-RAN. Since the link requirements such as bandwidth consumption, latency, etc. vary with each functional split, the concept of a flexible functional split in different service demands has been proposed [8] , and some functional split options have been evaluated in [9] , [10] .
In order to bring high elasticity to RAN, virtualization of RAN components has also been considered. By employing the technologies of SDN and NFV for RAN, a unified controller manages virtualized RAN functionalities and optimizes it on demand. In [11] , the authors evaluated virtualized RAN (vRAN) experimentally using a passive optical network (PON) in FH. A PON helps reduce network costs because RRHs can share the optical fiber that connects to a BBU. We also evaluated PON in vRAN with two split options [12] .
Moving on to RAN slicing, the authors of [13] focused on radio resource management to split radio resources among the slices, and the authors of [14] proposed two-level MAC scheduling using an open air interface (OAI).
C. RESEARCH CONTRIBUTION
In the 5G era, to provide diverse services, RAN is required to meet service requirements with high flexibility and large scalability. To this end, we have proposed a novel RAN slicing architecture based on SDN and NFV technology [15] . The architecture provides slices with optimally located functional components of RAN according to 5G services. In this paper, the capability and feasibility of the proposed architecture are shown experimentally. Our contribution can be summarized as follows:
Appropriate sets of functional splits and their placement according to 5G service types, mMTC, eMBB and URLLC, are described as examples. The proposed architecture achieves high flexibility and large scalability to yield optimally located functions according to the required services in a single infrastructure. We develop a prototype using open-source software on commodity servers, which supports the three slices. The details of the system are described. Experimental evaluation shows the three slices could have the following features:
• mMTC slice: a large number of IoT devices could be accommodated at a single central unit because the unit can be located at a distance of hundreds of kilometers from the antenna sites to aggregate a large number of cells. Such centralized processing could achieve efficient utilization of computing resource.
• eMBB slice: cell coordination technology could be employed to enhance the user experience at cell edges while reducing bandwidth consumption for a transmission link to about one tenth compared with CPRI.
• URLLC slice: edge computing and 5G enhancements could reduce the round trip time between a user-end and an application to 6.3 ms. This would and make low-latency services such as autonomous driving and remote-controlled robots feasible. In short, this paper shows that slices with different features according to services can be built into a single infrastructure. This suggests that various 5G services could be provided in an effective manner. Figure 1 shows C-RAN architecture. Here we consider three kinds of telecom facilities constituting a tree structure: antenna site, local office and central office. It is a distance of 20 km or less from the antenna sites to the local office and 100 km or more to the central office, and RRHs and BBUs are located at antenna sites and local offices respectively. A mobile core network called Evolved Packet Core (EPC) is located at a central office and connects the RAN to other network domains. A link between an EPC and BBUs is called Backhaul (BH). RAN functions are classified into radio frequency (RF), physical processing (PHY), medium access control (MAC), radio link control (RLC), and packet data convergence protocol (PDCP) from the lower layer to the upper layer. In current C-RAN, the RRH is equipped 
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FIGURE 2.
3GPP functional split options [7] .
with only RF functions and the BBU consists of all other RAN functions.
A transmission link using CPRI between an RRH and a BBU necessitates about 16 times the transmission bandwidth in comparison with the actual user data rate [16] . In 5G, which will be accompanied with ever increasing data traffic, the high bandwidth demand on the link has become a major problem. Therefore, in order to reduce the bandwidth, redefining functional split have been discussed within the 3GPP. Figure 2 shows the 3GPP recommended functional split options for C-RAN. The intermediate data samples, between the set of functionalities of RAN after splitting it, are packed into the payload of Ethernet frames and transported. Therefore, the required bandwidth depends on the form of the intermediate data, i.e. it depends on the functional split option. By moving the split point from a lower to a higher layer, i.e. from split option 8 toward split option 1, the bandwidth requirement can be reduced, whereas the latency requirement can be relaxed although the calculation load at antenna sites increases. Furthermore, cell coordination functions such as coordinated multipoint (CoMP) transmissions and receptions [17] become more difficult in the higher split options.
3GPP Release.15 adopts option 2 (i.e., PDCP-RLC split) as functional splitting and defines a central unit (CU) hosting higher layer functions than PDCP and a distributed unit (DU) hosting lower layer functions than RLC [18] . While, there is a case that radio units (RU) hosting RF functions are separated from a DU via a FH employing CPRI or eCPRI [19] in order to deploy cells in remote sites [20] . That is, the RAN functionalities may be split into three nodes. However, this paper focuses on splitting the functions into two nodes and does not distinguish between RUs and DUs in the same way as the 3GPP. A link between a CU and a DU is called midhaul (MH) in this paper.
An appropriate combination of the options and locations of the RAN functionalities must be selected corresponding to the required service in order to meet these service requirements while also achieving efficient network operation because the link requirements vary with each functional split option. For 5G services, mMTC, eMBB and URLLC, which have different requirements, combinations of the functional splits and their locations are described in the following as examples.
A. mMTC
Take the case of IoT services, for which it is assumed that the data size is small and the latency requirement is less restrictive. In this case, a CU with split option 2 can be located at the central office, which has abundant computational resource. Option 2 reduces the MH bandwidth to nearly the user data rate and relaxes the latency requirement compared with CPRI. Hence, it allows long distances between DUs at the antenna sites and CUs at the central office. It is to be noted that, in such a configuration, a CU pool can accommodate a large number of cells because the CU is located near the core network. For IoT services, a connection density of 1 million devices per km 2 is expected [21] . From the viewpoint of the arrangement of a CU and DUs, by doing a simple calculation, a CU pool could accommodate about 10 billion IoT devices assuming that the office has coverage of 100 × 100 km. Such centralized processing achieves the efficient utilization of computing resource by statistical multiplexing gain [22] .
B. eMBB
It is assumed that broadband services such as video streaming require a certain bandwidth throughout a wide area. In this case, a CU with split option 5, which is denoted as CU' in this paper, can be located at the local office. In option 5, a MAC scheduler is located in a CU'. That way, when a CU' accommodates multiple cells like C-RAN, this option allows coordination among these cells such as CoMP techniques. This results in an enhanced user experience at cell edges where channel quality normally degrades while reducing bandwidth consumption on a transmission link compared with CPRI. However, the CU with option 5 has strict constraints on latency in MH compared with option 2. Further, scheduling information is exchanged between a CU' and DUs in addition to user data. Therefore, in order to shorten the distance of the link, the CU' should be located at a local office near the antenna site.
C. URLLC
For services requiring low-latency communication, such as autonomous driving and remote-controlled robots, a CU with split option 2 can be located at the local office. This is because, in order to reduce processing time in RAN, as much RAN functionality as possible needs to be located near the user-end so that control signals can be exchanged between a user equipment (UE) and the CU/DU over a short distance. Further, the CU can centrally handle frequent handover of UEs with high mobility. Considering E2E latency, the concept of mobile/multi-access edge computing (MEC) [23] is mandatory. In this concept, an application server located at an edge site provides the service with low latency not via the internet. In 3GPP 5G, since the core functions are divided into user plane functions (UPF) and control plane functions (CPF) [24] , by locating the UPF and the application in the local office, only user plane data are taken out and brought to the server at the edge. Hence, users can access the application over a short distance, i.e. with low E2E latency.
III. PROPOSED RAN SLICING ARCHITECTURE
In order to accommodate multiple services with different located functions in a single infrastructure, the concept of RAN slicing using SDN and NFV is a key enabler. A RAN controller based on NFV and SDN builds virtual machines (VMs) as network functions or applications on a virtualization platform installed in the servers. vCU is a VM in which the functions for a CU are implemented according to the specified split option, while, the DU logically connects to the vCU in different sites with the same options as the vCU. The controller manages VMs, DUs and their network configuration, and defines virtual networks constituting a set of the DU and the vCU as slices. In this architecture, slices can be built with a flexible arrangement of functionalities by the unified controller and can be customized according to services as mentioned in chapter II. In fact, the deployment scenario may depend on not only service types but also on factors such as area, user density, installed capacity, time, etc. Since the computational pool in the offices can be utilized quickly to build slices on demand, the architecture rapidly and flexibly deploys various services in a single infrastructure with large scalability.
In order to enhance the utilization efficiency of radio, it is considered that radio resource can be shared among slices. In this case, it is necessary to coordinate among slice-dedicated schedulers at a different site. For example, two-level scheduling could be one possible way. In the first level, inter-slice scheduling, schedulers owned by each slice are allocated resource blocks (RBs) depending on the required bandwidth, number of attached UEs, etc. Then, in the second level, intra-slice scheduling, each scheduler allocates RBs to UEs while considering scheduling policy in the slice.
IV. PROTOTYPE
We developed an LTE-based prototype using an open-source platform, as shown in Figure 4 . The prototype consists of VOLUME 7, 2019 three commodity servers, namely head node, compute node 1 and compute node 2. The head node connects to both compute nodes via a management switch, and the compute nodes connect to the DUs via a top-of-rack (ToR) switch and an MH switch over a 1G Ethernet link. Laptop PCs with USB dongles are connected to DUs with RF cables as UE. It is assumed that compute nodes 1 and 2 are located in the central office and the local office respectively. To emulate the transmission delay through MH, a network (NW) emulator is inserted into the link between the ToR and MH switches.
An open source platform called mobile-central office re-architected as a datacenter (M-CORD) [25] is incorporated into the head node as a RAN controller. M-CORD is composed of the following open source software. The first is OpenStack [26] , which manages virtual resources for VMs and virtual networks on the servers. The second is the SDN controller ONOS [27] , which manages the network configurations among the network components. The third is service orchestrator XOS [28] , which manages the relationship between OpenStack and ONOS, and the entire set of services.
VMs can be launched on the virtualization platform called a kernel-based virtual machine (KVM) [29] in the compute nodes, and the guest operating system for VMs is Ubuntu. The proprietary pieces of software run on the VMs as the vCU, the virtualized EPC (vEPC), and the virtualized application server (vAPP). The RAN controller associates vCUs and DUs one-to-one, and the network between a vCU and a DU is separated from others with a distinct virtual local area network (VLAN) tag. The software implemented in a vCU can be changed for either split option 2 or split option 5, and furthermore, any DU can be configured to correspond to the option associated with its vCU. In order to encapsulate intermediate data between the vCU and the vDU, an encapsulation layer is implemented on both sides. The layer attaches a header to encapsulated data to identify the contents.
Thus, the prototype can build three slices with split options 2 or 5 and the placement of any vCUs depending on service type. With abundant computational resource and by implementing other split options, the architecture could support more slices with various splits. Table 1 shows the system specifications for the prototype.
V. EXPERIMENTAL EVALUATION
In this chapter, the feasibility of the slices which have the features mentioned in section II A-C is evaluated experimentally with respect to bandwidth consumption in MH, the impact of MH delay, communication latency and isolation among slices. In accordance with section II A-C, the three experimental configurations for mMTC, eMBB, and URLLC slices can be built as shown in Figure 5 . iPerf [30] transmits user datagram protocol (UDP) packets with a payload size of 1300 bytes to the UE from the vEPC in the downlink (DL), and from the UEs to the vEPC in the uplink (UL). When packets are sent for 10 seconds at a set rate, that is, a transmitted rate, the received bit rate on UE or vEPC as well as bit rate through MH are measured.
A. MAXIMUM RECEIVED RATES
First, in order to evaluate performance of the slices in an ideal situation, maximum throughput in the slices is measured without an NW emulator as a reference measurement. Now, without MH delay, since the results of mMTC and URLLC slices are almost the same, they are shown in a single graph. Figure 6 illustrates the response for a received rate in different transmitted rates. It can be shown that the received bit rates increase linearly with an increase in the transmitted rate up to near the maximum values and then remain steady at these values.
In mMTC and URLLC slices with option 2, the maximum throughputs for DL and UL are 69. On the other hand, the maximum rate in an eMBB slice with option 5 is less than half of that with option 2 because of the hybrid automatic repeat request (HARQ) process in MAC. In LTE standards, HARQ is required to be accomplished every 8 ms considering processing delay as shown in Figure 7 (a). However, with option 5, since the resource scheduler is implemented in the vCU', the scheduler requires a HARQ report from the DU over the MH as shown in Figure 7(b) . In the prototype, the next data transmission at the DU is kept waiting until the next 8 ms in order to allow a long-distance MH compared with CPRI case. As a result, the achievable throughput of a single user is limited to about half of the system throughput. However, in 5G, since the timing of the HARQ process can be configured to consider processing and transmission delays, it is assumed that no degradation will appear.
B. BANDWIDTH CONSUMPTION IN MIDHAUL
Intermediate data between functionalities in DU and CU are transmitted encapsulated in Ethernet frames through MH. The transmitted data include data for users and for control, being attached to some headers, and the amount of control data depends on the split options. That is, the ratios of the MH data rate to the actual user data rate differ among slices. Figure 8 shows a comparison of the received user rate and the MH rate when the maximal received rate is obtained for each slice.
In an mMTC/URLLC slice, most of the difference between received rate and MH rate is attributed to common headers of 150 bytes such as for Ethernet, IP, SCTP, VxLAN and GTP, and the control data due to the functional split are not a significant factor. The ratios of MH rate to user received rate are 1.14 and 1.12 in DL and UL respectively, and bandwidth consumption is close to the user data rate. Therefore, an mMTC slice can bring IoT data to a vCU in a central office while saving bandwidth consumption in transmission links compared with other split options and also obtain a centralized processing gain.
On the other hand, in an eMBB slice, the ratios are 1.76 and 1.37 in DL and UL respectively. Since the scheduling information is exchanged between a vCU' and a DU, the control data can be seen as offset traffic of 20.5 Mbps in the DL and 1.59 Mbps in the UL (see Figure 6(b) ). Hence, it is found that the ratio of bandwidth consumption in MH to user rate is slightly larger than that of an mMTC/URLLC slice, however, it is markedly lower than with CPRI (the ratio in CPRI case is 16.4 [16] ). This suggests that a vCU' for an eMBB slice located in the local office allows cell coordination and VOLUME 7, 2019 reduces the bandwidth consumption in a transmission link to about one-tenth compared with CPRI.
C. IMPACT OF MIDHAUL DELAY
In the proposed architecture, since the vCUs for each slice are located in different sites, the transmission delay through MH between the DU and the vCU is different in each slice. In this section, the impact of MH delay in slices is evaluated by changing the delay set in the NW emulators. Figure 9 illustrates the results when the transmitted rate is fixed at the value that can produce the maximum received rate in section V-A.
It is found that the received rate of an mMTC/URLLC slice degrades when the MH delay is 10 ms. Since a stream control transmission protocol (SCTP) is employed as the transport protocol of the MH, the transmission capacity of SCTP degrades with the increasing round trip time between the DU and the vCU. As a result, the received rate degrades because of the capacity limitation. A stateful protocol such as SCTP makes a trade-off between transmission capacity and round trip time in a link. Considering real traffic types, since mMTC does not require a large capacity compared with other service types, a large MH delay can be allowed. When the delay of 10 ms is converted into the distance of an optical fiber traversed, it is 2000 km, and even if there are some delays in transmission devices, vCU for an mMTC slice can be located at a convenient distance from the antenna sites without transmission degradation. This suggests that the vCU can have a large coverage area. For example, assuming that the vCU has 100 × 100 km coverage, the vCU could accommodate about 10 billion IoT devices by doing a simple calculation [21] . Such centralized processing could achieve efficient utilization of computing resource by statistical multiplexing gain. For a URLLC slice, the MH delay has no impact on the received rate because of short MH.
On the other hand, Figure 9 (b) shows that an eMBB slice cannot keep the connection with the UE if a delay of 2.3 ms or longer is encountered. This is because MH delay brings about delay to control data for scheduling in real time in split option 5. However, the delay of 2 ms can be converted into a distance of 400 km, and the vCU' for an eMBB slice can be located in the local office to employ cell coordination techniques. 
D. COMMUNICATION LATENCY
E2E latency could be considered to consist of the sum of (1) access delay when sending packets between the UE and an application server, and (2) application delay when running the program on the application side. In order to evaluate access delay in the slices, the round trip time (RTT) between the UEs and the vEPC is measured using a ping command with different MH delays. The boxplot in Figure 10 shows the results from 100 measurements.
In an mMTC/URLLC slice, looking at the trend in increasing MH delay, RTT increases linearly. For a URLLC slice, from the results, it is obvious that locating a vEPC and an application server near a UE like MEC is a good way to reduce E2E latency. Without MH delay, the median RTT is 17.3 ms, a value indicating minimum access delay when employing the MEC concept, that is, when an application is located at an edge site. Figure 11(a) shows the delay analysis of the ping test without MH delay for the mMTC/URLLC slice. The main elements of the RTT are a delay of 12 ms for the uplink access procedure, which consists of the scheduling request (SR) and the UL grant, and HARQ process, with another delay of 5.3 ms due to upper layer processing, switching, etc. In 5G, grant-free uplink transmission [31] is considered in order to reduce the access procedure delay. This scheme removes the need to send the SR and wait for the UL grant, and a UE sends data in a preconfigured grant. In addition, the shortened transmission time intervals (TTI) [32] are defined in the 3GPP, and employing a TTI shortened to a quarter reduces the delay of 4 ms waiting for the HARQ acknowledgment (ACK) to 1 ms. Hence, the experimental results suggest that an access delay of about 6.3 ms (the HARQ delay of 1 ms and other delays of 5.3 ms) can be achieved with a combination of the 5G enhancements and a MEC solution. For example, autonomous driving, road safety, and traffic efficiency services allow a maximum E2E latency of 10 ms to 100 ms, and remote-controlled robots allow a few milliseconds [33] . Such low-latency services in the slice could be feasible if their application delay is small enough.
For an eMBB slice, it is found that the RTT is constant in different MH delays as shown in Figure 10(b) . This is because the timing of a set of HARQ processes is fixed. Therefore, in MH delay of less than 2.3 ms, which can retain the connection between the UE and the vCU', the MH delay does not increase E2E latency. Without MH delay, the RTT is 36.7 ms, which is double that of the mMTC/URLLC slice. The cause is same as the problem of degrading received rate as mentioned in section V-A. To be kept waiting the procedures at the DU doubles the communication latency as shown in Figure 11 (b). It is assumed that the problem will not appear in 5G in the same way as the problem of degrading received rate.
E. ISOLATION AMONG SLICES
To ensure service quality while sharing infrastructure, the performance of each slice should not affect the behavior of other slices by dividing resources such as radio, computational, storage, etc. into each slice. In the prototype, the radio resource is completely isolated because each slice has a dedicated DU. Although the server can be shared by the vCUs for different slices, the computational resource is divided into virtual machines. Figure 12 shows a configuration in which two slices that have vCUs with different options are in the same server. We can define a set of UE1 -DU1 -vCU1 as slice 1 and UE2 -DU2 -vCU'2 as slice 2. When packets are transmitted to the UE1 and the UE2 from the vEPC with maximum rate either simultaneously or consecutively, the received rate for each slice is measured. As a result, in both slices, differences in throughput over 10 seconds for the simultaneous and consecutive transmissions are less than 0.002 % in terms of the relative error rate. That is, there is no impact on slice performance from each other when sharing the server. This implies that the slices have sufficient isolation.
VI. CONCLUSION
We have proposed a novel RAN slicing architecture that achieves high flexibility and large scalability to yield optimally located functions according to 5G services. A prototype has been developed employing SDN and NFV concepts based on the proposed architecture. The prototype can flexibly construct the slices for mMTC, eMBB, and URLLC, which will have flexibly located functions. Experimental results show that the specific performance of the slices is advantageous for each service type, and together achieve efficient network operation. The results are summarized in Table 2 .
In conclusion, this paper shows that the proposed architecture is able to deal with slices with different features depending on the required services in a single infrastructure and can accommodate various services efficiently. Although in evaluating this prototype, each slice has been defined statically, and the radio resource is completely isolated among them, our goal is to automatically allocate a logical network with optimally located functions in various case scenarios in terms of user density, available computing resource, traffic pattern, etc. We view this as a topic for our next study.
