Current software visualisation tools do not address the full range of software comprehension requirements. This paper proposes a novel software visualisation model for supporting object-oriented software comprehension that is intended to address the shortcomings of existing tools. We discuss the previous work that prompted us to develop this model. An initial model is then presented, based on multiple levels of abstraction, multiple perspectives of the software system, and the integration of statically and dynamically extracted information. We review the evaluation tasks used in our previous work and those from the software visualisation and comprehension literature to produce a refined set of evaluation tasks. We then use these tasks to perform an initial assessment of the proposed model. The refined model is then defined more formally. Finally, a concrete example of the use of the model to generate abstraction hierarchies is discussed. We conclude that a visualisation model incorporating a hierarchy of interrelated abstraction levels, combined with structural and behavioural perspectives of the software, will provide effective support for software comprehension.
Introduction
This paper describes a novel model of software visualisation for supporting object-oriented software comprehension. Software visualisation is the process of modelling software systems for comprehension [23] . The comprehension of software systems both during and after development is a crucial component of the software process [28] . The complex interactions inherent in the object-oriented paradigm make visualisation a particularly appropriate comprehension technique, and the large volume of information typically generated during visualisation necessitates tool support. A recent study by the authors revealed that current visualisation tools address only specific software comprehension and reverse engineering issues [18] .
It appears that software visualisation tools are seldom employed outwith the context of research. In order to address the limitations of current visualisation techniques, an approach is proposed that integrates abstraction, structural and behavioural perspectives, and statically and dynamically extracted information. The aim of this research is to improve the effectiveness of visualisation techniques for large-scale software understanding.
Previous work
A recent case study by the authors evaluated the performance of software visualisation tools in a realistic software comprehension scenario [18] . The available tools were evaluated by assessing their performance in a number of software visualisation tasks. The tasks took the form of questions that an analyst would find it useful to be able to answer about a software system. Large-scale questions considered the entire software system, and were typical of those that would be asked in a general software comprehension effort (e.g. 'What is the high-level structure/architecture of the software system?' and 'How do the high-level components of the software system interact?'). Small-scale questions addressed only a part of the system, and were typical of those asked while carrying out a specific reverse engineering task (e.g. 'What are the collaborations between the objects involved in an interaction?' and 'How does the state of an object change during an interaction?'). The JHotDraw semantic drawing editor framework was used for the case study [9] .
The distinguishing properties of the tools in the study were the extraction, analysis, and presentation techniques of the tools. The preceding three characteristic properties help define the level of abstraction of a visualisation tool. In this earlier work, an ordinal scale with which the level of abstraction of such tools (and also other tools, diagrams, and documentation) can be categorised was proposed. At the microscopic end of the scale, debuggers (level 1) produce information at a level of abstraction close to the program code. At the opposite, macroscopic, end are tools that provide a broad overview of an entire software system at a high level of abstraction, such as aggregate information about object population, memory usage, load distribution, or deployment (level 5). The middle portion of the scale ascends from tools that illustrate method calls and returns (level 2), through tools giving an object-or class-level representation of the system (level 3), to tools that provide an architecturallevel view of the system (level 4). The program code itself can be considered to be at level 0.
The study found that tools of similar abstraction levels using different extraction and presentation techniques were able to answer different questions. It also showed that the level of abstraction of a tool's output was important. The results revealed that an abstraction level of around 2-3 was optimal in terms of answering the most questions. Tools operating at a higher abstraction level were more effective in the large-scale tasks, and vice versa.
On average, a tool could address only a third of the questions, and the most successful tool addressed just over half. However, if all five of the tools in the study were used in combination, it should be possible to address almost all of the 15 tasks. This may imply that a combination of both statically and dynamically extracted information and a range of abstraction levels is required in order for a tool to perform well in all tasks.
These results suggest that in order to address the full range of representative software comprehension and reverse engineering tasks, it is necessary to support abstraction, structural and behavioural information, and the integration of statically and dynamically extracted data. It is reasonable to expect that a tool implementing this approach would be useful in real world software maintenance.
The proposed model

Our initial model
In order to combine the benefits of these alternative approaches, this research is investigating a multi-faceted, three-dimensional abstraction model for software visualisation. Similar to the abstraction scale proposed in our earlier work, the first dimension of the model consists of a number of levels from microscopic to macroscopic. This arrangement allows the analyst to explore the software system at the level(s) of abstraction appropriate to the comprehension task they are undertaking.
The second dimension of the new model consists of a number of facets [8] , each representing a fundamental aspect of the system, e.g. structure, behaviour, or data. The use of interrelated facets allows the analyst to examine the structure, behaviour, or data of the software system individually or in combination, allowing them to focus the visualisation on the information appropriate to their query. Each abstraction level of each facet is a view and consists of a name, a description, a set of entities, a set of relationships between those entities, and a set of diagrams that illustrate software at that level of that facet. This arrangement will provide the analyst with a clearer perspective of the software under analysis. The descriptions, entities, and relationships of each view are given in Table 1 . Each named view in Table 1 is accompanied by an example diagram type that can be used to illustrate information from the facet at the specific level of abstraction. It is intended that the analyst will be able to move conveniently between these diagrams during the course of their investigation in order to examine the information relevant to their task. The views selected are intended to represent the information that an analyst would find useful during software comprehension. A clear benefit of the integrated approach proposed is the ease of integration of and movement between views.
As a further example, an instantiation of the behaviour hierarchy is illustrated graphically in Figure 1 for part of the JHotDraw framework. The third dimension of the model consists of static and/or dynamic analyses of the software. Static analyses examine the program code: they consider the entire software system, though cannot resolve all references fully. For example, a reference to a method of an abstract class in the program code will be dynamically bound to a concrete class at runtime. Dynamic analyses extract information at runtime: they consider only the subset of the software that is executed, though all references can be resolved fully. This third dimension allows the breadth of static analysis to be combined with the detail of dynamic analysis without their attendant disadvantages. Further information on the proposed model is available in previous work by Pacione [19, 20] .
Evaluation and evolution of the model
Previous work evaluated the performance of visualisation tools by assessing their performance in typical software comprehension tasks [18] . The use of tasks that are representative of those that the model would be expected to facilitate allows an accurate evaluation of the real-world utility of the model. This section reviews evaluation tasks from the software comprehension and software visualisation literature and presents a new core task set that will be used to evaluate the proposed model.
The basis for typical software comprehension tasks
A set of typical software comprehension tasks should seek to encapsulate the principal activities typically performed during real world software comprehension. Software comprehension activities can be divided up into those performed during general software comprehension, where the intention is to gain an overall understanding of (a subset of) a system, and those performed during a specific reverse engineering effort, where the intention is to carry out a specific task (e.g. fix a bug). Some activities may involve examining the structure of the software system, its behaviour, or both. Analysis at various levels of abstraction is often required. Depending on the activity, statically or dynamically extracted information, or a combination of both, may be desirable.
A number of sets of software comprehension tasks are suggested in the software visualisation and comprehension evaluation literature [10, 24, 25, 26, 27] . The tasks from these studies can be classified according to nine principal software comprehension activities. For example, the tasks 'Find an artefact that is not used', 'Find an artefact that is heavily used' [25] , and 'How heavily has each component of a subject system been used at run-time and which components have not been used at all?' [27] can all be categorised by the activity 'Investigating how much an artefact is used'. The principal comprehension activities elicited from the literature tasks are as follows.
A1. Investigating the functionality of (a part of) the system A2. Adding to or changing the system's functionality A3. Investigating the internal structure of an artefact A4. Investigating dependencies between artefacts A5. Investigating runtime interactions in the system A6. Investigating how much an artefact is used A7. Investigating patterns in the system's execution A8. Assessing the quality of the system's design A9. Understanding the domain of the system A set of typical software comprehension tasks should address all of these activities.
Original evaluation task sets
A definitive set of typical software comprehension tasks does not exist in the literature. Therefore, in our previous work, we compiled two sets of tasks that were intended to be representative of those performed in a typical software comprehension effort [18] . The tasks were divided into those typical of general software comprehension tasks, usually carried out when attempting to understand a large part of the system, and those typical of specific reverse engineering tasks, usually carried out on smaller parts of the system to perform a specific purpose. Some of these tasks were inspired by previous work by Systä et al. [27] and Kirk et al. [10] . Further information on the initial task sets is available in previous work [17, 18] .
Revised evaluation task sets
Guided by the activities elicited in Section 4.1, we revised the evaluation task sets from our previous work to ensure that they fully addressed all representative software comprehension tasks. It is intended that these task sets constitute a comprehensive range of typical software comprehension tasks that can be used to realistically evaluate the usefulness and effectiveness of models and tools for real-world software comprehension.
General software comprehension tasks.
The general software comprehension tasks are as follows.
G1. What is the class structure of the software system? G2. What interactions occur between objects? G3. What is the high-level structure/architecture of the software system? G4. How do the high-level components of the software system interact? G5. What patterns of repeated behaviour occur at runtime? G6. What is the load on each component of the software system at runtime? G7. What impact will a change made to the software system have on the rest of the software system? G8. What are the data structures that are used in the software system? 4.3.2. Specific reverse engineering tasks. The specific reverse engineering tasks are as follows. Unlike the general software comprehension tasks in the previous subsection, these tasks must be instantiated as specific activities on the particular system to be evaluated. S1. What are the collaborations between the objects involved in an interaction? S2. What is the control structure in an interaction? S3. How can a problem solution be mapped onto the functionality provided by the software system? S4. Where is the functionality required to implement a solution located in the software system? S5. What alternative functionalities are available in the software system to implement a solution? S6. How does the state of an object change during an interaction? Table 2 illustrates the principal correspondences between the typical software comprehension activities identified in Section 4.1 and the revised evaluation tasks from Section 4.3.
Evaluation task set justification
This table illustrates that the revised evaluation tasks address all of the typical of software comprehension activities, without redundancy. The number of tasks that address each activity varies as not all activities are at the same level of granularity. These tasks are proposed as a complete set of typical comprehension tasks, representative of the full range of comprehension activities, and encompassing all those found in the related literature. Table 2 . The correspondence between typical software comprehension activities and the revised task sets Activity Tasks  A1  G1, G2, S1  A2  G7, S3, S4, S5  A3  G1, G8  A4  G1, G3  A5  G2, G4, S1, S2, S6  A6  G2, G6  A7  G5  A8  G3, G4, G7  A9 G3, G4
Initial evaluation of our proposed model
The above task sets contain tasks requiring structural, behavioural, data, and combined information, various levels of abstraction, and statically and dynamically extracted information, and should hence exercise all of the features of our proposed model. Since the tasks are intended to be representative of typical software comprehension tasks, an evaluation of our proposed model using these task sets should provide an accurate assessment of its utility and effectiveness in supporting software visualisation for real-world program comprehension.
The model was evaluated theoretically by comparing the information required by each task against the information provided by each aspect of the model. For example, in order to answer question G6 'What is the load on each component of the software system at runtime?', we require both structural and behavioural information concerning classes, components, and distribution (levels 2-4), and only dynamically extracted information would be useful. As another example, to answer question S6 'How does the state of an object change during an interaction?', we require behavioural information at the intra-object level (level 1), and both statically and dynamically extracted information would be useful. Tables 3 and 4 illustrate the information required from each dimension of the proposed model to address each of the typical software comprehension tasks from Section 4.3. Tables 3 and 4 show that a variety of abstraction levels are required to address the typical software comprehension tasks.
Secondly, it is also clear from these tables that the Data facet is rarely used, and when it is used it is in conjunction with the Structure facet. We believe that this is because, in the object-oriented paradigm, a system's implemented data structures are encapsulated in the system structure. Hence, the information that may have made a data facet appropriate in a procedural system is available in the structure facet for object-oriented systems. Higher-level data structures may also be present, but not apparent in the structure facet due to physical implementation details: a logical data structure may be implemented as a number of smaller physical data structures. For example, a hash map may be implemented as an array of Vectors in Java. The higher levels (3-5) of the data facet would illustrate these higher-level data structures if the required information on such structures were available.
Thirdly, these tables show that dynamically extracted information is useful for all tasks, and a combination of statically and dynamically extracted information is useful for addressing most of the tasks. Only the two general software comprehension questions regarding runtime behaviour (G5 and G6) do not require statically extracted information.
It is evident from Tables 3 and 4 that the most useful features of our proposed model are the range of abstraction levels and the structural and behavioural facets. Therefore, we have begun an investigation of the abstraction scales for the structural and behavioural facets. The first step of this is to refine and specify these features of the model.
Our refined model
This section discusses the formalisation of the refined model. Each of the ten views from the structure and behaviour facets of Table 1 has an associated entityrelationship diagram (ERD) [3] ; Figure 2 shows an example ERD for level 4 of the structure hierarchy. Fundamental to the model is the definition of abstraction relationships between the model views. These abstractions allow us to relate and manipulate software visualisations. Such an integrated arrangement is preferable to an ad hoc approach as it allows us to reason about software visualisations in a coordinated and correct manner. Yan et al. comment that the most critical challenge in discovering high-level software artefacts from low-level system events is "finding mechanisms to bridge the abstraction gap: in general, low-level system observations do not map directly to architectural actions" [29, p. 470] .
Abstraction operations are defined between each of the views in the model. These operations illustrate the relative abstraction level of each view (i.e. that one view is more abstract than another), and define the transformations between views. Figure 3 presents the abstraction hierarchies from Table 1 in the form of an abstraction network that illustrates these operations [6] . The more abstract representation (the arc target) is derived from the less abstract base representation (the arc source) by applying the transformation indicated by the arc label. The three abstraction mechanisms used in the network are:
• abstraction by reduction (RED);
• abstraction by induction (IND); and • partial systems morphism (PSM). Fishwick describes these mechanisms and presents examples in the context of a simulation of the dining philosophers (DP) problem [5] . Table  1 .
Abstraction by reduction is achieved by deriving a representative summary of the base model. Fishwick gives the example of abstracting from a Petri net [22] to a frequency distribution. Abstraction by induction involves combining elements from the base model to form a smaller, more compact representation. The example given by Fishwick is of abstracting from the observed data to a finite state automaton. A partial systems morphism is a mapping between some subset of the elements in the base and abstract models. Fishwick's example makes use of a PSM to produce a more abstract Petri net (with fewer arcs) from a less abstract one.
In our model, a PSM is used to extract basic information from the program code (or from an event trace in the case of dynamic analysis). From this basic information, information on intra-and inter-class and object interactions is available. This information can then be transformed using abstraction by induction to generate information on the system architecture and high-level component interaction. From this information, abstraction by induction can be applied to produce information on the system's structural and behavioural distribution, or abstraction by reduction can be used to elicit the system's business-level structure and behaviour.
Detailed abstraction example
The following example considers the behavioural hierarchy from Figure 1 , and is intended to illustrate the abstraction mechanisms of the network. Firstly, the program code is abstracted using a PSM to generate a data set. This makes use of a mapping between some elements in the source code and elements in the extracted dataset. For example, method calls would have a mapping to an appropriate representation in the extracted data, but comments would be ignored. Views of the system's intraand inter-object behaviour can be produced directly from this extracted data (alternatively, the inter-object view could be generated from the intra-object view by means of abstraction by induction). These views could be visualised using, for example, activity diagrams and sequence diagrams respectively.
The PSM abstraction from level 0 (code) to level 1 (intra-object behaviour) entails a mapping from the source code to the entities and relationships at level 1, which are states and actions respectively (see Table 1 ). In this example, the call fAnchorPoint = new Point(x, y); in the code becomes the first state in the activity diagram, while the condition if (Prototype == null) becomes an action.
The PSM abstraction from level 0 (code) to level 2 (inter-object behaviour) entails a mapping from the source code to objects and invocations. Object references in the source code become objects, while method calls become invocations. In this example, the object reference fAnchorPoint in the code becomes the first object in the sequence diagram, while the call to Point(x, y) becomes the second invocation. The abstraction by induction from level 1 to level 2 involves grouping the level 1 entities and relationships (states and actions respectively) into their level 2 counterparts (objects and invocations). The activity diagram for each object maps onto the corresponding level 2 object, while the states that contain method calls become invocations. In this example, the activity diagram becomes the object initial:CreationTool in the sequence diagram, while the first state (fAnchorPoint = new Point(x,y)) becomes invocation 1.1.
From level 2, abstraction by induction can be applied to the inter-object information to generate information on component interactions in the system. This view could be visualised using a reflexion model [15] . The abstraction by induction from level 2 to level 3 involves grouping objects and invocations into components and usages respectively. Objects are grouped together to form components. Invocations between objects in separate components become usages. In this example, the CreationTool object becomes part of the Tools component, and the invocations from this object to the From level 3, there are two more abstract representations that can be generated. Abstraction by induction can be applied to generate information on the system's behavioural distribution (level 4), which could be visualised using a deployment diagram. Abstraction by reduction can be applied to produce information on the system's business behaviour (level 5), which could be visualised by a use case diagram. The abstraction by induction from level 3 to level 4 involves grouping components into components and machines, and usages into dependency, containment, and communication relationships. The level 3 components map directly to the components of the same name at level 4. Similarly, inter-component usages at level 3 map directly to dependencies at level 4. (Information on which components are located on which machine is available from the distribution manager (e.g. CORBA).) Where a level 3 dependency exists between two components not executing on the same machine, that dependency maps to a communication between the machines at level 4. In this example, the In order to perform these abstractions, the generic mappings mentioned above must be defined in the context of the system under analysis. These generic mappings are listed in Table 5 . A similar set of mappings is required for the structure hierarchy. Most of the system-specific mappings can be generated automatically, while some require knowledge of the system and domain. The reflexion model technique of Murphy et al. makes use of mappings to relate low-level software artefacts to higherlevel architectural components [15] . The principal challenges that require further investigation are finalising the definitions of the generic mappings, the method and convenience with which the system-specific mappings will be generated, and how the abstraction mappings will be implemented in practice by a tool. We plan to address these issues by applying the model to real systems.
Combining information from multiple views
Information from multiple views can be combined. Where these views are at different levels of abstraction, the appropriate abstraction transformation may be applied to the view at the lower level of abstraction prior to the combination if a view at a single abstraction level is desired as the result of the combination. For example, it may be desirable to combine information about inter-class structure with information about the system's business behaviour. If the abstraction levels were reconciled prior to the combination, a representation of structure and behaviour at the business level would be produced, which could be visualised using, for example, a use case diagram. If the information were combined without raising the abstraction level of the inter-class information, the result would be a view that showed inter-class structure in the context of the system's business behaviour. One method of visualising such a view would be a use case diagram with embedded class diagrams. An example of this is given in Figure 4 . In this example, the level 5 behaviour information from Figure 1 is combined with level 2 (inter-class) structure information for JHotDraw. Whether or not the abstraction levels are reconciled prior to the combination, the appropriate mappings for each hierarchy (see Table 5 ) must be considered in order to relate the entities and relationships of each view. The above discussion implies the need for an underlying metamodel capable of storing and providing the information required. This will be investigated in our future work. The UML metamodel [16] or the Dagstuhl Middle Metamodel (DMM) [13] may be suitable for this purpose.
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Related work
Software visualisation models
Prior research in software visualisation appears to focus on specific sub-problems of comprehension. For example, the case study in our earlier work [18] found that the reflexion model technique [15] was useful for answering large-scale questions, but could not address small-scale tasks. Similarly, the Jinsight tool [4] was more successful in answering questions relating to the dynamic behaviour of the system than its static structure. The Shimba tool [27] integrates structural and behavioural information, and employs a limited range of abstraction levels. A case study found the ability to use static information to focus the dynamic analysis particularly useful. Slicing the static representation using dynamic information was found to be useful in determining the cause of behaviour. Raising the level of abstraction of the dynamic visualisation using static abstractions was useful in understanding communication between high-level components. Further information on these tools is available in previous work by Pacione [17] .
The advantages of the integrated approach to visualisation proposed in this paper are that it provides a unified model that addresses all software comprehension requirements, and fills in any gaps left by individual tools. The model defines the visualisation space of the full range of comprehension requirements, and enables reasoning about and navigation between visualisations. A tool implementing this model would be expected to perform well in a case study such as that described in Section 2.
The idea of interrelated hierarchies for separate facets of software is discussed briefly by Jahnke et al. [8] . In contrast to the approach described in this paper, they propose the use of one diagram type to represent the integration of structure, behaviour, and data at a single level of abstraction. The multifaceted abstraction model described in this paper maintains distinct, interdependent hierarchies of abstraction. As explained in Section 3.1, this arrangement allows the analyst to focus the visualisation more clearly on the information pertinent to their investigation, providing them with a clearer view of the software.
The multiple interdependent view approaches of Kruchten [11] and Hofmeister et al. [7] illustrate various aspects of software at a single level of abstraction. As stated in Section 3.1, our arrangement allows the analyst to explore the software system at the level(s) of abstraction appropriate to the comprehension task they are undertaking.
Diagrams and view arrangements for software visualisation are discussed in detail in previous work by Pacione [19] .
Abstraction
Lee and Fishwick propose a taxonomy of structural and behavioural abstraction for continuous real-world systems [12] . It is interesting to note the parallels between the model they describe and the model proposed in this paper. In their model, structural abstraction is subdivided into data and model abstraction. Model abstraction is further subdivided into homogeneous and heterogeneous abstractions. Homogeneous abstractions use a single model type at each level of abstraction in a multi-layered model. Heterogeneous abstractions allow a variety of model types to exist in a single structure. Behavioural abstraction can be either static or dynamic. Static behavioural abstraction considers only the steady state output of the system. Dynamic behavioural abstraction uses time-dependent input and output information.
Lee and Fishwick's abstraction taxonomy has many similarities with the multifaceted, three-dimensional abstraction model presented in this paper. Both model structural and behavioural information. Lee and Fishwick present data abstraction as a subdivision of structural abstraction, rather than as a separate hierarchy. This is comparable to the situation when modelling information extracted from an object-oriented system, as (the implementation of) the system data will be encapsulated by the system structure. The subdivision of behavioural abstraction into static and dynamic abstractions can be likened to our use of statically and dynamically extracted information.
Software visualisation and comprehension evaluation
A number of evaluations of software visualisation and comprehension tools have been carried out in the literature. Most notable in terms of our research are the empirical studies by Storey et al. [25, 26] and Sim and Storey [24] . These studies use multiple participants to evaluate various aspects of software visualisation tools using typical software comprehension tasks. For example, one study by Storey et al. evaluated support for software comprehension strategies in a number of software visualisation tools [26] . We intend to use a similar approach in the evaluation of our proposed model. Indeed, the case study in our earlier work, and our initial evaluation of the proposed model in this paper, made use of such an approach.
Other evaluation techniques applied in the context of software visualisation and comprehension include tool output comparisons, such as that by Murphy et al. [14] , checklist-based analyses, such as that by Bellay and Gall [2] , and questionnaire surveys, such as that by Bassil and Keller [1] .
It is important to validate any model intended to facilitate software comprehension to ensure that it does in fact support widely accepted software comprehension strategies. A number of software comprehension strategies have been proposed in the literature to describe how analysts understand software. An overview of six strategies is given by Storey et al. [26] . Further discussion of software comprehension with respect to our model is available in previous work by Pacione [21] . While an initial assessment appears to indicate that our proposed model would provide support for the six comprehension strategies described by Storey et al., a more rigorous validation will be performed as part of our future work.
Further discussion of evaluation in software visualisation and comprehension is available in previous work by Pacione [21] .
Summary, conclusions, contributions, and future work
This paper has described a novel software visualisation model for supporting software comprehension. Software visualisation was introduced, and a case study of extant visualisation tools was described. The conclusions from this study lead to our proposed model. The evaluation task sets used in our previous work were analysed and refined, and an initial evaluation of our proposed model was carried out using these tasks. The refined model was then presented more formally. A concrete example of the application of the model to generate abstraction hierarchies was presented. Related work in software visualisation models, abstraction, and software visualisation evaluation was summarised.
Our initial evaluation allowed us to conclude that the most useful aspects of our proposed model are the multiple levels of abstraction and the structural and behavioural facets. Our future work will concentrate on these two aspects. The integration of statically and dynamically generated information would also provide an interesting research possibility.
The four principal contributions of this paper are: 1. the unified software visualisation model; 2. the revised and validated sets of evaluation tasks; 3. the abstraction mechanisms relating the model views; and 4. a thorough, concrete example of the use of the model to generate an abstraction hierarchy. In our immediate future work, we will finalise the generic abstraction mappings, explore the creation of system-specific mappings by applying the model to a real system, and investigate suitable metamodels. We will then validate support for software comprehension strategies. Finally, we will evaluate the final model using the evaluation task sets described in this paper. This will allow us to assess the effectiveness of the proposed
