Abstract: Reliable data delivery and congestion control are two fundamental transport layer functions. Due to the specific characteristics of Wireless Sensor Networks (WSNs), traditional transport layer protocols (e.g. Transmission Control Protocol (TCP) and User Datagram Protocol (UDP)) that are widely used in the Internet may not be suitable for WSNs. In this paper, the characteristics of WSNs are reviewed and the requirements and challenges of reliable data transport over WSNs are presented. The issues with applying traditional transport protocols over WSNs are discussed. We then survey recent research progress in developing suitable transport protocols for WSNs. The proposed reliable data transport and congestion control protocols for WSNs are reviewed and summarised. Finally, we describe some future research directions of transport protocol in WSNs.
Introduction
Recent advances in low-power wireless communications and microelectronics have enabled the development of small-size and low-cost microsensors that communicate with each other by radios. A large number of wireless microsensors form a Wireless Sensor Network (WSN) (Akyildiz et al., 2002; Khemapech et al., 2005; Zhao and Guibas, 2004) in which the sensor nodes collaborate to sense events or phenomena of interest, process the sensed data and relay them to the consumers of the information (data sink). WSNs are seen as one of the most important technologies for the 21st century (Chong and Kumar, 2003) . However, many technical challenges remain to be addressed before widespread commercial deployment of WSNs becomes practical. One of these challenges is data transport over WSNs.
The transport layer protocols that are widely-used in the Internet, that is, Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) (Stevens, 1994) , may not be suitable for data transport in WSNs due to the specific characteristics of WSNs and the new requirements of applications over WSNs. Different from the Internet, distributed and energy-limited wireless sensor nodes are often tasked with collaboratively monitoring or controlling one or a few events in a WSN. Preprocessing or aggregation of event data in the intermediate sensor nodes is possible and sometimes necessary before further transmissions towards the data sinks, which are charged with gathering the sensor data and controlling the sensor nodes. As the traditional transport layers have not been designed with any consideration of these new features of WSNs, there is a need for better transport protocols.
Two major functions in the transport layer of WSNs are reliable data delivery and congestion control. Reliable data delivery requires that when packets are lost in a multihop WSN, some or all of the lost packets can be detected and the lost information recovered by appropriate mechanisms. Reliability is required when information is critical to an application in WSNs. Congestion occurs when many sensor nodes send data to the sinks and the amount of the data traffic exceeds the network capacity. In case of congestion in a WSN, nodes start to drop packets or the delay of the packets significantly exceeds the requirement of applications. Frequent dropping of packets is a waste of energy and counteracts any effort to achieve reliability. Excess delay of packets may lead to invalidity of the data collected by the sensors. Congestion control aims to avoid congestion or ease the congestion intensity.
Efforts have been made recently to tackle the reliable transport and congestion control problems in WSNs, for example, Pump Slowly Fetch Quickly (PSFQ) (Wan et al., 2002 (Wan et al., , 2005 , Reliable Multisegment Transport (RMST) (Stann and Heidemann, 2003) , GARUDA (Park et al., 2004) , Event to Sink Reliable Transport (ESRT) (Akan and Akyildiz, 2005; Sankarasubramaniam et al., 2003) and Congestion Detection and Avoidance (CODA) , targeting either reliable data transport or congestion control or both. In this paper, we discuss the issues of reliable data transport and congestion control in WSNs and review the solutions reported in the literature. The key points of these methods are summarised.
The remainder of this paper is organised as follows. In Section 2, we investigate the characteristics of WSNs and the requirements of data transport in WSNs. In Section 3, we present a survey of reliable data transport protocols proposed recently. In Section 4, we discuss the congestion control mechanisms in WSNs. Section 5 provides discussions on future research directions of transport protocols in WSNs. Section 6 concludes this paper. Figure 1 shows a typical configuration of a WSN. As WSNs are designed for specific applications, they exhibit different characteristics from wired networks and other types of wireless networks. Some of the most prominent features of WSNs are outlined below: Cooperative -in addition to routing data to and from the sink, sensor nodes may cooperate in order to serve a high-level task. 6 Many-to-one (sensors-to-sink) and one-to-many (sink-to-sensors) data deliveries are typical in WSNs.
Challenges of data transport over WSNs

The characteristics of WSNs
These unique characteristics bring new challenges in designing efficient data transport and congestion control protocols for WSNs.
Issues and challenges in data transport over WSNs
There are mainly three types of data in WSNs:
1 sensor data from sensors to the sink 2 control or management information from the sink to sensors 3 retasking or reprogramming codes from the sink to sensors.
Depending on the direction of data flow of the applications, the data transport can be classified into: sensors-to-sink and sink-to-sensors. Sensors-to-sink transport protocols are used to transport data collected by the sensors to the sink. Sink-to-sensors transport protocols are used to send control data or reprogramming codes from the sink to the sensors. The requirements on reliability of data transport in WSNs can differ. Correspondingly, the reliability of data transport protocols can be classified into: guaranteed and stochastic reliability. Some applications need guaranteed reliability and every packet of an information block needs to be correctly received. This can also be called packet-level reliability. Some other applications may only need stochastic reliability. For example, an event can be considered reliably received if a certain percentage of the packets related to the event are received by the sink. The sink can derive the required information about the event from the partially received packets at the application layer. This can also be called application-level reliability.
Congestion can happen mainly when sensors send data to sink in a many-to-one topology. In this case, a congestion control mechanism which can reduce congestion is required.
Currently, there are two commonly used transport protocols over the Internet: UDP and TCP. Since UDP does not provide reliability or congestion control for data transport, it is not considered as a suitable protocol to transport sensor and control data for WSNs. TCP, which provides end-to-end reliable data transport, is the most widely used transport protocol in the Internet. However, TCP may not be suitable in WSNs to transport data between sensors and the sink. The reasons are summarised as follows: 1 It is well known that the inability of TCP to distinguish between congestion losses and transmission losses results in poor performance over many wireless networks Xylomenos et al., 2001 ). It has also been discovered that TCP is not suitable for wireless multihop networks (Fu, 2003) .
2 TCP provides 100% reliability. It is not only costly in terms of energy consumption, but also not required by many applications in WSNs.
3 TCP is connection-oriented. Setting up a TCP connection using the three-way handshake is costly and slow. Thus, it is not suitable for many urgent tasks in WSNs (e.g. wildfire detection).
4 TCP depends on network-wide unique addresses of nodes, while WSNs are data centric and may use attribute-based addressing.
5 Preprocessing or aggregation of data in intermediate nodes is desirable and often necessary in WSNs. Packets can be combined or changed before they reach their destination. Since TCP is an end-to-end protocol, it cannot handle this operation.
6 TCP is not light weight due to the large amount of run time and header overhead, and may not be suitable for implementation in low-cost sensor nodes with limited processing, memory and energy resources.
Although some variants of TCP are proposed, such as DTC (Dunkels et al., 2004) using distributed caching, they are not sufficient to meet the requirements and overcome the problems of data transport in WSNs.
In the following sections, we review the transport layer protocols proposed for WSNs. Their major characteristics will be described. We separate these protocols into two classes, reliable data transport and congestion control, according to their major functions. Note that some methods address both. In this paper, we mainly discuss the solutions at the transport layer. However, as some methods use cross-layer design and involve other layers' functions, the aids to reliable transport and congestion control from other layers will be briefly mentioned as well.
Reliable data transport in WSNs
In this section, three reliable data transport protocols, namely PSFQ (Wan et al., 2002 (Wan et al., , 2005 , RMST (Stann and Heidemann, 2003) and, GARUDA (Park and Vedantham, 2003; Park et al., 2004) are reviewed. All three provide guaranteed reliability for data transport. PSFQ and GARUDA support sink-to-sensors (one-to-many) data transport while RMST supports sensors-to-sink (many-to-one) data transport. Note that besides the three protocols, ESRT (Akan and Akyildiz, 2005; Sankarasubramaniam et al., 2003) provides reliability as well. As it is aimed at achieving stochastic reliability through congestion control, its major features will be described in Section 4.
Pump slowly fetch quickly (PSFQ)
The PSFQ protocol (Wan et al., 2002 (Wan et al., , 2005 is designed to deliver a number of packets from a single source node to a subset of receiver nodes or to all nodes within a WSN. It is mainly used in the sink-to-sensors direction. PSFQ provides guaranteed reliability for data delivery. It can be used to transport management data or retasking codes in sensors.
PSFQ comprises three protocol components: message relaying (pump operation), relay-initiated error recovery (fetch operation) and selective status reporting (report operation).
The pump operation disseminates the packets (e.g. segments of the retasking codes) by broadcasting to the target nodes (sensors) from the user node (sink). To enable local loss recovery and in-sequence data delivery, a data cache is created at each intermediate node. To schedule the forwarding of the packets, two timers, T 1 and T 2 are used.
A user node broadcasts a packet to its neighbours every T 1 until all the data segments have been sent out. The time T 1 between the different packets is relatively large (pump slowly) and each packet has a sequence number. When a node receives a new packet not yet seen, the node stores the packet in its cache. If the new packet is received in-sequence, the node waits for some random time between T 1 and T 2 and forwards it further. However, the packet will not be forwarded when the node notices that four or more of its neighbours have already forwarded the same packet, since the expected additional coverage achieved by forwarding the packet one more time tends to be small.
The fetch operation is an act of requesting a retransmission from neighbouring nodes once a loss is detected by a sequence gap in the packets at a receiving node. When a packet is received out-of-sequence, it is also stored. However, instead of forwarding the packet, the node requests immediate retransmission of the missing packets from any upstream neighbour using a NACK message indicating the missing packet(s) (fetch quickly). As soon as the node receives the missing packets, it starts forwarding the segments in-sequence by the pump operation.
To avoid the message implosion problem, NACK messages are not propagated. That is, a node does not relay a NACK message to its upstream neighbours unless the number of times the same NACK is received exceeds a predefined threshold, while the missing packets requested by the NACK message are not found in the node's cache.
The fetch operation by means of a NACK corresponds to a retransmission request and is triggered by missing sequence numbers in a node's cache. When the last segment of an information block is missing, there is no higher sequence number and this method of detecting losses fails. To avoid this problem, PSFQ includes a proactive fetch operation such that a node can also enter the fetch mode and send a NACK message for the next segment or the remaining segments if the last segment has not been received and no new segment is delivered after a period of time.
The report operation is an optional operation designed specifically to feedback data delivery status to the sink. The sink node sets the 'report bit' in its injected packet whenever it needs to know the latest status of the surrounding nodes. To reduce the number of report messages, only the last hop nodes will respond by sending a report message to its parent node. Each node along the path towards the sink node will piggyback its report message by adding its own status information to the report.
Reliable multisegment transport (RMST)
The RMST scheme (Stann and Heidemann, 2003) is mainly used in the sensors-to-sink direction and it provides guaranteed reliability of packet delivery. It is designed to complement directed diffusion (Intanagonwiwat et al., 2000 (Intanagonwiwat et al., , 2003 by including a reliable data transport service on top of it. Directed diffusion is used to discover paths from sensors to the sink. Similar to PSFQ, RMST is a NACK-based protocol, which employs primarily timer-driven loss detection and repair mechanisms. The basic mechanism for loss detection is a watchdog timer. RMST provides both noncaching mode and caching mode.
In the caching mode, the sink and all intermediate caching nodes in the reinforced path from source sensor node to sink cache the segments and check the cache periodically (controlled by the timer) for missing segments. When a node detects missing segments, it generates a NACK message which travels back to the source along the reinforced path. The first node having the missing segments in its cache forwards them again towards the requesting node and thereafter to the sink. If the node can retrieve all requested segments from its cache, then it drops the NACK packet. Otherwise the NACK is forwarded further.
In its non-caching mode, only the sinks set the timer and monitor the integrity of a RMST entity in terms of received segments. The intermediate nodes do not maintain any cache. The NACK packet travels back to the source node, which retransmits the missing segments.
Besides the NACK-based mechanisms, RMST also combines several mechanisms in other layers to enhance reliability. At the application layer, redundancy is used: the source transmits the whole data block periodically until the sink explicitly unsubscribes. At the MAC layer, retransmissions of lost MAC frames are used.
GARUDA
Similar to PSFQ, GARUDA (Park and Vedantham, 2003; Park et al., 2004) provides data transport from a sink to all or part of the sensors in a WSN with guaranteed reliability.
GARUDA also uses a NACK-based scheme. However, since NACK-based request schemes do not suffice for a single packet delivery (or when all packets in an information block are lost) without any additional support, GARUDA uses an ACK-based scheme as an alternative for the first packet. GARUDA addresses the reliable delivery of the first packet using a Wait-for-First-Packet (WFP) pulsing scheme. In this scheme, a small finite series of short duration pulses are repeated periodically. Due to the unique property of the pulse (larger amplitude and shorter period), the receiving node, regardless of whether it is currently idle or receiving a regular data packet, can sense the pulse. When a sink wants to send the first packet, the sink transmits the finite series of WFP pulse on a periodic basis. The sensor nodes within the transmission range of the sink, upon reception of the pulses, also start pulsing with the same periodicity between two series of pulses. This process is repeated until all the nodes start pulsing. The sink after pulsing for a finite time, transmits the first packet as a regular data packet transmission.
When the first packet has been delivered, a core of the WSN is constructed. The core is an approximation to the minimum dominating set of the WSN topology and the members of this set act as recovery servers for downstream core members and neighbouring non-core members.
Only the nodes that have a hop distance to the sink of the form 3i, where i is an integer, can elect themselves as core nodes. A candidate core node refrains from becoming a core node when there are enough core nodes in its neighbourhood. On the other hand, non-core nodes that have no core node within their transmission range can request a candidate core node to become a core node. All core nodes know at least one upstream core node from which they request retransmissions.
GARUDA performs a two-phase loss recovery mechanism: loss recovery for core nodes first and loss recovery for non-core nodes afterwards.
When a core node receives an out-of-sequence packet, the core infers a loss. A core node sends a request to an upstream core node only if it is notified that the missing packet is available at the upstream core node. The notification is through a scalable Availability Map (A-map) that is included in every packet and conveys meta-level information representing availability of packets with a bit set. The downstream node can use the knowledge included in the bitmap to suppress NACKs for packets also missing in its upstream node.
A non-core member snoops all (re)transmissions from its core node. Once it observes an A-map from its core node with all the bits set (i.e. the core node has all the packets it needs), it enters the non-core recovery phase by initiating retransmission requests to the core node.
Congestion control in WSNs
In this section, congestion control methods proposed for WSNs are reviewed. Typical WSNs work under light traffic load most of the time, but they can become congested when sudden events happen and bursts of traffic are injected from many sensor nodes. Congestion happens mainly in the sensors-to-sink direction when packets are transported in a many-to-one manner. Therefore, most of the proposed congestion control mechanisms are designed to lighten congestion in this direction.
Event to sink reliable transport (ESRT)
The ESRT protocol (Akan and Akyildiz, 2005; Sankarasubramaniam et al., 2003 ) considers reliability at the application level and provides stochastically reliable delivery of packets from sensors to the sink. The congestion control mechanism in ESRT is designed for this purpose. The motivation of ESRT is that in some applications the sink is only interested in reliable detection of event features from the collective information provided by numerous sensor nodes and not in their individual reports. If the event reporting frequency at the sensors is too low, the sink may not be able to collect enough information to detect the events reliably. On the other hand, if the reporting frequency is too high, it may endanger the event transport reliability by leading to congestion in the WSN.
ESRT adjusts the reporting frequency such that the observed event reliability is higher than the desired value while avoiding congestion. The event reliability is defined as the number of received data packets in a decision interval at the sink. The congestion detection in ESRT is through the local buffer level of the sensor nodes. The sensor nodes set the Congestion Notification (CN) bit in a packet's header if congestion is detected. When the sink receives packets with CN bit marked, it knows that congestion has occurred in the WSN.
In ESRT, the WSN can stay in one of the 5 states: (No Congestion, Low Reliability) (NC, LR), (No Congestion, High Reliability) (NC, HR), (Congestion, High Reliability) (C, HR), (Congestion, Low Reliability) (C, LR) and Optimal Operating Region (OOR). Depending on the current state, the sink calculates an updated reporting frequency and then broadcasts this information to the sensor nodes. In (NC, LR) state, the reliability is lower than required, so the reporting frequency is increased. In both (NC, HR) state and (C, HR) state, the reporting frequency is decreased with respective factors. In (C, LR) state, the reporting frequency is decreased more aggressively. In OOR, the required reliability is attained with minimum energy expenditure. Thus, the reporting frequency is left unchanged for the next decision interval.
The self-adjusting feature in ESRT makes the network work as close as possible to the optimal operating point, where the required reliability is achieved without network congestion. One disadvantage with this method is that all sensor nodes are controlled at once, treating regions of interest (where faster rates are appropriate) or regions with higher node density in the same way as uninteresting regions or regions with low node density (Karl and Willig, 2005) . Also ESRT does not consider the case in which there are different types of events requiring different levels of reliability.
Congestion detection and avoidance (CODA)
CODA is designed to solve the congestion problem in the sensors-to-sink direction. It contains three components: receiver-based congestion detection, open-loop hop-by-hop backpressure and closed-loop end-to-end multisource regulation.
In order to detect congestion, CODA uses a combination of the present and past channel loading conditions, and the current buffer occupancy at each receiver. If the buffer occupancy or the wireless channel load exceeds a threshold, congestion is inferred. To save energy, CODA uses a sampling scheme to activate local channel monitoring. Once congestion is detected, the node notifies its upstream neighbour nodes via a backpressure mechanism.
The backpressure mechanism operates in an open-loop hop-by-hop manner. A node broadcasts backpressure messages as long as it detects congestion. Backpressure messages are propagated upstream towards the source. A node that receives a backpressure message can adjust its sending rate in an Additive Increase Multiplicative Decrease (AIMD) manner or drop packets based on its local congestion control policy. It can decide whether or not to further propagate the backpressure message upstream based on its own local network conditions.
Besides the open-loop hop-by-hop backpressure mechanism, CODA uses a closed-loop end-to-end scheme to regulate multisource rates. When the event rate at a source is less than some fraction of the maximum theoretical throughput of the channel, the source regulates itself. When the threshold value is exceeded, the source is more likely to contribute to congestion and therefore closed-loop control is triggered. At this point, the source requires constant feedback (i.e. ACK) from the sink to maintain its sending rate. The source sets the 'regulate bit' in the event packets. Reception of packets with the regulate bit set forces the sink to send ACKs. When congestion builds up, ACKs can be lost. If the sources cannot receive enough ACKs from the sink, they drop their event rates. The sink can infer that congestion happens if it cannot receive event packets at the desired reporting rate. In this case, the sink can stop sending ACKs to the source nodes. When the congestion has subsided the sink can start to transmit ACKs again and the event reporting rates of the resources will increase.
Fusion
Fusion consists of three congestion mitigation techniques applied in different layers, that is, hop-by hop flow control, rate limiting and prioritised MAC.
The hop-by-hop flow control resembles the backpressure scheme in CODA. The difference lies in that instead of using backpressure messages, in Fusion each sensor node sets a congestion bit in the header of every ongoing packet. By taking advantage of the broadcast nature of the wireless medium, the implicit feedback obviates the need for explicit control messages that can waste the network bandwidth. The congestion detection method in Fusion is also similar to that in CODA. Both buffer occupancy and channel utilisation are used to determine the congestion status. When a sensor node overhears a packet from its parent node (the node closer to the sink) with the congestion bit set, it stops forwarding data towards the sink. If a path persistently experiences congestion, hop-by-hop backpressure will eventually reach the source and the source will throttle the source event rate.
Rate limiting is a preventive scheme to avoid congestion. In a WSN with a large diameter or many hops, if packets are dropped due to congestion somewhere in the WSN, a significant amount of energy and bandwidth can be wasted. In Fusion, each node listens to the traffic its parent node forwards to estimate the total Number (N) of the unique sources routing through the parent node. A token bucket scheme is used to regulate the sending rate of each node. A node accumulates one token every time it hears its parent node has forwarded N packets, up to a maximum value. The node is allowed to send only when its token account is above zero, and each packet sending costs one token. The rate limiting method improves fairness, but it is only effective in the case that all nodes have the same traffic load and the routing tree is not significantly skewed.
Fusion also incorporates a prioritised MAC scheme to ensure that congested nodes receive prioritised access to the channel. A typical Carrier Sense Multiple Access (CSMA) MAC layer gives all nodes the same chance to compete for channel access. In WSNs, the parent node, which may gather traffic from several children nodes, tends to overflow if it does not have more chances to transmit its packets. Therefore, it has to drop the packets forwarded from the children nodes. The solution in Fusion is that the random backoff time of each node is related to its local congestion state. Thus, the congested node has a better chance to win a contention so as to drain its buffer faster. Also, this mechanism allows the children nodes to learn the congestion information indicated by the congestion bit in its packets sooner.
EB
The work by Ee and Bajcsy (2004) considered congestion control in a tree routing structure from all data sources to a sink in a WSN. Not much different from CODA and Fusion, EB also uses a backpressure scheme. It consists of three steps repeatedly run at each node.
1 each node measures the average rate r at which packets can be sent from it 2 the node divides the rate r among the number of children nodes, n, to give the per-node data packet generation rate r data = r/n and adjusts the rate if its buffer is overflowing or about to overflow 3 the node compares the rate r data with the rate r data,parent sent from its parent, uses the smaller rate among the two values and propagates it such that a data source does not send packets beyond the minimum rate supported by the nodes along the path to the sink.
SenTCP
SenTCP is an open-loop hop-by-hop congestion control protocol proposed for WSNs. SenTCP uses the average local packet service time and average local packet inter-arrival time to jointly estimate the current local congestion degree in each intermediate sensor node. It uses hop-by-hop congestion control. In SenTCP, each intermediate sensor node sends a hop-by-hop feedback signal backward to its children node. The feedback signal, which carries local congestion degree and buffer occupancy ratio, is used by the children sensor nodes to adjust their sending rates in the transport layer.
Congestion control for multiclass traffic (COMUT)
Congestion Control for Multiclass Traffic (COMUT) ) is a distributed cluster-based congestion control mechanism for supporting multiple classes of traffic in WSNs. COMUT is based on the self-organisation of the networks into clusters. Each cluster autonomously and proactively monitors congestion within its localised scope. The clusters then exchange appropriate information to facilitate system-wide rate control. In COMUT, sensors are self-organised into clusters. Each cluster is governed by a sentinel. Each sensor in a cluster estimates its local traffic load within a specific time interval and reports it to its sentinel via a local broadcast. Upon collecting all the load values from the sensors, the sentinel estimates the cluster's traffic intensity. If the intensity is higher than a threshold, the cluster is regarded as congested. The sentinel periodically sends its locally computed traffic intensity values to other sentinels and finally to the sources. To regulate the source rate, the AIMD policy is used. COMUT considers two types of packet flows, high importance flows and low importance flows. To differentiate the two types of flows, upon congestion, for a low importance flow, the rate is dropped to a minimum value (instead of multiplicative decrease) if packets of higher importance exist along the congested path.
Congestion control for sensor networks (CONCERT)
Different from the backpressure approaches to regulate sources' rate every time congestion occurs, an adaptive data-aggregation is used in Congestion Control for Sensor Networks (CONCERT) (Galluccio et al., 2005) to reduce the amount of data travelling throughout the networks. Depending on the congestion level experienced at each aggregate node, CONCERT varies the degree of aggregation of data packets. The aggregation of data can reduce the amount of traffic thus reducing congestion. Using adaptive aggregation can only partially resolve the congestion problem because there is a limit on the aggregation degree. If the limit is exceeded, some information about the events in a WSN may be lost. In addition, aggregation of data at a high degree may consume excessive processing and hence energy resources in sensor nodes. CONCERT can be used as a complement to the other congestion control methods.
Congestion control from sink to sensors (CONSISE)
Different from the aforementioned congestion control mechanisms, Congestion Control from Sink to Sensors (CONSISE) works in the sink-to-sensors direction. Although congestion mostly happens in the sensors-to-sink direction, it is argued that congestion can happen in the sink-to-sensors direction as well subject to some factors, such as reverse path traffic from the sensors to the sink and broadcast storm problem which refers to the higher level of contention and collision occurring due to a series of local broadcast (Vedantham et al., 2005) . Thus, congestion in the sensors-to-sink direction will not be rare if WSN is built over a CSMA/CA type of MAC and flooding-based routing protocols. CONSISE adjusts the sending rate of each sensor node to utilise the available network bandwidth depending on the congestion level in the local environment. The CONSISE algorithm is run in the sensor nodes and the sink periodically. At the end of each epoch, a node determines its sending rate and provides explicit feedback to its upstream node (closer to the sink). The upstream node then adjusts its sending rate correspondingly. To receive packets as fast as possible, a downstream node an determine which one is its preferred upstream node and send a notification to it. If the upstream node does not obtain a notification as to whether it is a preferred upstream node over an epoch, it gradually decreases its sending rate. Thus, the preferred upstream node can send data at a higher rate without experiencing heavy congestion due to competitions from other non-preferred nodes.
Further discussions
In Sections 3 and 4, we have provided a brief overview of the existing reliable data transport and congestion control protocols proposed for WSNs. Their major features are summarised in Tables 1 and 2 .
In most protocols, caching in intermediate nodes is used. Caching data in the intermediate nodes can reduce the total number of data retransmissions thus conserving power and reducing delay. However, since the memory in sensor nodes is generally small, it must be used wisely. In addition, keeping multiple copies of data packets in the memories of many sensor nodes may waste energy and resources.
In order to detect congestion, some protocols use buffer occupancy and some others use channel load or both. Buffer occupancy-based methods are the simplest while channel load provides more accurate information in some cases. However, monitoring and calculation of channel load can be costly in terms of power consumption.
In these transport protocols, some use hop-by-hop control while the others use end-to-end control. In the end-to-end control, most control tasks are relied upon the sink, which in general is less restricted by processing resources. However, as congestion tends to happen in the proximity of the sink, the control messages issued by the sink may be throttled. On the other hand, hop-by-hop control needs the intermediate nodes to participate in the control process, which may increase the workload and power consumption on these resource-limited nodes.
In summary, these methods have made significant attempts to tackle the transport problems in WSNs from different aspects and in different circumstances. However, more research efforts are still necessary. Future research on transport protocols in WSNs should consider further improvement in the following aspects: 1 A unified transport protocol providing both sensors-to-sink and sink-to-sensors data transport is desired. In practical WSNs, there are data transport requirements in both directions. So far, the existing protocols emphasise one direction only, but not both. It is costly to implement two types of transport protocols. Also, confusion or conflict between the two types of protocols may exist if they are not well organised within a unified framework.
2 Interaction between reliability provision and congestion control needs to be investigated. A unified protocol providing both reliability and congestion control is desired.
3 Application of cross-layer design methodology should be considered. Many research results have shown that cross-layer design can improve the performance of various communication systems. It will not be an exception for WSNs. However, the trade-off of cross-layer design also needs to be considered. Cross-layer design is more specific to applicationsand networks. Reusability can be lost with a specific design and the cost of implementing cross-layer designed products can be increased.
4 The possibility of applying some newly developed techniques, for example, mobile agent technique (Braun and Rossak, 2005, Chen et al., 2006) , to assist the transport protocol in providing a better performance should be investigated.
5 Energy efficiency needs to be more emphasized in the future transport protocols for WSNs.
6 QoS provisioning in WSNs needs to be considered. In a WSN, both delay sensitive and loss sensitive data can coexist. The data in a WSN may be prioritised in terms of reliability and delay requirements. Future transport protocol design should take the different QoS requirements and fairness into account.
7 Besides transport reliability, it is worthwhile to consider other aspects of reliability together as well, for example, reliability/life time of sensor nodes, placement of nodes to reliably cover event areas and to reduce potential congestion.
Conclusion
In this paper, we have investigated the issues that make traditional transport protocols ill-suited for data transport in WSNs. Recently, proposed reliable data transport and congestion control protocols specifically designed for WSNs have been reviewed. We have also presented some guidelines for possible future research Table 1 Summary of reliable transport protocols for WSNs directions. While some progress has been achieved, more research efforts are needed to continue to improve data transport in WSNs.
