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MALLIAVIN AND FLOW REGULARITY OF SDES. APPLICATION TO
THE STUDY OF DENSITIES AND THE STOCHASTIC TRANSPORT
EQUATION.
DAVID BAN˜OS AND TORSTEIN NILSSEN
Abstract. In this work we present a condition for the regularity, in both space and
Malliavin sense, of strong solutions to SDEs driven by Brownian motion. We conjecture
that this condition is optimal. As a consequence, we are able to improve the regularity of
densities of such solutions.
We also apply these results to construct a classical solution to the stochastic transport
equation when the drift is Lipschitz.
Key words and phrases: strong solutions of SDEs, Malliavin regularity, Sobolev
regularity, regularity of densities, stochastic transport equation.
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1. Introduction
This paper is mainly divided into two parts. First, we are interested in studying the
regularity properties of the following Stochastic Differential Equation (SDE)
dXt = b(t, Xt)dt+ dBt, 0 ≤ t ≤ T, X0 = x ∈ R
d, (1.1)
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where Bt, t ∈ [0, T ] is a d-dimensional Brownian motion and b is a measurable function
such that a unique strong solution exists. Our goal is to analyse the regularity of strong
solutions to (1.1) both in space and in the Malliavin sense. We give a condition based
on the regularity properties of b to obtain regularity properties of Xt, t ∈ [0, T ]. Then
we study the consequences of the aforementioned properties and we take two different
directions. On one hand, the Malliavin regularity allows us to improve the regularity
of densities of strong solutions. On the other hand, the regularity in space entitles us
to study the associated Stochastic Transport Equation and gain more regularity on the
solution. Namely, for b Lipschitz we are able to show that one obtains a classical solution
to the Stochastic Transport Equation.
Considerable research in the direction of regularity of densities of solutions to SDEs has
been done in the past years. There are well-known results on conditions for a density to
be smooth when the coefficients are smooth, for example, in [20] or in the case of SDEs
with boundary conditions in [10] under the so-called Ho¨rmander’s condition.
We highlight the work by S. Kusuoka and D. Stroock in [12] where the authors show that
if b ∈ Cn+2b (R
d) then the density lies in Cnb (R
d) using Sobolev inequalities associated to the
H-derivative of the solution. Here, we improve the regularity of the density and skip the
boundedness of b, instead we consider additive noise and provide an extension to a class of
non-degenerate diffusion coefficients. In [11] S. Kusuoka also gives conditions for the law to
be absolutely continuous with respect to the Lebesgue measure when drift coefficients are
non-Lipschitz, his work is closely related to the findings of N. Bouleau and F. Hirsch in [3]
where the authors show that for global Lipschitz coefficient a density exists, here we show
that such density is Ho¨lder continuous with exponent α < 1. An improvement was given
in dimension one in [8] where they show that for a Ho¨lder continuous drift of, at most,
linear growth and Ho¨lder continuous diffusion coefficient the solution admits densities at
any given time.
Our technique is mainly based on Malliavin calculus and on a sharp estimate on the
moments of the derivative of the flow associated to the solution motived by a previous
work in [18] where a very similar estimate is used to prove that solutions of SDE’s with
irregular drift coefficients are once Sobolev differentiable in the initial condition. SDE’s
with irregular drift coefficients has been a very active topic of research in the last years. For
example, it is known, see [16], where the authors prove that solutions of SDEs with merely
bounded drift are Malliavin differentiable. Nevertheless, once Malliavin differentiability is
not enough to guarantee regularity of the densities. A related result on this matter is [1]
where the drift is assumed to be irregular and a representation for the derivative is also
obtained, even in the higher dimensional case. Also, [22] deals with the same problem as
in [18] but here, the diffusion is non-trivial. Here instead, we look at the regularity of
the drift coefficient and connect it to regularity of the solution in both the Malliavin and
Sobolev sense.
For the study of densities, we use a powerful result by V. Bally and L. Caramellino in
[2] which allows us directly to improve the regularity of densities of solutions with with
sufficient Malliavin regularity. In addition, we also look at the regularity in space. As a
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consequence of the relationship between the Malliavin and Sobolev derivatives we are also
able to give a condition to determine the regularity of solutions to (1.1) in the Sobolev
sense (locally) and show that such derivatives admit moments of any order. At the end of
the section we also give an extension to more general diffusions.
The last application of the paper is devoted to the study of the Stochastic Transport
Equation (STE) since it is closely related to the SDE (1.1) by the inverse of the flow of
the solution. We use the results obtained in the first part of the paper to show that, for b
Lipschitz, the solution is classical. Work in the direction of SPDE’s and in particular the
Stochastic Transport Equation has brought a lot of interests in the last years. In [7] F.
Flandoli, M. Gubinelli and E. Priola study the well-posedness for Ho¨lder-continuous drifts
and show pathwise uniqueness of the weak solution. In [19], in dimension one, it is shown
that when the drift is a step function then the solution to the transport equation is even
once continuously differentiable.
2. Framework
In this section we recall some facts from Malliavin calculus and Sobolev spaces, which
we aim at employing in Section 3 to analyse the regularity of densities of strong solutions
of SDEs. See [20, 14, 15, 4] for a deeper insight on Malliavin Calculus. As for theory on
Sobolev spaces the reader is referred to [13, 6].
2.1. Basic elements of Malliavin Calculus. In this Section we briefly elaborate a
framework for Malliavin calculus.
Let H be a real separable Hilbert space andW = {W (h), h ∈ H} an isonormal Gaussian
process, see [20, Definition 1.1.1]. Assume W is defined on a complete probability space
(Ω,F , P ) and F is generated by W .
Denote by D the derivative operator acting on elementary smooth random variables in
the sense that
D(f(h1, . . . , hn)) =
n∑
i=1
∂if(h1, . . . , hn)hi, hi ∈ H, f ∈ C
∞
b (R
n).
Further let Dk,p(Ω), k, p ≥ 1 be the closure of the family of elementary smooth random
variables with respect to the norm
‖F‖
Dk,p(Ω) := ‖F‖Lp(Ω) +
k∑
i=1
∥∥∥∥D i)· · ·DF
∥∥∥∥
Lp(Ω;H⊗
i)
···⊗H)
.
Our framework will rely on the special case where H is isometric to L2([0, T ];Rd) en-
dowed with the Lebesgue measure, then we have that the Malliavin derivative is a process
{DtF}t∈[0,T ] in L
2(Ω× [0, T ];Rd) defined as
DtF =
n∑
i=1
∂
∂xi
f
(∫ T
0
h1(u)dWu, . . . ,
∫ T
0
hn(u)dWu
)
hi(t)
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and again we take the closure w.r.t. the norm
‖F‖Dk,p(Ω) = E[|F |
p]1/p +
k∑
i=1
E
[∫ T
0
· · ·
∫ T
0
‖Dt1 · · ·DtiF‖
pdt1 · · · ti
]1/p
where ‖ · ‖ denotes any norm in Rd×
i)
···×d.
The operator D
k)
· · ·D is then a closed operator from Dk,p(Ω) to Lp(Ω × [0, T ]k;Rd×
k)
···×d)
for all p ≥ 1. Moreover, for p ≤ q and k ≤ l we have
‖F‖Dk,p(Ω) ≤ ‖F‖Dl,q(Ω)
and as a consequence
D
k+1,p(Ω) →֒ Dk,q(Ω)
if k ≥ 0 and p > q.
We shall say that a random variable is k-times Malliavin differentiable with derivatives
in Lp(Ω), p ≥ 1 if it lies on Dk,p(Ω).
Finally, we have the chain-rule for the Malliavin derivative. Let ϕ : Rm → Rm be a
function such that
|ϕ(x)− ϕ(y)| ≤ K|x− y|
for any x, y ∈ Rm. Suppose F = (F 1, . . . , Fm) is a random vector whose components
belong to the space D1,2(Ω). Then ϕ(F ) ∈ D1,2(Ω) and there exists a random vector
G = (G1, . . . , Gm) bounded by K such that
Dϕ(F ) =
m∑
i=1
GiDF
i.
In particular if ϕ′ exists, then G = ϕ′(F ).
For a stochastic process v ∈ Dom(δ) (not necessarily adapted to {Ft}t∈[0,T ]) we denote
by
δ(v) :=
∫ T
0
vtδBt (2.1)
the action of δ on v. The above expression (2.1) is known as the Skorokhod integral of
v and it is an anticipative stochastic integral. It turns out that all {Ft}t∈[0,T ]-adapted
processes in L2(Ω× [0, T ]) are in the domain of δ and for such processes vt we have
δ(v) =
∫ T
0
vtdBt,
i.e.the Skorokhod and Itoˆ integrals coincide. In this sense, the Skorokhod integral can be
considered to be an extension of the Itoˆ integral to non-adapted integrands.
The dual relation between the Malliavin derivative and the Skorokhod integral implies
the following important formula:
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Theorem 2.1 (Duality formula). Let F ∈ D1,2 and v ∈ Dom(δ). Then
E
[
F
∫ T
0
vtδBt
]
= E
[∫ T
0
vtDtFdt
]
. (2.2)
2.2. Basic facts of theory on Sobolev spaces. In this section we concisely review some
basic facts about theory on Sobolev spaces.
Let U be an open bounded subset of Rd. Fix 1 ≤ p ≤ ∞ and let k ≥ 0 an integer. The
Sobolev space W k,p(U) is composed by all locally integrable functions u : U → R such
that for any multiindex α with |α| ≤ k, then Dαu exists in the weak sense and belongs to
Lp(U).
We endow the space W k,p(U) with the topology generated by the norm
‖u‖W k,p(U) :=

∑
|α|≤k
∫
U
|Dαu|pdx


1/p
, 1 ≤ p <∞
or
‖u‖W k,∞(U) :=
∑
|α|≤k
ess supU |D
αu|, p =∞.
The following relations will be of high relevance for our purposes. For 1 ≤ p < q ≤ ∞,
k > l such that (k − l)p < d and
1
q
=
1
p
−
k − l
d
then we have the following continuous embedding
W k,p(Rd) →֒ W l,q(Rd). (2.3)
Also, we have the following embedding as a consequence of Morrey’s inequality; if
k−r−α
d
= 1
p
with α ∈ (0, 1) then
W k,p(Rd) →֒ Cr,α(Rd). (2.4)
Essentially, this means that if we have enough Sobolev-regularity then we may expect some
continuous classical derivatives up to some order.
We will though use ∂
∂x
to denote differentiation in both the weak and classical sense
when the context is clear.
2.3. Shuffles. Let m,n ∈ N0 and denote by Sm = {σ : {1, . . . , m} → {1, . . . , m}} the set
of permutations of m elements. Define the set of shuffle permutations of length n +m as
S(m,n) := {σ ∈ Sm+n : σ(1) < · · · < σ(m), σ(m+ 1) < · · · < σ(m+ n)}.
Fix s, t ∈ [0, T ] with s < t and define the m-dimensional subset of [0, 1]m
Λms,t := {(u1, . . . , um) ∈ [0, T ]
m : s < u1 < · · · < um < t}.
Denote u = (u1, . . . , um) ∈ [0, T ]
m and for given a permutation σ ∈ Sm let uσ(1:m) :=
(uσ(1), . . . , uσ(m)).
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Let f : [0, T ]m → R and g : [0, T ]n → R be two measurable functions. Then(∫
Λms,t
f(u)du
)(∫
Λns,t
g(u)du
)
=
∑
σ∈S(m,n)
∫
Λm+ns,t
f(uσ(1:m))g(uσ(m+1:m+n))du. (2.5)
We will also need the following formula. Let fi : [0, T ] → R, i = 1, . . . , m + n be
measurable functions and k = 0, . . . , m be fixed. Then∫
Λms,t
∫
Λns,uk
n∏
i=1
fi(vi)
n+m∏
i=n+1
fi(ui)dvdu =
∑
σ∈Sk(m,n)
∫
Λm+ns,t
m+n∏
i=1
fi(wσ(i))dw (2.6)
where
Sk(m,n) = {σ ∈ S(m,n) : σ(j) = j, j = k, . . . , m}.
If we consider the case uk = t in the last formula we indeed obtain (2.5). Observe also that
the number of terms in the sum given in (2.6) is at most of order Cm+n for some finite
constant C > 0.
3. Malliavin and flow regularity of strong solutions of SDEs
Consider the stochastic differential equation (SDE) given by{
dXt = b(t, Xt)dt+ dBt,
X0 = x ∈ R
d,
(3.1)
where the drift coefficient b : [0, T ] × Rd → Rd is a Borel measurable function
and Bt is a d-dimensional Brownian motion defined on the filtered probability space
(Ω,F , {Ft}t∈[0,T ], P ) where the filtration {Ft}t∈[0,T ] is the one generated by Bt, t ∈ [0, T ]
augmented by the P -null sets.
If b is of linear growth and Lipschitz continuous it is well-known that there exists a
unique global strong solution to the SDE (3.1) which belongs to D1,2(Ω). In fact, under
more relaxed conditions on b one has the same result, see for instance [16], [19].
In this section we are concerned with the regularity of the solution in the Malliavin sense
in terms of the regularity of b. We will assume the following hypotheses for b, for every
(t, x) ∈ [0, T ]× Rd
sup
t∈[0,T ]
|b(t, x)| ≤ C(1 + |x|), C > 0,
Db(t, ·), D2b(t, ·), . . . , Dkb(t, ·) ∈ L∞(Rd)
(H)
for some k ≥ 1 where here, the derivatives are understood in the weak sense. In particular,
b is k − 1 times continuously differentiable in virtue of the Sobolev embedding (2.4) and
equation (3.1) admits a unique strong solution.
Before we proceed to the main statements of this section we need two preliminary results
which are essential for our targets.
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Lemma 3.1. Let {bn}n≥0 be a sequence of compactly supported smooth functions approxi-
mating b a.e. in t ∈ [0, T ] and x ∈ Rd such that supn≥0 |bn(t, x)| ≤ C(1 + |x|), all x ∈ R
d
and t ∈ [0, T ]. Then for any compact subset K ⊂ Rd there exists an ε > 0 such that
sup
x∈K
sup
n≥0
E
[
E
(∫ T
0
bn(u,B
x
u)dBu
)1+ε]
<∞. (3.2)
where Bxt := x+Bt and
E(Mt) := exp
{
Mt −M0 −
1
2
[M ]t
}
denotes the Dole´ans-Dade exponential of a martingale M and [M ] the quadratic variation
of M . In particular we also have
sup
x∈K
E
[
E
(∫ T
0
b(u,Bxu)dBu
)1+ε]
<∞. (3.3)
Proof. Indeed, write
E
[
E
(∫ T
0
bn(u,B
x
u)dBu
)1+ε]
=
= E
[
exp
{∫ T
0
(1 + ε)bn(u,B
x
u)dBu −
1
2
∫ T
0
(1 + ε)|bn(u,B
x
u)|
2du
}]
= E
[
exp
{∫ T
0
(1 + ε)bn(u,B
x
u)dBu −
1
2
∫ T
0
(1 + ε)2|bn(u,B
x
u)|
2du
+
1
2
∫ T
0
ε(1 + ε)|bn(u,B
x
u)|
2du
}]
= E
[
exp
{
1
2
∫ T
0
ε(1 + ε)|bn(u,X
ε,x
u )|
2du
}]
where the last step follows from Girsanov’s theorem and here Xε,xt is a solution of the
following SDE {
dXε,xt = (1 + ε)bn(t, X
ε,x
t )dt+ dBt, t ∈ [0, T ]
Xε,x0 = x.
Observe that, since b has at most linear growth, we have
|Xε,xt | ≤ |x|+ C(1 + ε)
∫ t
0
(1 + |Xε,xu |)du+ |Bt|
for every t ∈ [0, T ]. Then Gronwall’s inequality gives
|Xε,xt | ≤ (|x|+ C(1 + ε)T + |Bt|) e
C(1+ε)T , (3.4)
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and the sublinearity of b and the estimate (3.4) give
|bn(u,X
ε,x
u )| ≤ Cε,T (1 + |x|+ |Bt|)
where Cε,T denotes the collection of all constants depending on ε, T .
As a result,
E
[
exp
{
ε(1+ε)
∫ T
0
|bn(u,X
ε,x
u )|
2du
}]
≤ E
[
exp
{
C˜ε,T
∫ T
0
(1 + |x|+ |Bu|)
2 du
}]
≤ eC˜ε,T (1+|x|)
2
E
[
exp
{
C˜ε,T (1 + |x|)
∫ T
0
(|Bu|+ |Bu|
2)du
}]
where C˜ε,T > 0 is a constant such that limεց0 C˜ε,T = 0. Clearly, for every compact set
K ⊂ Rd we can choose ε > 0 small enough such that
sup
x∈K
sup
n≥0
E
[
exp
{
ε(1 + ε)
∫ T
0
|bn(u,X
ε,x
u )|
2du
}]
<∞.

Remark 3.2. We point out that the finite dimensional laws of the strong solution of (3.1)
are absolutely continuous with respect to the Lebesgue measure. To see this, let A denote a
set with null Lebesgue measure. Then since b is of, at most, linear growth, by Girsanov’s
theorem, see e.g. [9, Proposition 5.3.6], and Lemma 3.3 one has
P (Xt ∈ A) ≤ E
[
1{Bxt ∈A}
E
(∫ T
0
b(u,Bxu)dBu
)]
≤ CεP (B
x
t ∈ A)
ε
1+ε
= 0.
Next, we give a crucial estimate for the proof of our main results.
Proposition 3.3. Let B be a d-dimensional Brownian motion starting from z0 ∈ R
d and
b1, . . . , bm be compactly supported continuously differentiable functions bi : [0, T ]×R
d → R
for i = 1, 2, . . .m. Let αi ∈ {0, 1}
d be a multiindex such that |αi| ≤ 1 for i = 1, 2, . . . , m.
Then there exists a universal constant C (independent of {bi}i, m, and {αi}i) such that∣∣∣∣∣E
[∫
t0<t1<···<tm<t
(
m∏
i=1
Dαibi(ti, Bti)
)
dt1 . . . dtm
]∣∣∣∣∣ ≤ C
m
∏m
i=1 ‖bi‖∞(t− t0)
m/2
Γ(m
2
+ 1)
(3.5)
for every t0, t ∈ [0, T ] where Γ is the Gamma-function. Here, αi = (0, . . . , 1, . . . , 0) is
a multiindex where 1 is placed in position 1 ≤ j ≤ d and thus Dαi denotes the partial
derivative with respect to the j′th space variable.
Proof. See [16, Proposition 3.7] for a detailed proof when |αi| = 1 for all i = 1, . . . , m. For
the case, |αi| ≤ 1 the proof is fairly similar. 
We turn now to one of the main results of this section.
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Theorem 3.4. Let Xt, t ∈ [0, T ] denote the solution to equation (3.1) with
b : [0, T ]× Rd → Rd a function satisfying hypotheses (H)1, i.e. of linear growth with
bounded weak derivative, then we have Xt ∈ D
2,p(Ω) for all p ≥ 1. In particular the
result holds if b is (globally) Lipschitz.
Proof. In order to carry out the proof of Theorem 3.4, we use the following result in
[20, Proposition 1.5.5.].
Proposition 3.5. Let {Xn}n≥0 a sequence of random variables such that Xn → X in
Lp(Ω), p ≥ 1 and such that for k ≥ 1
sup
n≥0
‖Xn‖Dk,p(Ω) <∞,
then X ∈ Dk,p(Ω).
We start with the proof of Theorem 3.4 by showing that the solution Xt of (3.1) can be
approximated by random variables in Lp(Ω) for every t ∈ [0, T ].
We have that the weak derivative of b lies in L∞(Rd) and b has linear growth, i.e. there
is C > 0 such that
|b(t, x)| ≤ C(1 + |x|)
for every t ∈ [0, T ] and x ∈ Rd. Then we can approximate b a.e. in t ∈ [0, T ] and x ∈ Rd
by a sequence of functions {bn}n≥1 ⊂ C
2(Rd) such that supn≥0 |bn(t, x)| ≤ C(1 + |x|) and
supn ‖b
′
n‖∞ <∞. For each t ∈ [0, T ], denote by X
n
t the sequence of random variables in
Lp(Ω) solution to equation (3.1) with drift coefficient bn. Then
Xnt = x+
∫ t
0
bn(u,X
n
u )du+Bt.
Denote by pXt the density of Xt for a fixed t ∈ [0, T ] from Remark 3.2. Denote by | · |
the Euclidean norm in Rd, then
E
[
|Xnt −Xt|
p
]
= E
[∣∣∣∣
∫ t
0
(bn(u,X
n
u )− b(u,Xu)) du
∣∣∣∣
p]
≤ (2t)p−1E
[∫ t
0
|bn(u,Xu)− b(u,Xu)|
pdu
]
+ (2t)p−1E
[∫ t
0
|bn(u,X
n
u )− bn(u,Xu)|
pdu
]
≤ (2t)p−1E
[∫ t
0
|bn(u,Xu)− b(u,Xu)|
pdu
]
+ (2t)p−1‖b′n‖
p
∞E
[∫ t
0
|Xnu −Xu|
pdu
]
.
Using Gronwall’s inequality we obtain
E [|Xnt −Xt|
p] ≤ (2t)p−1 exp
{
(2t)p−1t sup
k
‖b′k‖
p
∞
}
E
[∫ t
0
|bn(u,Xu)− b(u,Xu)|
pdu
]
≤ C
∫ t
0
∫
Rd
|bn(u, x)− b(u, x)|
ppXu(x)dxdu
for a constant C > 0 independent of n. Then Lebesgue’s dominated convergence theorem
gives the Lp(Ω)-convergence.
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Let us now proceed with the proof that the random variables Xnt are bounded in D
2,p(Ω)
for every p ≥ 1: Fix s1, t ∈ [0, T ], s1,≤ t. Then
Ds1X
n
t = Id +
∫ t
s1
b′n(u,X
n
u )Ds1X
n
udu. (3.6)
The above equations for Ds1X
n
u , n ≥ 1, are linear equations with matrix-valued unknowns.
Since each bn is smooth we have a unique solution of (3.6). Again, for notational conve-
nience we denote by Λm(s, t) := {(u1, . . . , um) ∈ [0, T ]
m : s < u1 < · · · < um < t} the m.
Then using a Picard iteration argument we may write the solution of (3.6) as a series
expansion as follows
Ds1X
n
t = Id +
∑
m≥1
∫
Λm(s1,t)
b′n(u1, X
n
u1) · · · b
′
n(um, X
n
um)du1 · · · dum. (3.7)
To see that the above expression is indeed the solution of (3.6) just make the following
observation
d
dt
Ds1X
n
t = b
′
n(t, X
n
t )
(
Id +
∑
m≥1
∫
Λm(s1,t)
b′n(u1, X
n
u1
) · · · b′n(um, X
n
um)du1 · · · dum
)
.
Take now s2 ∈ [0, t]. Then
Ds2Ds1X
n
t =
∑
m≥1
∫
Λm(s1∨s2,t)
Ds2
[
b′n(u1, X
n
u1) · · · b
′
n(um, X
n
um)
]
du1 · · · dum. (3.8)
We expand the integrand of (3.8) using Leibniz’s rule as follows
Ds2
[
b′n(u1, X
n
u1
) · · · b′n(um, X
n
um)
]
=
m∑
r=1
b′n(u1, X
n
u1
) · · · b′′n(ur, X
n
ur)Ds2X
n
ur · · · b
′
n(um, X
n
um).
Remark 3.6. We recall here that b : [0, T ] × Rd → Rd so Db(t, ·) : Rd → L(Rd,Rd) and
so Db(t, x) ∈ L(Rd,Rd). The second derivative is then D2b(t, ·) : Rd → L(Rd, L(Rd,Rd))
so D2b(t, x) : L(Rd, L(Rd,Rd)) ∼= L2(Rd×Rd,Rd) denoting by L2(Rd×Rd,Rd) the bilinear
forms from Rd × Rd into Rd.
Inserting the representation (3.7) for Ds2X
n
ur in this case we have that the above quantity
can be written as
m∑
r=1
b′n(u1, X
n
u1
) · · · b′′n(ur, X
n
ur)
×
(
Id +
∑
m≥1
∫
Λm(s2,ur)
b′n(v1, X
n
v1) · · · b
′
n(vm, X
n
vm)dv1 · · · dvm
)
b′n(ur+1, X
n
ur+1) · · · b
′
n(um, X
n
um).
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Altogether
Ds2Ds1X
n
t =
∑
m1≥1
∫
Λm1 (s1∨s2,t)
m1∑
r=1
b′n(u1, X
n
u1) · · · b
′′
n(ur, X
n
ur)
×
(
Id +
∑
m2≥1
∫
Λm2 (s2,ur)
b′n(v1, X
n
v1
) · · · b′n(vm2 , X
n
vm2
)dv1 · · ·dvm2
)
× b′n(ur+1, X
n
ur+1) · · · b
′
n(um1, X
n
um1
)du1 · · · dum1 .
=
∑
m1≥1
∫
Λm1 (s1∨s2,t)
m1∑
r=1
b′n(u1, X
n
u1
) · · · b′′n(ur, X
n
ur) · · · b
′
n(um1 , X
n
um1
)du1 · · ·dum1
+
∑
m1≥1
∫
Λm1 (s1∨s2,t)
m1∑
r=1
b′n(u1, X
n
u1
) · · · b′′n(ur, X
n
ur)
×
(∑
m2≥1
∫
Λm2 (s2,ur)
b′n(v1, X
n
v1
) · · · b′n(vm2 , X
n
vm2
)dv1 · · ·dvm2
)
× b′n(ur+1, X
n
ur+1
) · · · b′n(um1, X
n
um1
)du1 · · · dum1 .
We reallocate terms by dominated convergence and respecting the order of matrices
Ds2Ds1X
n
t =
∑
m1≥1
m1∑
r=1
∫
Λm1 (s1∨s2,t)
b′n(u1, X
n
u1) · · · b
′′
n(ur, X
n
ur) · · · b
′
n(um1, X
n
um1
)du1 · · · dum1
(3.9)
+
∑
m1≥1
m1∑
r=1
∑
m2≥1
∫
Λm1 (s1∨s2,t)
∫
Λm2 (s2,ur)
b′n(u1, X
n
u1
) · · · b′′n(ur, X
n
ur)
× b′n(v1, X
n
v1) · · · b
′
n(vm2 , X
n
vm2
)b′n(ur+1, X
n
ur+1) · · · b
′
n(um1, X
n
um1
)dv1 · · · dvm2du1 · · · dum1 .
=: In1 + I
n
2 .
Denote by ‖ · ‖ the maximum norm on Rd×d×d. Then Minkowski’s inequality gives
E‖Ds2Ds1X
n
t ‖
p = E‖In1 + I
n
2 ‖
p ≤ 2p−1 (E‖In1 ‖
p + E‖In2 ‖
p)
Let p ≥ 1 and choose p1, p2 ∈ [1,∞) such that pp1 = 2
q for some integer q and 1
p1
+ 1
p2
= 1.
We focus now on the term In2 . Then by Girsanov’s theorem we have
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E‖In2 ‖
p = E
[∥∥∥∥ ∑
m1≥1
m1∑
r=1
∑
m2≥1
∫
Λm1 (s1∨s2,t)
∫
Λm2 (s2,ur)
b′n(u1, B
x
u1) · · · b
′′
n(ur, B
x
ur)
× b′n(v1, B
x
v1) · · · b
′
n(vm2 , B
x
vm2
)bn(ur+1, B
x
ur+1) · · · b
′
n(um1, B
x
um1
)dv1 · · · dvm2du1 · · · dum1
∥∥∥∥
p
× E
(
d∑
i=1
∫ T
0
b(i)n (u,B
x
u)dB
(i)
u
)]
.
Then choose p2 = 1+ ε and p1 =
1+ε
ε
with ε > 0 sufficiently small and apply Lemma 3.3
to obtain
E‖In2 ‖
p ≤ Cε
∥∥∥∥ ∑
m1≥1
m1∑
r=1
∑
m2≥1
∫
Λm1 (s1∨s2,t)
∫
Λm2 (s2,ur)
b′n(u1, B
x
u1
) · · · b′′n(ur, B
x
ur)b
′
n(v1, B
x
v1
)
× · · · b′n(vm2 , B
x
vm2
)bn(ur+1, B
x
ur+1
) · · · b′n(um1, B
x
um1
)dv1 · · · dvm2du1 · · · dum1
∥∥∥∥
p
L2
q
(Ω;Rd×d×d)
(3.10)
Now we carry out the product of linear and bilinear forms in the integrand of (3.10).
Recall that b′′(u,Bxu) =
(
∂2
∂xj∂xk
b(i)(u,Bxu)
)
i,j,k=1,...,d
and b′(u,Bxu) =
(
∂
∂xj
b(i)(u,Bxu)
)
i,j=1,...,d
where the superscript b(i)(u,Bxu) here denotes the i-th component of the vector b(u,B
x
u) and
∂
∂xj
, resp. ∂
2
∂xj∂xk
, denote the weak derivative of b(i)(u,Bxu) with respect to the j-th space
component, resp. with respect to the j-th and k-th space components. So we represent the
second order derivatives as a matrix of matrices in this case, i.e. b′′(t, x) = ∇⊗∇b(t, x)
where ⊗ denotes the Kronecker tensor product.
Hence we can represent the second order derivatives in the integrand in (3.10) in this
manner
b′′(u,Bxu) =


∂
∂x1


∂
∂x1
b(1)(u,Bxu) · · ·
∂
∂xd
b(1)(u,Bxu)
...
. . .
...
∂
∂x1
b(d)(u,Bxu) · · ·
∂
∂x1
b(d)(u,Bxu)


...
∂
∂xd


∂
∂x1
b(1)(u,Bxu) · · ·
∂
∂xd
b(1)(u,Bxu)
...
. . .
...
∂
∂x1
b(d)(u,Bxu) · · ·
∂
∂x1
b(d)(u,Bxu)




(3.11)
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The product of b′′(Bu) with b
′(Bv) is then
b′′(u,Bxu)b
′(v, Bxv ) =


∂
∂x1


∂
∂x1
b(1)(u,Bxu) · · ·
∂
∂xd
b(1)(u,Bxu)
...
. . .
...
∂
∂x1
b(d)(u,Bxu) · · ·
∂
∂x1
b(d)(u,Bxu)

 b′(v, Bxv )
...
∂
∂xd


∂
∂x1
b(1)(u,Bxu) · · ·
∂
∂xd
b(1)(u,Bxu)
...
. . .
...
∂
∂x1
b(d)(u,Bxu) · · ·
∂
∂x1
b(d)(u,Bxu)

 b′(v, Bxv )


(3.12)
As a result
b′′(u,Bxu)b
′(v, Bxv ) =
(
d∑
l=1
∂2
∂xk∂xl
b(i)(u,Bxu)
∂
∂xj
b(l)(v, Bxv )
)d
i,j,k=1
Hence, taking maximum norm over all products
E‖In2 ‖
p ≤ Cp
( ∑
m1≥1
m1∑
r=1
∑
m2≥1
d∑
i,j,k=1
d∑
l1,...,lm1+m2−1=1
∥∥∥∥
∫
Λm1 (s1∨s2,t)
∫
Λm2 (s2,ur)
∂
∂xl1
b(i)n (u1, B
x
u1)
×
∂
∂xl2
b(l1)n (u2, B
x
u2
) · · ·
∂
∂xlr−1
b(lr−2)n (ur−1, B
x
ur−1
)
∂
∂xk
∂
∂xlr
b(lr−1)n (ur, B
x
ur)
×
∂
∂xlr+1
b(lr)n (v1, B
x
v1) · · ·
∂
∂xlr+m2
b
(lr+m2−1)
n (vm2 , B
x
vm2
)
∂
∂xlr+m2+1
b
(lr+m2 )
n (ur+1, B
x
ur+1)
× · · ·
∂
∂xj
b
(lm1+m2−1)
n (um1 , B
x
um1
)dv1 · · · dvm2du1 · · · dum1
∥∥∥∥
L2
q
(Ω;R)
)p
.
(3.13)
Observe the second order partial derivatives in the integrand.
The following step is to apply expectation and get rid of the second order derivatives.
To do so, we will use the estimate from Proposition 3.3.
Before applying Proposition 3.3 we need to make the following observation on the inte-
grating regions in connection to (3.13): the iterated integrals of (3.13) can be split up as
a sum of integrals where the regions which we integrate over are ordered. Indeed, using
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formula (2.6) we express the term in (3.13) as follows
E‖In2 ‖
p
≤Cp
( ∑
m1≥1
m1∑
r=1
∑
m2≥1
d∑
i,j,k=1
d∑
l1,...,lm1+m2−1=1
∑
σ∈Sr(m,n)
∥∥∥∥
∫
Λm1+m2 (s1∨s2,t)
∂
∂xl1
b(i)n (wσ(1), B
x
wσ(1)
)
×
∂
∂xl2
b(l1)n (wσ(2), B
x
wσ(2)
) · · ·
∂
∂xlr−1
b(lr−2)n (wσ(r−1), B
x
wσ(r−1)
)
∂
∂xk
∂
∂xlr
b(lr−1)n (wσ(r), B
x
wσ(r)
)
×
∂
∂xlr+1
b(lr)n (wσ(r+1), B
x
wσ(r+1)
) · · ·
∂
∂xlr+m2
b
(lr+m2−1)
n (wσ(r+m2), B
x
wσ(r+m2)
)
×
∂
∂xlr+m2+1
b
(lr+m2 )
n (wσ(r+m2+1), B
x
wσ(r+m2+1)
) · · ·
· · ·
∂
∂xj
b
(lm1+m2−1)
n (wσ(m1+m2), B
x
wσ(m1+m2)
)dw1 · · · dwm1+m2
∥∥∥∥
L2
q
(Ω;R)
)p
.
(3.14)
Now that the sets over which we integrate are symmetric we can use deterministic
integration by parts to write the integrals in (3.14) to the power two as a sum of at most
22m summands of the form
∫
Λs2m(s1∨s2,t)
g1(w1) · · · g2m(w2m)dw1 · · · dw2m
where m := m1 +m2 and gl ∈
{
∂
∂xj
b(i)(·, Bx· ),
∂2
∂xl1∂xl2
b(k)(·, Bx· ), i, j, k, l1, l2 = 1, . . . d
}
and
l = 1, . . . , 2m. Once more, we can write the integrals to the power four as a sum of at most
28m summands of the form
∫
Λs4m(s1∨s2,t)
g1(w1) · · · g4m(w4m)dw1 · · · dw4m.
Repeating this principle, one can write the integrals to the power 2q as a sum of at most
2q2
qm summands of the form
∫
Λs
2qm
(s1∨s2,t)
g1(w1) · · · g2qm(w2qm)dw1 · · · dw2qm.
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Combining this with Proposition 3.3 we obtain∥∥∥∥
∫
Λm1+m2 (s1∨s2,t)
∂
∂xl1
b(i)n (wσ(1), B
x
wσ(1)
)
×
∂
∂xl2
b(l1)n (wσ(2), B
x
wσ(2)
) · · ·
∂
∂xlr−1
b(lr−2)n (wσ(r−1), B
x
wσ(r−1)
)
∂
∂xk
∂
∂xlr
b(lr−1)n (wσ(r), B
x
wσ(r)
)
×
∂
∂xlr+1
b(lr)n (wσ(r+1), B
x
wσ(r+1)
) · · ·
∂
∂xlr+m2
b
(lr+m2−1)
n (wσ(r+m2), B
x
wσ(r+m2)
)
×
∂
∂xlr+m2+1
b
(lr+m2 )
n (wσ(r+m2+1), B
x
wσ(r+m2+1)
) · · ·
· · ·
∂
∂xj
b
(lm1+m2−1)
n (wσ(m1+m2), B
x
wσ(m1+m2)
)dw1 · · · dwm1+m2
∥∥∥∥
L2
q
(Ω;R)
≤
(
2q2
q(m1+m2)C
2q(m1+m2)
d,p,T ‖b
′
n‖
2q(m1+m2)
∞ |t− (s1 ∨ s2)|
2q−1(m1+m2)
Γ (2q−1(m1 +m2) + 1)
)2−q
=
2q(m1+m2)Cm1+m2d,p,T ‖b
′
n‖
m1+m2
∞ |t− (s1 ∨ s2)|
(m1+m2)/2
[(2q−1(m1 +m2))!]
2−q
(3.15)
Using the bound in (3.15) we get
E‖In2 ‖
p ≤
≤
( ∑
m1≥1
m1∑
r=1
∑
m2≥1
Cm1+m2
dm1+m2+22q(m1+m2)Cm1+m2d,p,T ‖b
′
n‖
m1+m2 |t− (s1 ∨ s2)|
(m1+m2)/2
[(2q−1(m1 +m2))!]
2−q
)p
≤
( ∑
m1≥1
∑
m2≥1
m1C
m1+m2
dm1+m2+22q(m1+m2)Cm1+m2d,p,T ‖b
′
n‖
m1+m2 |t− (s1 ∨ s2)|
(m1+m2)/2
[(2q−1(m1 +m2))!]
2−q
)p
≤
(∑
m≥1
mCm
dm+22qmCmd,p,T‖b
′
n‖
m
∞|t− (s1 ∨ s2)|
m/2
[(2q−1m)!]2
−q
)p
≤ Cd,p,Tf(‖b
′
n‖∞)
for some continuous function f only depending on d, p and T . As a result,
sup
n≥0
sup
s1,s2∈[0,T ]
E‖In2 ‖
p ≤ Cd,p,T sup
n≥0
sup
s1,s2∈[0,T ]
f(‖b′n‖∞) <∞.
Finally, one can bound E‖In1 ‖
p using exactly the same steps as for In2 . 
We are now in a position to state one of the main results of this section on the Malliavin
regularity of the solution to SDE (3.1).
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Theorem 3.7. Assume that b satisfies condition (H) for some k ≥ 1. Let Xt, t ∈ [0, T ]
denote the solution to equation (3.1). Then
Xt ∈
⋂
p≥1
D
k+1,p(Ω).
Proof. The proof of this more general result relies on Theorem 3.4 by iterating all arguments
up to k + 1. Similarly as before, let {bn}n≥1 ⊂ C
k+1(Rd) be an approximating sequence of
functions such that bn → b a.e. in t ∈ [0, T ] and x ∈ R
d as n→∞ and supn≥0 |bn(t, x)| ≤
C(1+ |x|) and supn ‖b
(j)
n ‖ <∞, j ≤ k where ‖ · ‖ denotes any norm in Rd× j). . .×Rd, j ≤ k.
For each t ∈ [0, T ], denote by Xnt the sequence of random variables in L
p(Ω) solution to
equation (3.1) with drift coefficient bn. Then we wish to compute the Malliavin derivative
of Xnt up to order k + 1. This becomes a large expression where the terms increase at a
binomial speed. We saw in the proof of Proposition (3.4) that the second order Malliavin
derivative of Xnt can be written as Ds2Ds1X
n
t = I
n
1 + I
n
2 where the integrals in I
n
2 are
doubled. If we fix s3 ∈ [0, t] then Ds3Ds2Ds1X
n
t = Ds3I
n
1 +Ds3I
n
2 = I
n
1 + I
n
2 + I
n
3 + I
n
4 and
so on. Each term Ini , i = 1, 2, 3, 4 is a sum of integrals of the form (3.9) with at most one
factor b
(3)
n . Iterating this argument, we have that for fixed s1, . . . , sk+1 ∈ [0, t]
Dsk+1 · · ·Ds1X
n
t = I
n
1 + · · ·+ I
n
2k
where each Ini , i = 1, 2, . . . , 2
k is an integral over at most Λm1+···+mk+1 with at most one
factor b
(k+1)
n and the rest b
(j)
n , j ≤ k. This can be readily checked by looking at expression
(3.9). Then, estimating In2k implies that all former terms are also bounded.
To illustrate In
2k
we use expression (3.9) and apply Ds3 · · ·Dsk+1 and focus on the last
term. In order to simplify notation and make the reading clearer we consider indices
m1, . . . , mk+1, r1, . . . , rk ∈ N \ {0} and denote∑
m1,...,mk+1
r1,...,rk
:=
∑
m1≥1
m1∑
r1=1
∑
m2≥1
m1+m2∑
r2=1
· · ·
m1+···+mk∑
rk=1
∑
mk+1≥0
,
as well as, ∫
∆
:=
∫
Λm1 (s1∨···∨sk+1,t)
∫
Λm2 (s2∨···∨sk+1,t)
· · ·
∫
Λmk+1 (sk+1,t)
.
Then In2k will take the following form
In2k =
∑
m1,...,mk+1
r1,...,rk
∫
∆
A(u11, . . . , u
1
m1 , . . . , u
k+1
1 , . . . , u
k+1
mk+1
)duk+11 · · · du
k+1
mk+1
· · · du11 · · · du
1
m1
with integrand
A := gn(u
1
1) · · · gn(u
1
r1
)
[
gn(u
2
1) · gn(u
2
r2
)
[
· · · gn(u
k+1
1 ) · · ·
· · · gn(u
k+1
mk+1
)
]
gn(u
k
rk+1
) · · · gn(u
2
m2
)
]
gn(u
1
r1+1
) · · · gn(u
1
m1
)
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where the functions gn denote an element in the set
gn ∈ {Dbn, D
2bn, · · · , D
k+1bn}.
Then, using exactly the same procedure as for In1 and I
n
2 , mutatis mutandis, we obtain
an integral of products of partial derivatives of at most order k + 1, this together with
Proposition 3.3 one is able to get rid of the k+1-th derivative as we did for In2 in Theorem
3.7. 
To emphasize that the solution depends on the initial point x we write Xxt . Next result
gives a condition for the regularity of x 7→ Xxt in the space variable in the Sobolev sense.
Theorem 3.8. Assume that b satisfies condition (H) for some k ≥ 1. Let U ⊂ Rd be an
open bounded set and Xt, t ∈ [0, T ] denote the solution to equation (3.1). Then
X ·t ∈
⋂
p≥1
L2
(
Ω,W k+1,p(U)
)
.
Proof. This result actually follows by observing that the process ∂
∂x
Xxt satisfies the following
linear ODE
∂
∂x
Xxt = Id +
∫ t
0
b′(u,Xxu)
∂
∂x
Xxudu.
This equation is the same as (3.6) when s = 0. Using this observation, in connection
with the same method employed in the proof of Theorem 3.7 by replacing the Malliavin
derivative of Xt with
∂
∂x
Xxt we get that for the approximating sequence of solutions X
n,x
t ,
n ≥ 0 described in Theorem 3.7 we have
sup
n≥0
sup
x∈U
E
[
‖
∂j
∂xj
Xn,xt ‖
p
]
<∞
for all j = 0, . . . , k + 1 and any p ≥ 1 so Xn,·t is bounded in the Sobolev norm
L2(Ω,W k+1,p(U)) for each n ≥ 0. Indeed
sup
n≥0
‖Xn,·t ‖
2
L2(Ω,W k+1,p(U)) = sup
n≥0
k+1∑
i=0
E
[
‖
∂i
∂xi
Xn,·t ‖
2
Lp(U)
]
≤
k+1∑
i=0
∫
U
sup
n≥0
E
[
‖
∂i
∂xi
Xn,xt ‖
p
]
dx <∞.
Since L2(Ω,W k+1,p(U)) is reflexive, by Banach-Alaoglu’s theorem we get that the set
{Xn,xt }n≥0 is weakly compact in the L
2(Ω,W k+1,p(U)) topology. Thus, there exists a sub-
sequence n(j), j ≥ 0 such that
X
n(j),·
t
w
−−−→
j→∞
Y ∈ L2(Ω,W k+1,p(U)).
On the other hand, we have that Xn,xt → X
x
t strongly in L
p(Ω), so by uniqueness of the
limit we can conclude that
X ·t = Y, P − a.s.

Remark 3.9. The previous result actually gives classical derivatives of the solution up to
order k + α with α ∈ (0, 1) as a consequence of the Sobolev embedding (2.4).
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4. Application to the regularity of densities
As mentioned in the introduction one implication of improving the Malliavin regularity
of SDEs with drift coefficient satisfying hypotheses (H) is that the finite dimensional laws
have k-times differentiable densities due to a result by V.Bally and L.Caramellino, see [2].
We see this as an improvement of the regularity condition given by [12] for the additive
noise case. In addition, we see that the boundedness of b is not needed.
The following is a consequence of Theorem 3.7 for the special case d = 1 and illustrates
how we may gain regularity of the densities of solutions to (3.1) and provide with an
explicit expression for the density and its derivatives. Later on, we will show it for higher
dimensions.
Corollary 4.1. For d = 1, let pXt denote the density of the solution Xt to equation (3.1)
for a given t ∈ [0, T ]. If b satisfies (H) for some k ≥ 1 then pXt ∈ C
k−1(R) for every
t ∈ [0, T ].
Proof. Let G0, G1, G2, . . . , Gk be the random variables defined as G0 = 1 and for each
i = 1, . . . , k
Gi = δ
(
Gi−1 ·
(∫ T
0
DsXtds
)−1)
,
where δ denotes the Skorokhod integral as introduced in (2.1).
It is known that if Xt ∈ D
1,2(Ω),
∫ T
0
DsXtds 6= 0, P − a.s. and
Gi
(∫ T
0
DsXtds
)−1
∈ Dom(δ) for each i = 0, . . . , k then Xt has a density of class C
k(R)
and
di
dyi
pXt(y) = (−1)
iE
[
1{Xt>y}Gi+1
]
(4.1)
for each i = 0, . . . , k. See [20, p115].
We will then prove that Gi
(∫ T
0
DsXtds
)−1
∈ Dom(δ) for i = 0, . . . , k−1. First, observe
that for dimension d = 1 we can easily solve the linear SDE for DsXt and write
DsXt = exp
{∫ t
s
b′(u,Xu)du
}
(4.2)
where b′ denotes the weak derivative of b (one may also use local time to express (4.2)
independently of b′ if b is non-regular, see [5]). Hence, for any t ∈ [0, T ] there is an
ε > 0 such that
∫ T
0
DsXtds ≥ ε > 0. Since x 7→
1
x
is smooth on the domain (ε,∞) we
see that
(∫ T
0
DsXtds
)−1
∈ Dk,2(Ω) since Xt ∈ D
k+1,2(Ω) by Theorem 3.7. Denote F :=(∫ T
0
DsXtds
)−1
.
Now, since F ∈ D1,2(Ω) we have F ∈ Dom(δ) and G1 = δ(F ) = FW (T ) +
∫ T
0
DsFds.
Then we see that G1 ∈ D
1,2(Ω) and hence G1F ∈ D
1,2(Ω) therefore G1F ∈ Dom(δ) with
G2 = δ(G1F ) = G1FW (T )−
∫ T
0
[DsG1F +G1DsF ]ds. Again, it is readily checked that
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G2 ∈ D
1,2(Ω) since G1, F ∈ D
1,2(Ω) so G2F ∈ Dom(δ). For a fixed i = 0, . . . , k−1 we have
Gi, F ∈ D
1,2(Ω) therefore GiF ∈ Dom(δ) with Gi+1 = δ(GiF ) = GiFW (T )−
∫ T
0
[DsGiF +
GiDsF ]ds. So Gi is well-defined for i = 0, . . . , k but we can not say anything about Gk+1
so pXt is at least k − 1-times differentiable with derivatives given by (4.1). 
As a consequence of the Malliavin regularity we have shown for SDEs of the form (3.1) we
may apply the results by V.Bally and L.Caramellino, see [2], to be able to obtain regularity
of the densities, also in higher dimension. In order to do so, we need to study integrability
properties of the Malliavin covariance matrix. Let us denote
γijXt := 〈D·X
(i)
t , D·X
(j)
t 〉H , i, j = 1, . . . , d,
the Malliavin covariance matrix of the process Xt, given t ∈ [0, T ]. We will say that
γXt = (γ
ij
Xt
)i,j=1,...,d satisfies the non-degeneracy condition whenever
(det γXt)
−1 ∈
⋂
p≥1
Lp(Ω). (4.3)
Next, we invoke a result by [2, Proposition 23] which gives us the desired properties on
the density of Xt, t ∈ [0, T ].
Proposition 4.2. Let F = (F 1, . . . , F d) with F 1, . . . , F d ∈
⋂
p≥1D
k+1,p(Ω). Assume that
condition (4.3) holds for γF . Denote by pF the density of F . Then pF ∈ C
k−1,α(Rd) with
α < 1, i.e. pF is k − 1-times differentiable with Ho¨lder continuous derivatives of exponent
α < 1.
In view of the above result we only need to check that the non-degeneracy condition
(4.3) is fulfilled. To do so, we use the following intermediate result.
Lemma 4.3. Let Z : Ω → E be a random variable taking values on a separable Banach
space with norm ‖ · ‖E. Fix p > 0. Then the following are equivalent
(i)
E
[
‖Z‖−pE
]
<∞. (4.4)
(ii) There exists ε0 > 0, depending on p, such that∫ ε0
0
ε−(p+1)P (‖Z‖2E < ε)dε <∞.
Proof. We have that, for any positive integrable random variable Y ,
E[Y ] =
∫ ∞
0
P (Y > η)dη.
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Condition (i) implies that ‖Z‖E > 0 P -a.s. so
E
[
‖Z‖−2pE
]
=
∫ η0
0
P (‖Z‖−2pE > η)dη +
∫ ∞
η0
P (‖Z‖−2pE > η)dη
≤ η0 +
∫ ∞
η0
P (‖Z‖−2pE > η)dη
= η0 + p
∫ η−1/p0
0
ε−(p+1)P (‖Z‖2E < ε)dε
where in the last step we have used the change of variables η = ε−p. 
Now we are in a position to prove the non-degeneracy condition for the Malliavin matrix
associated to the solution of the SDE (3.1). The proof of this result is much inspired in
Proposition 8.1 from [21].
Proposition 4.4. Let Xt, t ∈ [0, T ] be the solution to SDE (3.1) with drift coefficient b
satisfying condition (H) for k = 1. Then the Malliavin covariance matrix γXt satisfies
(det γXt)
−1 ∈
⋂
p≥1
Lp(Ω)
Proof. Consider Xnt with drift coefficient bn approximating b a.e. such that supn≥0 ‖b
′
n‖∞ <
∞.
It suffices to show that
sup
n≥0
E
[∣∣∣∣
∫ T
0
‖DsX
n
t ‖
2
∞ds
∣∣∣∣
−p
]
<∞
for any p ≥ 1.
Recall that for 0 ≤ s ≤ t, t ∈ [0, T ] we have
DsX
n
t = Id +
∑
m≥1
∫
s<u1<···<um<t
b′n(u1, X
n
u1
) · · · b′n(um, X
n
um)du1 · · · dum.
Then for any δ > 0, t− δ > 0 one has∫ T
0
‖DsX
n
t ‖
2
∞ds ≥
∫ t
t−δ
‖DsX
n
t ‖
2
∞ds ≥
δ
2
− In(t, δ)
where
In(t, δ) :=
∫ t
t−δ
∥∥∥∥∑
m≥1
∫
s<u1<···<um<t
b′n(u,X
n
u1) · · · b
′
n(u,X
n
um)du1 · · · dum
∥∥∥∥
2
∞
ds.
Clearly, we have
sup
n≥0
E [|In(t, δ)|
p] ≤ Cδp (4.5)
since b′n, n ≥ 0 are uniformly bounded.
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Then by the previous estimates
P
(
‖D·X
n
t ‖
2
L2(Ω,Rd×d) < ε
)
≤ P
(∫ t
t−δ
‖DsX
n
t ‖
2
∞ds < ε
)
≤ P
(
In(t, δ) ≥
δ
2
− ε
)
≤
(
δ
2
− ε
)−p
E[|In(t, δ)|
p]
for any p ≥ 1 due to Chebyshev’s inequality. Now, by estimate (4.5) we obtain that
sup
n≥0
P
(
‖D·X
n
t ‖
2
L2(Ω,Rd×d) < ε
)
≤ C
(
δ
2
− ε
)−p
δp.
By virtue of Lemma 4.3 we can conclude if we find δ : (0,∞) → R, ε 7→ δ(ε) such that
limεց0 δ(ε) = 0 and ∫
0
ε−(p+1)
(
δ(ε)
2
− ε
)−p
δ(ε)pdε <∞
for an arbitrary large p ≥ 1.
We claim that
δ(ε) :=
∣∣∣∣∣ 2ε
1
2p
+2
ε
1
2p
+1 − 2
∣∣∣∣∣
does the job. 
Finally, we are able to state our conditions to determine the regularity of densities of
solutions to SDEs.
Corollary 4.5. Let Xxt , t ∈ [0, T ] be the strong solution to SDE (3.1). Assume b satisfies
condition (H) for some integer k ≥ 1. Then the density pXt belongs to C
k−1,α(Rd), α < 1,
i.e. k−1-times continuously differentiable with Ho¨lder continuous derivatives with exponent
α < 1.
We end this section by giving an example that shows that the Malliavin regularity we
obtained in Theorem 3.7 is optimal when k = 1, for the general condition we conjecture it
is also optimal.
Example 4.6. In this example we show that Theorem 3.4 is an optimal result in the sense
that, if b is of linear growth and one time weakly differentiable with bounded derivative
then Xt ∈ D
2,p(Ω) for all p ≥ 1 and Xt /∈ D
3,p(Ω) for any p ≥ 1. Just choose b, in dimension
d = 1, to be such that
b′(x) = 1(0,∞)(x), x ∈ R.
Then fix t ∈ [0, T ] and for s1 ≤ t
Ds1Xt = exp
{∫ t
s1
b′(Xu)du
}
.
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Denote by b˜(x) := b(a) +
∫ x
a
b(y)dy, a ∈ R a primitive of b. Itoˆ’s formula implies
Ds1Xt = exp
{
2b˜(Xt)− 2b˜(Xs1)− 2
∫ t
s1
b2(Xu)du− 2
∫ t
s1
b(Xu)dBu
}
.
Then by Theorem 3.7, Ds1Xt ∈ D
1,2(Ω) for all t ∈ [0, T ]. So for s2 ≤ t
Ds2Ds1Xt = Ds1Xt
(
2b(Xt)Ds2Xt − 2b(Xs1)Ds2Xs1)− 4
∫ t
s1∨s2
b(Xu)b
′(Xu)Ds2Xudu− 2b(Xs2)
− 2
∫ t
s1∨s2
b′(Xu)Ds2XudBu)
)
.
(4.6)
Now observe that b(Xt) ∈ ∩p≥1D
1,p(Ω) for all t ∈ [0, T ] so all terms are immediately
Malliavin differentiable with all moments except from maybe
∫ t
s1∨s2
b(Xu)b
′(Xu)Ds2Xudu
and
∫ t
s1∨s2
b′(Xu)Ds2XudBu. The stochastic integral is in fact not Malliavin differentiable.
Indeed, by [20, Lemma 1.3.4]∫ t
s1∨s2
b′(Xu)Ds2XudBu ∈ D
1,2(Ω) (4.7)
if, and only if
b′(Xu)Ds2Xu ∈ D
1,2(Ω).
On the other hand we have b′(Xu) = 1(0,∞)(Xu) /∈ D
1,2(Ω) since 0 < P (0 < Xu <∞) < 1,
see [20, Proposition 1.2.6], and so Ds1Xt
∫ t
s1∨s2
b′(Xu)Ds2XudBu /∈ D
1,2(Ω).
Let us finally prove that
Yt :=
∫ t
s1∨s2
b(Xu)b
′(Xu)Ds2Xudu ∈ D
1,2(Ω).
Let {bn}{n≥0} be a sequence of smooth functions such that bn(x) → b(x) a.e. in x ∈ R as
n→∞ and supn≥0 ‖b
′
n‖∞ <∞ and bn(x), b
′
n(x), b
′′
n(x) ≥ 0 for all x ∈ R, we claim that this
is trivially possible by the very concrete shape of the function b in this example. Define
Y nt :=
∫ t
s1∨s2
b(Xu)b
′
n(Xu)Ds2Xudu.
Clearly, Y nt → Yt in L
2(Ω) for all t ∈ [0, T ]. We only need to bound ‖D·Y
n
t ‖L2([0,T ]×Ω)
uniformly in n ≥ 0. Then
Ds3Y
n
t =
∫ t
s∗
b′(Xu)Ds3Xub
′
n(Xu)Ds2Xudu
+
∫ t
s∗
b(Xu)b
′′
n(Xu)Ds3XuDs2Xudu+
∫ t
s∗
b(Xu)b
′
n(Xu)Ds3Ds2Xudu
where s∗ := max{s1, s2, s3}.
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Then the critical term is
In := E
[∫ T
0
(∫ t
s∗
b(Xu)b
′′
n(Xu)Ds3XuDs2Xudu
)2
ds3
]
Denote B˜s,t := exp
{∫ t
s
b′(Bxu)du
}
. Then, by Girsanov’s theorem and Lemma 3.3 we have
for a suitable ε > 0
In =
∫ T
0
E
[(∫ t
s∗
b(Bxu)b
′′
n(B
x
u)B˜s3,uB˜s2,udu
)2
E
(∫ T
0
b(Bxu)dBu
)]
ds3
≤ Cε
∫ T
0
E
[(∫ t
s∗
b(Bxu)b
′′
n(B
x
u)B˜s3,uB˜s2,udu
)2 1+ε
ε
] ε
1+ε
ds3.
Now we focus on the expectation. Choose ε > 0 so that p := 21+ε
ε
is a natural number.
Then since |B˜s3,uiB˜s2,ui| ≤ e
(|t−s3|+|t−s2|)‖b′‖∞ ≤ C < ∞ and since b and b′′n are positive we
have ∣∣∣∣∣E
[ ∫ t
s∗
· · ·
∫ t
s∗
p∏
i=1
b(Bxui)b
′′
n(B
x
ui
)B˜s3,uiB˜s2,uidu1 · · · dup
]∣∣∣∣∣ ≤
≤ E
[ ∫ t
s∗
· · ·
∫ t
s∗
p∏
i=1
∣∣b(Bxui)b′′n(Bxui)B˜s3,uiB˜s2,ui∣∣du1 · · · dup
]
≤ CE
[ ∫ t
s∗
· · ·
∫ t
s∗
p∏
i=1
∣∣b(Bxui)b′′n(Bxui)∣∣du1 · · · dup
]
= CE
[ ∫ t
s∗
· · ·
∫ t
s∗
p∏
i=1
b(Bxui)b
′′
n(B
x
ui
)du1 · · · dup
]
.
Then since (u1, . . . , up) 7→ b(B
x
u1
)b′′n(B
x
u1
) · · · b(Bxup)b
′′
n(B
x
up) is symmetric we may write
E
[ ∫ t
s∗
· · ·
∫ t
s∗
p∏
i=1
b(Bxui)b
′′
n(B
x
ui
)du1 · · · dup
]
≤ p!E
[ ∫
s∗<u1<···<up<t
p∏
i=1
b(Bxui)b
′′
n(B
x
ui
)du1 · · · dup
]
and the last may be bounded independently of b′′n by using Proposition 3.3. In fact,
sup
s∗∈[0,T ]
sup
n≥0
E
[ ∫
s∗<u1<···<up<t
p∏
i=1
b(Bxui)b
′′
n(B
x
ui
)du1 · · · dup
]
≤ C
for a finite constant C. So
sup
n≥0
In <∞
being thus Yt ∈ D
1,2(Ω) for every t ∈ [0, T ].
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In a summary, we have in (4.6) a sum of Malliavin differentiable terms except for the
last one −4Ds1Xt
∫ t
s1∨s2
b′(Xu)Ds2XudBu . In conclusion Ds2Ds1Xt /∈ D
1,2(Ω).
Finally, we give an extension of Theorem 3.7 and Corollary 4.5 to a class of non-
degenerate d−dimensional Itoˆ-diffusions.
Theorem 4.7. Consider the time-homogeneous Rd−valued SDE
dXt = b(Xt)dt+ σ(Xt)dBt, X0 = x ∈ R
d, 0 ≤ t ≤ T, (4.8)
where the coefficients b : Rd −→ Rd and σ : Rd −→ Rd× Rdare Borel measurable. Require
that there exists a bijection Λ : Rd −→ Rd, which is twice continuously differentiable. Let
Λx : R
d −→ L
(
R
d,Rd
)
and Λxx : R
d −→ L
(
R
d × Rd,Rd
)
be the corresponding derivatives
of Λ and assume that
Λx(y)σ(y) = idRd for y a.e.
as well as
Λ−1 is Lipschitz continuous.
Suppose that the function b∗ : R
d −→ Rd given by
b∗(x) := Λx
(
Λ−1 (x)
) [
b(Λ−1 (x))
]
+
1
2
Λxx
(
Λ−1 (x)
) [ d∑
i=1
σ(Λ−1 (x)) [ei] ,
d∑
i=1
σ(Λ−1 (x)) [ei]
]
satisfies condition (H), where ei, i = 1, . . . , d, is a basis of R
d. Then the conclusions of
Theorem 3.7 and Corollary 4.5 also apply to Xt, t ∈ [0, T ] and its density.
Proof. The proof can be directly obtained from Itoˆ’s Lemma. See [17]. 
5. A classical solution to the stochastic transport equation
The Sobolev regularity of the solution shown in Theorem 3.4 with respect to the initial
condition entitles us to construct a classical solution to the stochastic transport equation
when the drift is Lipschitz which to our knowledge is not proved.
The Stochastic Transport Equation is written in differential form{
dtu(t, x) +∇u(t, x) · b(t, x)dt +
∑d
i=1 ei · ∇u(t, x) ◦ dB
(i)
t = 0
u(0, x) = u0(x),
(5.1)
where b : [0, T ]×Rd → Rd is a given vector field and u0 : R
d → R a given initial data. The
stochastic integration is understood in the Stratonovich sense.
Definition 5.1 (Classical solution). Let u0 and b be given functions. We say that a
stochastic process u ∈ L∞(Ω× [0, T ]× Rd) is a classical solution to (5.1) if
(1) There exists a measurable set Ω˜ ⊂ Ω with full measure such that for fixed t ∈ [0, T ]
and p ≥ 1, the mapping x 7→ u(ω, t, x) is in W 2,ploc (R
d) on Ω˜;
(2) For fixed x ∈ Rd there are (Ft)-adapted versions of t 7→ u(t, x) and t 7→ ∇u(t, x);
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(3) The following integral equation is satisfied
u(t, x) +
∫ t
0
b(s, x) · ∇u(s, x)ds+
d∑
i=1
∫ t
0
ei · ∇u(s, x) ◦ dB
(i)
s = u0(x) (5.2)
for a.e. (ω, x) ∈ Ω× Rd.
Notice that we are using the Stratonovich integral in our definition, but following the
same idea as in [7], Lemma 13, we can recast (5.2) in Itoˆ-form as
u(t, x)+
∫ t
0
b(s, x) ·∇u(s, x)ds+
d∑
i=1
∫ t
0
ei ·∇u(s, x)dB
(i)
s +
1
2
∫ t
0
∆u(s, x)ds = u0(x). (5.3)
We will use these formulations interchangeably.
Before we proceed further we will introduce the concept of stochastic flow associated to
SDE (3.1):
Definition 5.2 (Stochastic flow of diffeomorphisms). A function φ : [0, T ]×[0, T ]×R×Ω→
R, φs,t(x, ω) is said to be a stochastic flow of diffeomorphisms of the SDE (3.1) if there
exists a full-measure set Ω˜ ∈ F such that for any ω ∈ Ω˜ the following holds true:
(i) φs,t(x, ω), s, t ∈ [0, T ], x ∈ R is a (global) strong solution to the SDE (3.1).
(ii) φs,t(x, ω) is continuous in (s, t, x) ∈ [0, T ]× [0, T ]× R.
(iii) φs,t(·, ω) = φu,t(·, ω) ◦ φs,u(·, ω) for any s, u, t ∈ [0, T ] .
(iv) φs,s(x, ω) = x for all x ∈ R and s ∈ [0, T ].
(v) φs,t(·, ω) : R
d → Rd are diffeomorphisms (of class Ck) for all s, t ∈ [0, T ].
For the rest of this section we will assume that b satisfies condition (H) for k = 1 which
in particular means that b is globally Lipschitz, uniformly in time.
To get a globally defined (i.e. on the entire Rd) stochastic flow of diffeomorphisms of the
SDE (3.1) we notice that since b is uniformly Lipschitz there exists a unique solution to
φs,t(x, ω) = x+
∫ t
s
b(r, φs,r(x, ω))dr +Bt(ω)−Bs(ω)
for all ω ∈ Ω.
It is easy to check conditions (i) to (iv) in Definition 5.2 holds for all ω ∈ Ω.
Fix p ≥ 1 andN ∈ N and invoke Theorem 3.8 to guarantee that there exists a measurable
subset ΩN ⊂ Ω with full measure such that the local solution
φNs,t(x, ω) = x+
∫ t
s
b(r, φNs,r(x, ω))dr +Bt(ω)− Bs(ω).
satisfies φNs,t(·, ω) ∈ W
2,p(B(0, N)) for all ω ∈ ΩN and x ∈ B(0, N). By uniqueness we
have that φs,t|B(0,N)×ΩN = φ
N
s,t.
If we let Ω˜ := ∩∞N=1ΩN , we get that R
d ∋ x 7→ φs,t(x, ω) ∈ R
d is twice weakly differen-
tiable for every ω ∈ Ω˜, and thus condition (v) in 5.2 is satisfied for k = 1.
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In [7] the authors study (5.1) under the considerably weaker condition (at least for
d > 1), b ∈ L1loc([0, T ] × R
d;Rd), divb ∈ L1loc([0, T ] × R
d) and u0 ∈ L
∞(Rd). However, in
this case, one is restricted to study analytically weak solutions in the sense that for every
test function θ ∈ C∞0 (R
d) one has∫
Rd
u(t, x)θ(x)dx =
∫
Rd
u0(x)θ(x)dx (5.4)
+
∫ t
0
∫
Rd
u(s, x) [b(t, x) · ∇θ(x) + divb(t, x)θ(x)] dxds
+
d∑
i=1
∫ t
0
(∫
Rd
u(s, x) ·
∂
∂xi
θ(x)dx
)
◦ dB(i)s .
Moreover, the equation is uniquely solved by u(t, x) = u0(φ
−1
t (x)).
Although we consider more restrictive coefficients, we arrive at an analytically stronger
solution:
Theorem 5.3. Let b satisfy condition (H) for k = 1 and u0 ∈ C
2
b (R
d). Then there exists
a unique classical solution to the stochastic transport equation.
Moreover, the equation is explicitly solved by u(t, x) = u0(φ
−1
t (x)).
Proof. By the above discussion we know that for every test function θ ∈ C∞0 (R
d), the
equation (5.4) is satisfied P -a.s. by u(t, x) = u0(φ
−1
t (x)). We now choose Ω˜ such that
x 7→ φ−1t (x) is in W
2,p
loc (R
d) on Ω˜. Then we get that u satisfies condition (i) and (ii) of
Definition 5.1, and by integration by parts we have∫
Rd
u(t, x)θ(x)dx =
∫
Rd
u0(x)θ(x)dx
−
∫ t
0
∫
Rd
∇u(s, x) · b(t, x)θ(x)dxds
−
d∑
i=1
∫ t
0
(∫
Rd
∇u(s, x)θ(x)dx
)
◦ dB(i)s .
or equivalently∫
Rd
u(t, x)θ(x)dx =
∫
Rd
u0(x)θ(x)dx
−
∫
Rd
∫ t
0
∇u(s, x) · b(t, x)θ(x)dsdx
−
∫
Rd
d∑
i=1
∫ t
0
∇u(s, x)tdB(i)s θ(x)dx−
1
2
∫
Rd
∫ t
0
∆u(s, x)dsθ(x)dx.
Since θ was arbitrary, this proves the claim. 
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