Abstract. We give simple proofs that for a continuous local martingale Mt
1. Let (Ω, F, P ) be a complete probability space and let M t be a continuous local martingale on (Ω, F, P ) such that M = M ∞ < ∞ (a.s.). Define
We will be discussing generalizations of the following result of A. Novikov (1973) :
This result is quite important in many applications related to absolute continuous change of probability measure and, in particular, makes available Girsanov's theorem. The original proof and other known proofs are rather complicated, and here we want first to present an elementary proof of a somewhat stronger result lim
Then in n. 4 we show that = 0 in (1) can be replaced with < ∞. It turns out that to prove (1) it only suffices to use the following two facts:
Indeed, if we accept (2), then under the condition in (1)
which by (2) and by Hölder's inequality implies that
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By letting ε ↓ 0 we get 1 ≤ Eρ, which together with the first relation in (2) implies our statement (1). 2. In the same way we can improve a result of N. Kazamaki (1977) . Let S be the set of submartingales. We claim that
Here we use that
Then under the second condition in (3) we have
and we conclude as before. Note that the first condition in (3) or (4) is satisfied if, for instance, E M 1/2 < ∞ since then by Davis's inequality E sup t≥0 M + t < ∞ and the local submartingale M + t is a submartingale. 3. Assertions (1) and (3) are stronger than the corresponding results of A. Novikov and N. Kazamaki. To show this for (1), take a one-dimensional Wiener process w t and let τ be the first exit time of w t from (−π, π). Define M t = w t∧τ /4. Then one can easily see that for ε ↓ 0
so that the assumption in (1) is satisfied, whereas E exp( M /2) = ∞ and Novikov's criterion is not applicable. In the case of (3) take τ to be an exponentially distributed random variable independent of w. Specifically, let P (τ > t) = e −t/2 and define M = 2w t∧τ . Then At the same time sup t≥0 E exp(M t /2) = ∞, and Kazamaki's criterion is not applicable. 4. Now we show further improvements of (1) and (3):
To prove (5) we proceed as in the proof of (1) and we write
where T is a constant, T ∈ (0, ∞). As ε ↓ 0, we get
which gives 1 ≤ Eρ after letting T → ∞. In like manner (6) is proved. 5. For the sake of completeness we also present the proofs of (2) and (4). The first relation in (2) is true because ρ t is a nonnegative local martingale (by Itô's formula). From this we get
and it remains only to prove (4).
To do the last step take κ > 1 and p > 1, define γ = (pκ) −1/2 and q = p/(p − 1), and let τ n be a sequence of bounded stopping times localizing ρ. Observe that by Doob's inequality for moments of the martingales ρ t∧τn and the assumption that M + t is a submartingale we have E sup
where δ = (1 − γ)κq, N 1 is a constant and the last inequality is true if δ ≤ (1 + ε)/2. The latter is easy to accommodate since δ → 1/2 as first κ ↓ 1 and then p ↓ 1. Therefore, given that the condition in (4) is satisfied, we can find κ > 1 and p > 1 such that δ ≤ (1 + ε)/2, and then by (7) and Fatou's lemma E sup t≥0 ρ κ t < ∞ and E sup t≥0 ρ t < ∞. Finally, by using the dominated convergence theorem we conclude Eρ = E lim n→∞ ρ τn = lim n→∞ Eρ τn = 1.
