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Summary
In recent years, time series analysis has become a highly developed subject. However it 
still remains that relatively few published studies exist on non-linear modelling. This is 
possibly due to their complexity and vast diversity compared with linear models and 
therefore inability to generalise such models. In this thesis, we address this deficiency 
and examine the Laguerre mixture model. In particular, we examine the likelihood 
function of the Laguerre mixture model from a time series with missing values. Further 
through the medium of simulation we investigate the statistical properties of the 
maximum likelihood estimators for varied sample sizes and true values of the parameter 
of the model.
It must be noted that there has been a lapse of ten years between completion of this study 
and submission. Since completion there have been relevant advances in non-linear time 
series that are not been discussed here, for example see Rothman (1999), Franses and 
Dijk (2000) and Kantz and Schreiber (2003).
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Chapter One
Introduction
Although there exists a burgeoning empirical literature dedicated to the theory and 
practice of time series analysis, the majority o f these studies focus on linear time series 
models. However with most aspects o f the real world being concerned with non-linear 
processes, this has led to many convincing arguments for the requirement o f non-linear 
time series analysis. Consequently in recent years we have witnessed the development 
of non-linear time series models. Although these models require deeper aspects of 
probability theory and more sophisticated tools o f statistical inference, they provide the 
analyst with a more real approximation to the world around us.
In this thesis, we examine a new class of non-linear models known as mixture models, 
as developed by Jalali and Pemberton (1995). In particular, we focus on the Laguerre 
mixture model. We wish to examine the likelihood function o f the Lageurre mixture 
model for a time series with missing values. Further, using box-plots, histograms and Q- 
Q plots, we investigate the statistical properties of the maximum likelihood estimators r
and X , for the Laguerre mixture model from a time series with missing values.
In chapter two, we provide a brief introduction and some basic definitions o f univariate 
time series analysis. In addition, we discuss linear modelling and the theory of 
maximum likelihood estimation and the case of parameter estimation for time series 
with missing values.
In chapter three, we discuss the development o f non-linear modelling and provide 
several examples of the more commonly known non-linear model. Finally, we discuss 
the problem of parameter estimation for non-linear time series analysis.
In chapter four, we discuss the underlying theory of mixture models as developed by 
Jalali and Pemberton (1995). We discuss their properties and further consider the zero- 
order threshold model as a special case of mixture model.
In chapter five, we introduce the Laguerre mixture model. In particular, we investigate 
the likelihood function for a time series with missing values. In anticipation o f our 
results we find that due to the complexity o f the first derivatives o f L(0), we are unable 
to find a critical point analytically. Therefore we investigate whether a maximum point 
exists through examining plots and numerical optimisation routines. Our results indicate 
that a unique maximum point does exist.
In chapter six, we examine the statistical properties o f the maximum likelihood 
estimators r and X , for the Laguerre mixture model from a time series with missing
A
values. In particular we examine box-plots, histograms and Q-Q plots of both r and X 
for specified values of ro and with time series o f varied lengths.We find that as the
A
length of the time series increases the distributions o f both r and X approach the
normal distribution, although this does appear to be quicker for the estimators X  as 
opposed to r .
The findings o f this thesis are summarised in chapter seven, where conclusions are then 
drawn on the work as a whole.
Chapter Two
Univariate Time Series
In this chapter, we provide some elementary concepts and definitions o f univariate time 
series. Further, we discuss the development o f these models, the method o f maximum 
likelihood estimation and parameter estimation for a time series with missing values.
2.1 Introduction
A time series is a set of observations measured at different points o f time. Examples 
occur in a variety of fields such as records o f voltages in an electrical circuit measured
at one-second intervals, daily air temperatures, the monthly price index of a commodity, 
or an EEG record measuring the electrical activity between two locations in a human 
brain. The first three of these are examples of time series recorded at a discrete set of 
time points i.e. every second, every day, every month, whereas the fourth is an example 
of a time series recorded continuously over a time period. Although both types of series 
are of interest, in practice we shall consider only the discrete type.
An important property that identifies time series data from other types of statistical data 
is the fact that observations of the series at different time instants will be dependent. For 
example this is demonstrated in records of daily air temperatures where one would 
expect today’s temperature to be dependent on temperatures o f previous days. When 
analysing a time series, a fundamental consideration is studying the pattern of the 
correlation between observations at different time instants, and trying to construct a 
statistical model that explains the correlation structure of the series.
Although many well established methods for the statistical modelling of time series data 
now exist. The methods developed up to the end of the first half o f this century could be 
said to have led to the seminal work of Box and Jenkins in the sixties, culminating in 
their famous book in 1970. Other works emanating from this include the books by 
Hannan (1970), Anderson (1971), Brillinger (1975) and Priestley (1981). However, 
virtually all o f these recognised methods for model fitting rest on two basic 
assumptions. Stationarity is the first assumption whilst the second is that the series 
corresponds to a linear model. This implies that the value o f the observed series can be 
represented as linear combinations of present and past values o f a strictly random series. 
The following sections and notation closely follow Priestley (1981).
2.2 Assumptions
2.2.1 Stationarity
A series {Z ,}, t= 0,±1,±2,..., is said to be stationary if  the statistical properties remain
stationary if, for any set of times t l ,t2,...,tn and any integer k, the joint probability
introducing a weaker condition known as “stationarity up to order m”.
A series [Zt } is said to be stationary up to order m if, for any set o f times t l i t2,...itn 
and any integer k, all the joint moments up to order m o f jz ,i 5Z,2 ,...,Z,n J  exist and 
equal the corresponding joint moments up to order m o f \ z h+k, Z,2 Zt„+k } .
Thus,
constant over time. More accurately speaking, \Zt } is said to be completely or strictly
distribution same as the joint probability distribution of
| Ztl+k, Zt2+k,..., Ztn+k J  . However, this is quite a severe requirement, which is relaxed by
E
n
for any k, and all integers mi > 0  for z=l,2 ,...,« such that ^ j n i < m
[Zt} is stationary up to order 1 if
E[Zt ] = ju
where /j. is a constant independent of time t.
\ Z t} is stationary up to order 2 if;
(ii) e \ z ?]= /j 2 which is a constant independent of time t. Hence
var[Z,] = £[(Z, -  fi) 2 2 f j ,2 -  JLl ~  (7
is also a constant, independent of time t.
(iii) Z p  j = E^Zp Z™}t , by taking k=-t9 which is a function of (s-t) only.
Hence
COv{Z,,Zi }=£[(Z , - /; )(Z S - / i ) ]  = £ [z /z J - - “ 2
is also a function of (s-t) only.
Therefore, the mean and variance of Zt for a second order stationary series remain constant over 
time, with the covariance between any two variables, Zt and Zs , depending only on the 
separation between the time points and not on their individual locations.
However the more moments that we specify the more information we have about a distribution. It 
is well accepted that processes with stationarity of order 2 , known as weak stationarity are highly 
similar to processes that are stationary with higher orders. However Gaussian processes which are 
stationary up to order 2  are completely stationary.
2.2.2 Autocovariance and Autocorrelation Functions
Assuming the series \Z t} ,  t= 0,±1,±2,..., is stationary up to order 2, we note from above 
that
cov{Z„ZJ} = 4 (Z ( - //)(Z(+it- / /) ]
with the covariance between Zt and Z(+k depending only on k and not on t.
Then,
i?(fc)=£[(Z, -jn){Zt+k - / / ) ] ,  *=0,±1,±2,...
where R(k) is called the autocovariance function o f {Z,} which measures the 
covariance between pairs of values of the series separated by an interval k, known as the 
lag. For k=Q, we note that R{0) is simply the variance o f {Zt} .
Also,
where p[k)  is known as the autocorrelation function o f [Zt} .  This is the correlation
/ \ mcoefficient between the variables Zt and Zt+k. Thus p(0) = ^ ^ - = l.
2.3 Purely Random Processes
A  series {Z ,} , f=0,±l,±2,..., is called a purely random process or “white noise” if  the 
series is a sequence of uncorrelated random variables denoted by . Therefore, since 
{Z,} is uncorrelated with all past and future values the series can be said as having “no
memory”. Certain series that consists simply of a sequence of independent random 
variables denoted by {et} are those generated by a “strict white noise” process. If this 
series is second-order stationary, then for all t
4  z t ] = n ,  
var [Z, ] = cr2
and the autocovariance function is only a function o f k since
/TN r_ _ •) (cr2 i f k = 0
R(k) = covfZ, ,Z  } = \1 J [o ifft = ±l,±2„...
Hence, the autocorrelation function is therefore
f 1 ifft = 0
^ H o  i f i  = ±l,±2,.
2.4 Gaussian Processes
The series {Z, J , f=0,±l,dt2,..., is called a Gaussian process if, for any set o f times 
, the joint probability distribution o f jz ^ Z ^ ,.. . ,Ztn J  is multivariate normal.
Since a multivariate normal distribution is completely determined by its means, 
variances and covariances, the probabilistic structure o f a Gaussian process is
10
completely determined by its “mean value function” £[Z ,], and its “covariance function”
cov(Zt,Zs) . It follows that, if a Gaussian process is second-order stationary so that the mean and 
covariance functions are invariant under a time shift, then the multivariate distribution of 
{z,i 5Z/2 ,...,Z,m} is also invariant under a shift in time and so the process is completely stationary.
If the series is a Gaussian process then the sequence of uncorrelated random variables, {s t} is also 
Gaussian and due to the zero correlation between values at different time points the process must 
now also be independent. Hence, the distinction between the sequence of random variables
and {e,} disappears.
2.5 Linear Time Series M odels
Although the literature documents many definitions of a linear time series model, we refer to the 
simplest, that states that ‘a linear time series is one in which an observation at time t can be 
predicted by a linear combination of past values’, (Hannan (1986) and Hannan and Heyde (1972)).
It is said to have begun with Yule’s Autoregressive (AR) model (1927), introduced for the study of 
sunspot numbers. An autoregressive model of order p  denoted by AR(p) takes on the form
p
+ et (2 .1 )
j =i
where ax,a2,...,ap are real constants, and \et} is a purely random process. These form
a significant class which have been found to provide useful descriptions for random 
processes arising in a large variety of problems. However, there is another general class 
of models known as moving average processes which also frequently occur in practical
11
applications. We say that Z, is a moving average model o f order q denoted by MA(q) if  
it satisfies an equation of the form
where b0ibl ,...ibq are real constants. Also, without any loss o f generality, we may 
assume that b0= 1. Since both AR and MA models have been found to provide useful
descriptions for many real life processes, the two models were combined to construct a 
more general model. This was hence named an Autoregressive Moving Average 
(ARMA) model. We say that Zt is an autoregressive moving average model of order
(p,q) denoted by ARMA(p,#) if  it can be expressed in the form
p <1
The ARMA model includes both the AR and MA models as special cases. This is 
obtained either by setting bx -  b2 - . . .=  bq = 0  or by setting ax = a2 = ...=  ap = 0
respectively.
2.6 Maximum Likelihood Estimation Method
The three commonly used estimation procedures that guide us towards the construction 
of a suitable estimator are maximum likelihood, least squares and methods o f moments. 
However, the former method as developed by Fisher (1922) is by far the most general 
and powerful method of estimation, which may be applied to any type o f estimation 
problem provided that we can write down the joint probability distribution of the 
observations. The basic principles underlying this method o f estimation are explained as 
follows:
(2.2)
(2.3)
Suppose we have a random sample of n independent observations given by 
Z=(Z1 ,Z 2 ,...,Z„) from a distribution with p.d.f. / ( z ,  0)  involving a vector of unknown
parameters 0 The likelihood function o f 6 is the joint density of Z,
which may be written as
#)=n/M ).i=i
The method of maximum likelihood is based on the principle that we should choose the 
estimators 0 = {0l i02,...,0k) o f 6, which maximises the likelihood function l(p\z).
* A
However, it is usually more convenient to determine Q by maximising the logarithm of 
the likelihood function Z(0 )= ln /(# |z), rather than the likelihood function itself.
2.7 Parameter Estimation for Time Series with Missing Values
It is very often the case in practice that observations corresponding to certain time points 
fail to be recorded or are recorded with gross errors. The Gaussian likelihood of time 
series with missing values can be calculated by application of the innovations algorithm 
to the theoretical covariance matrix o f the observed values. However, the algebra 
involved is extremely complicated and errors in the computation o f numerical 
operations appear. A method developed by Jones (1980) evaluates the exact Gaussian 
likelihood function of irregularly spaced observations from an invertible ARMA 
process. This is achieved by artificially augmenting the number o f observations to a 
complete time series with independent standard normal random variables, which are 
independent of the observed values. Below, we describe this method by considering the 
invertible ARMA(p,g) process
z < -  a iz ,-i - •  ■ ■~a pz t-p = e, + V , - i  +• • •+v < - «
where the vectors a,b are real constants and {e,]~7V^0,cr2). The n independent
observations are given by the vector Z w=(ZlsZ2,...,Z„) where the r observed values
are Z= (zjX, Zj2,..., Zjr) and the m=n-r missing values are Z m = (Zn, Zi2, •.., Zim) . We 
artificially augment the number o f observations in Z  to n by the following method.
Here, we define
X t + \ ~ F X t +  T e t+ \ > . C2 -4 )
Zt = GXt , t=  1,2,3,... (2.5)
and
1 5 = 0 ,* ,+ a tFPt , *=1,2,3,... (2.6)
where + ^ /+1j ] - y=1’ » G=[1 ,0 , . ..,0 ] for y=max(p,^ + l) and
[Wt ] is an independent standard normal sequence, independent o f ,e2,e3,...j .
Also,
[Gt = 0 and a t = 1 if  Z, is missing 
1G, = G and a t = 0 if  Z, is not missing. ^ ^
The vector Yn=(Yl ,Y2,...,Yn) then coincides with Zn =(Z 1 ,Z 2 ,...,Z„) except for the 
unobserved components o f Zn which are replaced in Yn by the independent standard 
normal random variables.
The Gaussian likelihood of the observed values Z  is expressed in form
l ( a , 6 ,cr2 ; Z ) = |j Q * 2 OT, j ' exp ^ (2.8)
where Yk, ft=l,2 , . . . 7 2  are the one-step predictors and sk , &=l,2,...?z are their mean squared 
errors. Also, j Q *  and denote the product and sum over only those indices i for 
which Zt is observed.
A simple example is now given to further explain the above method of evaluating the 
Gaussian likelihood function for irregularly spaced observations from an invertible 
ARMA process.
Example: Consider the invertible ARMA(1,0) process
Zt = aZt_x + e t
where a is a real constant and |e,}~A^0,cr2) . We wish to calculate the Gaussian 
likelihood of the observed values Z = (z 1 , Z4, Z5) .
Equations (2.4) to (2.7) become
Xt+i — aXt + et+i,
Zt = X t
and
Yt = GtXt + a t Wt
where F=a,  G= 1 and T=l.
Also,
(Gt = 0  and a { -  I for i = 2,3 
= 1 and a i = 0 for i = 1,4,5.
Now the extended observation vector is Y5=(Zl ,W2iW3,Z4,Z5) . The one-step 
predictors Yk, and their mean squared errors sk, for ft=l,2,...,5 are
fj=0 ?2=0 ?3 = 0  % = a 3z { Y5=aZ4
and
Sy ~ ~ — j  s2 ~^ 3^ = 1 sA = <T2(l + a2 + <z4) s5 = cr2 .
Therefore, the Gaussian likelihood of the observed values Z, given by equation (2.8) is
i / a ,  a 2;Zj = <t~3 (2 tt) -3 /2
1 + CL + CL
1 -a*
- 1/2
exp
2 ct'
2/ 2 \  (^4 ^ t  \2
IN
Chapter Three
Non-Linear Time Series
Since most aspects of the real world are concerned with non-linear relationships 
between variables and therefore non-linear processes, many authors such as Tong (1978, 
1983), Granger and Anderson (1978), Priestly (1980), Tong and Lim (1980) and 
Haggen and Ozaki (1981) argued for the development o f non-linear time series.
In recent years, we have witnessed an ever-increasing interest in non-linear time series 
analysis, which is now considered a highly developing subject. These models provide a 
more accurate description o f the real world. Tong (1990) demonstrates this by providing 
examples of data sets including animal populations, medical science and economics.
In this chapter we will discuss some special non-linear models that have been 
successfully applied to a wide range of real data.
3.1 Non-Linear Models
3.1.1 Bilinear Model
These time series models were first introduced in the control theory literature. This can 
be seen for example, in Ruberti et al. (1972), Mohler (1973), and Brockett (1976). These 
studies consider continuous time models and describe the relationship between 
observable input and output processes of physical systems.
However, the discrete time bilinear model denoted by BL takes the general form
p  m n q
Zf + aj Z‘~j = ^ iJ Zt-iet-j + 4^jCj et-j (3.1)
y= 1 i=\ j = 1 j - 0
where a, b are real constants, c0= l and {e,} is a strict white noise process. It is easily
seen that equation (3.1) is an enlargement o f the ARMA model obtained by adding a BL
form in to the R.H.S. of equation (2.3). If we set fry=0 for all i j ,  then the
general BL. model can clearly be seen to include the standard ARMA models as a 
special case.
3.1.2 Threshold Autoregressive (TAR) Models
This class of non-linear model was first introduced by Tong (1978), for the analysis of 
river flow data. To explain, we start with a linear model for a time series [Zt} and then
allow the parameters of the model to vary according to the values o f a finite number of 
past values. We say that Zt is a first-order two regime threshold autoregressive model
denoted by TAR(1), if it can be expressed in the form
7 = Ja(1)ZM + 4 l) ifZM < d
' |a (2)ZM + e{2) i fZ M > d
where a^ 2\  are real constants, {eP } , jepH are each strict white noise processes
and d  is a constant known as the threshold. This model' for example, can be readily 
extended to a first-order /-regime model, which would typically be o f the form
Z ,= 0 (,)ZM + e® ifZ M z = 1,2,...,/
where -oo=rQ < rx <...< ^ = 0 0  are the threshold values and so Rl ,R2,. . . ,Rl are a given
partition of the real line R . Hence this model may be regarded as ‘piecewise linear* 
approximation to the general non-linear AR(1) model
Z,-A(Z,_i) + et
where Z(.) is some general non-linear scalar valued function of a single real variable.
A tenuous link between BL and TAR models is shown (Priestley (1988)), by 
considering a first-order bilinear system in which the input Ut , output Zt , and noise et
are related by
Zt+X = aZt + cUtZt + et+l.
If
f a  if  Zt < d 
Ut = \
[ - a  if  Zt > d
then the model for Zt becomes
\ a ^ Z t + e t+l if  Zt < d  
/+1 \ a {2)Zt + et+l if  Zt > d
where =a + ac and a ® = a -  a c .
We say that Zt is an /-regime threshold autoregressive model o f order p  denoted by 
TAR(p) if it can be expressed in the form
p
z t = a +  ^ af Zt-j + i f z t-d e R i> z = l , 2 ,...,/
•>=1
where 2?{. is a given subset of the real line R, the ’s are a set o f / real constants and 
the ’s are an independent sequence of zero mean i.i.d. random variables, having a 
finite variance a  .
However, as discussed later we are concerned with an /-regime zero-order threshold 
autoregressive model, which is given by
Z ,= a (l) +e{f) i fZ w 1 = 1,2,...,/. (3.2)
3.2 Parameter Estimation for Non-Linear Time Series Models
Although approaches for the estimation of non-linear time series remain similar to that 
of linear time series, (i.e. maximum likelihood estimation), relatively little success has 
so far been achieved in the estimation of non-linear time series. This is partially due to 
the vast range o f possible models.
However as forecasting is one of the main purposes of time series analysis, Granger and 
Anderson (1978) only consider models with the ability of producing forecasts. 
Petruccelli and Davies (1986) develop a test for estimating TAR(k) models, which was 
then modified by Pemberton (1993, 1994).
Chapter Four
Mixture Models
Mixture models were first introduced by Jalali and Pemberton (1995). In their study, 
they considered two types of mixture models, firstly the Bernstein mixture model, which 
uses Bernstein polynomials and the Laguerre mixture model which uses Laguerre 
polynomials. These models have a much richer structure than zero-order threshold 
models and contain the latter as a special case. Further, these models have the same 
autocovariance structure as that of linear ARMA models, although with these models 
only a subset o f the possible autocovariance functions with ARMA models are obtained.
Nevertheless, they have the important property o f duality, which corresponds to time 
reversal and so mixture models are at least as exciting as linear models. Jalali and 
Pemberton (1995) explained mixture models for time series in terms o f probability 
measures. However, in this chapter we discuss the underlying ideas and properties of 
mixture model theory in terms o f probability density functions.
4.1 The Basic Model
Let / = ( /1, / 2, . . . , / t ) be a vector of linearly independent p.d.f.’s each defined on a 
sample space 5, where we assume for simplicity, S  is the real line, R.
Denote by U the random vector {UXiUl i ...iUk) where the i th element Ut has density 
f t . Similarly U®  for *=1,2,... is an i.i.d. sequence of replicas o f U  at time t.
Define W=
Tv
w = (w1 ,w 2 , .. . ,w t ) : ^ w / =1 & wt > 0 V i
i=i
k
then by a w-mixture of U we
imply the random variable whose p.d.f. is Y u w‘fi ■
i=i
Proposition 4.1.1: For every mixture o f the vector o f linearly independent densities 
/ = ( / i , / 2,. . . , /^ ) , a unique vector of weights in w is associated.
Proof
Suppose the random vector V  has two representations as a mixture o f I/, with 
coefficients q= (qx, q2,.. ^ , qk) ,  r= (?*i, r2,..., rk) and that for some i, qt rt . Then the p.d.f. 
of V  can be written in two ways,
k k k
=  whichimplies ^ ( q , - ^ = 0 .
1=1 1=1 J=1
The definition o f linear independence states that if  a given set o f scalars c=(c 1 ,c2 ,...,cA:)
Jt
has p.d.f. ^ cif i (.) = 0 implies c = 0 . Therefore, since the f t *s are linearly
i=i
independent, (qt -^ )= 0  for all Vs. This contradicts the previous assumption that qt =£ rt 
for some i. (Q.E.D.)
Let a  :R -> W  be defined as a ( s ) = ( a l (s ) ,a2(s), . . . ,ak(s )) . Of course, this means
k
<2 ,(s) > 0 and =1 for all s e R . These are the unique vector o f weights which
1=1
builds up the dependence structure from the sequence .
To determine a time series (Zt \ t -  0,1,2,...) all that is required is Z0, a  and/ .
Let Z0 be the initial element and successively takeZ, as the a (Z t_^ ) mixture of U ^ \  
for f= l,2 ,....
Hence the p.d.f. of Zt given ZM ,Z,_2 ,...,Z 0 is
k
i=i
(4.1)
4.2 Zero-Order Threshold Autoregressive Model as a Special 
Case of Mixture Models
As seen in equation (3.2), the zero-order fc-regime threshold model takes the general 
form
i.i.d. random variables with densities g t, say, with mean zero and finite variance.
Let R liRl i ...iR k be a measurable partition o f the real line, R, with a t being the 
indicator function of R t , i.e.
fl i f z e i f j  
, w  [ 0  i f z  £ R {
Setting the z-th element o f the random vector U=(Ul ,U2,...,Uk) at time t to the zero- 
order k-regime threshold model given above i.e. U ^ = a ^  + , then the Ui ’s have
The a f i 's are a set o f k real constants and the eft ’s are the independent sequences of
Clearly, the conditional p.d.f. o f Zt given Zt_x is then
k
(4.2)
1=1
This is the mixture o f and so the k-regime threshold model of order zero is
shown to be nothing more nor less than a mixture model.
4.3 Special Properties of Mixture Models
The conditional distribution of Zt given ZM ,Z,_2 ,...,Z 0 is shown to have in equation
k
(4.1) the p.d.f. The conditional distribution of Zt is thus clearly
1=1
dependent only on ZM and so the time series \Z t \ t -  0,1,2,...} is Markovian.
Hence,
f z t | zt. x ,z,_ 2 {z t \z t-1 >Zt-2  >•■ • >zo) = / |zM (z* \z t-1) • (4-3)
Proposition 4.3.1: The elements o f the time series {Zt :t = 0,1,2,...}, apart from the 
initial one, Z0, are all mixtures of U.
Proof
oo
/ z , ( 2l ) =
—00
00
= { / z,|zm (z<K-i) / z,-i(zm ) * m
—oo
00 it
=  Jx “  '■ (z'-' ^ z'-l (z'-‘) JZ'-‘
Hence, we now need to show a=(a l , a2,..., ak) e W .
Y j a ‘ =2 J
I —1 l—l V—oo
°°Y k
= I] X a ‘(z'-1) 4 - i  (z<-
Z=1 ✓
00 Jfc
=  J/z,_ ,(Zl-l)& <-l since X a i(z<-l)= l
—co i—l
=1
Clearly, since (.) > 0 and f Zt l (.) > 0, a{ > 0 . (Q.E.D.)
Now define
00
P i r  \ a A z)fi{z)dl (4.4)
and let P  be the transition matrix of the Markov chain whose (z,/)th entry is p tj.
Proposition 4.3.2: P is a stochastic matrix i.e. the entries are > 0 and the row sums 
are 1 .
Proof
The entries p tj o f the square k x k  matrix P  are all > 0 since the a  j ’s are weights and 
the ’s are the probability densities. Now, for any z, 1 < z < &,
'Yj Ph = 2 j  J « y W /« W *
7=1 7=1 v—oo
oo/ *.
“  |  £ « , ( * ) f i { z )dz
>v j=l y
00 Jfc
J/j(z)dz since ^ a ; (z)=l
-oo 7=1
=1. (Q.E.D.)
From proposition 4.3.1, we know that Zt is a p t mixture o f U® . This result gives us 
the following proposition.
Proposition 4.3.3: The vectors p l , p 2,-.-,pt>.'. constitute the consecutive probability
vectors o f a fc-state homogeneous Markov chain with transition matrix P  where
00
.= j*af(z0 )/z 0 (z0 )^z0 is the i*  component o f p l . Then at time t the following
—oo
relationship holds
p t =p,-iP- (4.5)
Proof
From the above proof of proposition 4.3.1
oo
—oo
00 k
k 00
= X ( p '-i)y
j =^  —oo
k
j = 1
= M , -
Hence p t = p t_xP. (Q.E.D.)
As a corollary to equation (4.5) above, the conditional distribution o f Zt+l given Z0 = z 0 
is
4 .,|Z „ (z« i|zo )= “ (zo)f>7 , +i(z,+i) ,  for t>  1.
We now assume that the transition matrix P  is ergodic, which implies the corresponding 
finite state Markov chain is irreducible and aperiodic. Below, five preliminary 
definitions for the conditions of ergodicity are stated:
(i) If state j  can be reached from state i in exactly «-steps then state j  is said as being 
accessible from state i with transition probability denoted by .
(ii) States i and j  communicate if state j  is accessible from state i and vice-versa.
(iii) State i is an absorbing state if  once entered it cannot be left (i.e. the transition 
probabilities p u=  1 ).
(iv) A Markov chain is irreducible if, and only if, all pairs o f states communicate. 
Therefore, if  there is an absorbing state the Markov chain is not irreducible.
(v) If return to a state i is possible in w-steps, when n is a multiple of an integer t and t 
is the greatest such integer, then state i is said to have period t.
If t=\ then state i is aperiodic.
If t>\ then state i is periodic.
A state i to which no return is possible (i.e. the transition probability p\f* =0 for all 
n > 0 ) will be considered aperiodic.
It follows that P  converges to a matrix with equilibrium state p w denoted by n , where 
its components are n Xin l i ...iKk . This is the eigenrow of the matrix P  with the 
eigenvalue 1. Note that Kj *  0 for all j =  1,2,...,k by ergodicity.
Proposition 4.3.4: If the transition matrix P  is ergodic with equilibrium state
2 ,...,7r*), then the limiting stationary distribution o f %t+1 has p.d.f.
k
X V ; ( Z»)-
;=i
Proof
We know, by hypothesis, that as t -> oo, P l —> 77=
vTi,^2,...,7r*y
Therefore, from the previous corollary, as t —> c o ,
/z ,+1|z0 (Z*+1 lz0 ) ~^ a {Z0 ) t t f  » (Z00 )
k
=  n  /co(zco) since ^ a ( z 0) = l  Vz0 e i?
z=i
k= Z V ; W -  (Q-E-D->
y=i
From now on, we will assume the time series {Z t} to have reached its stationary state 
(or, equivalently, that Z0 has been drawn from the equilibrium distribution (.)).
Jalali and Pemberton (1995) go on to discuss duality and time reversibility, together 
with two examples o f models. Whilst, not directly relevant to the present study, it is 
worth recording that the Bernstein model, and the Laguerre model we consider in 
chapter five are both stationary and time reversible. That is, the joint density of 
( Z , , Z , Z j )  is identical to that of (Z_t , Z _ , Z ^ ) . In particular, this implies a 
symmetry of the bivariate density o f Zt and Z t_x:
f z „ z , J x , y ) = f ZiiZi(x,y).
In the generality of mixture models, Jalali and Pemberton (1995) discuss the basic idea 
that a so-called dual can be constructed for any mixture model and the class o f models is 
closed under duality. This means the dual is also a mixture model with weights a ’s and 
p.d.f.s / s .  It has further been argued that the dual is the time reversal o f the original 
model. Although, while a process which is self-dual (i.e. models which retain the same 
form for the a ’s an d /s) is then time reversible, it does not follow that a time reversible 
process is self-dual due to the a ’s a n d /s  o f the dual possibly being different from 
those o f the original process. A  fuller discussion o f duality is not relevant to the present 
work and we refer the reader to Jalali and Pemberton (1995).
Chapter Five
The Laguerre Mixture Model
In this chapter, we introduce the Laguerre mixture model, which is a fairly 
straightforward extension o f a model with a finite number of mixture elements, to one 
with a countable number of mixture elements. In Beet (1995), a one-step conditional 
distribution for the Laguerre model was used for the likelihood function and subsequent 
estimation of the unknown parameters, since it was assumed that the time series data 
was complete. However, we wish to extend this procedure to a time series that has some 
missing values and so z  (>  l)-step conditional distributions are required, where t  is a 
generic time lag between the observed values.
Further, the likelihood function is investigated using plots and numerical optimisation 
routines. Following this, we examine the sampling properties of the maximum 
likelihood estimates using Monte Carlo techniques for various sample sizes’ and true 
values o f the parameters.
5.1 The Laguerre Mixture Model
For the Laguerre model we allow the parameter k  of the general mixture model to be 
countably large and set
a , (z )-(Oz)1 exp(-6 fc) / i ! j - 0 ,1 ,2 ,...; z  > 0 .
f t (z )= X(Azf exp(-Az) /i\ 6  > 0, X > 0
The weights a , (.) are thus the Poisson probabilities corresponding to mean Qz and.the 
density /,( .)  is for the Gamma distribution with scale 1//1 and shape (i+l).
Here we note that, for the existence o f a stationary distribution, it is necessary and 
sufficient that 6 < X , hence r= 6 /X  < \ .  The stationary density, /^ ( z ) , for the Laguerre
model is a mixture of the p.d.f.s f ^ z )  using the stationary weights zr,-= ( 1  - r ) r l 
(derived in Appendix A). It then follows easily that f m is an exponential distribution
with mean (A(l - r f j  1 :
OO
/ « ( z ) = X ^ ' ( z)
i= 0
oo
= (l -  r y 1 /t(zlz) 1 exp(-/lz) / i \
f=0
ou
= Z(l -  r) exp(-/Lz)^ (/Lzr)1 /*
i=0
= Z(l -  r) exp(-/lz) exp(/lzr)
= Z(l -  r) exp(-/l(l -  r)z) (5.1)
In Appendix A, we derive the conditional distribution o f Zt given the initial value Z0 
for the Laguerre model and show the density to be
/ ( z,|z0)= /Im( expj-Au,(z, + z 0r ' ) | / 0|2A«,1| ^ z / ) |  (5.2)
( l - r )
where w ,= t t .  and In()  is the modified Bessel function o f the first kind of order
' ( l - r ' )  W
(  > n 00 f  2 \^ * 
zero. For order n, this is In (x)= (jH ^  I
k=0  ^ J £!r(rc + A: + l)
hence
k
k=0 (*!)
2 *
We also observe that the Laguerre model is time reversible; the joint density o f (Z0 ,Z,) 
can easily be obtained;
f { ^ , z t ) ^ f [ z t \zo)f{z0)
= Xut exp(-Xut(z, + z0r*) j /0 { lXut z0z tr ‘JjA ( l- r ) exp(-Z (l- r)z0)
= X2(l -  r)ut exp(-Zutr {z0 -  Z(l -  r)z0) exp(-Aw,z,) I ^ 2 X u t ^(z0 z ,r ')j
= X2 ( 1  -  r)ut exp{ -^Xutr lz 0 -  Xut (l -  r 1 )z0 j exp(-Zwfzf) 7q( 2Xut ^ z 0z ,r ')j
= X2( l -  r)ut exp(-/lutz0) exp [~Xutz t) I ^ 2 X u t ^ ( z0z tr l>j J
= X2( l - r ) u ,  exp(-2u,(z0 + z()) / 0 ^2-J«^(z0z(r‘)J (5.3)
and this is symmetric in (Z0,Z ,) . Hence the model is time reversible.
Figures 5.1 to 5.6 below, show graphs of the £-step conditional p.d.f.s given by equation
(5.2) for values of (r ,Z )=(0.5,10.0), t =1,5,100 and initial value z0=l,5 . In addition, the 
stationary density is shown, which as previously mentioned is an exponential 
distribution with mean (/l(l -  r)) 1. These plots indicate that for large t, the influence of 
the initial value z0 gradually wears off and the £-step conditional p.d.f.s tends towards
the exponential distribution with mean ( / l ( l-r ) )  1. However, as z0 increases the 
exponential nature of this function takes longer to become apparent.
Plots of the /-step conditional p.d.f. 
and Exp(^(l-r))_1 with (r,k) = (0.5,10.0)
Figure 5.4: t=1.0, z0=5.0Figure 5.1: t=1.0, z0=1.0
Figure 5.5: t=5.0, zo=5.0Figure 5.2: t=5.0, z0=1.0
Figure 5.3: t=100.0, z0=1.0 Figure 5.6: t=100.0, z0=5.0
5.2 Modification of the Time Series to Create Zero’s
Interest in non-negative time series arose when considering how to model river-flow, in 
particular periods without flow. Hutton (1990) explains, ‘One mathematical formulation 
o f a simple non-negative time series for streamflow starts from the conservation 
equation
Si+\= Si -  Qi + R i
where St is the volume o f water in the reservoir, Q  is the volume o f water flowing out 
and Ri is the input, all on day z. As we are working in discrete time, we approximate by 
considering the inputs to be added at the end of the interval, after the flow is lost.
Assuming that flow is proportional to volume stored,
0 = k S , and •S'i+1= (l -  ic)Sl + Rt
where 0 < k  < 1. The marginal distribution of the Ri , assumed to be independent and 
identically distributed and independent of St , has the form
f 0 with probability 8  
^  tYj with probability 1 - 8
where Yt is a continuous, positive random Variable, with probability density function 
f y ( P ) Indeed, it may be possible to approximate Yt by a Laguerre time series.
Given a time series Z0iZx,...,Zt o f length t+ 1 generated from the Laguerre model with 
parameters r and X,  we substitute a certain proportion, 8 ,  of values in the series 
Z1,Z2,...,Z i_1 for zero’s to indicate that the observation is missing. We then let
tQitl ,...itn be times such that the observations Zt > 0 .  This is achieved by the 
distribution o f Ht , which depends on 8  but is independant of Zt and has the form
_  [0 if  Zj is missing with probability 8
H\ —-s
II if  Zj is observed with probability 1 - 8
where,
A k a .....
Clearly, 8  can easily be estimated and so we only wish to examine the estimation o f 6 
(r, X) by maximum likelihood.
5.3 Model Estimation by Maximum Likelihood
As mentioned in section 2.6, the likelihood o f 6 = (r, X) is obtained as the joint 
probability density function o f the n+1 observed values, z=\zh ,z t ,...,z, )• The t?s are
the discrete set o f times where an observation is obtained and w.l.o.g. we set to — 0 for 
convenience with tn = t being the length o f the observation period. The likelihood is thus 
expressed as
k&\z)=/ ( z,[ > z<, >—> z,„ b )-  [ n  / ( z*, Iz,m ) l/(zo)i=i (5.4)
where f [ z t |z t ) is a (= t. -  tt_x) -step conditional density, and f ( z 0) is the stationary
density. Substitution of the conditional density, (5.2) and the stationary density, (5.1) 
gives
l(0 w-n [k exp{-1**,, (2,,+2,_, )K {*•*«„ Vk_,2<,'•")}'
1=1
(5.5)
/l(l -  r) e x p |- A(l -  r)z0 J
Taking natural logarithms gives the log-likelihood as a function of 6 = (r, X),
L{0)= \nl(e\z) =^[lnuri - h i , ( z h + z , j" ) + ln I 0(2AuT^ {z lMz ,r ’1 )j
1=1
(5.6)
+ (n + \)\nX + ln(l -  r )~  X (l -  r)z0
To give some idea o f the appearance of this function, we used the Fortran 77 program as 
shown in Appendix B to simulate a time series o f length t+1=500 observations from the 
Laguerre model with true values of (r, X) = (0.5, 10.0). However, to produce the data 
with missing values included, we decided to delete 10% of the observations at random 
for zero. The log-likelihood function is then computed over the range r e  [0.1,0.9] and 
X e  [5.0,15.0] • These results are shown in Figure (5.7) below.
Figure (5.7): Plot o f Log-Likelihood Function.
The location o f the maximum point (r;, X/) is found by solving
dL(0) =Q and ^ ) = q 
d r  dX
subject to the determinant of the Hessian matrix, A , defined by
A=1 r d 2L>
dr* A dX1
d  L 
drdX
>0 (5.8)
fa .4)
and
d 2L
dX
<0 or
d 2L
dr*
<0
(5.9)
40
However, due to the complexity of the first derivatives of 1(0) w.r.t. r and X we have been
unable to find a critical point analytically. Therefore, we can only investigate whether a maximum 
point does exist through plots and numerical optimisation routines. However Figure (5.7) suggests 
there is a unique maximum point, in this case not too far from the true values of r and X . In 
addition, the results of the simulations for r and X estimates, shown later, always provide us with a 
unique solution.
After some preliminaries, we demonstrate graphically and numerically that there seems to be a 
maximum point. This is indicated since in the vicinity of this point, A is greater than zero with
The derivatives of the log-likelihood function L(0) are relatively straightforward on noting that
<0. It follows that <0. 
d £  dr2
7o(x) = / 1(x) which is a modified Bessel function of the first kind of order one, where its 
derivative l\ (x) = IQ (x) -  —Ix (x ).
Recalling that 0=(r,X ),  let B(0: x , ) , where xt = 2XuTj J lz t/_] z t. r
The first derivatives of L($) are
dL(Q)
(5.10)
1 -  r
+ Xzq
and
cL(0) = y  
f a  M
' - u , { z , + z ,Tl \ lt ‘/-I / 1
(w + 1) / \
+ ^ y ^ - ( l - r >
Then, i?r (# ; * .), Bx ( 6 : x, ) are the partial derivatives o f b (0 : xt) w.r.t. r  and X 
respectively. These are easily derived as;
B r{ 0 : x , ) ~
duT V
, dr 
2 r u. h \ xt K  xi
Vi
and
B x { 0  ■ B {e : x , ) + - S J l i /,2(x,)l
^ v  ^o y V />
where
dur - u T t „ ,\ r r f' 2
— ~“~7 — V ) »---- 2L~T 1—dr ( l - r )  r< ‘ ' dr1 ( l - r T') ( ^ - 1K + 2r_^r
The second partial derivatives o f L(0) are
< »-2 ^
2 /lz T,rT'-1 +li-1 1 -.2 d r
(5.11)
(5.12)
(5.13)
4 Z<, + z u 7 " ) - 7 r
d 2u.
T' dr‘
dr' i  , \  J dr*
2 r l ul
B(6-.Xi) (5.14)
+
(  du ^Tt
Ti + dr 
2 r uTti
Br(9 :x ,)
V ,
(1 - r ) 3
f  * 0
d 2L(9)
dXdr
II - u Tz t xtr T,~l - \ z t + z t r Tir, i V t,
\^ r ,
dr
+ r i + dr
2r Ur,
Bx{ 9 : Xl) + z 0 , (5.15)
I  J
aX (=1
(5.16)
and
7 L { 9 ) . n .= y - u . z t T.rT‘~l - 1
\duT
z t + z t r T‘)— L
drdX Z-ji=i
r, tj-i i X
+  Z f (5.17)
To give some idea of the appearance o f the determinant o f the Hessian matrix, we used 
the Fortran 77 program as shown in Appendix C to simulate a time series of length 
£+1=500 observations from the Laguerre model with true values of (r, X) = (0.5,10.0). 
Once again, 10% of these observations are deleted at random and substituted by zero. 
The determinant of the Hessian matrix, A , is then computed over the range
r e [ 0 .1,0.9] and X s[5.0, 15.0]. These results are shown in Figure (5.8) below. As 
discussed earlier, the first condition for a maximum point to exist is that A >0 at this 
point. However, A >0 in the vicinity o f the true values o f r  and X, with A only falling 
beneath zero for small values of r. Hence the first condition appears to hold.
Figure (5.8): Plot o f Determ inant o f H essian M atrix.
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We can demonstrate, that the second derivative w.r.t. X is negative over the range of r 
and X. From (5.13), and (5.16).
c?L{e ) = £
9Al i=l
n
= 1
1=1
B( 8 - Xi) Bx(9 : x i)
A2 A
1
(n + l)
A2I 2(x,) x.
(n + l)
Now, if  we define j ( x) = I 2 (x) - —10 (at)/, (j:) - 12 (x)
ioW L  *
so that
X d  L(§) _y^  x 2 j x^ _) -  (a + 1) < nmax{x2j ( x >j j - {n  + l ) - n M - { n  + l) say. 
dX I=1
So a necessary condition for ^ to be negative is M  < . In the thesis by Beet
dX2 n
(1995), M is  found numerically to have a maximum value o f approximately 0.67992 at
x «  2.4778 and so M is certainly < 1 which is < for all n > 1. Therefore, ^
n dX2
would seem to be negative.
Chapter Six
Simulation and Analysis of Maximum Likelihood 
Estimates
In this chapter we investigate the statistical properties o f the maximum likelihood
A
estimators, r and X , for the Laguerre mixture model from time series with missing 
values. This is achieved through the medium of simulation. From large numbers of
A
simulated series, we examine the sampling distributions o f r and X by using box-plots, 
histograms and normal Q-Q plots.
6.1 Simulation Run
To generate realisations of stationary sequences from the Laguerre model for given true 
values o f r and X, we use the following four steps.
(i) The first time series value z0 is sampled from the stationary distribution, 
exp{ X(l -  r )} . This is achieved by using the NAG routine G05DBF.
(ii) A value i is chosen at random from the Poisson distribution with mean rAz0. This is 
achieved by using the NAG routines G05ECF and G05EYF.
(iii) The second time series value z l is sampled from a Gamma distribution with scale 
1/A and shape i+ l. This is achieved by using the NAG routine G05DGF.
(iv) zQ in part (ii) is replaced by the new time series value z1 and the process is 
repeated.
This method is continued until the time series z0,z l ,...,zt is obtained. Then, to create a 
time series with missing values, we use the method explained in section 3.3 to substitute 
an exact proportion, known as 8 ,  of the data observations z1 ,z2 ,...,zM by zero’s. Here, 
we introduce the notation rQ, X0 for the true values of the parameters r and X .
In this preliminary investigation, we decided to examine 9 combinations for rQ and X0, 
namely r0 e ( 0 , l ) , 0.05, 0.50 and 0.95 were employed with each X0 value of 1.0, 5.0
and 10.0. This is achieved by the Fortran 77 program shown in Appendix D, which 
generates for every combination of r0 and X0, 100 realisations for each o f the three 
lengths, 50, 250 and 1000 data observations. However, to perturb this series to a series 
which includes missing observations a value o f £ = 0 . 1  is used and hence, 1 0 % of the 
data observations in the series are substituted at random for zero. Table (6.1) given 
overleaf show the results, in terms o f summary statistics for every set o f 1 0 0
A
realisations, the maximum likelihood estimates o f r and X i.e. r and X .
Table 6.1: Maximum likelihood simulation results1 for a set of 
50, 250 and 1000 data values.
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0.05
1.00
5.00
10.00
0.177
0.177
0.175
0.127
0.131
0.130
1.432
1.265
1.349
3.426
2.759
3.045
I.199 
6.028
II.950
0.354
1.837
3.613
2.602
2.413
2.443
10.612
8.994
9.757
0.8079
0.7988
0.8173
0.50
1.00
5.00
10.00
0.495
0.487
0.491
0.139
0.138
0.138
-0.616
-0.578
-0.536
-0.164
-0.254
-0.200
1.061
5.264
10.588
0.269
1.364
2.710
0.366
0.400
0.362
-0.556
-0.580
-0.570
0.5261
0.5242
0.5130
0.95
1.00
5.00
10.00
0.932
0.929
0.931
0.050
0.050
0.049
-2.338
-1.972
-2.137
8.633
6.856
7.751
1.084
5.399
10.906
0.248
1.298
2.631
0.833
1.017
0.943
0.504
1.240
0.985
0.1350
0.1820
0.1797
0.05
1.00
5.00
10.00
0.086
0.084
0.084
0.053
0.053
0.054
0.861
0.912
0.821
0.942
1.102
0.906
1.045
5.215
10.438
0.095
0.471
0.972
1.233
1.355
1.113
4.345
4.635
3.946
0.6455
0.6153
0.6390
0.50
1.00
5.00
10.00
0.490
0.492
0.491
0.064
0.062
0.064
-0.414
-0.266
-0.422
0.494
0.156
0.558
1.004
5.055
10.091
0.104
0.531
1.026
0.357
0.210
0.298
-0.086
-0.266
-0.069
0.5626
0.5883
0.5641
0.95
1.00
5.00
10.00
0.944
0.943
0.944
0.020
0.021
0.021
-0.669
-0.745
-1.064
0.298
0.262
1.847
1.013
5.065
10.126
0.109
0.541
1.065
0.448
0.413
0.448
-0.069
-0.124
0.056
0.1352
0.2038
0.1520
0.05
1.00
5.00
10.00
0.054
0.053
0.053
0.033
0.033
0.032
0.134
0.181
0.120
-0.974
-0.932
-0.895
1.013
5.072
10.133
0.052
0.256
0.517
0.353
0.300
0.334
-0.329
-0.313
-0.364
0.7083
0.7191
0.7332
0.50
1.00
5.00
10.00
0.505
0.506
0.505
0.031
0.031
0.031
0.129
0.201
0.263
0.147
-0.011
0.106
1.013
5.062
10.132
0.056
0.275
0.554
0.267
0.326
0.286
0.293
0.432
0.357
0.5395
0.5143
0.5252
0.95
1.00
5.00
10.00
0.948
0.948
0.948
0.009
0.008
0.009
-0.259
-0.509
-0.348
-0.375
-0.145
-0.133
1.007
5.029
10.076
0.053
0.277
0.550
0.095
0.093
0.124
-0.219
-0.115
-0.077
0.1986
0.1883
0.1736
^.E . Skewness for a sample of 100 = 0.241 
S.E. Kurtosis for a sample of 100 = 0.478
Our results above indicate that as the length of the time series is increased by a multiple 
n, there is a factor reduction in standard deviation for the estimates r o f approximately
l/V« . However, this factor reduction in standard deviation seems to be initially faster 
for X i.e. approximately 1/4n *  for d > 1 . The reduction in standard deviation for r is, 
in most cases by a factor of l/V5 as the series increases from 50 to 250 observations 
and approximately l/V 4 =0.5 as the series is increased from 250 to 10000.
Here, we define the moment ratio’s
(m2 ) 3 2 (n^y
6, = -
mA
where bx is the coefficient of skewness and b2 is the coefficient o f kurtosis. Both are
expressed in terms of 2 nd ,3rd and 4 th sample moments about the mean. These can be 
used to assess normality of the sample by measuring the extent to which the 
distributions of the estimates are asymmetric and tail heavy respectively. Rough tests of 
normality may be obtained by comparing bx and b2 with the approximate vales of their
standard errors1 , -\J(b/N) and ^(24/N) respectively.
The tabulated results show the distribution o f r  for small sample sizes to be skewed in 
the positive direction for r0=0.05 but for a value o f r0 =0.95, the estimates are 
negatively skewed. Hence, as the value o f r0 shifts across 0.5 a symmetry seems to 
emerge with the direction of skewness changing from positive to negative. A possible 
explanation for the skewness o f r could be that it possesses two boundaries and with 
rQ values near to either boundary, skewness is inevitable. However, as the length of the 
series increases to 1 0 0 0  observations, the coefficient o f skewness values become less 
significant1 with a few having skewness values extremely close to zero indicating near­
perfect symmetrical distributions. In addition, a pattern seems to emerge when 
examining the type of kurtosis for the distribution o f r , since for small sample sizes r 
has a leptokurtic distribution i.e. b2 > 0  but as t increases the distribution changes to
platykurtic i.e. b2 < 0. However, both the coefficients o f skewness and kurtosis of r
value of r0 and X 0 . Hence, as the sample size increases, the estimators, r  and
X approach their true values, in probability and become consistent. For example, if the 
assumption that r is a consistent estimator for rQ holds, then for any positive constant c
Figure (6.1) below, which show the distribution o f r for specified values o f r0 , X 0 over 
varying sample sizes. The variance reduction associated with increasing sample sizes 
shown in Table (6.1) is now visually demonstrated. This has an effect on the inter­
quartile range, which can be seen to decrease as the length o f the time series increases to 
1000 observations. Examination also shows, that a value o f r0 at which a symmetry 
appears to emerge with the direction of skewness changing from positive to negative 
appears to be slightly lower at «0.4. This is so, since for small sample sizes the 
distribution of r continues to be skewed in the negative direction for a value of r0 =0.5. 
However, as the sample size increases the coefficient o f skewness becomes less 
significant1 with the distribution of r approaching a normal distribution.
and X become less significant1 with increasing sample size which is analogous for any
where t denotes the size o f the sample.
The suggestion that r is a consistent estimator is supported by the boxplots give in
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Figures (6.2) to (6.7) respectively show frequency histograms and normal Q-Q plots of 
r for specified values o f r0 , A0 and time series of varying lengths. The distribution of
r  for r0= 0 .0 5  is positively skewed i.e. E(r) -  r0 > 0  and unimodal with a longer tail 
towards the increasing x-axis but negatively skewed for r0 = 0 .9 5 .  Also, a pattern seems 
to emerge when examining the type of kurtosis in the r distribution since for small 
sample sizes r possess a leptokurtic distribution characterised by a sharper peak at the 
mean and more extended tails. In contrast, as t increases r changes to a platykurtic 
distribution producing a flatter top and more abrupt terminals, However, for larger 
sample sizes the coefficient of skewness and kurtosis associated with each histogram 
become less significant1 and this is analogous for the distribution of r  given any r0 , 
value. Hence, if  a large enough set of data observations are used it seems that the 
distribution of r approaches a normal distribution. This approach to normality can be 
expected to be much slower for values of r0 close to zero because o f the influence of the 
boundary. The results illustrated by the frequency histograms are also reflected in the 
normal Q-Q plots.
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Figure (6.2): Frequency Histogram of Maximum Likelihood Estimator r, for
ro=0.05,0.50,0.95 and Xo=l.0,5.0,10.0 for a series of length 50.
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ro=0.05,0.50,0.95 and Xo= LO,5.0,10.0 for a series of length 250.
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Figure ( 6 .7 ) :  Normal Q - Q  Plots of Maximum Likelihood Estimator r ,  for r0=0.05,
0.50, 0.95 and A o = 1 .0 , 5.0,1 0 .0  for a series of length 1 0 0 0 .
The boxplots given in Figure (6 .8 ) overleaf illustrate the improving accuracy of the X 
estimates as the sample size increases. Again, as the length of the series is increased, the 
variance of X estimates decreases and the coefficient o f skewness and kutosis values 
associated with each histogram become less significant1, with a tendency towards the 
normal distribution appearing. However, this seems to be far quicker for the estimators
A A
X as opposed for r . This has been observed for the distribution of X for any value of 
r0, Xq.
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Figures (6.9) to (6.14) respectively show frequency histograms and normal Q-Q plots of
A
X for specified values o f rQ, X0 over varying sample sizes. The frequency histograms
A
illustrate the distribution of X to be strongly positive skewed for short time series but as 
the length of the series increases to 1 0 0 0 , the coefficient o f skewness become less 
significant1 with a few distributions having vales extremely close to zero indicating 
near perfect symmetrical distributions. In addition, the coefficient of kurtosis becomes 
less significant1, as the length of the time series increases this is analogous for the
A
distribution of X given any r0, X0. However, for values of r0 =0.05,0.95 and any value 
of X0i X has a leptokurtic distribution for small sample sizes but as the sample size 
increases the distribution changes to platykurtic. Although, the opposite pattern seems to 
emerge for a value of r0 =0.5 with the type of the kurtosis changing from a platykurtic 
distribution to leptokurtic. These results are also reflected in the normal Q-Q plots.
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Chapter Seven
Conclusions
In recent years, we have witnessed an ever-increasing interest in the subject of time 
series analysis. In an attempt to provide a more real approximation to the world around 
us, analysts have moved away from linear time series and hence the linear constraint 
imposed on models to develop a new class of non-linear modelling.
In this thesis, we examine a new class of non-linear models known as mixture models, 
as developed by Jalali and Pemberton (1995). In particular, we focused on the Laguerre 
mixture model. We investigated the likelihood function of the Laguerre mixture model 
for a time series with missing values and found that due to the complexity of the first
derivatives of L(0), we were unable to find a critical point analytically. Therefore we 
investigated whether a maximum point exists through examining plots and numerical 
optimisation routines. Our results indicated that a unique maximum point does exist.
Finally, we examine the statistical properties o f the maximum likelihood estimators r
and X , for the Laguerre mixture model from a time series with missing values. In
particular we examined box-plots, histograms and Q-Q plots of both r  and X for 
specified values of ro and \ ? with time series of varied lengths.
We found that the distribution o f r for small sample sizes to be skewed in the positive 
direction for ro = 0.05 and negatively skewed for ro = 0.95. We interpreted this observed 
skewness o f r as being a consequence of possessing two boundaries, and with ro near to 
either boundary, skewness is inevitable. In addition, we found the distribution of r for 
small sample sizes to be leptokurtic but as t increases the distribution changes to 
platykurtic. However as the sample size increases both coefficients o f skewness and 
kurtosis o f r became less significant, with the distribution o f r approaching a normal 
distribution. However, due to the influence of the boundary this approach to normality 
can be expected to be much slower for values o f ro close to zero.
Further, we found the distribution of X to be strongly positive skewed for short time 
series but as the length of the time series increases the coefficient of skewness became 
less significant, with a few distributions indicating near perfect symmetry. In addition, 
as the length of the time series increased the coefficient of kurtosis became less 
significant. However, for values of ro = 0.05, 0.95 and any value of the distribution
of X is leptokurtic for small sample sizes, but as the sample size increases the 
distribution changes to platykurtic. In contrast, for a value o f ro = 0.5, the distribution 
changes from platykurtic to leptokurtic. Finally, although as the length of the time series
A
increases the distributions of both r and X approach the normal distribution, we found 
this to be quicker for the estimators X as opposed to r .
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APPENDIX A
Conditional Distribution in the Laguerre M ixture M odel
The following derivation o f the f-step conditional distribution in the Laguerre model was 
kindly provided in hand written notes by Jalali (1993).
Considering the Laguerre model with weights, a x(z) ~(Qz)1 exp (-6 fr) / i! and densities, 
f i(z)=A(/lz)1 exp(-vlz)//! for z-0,1,2,...; z>  0 ,  in Proposition (4.3.2) we showed the 
transition matrix P  has the following entries
oo
P t = \ a M )f , ( z)dz
_  f(0z)J exp(-£te) exp(-Az)
~  J J \  ~
i \ j \
00
f
z l+1 exp( - ( 2  +  0 )z)
( '+ /) !
A Q+./)! f  A VY g V
+ 0 i! /! \.z + 0 j y x  + 0j
dz
(2  + 6>)i+y+i
o • ^ J ' 0  • 5  ' 1.Settmg, q=  and 5 =  i.e. r = — we have
1  + 0  1  + 0  ?
(A.1)
Let us have a vector o f weights on non-negative integers. Clearly this vector has a 
generating function, say, g(n) defined on, and o f  the boundary of, the unit disc where
oo
g(n) = ^  qini . Now, let P  act on this vector o f weights and we want to. see what is the
/=o
generating function, say, P(g) o f this new vector o f  weights.
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7=0 V |=o J
nJ
00 00
-Z*Z
/=0 7=0
*+7
, j  J
q lsJnJ
00 00
1 j  1J H W
i=0 7=0
=?Z9,9,rr“H 
1+  0 -™ )
q
z'+l
- r f r f X i
/=0
= TJ - « ( r L _ )  (A-2)1 - . S 7 ?  \ L - S n s
Since our initial weights are (Qz)1 exp(-6 b) / i t , the corresponding generating function is
z=0
1=0
=exp(6 b (« - l) )  (A.3)
which is defined over all the complex plane.
Setting g 0 =g, gt = P f(g) and ht=\ngt we have
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h0 (n) = In g 0 (n) =lng(«) =ln(exp(6fc(« - 1)) )= Qz(n - 1)
r ^ - W r 1l - s n s  vl - s n
= k l — ) +A(f —^
1 -sn J  m - s n
Now we let w(n) = —- — , a - 9 z  and so 
1 - s n
h0{ n ) = a ( n - \ )
ht+l(n) =lnw(«) + ht (w(n) ) .
Therefore \  (n) = In w(n) + h0 (w(«))=In w(n) + a(w{n) - 1)
h2 (n) -  In w{ri) + hx (w(«))= In w(n) + lnw 2(«) + a (w 2 (n) -  lj
ht(n)=\n.w(n) + Inw2 («)+...+Inw t (n) + - l ) .
Let us now denote the function win) = —- — by the matrix f  N  and so
V ' 1  - s n  \ - s  1)
w* corresponds to
( 0  aV
\ —s V
Since we defined in (5.2) that r<l, it follows q ^ s . Therefore,
find A  and B  we note that 
 ^0
( 0  qY  
\ - s  1)
= q tA  + s tB .  To
~ q°A  + s°B=> A  + B = I  and
- s  V
' 0 .  qy
{ - s  1
=qA + sB=>
0  q 
- s '  1
■qA + s ( I - A ) .
Hence^4=  ^ S ^ ^ q - s )  andi?=  ^  ^ j (c [ -s ) .
Therefore,
q - s y
1
(  ■ f - s  q \  
\ —s q)
+ s
rq - q '
\ S  - S j
q - s
and w r(n) =
-q s {q f i - s t l )n + qfat - s t ) 
- s ic f  - s l n^ + q t+1 - s t+l
-^r-r^w + ^ l-r*)
- ^ r  - r * +1 7^7 +  ( l  “  r *+1)
(A.4)
Now for an arbitrary t we have
St(n) = 'w(n)w2 («)• • •'w *(n) exp(cu(wf (n) - 1))
~ ( r - r 2 ^ jn + ( l - r 2 j - ( r - ^  )« + (l
- ( r -  r 2)« + ( l - r 2j - ( r -  r3 )t7 + (l -  r 3 ) - ( r - r t+ l)t7 + ( l - r *+1 )
exp a
1 - r
7\“ exP —ar*(l —r)
1 - 7 7
\
r
1 - r
1 - r 7+1 , ri1- r‘)n
1 -.7+1
7 ^ - exp
-o r '( l- r )  l - n
1 — r 7+1
1 - r V
(A.5)
1 - r t+l J
 ____ ifl ■
1 - v M n
exp( - a r ‘uM ) exp ar t v M n (A. 6 )
Let w= v,+1n, w z = - a r n , hence
The generating function o f  the Laguerre model is (l -  w) 1 exp ■W  = ■ / Lm (z)wm ,
-  m= 0
where is the m 4  order Laguerre polynomial.
- \  - w z
g ‘W = y ^ w 'eM r a r ‘u<*')'exp[ i Z
= « (+1 e x p ( - o r \ +I) ] T  Lm\ - a r ‘ ^
2 \  
t+1 v?+1nm (A.7)
If we start with the vector o f weights a]n)(z)=(6!z)m exp(-6fc) / m\ then after f-times 
transformation by P  we obtain
aS^{z) coefficient o f nm in g f(«)
.2 >\ 
• f+ i=«,+i exp(-a7-'«,+1) l J  - a r ’ —
Vm J
.2 \
=«<+iv” i exp(-^'w ,+1z ) l„  -Or1 ^ - z
v v , +1 y
(A. 8 )
When o o , w, +1 ( 1  -  r ) , v , +1 -> r  and thus a ^ \ z )  =(1 -  r)rmLm (0).
Note that Zm(0) = ^ f  m 1 -  -=1 and so a ^ \ z )  =(1 - r )rm for m=0,1,2,... which
k=o
is the p.d.f. o f a geometric distribution.
To find the a $  mixture o f  our f m ’s we need to find the sum of the following infinite 
series
w'
m=0
ml
Therefore, once more we invoke the formula Lm (x) = ^  ( m
k=o
m - k j k\
(-*)
k m 
W
m= 0 w! m=0 fc=0 k\ m\
(A: ! ) 2  ( « - * ) !*=0 t 7 jn—k = 0 v 7
ik
i k . . . k  00 , . , fn -k
W
I
= e x p (w )^ ( - * ”0 
£  (*<)’
(A.9)
It is well known that the modified bessel fimction o f  order zero / 0 (x ) , has the following 
form
7o(x)=X
Tf, M '
2 (-xw ) V 2 \
2k
oo. / 00
Hence if xw is negative then ~{k t)2 =
*=o (*9-
■ = 7„(2V F H )
The conditional distribution o f given Z0 has the p.d.f. as follows;
eM ~ a',u‘+'z ° ) m _ a ' 1  ~ z
m=0
z 0 
vf+l ^
A(Az<+1 ) m exp(-y^z/+1) /  w !
o t -  f - n.
- O r ' ^ z ,
v(+i
= Ak, +1 exp(-<fr'u, +1 z0  ) ex p (-lz , +1 )^T — ^ ‘ Z |+1 L
m=0
= A + i exp(-^'i/,+Iz0)exp(-AM,+1zt+1) /0^ (6 H '^ /t2+iZ0z(+1)J .
Replacing 9 by rX gives us
f { z n  1 |zo) = 1 e x p (- l« I+1 (z, +1 + z0 r ' +1 ))/„ [ 2  A»(+i yj ( z 0z l+lr M j )
Hence,
f { z t \ zo )= Aut exp(^Zut (zt + z 0r ' ))Jo( 2 A y/(zoz/ ) J  (A. 10)
APPENDIX B
Log-Iikelihood o f Laguerre M ixture M odel
This program simulates a time series o f length MT=500 data observations from the 
Laguerre model with true values r=0.5 and X =10.0. To create a series with missing values, 
a certain proportion o f the data observations z l , z 2, . . . , z t_l are replaced at random for 
zero’s. Here, a value o f £=0.1 is used and hence, 10% of the observations are replaced 
with zero. The program computes the log-likelihood function over the range r e[0.1,0.9] 
and X e  [5.0,15.0].
PROGRAM LOGLIKELIHOOD 
C Generates a time series from the Laguerre mixture model and calculates
C the log-likelihood function over the range of r and lambda.
REAL* 8 rr,YY,LL 
INTEGER EFAIL
C
REAL* 8 RAIN(1000)
REAL*8 trueY,truer,delta 
INTEGER K,NZERO
C
COMM ON/BLOCKl/RAINjK
OPEN(5,FILE-LOGLIKELIHOOD.DAT,STATUS=TSIEW)
CALL G05CBF(0)
C
K=500
trueY=10.0D0
truer=0.5D0
delta=0.1D0
NZERO=delta*k
CALL DATA(trueY,truer,NZERO)
DO 50 YY=5.0D0,15.0D0,0.5D0 
DO 60 rr=0.1 D0,0.9D0,0.1 DO 
CALL FUNCT(rr,YY,LL)
WRITE(5,100)rr,YY,LL 
60 CONTINUE 
50 CONTINUE
100 FORMAT(,[,,F20.10,V ,F20.10,',',F20.10,T,V)
STOP
END
C---------------------------------------------------------------------------
SUBROUTINE DATA(trueY,truer,NZERO)
C Simulates data of length K from Laguerre(r,Y).
REAL*8 RAIN(1000)
REAL*8 trueY,truer,C,D,E,XD,Z
REAL*8 G05CAF,G05DBF,G05DGF,R(1000)
INTEGER MISS(1000)
INTEGER I,J,K,NZERO,TY,G05EYF
C
C G05CAF returns a pseudo-random real number taken from a
C uniform distribution between 0 and 1.
C G05DBF returns a psuedo-random real number taken from an
C exponential distribution with mean (l/(Y*(l-r))).
C G05ECF sets up the reference vector R for a poisson distribution
C with mean D.
C G05DGF returns a pseudo-random real number taken from a gamma
C distribution with parameters E and (1/Y).
C G05CBF sets the generator routine to a repeatable initial state.
C
COMMON/BLOCKl/RAIN,K
C
DO 101=1,K 
MISS(I)=1 
10 CONTINUE
DO 201=1,NZERO 
98 Z=G05CAF(Z)
IF(Z .LT. 1.0D0/DFLOAT(K) .OR
* Z .GE. (DFLOAT(K)-1.0DO)/DFLOAT(K))THEN
GOTO 98 
ENDIF
DO 30 J=2,K-1 
IF(Z .GE. DFLOAT(J-1 )/DFLOAT(K)
* .AND. Z .LT. DFLOAT(J)/DFLOAT(K))THEN
IF(MISS(J) .EQ. 1)THEN 
MISS(J)=0 
ELSE 
GOTO 98 
ENDIF 
ENDIF 
30 CONTINUE 
20 CONTINUE
XD=G05DBF(1.0D0/(trueY*(l .0D0-truer)))
RAIN(1)=XD
IFAIL=0
C=trueY*truer
D=C*RAIN(1)
DO 401=2,K 
CALL G05ECF(D,R, 1000,IFAIL)
IY=G05EYF(R,1000)
E=dble(IY)+1.0D0
RAIN(I)=G05DGF(E,(1.0D0/trueY),TFAIL)
D=C*RAIN(I)
IF(MISS(I) .EQ. 0)THEN 
RAIN(I)=0.0D0 
ENDIF 
40 CONTINUE
RETURN 
END
C----------------------------------------------------------------------------
SUBROUTINE FUNCT(rr,YY,LL)
C Function evaluation routine for calculation of maximum likelihood.
REAL*8 U(1000),RAIN(1000)
REAL* 8 XX^Z,rr,YY,LL,S18AEF 
INTEGER S(0:1000),T(1000)
INTEGER A,I,J,K,L,M,Num,IFAIL
C
C SI 8AEF returns the value of the modified bessel function I.(X),via
C the routine name.
C
COMMON/BLOCKl/RAIN,K
C
LL=0.0D0
S(0)=1
L=1
A=0
DO 10 T=2,K 
IF(RAIN(I) .GT. 0.0D0)THEN 
S(L)=I
T(L)=S(L)-S(L-1)
IF(A .LT. T(L))THEN 
A=T(L)
ENDIF 
L=L+1 
ENDIF 
10 CONTINUE
DO 20 M=1,A 
U(M)=(1.0D0-rr)/(1.0D0-rr**M)
20 CONTINUE
1=1
Num=l 
DO 30 J=2,K 
IF(RAIN(J) .GT. 0.0D0)THEN 
IFAIL=-1
XX=2.0D0*YY*U(T(Num))*SQRT(R\IN(I)*RAIN(J)*(rr**T(Nuni))) 
IF(XX .GT. 87.9D0)THEN 
CALL POLY(XX,ZZ)
ELSE
ZZ=S 18AEF(XX,IFAIL)
ZZ=DLOG(ZZ)
IF(TFAIL .NE. 0)THEN 
PRINT*,’ERROR IN NAG:IFAIL-,IFAIL 
STOP 
ENDIF 
ENDIF
LL=LL+DLOG(YY)+DLOG(U(T(Num)))-YY*U(T(Num))
* *(RALN(J)+RAIN(I)*(rr**T(Num)))+(ZZ)
Num=Num+l
I=J 
ENDIF 
30 CONTINUE
LL=LL+DLOG(YY)+DLOG(1.0D0-rr)-(YY*(1.0D0-rr)*RAIN(l))
RETURN
C End of function evaluation routine.
END
C----------------------------------------------------------------------------
SUBROUTINE POLY(XX,ZZ)
C Polynomial approximation of I.(X) when the value of X
C ' exceeds 87.9 where the nag routine can not compute.
REAL* 8 XX,ZZ,t
C
t=3.75D0/XX
ZZ=0.39894228DO+(0.01328592DO*t)+(0.00225319DO*(t**2))
* -(0.00157565D0*(t**3))+(0.00916281D0*(t**4))
* -(0.02057706D0*(t**5))+(0.02635537D0*(t**6))
* -(0.01647633D0*(t**7))+(0.00392377D0*(t**8)) 
ZZ=DLOG(ZZ)-(0.5DO*DLOGPCX))+XX 
RETURN
END
APPENDIX C
H essian M atrix o f Laguerre M ixture M odel
This program simulates a time series o f length £+1=500 data observations from the 
Laguerre model with true values r=0.5 and X =10.0. A  value o f £=0.1 is used again and 
hence, 10% o f the data observations are replaced at random for zero’s. The
program computes the determinant o f the Hessian matrix over the range r e[0.1,0.9] and 
X e  [5.0,15.0].
PROGRAM DETERMINANT 
C Generates a time series from the Laguerre mixture model and
C evaluates the determinant of the Hessian matrix over the
C range of r and lambda.
REAL* 8 rr,YY,DET 
INTEGER IF AIL
C
REAL*8 RAIN(1000)
REAL* 8 trueY,truer,delta 
INTEGER K,NZERO
C
COMMON/BLOCKl/RAIN,K
OPEN(5,FILE='DETERMINANT.DAT,STATUS=rNEW1) 
CALL G05CBF(0)
C
K=500
trueY=T0.0D0
truer=O.5D0
delta=0.1D0
NZERO=delta*k
CALL DATA(trueY,truer,NZERO)
DO 50 YY=5.0D0,15.0D0,0.1 DO 
DO 60 rr=0.1D0,0.9D0,0.1D0 
CALL FUNCT(rr,YY,DET)
WRITE(5,100) rr,YY,DET 
60 CONTINUE 
50 CONTINUE
100 FORMAT('[’,F20.10,7,1^0.10,7,F20.1 0 , 7 )
STOP
END
C-------------------- -^----------------------------------------------
SUBROUTINE DATA(trueY,truer,NZERO)
C Simulates data of length K from Laguerre(r,Y).
REAL*8 RAIN(1000)
REAL* 8 trueY,truer,C,D,E,XD,Z 
REAL*8 G05CAF,G05DBF,G05DGF,R(1000)
INTEGER MISS(1000)
INTEGER I, J,K,NZERO,IY,G05EYF
C
C G05CAF returns a pseudo-random real number taken from a
C uniform distribution between 0 and 1.
C G05DBF returns a psuedo-random real number taken from an
C exponential distribution with mean (l/(Y*(l-r))).
C G05ECF sets up the reference vector R for a poisson distribution
C with mean D.
C G05DGF returns a pseudo-random real number taken from a gamma
C distribution with parameters E and (1/Y).
C G05CBF sets the generator routine to a repeatable initial state.
C
c o m m o n /b l o c k i/rainjk:
c
d o  101=1 jk:
MISS(I)=1 
10 CONTINUE
DO 201=1,NZERO 
98 Z=G05CAF(Z)
IF(Z .LT. 1.0D0/DFLOAT(K) .OR
* Z .GE. (DFLOAT(K)-l .ODO)/DFLOAT(K))THEN
GOTO 98 
ENDIF
DO30 J=2,K-1 
IF(Z .GE. DFLOAT(J-l)/DFLOAT(K)
* .AND. Z .LT. DFLOAT(J)/DFLOAT(K))THEN
lF(MISS(jr) .EQ. 1)THEN 
MISS(J)=0 
ELSE 
GOTO 98 
ENDIF 
ENDIF 
30 CONTINUE
20 CONTINUE
XD=G05DBF(1.0D0/(trueY*(l .ODO-truer)))
RAIN(1)=XD
IFAIL=0
C=trueY*truer
D=C*RAIN(1)
DO 401=2, K 
CALL G05ECF(D,R, 1000,IFAIL)
TY=G05EYF(R,1000)
E=dble(IY)+1.0D0
RAIN(I)=G05DGF(E,(1.0D0/trueY),IFAIL)
D=C*RATN(I)
IF(MISS(I) .EQ. 0)THEN 
RAIN(I)=0.0D0 
ENDIF 
40 CONTINUE
RETURN 
END
C------------------------------- --------------------------------------
SUBROUTINE FUNCT(rr,YY,DET)
C Function evaluation routine for calculation of determinant.
REAL*8 U(1000),UD(1000),UDD(1000),RAIN(1000)
REAL* 8 XX,ZZ,WW,rr,YY,DET,S 18AEF,S 18AFF 
REAL*8 B,Br,BY,dr2,dY2,drY 
INTEGER S(0:1000),T(1000)
INTEGER A,I, J,K,L,M,Num,IFAIL
C
C SI 8AEF returns the value of the modified bessel function I.(X),via
C the routine name.
C SI 8AFF returns the value of the modified bessel function I,(X),via
C the routine name.
C
COMMON/BLOCKl/RAIN,K
C
S(0)=1
OH
L=1
A=0
DO 10 1=2,K 
IF(RAIN(I) .GT. 0.0D0)THEN 
S(L)=T
T(L)=S(L)-S(L-1)
IF(A .LT. T(L))THEN 
A=T(L)
ENDIF 
L=L+1 
ENDIF 
10 CONTINUE
DO 20 M=1,A 
U(M)=(1.0D0-rr)/(l .0D0-rr**M)
UD(M)=-U(M)*(1. 0D0-U(M) *M*(rr* *(M-1)))/(1. ODO-rr) 
UDD(M)=M*(rr* *(M-2))*((M- l)*U(M)+2.0D0*rr*UD(M))
* /(1.0D0-(rr**M))
20 CONTINUE
1=1
Num=l 
Dr2=0.0D0 
DY2=0.0D0 
DrY=0.0D0 
DET=0.0D0 
DO 30 J=2,K 
TF(RAIN(J) .GT. 0.0D0)THEN 
IFAIL=-1
XX=2.0D0*YY*U(T(Niim))*SQRT(RAIN(I)*RAIN(J)*(rr**T(Num))) 
IF(XX .GT. 87.9D0)THEN 
CALL POLYl(XX,ZZ)
CALL POLY2(XX,WW)
ELSE
ZZ=S 18 AEF(XX,IFAIL)
ZZ=DLOG(ZZ)
WW=S18AFF(XX,IFAIL)
WW=DLOG(WW)
IF (IFAIL .NE. 0)THEN 
PRINT*,'ERROR IN NAG:IFAIL-,IFAIL 
STOP 
ENDIF 
ENDIF
B=XX*DEXP(WW)/DEXP(ZZ)
Br=((T(NUM)/(2.0D0*rr))+(UD(T(NUM))/U(T(NUM))))
* *(B+(XX**2)*((DEXP(ZZ)**2)-(DEXP(ZZ)*DEXP(WW))/XX
* -(DEXP(WW)**2))/(DEXP(ZZ)**2)) 
Y=(1.0D0/YY)*(B+(XX**2)*((DEXP(ZZ)**2)-(DEXP(ZZ)
* *DEXP(WW))/XX-(DEXP(WW)**2))/(DEXP(ZZ)**2)) 
dr2=dr2-(YY*U(T(NUM))*RAIN(I)*T(NUM)*(T(NUM)-l)
* *(rr* *(T(NUM)-2)))
* -(2.0D0*YY*RAIN(I)*T(NUM)*(rr**(T(NUM)-l ))+UD(T(NUM))/
* (U(T(NUM))**2))*UD(T(NUM))
* -(YY*(RAIN(J)+RAIN(I)*(rr**T(NUM)))-(1.0D0/U(T(NUM))))
* *UDD(T (NUM))
* -(T (NUM)/(2.0D0*(rr* *2))+(UD(T (NUM))* *2)/(U(T (NUM)) * *2)
* -(UDD(T(NUM))/U(T(NUM))))*B
* +(T(NUM)/(2.0D0*rr)+(UD(T(NUM))/U(T(NUIVl))))*Br 
dY2=dY2-LODO/(YY**2)-B/(YY**2)+BY/YY 
drY=drY-U(T(NUM))*RAIN(I)*T(NU]VO*(rr**(T(NUM)-l))
* -(RAIN(J)+RAIN(I)*(rr**T(NUM)))*UD(T(NUM))+Br/YY 
Num=Num+l
I=J
ENDIF 
30 CONTINUE
dr2=dr2-(1.0D0/((1.0D0-rr)**2))
dY2=dY2-(1.0D0/(YY**2))
drY=drY+RAIN(l)
DET=dr2*dY2-(drY**2)
RETURN
C End of function evaluation routine.
END
SUBROUTINE POLY1 (XX,ZZ)
C Polynomial approximation of I. (X) when the value of X
C exceeds 87.9 where the nag routine can not compute.
REAL* 8 XX,ZZ,t
C
t=3.75D0/XX
ZZ=O.39894228DO+(O.O1328592DO*t)+(O.0O225319D0*(t**2))
* -(0.00157565D0*(t**3))+(0.00916281D0*(t**4))
* -(0.02057706D0*(t**5))+(0.02635537D0*(t**6))
* -(0.01647633D0*(t**7))+(0.00392377D0*(t**8)) 
ZZ=DLOG(ZZ)-(0. 5D0 *DLOG(XX))+XX 
RETURN
END
SUBROUTINE POLY2(XX,WW)
C Polynomial approximation of I,(X) when the value of X
C exceeds 87.9 where the nag routine can not compute.
REAL *8 XX, WW,t
C
t=3.75D0/XX
WW=O.39894228D0-(0.03988O24D0*t)-(0.00362018D0*(t**2))
* +(0.00163801 D0*(t**3))-(0.01031555D0*(t**4))
* +(0.02282967D0*(t**5))-(0.02895312D0*(t**6))
* +(0.01787654D0*(t**7))-(0.00420059D0*(t**8)) 
WW=DLOG(WW)-(0.5DO*DLOG(XX))+XX 
RETURN
END
\
APPENDIX D
M axim um  Likelihood Estim ation o f Laguerre M ixture M odel
This program simulates 100 time series o f lengths 50, 250, 500 and 1000 data observations 
from the Laguerre model using a range o f values for true r and A . A value o f  (5=0.1 is 
used again and hence, 1 0 % o f the data observations z l ,z2, . . . ,z t_1 are replaced at random 
for zero’s. The maximisation routine E04JAF is then applied to the log-likelihood function 
using this data and maximum likelihood estimates o f r, X are given.
PROGRAM MAXLIKELMOOD 
C Generates a time series from the Laguerre mixture model and
C calculates maximum likelihood estimates of r and lambda.
REAL*8 F
REAL*8 BL(2),BU(2),W(25),X(2)
INTEGER IBOUND,IFAIL,Q,LIW,LW,B 
INTEGER IW(4)
C
REAL*8 RAJN(1000)
REAL* 8 trueY,truer,delta 
INTEGER K,N,NZERO,KOUNT
C
COMMON/BLOCK 1 /RAIN,K
OPEN(5,FLLE=rMAXLIKELIHOOD.DAr,STATUS=rNEW1)
CALL G05CBF(0)
C
PRINT*,'Input - no. of iterations,size of data,true Y,true r,delta' 
READ*,N,K,trueY,truer,delta 
NZERO=delta*K 
KOUNT=0 
97 IF(KOUNT .LT. N)THEN
CALL DATA(trueY,truer,NZERO)
C
B=2
X(l)=truer
X(2)=trueY
ffiOTJND=0
BL(1)=0.00001D0
BU(1)=0.99999D0
BL(2)=0.1D0
BU(2)=100.0D0
LIW=4
LW=25
IFAIL=-1
CALL E04JAF(B,IBOUND,BL,BU,X,F,IW,LIW,W,LW,IFAIL)
C E04JAF is a quasi-newton algorithm for finding the minimum of a
C function F(X1 ,X2),subject to fixed upper and lower bounds on the
C independant variables XI,X2, using function values only.
C Since IFAIL was set to -1 before entering E04JAF,it is
C essential to test whether IFAIL is NON-ZERO on EXIT.
IF(IFAIL .NE. 0)THEN 
GOTO 97
87
ENDIF
IF(IFAIL .EQ. l)GOTO 99 
PRINT 100,F 
PRINT200,(X(Q),Q=1,B)
WRITE(5,300)(X(Q),Q= 1 ,B)
KOUNT=KOUNT+1 
GOTO 97 
ENDIF
99 STOP
100 FORMAT(4H LL=,F30.10)
200 FORMAT(4H r =,F30.10,5H Y=,F30.10)
300 FORMAT(2F30.10)
END
SUBROUTINE DATA(trueY,truer,NZERO)
C Simulates data of length K. from Laguerre(r,Y).
REAL*8 RAIN(1000)
REAL* 8 trueY,truer,C,D,E,XD,Z
REAL* 8 G05CAF,G05DBF,G05DGF,R(1000)
INTEGER MISS(1000)
INTEGER I, J,K,NZERO,IY,G05EYF
C
C G05CAF returns a pseudo-random real number taken from a
C uniform distribution between 0 and 1.
C G05DBF returns a pseudo-random real number taken from an
C exponential distribution with mean (l/(Y*(l-r))).
C G05ECF sets up the reference vector R for a poisson distribution
C with mean D.
C G05DGF returns a pseudo-random real number taken from a gamma
C distribution with parameters E and (1/Y).
C G05CBF sets the generator routine to a repeatable initial state.
C
COMMON/BLOCKl/RAIN,K
C
DO 10I=1,K 
MISS(I)=T 
10 CONTINUE
DO 201=1,NZERO 
98 Z=G05CAF(Z)
IF(Z .LT. 1 .QDO/DFLOAT(K) .OR.
* Z .GE. (DFLOAT(K)-1.0D0)/DFLOAT(K))THEN
GOTO 98 
ENDIF
DO 30 J=2,K-1 
IF(Z .GE. DFLOAT(J-l)/DFLOAT(K)
* .AND. Z .LT. DFLOAT(J)/DFLOAT(K))THEN
IF(MISS(J) .EQ. 1)THEN 
MISS(J)=0 
ELSE 
GOTO 98 
ENDIF 
ENDIF 
30 CONTINUE 
20 CONTINUE
XD=GO5DBF(1.0D0/(trueY*(1.0D0-truer)))
RAIN(1)=XD
IFAIL=0
C=trueY*truer
D=C*RAIN(1)
DO 401=2,K 
CALL G05ECF(D JR,1000,IFAIL)
n
o
o
n
IY=G05EYF(R, 1000)
E=dble(IY)+l .0D0
RAIN(I)=G05DGF(E,(1 .ODO/traeY),IFAIL)
D=C*RAIN(I)
IF(MISS(I) .EQ. 0)THEN 
RAIN(I)=0.0D0 
ENDIF 
40 CONTINUE
RETURN 
END
SUBROUTINE FUNCT1(B,XC,FC)
C Function evaluation routine for E04JAF.
REAL*8 FC 
INTEGER B 
REAL*8 XC(B)
C
REAL* 8 U(1000),RAIN(1000)
REAL*8 XX,ZZ,r, Y,S 18AEF 
INTEGER S(0:1000),T(1000)
INTEGER A,I,J,K,L,M,Num,IFAIL
S18AEF returns the value of the modified bessel function I.(X),via 
the routine name.
COMMON/BLOCK 1 /RAIN,K 
C
r=XC(l)
Y=XC(2)
FC=0.0D0
S(0)=1
L=1
A=0
DO 10 1=2, K 
IF(RAIN(I) .GT. 0.0D0)THEN 
S(L)=I
T(L)=S(L)-S(L-1)
IF(A .LT. T(L))THEN 
A=T(L)
ENDIF 
L=L+1 
ENDIF 
10 CONTINUE
DO 20 M=1 A  
U(M)=(1.0D0-r)/(l .0D0-r**M)
20 CONTINUE
1=1
Num=l 
DO 30 J=2,K 
IF(RAIN(J) .GT. 0.0D0)THEN 
IFAIL=-1
XX=2.0D0*Y*U(T(Num))*SQRT(RAIN(I)*RAIN(J)*(r**T(Num))) 
IF(XX .GT. 87.9D0)THEN 
CALL POLY(XX,ZZ)
ELSE
ZZ=S18AEF(XX,IFAIL)
ZZ=DLOG(ZZ)
IF (IFAIL .NE. 0)THEN 
PRINT*,'ERROR IN NAG:IFAIL=,,IFAIL 
STOP 
ENDIF
oy
ENDIF
FC=FC+DLOG(Y)+DLOG(XJ(T(Niim)))-Y*U(T(Num))
* *(RAIN(J)+RAIN(I)*(r**T(Num)))+(ZZ)
Num=Num+l
I=J 
ENDIF 
30 CONTINUE
FC=-F C-DLOG(Y)-DLOG(l .ODO-r)f (Y*( 1.0D0-r)*RAIN(l)) 
RETURN
C End of function evaluation routine.
END
C--------------------------------------------------------------------------
SUBROUTINE POLY(XX,ZZ)
C Polynomial approximation of I.(X) when the value of X
C exceeds 87.9 where the nag routine can not compute.
REAL*8 XX,ZZ,t
C
t=3.75D0/XX •
ZZ=0.39894228D0+(0.01328592D0*t)+(0.00225319D0*(t**'2))
* -(0.00157565D0*(t**3))+(0.00916281D0*(t**4))
* -(0.02057706D0*(t**5))+(0.02635537D0*(t**6))
* -(0.01647633D0*(t**7))+(0.00392377D0*(t**8)) 
ZZ=DLOG(ZZ)-(0. 5DO*DLOG(XX))+XX 
RETURN
END
