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ABSTRACT
In this paperwe introducefour acousticconfidencemeasures
whicharederivedfrom theoutputof ahybridHMM/ANN large
vocabulary continuousspeechrecognitionsystem.Thesecon-
fidencemeasures,basedonlocalposteriorprobabilityestimates
computedby an ANN, areevaluatedat both phoneandword
levels,usingtheNorthAmericanBusinessNewscorpus.
1. INTRODUCTION
A reliablemeasureof the confidenceof a speechrecogniser’s
outputis usefulin many circumstances.A word maybehypo-
thesisedwith low confidencewhenanout-of-vocabulary(OOV)
wordis encounteredorwhenthewordmodelis matchedagainst
unclearacousticscausedby disfluenciesor noise. Both OOV
wordsandunclearacousticsarea major sourceof recogniser
error. A confidencemeasurebasedon can be usedto reject
thosehypotheseswhich arelikely to beerroneous(i.e., have a
low confidence)in ahypothesistest.
Additionally, areliableconfidencemeasuremaybeof prac-
tical use in recognitionsearch(confidenceestimatesmay be
usedto order partial decodinghypotheses)[5] and in further
processingof therecognitionoutput.Confidenceestimatescan
alsobe usedin additionto error ratestatisticswhenassessing
thequalityof therecognitionmodel.
This paperis concernedwith the useof confidencemeas-
uresfor hypothesisverification.Hypothesistestingandtheuse
of a confidencemeasureasa teststatisticaredescribedin sec-




atesof local posteriorprobabilitiesproducedby a hybrid Hid-
denMarkov Model/Artificial NeuralNetwork (HMM/ANN) large





A hypothesistestis a procedurewhich resultsin a decisionto
eitheracceptsomenull hypothesis,H0, or to rejectit in favour
of analternativehypothesis,H1. Thenull hypothesisis rejected
if thevalueof theteststatisticwith which it is associatedfalls
within somecritical region and is acceptedotherwise. In the
caseof a one-tailedtest,theacceptanceandcritical regionsare
delineatedby a singlethresholdvalueof theteststatistic.Two
typesof error arepossiblewhenperforminga hypothesistest.
Firstly, the null hypothesismay be rejectedwhen the it is in
facttrue—aTypeI error. Secondly, thenull hypothesismaybe
acceptedwhenit is false—aTypeII error.
Thiswork wassupportedby anEPSRCstudentshipandby ESPRIT
LongTermResearchProject23495(THISL).
To formulatea hypothesistest for the output of a speech
recognitionsystem,the recogniseroutputmay be declaredas
thenull hypothesis(H0). In this casethealternative hypothesis
H1 is thehypothesisthatadecodedphoneorworddid notoccur.
A strongertestis madeif a decodinghypothesisis declaredas
thealternative hypothesisH1. In this case,thenull hypothesis
(H0) mustberejectedfor H1 to beaccepted.In orderto carryout
sucha test,a teststatisticis required.A confidenceestimatefor
a decodinghypothesiscanbeusedastherequiredteststatistic.
To assessthe performanceof a test statisticas a predictorof




tifies how well a modelmatchesthedata.In thecaseof speech
recognition,aconfidencemeasuremaybederivedfrom theout-
put of both the acousticand languagemodels,or from either
modelseparately. An acousticconfidencemeasureis onewhich
is derived exclusively from the acousticmodel. (Note that in
this paperwe arenot concernedwith computingconfidencein-




converting theoutputof a ’ traditional’ HMM-basedrecogniser
into a statisticsuitablefor useasa confidencemeasure[8]. A
traditionalHMM-basedrecogniserwill find theword sequence
model,H, which maximisesthe joint probability , P  X  H  , of
theacousticobservationsequenceX  x1 			
 xn 			
 xN  , and
themodel.Thisjoint probabilityis relatedto theposteriorprob-
ability of themodelgiventheacoustics,P  H X  , andthelikeli-
hoodof theacousticsgiventhemodel,P  X H  , by BayesThe-
orem:
P  H X  P  X  H 
P  X   P  X H  P  H P  X   (1)
Whenit isonly requiredtofind themodelwhichbestmatches
theacoustics,P  X  H  is assumedto beproportionalto P  H X 
sincethe denominator, P  X  , is independentof the model. A
consequenceof omitting P  X  , however, is that the recogniser
estimatesaprobabilitywhich is relative to theparticularacous-
tic observations, X. Thus the output of a traditional HMM-
basedrecogniserisnotcomparableacrossutterancesandis there-
forenotanappropriatestatisticto useasaconfidencemeasure.
This difficulty hasbeenaddressedby normalisingP  X H 
by the likelihoodof the acousticsgiven a ’filler’ or ’garbage’
model,P  X H f  . If P  X H  is consideredto be the likelihood
of theacousticsgiven thenull hypothesis,H0, andP  X H f  is
consideredto bethelikelihoodof theacousticsgiventhealtern-
ative hypothesis,H1, a hypothesistest can usethe likelihood
ratioshown below asa teststatistic:
P  X H0 
P  X H1   P  X H P  X H f  A  (2)
whereA is somesuitablychosenthreshold,or operatingpoint.
If the likelihoodof theacousticsgivenH0 is sufficiently small
relative to thelikelihoodof theacousticsgivenH1, H0 is rejec-
tedin favourof H1, andviceversa.
In thecaseof akeywordspottingtask,afiller modelmaybe
usedto modelextraneousacoustics,suchasnon-keywordsand
noise. In thecaseof anhypothesisverificationtask,a garbage
modelmaybeusedasa moregeneralacousticmodelandmay
betrainedusinginstancesof keywordsalso.To increasetheef-
fectivenessof a likelihoodratio statisticasa confidencemeas-
ure,adiscriminative trainingcriterionhasbeenproposed[8]. If
the garbagemodel is assumedto be sufficiently generalso as
to estimateP  X  , this discriminative training criterion canbe
comparedto aMaximalMutual Information(MMI) criterion.
3.2. Posterior Probability Estimates
Hybrid HMM/ANN recognisersare well suitedto generating
confidencemeasures.It hasbeenshown that both multilayer
perceptronsandrecurrentneuralnetworksarecapableof provid-
ing goodestimatesof theposteriorprobabilityof aphonegiven
someacousticdata,P  qnk  xn  [1, 7]. As shown in [6], theselocal
posteriorprobabilityestimatesmay be combinedto producea
Viterbi estimateof the global posteriorprobability of a word
sequencegiventheacousticobservations,P  H X  :
P  H X  max
state seq  ∏n P  qnk  qn  1j  xn  P  qnk  qn  1j  H P  qk  qn  1j  P  H (3) max
state seq  ∏n P  qnk  xn  P  qnk H P  qk  P  H  (4)
TheABBOT system[7] is basedon(4),exceptthatthefirstorder
Markov modelprior P  qnk  qn  1j  H  is usedin placeof P  qnk H  .
P  H  is providedby thelanguagemodel.
In the searchprocess,the posteriorP  qnk  xn  is divided by
the acousticdataprior of the phone,P  qk  , giving a ”scaled
likelihood”:
P  qnk  xn 
P  qk   P  xn  qnk P  xn  (5)
Wehaveusedarepeatedstatephonemodeltopologyis used
with all transitionprobabilitiesset to either0.5 or 0. In this
casethetransitionprobabilitiesareusedto providea (“pseudo-
Poisson”)durationmodel. Sincethe outputsof the network
probabilityestimatorareimplicitly scaledbyP  X  they arecom-
parableacrossutteranceswithout theneedfor normalisationby
theoutputof any additionalgarbageor filler models.
3.3. AcousticConfidenceMeasures
Wehaveusedanumberof confidencemeasuresfrom theoutput
of a hybridHMM/ANN systemwithout theneedfor additional
filler or garbagemodels. Four acousticconfidencemeasures,
derivedexclusively from theacousticmodel,aredefinedbelow.
Theseconfidencemeasuresmay be appliedat both the phone
andword levels.For convenience,we definethemat thephone
level (recallingthatweareusingrepeatedstatephonemodels),
with eachmeasureproviding aconfidenceestimatefor aphone
qk which a hypothesisedstart time ns end time ne. The lan-
guagemodelis usedto constrainthesearchfor theoptimalstate
sequencebut is not usedin the computationof the confidence
estimates.
1. ScaledLik elihoodCMsl  qk  is thelog scaledlikelihood
of thephoneqk, asusedin thedecoding.
CMsl  qk  ne∑
n ns log  p  xn  qk p  xn  ne∑
n ns log  p  qk  xn p  qk   (6)
2. Posterior CMpost  qk  is computedby rescoringtheop-
timal statesequenceusingthelocalposteriorprobability
estimates,anddiffers from CMsl  qk  by thedivision by
thepriors.Thisamountsto theassumptionthatthetrain-
ing datapriorsarecorrect.
CMpost  qk  ne∑
n ns log  p  qk  xn  CMsl  qk  ! ne " ns  logp  qk  (7)
3. Normalised Posterior CMnpost  qk  is CMpost  qk  nor-




ing, but donot contributeto theconfidencemeasures.
CMnpost  qk  1ne " ns ne∑n ns log  p  qk  xn 	 CMpost  qk 
ne " ns (8)
4. Entr opy CMent  qk  is the entropy of the K posterior
phoneprobabilityestimatesoutputby theANN eachtime
frame,averagedover thedurationof thephone.
CMent  qk  " 1ne " ns ne∑n ns K∑k p  qk  logp  qk  (9)
Thescaledlikelihood,posteriorandnormalisedposteriorprob-
ability confidencemeasuresarebasedonthemostprobablestate
sequence(obtainedby the Viterbi algorithm). Thus,to extend
thesemeasuresto the word level, time-alignedphonehypo-
theseswhich areconstituentto the word andtheir timings are
required.CMent  qk  doesnot make useof theoptimalstatese-
quence;it maybeextendedto theword level by summingover
the durationof a word hypothesisedto startat time ns andto
endat timene.
A fifth confidencemeasureCMlat  qk  may be calculated
from a phoneor word lattice[4], andis ameasureof thelattice
densityat framen — the numberof competingphone(word)
hypotheses,NCHn. As both the languageandacousticmodels
contributeto thelattice,this is notpurelyanacousticconfidence
measure.Theperformanceof CMlat  qk  wasusedasa bench-
mark againstwhich to comparethe performanceof the other
four confidencemeasures.




undertwo conditions. The first decodingcondition was per-
formedusinga 20K word pronunciationlexicon anda trigram
word grammar. Both theword sequenceandthecorresponding
phonesequencewerefoundfor thiscondition,usingtheViterbi
criterion. Theseconddecodingconditionwasperformedusing
a bigramphonegrammarandno word pronunciationlexicon.
Only theoptimalphonesequencecould thereforebe foundfor
this condition. Confidenceestimateswerethencalculatedfor
eachdecodinghypothesisusing the five confidencemeasures
describedin section3.
A time alignedreferenceword and phonesequencewas
thenobtainedby performingaforcedalignmentof thereference
word transcription. This wasdoneusingthe same20K word
pronunciationlexiconusedfor thedecodings,augmentedto ac-
commodateany words from the referencetranscriptionwhich
would otherwisebe OOV, andthe local posteriorphoneprob-




rect,by a markingalgorithm.A numberof markingalgorithms
wereimplemented.They wereall foundto provide similar res-
ults,althoughthealgorithmproposedin [10], whichmakesuse






Oncethe truth or falsity of eachdecodinghypothesiswas
known, the performanceof eachconfidencemeasureasa test
statistic in a test of the decodinghypothesescould be evalu-
ated. We assessedtheperformanceof thedifferentconfidence
measuresby computingtheoverall probabilityof error(TypeI
+ TypeII) in ahypothesistest.Thiserrorprobabilityis propor-
tional to theClassificationErrorRate(CER)describedin [10].
In orderto maketheperformancedifferencesclearbetween
thedifferentconfidencemeasures,thenumberof trueandfalse
hypothesesin the test set were equalisedfor eachcondition.




recognisererrorrateto 0.5 for eachcondition.Theactualerror
ratesfor thethreeconditionswere0.16,0.08and0.28respect-
ively. In orderto plot the graphsshown in figures1, 2 and3,
a numberof thresholdsacrossthe rangeof possiblevaluesfor




performanceat the word level. This is consistentwith results
reportedin [2, 3], whereinformationextractedfrom latticesof
n-bestworddecodingswasfoundto beagoodindicatorof word
confidence.
Figures2 and3 show thatCMnpost is the bestperforming
teststatisticfor both conditionsat the phonelevel. Thesefig-
uresalsoshow thata reducedprobabilityof erroris obtainedat
the phonelevel, whereCMnpost givesa probabilityof error of
0.26whenwordlevel constraintswereusedand0.22whenonly
phonebigramswereusedto constrainthesearch.
It is possiblethat the performanceof CMnpost at the word
level is limiteddueto theexistenceof crudepronunciationmod-
els in thepronunciationlexicon. This theorycanbeillustrated
using an example. Figure 4 shows the local posteriorphone
probabilitiesoutput by the ANN over the durationof an in-
stanceof the word ’usual’. The pronunciationmodel for the


































CMsl $ qk %
CMpost $ qk %
CMnpost $ qk %
CMent $ qk %
CMlat $ qk %
Figure1: Hypothesisverificationperformanceof theconfidence
measuresat theword level usinga20K wordpronunciationdic-


































CMpost $ qk %
CMnpost $ qk %
CMent $ qk %
CMlat $ qk %
Figure2: Hypothesisverificationperformanceof theconfidence
measuresat the phonelevel using a 20K word pronunciation
dictionaryanda trigram word grammaron a testsetof 1965
trueand1965falsehypotheses.
uw el’. The outputof the acousticmodel,shown in figure 4 ,
suggests,however, thata betterpronunciationmodelmight be
thephonesequence’y uw zh el’. Despitethecrudepronunci-
ationmodel,theword is correctlyhypothesisedby thedecoder.
Theconfidenceestimatefor thiscorrecthypothesisis thuslower
thanit might be,hada morerefinedpronunciationmodelbeen
used. It can thereforebe seenthat the performanceof CMsl,
CMpost andCMnpost at the word level aredependentuponthe
qualityof thepronunciationmodels.
The effect of a pronunciationmodel also extendsto the
phonelevel. This canbe illustratedusing the sameexample.
Figure5showstheconfidenceestimatesfor theconstituentphone
hypothesesof thesamehypothesisedword,wherethisphonese-
quenceis specifiedby thepronunciationmodel. It canbeseen
from figure5 thatthereis a very low confidencefor thesecond
hypothesisedinstanceof thephone’uw’ in starkcontrastto the
goodconfidenceestimatesfor theotherphonehypotheses.This
poor confidenceis due to a poor acousticmatchsuggestedin
figure4. A consequenceof usingthesamepronunciationlex-
icon to performtheforcedalignment,from which thereference
phonesequenceis obtained,is thatthesecondhypothesisedin-
stanceof the phone’uw’ is marked ascorrect,despiteits low



































CMsl $ qk %
CMpost $ qk %
CMnpost $ qk %
CMent $ qk %
CMlat $ qk %
Figure3: Hypothesisverificationperformanceof theconfidence
measuresatthephonelevel usingabigramphonegrammar(and
no word level lexicon or languagemodel)on a testsetof 5950
trueand5950falsehypotheses.
formanceof CMsl, CMpost andCMnpost at thephonelevel and
maywell beresponsiblefor a largeportionof theresidualerror
observedfor thehypothesisverificationexperiments.




















Instance of Word "Usual"
Figure4: Thelocal posteriorphoneprobabilitiesoutputby the
ANN over thedurationof aninstanceof theword ’usual’.
6. SUMMARY
Thereare two advantagesof using hybrid HMM/ANNs over
likelihoodratiosfor computingconfidenceestimates.Thefirst
is thatnoadditionalmodelsarerequiredto normalisetheoutput
of the acousticmodelsincethey areautomaticallynormalised
dueto thediscriminative trainingcriterion. Thesecondis that
theacousticmodelis trainedaccordingto theMaximumA Pos-
teriori (MAP) criterion, which is naturallydiscriminative and
canbepreferredover theMMI criterionasit doesnot assume
equalpriors.
The besthypothesisverificationperformanceat the word
level wasa probabilityof error(TypeI + TypeII) of 0.27.This
was obtainedusingCMlat  qk  . The bestperformanceat the
phonelevel wasobtainedusingCMnpost  qk  . Using this con-
fidencemeasure,a probabilityof errorof 0.26waspossiblefor
adecodingusingword level constraintsand0.22for adecoding
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Figure5: ConfidenceestimatesprovidedbyCMnpost  qk  for the
constituentphonesof thesameinstanceof theword ’usual’.
pronunciationmodels,whereimproved pronunciationmodels
leadto a reductionin theresidualerrorfor thehypothesistests.
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