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Abstract
The process by which a mixture of fluids of different phases transfer mass
and momentum across a deformable interface constitutes one of the most basic
multi-phase flow problems that occur in many natural and industrial applica-
tions. However, a lack of consistent experimental framework to resolve this
complex interplay between two fluid phases at different length and time scales
severely limits our understanding of this problem. This is in part due to the in-
adequacy of applying classical experimental facilities designed for single-phase
flows directly to two-phase flows as well as the limit of many existing diagnos-
tic systems. Therefore, the goal of this thesis is to provide an experimental
framework that consists of two key components: experimental apparatus that
can isolate the momentum and mass transfer between two phases and diag-
nostic systems that can probe these parameters. In addition, to cover different
flow regimes, two types of multi-phase flows will be introduced and each one
will come with its own apparatus and diagnostic system.
The first part of this thesis focuses on the momentum transfer between gas
ii
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bubbles and surrounding turbulence, which is an unclosed term in the two-fluid
model. Most previous work assumes spherical bubbles with idealized drag, lift,
and added mass forces, even though gas bubbles could be deformed by sur-
rounding turbulence, exhibiting different momentum transfer between the two
phases and ultimately modulating the macro-scale spatial distribution of bub-
bles and their mean rise velocity. By leveraging this inherent connection be-
tween the interfacial and macro-scale quantities, we develop a method to deter-
mine the drag and lift forces of bubbles in turbulence by measuring the bubble
rise velocity, which shows a dramatic change in turbulence that was thought to
be impossible. This dramatic change is later connected to the changes in both
lift and drag forced modulated by turbulence-induced deformation.
In addition, after determining the lift and drag coefficients of deformable
bubbles, we have also successfully measured the added-mass force, which is an
unsteady force that contributes significantly to the random motion of bubbles
in turbulence. It is well known that this force is sensitive to the geometrical in-
formation, such as the shape and orientation of an object, in turbulence. Given
the complexity of these two quantities in turbulence, this coefficient is often
assumed to be impractical to measure. By following the same framework and
constraining it using macro-scale bubble acceleration variance, we showed that
the added mass coefficient should gradually drop as the bubble aspect ratio in-
creases due to the preferential alignment of the slip acceleration between the
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two phases and the bubble major axis.
The second multi-phase flow problem is in the opposite limit where the
liquid-liquid two-phase flows mix together through Rayleigh-Darcy convective
instability in a Hele-Shaw cell, which is motivated primarily by the geological
sequestration of anthropogenic CO2. In particular, we use a surrogate system
to investigate how the layered heterogeneity and anisotropy found in under-
ground saline aquifers affect the mass transfer rate between the two phases,
CO2 and brine. Due to the density and refractive-index mismatch between the
two phases, the shadowgraph technique was used to obtain 2D quantitative
measurements of the mixing efficiency. Surprisingly, a 10% reduction in bulk
permeability resulted in as much as 80% reduction in the mixing efficiency.
Based on the experimental results, a model was developed to predict this be-
havior of two-phase mass transfer on the properties of heterogeneity.
Primary Reader and Advisor: Dr. Rui Ni
Secondary Readers: Dr. Joseph Katz & Dr. Rajat Mittal
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Two-phase flows typically come in various combinations of the three fun-
damental phases. They are ubiquitous in many natural and industrial sys-
tems. Some examples include industrial flows like fluidized beds (solid-gas;
Rüdisüli et al. (2012)) and bubble columns in reactors (gas-liquid; Besagni, In-
zoli, and Ziegenhein (2018)), or natural flows like sediment transport in rivers
(solid-liquid; Merritt, Letcher, and Jakeman (2003)) and oil spills in the ocean
(liquid-liquid; Gong et al. (2014)). Such two-phase flows are common and well-
studied, yet predicting their behavior remains difficult. Developing such pre-
dictive models for real-world applications requires a thorough understanding
of the physics involved and validation through experimental evidence. Our
goal is to improve these analyses by making models constrained by reliable
experimental data. Therefore, in the current work, we perform experiments to
1
CHAPTER 1. INTRODUCTION
explore two multi-phase flow systems including, (i) the dynamics of a gas-liquid
system, where finite-sized deformable air bubbles are dispersed in turbulent
water, and (ii) mass transfer in a liquid-liquid system, where water and propy-
lene glycol (PPG) mix together via dissolution-driven convection in a porous
medium.
Modeling two-phase systems, such as the ones described above, is more dif-
ficult than modeling single-phase systems due to the complex non-linear inter-
actions between the two phases. Two-phase flows introduce additional terms
in the average macroscopic conservation of the mass, momentum, and energy
equations to account for the interfacial transfer of these fundamental quan-
tities. Based on the derivations from Ishii and Mishima (1984) and Enwald,
Peirano, and Almstedt (1996), if one ignores the surface tension, the averaged




(αkρk) +∇ · (αkρkuk) = Γ̇k (1.1)
2∑
k=1




Length ∇∗ = ∇× L
Velocity u∗k = uk/U
Time t∗ = t/(L/U)
Density ρ∗k = ρk/〈ρk〉






k /(〈ρk〉U2), Tk = T∗k/(〈ρk〉U2)
Mass generation Γ̇∗k = Γ̇k/(〈ρk〉L/U)
Interfacial momentum transfer M∗kI = MkI/(〈ρk〉U2/L)
Table 1.1: Non-dimensionalized variables for mass and momentum conserva-




(αkρkuk) +∇ · (αkρkukuk) = ∇ · (αk(Tk + T
Re
k )) + αkρkg + MkI (1.3)
MkI = −〈T · ∇Xk〉 (1.4)
Here, αk is the average phase indicator function; Xk is the phase indicator
function; ρk, the density of phase k; Γ̇k, the mass generation rate per unit vol-
ume of phase k, which becomes important when the fluids are miscible but can
be ignored otherwise; uk is the mass-averaged phase velocity; Tk and T
Re
k are
the average and fluctuating Reynolds stress tensors; and MkI is the interfacial
momentum transfer term.
Using appropriate non-dimentionalization from table 1.1, the two conserva-































Closure models are often needed in order to make the two unclosed inter-
facial exchange terms in equations 1.5 and 1.6 solvable. Developing realistic
closure models is a key challenge. With this in mind, we develop models backed
by experimental evidence for two such systems. In one system, gas bubbles rise
in turbulent water, where momentum transfers between the two fluids (Re 1)
without much mass transfer. In the second system, water and propylene glycol
mix together in a porous medium, where the mass transfer between the fluids
is important but the momentum exchange can be ignored (Re 1).
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CHAPTER 1. INTRODUCTION
IMMISCIBLE TWO-PHASE FLOWS IN TURBULENT MEDIUM
In the limit when the inertial force dominates the viscous force, which is the















Equation 1.7 demonstrates that the interfacial momentum transfer term
cannot be ignored and plays an important role in determining the overall flow
dynamics. For the particular case of dispersed two-phase flows, Ishii and Mishima
(1984) and Enwald, Peirano, and Almstedt (1996) expanded this term, neglect-
ing the stress fluctuations and instead taking the interfacially averaged pres-
sure and stress of phase k, to give
MdkI = np(FD + FL + FAM + FB + FOt) (1.8)
Here, FD, FL, FAM , FB and FOt are the drag, transverse lift, added-mass,
Basset history and other forces respectively acting on a single particle and np
is the number of particles per unit volume of the flow.
Subsequently, using a Lagrangian framework and following the dispersed
particle, Magnaudet and Eames (2000) built upon equation 1.8 and proposed a

































Here, the phase subscripts k = 1 & 2 for liquid water and air bubbles are
replaced by l and b respectively. Thereby, ρl and ρb are the density of water
and air, respectively; µl is the dynamic viscosity of water; g, the gravitational
constant; Vb is bubble volume; A is the projected area of a sphere with an equiv-
alent volume of the bubble of diameter D; ub and ul are the velocity of the





are the material accelerations of the bubble and surrounding
water.
It is important to note that due to the interfacial averaging of stresses, the
model introduces three closure parameters. Namely, the drag (CD), lift (CL),
and added-mass (CA) coefficients. Consequently, it is imperative to probe the
three coefficients in order to solve equation 1.9 and determine the phase in-
teractions. Historically, these closure parameters were found to depend on
measurable quantities of the flow. These include the particle’s shape, size, ori-
entation, void fraction, and particle based Reynolds number (Reb = ρl|ub−ul|Dµl ).
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However, it is usually very difficult to reliably measure all of these quantities
for two-phase flows due to considerable challenges in experimentats.
Determining the model coefficients becomes particularly challenging for finite-
sized deformable bubbles in turbulence subject to strong fluctuations, where
the bubble shape and orientation are coupled with the surrounding flows. In







) numbers that determine the bubble deformability due to buoy-
ancy and surrounding flow inertia respectively were found to be of supreme
importance; here, σ corresponds to the surface tension between air and water
and u′ is the turbulence fluctuation velocity. In such cases, however, due to
experimental and computational constraints in the past, existing research has
been limited to turbulence energy levels where bubbles deform primarily due to
the buoyancy forces rather than turbulence-induced fluctuations i.e, Eo We
(Poorte and Biesheuvel, 2002; Prakash et al., 2012; Lu and Tryggvason, 2013;
Loisy and Naso, 2017). Therefore, the current experimental setup was care-
fully designed to generate strong turbulence, where the turbulence-induced
deformations can dominate the buoyancy effects. Consequently, in chapters 4
and 5, the data collected from such experiments provided a robust framework
to develop closure models for the drag, lift and added-mass coefficients.
7
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MISCIBLE TWO-PHASE FLOWS IN POROUS MEDIUM
In the opposite limit when Re  1 and Fr  1, i.e., the inertial forces are
much smaller than the viscous and gravitational forces, equation 1.6 can be
rewritten as







kĝ = 0 (1.10)
This is typically the case for low-Re two-phase flows in a porous medium,
where the inertial forces are negligible and one can usually ignore the momen-
tum exchange term. In such a scenario, a balance between the buoyancy force
that drives the flow and viscous force that resists the flow eventually deter-
mines the flow dynamics. On one hand, if the viscous force dominates, then
any instabilities in the flow are damped and the flow remains stationary, un-
til the conditions change. On the other hand, if the buoyancy force dominates,
then any instabilities in the flow can grow strong enough to drive the flow (Riaz
et al., 2006). Although one can ignore the momentum exchange term in this
case, if the two fluids are miscible, then the interfacial mass transfer term, Γ̇∗k





k) +∇∗ · (αkρ∗ku∗k) = Γ̇∗k (1.11)
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One example of such a case is observed during the geological sequestration
of anthropogenic CO2 in underground saline aquifers (Riaz and Cinar, 2014).
CO2 is injected into these aquifers is lighter than the brine solution and typ-
ically accumulates at top of the aquifer. However, unlike the air-water fluid
pair, these two fluids are miscible and therefore, CO2 slowly diffuses into brine
at their interface. Interestingly, the CO2-brine mixture at the interface is heav-
ier than the brine solution itself, resulting in an unstable configuration, where
heavier fluid sits on the top of a lighter one. This type of instability has been
studied as a Rayleigh-Bénard convection problem and the key dimensionless
number, Rayleigh number Ra = ∆ρgHK
ρνDm
represents the ratio of the buoyancy
force to the viscous damping forces. In Ra, ∆ρ/ρ characterizes the ratio be-
tween the maximum density difference ∆ρ between the two-fluids mixture and
the bottom fluid with density ρ; K represents the permeability of the porous
medium; H is the height of the reservoir; Dm is the mass diffusivity and ν is
the viscosity of the mixture. If Ra is high enough, then the instabilities at the
interface can grow and drive a convective mixing of the two fluids. Due to con-
vection, the dissolution time of CO2 into brine is significantly reduced when
compared to diffusive mixing alone, which potentially reduces the risk of CO2
leaking back to the surface over time.
Typically, these underground aquifers are riddled with heterogeneities char-
acterized by multiple layers of alternating high and low porosities, which can
9
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significantly affect the efficiency of such convective mixing (Farajzadeh et al.,
2011; Agartan et al., 2015). Therefore, to create models that can predict the ex-
plicit dependence of this mass transfer rate on the parameters of heterogeneity,
we conducted experiments in a 2D Hele-Shaw cell embedded with latex discs.
By placing a single line of these discs horizontally in the cell, we could repli-
cate the layered heterogeneous porous medium typically found in the aquifers
and still give access to perform optical measurements like the shadowgraph
imaging.
In order to guide the reader through this thesis, the following section §1
provides a brief summary of the topics covered in each chapter including the
description of experimental apparatus and diagnostic systems (chapter 2), the
details of data processing codes (chapter 3), and the modeling of closure param-
eters in the interface exchange terms (chapters 4 to 6).
A BRIEF GUIDE THROUGH THIS THESIS
In chapter 2, we first review the existing turbulent two-phase experimental
setups and their diagnostic systems. Consequently, we introduce our experi-
mental setup (called vertical octagonal non-corrosive stirred energetic turbu-
lence, V-ONSET) that was specifically designed and built to study the dynamics
10
CHAPTER 1. INTRODUCTION
of finite-sized deformable bubbles in intense ambient turbulence. The diagnos-
tic system of V-ONSET uses particle shadow technique to extract simultaneous,
three dimensional (3D) information of both the phases at high spatio-temporal
resolutions. This is made possible via six synchronized high-speed cameras,
each with a dedicated light emitting diode (LED) that simultaneously casts
shadows of bubbles as well as nearby tracer particles in the continuous water
phase around bubbles.
After capturing the images with six cameras, they need to be merged to-
gether in order to acquire the 3D information of the two phases. As the first
step, the images captured by each camera were processed to separate bubbles
and particles based on a median size filter. After separation, the 3D geome-
tries of bubbles were reconstructed by merging the bubble images from all six
cameras based on the virtual camera based visual hull (VCVH) technique de-
veloped by Masuk, Salibindla, and Ni (2019). On the other hand, the continu-
ous phase is probed via an in-house open source Lagrangian particle tracking
(OpenLPT) code (Tan et al., 2020a,b) based on the Shake-The-Box (STB) al-
gorithm developed by Schanz, Gesemann, and Schröder (2016). The details of
this code, including its structure and performance on synthetic and experimen-
tal data sets are discussed in chapter 3.
In an attempt to provide realistic closure models for the interfacial momen-
tum transfer term in equation 1.8, we used this high-resolution 3D Lagrangian
11
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information to investigate the hydrodynamic forces, specifically the drag, lift
and added-mass coefficeints of finite-sized deformable bubbles in ambient tur-
bulence. To this end, in chapter 4, we used the mean rise velocity of bubbles in
conjunction with the mean vertical fluid velocity around them to determine the
lift and drag coefficients of bubbles, along with their dependence on the turbu-
lence Weber number (which controls the deformation of bubbles) and particle-
based Reynolds number respectively.
In addition to the drag and lift coefficients, the added-mass coefficient is a
third model parameter that is introduced in equation 1.8. Conventionally, it
is very difficult to model this coefficient as it is a part of the unsteady force
term that necessitates the measurements of second-order statistics like the
Lagrangian accelerations of both the phases and turbulence velocity gradients.
These statistics are very sensitive to noise and thus pushes the limits of 3D
flow measurements in multi-phase flow systems to the extreme. Nevertheless,
using our novel V-ONSET setup and its flow diagnostic system, we could re-
liably extract this information and model the dependence of the added-mass
coefficient on the bubble shape and orientation, which is discussed in detail in
chapter 5.
Chapters 2 to 5 of this thesis focus on the experimental setup, the flow
diagnostic systems, and closure models of the momentum exchange term for
immiscible air-water system in high-Re turbulent flows. In contrast, chapter 6
12
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focuses on the mixing efficiency of two miscible fluids in the opposite limit of
low-Re Rayleigh-Darcy regime in porous medium. In this chapter, we explic-
itly investigate the effects of heterogeneity present in the underground porous
medium on the mixing efficiency of two fluids that mix via dissolution-driven
convection. Such a mechanism is widely observed during carbon sequestration
in underground saline aquifers. This experimental study uses a Hele-Shaw
cell with inserted latex discs of different sizes in order to replicate the layered
heterogeneity observed in such aquifers. Moreover, shadowgraph technique
was used as a flow diagnostic system to identify the interface between the two
miscible fluids with mismatched densities. As the two fluids mix together, the
lighter fluid on the top slowly dissolves into the heavier fluid and their inter-
face moves upwards during this process until it eventually disappears when
both the fluids are completely mixed. This rise velocity of the interface was
used to calculate the mass transfer rate. Finally, based on the collected exper-
imental data, a model is proposed to predict the dependence of mixing rate on
the properties of heterogeneity.
13
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A review of turbulent multi-phase
experimental setups and their
diagnostic systems
Dispersed multi-phase flows are widespread in both natural (Wyngaard,
2010; Deane and Stokes, 2002) and industrial settings (Launder, 1991; Michiyoshi
and Serizawa, 1986; Jakobsen, 2008) and such flows are often very turbu-
lent. Some examples include air bubbles entrained in breaking waves, par-
ticles ejected from volcanic eruptions, fluidized beds, or bubbly flows in nuclear
reactors. If one wants to investigate them experimentally and provide robust
data-based models, the experimental data sets in turbulent multi-phase flows
that can probe the multi-scale interplays between different phases are very dif-
ficult to obtain. This is partly due to the inadequacy in adapting the classical
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single-phase flow setups directly to turbulent multi-phase problems. Conse-
quently, one needs to be more strategic in designing the experimental setups
for turbulent multi-phase systems depending on the particular quantities that
need to be examined.
With the aim of providing some insights into the workings of existing tur-
bulent multi-phase flow setups, the following section introduces some common
facilities that have been used in the past (section §2). Later on, section §2 gives
a brief description of the current experimental setup called the vertical octago-
nal non-corrosive stirred energetic turbulence (V-ONSET) that was specifically
designed to explore the unclosed terms of the interfacial momentum equation
for finite-sized deformable bubbles in intense ambient turbulence. Moreover,
section §2 gives a brief introduction of the commonly used diagnostic systems
to quantify dispersed multi-phase flows over a wide range of void fractions.
This is followed by a description of the optical measurement system that was
employed in the V-ONSET to obtain time-resolved 3D Lagrangian measure-
ments of the dispersed bubble and continuous water phases simultaneously.
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TURBULENT MULTI-PHASE EXPERIMENTAL SETUPS
The facilities that are classically used to investigate dispersed turbulent
multi-phase flows can be broadly classified into flows with (i) shear-driven tur-
bulence, where the turbulence exhibits a sharp gradient; and (ii) homogeneous
isotropic turbulence, where the turbulent properties are uniform in space. A
third type of system that will not be discussed here are the bubble columns,
which typically have a high concentration of the dispersed phase that induces
pseudo-turbulence as they move through the continuous medium. For a com-
prehensive review on such flows, the readers are advised to refer to a recent
review by Besagni, Inzoli, and Ziegenhein (2018).
Shear turbulence is common in flows along a frictional boundary because
the slow flow near the boundary is sheared by the faster flow; like high-speed
winds over the ground or flow near the hull of a ship. To experimentally in-
vestigate such flows, among the shear-driven setups, Taylor-Couette (TC) sys-
tem (Gils et al., 2011; Anantharaman, 2019) is the most commonly used one,
where the working fluid is placed between two concentric hollow cylinders and
either one or both the cylinders rotate about a common center to generate a
shear-driven flow between them. At lower Reynolds numbers, the flow in the
cylinder gap forms Taylor vortices but with increasing Reynolds number, the
instabilities grow strong enough to generate turbulence. Particles or bubbles
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were the most common dispersed phases that were studied in TC systems to
probe dynamics like their phase distributions (Murai, Oiwa, and Takeda, 2005;
Verschoof et al., 2016), translation and rotational dynamics (Anantharaman,
2019; Ravelet, Delfos, and Westerweel, 2010), turbulence modulation (Rav-
elet, Delfos, and Westerweel, 2010), and most importantly, the drag reduction
(Mehel, Gabillet, and Djeridi, 2006; Gils et al., 2013; Bakhuis et al., 2018). In
addition, effects of wall roughness (Verschoof et al., 2018), hydrophobic sur-
faces (Bullee et al., 2020) and use of rigid fibers (Bakhuis et al., 2019) in TC
flows were some other unique studies that provided insights into the drag re-
duction mechanisms. However, in shear-driven flows, the mean spatial gradi-
ents in turbulent properties play an important role in determining small-scale
interfacial effects which translates to macroscopic transport properties like the
interfacial area concentration and drag reduction. This limits the applicability
of such systems. Therefore, multi-phase systems with homogeneous isotropic
turbulence have been extensively used to understand the fundamental mecha-
nisms that drive the interfacial momentum transfer between different phases
in turbulence with spatially uniform properties.
Homogeneous isotropic turbulence (HIT) has attracted a lot of attention in
the multi-phase community, due to its universality, mathematical simplicity
and statistical repeatability of experiments, which makes modeling much eas-
ier and more robust. Experimental studies like the mean rise velocity of bub-
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bles (Poorte and Biesheuvel, 2002; Prakash et al., 2012; Wang and Maxey,
1993b; Aliseda and Lasheras, 2011) and the mean settling velocity of heavy
particles (Wang and Maxey, 1993a; Aliseda et al., 2002; Yang and Shy, 2003),
their acceleration statistics (La Porta et al., 2001; Voth et al., 2002; Calzavarini
et al., 2009), or concentration distributions (Squires and Eaton, 1991; Wood,
Hwang, and Eaton, 2005) have provided insights into the fundamental mecha-
nisms that are at play.
A common technique that has been widely used to generate HIT in a labora-
tory environment is by running the working fluid through grids. When the flow
passes through these grids, which can be either passive (Aliseda and Lasheras,
2011) or active (Poorte and Biesheuvel, 2002; Villermaux, Sixou, and Gagne,
1995; Mercado et al., 2012), they introduce grid-sized disturbances into the
flow. These disturbances spread downstream and eventually mix together to
create a homogeneous isotropic turbulence. The energy dissipation rates re-
ported in literature for a grid-based setup with water as a working fluid are
listed in table 2.1 with a highest reported value of 7 × 10−3 m2/s3 (Ravelet,
Delfos, and Westerweel, 2010). Table 2.1 also lists some other similar HIT
setups, where the Lagrangian energy module (LEM) setup with 12 propellers
placed symmetrically around a octahedron structure has the highest energy of
3.6× 10−2 m2/s3 (Zimmermann et al., 2010).
However, we realized that the energy dissipation rates in these HIT sys-
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tems used for multi-phase studies are much lower when compared to real flow
situations like the oceans (O(10) m2/s3 Deane and Stokes (2002)). The reason
for this is because most prior studies have focused on understanding the multi-
phase dynamics in high-Reλ turbulence (Reλ = u′λ/ν), which is very important
for single phase flows but not in turbulent multi-phase flows, where the dis-
persed phase primarily responds to turbulence structures at their own length
scales. Here, λ is the Taylor micro-scale, ν is the kinematic viscosity, and u′
is the velocity scale that is typically associated with eddies of size L (the inte-
gral length scale) (Frisch, 1995). Furthermore, in such weak turbulent cases,
buoyancy forces often dominate the bubble deformations due to large density
differences (∆ρ = ρl − ρg) between water and air. Keeping in mind that the
objective of the current study is to experimentally investigate the unclosed
terms of interfacial momentum transfer in equation 1.9 for bubbles deform-
ing by turbulence fluctuations rather than buoyancy, one can perform a simple
comparison between the buoyancy force, Fg = ∆ρgD and turbulent induced
forces in HIT, Ft = ρlu′2 = 2.13ρl(εD)2/3 (assuming inertial range scaling; Kol-
mogorov (1949)) on bubbles of diameter, D = 2 mm. This comparison shows
that the required average turbulence energy dissipation rate, ε should be close
to 0.57 m2/s3 for turbulence to dominate bubble deformations. Therefore, the
current experimental setup, called the V-ONSET was designed to generate ho-
mogeneous isotropic turbulence with an ε of the order of O(0.1) m2/s3, which is
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atleast an order of magnitude higher than the previous setups.
Turbulence generation ε (m2/s3) Reλ
Active grid - Twente wa-
ter tunnel (Mercado et al.,
2012)






maux, Sixou, and Gagne,
1995)
1.3× 10−4 170− 300














ONSET) (Masuk et al.,
2019)
1× 10−1 − 5× 10−1 110− 300
Table 2.1: Comparing the energy dissipation rate and turbulence Reynolds
number of turbulent multi-phase experimental facilities with water as a work-
ing fluid.
THE V-ONSET EXPERIMENTAL SETUP
As we are particularly interested in studying the dynamics of finite-sized air
bubbles which are very buoyant and rise quickly through water, the V-ONSET
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setup was designed to be a vertical water tunnel. Three key features of this
setup that sets it apart from previously existing turbulent multi-phase setups
include, (i) relatively high-energy homogeneous isotropic turbulence; (ii) a con-
trollable mean flow; and (iii) its flow diagnostic system. In this section, we
focus on the first two features of the V-ONSET. The flow diagnostic system
will be discussed later in section §2.0.3 of this chapter after introducing some
commonly used dianostic systems in section §2.
The current experimental setup has a modular design consisting of nine
major components to construct a 2.73 m tall closed-loop vertical water tunnel
as show in figure 2.1. Figure 2.1(a) shows a photo of the tunnel and figure
2.1(b) shows a schematic of the same, where each component is labeled indi-
vidually for clarity. The purpose of these components can be broadly classified
into either generating turbulence with desired characteristics or maintaining
a controlled mean flow.
Seeking inspiration from the turbulent multi-phase setups in Variano and
Cowen (2008) and Bellani and Variano (2014) that use synthetic jets to gen-
erate HIT with a negligible mean flow, in the V-ONSET setup, turbulence is
generated by shooting high-speed synthetic jets into the test-section. However,
unlike the previous setups that use submersible pumps to shoot jets, in the
current setup, we used a system comprising of the pressure tank and the jet
array that can shoot jets at much higher speeds. The jet array is a 3D printed
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(a) (b)
Figure 2.1: (a) A picture and (b) a schematic of the V-ONSET turbulent multi-
phase experimental setup
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object made of nylon glass beads and sits on top of the test-section as shown
in figures 2.1(a & b). It consists of an array of 88 nozzles. Figure 2.2(a) shows
an image of the jet array, where the square spaces allow the mean flow to
pass through them and jets shoot from the 5 mm diameter circular holes. On
the other hand, the pressure tank is made of 2 inch thick PVC pipe and has
a cylindrical structure with two plates glued at the top and bottom. The top
plate has 88 connectors as shown in figure 2.2(b), where each fitting is indi-
vidually connected to the circular nozzles of the jet array via a solenoid valve
(figure 2.2(c)). Opening and closing these solenoid valves controls the jet in-
jection pattern, which effectively changes the turbulence characteristics in the
tunnel (Pérez-Alvarado, Mydlarski, and Gaskin, 2016). The advantage of using
this system over the submersible pumps for injecting the jets is that the power
source, i.e the pressure tank is moved out of the tunnel. Therefore, unlike in
Variano and Cowen (2008) and Bellani and Variano (2014), we can achieve high
jet speeds just by increasing the water pressure in the pressure tank. Using a
2 horse power pump, we could achieve jet speeds as high as 12 m/s, an order of
magnitude higher than previously reported 0.6 m/s. Furthermore, the injection
length scale for turbulence, i.e. the distance between two adjacent nozzles in
the jet array was also reduced to 2.1 cm in comparison to 7 cm in Variano and
Cowen (2008). Given that the turbulence energy dissipation rate scales with
fluctuation velocity, u′ and injection length-scale, l as ∼ u′3/l, we could thus
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increase ε to 0.5 m2/s3. The Kolmogorov length (η) and time scales (τη) of the
system are 38 µm and 1.4 ms, respectively. Integral length scale, L is 3.2 cm
and the fluctuation velocity u′ = 0.25 m/s. Finally, Reλ is kept at around 346 in
our system.
In addition to the turbulence generated by synthetic jets, the V-ONSET is
also capable of having a controlled downward mean flow. The mean flow con-
trol system was specifically designed to counter the rise velocity of buoyant air
bubbles in the tunnel and increase their residence time in the measurement
volume so as to collect longer statistics from each experiment. Extra care has
been taken to make sure that the mean flow is laminar and streamlined in
the vertical direction so that the turbulence is only generated via synthetic
jets injected into the tunnel. During experiments, mean flow enters the tunnel
through the top and then flows through a honeycomb followed by a converg-
ing section. The honeycomb structure straightens the flow and the converging
section accelerates it vertically, thereby removing any secondary flows in the
lateral directions. This straightened mean flow then enters the octagonal test-
section after passing through the square holes of the jet array (as shown in
figure 2.2(a)), where it mixes with the turbulence generated by the synthetic
jets. For symmetry, there is a diverging channel followed by an exit section at
the bottom of the tunnel.
Air bubbles were injected into this system via capillary needles located at
24




Figure 2.2: Photos of the turbulence generation system in V-ONSET including,
(a) the 3D printed jet array; (b) the pressure tank; and (c) the connections
between them via computer-controlled solenoid valves.
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the bottom of the test section. Varying the needle size and airflow rates allows
for the injection of bubbles of different sizes. These bubbles rose up into the
center of the test section, although rather slowly due to the downward mean
flow, where they interacted with the homogeneous isotropic turbulence gener-
ated by the jet array. Moreover, the carrier phase was seeded with 50-micron
tracer particles that were used to quantify local flows around bubbles. More
details of this setup and its flow characteristics can be found in Masuk et al.
(2019).
The dynamics of bubbles and their interaction with surrounding turbulence
was captured by a specially designed optical diagnostic system consisting of
six high-speed cameras. But before discussing the details of the V-ONSET
diagnostic system in §2.0.3, the following section summarizes some common
systems that have been used to quantify the flow in multi-phase facilities.
MULTI-PHASE FLOW DIAGNOSTIC SYSTEMS
The type of diagnostic system that one uses to study multi-phase flows de-
pends on multitude of factors including but not limited to (i) the physical and
optical parameters of the two phases; (ii) the void fraction of dispersed phase;
(iii) the size and complexity of the system; (iv) how invasive is the measurement
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system; (v) required spatio-temporal resolutions; (vi) two or three dimensional
measurements; and (vii) desired quantities to be measured like the void frac-
tion distribution, particle size and shapes, flow velocity, interfacial area, and
flow topology to name a few. Unfortunately, no single system exists that can
be used for all types of multi-phase flows, as each one of them have their own
advantages and limitations.
2.0.1 Optical systems
For multi-phase facilities that have an optical access to the flow and rela-
tively low void fractions (typically below 5% for gas-liquid and 1% for particle-
laden flows) with a high transparency, the optical-based systems are an ideal
choice for flow measurements. They use either the opacity of one of the phases
(like solid particles in air) or refractive index mismatch between different phases
(like air bubbles in water) to measure the flow characteristics. The most com-
mon optical based systems that have found success in multi-phase measure-
ments include fiber optical probes (FOP) for single point measurements, or
particle based systems like Laser doppler velocimetry (LDV), particle shadow
velocimetry (PSV), and flourescent particle image velocimetry (FPIV) for two
or three dimensional simultaneous flow measurements.
Fiber optical probe is a common intrusive tool for two-phase studies, which
relies on the refractive index mismatch between the phases (Miller and Mitchie,
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1970). A typical optical probe consists of two optical fibres inserted into the
flow where one acts as a light source and the second one acts as a receiver. Due
to the refractive index mismatch, the amount of light entering the receiver
depends on the phase surrounding the probe tip, which is then calibrated to
identify each phase. The advantage of this sensor over other typical intrusive
methods like conductivity probes is that the size of optical probes are much
smaller, making them less invasive. Furthermore, using fibre-optical sensors,
the size, chord length and shape of the dispersed phase can also measured by
systematically placing multiple probes in the flow (Li et al., 2012). However,
they can only provide single point measurements and will modify the flow it-
self. Hagemeier et al. (2015) compared the velocity measurements from optical
probes with other non-intrusive optical methods like the particle-based sys-
tems in fluidized beds and reported that FOP had the highest temporal resolu-
tion and is the most economical choice for continuous flow monitoring but the
estimated particle velocities were always lower than the actual values due to
their invasive nature. Furthermore, another comparison study by Prakash et
al. (2019) in gas-solid-liquid three phase systems estimated that on an average,
the FOP velocity measurements were 20% lower than non-intrusive systems.
Non-intrusive optical methods such as particle image velocimetry (PIV) or
particle tracking velocimetry (PTV) have seen a lot of success in visualizing
single-phase flows (Schanz, Gesemann, and Schröder, 2016; Westerweel, Elsinga,
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and Adrian, 2013). Both these optical methods rely on seeding tracer particles
into the flow. By using either laser-induced scattering or light emitting diodes
(LED) for back-lighting, the tracer particles are captured on cameras for fur-
ther processing. However, in two-phase flows, the presence of the second phase
can hinder the optical access to the tracer particles due to the opacity or refrac-
tive index mismatch between the two phases. This is especially problematic at
a high concentration of the dispersed phase. Nevertheless, such optical diag-
nostic systems have been successfully implemented for two phase flows with a
few modifications. These modifications can be broadly classified into floures-
cent particle image velocimetry (FPIV) and particle shadow velocimetry (PSV).
The FPIV technique uses fluorescent particles in combination with a laser
beam to visualize the flow. Flourescent particles, unlike the dispersed phase
particles, emit light at a wavelength that is different from that of the incident
laser light. Therefore, by using appropriate light pass filters, one can separate
the two phases. However, the reflections caused by the interface still limits the
use of this method to low void fractions. This is clearly seen in figure 2.3(a)
that is taken from Zhou, Doup, and Sun (2013), where bubbles in the flow
reflect the light and appear as dull white blobs. Zhou, Doup, and Sun (ibid.)
used the 2D FPIV method for bubbly flows to quantify the carrier phase and
developed an image processing technique that can remove the noise caused by
the dispersed bubbles for up to void fractions of 18%. In addition to bubbly
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Figure 2.3: Images taken from (a) Zhou, Doup, and Sun (2013) captured us-
ing the FPIV technique for a bubbly flow with 18% void fraction and (b) Hes-
senkemper and Ziegenhein (2018) captured using the PSV method in a thin
rectangular bubble column with 10% void fraction; (c) A schematic of the ex-
perimental setup from Sathe et al. (2010) that uses two cameras along with a
dichoric mirror to simultaneously capture FPIV and PSV images of a bubbly
column flow.
flows, the FPIV method has been fruitfully applied to a wide range of multi-
phase flows including thin liquid-film flows (Charogiannis, An, and Markides,
2015), jet flows (Hu et al., 2000), stratified oil-water pipe flows (Ibarra et al.,
2018), and even turbulent scalar mixing (Law and Wang, 2000).
Unlike FPIV, the PSV method uses a light emitting diode (LED) for back-
lighting, which casts a shadow of the tracer and dispersed particles onto the
cameras image. Using an LED instead of a laser significantly reduces the setup
cost. A major advantage of using PSV over FPIV is that in addition to the par-
ticle shadows, it also casts a shadow of the outline of dispersed phase, which
can be used to determine their shapes (example figure 2.3(b) taken from Hes-
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senkemper and Ziegenhein (2018)). This is especially useful for studying the
interfacial dynamics in bubbly flows. For example, Bröder and Sommerfeld
(2007) performed simultaneous measurements in bubble columns to get the
2D bubble shapes along with the velocity field around bubbles. Ziegenhein et
al. (2020) performed experiments in a circular bubble column and successfully
used the PSV method for simultaneous 2D measurements at void fractions of
up to 7.55 %. Furthermore, by restricting the flow to a thin rectangular bubble
column, Hessenkemper and Ziegenhein (2018) reported that they could go up
to gas fractions of 10% with minimum loss of information.
However, a major disadvantage of PSV that limits its usage is the low signal
to noise ratio when compared to FPIV. This is attributed to the low-intensity
blurry shadows cast by particles outside the depth of field of the cameras but
still in the path of incident back lighting (Tan et al., 2020b). Therefore, it is
a common practice to use PSV in combination with FPIV, where the laser and
LED produce light at different wavelengths in order to separate them using
optical filters. For example, Lindken and Merzkirch (2002) used a single cam-
era in conjunction with an optical filter to combine the FPIV and shadowgraph
images of gas bubbles and separated the two phases using a size and intensity
image-processing filter. As shown in figure 2.3(c), Sathe et al. (2010) took it
a step further with the help of two cameras and a dichoric mirror to measure
the shape, size, velocity and acceleration of a swarm of spherical cap bubbles
31
CHAPTER 2. MULTI-PHASE EXPERIMENTAL SETUPS AND THEIR
DIAGNOSTIC SYSTEMS
rising in a quiescent medium along with the liquid velocities right up to the
bubble interface. However, one needs to keep in mind that it is not straightfor-
ward to avoid a cross-talk between the two phases and the biggest challenge is
the image processing in order to isolate the two phases with minimal interfer-
ence between them. A comprehensive description of disadvantages in using an
optical system for multi-phase flows has been discussed in Poelma (2020), in-
cluding the cross-talk between the two phases, signal to noise ratios and biased
statistics. Data losses of up to 20% have been reported due to the presence of
second phase even at void fractions as low as 0.5% (Poelma, Westerweel, and
Ooms, 2006). Ziegenhein and Lucas (2016) talks about the sampling bias for
2D PSV in a bubble column as the bubble shadows block the flow measure-
ments and creates a bias in getting the velocity information of the continuous
flow using PIV. In order to tackle this problem, they introduced a hold processor
which holds the camera image until all the PIV windows are filled with atleast
one information from the tracers and then they average the information over
the hold time. Although they showed that this reduces the statistical bias in
the measurements, we speculate that it comes at a cost of reduced temporal
resolution.
To overcome these limitations, one commonly used method is refractive in-
dex matching, where either one or both the phases are modified in order to
match their refractive index. The advantage is that the dispersed phase, al-
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though present in the flow, does not refract any light passing through them.
Using this method, two-phase flows have been optically resolved successfully
for up to 50% void fraction in oil-water/glycerol flows (Voulgaropoulos and An-
geli, 2017). However, it is not always possible to find fluids that can be refrac-
tive index matched, especially when one of the phases is a gas, due to a sig-
nificant difference in their refractive indices. Therefore, all these systems that
have been reported in literature so far are either liquid-liquid or solid-liquid
flows. Furthermore, finding suitable combination also restricts the parameter
space like the density or viscosity ratios of the two phases.
Flows like turbulence are however three dimensional in nature and there-
fore, it is essential to extend the flow measurements to the third dimension
in order to unveil their complex behaviors. This is usually achieved by com-
bining images from two or more cameras that capture the flow from different
directions and then putting them together to provide a 3D map of the flow prop-
erties. In addition, there are some single projection 3D measurement systems
like holography (Katz and Sheng, 2010) that uses the diffraction property of
light and light-field (or plenoptic) imaging (Truscott et al., 2017) that uses a
specialized camera with an array of lens that can capture the angle of incident
light rays in addition to their intensity.
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2.0.2 Electrical systems
A common technique that has been used extensively, especially for flows
with very high void fractions (up to 86% (Angeli and Hewitt, 2000)) involves
placing electrical probes like the conductive (Angeli and Hewitt, 2000; Nasr-
El-Din, Shook, and Colwell, 1987; Costigan and Whalley, 1997; Paglianti and
Pintus, 2001) or capacitive probes (Abouelwafa and Kendall, 1980; Strizzolo
and Converti, 1993; Jaworek, Krupa, and Trela, 2004; Strazza et al., 2011)
into the flow. They have been very effective in measuring parameters such as
the local void fraction (Le Corre et al., 2003), interfacial area concentration
(Kataoka, Ishii, and Serizawa, 1986; Revankar and Ishii, 1992; Wu and Ishii,
1999) and sometimes even the velocity of both phases (Jin et al., 2008; Manera
et al., 2009) using multi-probe systems. The working principle of these probes
includes the measurement of electrical properties (either the conductivity or ca-
pacitance) of each phase and calibrating the sensors to detect which phase is in
contact with the probes. Such probes have been used in two-phase systems like
oil-water (Angeli and Hewitt, 2000; Tan et al., 2015) or air-water (Revankar
and Ishii, 1992; Kim et al., 2000) mixtures, where the electrical properties of
both the phases are significantly different from each other. A major advantage
of using this method is their high temporal resolution and signal to noise ra-
tios. However, they can only perform single-point measurements and are an
invasive technique which can modify the flow itself.
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An extension of the electrical probes for flow measurement are wire-mesh
sensors, which improves upon the spatial resolution of the electrical systems.
As the names suggests, this involves placing a grid of these electrodes in the
cross-section of the flow as show in figure 2.4(a). They have the same work-
ing principle as the probes, where they detect the electrical properties of each
phase in contact with the mesh. The advantage of using a mesh instead of a
probe is that they can also measure the void fraction distribution profiles across
the flow (Da Silva et al., 2010, 2011; Barnea, Roitberg, and Shemer, 2013; Ab-
dulkadir et al., 2014). Moreover, by placing more than two such grids along
the flow direction, the measurements can be extended to the third dimension
(Ito et al., 2011; Peña and Rodriguez, 2015). In addition to the void fraction,
based on the temporal information, wire-mesh sensors have the capability to
measure the size or shape of the dispersed phase (Peña and Rodriguez, 2015)
along with their velocities (Schubert et al., 2010; Hoppe, Grahn, and Schütz,
2010; Tompkins, Prasser, and Corradini, 2018). They are sometimes combined
with thermo-couple sensors to provide the temperature distribution profiles
(Dudlik et al., 2008; Silva, Schleicher, and Hampel, 2009). However, as these
sensors are significantly larger than the probes, they are much more intrusive
and can alter the flow significantly. Nevertheless, they have been widely used
in two-phase flow measurements.
In an effort to use the electrical properties of the two phases and mea-
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sure the flow properties non-intrusively, especially for pipe flows, the probes
and wire sensors were replaced with electrodes that are wrapped around the
outer surface of the pipe (figure 2.4(b)). These electrodes are used to perform
tomographic measurements and provide a cross-sectional image of the two
phases along a 2D slice. They have been effective in obtaining the distribu-
tion of the two phases along a 2D cross-sectional slice of the pipe. In addition
to the 2D phase distributions, electrical tomography systems have also been
successfully implemented in measuring the individual phase velocities using
two sets of electrodes placed along the flow direction. This is done by per-
forming a cross-correlation of the two images (Warsito, Marashdeh, and Fan,
2007; Saoud, Mosorov, and Grudzien, 2017). Nevertheless, the spatial resolu-
tion is limited by the electrode size. Also, the electrode packings in such sys-
tems have many technological problems including geometric difficulties with
their arrangements and field-cancellation by metallic parts and inserts, mak-
ing them a less preferable choice for two-phase flow measurements.
2.0.3 Radiation based systems
For many multi-phase systems, especially at higher void fractions, the pres-
ence of dispersed phase adds turbidity to the flow, which makes it difficult
to perform optical measurements. One solution to this problem is using sys-
tems like the electrical probes that was discussed earlier in section 2.0.2. How-
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Figure 2.4: A schematic comparing the arrangement of electrodes in (a) the in-
trusive wire-mesh sensor (reproduced from Peña and Rodriguez (2015)) and (b)
the non-intrusive electrical capacitance tomography system (reproduced from
Chowdhury, Marashdeh, and Teixeira (2016));
ever, the measurements from such systems are usually intrusive and limited
to either local void fractions, phase distributions, or sometimes local phase ve-
locities. Therefore, this section briefly talks about the radiation based non-
intrusive methods that have been developed to measure flow parameters like
the velocity maps, similar to what the PSV and FPIV techniques could do for
optically accessible flows. They include techniques like the X-ray imaging and
magnetic resonance imaging (MRI), both of which are adapted from medical
diagnostic systems.
An advantage of using X-rays over visible light is that, unlike the visible
light, X-rays penetrate through objects in straight lines (i.e. the refractive in-
dex is close to one for most materials) and their absorption depends on the
path-length integrated density of the materials that they pass through. Based
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Figure 2.5: A schematic of (a) the X-ray stereography system; (b) the front
view, and (c) the top view of ultrafast X-ray computed tomography system, all
taken from Heindel (2011)
on these two properties of X-rays, methods like X-ray radiography and X-ray
computed tomography have been developed to quantify multi-phase flows. X-
ray radiography is similar to the shadowgraph imaging technique, where a
beam of X-rays are incident on the flow, which absorbs different amount of X-
rays depending on the phase distribution. A receiver or detector sits on the
other side that captures the energy of remaining X-rays that pass through the
flow. Using this information, a 2D attenuation map of the phase distribution
can be reconstructed. This can be extended to 3D mapping by using more than
one source-detector pair and is usually referred to as the X-ray stereography. A
schematic of X-ray stereography reproduced from Heindel (2011) with two cam-
eras is shown in figure 2.5(a). X-ray computed tomography takes it further and
uses several hundred projections from different orientations to reconstruct an
image of the flow cross-section along a 2D slice. By moving the source-detector
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system in the third dimension, one can produce a volumetric reconstruction of
the phase distribution. However, this only provides a time averaged flow infor-
mation for dynamical systems. Ultrafast X-ray computed tomography has been
developed to tackle this problem by rearranging the detectors in multiplane
arrays (Mudde, 2011) as shown in figures 2.5(b) and 2.5(c), so that they can
obtain multi-slice images simultaneously. This significantly improved the tem-
poral resolution from the order of several minutes to a less than a millisecond
(Lau, Hampel, and Schubert, 2018; Lau et al., 2018). However, this comes at a
cost of reduced spatial resolution as increasing the number of detectors causes
the X-rays to merge between multiple detectors. Furthermore, the quality of
3D data also depends on the reconstruction algorithms. A much more compre-
hensive review of laboratory scale X-ray systems for visualizing multi-phase
flows is provided by Heindel (2011). Also, Hampel (2015) specifically reviewed
the X-ray tomography systems.
There is a second class of X-ray imaging called synchrotron X-ray systems,
which are large facilities with energy flux typically four to five orders of mag-
nitude higher than the laboratory-scale systems. Furthermore, they mostly
produce monochromatic X-ray beams that are rather useful for quantitative
diagnostics. Kastengren and Powell (2014) reviewed the performance of syn-
chrotron systems with applications in flows with high turbidity or significant
refractive index gradients.
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Magnetic resonance velocimety (MRV) is another radiation-based system
that uses the spin properties of atomic nuclei in order get the spatially-resolved
information about a structure including multi-phase flows. The working prin-
ciple of MRV requires a knowledge of quantum mechanics and will not be de-
scribed here. But it is worth mentioning that MRV can measure 3D flow prop-
erties at sub-millimeter resolutions for flows in porous media with no optical
access and complex multi-phase flows at void fractions much beyond the ca-
pabilities of optical systems. However, its expensiveness and complexity, the
small permissible object size and the inability to measure in metallic setups
currently prevent a wider utilization for studies in fluid flow measurements.
Readers are suggested to read the review papers by Elkins and Alley (2007)
and Bonn et al. (2008) for more insights into the performance and applications
of MRV systems. Overall, Poelma (2020) presented a very good summary of the
recent developments in measurement systems for opaque flows including the
magnetic resonance imaging, X-ray imaging, electrical tomography and ultra-
sound imaging systems and compares their performance (see table 1 of Poelma
(ibid.)).
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V-ONSET FLOW DIAGNOSTIC SYSTEM
In the V-ONSET setup, the air injection rate was maintained such that the
average void fraction of bubbles in the measurement volume was about 2% at
any given time in order to minimize the bubble-bubble interactions but still
have enough bubbles in the measurement volume to acquire reliable statistics
from each experiment. According to the discussions in section 2, at such low
void fractions, particle-based optical system was found to be the best choice
to obtain simultaneous three-dimensional measurements of bubbles and flow
structures around bubbles.
The V-ONSET optical measurement system has six high-speed cameras,
placed strategically around an octagonal test-section as shown in figure 2.6(a).
The octagonal shape provides eight flat faces so that the cameras can cover
the entire perimeter from different directions without the need for any liquid
filled prisms that limit the view volume. The cameras were placed such that
the intersection volume has dimensions of 6 × 6 × 6 cm3 at the center of the
test section. Each camera can record images at 4000 fps with a resolution of
1 megapixel. Furthermore, all the cameras were synchronized using a trigger
switch to obtain simultaneous measurements from six different directions. In
order to capture the flow structures around bubbles, the continuous phase is
embedded with 50 micron poly-amide tracer particles that are density matched
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Figure 2.6: (a) A schematic showing the working of V-ONSET setup with tur-
bulence generated by high speed jets shooting from the top and bubbles injected
from the bottom of the octagonal test-section. It also shows the arrangement of
six cameras and an example image captured by them at one time instant. Each
image has a bubble and tracer particles around the bubble. (b) The captured
images are then post-processed digitally to separate the projection of bubbles
(left) and tracer particles (right). (c) The in-house 3D reconstruction codes de-
scribed in Masuk, Salibindla, and Ni (2019) and Tan et al. (2020b) are then
applied to each of these set of images to obtain the instantaneous 3D infor-
mation of both the phases. Bubbles are shown as grey blobs along with its
surrounding tracers that are color coded with their velocity magnitude.
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with water. Each camera has a dedicated LED on the opposite side across test
section that simultaneously casts a shadows of bubbles and tracer particles
onto the camera image. Figure 2.6(a) shows an image captured by each cam-
era from one of our experiments along with a schematic of the octagonal test
section.
The images captured by these high-speed cameras were first processed to
separate bubbles from particles based on their size and contrast. Figure 2.6(b)
shows the inverted images from one of the cameras after separating the two
phases. The cameras were calibrated before conducting the experiments in or-
der to obtain their relative position for 3D reconstruction of the flow. The six
time-locked images with the bubble 2D projections are then put together using
a virtual camera visual hull (VCVH) reconstruction method recently developed
in our lab by Masuk, Salibindla, and Ni (2019) in order to obtain their instan-
taneous 3D geometries. This method improves the conventional visual hull
method based on the physical constraints imposed by surface tension between
air and water, which tends to smooth any high-curvature regions present at the
interface. The details of VCVH method are not discussed in this thesis and the
readers are redirected to Masuk, Salibindla, and Ni (ibid.). On the other hand,
the tracer particles, which appear to have a diameter of about three to five
pixels on the camera images were tracked in 3D using our in-house OpenLPT
(Tan et al., 2020a,b) based on the STB algorithm developed by Schanz, Gese-
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mann, and Schröder (2016). More details about the experimental procedure
including the camera calibration, the structure of the open source code and its
performance on the synthetic and experimental data are presented in chapter
3. In each frame, over 7,000 tracer particles were tracked simultaneously. A
snapshot of our 3D reconstructed results, including the 3D bubble geometry
and the 3D tracks of surrounding tracers, is shown in figure 2.6(c).
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An open-source Shake-the-Box method
and its performance evaluation
In experimental fluid dynamics, particle-based velocity measurements rely
on imaging the motion of many small tracer particles that faithfully follow
the flow. These images can be analyzed either by using the particle image
correlation, i.e. particle image velocimetry (PIV, (Adrian, 1984)), or tracking
individual particles, i.e. particle tracking velocimetry (PTV, (Papantoniou and
Dracos, 1989; Nishino et al., 1989)). The particle image density is one of the
most important parameters of both the systems because it determines the spa-
tial resolution and also the quality of the results. The particle image density is
typically determined by a quantity called particle per pixel (ppp). For example,
100 particles on an image made of 1000×1000 pixels results in a particle image
density of 10−4 ppp. Particle tracking method started from the early work of
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Chiu and Rib (1956), where they determined the 3D particle positions with the
help of only two cameras. To avoid any ambiguity, the image density had to be
kept really low at 10-5 ppp (Sheu et al., 1982; Chang, Wilcox, and Tatterson,
1984; Adamczyk and Rimai, 1988).
Maas, Gruen, and Papantoniou (1993) addressed this problem by using
three or four cameras, and thereby improved particle image density to 10-4
ppp. Additionally, Malik, Dracos, and Papantoniou (1993) proposed to connect
the particles frame by frame into tracks by minimizing the change in accel-
eration between consecutive frames. This algorithm was further improved by
Ouellette, Xu, and Bodenschatz (2006) using a method called the four-frame
best estimate (4BE) that could successfully track particles up to 10−3 ppp. The
4BE tracking method has been implemented in many systems, including con-
vection (Ni, Huang, and Xia, 2011), porous medium flow (Shen and Ni, 2017),
and animal collective motion (Ni et al., 2015b).
In order to resolve the velocity gradients of a flow that requires a very high
spatial resolution, both Hoyer et al. (2005) and Ni et al. (2015a) developed the
scanning particle tracking method. In both these systems, the particle image
density was improved to more than 0.005 ppp at the cost of reduced temporal
resolution, as instead of illuminating the entire view volume at once, it was
scanned over several frames using a laser slab. Since similar number of parti-
cles can be tracked in each slab, the total particle image density is effectively
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higher. But it requires a camera with a much higher frame rate to account for
the loss in temporal resolution.
In comparison to PTV, the particle image density is much higher in 3D To-
mographic PIV (Tomo-PIV), which can reach as high as 0.1 ppp (Kähler et al.,
2016). This is because 3D Tomo-PIV only reconstructs the particle intensity
field rather than isolated particles and the reconstruction allows ghost parti-
cles, even though it reduces the quality of the 3D measurements. One such re-
construction technique that has been effectively implemented is called the mul-
tiplicative algebraic reconstruction technique (MART) (Elsinga et al., 2006).
Wieneke (2012) built up on the MART to switch the reconstruction from an
intensity field to a particle field by using the iterative particle reconstruction
(IPR). There are two innovative steps in IPR that helps reconstruct a dense
particle field; (i) shaking: iteratively refines the particle 3D positions by con-
tinuously checking their reprojection with the original particle images on the
camera, and (ii) intensity check: uses particle intensity information on the im-
ages to remove ghost particles.
However, IPR deals with each frame individually without any time coher-
ence, that restricts the image density to 0.05 ppp, even in an ideal scenario
with no noise in the particle images. Conversely, shake-the-Box (STB) method
developed by Schanz, Gesemann, and Schröder (2016) extends the principle
of IPR to the time domain and also enforces a temporal coherence of trajecto-
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ries in particle reconstruction. These implementations were revolutionary, and
STB is currently the state-of-the-art algorithm for time-resolved 3D velocity
measurements at up to 0.125 ppp. Since its introduction, this method has been
successfully implemented to measure different types of flow statistics such as
velocity (Schneiders and Scarano, 2016), vorticity and dissipation (Schneiders,
Scarano, and Elsinga, 2017), pressure field (Van Gent et al., 2017), as well as
the coherent structure (Schlueter-Kuck and Dabiri, 2017). It was also adapted
and improved by Novara et al. (2015) to a multi-pulse system, which can be
used for high-speed flows. Novara et al. (2016b) modified STB to solve the is-
sue of ghost particles at its initial phase by using two independent imaging
systems.
In addition to an increase in particle density, another important benefit of
the STB technique is its significantly-reduced processing time when compared
to Tomo-PIV. It was reported in Schanz, Gesemann, and Schröder (2016) that
the total processing time of STB for 500 images with around 12,800 particles
is around 2 hours, which has greatly reduced from the processing time of 650
hours for MART. Despite this significant improvement, time-resolved measure-
ments usually generate large datasets and the total processing time of multiple
datasets that can be easily generated within seconds of experimentation is still
overwhelmingly long if processed on a single desktop machine. Therefore, run-
ning such data analysis on a high-performance computing (HPC) system or a
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Graphics Processing Unit (GPU) based system becomes an important step.
In order to provide an easy and open access to the STB algorithm and allow
processing large amount of data, an open-source STB code has been developed
and available on the GitHub repository Tan (2020 (accessed June 10, 2020)) for
public use. The general principle of the open-source STB including some im-
provements over the conventional STB are presented in section §3. In section
§3.0.2, the performance of the code and its comparison with the results re-
ported in Schanz, Gesemann, and Schröder (2016) are carefully examined via
synthetic data generated from the Johns Hopkins turbulence database. Fur-
thermore, the current code was also tested on our experimental data. The de-
tails of the experimental procedure for data collection will be given in section
§3.0.5 and section §3.0.5 will briefly discuss the performance of open-source
STB on experimental data.
THE OPEN-SOURCE STB
The goal of this chapter is to introduce an open-source STB code that is de-
signed as a platform to improve the method and compare different algorithms.
In addition, users can easily access the intermediate steps to conduct the uncer-
tainty analysis. The code was written in C++, an object-based language that is
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robust and versatile on different platforms. The code was originally written in
the Windows system and later transferred to the Linux system. This code has
been optimized to run on high-performance computing (HPC) clusters because
of the growing need to analyze large datasets. Once STB is implemented on
HPC, the image pre-processing and data post-processing have also been shifted
to the HPC so that the entire processing time can be reduced by more than one
order of magnitude. The structure of the open-source STB code is summarized
in appendix A. Different choices and improvements that we have made during
the development of open-source STB will be discussed in this section.
3.0.1 Wiener filter
Since STB relies on extrapolating an existing track to obtain the particle
location in the next frame, the algorithm of extrapolation becomes important.
Schanz, Gesemann, and Schröder (2016) used the Wiener filter method for this
purpose and we would like to compare the performance of this filter with a
simple polynomial filter to see how it affects the trajectory length and quality.






where s(n) is the observed noisy process containing the signal, x(n) is the out-
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put at time n, andN is the order. The parameters of Wiener filter are calculated
by minimizing the mean square error (MSE) as follows:
ai = arg minE(e
2(n)) (3.2)
where e(n) = x(n) − s(n). The known vector Sn−1 = [sn−N , sn−N+1, ..., sn−1] is
used to obtain the parameters AN = [a1, a2, ..., aN ] of Wiener filter by recursively
updating the parameters through:
AN = AN + µS
T
n−1 · (sn − AN · Sn−1) (3.3)
where µ is the step length which is usually taken as 1/(STn−1 · Sn−1), until the
estimated error e(n) = sn − AN · Sn−1 reaches a specific precision. The next
point is then predicted through equation 3.1 by using the parameters AN . In
the open-source STB, based on several trials, 5th-order Wiener filter is adopted
to obtain the optimal prediction.






to fit data points by minimizing the MSE in the same form as in equation 3.2.
For an extremely low image density (<0.005 ppp), STB based on both the
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Figure 3.1: Sample trajectories identified by either the Wiener filter (red) or
polynomials (blue) from a dataset at the particle image density of 0.0125 ppp.
Wiener filter and polynomials produces similar results with no discernible dif-
ference in either the number or the quality of trajectories. However, at higher
particles densities, as shown in figure 3.1 for 0.0125 ppp, two problems for
polynomials start to develop: (i) the trajectories become shorter and more bro-
ken, and (ii) two or more short particle tracks get incorrectly connected. We
tried polynomials with different degrees from 3 to 10, and these two problems
persisted. In comparison, the Wiener filter is more robust and produce good
quality particle tracks even at a higher image density case.
The key difference between the two filters resides in their sensitivity to
noise. At a high particle image density, overlapping particles lead to enhanced
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position noise and ambiguity. Extrapolating from a noisy trajectory could re-
sult in a large prediction error if the noise has not been handled properly. Since
the Wiener filter has proven performance in dealing with a random process, it
shows a much better result in our test, which is consistent with the findings by
Schanz, Gesemann, and Schröder (2016).
3.0.2 Linear-fit check
When either the particle image density or the image noise is high, the prob-
ability of finding a wrong track or a ghost track starts to increase. A wrong
track is essentially several segments of good tracks incorrectly connected into
one, and a ghost track is the track made of ghost particles. Typically ghost
particles cannot be connected for many frames as they are not real, but they
may still occur sometimes if the image noise is large enough. Linear-fit check
is the simplest frame-by-frame examination of the trajectory quality, which is
based on the assumption that the temporal resolution is so high that every four
consecutive frames can be connected by a linear track with very small physical
acceleration. If the measured acceleration turns out to be abnormally large,
the linear-fit check will identify that. In practice, at frame number n, particles
from four frames (n− 3 to n) will be fitted with a linear function, and the differ-
ence between the last point of the track X(n) and the linear-fitted result X̃(n)
is used as an indicator ef = X(n) − X̃(n). If ef is larger than a threshold, the
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trajectory will be terminated and no longer be used for prediction, and a new
track will start.
Figure 3.2: PDF of the linear-fit error ef for good and bad tracks
Figure 3.2 shows the PDF of good and bad tracks using an experimental
dataset. For this dataset, no linear-fit check was used and the trajectory quality
was evaluated after STB. The good tracks are smooth, and the bad ones are
jagged because of the triangulation and shaking uncertainties. Once the tracks
are categorized based on their smoothness, the PDF of ef of two groups are
shown. It is clear that the bad tracks, either wrong or ghost tracks, tend to
have a larger linear-fit error ef , compared with the good ones. ef =0.018 mm
(dashed line) seems to cleanly divide the tracks into two groups. This number
is close to the calibration error, which is 0.014 mm.
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In Schanz, Gesemann, and Schröder (2016), the linear-fit check only exam-
ines the last data point and decides the fate of this track based on if ef is above
or below the threshold. This works well for removing most of the wrong tracks,
but we found a new type of wrong track that cannot be effectively identified
using this method. Those wrong tracks oscillate slightly within the threshold.
Although this may be specific to experiments with large image noise in our
back-lit particle tracking system, it may occur in other experimental configu-
rations as well. To address this issue, for each track, the mean of the fitting
error of all frames from 1 to n is calculated and used to examine the track.
For the oscillating bad track, although all the fitting errors are slightly smaller
than the threshold, the mean is usually more than 60% of the threshold.
Combining both the one-point n and multiple-point (1–n) checks provides a
new advantage. We can set a large threshold in one-point check to allow the
majority of the good tracks and some wrong ones to pass. This helps to make
sure that the true high-acceleration events as part of the turbulence intermit-
tency can be kept. Since the intermittent events will not last, it is unlikely
that the good tracks with these events will produce a mean fit error that is as
high as the bad tracks. Consequently, the wrong tracks that pass the one-point
check will be removed in the multiple-point check.
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PARALLELIZATION
Although STB is much more computationally efficient than the tomographic
reconstruction, its calculation is still the bottleneck of the entire experimental
procedure as acquiring the high-speed video only takes seconds, transferring
it only takes minutes, but STB will take hours to days depending on the num-
ber of frames, number of particles, calibration accuracy, and image noise level.
Since STB involves many iterations in IPR and shaking, it is important to par-
allelize the code so that its performance in both, the multi-processor desktop
and high-performance computing cluster can be optimized.
As listed in table 3.1, three steps are computationally expensive, stereo-
matching, particle-space correlation, and shaking. Each subroutine has to iter-
ate over all the particles. Stereomatching and shaking also have to iterate over
all the camera images for each particle. To simplify the discussion, we assume
the number of camera is a constant of four.
If the total number of particles in each camera image is roughly equal to
N , then the stereomatching step finds a match for each of the N particles from
images of all four cameras to generate 3D particle positions. For each camera,
the extrusion of each particle center along the optical axis of the camera into
the 3D space becomes an epipolar line, and this line can be projected onto the
imaging planes of all other cameras. Within certain distance (proportional to
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the calibration error) away from the epipolar line projection, M particles will
be found, and these are possible candidates. The complexity of the calculation
grows roughly as N4, as each of these candidates has to be projected back onto
other cameras to confirm the match.
Another key step of STB is to establish the predictive field by using the
particle-space correlation (Novara et al., 2016a); a step that identifies the ve-
locity field based on particle displacement between two frames n− 1 and n. As
the displacement calculation involves correlating each particle in frame n − 1
with another one in n, the calculation complexity grows as N2.
The step of shaking can also be parallelized because it consists of several
iterations for 3D position refinement and projections. To optimize the 3D par-
ticle location, they are iteratively “shaken” in 3D, starting from a large distance
and gradually reduced to a smaller one. During each procedure, the updated
3D position will be projected onto all cameras in order to crosscheck with the
actual particle images. The projection requires a 2D Gaussian calculation to
represent the particle intensity profile. This calculation also scales with the
total number of pixels that one particle occupies. In total, multiplying all the
contributing factors results in a complex estimation of 432N for particles with
an image diameter of 3 pixels.
Given the scope for parallelization in all the aforementioned time consum-
ing steps of open-source STB, we adopted OpenMP for this purpose. It is not
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the most efficient method, but it is easy to implement. It evenly assigns the
number of loops onto every available thread, thereby reducing the processing
time. A example of the total processing time for each step with one or six cores
of the same desktop is listed in table 3.1. The dataset used for these tests is a
synthetic data with 12,500 particles at a particle image density of 0.0125 ppp.
A significant improvement of speed from parallelization can be noted in the
table. For a higher particle image density, the time saved will increase even
further.





Computation N ·M4 N2 432 ·N
One core (one thread used) (s) 46 180 45
Six cores (two threads per core) (s) 14 20 7
The open-source STB can be run on different platforms, including HPC clus-
ters. For example, the Maryland Advanced Research Computing Center(MARCC)
is a cluster consisting of 23,000 cores with 2.6 GHz frequency. Besides the fact
that the code can process each dataset using multiple processors on MARCC,
many datasets can also be processed at the same time by submitting several
jobs together through the system, which can further decrease the processing
time.
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PERFORMANCE EVALUATION
A performance test was conducted to evaluate different aspects of the open-
source STB. Special attention has been paid to the uncertainty of the results
and the efficiency of the algorithm.
3.0.3 Synthetic images
Synthetic images were generated by using an isotropic turbulence data
from Johns Hopkins Turbulence database (JHTDB) (Li et al., 2008). Parti-
cles were tracked in the Lagrangian framework and their positions in each
frame are projected onto four cameras with the image resolution 1024 × 1024
pixels. The particle intensity profile is assumed to follow a Gaussian func-
tion I ipart(xi, yi, p) = ae−(bx
′2+cy′2) with x′ = (xi − xip) cosα + (yi − yip) sinα and
y′ = −(xi − xip) sinα + (yi − yip) cosα. (xi, yi) is the pixel position and (xip, yip)
is the center of the particle i. Constants a = 255, b = 0.9, c = 0.9 and α = 0
were used to simplify the particle intensity profile, and these parameters can
be calibrated using the optical transfer function (Schanz et al., 2012) that is
designed to specify the projection parameters in each sub-volume. The average
diameter of particles is around 3 pixels. Three sets of synthetic images with
image density of 0.0125, 0.025, and 0.05 ppp were created.
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3.0.4 Evaluation metrics
To evaluate the quality of the tracking results, each track identified by STB
will be matched with a synthetic track. Every particle on the matched track
was compared with each other. Four parameters were calculated to evaluate
the tracking results:
Coverage: For each track, coverage is the ratio between the number of
frames that can be linked by STB and the ideal track length from the synthetic
data.
Matching error: The matching error is the separation between detected and
synthetic particles. It is related to both the calibration error and triangulation
error.
Fragmentation index: This index measures the brokenness of a track. If one
complete track in the synthetic data becomes two broken ones after STB, this
number equals to two.
Correctness: This number measures the percentage of real (not ghost) par-
ticles. Ghost particles refer to particles that do not actually exist but appear
during the reconstruction. A number smaller than one indicates the existence
of ghost particles.
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3.0.5 Evaluation results
Only the parameter coverage was discussed by Schanz, Gesemann, and
Schröder (2016). In our case, the coverage reaches above 0.9991 even for
images with image density as high as 0.05 ppp. Only 0.9% of particles are
lost, which is slightly better than the 1.4% reported in Schanz, Gesemann, and
Schröder (ibid.). This may be attributed to the improved linear fit that retains
more correct tracks. The matching error is about 0.001 mm for all image den-
sities, which is much smaller than the average particle displacement of 0.06
mm between two consecutive frames. The fragmentation index for all image
densities is around 1.03, which is very close to the ideal case of 1, suggesting
that STB can detect almost all tracks without any break in the ideal zero-noise
synthetic datasets. Correctness is also 1 for all three cases, which is again
expected for a perfect dataset.
The algorithm was tested on a simple desktop with Intel i7-8700 six-core
3.2 GHz processors. For images with 12,500 particles, the processing time per
frame is around 5 s. In Schanz, Gesemann, and Schröder (ibid.), the code was
run on a high-end server at that time with dual Intel Xeon E5-2680 ten-core
processors at 2.8 GHz. The number of particles is 12,800, which is also sim-
ilar to ours. The run time of our code is 40% faster than the one reported in
Schanz, Gesemann, and Schröder (ibid.). The number of cores used in our case
is smaller, but each with a higher processing frequency. Therefore this direct
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comparison is not conclusive by any means because there are many things that
are not controlled. But this at least suggests the performance of our code is
comparable to, if not better than, the STB method reported by Schanz, Gese-
mann, and Schröder (2016).
The code has also been run on MARCC with ten jobs, and the processing
time per frame reduces to 1.2 s. Since MARCC is relatively old cluster, the
computing power of each core is significantly slower than ones in a desktop but
multiple cores can be utilized to speed up the process.













Figure 3.3: PDF of velocity fluctuation of both the synthetic data and the STB
results at the particle image density of 0.05 ppp
The final test of comparing the probability density function (PDF) of the
velocity fluctuation between the STB results and the simulation dataset with
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0.05 ppp particle image density is shown in figure 3.3. It is clear that the blue
symbols matches with the synthetic data very well, which shows that the open-
source STB can accurately capture the flow characteristics.
EXPERIMENTAL PROCEDURE
The open-source STB was applied to a dataset from the vertical water tun-
nel that was discussed in section 2. This tunnel was built to generate isotropic
turbulence at a high energy dissipation rate. All eight faces of the octagonal
test section were made of transparent acrylic plates. Four cameras were ar-
ranged around this test section with the top view shown in figure 3.4(a), along









Figure 3.4: (a) A schematic showing the top-view of camera positions around
the octagonal test section, (b) Picture of a transparent calibration target inside
the setup along with the cameras and the test section
Many factors tend to affect the performance of STB, such as lighting in-
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tensity, image noise, camera calibration, frame rate, particle size, and so on.
Among those factors, the calibration step is the key, which requires special
attention. In order to obtain accurate camera parameters for STB, an experi-
mental procedure was designed as follows:
1. Calibrate all cameras simultaneously with a (transparent) calibration
target.
2. Improve the calibration results using the Volume Self-calibration (VSC)
on a dataset with a low image density of particles. Our VSC is different
with the method introduced by Wieneke (2008).
(i) Seed the flow with low-concentration of tracers so that the image den-
sity of particles on all cameras is below 0.001 ppp.
(ii) Stir the flow and record the data; run STB on the data with a large
search radius to find all the possible tracks. Keeping a low image density
helps to make sure that all identified tracks are real, not ghost.
(iii) Use the tracks that are longer than certain length to perform VSC.
3. Conduct another VSC on high-image-density datasets.
(i) Directly conduct the actual experiment with the desired seeding den-
sity.
(ii) Use a few frames to run STB and find tracks.
(iii) Conduct VSC on detected tracks.
For the first step, calibration target is used. The target is an object with a
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printed pattern (dots or checkerboard) of known positions on the surface(s). It
helps to establish a correspondence between the 2D positions and 3D positions.
With the cameras covering the entire perimeter of the test section, there will
always be some cameras that have to look at the calibration pattern from the
back side. For our experiments, a transparent calibration target was used. An
array of dots with a spacing of 8 mm in both, x and z directions is laser etched
on one side of the surface. The target is placed such that minimum number
of cameras (only one in our case) view the target from behind. The refraction
index of the material used for the target is different from that of water and
thus causes calibration error. As shown in figure 3.5, for cameras vieweing the
target from behind, although the blue points printed on the target have known
3D positions, they are not directly used for calibration. The positions that
actually used for calibration are those “apparent points”, where the extension
of the light paths from the camera and target surface intersect, as shown by
the red symbols. After the initial calibration, a code was used to correct the
camera parameters based on the apparent points.
Tsai’s model (Tsai, 1987) was used to obtain the camera transfer function
in terms of camera parameters, including interior parameters, exterior param-
eters, and distortion coefficients. The least-square fit and nonlinear search
algorithm were used to optimize the parameters on the plane where the cal-
ibration target was located. Off-plane points could have larger uncertainties
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Figure 3.5: (a) the calibration configuration with two cameras looking at
the printed dots from front and one camera viewing the pattern from behind
through the transparent target (b) the difference between apparent points and
actual calibration dots viewed by the back camera due to the mismatched re-
fractive indices between the target and surrounding water.
and have to be optimized in a different way by using VSC.
Our VSC code is a non-linear optimization code to search for a set of camera
parameters that help to minimize the triangulation error of all particles. To
find particles with accurate positions, we require that (i) the particle image
density is so low that there is no ambiguity and all particles reconstructed
should be real even with a large search radius; (ii) the particles selected have to
be relatively uniformly distributed throughout the entire view volume; and (iii)
only particles that can be tracked for a long time will be used. After conducting
VSC on the low-image-density data, the parameters should be accurate enough
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to process the high-image-density data. VSC can be run one more time on the
high-image-density data to further improve the camera parameters.
Figure 3.6 shows the PDF of the triangulation error ε before VSC and af-
ter two-rounds of VSC. The error systematically decreases from 0.0218 mm
to 0.0186 mm after the low-image-density VSC, and continues to reduce to
0.0141 mm after the high-image-density VSC. The results show a significant
improvement, and the level of improvement depends on the initial calibration
and camera configuration.







Figure 3.6: PDF of the triangulation error ε of particles after running VSC on
the first low-image-density data and second high-image-density data
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PERFORMANCE ON EXPERIMENTAL DATA
An experiment was carried out in the vertical water tunnel according to the
experimental procedure described in the section 3.0.5 and the data was pro-
cessed with the open-source STB. The mean particle image density was 0.0195
ppp with a total of 9,600 particles in the view volume. Note that the total num-
ber of particles seem to be lower than the one reported by Schanz, Gesemann,
and Schröder (2016). However, this dataset is imaged by using a back-lighting,
which is subjected to higher image noise due to defocused particles outside the
view volume. Trajectories over 50 frames are plotted in figure 3.7 color coded
with their velocity magnitudes. Each trajectory was filtered by a Gaussian
function to acquire smoothed position, velocity, and acceleration. The differ-
ence between the smoothed and raw positions is used to quantify the trajectory
quality. For this test dataset, the averaged difference is around 0.01 mm, which
is similar to the most probable triangulation error as shown in figure 3.6.
For each experiment, the camera memory can store 20,000 frames and for
four high-speed cameras, it took about 4 seconds of data acquisition. The total
data takes about 30 minutes to transfer to a local hard drive and another three
hours to upload to MARCC. The processing time of one such dataset on MARCC
is about one day if we run 10 jobs at the same time. If the calculation was
instead directly performed on the desktop that had the data, the total run time
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Figure 3.7: Sample trajectories from one experimental data at the image den-
sity of 0.0195 ppp
would be around four days, and that is only for one dataset taken within 4 s.
This demonstrates the importance of performing data processing on a HPC.
Another interesting finding is that the high-image-density datasets also make
the post-processing slow, especially for statistics that need to take a pair of
particles viz. structure function or particle dispersion statistics. Therefore, it
makes sense to move the data analysis to HPC in order to make the entire
process manageable.
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CONCLUSION
An open-source STB was developed and evaluated with three sets of syn-
thetic images at the image density of 0.0125, 0.025 and 0.05 ppp. The results
were evaluated with four metrics, including coverage, matching error, frag-
mentation index, and correctness. The evaluation shows that the open-source
STB performs similarly to the original STB reported by Schanz, Gesemann,
and Schröder (2016). The coverage can reach 0.999 even at an image density
of 0.05 ppp. Both the fragmentation index and correctness also show that the
open-source STB is robust and can produce almost perfect results for a noise-
free synthetic dataset.
The advantage of the open-source STB is that it is parallelized and can
be executed on a high-performance computing cluster. The resources on HPC
enables running multiple data at the same time. Careful algorithm efficiency
analysis and tests were conducted to evaluate the time consumed in each step.
The processing time on a desktop of the open-source STB is 40% faster than
the reported value on a high-end server that was used in 2016. When running
on a HPC, the processing is faster by a factor of four. This number can be easily
increased by running more jobs at the same time.
An in-house VSC code is also implemented for STB. The code is designed for
improving camera calibration. In contrast to the VSC reported before, the de-
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signed VSC needs to run on a low-image-density data before running it again
on a high-image-density data in order to ensure an improvement in the cali-
bration.
Finally, the code was tested on an experimental dataset with 0.0195 ppp
particle image density on noise particle shadow images, showing promising
results. We hope that this open-source STB, available for public use on the
GitHub repository Tan (2020 (accessed June 10, 2020)), will be of value to




Lift and drag coefficients of deformable
bubbles in intense turbulence
determined from bubble rise velocity
We experimentally investigate the rise velocity of finite-sized bubbles in tur-
bulence with a high energy dissipation rate of ε ∼ 0.5 m2/s3. In contrast to a 30-
40% reduction in rise velocity previously reported in weak turbulence (the Weber
number (We) is much smaller than the Eötvös number (Eo); We 1 < Eo), the
bubble rise velocity in intense turbulence shows a surprising new behavior: an
abrupt transition from an order of magnitude slower to a factor of two faster
than rising in an otherwise quiescent medium. This transition occurs where We
increases from below one to above one, underscoring the key role played by the
turbulence-induced deformation. We also formulate a model based on bubble-
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eddy coupling, and the results show excellent agreement with not only our data
in intense turbulence but also other works in weak turbulence. The model also
helps us to extract the lift and drag coefficients of bubbles in intense turbulence
for a wide range of Weber and Reynolds numbers in situ.
INTRODUCTION
Leonardo da Vinci’s famous drawing of bubbles entrained in turbulent wa-
ter as it falls from a sluice into a pool clearly depicts a sophisticated inter-
action between organized turbulence structures and bubbles. This complex
interaction has inspired decades of seemingly-parallel research on (i) coher-
ent structures, which are often described as “eddies” or “vortices”, in turbu-
lence (She, Jackson, and Orszag, 1990) and (ii) the non-rectilinear rising mo-
tion of finite-sized deformable bubbles (Magnaudet and Eames, 2000; Mou-
gin and Magnaudet, 2001; Ern et al., 2012). Although each subject repre-
sents a complex problem in and of itself, the coupling between them (Lohse,
2018; Mathai, Lohse, and Sun, 2020)—especially as bubbles get deformed by
the nearby turbulent eddies—poses formidable challenges in relation to many
applications, including aerobic reactors (Kawase and Moo-Young, 1990) and
bubble-mediated gas transfer in the ocean (Woolf, 1997; Boettcher, Fineberg,
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and Lathrop, 2000).
In turbulence, the bubble-vortex interaction is known to affect the ensemble-
averaged mean bubble rise velocity 〈wb〉. Wang and Maxey (1993b) showed that
〈wb〉 of micro-bubbles in forced isotropic turbulence decreases by 33% when com-
pared to that seen in an otherwise quiescent medium, and this difference was
attributed to bubbles being trapped in high-vorticity, low-pressure vortex cores.
Spelt and Biesheuvel (1997) proposed a different mechanism, suggesting that
bubbles tend to preferentially sample the downward flows in turbulence, which
effectively reduces 〈wb〉 by up to 50%. In addition to these simulation results,
similar experimental studies were also carried out by measuring 〈wb〉 in water
tunnels driven by passive (Aliseda and Lasheras, 2011) or active grids (Poorte
and Biesheuvel, 2002; Prakash et al., 2012). Despite the difference in bubble
sizes (0.5 mm–1.5 mm), the findings are both qualitatively and quantitatively
consistent with the numerical results. These results support the notion that
〈wb〉 decreases due to either vortex trapping or preferential sampling.
Bubbles traveling in turbulence are subjected to multiple hydrodynamic
forces including buoyancy, drag, lift, added mass, Basset history, and pressure
forces (Magnaudet and Eames, 2000; Sridhar and Katz, 1995). It is often diffi-
cult to isolate the effects of individual forces on 〈wb〉 from experimental results
because, compared with the number of unknowns, not many quantities can be
directly measured. Mazzitelli, Lohse, and Toschi (2003) performed direct nu-
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merical simulations (DNS) to account for two-way couplings. By switching the
lift force on and off, they demonstrated that the addition of lift force enhances
the probability of bubbles preferentially sampling downward flows in turbu-
lence. When lift was turned off, the bubbles accumulated at the center of the
eddies (Wang and Maxey, 1993b).
Loisy and Naso (2017) conducted a DNS of deformable bubbles rising in tur-
bulence. Their work confirmed the earlier results obtained by Wang and Maxey
(1993b) and Spelt and Biesheuvel (1997), indicating that both preferential sam-
pling and vortex trapping are present in turbulent bubbly flows. Furthermore,
they suggested that the velocity ratio β = u′/〈wb〉 (u′ is the turbulent fluctuation
velocity) determines which mechanism is at play. The reduction in velocity is
primarily driven by preferential downward sampling for β < 1, whereas vortex
trapping dominates for β > 1.
Most prior studies have focused on understanding the bubble dynamics in
high-Reλ turbulence (Reλ = u′λ/ν), where λ is the Taylor micro-scale and ν is
the kinematic viscosity. u′ is the velocity scale that is typically associated with
eddies of size L (the integral length scale) (Frisch, 1995). However, bubbles
with size D in the inertial subrange (η  D  L, η is the Kolmogorov length
scale) interact more frequently with eddies of a similar size D rather than
with flow structures much larger or much smaller. Based on this argument,
a more relevant velocity scale would be the eddy velocity scale at the bubble
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size: uD ∼ (εD)1/3 (Frisch, 1995). In most previous experiments conducted
in systems with small ε, the bubble rise velocity 〈wb〉 is much larger than uD,
which indicates that the bubble dynamics is primarily dominated by buoyancy
rather than turbulence.
The objective of this research is to experimentally study 〈wb〉 of finite-sized
bubbles in a different regime 〈wb〉/uD1. It happens that, in this regime, bub-
ble deformation induced by turbulence starts to become important. In §4, the
relevant dimensionless numbers will be introduced and explained. In §4, we
provide in-depth discussions of our two-phase simultaneous measurements.
Details concerning the data analysis process and a simple model are then ad-
dressed in §4. In particular, we describe how we extract the lift and drag coef-
ficients of deforming bubbles in turbulence.
DIMENSIONLESS NUMBERS
The first dimensionless number that comes to mind for virtually any fluid
dynamics problems is the Reynolds number, more specifically the Taylor-scale
Reynolds number Rλ as is customary in homogeneous and isotropic turbulence.
Rλ sets the scale separation between L and η. In the context of bubble dynamics
in turbulence, as long as Rλ is large enough so that η  D  L is satisfied, Rλ
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is not important.
For bubbles with 〈wb〉/uD1, turbulence stresses turn out to be sufficiently
large to deform bubbles. The key dimensionless number to quantify deforma-
tion is the Weber number, We = 2.13ρ(εD)2/3D/σ (2.13 is the Kolmogorov con-
stant for the second-order longitudinal structure function), which measures
the ratio between the dynamic pressure gradients and the restoring Laplace
pressure driven by the surface tension (Kolmogorov, 1949; Hinze, 1955). When
We1, the turbulence-induced deformation starts to become important. Mean-
while, given that we focus primarily on air bubbles in water with large density
difference between the two phases, the buoyancy-induced deformation, mea-
sured by the Eötvös number Eo = ∆ρgD2/σ, could also be important.
For weak turbulence (small ε; ε  0.5 m2/s3), millimeter-sized bubbles are
either solely deformed by buoyancy Eo > 1  We or completely spherical
1 > Eo We. SinceWe ∼ D5/3,We can be larger than one for large centimeter-
sized bubbles, which may lead to a conclusion that the turbulence-induced de-
formation can still be important in weak turbulence. However, Eo ∼ D2 grows
faster than We as D increases; for bubbles with We > 1 in weak turbulence,
their Eo is significantly larger. For example, in turbulence with ε ≈ 10−3 m2/s3
(Mercado et al., 2012), We becomes larger than one if D > 33 mm. At that
size, Eo = 148, which is more than two orders of magnitude larger than We,
indicating a dominant role played by buoyancy.
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The turbulence-induced deformation starts to play a role if WeEo > 1. This
relationship can actually be solved to determine the range of the bubble size
and minimum ε needed: ε > 0.57 m2/s3. Much lower than this number, bub-
bles will either stay spherical or be deformed primarily by buoyancy, never by
turbulence, regardless of the bubble size. Throughout the rest of this chapter,
weak turbulence refers to turbulence with low ε 0.5 m2/s3, which also means
Eo  We and We  1. Strong turbulence represents turbulence with high
ε ∼ 0.5 m2/s3. At this ε, there will be a range of bubble sizes (D ≈ 2–3 mm) that
satisfies the criterion of We ∼ Eo > 1.
It would be tempting to relate the non-dimensionalized velocity 〈wb〉/uD
to either We or Eo. But it is easy to show that Eo/We = (〈wb〉/uD)2/2.13 if
〈wb〉 =
√
gD. This relationship implies that these dimensionless groups are
not independent. In other words, 〈wb〉/uD < 1 and We > Eo are equivalent
conditions. So rather than adopting the dimensionless forms, in this work, we
decide to present 〈wb〉 as a function of bubble physical size D. Nevertheless, the
dimensionless lift and drag coefficients can still be linked to We, Eo, and the
bubble-scale Reynolds number Reb.
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Figure 4.1: (Sample of reconstructed 3D tracer tracks around a bubble (Ma-
suk, Salibindla, and Ni, 2019). The instantaneous velocity magnitude of both
the bubble and surrounding tracers are color coded.
.
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EXPERIMENTALLY MEASURED QUANTITIES
The experiments were conducted in the V-ONSET setup that was discussed
in section §2. Furthermore, in section §2.0.3, we mentioned that six high-
speed cameras were used to capture the flow via back-lighting that simulta-
neously casts a shadow of the bubbles and surrounding tracer particles onto
the cameras. The collected images were processed by a virtual-camera visual
hull method (Masuk, Salibindla, and Ni, 2019) to optimize the geometry by
enforcing constraints imposed by the surface tension. After reconstruction, we
tracked the center of mass of roughly 47,000 bubbles (an example of such is
shown in figure 4.1). The trajectory of each bubble, on average, consists of
200–250 frames. In total, about 107 data points of the local vertical bubble
velocity uz,b were collected. Simultaneously, the mean volumetric flow rate of
water through the tunnel is monitored by a digital flow meter, from which the
mean vertical flow velocity w, averaged over the entire cross section, can be
determined. w has to be subtracted from uz,b to obtain the bubble rise velocity
wb = uz,b − w.
In addition, in each frame, over 7,000 tracer particles were tracked simul-
taneously using our in-house high-concentration particle tracking code (Tan et
al., 2020a, 2019). A snapshot of our 3D reconstructed results, including both
3D bubble geometry and 3D tracks of surrounding tracers, is shown in figure
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4.1. Within a certain search radius (SR=1.5–3 D) from the center of a bubble,
N tracer particles can be identified (N ranges from 5 to 30 particles). Averag-





z,l/N at the center of the bubble. In the governing equa-
tion (equation 4.1 in Sec. §4) for bubbles (Magnaudet and Eames, 2000), it is
clearly stated that the fluid velocity used has to be the unperturbed ambient
flow taken at the center of a bubble if the bubble was not there. The local flow
velocity ws, averaged across a small region where bubbles passed by, is found
to be larger than w for the remaining regions because rising bubbles always
drag surrounding fluid with them (Liu et al., 2005; Lewandowski et al., 2018;
Risso, 2018). This perturbed flow ws has to be subtracted from uz,l to estimate
the unperturbed vertical flow velocity, i.e. wl = uz,l − ws.
RESULTS AND DISCUSSION
Figure 4.2 shows the ensemble average of bubble rise velocity 〈wb〉 as a
function of bubble size. Three groups of data, including bubbles rising in a
quiescent medium (Clift, Grace, and Weber, 2005), weak turbulence (We Eo,
ε = 1.3×10−4–6×10−3 m2/s3) (Poorte and Biesheuvel, 2002; Prakash et al., 2012;
Aliseda and Lasheras, 2011), and our experiments (strong turbulence, ε = 0.5
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Figure 4.2: Mean bubble rise velocity 〈wb〉 as a function of bubble diameter D
in purified water (Clift, Grace, and Weber, 2005)(purple crosses); contaminated
water (Clift, Grace, and Weber, 2005)(grey circles); weak turbulence (We 1 <
Eo), including Aliseda and Lasheras (2011)(green down triangles), Poorte and
Biesheuvel (2002)(cyan stars), and Prakash et al. (2012)(yellow diamionds);
and our experiments for intense turbulence (red squares). Lines represent the
model prediction for different conditions. The solid black line is calculated
from our model, based on equations 4.3 –4.5 at a high ε = 0.5 m2/s3. The purple
shaded area represents the model prediction for weak turbulence (We  1 <
Eo) with ε = 1.3× 10−4–6× 10−3 m2/s3 in clean water. Inset: It shows the same
model prediction but using two lift models as shown in equation 4.8 and figure
4.3(b).
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m2/s3), are shown and compared to each other. For bubbles rising in a quies-
cent medium, 〈wb〉 of small bubbles increases as D grows because of buoyancy.
For large bubbles, the pressure drag induced by flow separation and wake for-
mation limits 〈wb〉. When the background flow becomes weakly turbulent, 〈wb〉
still maintains a trend similar to what has been observed for bubbles rising in
an otherwise quiescent medium, but the magnitude is about 30–40 % smaller.
Once ε reaches 0.5 m2/s3 (We becomes important), a clear deviation from
both the quiescent and weakly turbulent cases is observed; not just the mag-
nitude, the entire dependence of 〈wb〉 on the bubble size D is altered. Three
regimes are clearly observed: (i) 〈wb〉 drops by a factor of two as D grows from
0.5 mm (13.5 η) to 0.8 mm (21.3 η), as shown in the inset of figure 4.2; (ii) 〈wb〉
increases by over an order of magnitude for D =0.8–2.2 mm (21.3–58.5 η); at
2.2 mm, 〈wb〉 finally recovers the value in a quiescent medium; (iii) For D =2.2–
10 mm (58.5–266 η), 〈wb〉 continues to grow, exceeding the bubble rise velocity
in a quiescent medium, although at a reduced growth rate. In sum, 〈wb〉 varies
from a factor of 11 (small bubbles) below that in a quiescent medium to almost
two times above.
The observed change of 〈wb〉 in intense turbulence must be a result of the
coupling between bubbles and surrounding turbulent flows. To estimate the
nearby flow velocity, similar to 〈wb〉, 〈wl〉 is determined by performing an en-
semble average of wl over all bubbles of a particular size D. Figure 4.3(a)
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Figure 4.3: (a) The normalized mean vertical flow velocity 〈wl〉 as a function
of the bubble size D. 〈wl〉 are calculated based on three different search radii
(SR) to find tracer particles around bubbles. (b) The lift coefficient CL as a
function of bubble size. Yellow triangle is obtained from 〈wl〉 and 〈wb〉 based
on equation 4.4. Other symbols represent results from laminar shear flows
for air-water systems, which were fitted with a piece-wise linear function for
purified (dotted red line, equation 4.6) and contaminated water (dash-dotted
purple line, equation 4.7). Cyan dashed line and black solid line (equation 4.9)
are the revised lift models for intense turbulence. The vertical dashed lines
in both plots mark the transition point where turbulence-based We increases
beyond 1. Two 3D green blobs show the reconstructed 3D shape of small and
large bubbles.
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shows 〈wl〉 as a function of the bubble size D. 〈wl〉 being negative for small
bubbles clearly shows that the nearby flows around small bubbles, on average,
move downward. 〈wl〉 increases, crosses zero, and finally becomes positive as
D grows, implying that the flows switch from hindering to assisting the ris-
ing motion of bubbles, which qualitatively explains why 〈wb〉 exhibits such a
dramatic change in figure 4.2. Different symbols in figure 4.3(a) correspond to
different search radii (SR) used for selecting tracer particles around a bubble to
estimate wl. Note that very few particles can be triangulated within 1D away
from the bubble center as tracers close to a bubble can be easily shadowed
by the bubble itself. Nevertheless, as flows in the close vicinity of a bubble
(SR< 1D) are heavily modulated by the bubble motion, excluding these tracers
from the statistics could help to avoid the statistical bias. From SR = 1.5D to
3D, although with some variations, the observed trend of 〈wl〉 seems to be con-
sistent and insensitive to SR for bubbles with D > 1 mm. As SR also affects the
number of tracer particles included for calculating 〈wl〉, this consistent trend
also implies well-converged statistics for bubbles with D > 1 mm. For small
bubbles, results become sensitive to SR because of the insufficient number of
tracers found within such a small SR.
Independent measurements of bubbles and surrounding tracers provide a
consistent picture that bubbles of different sizes seem to be preferentially swept
to regions with apparently opposing flow directions. The proposed mechanism
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of preferential sampling seems to be borne out by the observed trend of 〈wl〉.
The surprising new finding is that bubbles do not always preferentially sample
the downward flow side; The flow direction can be reversed for bubbles of large
sizes. On the other hand, it may also imply that the vortex trapping idea does
not apply to large bubbles, as vortex trapping is often linked to the pressure
gradient force without considering the lift force. As a result, bubbles of all sizes
would end up being trapped in the center of eddies with an overall reduced rise
velocity, which does not agree with our observation.
To understand the reason behind the reversal of the preferential sampling
direction, we start from the governing equation for finite-sized bubbles re-







+ Vb(ρl − ρb)gêz +
ρl
2
ACD(ul − ub)|ul − ub|+





where ρl and ρb are the density of water and gas, respectively. Vb is bubble
volume; A is the projected area of a sphere with an equivalent volume of the
bubble. ul is the velocity of the unperturbed ambient flow taken at the centre
of the bubble; Fb is the Basset history force. CD, CL, and CA are the drag
coefficient, lift coefficient, and added mass coefficient, respectively.
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as 〈Dul/Dt〉 = 0 and 〈Dub/Dt〉 = 0 in homogeneous and isotropic turbulence,
and the unsteady forces, including added mass and the Basset history force,
become zero. In addition, the slip velocity between the two phases 〈ul − ub〉 is
zero along the lateral directions and nonzero only along the vertical direction,
which have been directly calculated from experiments and confirmed: 〈ul −
ub〉 = 〈(wl−wb)〉 = 〈wl〉 − 〈wb〉. The same principle applies to 〈(ul−ub)|ul−ub|〉:
only the vertical direction survives after the ensemble average: 〈(ul − ub)|ul −
ub|〉 ≈ (〈wb〉 − 〈wl〉)2.
The remaining two terms, both lift and the pressure force, are associated
with 〈∇ × ul〉. We assume that the interaction between a bubble and its sur-
rounding flows can be modeled as a bubble interacting with local shear with
shear rate of γ = 〈∇ × ul〉 = d〈wl〉/dx, as depicted in figure 4.4. In the mean
pressure force Fp = Vb〈∇Pw/2〉, solving the Poisson equation for pressure yields
∇Pw = ∂Pw(x)/∂x = ρlγ2xêx. It indicates that the pressure force acts mainly
along the horizontal direction êx. For the same configuration, the ensemble
average of lift FL = ρlCL(ul−ub)× (∇×ul) can be approximated as ρlCL(〈wl〉 −
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Figure 4.4: Schematic of a model for bubble interacting with a uniform shear
flow of constant shear rate (γ) to represent the ensemble-averaged bubble-eddy
interaction. Four forces experienced by the bubble in equation 4.2 must balance
with each other along two orthogonal directions.
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〈wb〉)|γ|êx. In figure 4.4, it may seem that we picked the flow orientation so
that the direction of FL, i.e. êx, aligns with that of Fp. But this is not a coin-
cidence. As shown in the vector equation 4.2, out of four terms, buoyancy and
the ensemble-averaged drag are along the vertical direction, êz . The remain-
ing two terms either have to share the same direction, or both of them have to
be zero.
Following this argument, equation 4.2 can be written as two explicit equa-
tions along the vertical and lateral directions:
Vb(ρl − ρb)gêz =
1
2
ACD(〈wb〉 − 〈wl〉)2êz (4.3)
ρlCL(〈wl〉 − 〈wb〉)|γ|êx = ρlγ2x0êx (4.4)
where x0 represents the steady lateral location of bubbles within the shear
flow (figure 4.4). The mean flow velocity 〈wl〉 at this location can be calculated:
〈wl〉 = γx0 (4.5)
Positive or negative values of x0 represent a bubble being swept to the up-
ward or downward side of the shear, respectively. γ scales with the velocity gra-
dient of scale D, which can be related to the transverse second-order structure
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This is where ε enters the model.
Equations 4.3 to 4.5 provide a simple model for the ensemble-averaged fluid
and bubble velocity, which can be measured directly from our experiments.
There are three unknowns in these three equations: CD, CL, and x0. This indi-
cates that these three unknowns can be linked to the measured results exactly
without any fitting parameters. Solving these linear equations is straightfor-
ward. For example, from equation 4.4, x0 = CL(〈wl〉 − 〈wb〉)/γ. As shown in fig-
ure 4.4, once x0 is known based on equation 4.5, the flow velocity experienced
by bubbles is simply the velocity at location x0: 〈wl〉 = γx0 = CL(〈wl〉 − 〈wb〉).
This relationship suggests that CL can be directly obtained from our mea-
surements of 〈wl〉 and 〈wb〉. The results are shown as yellow triangles in figure
4.3(b). Only one search radius SR = 3D is used as 〈wl〉 is not very sensitive to
SR. For small bubbles (D < 2 mm), CL is positive. As D increases, CL continues
to drop until it reaches a negative value of -0.23. This transition indicates an
inversion of the direction of this lateral lift.
Similar lift direction inversion has also been observed in different types
of flows: bubbles rising in laminar shear flows (Tomiyama et al., 2002; Di-
jkhuizen, Sint Annaland, and Kuipers, 2010; Hessenkemper, Ziegenhein, and
Lucas, 2019; Ziegenhein, Tomiyama, and Lucas, 2018) and bubbles in chan-
nel flows (Lu and Tryggvason, 2013, 2008; Dabiri, Lu, and Tryggvason, 2013).
Although neither one of these two cases is turbulent, the mean shear is large
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enough to allow for the lift force to drive bubbles in the lateral directions. It
was shown that small spherical bubbles tend to migrate towards low-speed side
whereas large deforming bubbles favor the opposing high-speed side (Tomiyama
et al., 2002) because of the interaction between shear and bubble deformation
(Lu and Tryggvason, 2008; Adoua, Legendre, and Magnaudet, 2009). Although
no mean shear exists in our system—flow is close to homogeneous and isotropic
(Masuk et al., 2019)—deformable bubbles could respond to the local shear cre-
ated by turbulent eddies.
To compare CL in the two systems more quantitatively, in figure 4.3(b), sev-
eral recent datasets of CL for bubbles rising in laminar shear flows (limited
to air-water systems) (Dijkhuizen, Sint Annaland, and Kuipers, 2010; Hes-
senkemper, Ziegenhein, and Lucas, 2019; Ziegenhein, Tomiyama, and Lucas,
2018) are also shown. All results are consistent—CL decays as D grows and
eventually it becomes negative, which marks the direction reversal of the bub-
ble transverse migration driven by lift. The transition location of CL is believed
to be associated with the buoyancy-induced deformation measured by Eo.
CL inversion seems to occur at a largerD for the buoyancy-induced deforma-
tion than for the turbulence-driven cases. This difference can be attributed to
different driving mechanisms of bubble deformation. In laminar shear flows,
bubble deformation is only driven by buoyancy, measured by Eo. In our ex-
periments, the lift inversion occurs when the bubble size increases from 2.2
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(We = 0.71) to 2.7 mm (We = 1.00). As We crosses from below to above one,
turbulence-induced bubble deformation becomes important. Note that this We
does not account for bubble slip velocity or turbulence intermittency, which will
only intensify the turbulence-induced deformation. Nevertheless, even without
other compounding effects, this Weber number alone already indicates a possi-
bility of an early lift inversion thanks to turbulence.
Other than the transition diameter, the trend of CL from our experiments
is very similar to that from laminar shear flows, both of which can be fitted
with piece-wise linear functions. For laminar shear flows, given the difference




0.45, Eo < 1.25 (pure water)
1.453− 0.9
√
Eo 1.25 < Eo < 4




0.78, Eo < 0.5 (contaminated)
1.453− 0.9
√
Eo 0.5 < Eo < 4
−0.23 4 < Eo
(4.7)
In figure 4.3(b), equations 4.6 and 4.7 are shown as the red dotted line and
purple dash-dotted line, respectively. The two equations are essentially the
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same; the only difference resides at the small-Eo limit. Note that these two
equations are different from the proposed more complicated correlations by
Tomiyama et al. (2002), Hibiki and Ishii (2007), and Legendre and Magnaudet
(1998); and Dijkhuizen, Sint Annaland, and Kuipers (2010) (All these proposed
models are not compatible among themselves). But the piece-wise linear corre-
lations provide equally good fits for the data.
When turbulence becomes important (WeEo), the lift equation is adjusted
to using We rather than Eo. Since many tracer particles are present in our
system, bubble behaviors in our system should be similar to that in a contam-
inated case (equation 4.7). Based on this argument, by adopting the same
two limiting values of CL from equation 4.7, a new equation of CL for the
turbulence-induced deformation is obtained:
CL =

0.78 (2.671We3/5) We < 0.1,
1.25− 1.608We3/5 0.1 < We < 0.9
−0.23 0.9 < We
(4.8)
The equation is shown as the cyan dashed line in figure 4.3(b). Equation
4.8 seems to agree with the data very well. Note that both equations 4.7 and
4.8 are piece-wise linear as a function of the bubble size D. Once Eo and We
are used, the equations become dependent on
√
Eo and We3/5 simply because
Eo ∼ D2 and We ∼ D5/3.
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The agreement between equation 4.8 and data is not perfect for small bub-
bles (D < 1 mm) because many bubbles do not have adequate number of tracer
particles within a small search radius SR = 3D to calculate 〈wl〉. Unfortu-
nately, this range is crucial to constrain the behavior of CL for small bubbles,
regarding which the community has not reached a consensus. CL could either
be constant (Ziegenhein, Tomiyama, and Lucas, 2018; Hibiki and Ishii, 2007)
or drop down to zero (Tomiyama et al., 2002). Equation 4.8 lists two possibil-
ities of CL for We < 0.1: CL either stays constant at 0.78 (cyan dashed line in
figure 4.3(b)) or decreases from 0.78 to 0 linearly as D decreases from 0.8 mm
to zero: 2.671We3/5 (solid line). Both of these lines are also shown in figure
4.3(a).
Once CL is known, the last unknown CD can be determined from equa-
tion 4.3. Figure 4.5 shows the calculated CD (blue circles) as a function of the
bubble-scale Reynolds number, defined as Reb = (〈wl〉 − 〈wb〉)D/ν. For compari-
son, CD from other experiments (Tomiyama et al., 1998; Ishii and Zuber, 1979;
Ishii and Chawla, 1979; Loth, 2008), including both clean and contaminated
water, are also compiled in the same figure.
For small bubbles (Reb < 400), our results agree with Tomiyama’s data
(Tomiyama et al., 1998) on bubbles rising in contaminated water (magenta
triangles) very well. As Reb exceeds 400, CD in intense turbulence becomes
systematically lower. Since it occurs in the range of Reb where pressure drag
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Figure 4.5: The drag coefficient for bubbles versus the bubble-size-based
Reynolds number Reb. Data obtained from our experiments are shown as blue
circles. The proposed corrected drag model is shown as the red solid line (equa-
tion 4.9). Previous works on bubbles rising in clean and contaminated quies-
cent water as well as different models are shown as symbols and lines, respec-
tively.
induced by bubble wake also significantly increases CD, it may imply that
turbulence modulates the bubble wake dynamics. The eddy turnover time
(τ =
√
4/3(ε−1/3r2/3)=36.7 ms for D = 4 mm) is much shorter than the wake
shedding period based on the Strouhal number calculation (τw = 100 ms for
D = 4 mm) (Lindt, 1972; Brücker, 1999). This suggests that it is challeng-
ing for a bubble to develop an established wake as the incoming flow direction
keeps varying. It may explain smaller CD observed in intense turbulence com-
pared to what has been found in a quiescent medium.
Here, we propose a corrected CD curve based on the turbulence-based Weber
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where f(Eo) = 8Eo/3(Eo + 4). Although the formulation seems long, it
is essentially a combination of three equations for three regimes: (i) solid
sphere model CD = 24/Reb(1 + 0.15Re0.687b ) (Clift and Gauvin, 1971) for small
bubbles with slightly-contaminated interfaces, (ii) the phase velocity model
CD = f(Eo) = 8Eo/3(Eo + 4) for large bubbles (Tomiyama et al., 1998), (iii)
Our corrected model based on the Weber number We. For We < 1, CD recovers
the original formulation of 8Eo/3(Eo + 4). For We > 1, drag for large Reb is
corrected to account for the modified wake effect. As shown in figure 4.5, this
revised curve fits well to the measured results of CD .
Based on equation 4.8 for CL and equation 4.9 for CD, we can finally explain
the surprising behavior of 〈wb〉 shown in figure 4.2. First of all, the overall
trend of this curve is determined primarily by the direction inversion of the
lateral lift. Intense turbulence with a large ε brings in two effects: (i) strong
local velocity gradient, which effectively increases the contribution of lift and
pressure gradient, and (ii) enhanced eddy velocity. The first effect can drasti-
cally change the mean bubble rise velocity as bubbles being swept to different
sides of eddies, and the second effect amplifies the magnitude change of 〈wb〉.
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The behavior of 〈wb〉 for small bubbles (D < 1 mm) is shown in the zoomed-in
figure 4.2 inset. Two lines correspond to two different CL curves provided in
equation 4.8. The solid line (CL = 2.671We3/5 (We < 0.1)) seems to agree with
〈wb〉 better.
Although our experiments were collected at a fixed ε, we found three prior
works (Poorte and Biesheuvel, 2002; Prakash et al., 2012; Aliseda and Lasheras,
2011) conducted at different ε (ranges from 1.3×10−4 to 6×10−3 m2/s3) that can
also be used to test the model. As ε < 0.1 m2/s3, We is much smaller than Eo
for bubbles of size D = 0.5–3 mm. Therefore, for these cases, bubble deforma-
tion is primarily driven by buoyancy, and the turbulence effect is secondary.
Moreover, in weak turbulence, We is not large enough to produce an early lift
inversion. As a result, both CL and CD will recover that in a quiescent medium
(red dotted line in figure 4.3(b) for CL, and dashed green line in figure 4.5 for
CD). Taking both effects into consideration, the model prediction of 〈wb〉 is
shown in figure 4.2 as the purple shaded area (area covers the range of ε used
in three works), which passes through all the reported values. This area is
indeed systematically lower than that in a quiescent medium by 20–40%. This
percentage change seems to be quite similar among these works despite a large
range of ε used, which could be attributed to the saturation of 〈wl〉. Since lift
scales with γ and the pressure force scales with γ2, for small ε, lift is always
dominant, pushing bubbles to the edge of an eddy and saturating 〈wl〉 at the
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maximum eddy velocity, ∼ γD/2.
SUMMARY
In summary, a new vertical water tunnel with a large energy dissipation
rate was developed to study bubble dynamics in intense turbulence, in which
turbulence-induced bubble deformation, measured by We, becomes close to or
larger than the buoyancy-induced deformation, quantified by Eo. Unlike other
previous works conducted in weak turbulence (Eo We), a surprising new be-
havior of bubble rise velocity has been observed: within a small range of bubble
sizes, bubble rise velocity transitions from an order of magnitude smaller to a
factor of two larger than that in an otherwise quiescent medium.
Simultaneous measurements of dense tracer particles around bubbles show
that flows around small bubbles move preferentially downward, hindering the
rising motion of bubbles. Opposite upward flows are observed surrounding
large bubbles, effectively increasing their rise velocity. This confirms the pro-
posed preferential sampling mechanism that bubbles with different sizes tend
to be swept to different regions in turbulence, rather than being trapped in the
center of eddies.
A model was derived by taking the ensemble average of both sides of the
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governing equation for bubble motion in turbulence. Since unsteady forces get
averaged out in the process, only four forces, lift, buoyancy, drag, and pressure
gradient, are left in the equation. Two pairs of forces, buoyancy versus drag
and lift versus pressure gradient, can be balanced along two orthogonal direc-
tions, which helps to utilize the measurable quantities, i.e. mean bubble and
flow vertical velocity to estimate the drag and lift coefficients.
The lift coefficient shows clear direction inversion, similar to what has been
extracted from experiments studying bubbles migrating in laminar shear flows.
But in intense turbulence, WeEo, the transition occurs at a smaller bubble size
when turbulence We switches from below to above one. The drag coefficient
is also modified for large bubbles. Strong turbulence potentially affects the
formation of bubble wakes, which leads to a smaller drag coefficient. This effect
also contributes to the enhanced rise velocity of bubbles. Finally, the model
has also been tested on other datasets from previous works conducted at lower
ε; excellent agreement between the model predictions and the experimental
results is observed without using any fitting parameters.
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Experimental investigation of the
added mass force of deformable bubbles
in intense turbulence
We present an experimental investigation of the added mass force and coef-
ficient (CA) of deformable gas bubbles in turbulence. Such a measurement is
made possible through a system that can track both phases simultaneously in
3D. The measured results provide two independent ways of estimating the bub-
ble acceleration: either directly determined from bubble trajectories or calcu-
lated from the surrounding tracers by using the added mass coefficient. The ac-
celeration standard deviation determined from these two methods have to agree
with each other, and such a constraint helps us to determine the added mass
coefficient. We found that the acceleration standard deviation seems to increase
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as bubble deformation becomes stronger, which suggests a reduced bubble ap-
parent inertia and a decrease in CA. To understand the dependence of CA with
the bubble aspect ratio, the probability density function of the relative orienta-
tion between the semi-major axis of deformed bubbles and the slip acceleration
in turbulence is shown. We clearly see that the bubble orientation is not random
in turbulence; rather, they are preferentially aligned with the slip acceleration.
The degree of this alignment increases as bubbles deform more. Finally, Lamb’s
analytical solutions for solid spheroids are employed to understand the trend
of CA. By using the measured bubble geometry and orientation, the predicted
trend of CA shows a good agreement with the measured results, suggesting that
the added mass force acting upon deformable bubbles in intense turbulence fol-
lows similar rules as those for solid spheroids with the same geometry and ori-
entation statistically
INTRODUCTION
Two-phase flows with deformable gas bubbles dispersed in a turbulent medium
are a common occurrence in natural flows, e.g. air bubbles entrained in break-
ing waves (Deane and Stokes, 2002) and industrial devices, e.g. chemical and
nuclear reactors (Michiyoshi and Serizawa, 1986; Jakobsen, 2008). Given the
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strong temporal and spatial flow fluctuations in intense turbulence, the dis-
persed phase is subject to intermittent flow accelerations, and thus experiences
an additional inertial force in order to accelerate or decelerate an apparent
mass of the surrounding fluid (Ishii and Hibiki, 2010). This unsteady force
is often referred to as the added mass force, FA (Lamb, 1924; Batchelor and
Batchelor, 1967; Brennen, 1982). In FA, other than the bubble volume and
the acceleration difference between the two phases (i.e. slip acceleration), a
free parameter was introduced, which is often referred to as the added mass
coefficient (CA).
For an object accelerating even in a simplified otherwise quiescent medium,
CA was found to be sensitive to (i) the object shape (Lamb, 1924; Brennen, 1982;
Newman, 1977; Kendoush, 2007); (ii) the object’s orientation with respect to
the slip acceleration (Lamb, 1924; Brennen, 1982); (iii) the local object concen-
tration, including the number of objects, the distance among themselves, and
their configurations (Zuber, 1964; Sankaranarayanan et al., 2002; Kendoush,
Sulaymon, and Mohammed, 2007; Pudasaini, 2019); and (iv) the boundary ef-
fects, including the object-boundary distance and boundary geometries (Acker-
mann and Arbhabhirama, 1964; Simcik, Ruzicka, and Drahoš, 2008). Further-
more, additional complications arise if any one of these parameters changes
over time (Magnaudet and Eames, 2000; Ohl, Tijink, and Prosperetti, 2003).
Although CA has a complex relationship with many parameters, it does not
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rely on the object size, as long as its volume does not change over time. CA is
also independent of the object-size-based Reynolds number (Wakaba and Bal-
achandar, 2007) and the material properties of either the object itself or its sur-
rounding fluid (Magnaudet, Rivero, and Fabre, 1995). Note that, although CA
does not depend on the material properties, the relative role of the added mass
force, compared with other hydrodynamic forces, is sensitive to the density ra-
tio between the two phases. For example, for heavy particles accelerating in
the air, since the apparent mass of the surrounding gas (mA) accelerated by the
particles is much lighter than the mass of the heavy particles themselves (mp),
the added mass force can be neglected. In the other extreme of air bubbles ac-
celerating in water, the added inertia far exceeds the inertia of the bubble itself
(mA  mp), thus underscoring the importance of the added mass force. It is im-
portant to note that, for both extremes, as long as the shape of the object is the
same, CA is identical (Mougin and Magnaudet, 2002; Mougin and Magnaudet,
2006). Whether the added mass force is important or not depends solely on the
density ratio between the two phases.
Given the importance of the added mass force to bubble dynamics in water,
attempts were made previously to investigate the effect of the bubble shape,
orientation and void fraction on CA, but limited to simple flow configurations.
De Vries, Luther, and Lohse (2002) experimentally investigated an induced
oscillation of a bubble after being tripped by a wire as it rises in water. The im-
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portance of the added mass force was highlighted by showing that, without it,
the observed bubble oscillation could not be reproduced. In addition, Sankara-
narayanan et al. (2002) determined the added mass coefficient of a mixture of
gas bubbles using the Lattice Boltzmann method. In this simulation, CA for
bubbles is shown to be sensitive to both the bubble deformation and the void
fraction. Other than these two cases, (Ohl, Tijink, and Prosperetti, 2003) per-
formed experiments on an expanding bubble due to the sudden drop of the am-
bient pressure. The time-varying bubble volume is shown to affect the added
mass force, although this effect is probably negligible in our case where the
bubble volume does not significantly change over time.
Furthermore, the added mass force was shown to be important for the path
instabilities of rising spheroidal bubbles in an otherwise quiescent medium
(Mathai, Lohse, and Sun, 2020; Mougin and Magnaudet, 2006; Cano-Lozano et
al., 2016). Lavrenteva, Prakash, and Nir (2016) studied the interaction of air
bubbles in low-Reynolds-number Taylor-Couette flow and demonstrated that
the added mass force played a key role in explaining the separation of neigh-
boring bubbles observed experimentally (Prakash et al., 2013). Although these
works clearly articulated the importance of the added mass force in a quies-
cent medium or low-Reynolds-number shear flows, it remains elusive how to
prescribe a correct CA for a deformable bubble subject to strong turbulent ac-
celerations where deformation and bubble orientations are also coupled with
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the surrounding flows.
The main objective of this manuscript is to experimentally investigate how
to characterize CA for deformable bubbles in turbulent bubbly flows. In §5,
we compile the current knowledge and analytical results of the value of CA for
a range of rigid geometries. In §5, we briefly provide a discussion of all the
quantities needed to estimate CA experimentally. The procedure to determine
CA, the results, and how they depend on the bubble relative orientation in
turbulence will be introduced in §5.0.1. §5.0.3 summarizes the work in this
chapter and presents remarks for future research.
ANALYTICAL SOLUTIONS OF THE ADDED MASS COEFFICIENT
Let us consider an object moving in an otherwise quiescent fluid at a con-
stant slip velocity (us). In such a steady scenario (the slip acceleration as =
Dus/Dt is zero), the force that the object experiences is the steady drag force.
However, when the object starts to accelerate (as 6= 0), in addition to the
drag force, the force acting on the object has to accelerate both the object
and its surrounding fluid. This extra layer of accelerating fluid essentially
adds to the object inertia (Newman, 1977), which is commonly referred to
as the added mass force. Alternatively, the added mass can be viewed as
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a way to measure the necessary work done by the object with volume Vb to
change the kinetic energy (K) of the surrounding fluid with density ρl (Bren-
nen, 2005). If K = 1/2CAρlVbu2s is the kinetic energy injected by the object
into the surrounding fluid, the added mass force can be estimated based on:
FA = (DK/Dt)/us = CAρlVbDus/Dt = mADus/Dt. Here mA is the added mass,
and FA and CA are the force and coefficient associated with mA, respectively.
The added mass coefficient, CA, is not a single value but rather a 6× 6 ten-
sor, which includes the acceleration of translational and rotational components
in all three directions (Lamb, 1924; Sadeghi and Incecik, 2005). In general,
the off-diagonal elements of this tensor are non-zero, implying that the trans-
lational and rotational accelerations can be fully coupled. This property results
in 36 unknowns that need to be determined at each time step for the instanta-
neous flow configuration and object orientation, which is impractical for experi-
mental measurements. The number of unknowns can be reduced for simplified
cases. For example, it has been found that the potential flow assumption ren-
ders the added mass tensor to be symmetric, thereby reducing the number of
coefficients to 21 (Brennen, 1982; Brennen, 2005).
Another possible simplification can be made through geometric symmetries,
such as spheres (Magnaudet, Rivero, and Fabre, 1995), cylinders (Sarpkaya,
1963, 1975), or spheroids (Lamb, 1924; Newman, 1977). The most simpli-
fied form of CA is available for a single spherical particle (with three axes of
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symmetry), where the matrix becomes purely diagonal with no secondary in-
duced accelerations. Lamb (1924) (article 92) analytically solved the added
mass coefficient of a sphere accelerating through fluid following a rectilinear
path and found that CA = 0.5 in the direction of motion. This finding was
followed by a series of experiments (Sridhar and Katz, 1995; Kendoush, Sulay-
mon, and Mohammed, 2007; Friedman and Katz, 2002) and numerical simu-
lations (Sankaranarayanan et al., 2002; Magnaudet, 1997; Maliska and Pal-
adino, 2006), and the value of CA = 0.5 was consistently reported or used in
different flow conditions.
A spheroid (oblate or prolate) or a cylinder is the simplest geometry to con-
sider after a sphere. Potential flow solution for a cylinder accelerating perpen-
dicular to its long axis showed that the added mass is equal to the mass of
the fluid displaced by the cylinder (Brennen, 1982) i.e., CA = 1. Furthermore,
extensive work has also been conducted to analyze the dependence of CA for a
cylinder under oscillating flows to understand the effect of vortex shedding on
CA (Sarpkaya, 1975). In addition to a cylinder, Lamb (1924) analytically solved
CA for both a prolate spheroid and an oblate spheroid in the articles 114 and
373 of his book, respectively. CA was found to be a function of the object aspect
ratio and whether the spheroid particle is accelerating along its long axis (end-
on) or its short axis (broadside-on). Figure 5.1 illustrates a prolate spheroid
and an oblate spheroid moving end-on or broadside-on. The analytical solu-
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tions for these four cases: prolate end-on (pe), prolate broadside-on (pb), oblate
end-on (oe), and oblate broadside-on (ob) are given as:
CpeA = α1/(2− α1); C
pb
A = β1/(2− β1); C
oe
A = α2/(2− α2); CobA = β2/(2− β2) (5.1)
where, α1 = (1 − e2)/e3(ln((1 + e)/(1 − e)) − 2e), β1 = (1 − e2)/e3(e/(1 − e2) −
1/2 ln((1 + e)/(1 − e))), α2 = 2/e3(e −
√
1− e2 sin−1 e), β2 = 1/e3(
√
1− e2 sin−1 e −
e(1 − e2)). Parameter e =
√
1− 1/χ2 is the eccentricity of an object along its
meridian, and χ = r1/r3 is the object aspect ratio. Moreover, Kendoush (2007)
provided a semi-analytical solution for oblate spheroidal bubbles rising in liq-
uid and found that the Lamb’s solution for oblate spheroids moving broadside-
on overestimates the value of CA at higher aspect ratios.
Although the analytical solutions of CA seem to work well for rigid particles
of different shapes (spheres, cylinders or spheroids) accelerating in different
flow conditions, little is known how to correctly model CA for deformable objects
whose shape keeps evolving, which is particularly challenging in a turbulent
environment as deformation is coupled with a rather complicated surrounding
flow. In this chapter, we intend to use simultaneous measurements of both
the phases to test if we can provide any experimental constraints to the added
mass coefficient of deforming bubbles in intense turbulence.
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Figure 5.1: Schematics of four configurations of accelerating spheroids with
known analytical solutions of CA, including (a) a prolate spheroid, and (b)
an oblate spheroid, accelerating along their semi-minor axis (broadside-on) or
semi-major axis (end-on).
109
CHAPTER 5. ADDED MASS COEFFICIENT OF DEFORMABLE BUBBLES
IN TURBULENCE
EXPERIMENTAL METHODS
Similar to the other works in chapters 3 and 4, the experiments in this work
were also conducted in the V-ONSET setup. From our flow measurements,
we have 6942 reliable 3D bubble trajectories and about 30–40 tracer particles
surrounding each bubble that will be used to extract the statistics of CA.
5.0.1 Summary of measurable quantities
In this section, we summarize the physical quantities that can be measured
through our experiments. Figure 5.2 shows an example trajectory of a bubble
that is about 400 frames in length. Here, the 3D-reconstructed bubble geome-
tries are plotted once every one hundred frames along the trajectory. From the
geometry, bubble size (D), aspect ratio (χ = r1/r3), and the orientation of both
semi-major (r̂1) and semi-minor (r̂3) axes can be acquired. Moreover, the 3D
locations of surface points on the reconstructed geometry can be averaged to
obtain the center of mass of the bubble, which was tracked over time to con-
struct the bubble trajectory.
Bubble tracks are then convoluted with a Gaussian kernel to obtain the bub-
ble velocity (ub) and acceleration (ab) along their trajectories (Mordant, Craw-
ford, and Bodenschatz, 2004). The Gaussian kernel acts effectively as a high-
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Aij = Sij + Ωij
~ ~ ~
Figure 5.2: Reconstructed three-dimensional trajectory of a bubble (D = 5.1
mm) over 0.1 s (400 frames). The 3D reconstructed bubble geometries are only
shown one every hundred frames as green blobs. The grey arrows protruding
from the center of these 3D geometries represent the instantaneous bubble ve-
locities. A grey sphere around each bubble represents a search volume that is
used to seek tracer particles, whose locations for one time instant is marked
as yellow dots. Their velocity upl vectors are indicated in the zoomed-in pic-
ture. The blue arrows on one bubble represents all the relevant forces that the
bubble experiences.
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pass filter that reduces the position uncertainties to allow for an accurate es-
timation of velocity and acceleration. It is well known that the acceleration
variance is sensitive to noise and the selected filter length. To justify the fil-
ter length used, we follow the procedure introduced by (Voth et al., 2002). In
figure 5.3(a), the standard deviation of the bubble acceleration
√
〈a2b〉 in the
horizontal (x) direction is shown as a function of the temporal filter width (τ )
normalized by the Kolmogorov time scale, τη = 1.4 ms. The initial sharp decay
of
√
〈a2b〉 is due to the noise removal and the later gradual change is due to the
actual signal being smoothed out. The results are consistent with other pre-
vious findings (Voth et al., 2002; Ni, Huang, and Xia, 2012). It was suggested
that one can obtain a correct filter length by fitting the data with a superposi-
tion of a power law and an exponential function to respectively account for the
fast and slow decays. The fit is shown as the solid line, and the contribution of
only the exponential term is shown as the dashed line. The vertical intercept
of the dashed line at τ/τη = 0 provides the best estimate of the acceleration
variance. Based on the estimated value, the filter length of τ/τη = 0.58 was
used consistently to smooth the bubble trajectories.
The same procedure can be repeated to calculate the tracer velocity (upl )
and acceleration (apl ), in which the superscript p represents individual tracer
particles to distinguish from the locally-averaged fluid properties that will be
introduced later. In figure 5.3(a), the same filter-length test has also been per-
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Figure 5.3: (a) The standard deviation of one horizontal component of the
bubble and flow acceleration versus the filter length. For the solid lines and the
dashed lines, please see text; (b) Probability density functions of the normalized
bubble and tracer accelerations in the horizontal direction using a fixed filter
width of τ = 0.58τη. The dashed curve represents a Gaussian function with the
same variance as the corresponding data.
formed for tracer particles, and the results are very close to those of bubbles.
Therefore, the same filter length was adopted for both the phases. Finally, the
probability density functions (PDF) for ab and apl in two different directions are
shown, both of which exhibit a stretched exponential shape that is consistent
with previous works (Voth et al., 2002; Ni, Huang, and Xia, 2012).
As illustrated in figure 5.2, at each time instant along a bubble trajectory, a
search volume (gray semi-transparent sphere) of radius Ds/2 (Ds = 4D, where
D is the equivalent bubble diameter) is used to seek tracer particles with ve-
locity upl in the vicinity of a bubble at location x0. By applying the Taylor ex-
pansion, the flow field within this range can be decomposed into leading terms:
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l (x0 + x
p)/N is the local mean flow aver-
aged over N selected tracer particles. The same procedure can be repeated to




l (x0 + x
p)/N . Ãij indicates
the velocity gradient tensor around the bubble, and the tilde indicates that
this gradient is coarse-grained at the bubble size. The symmetric component
of Ãij is the coarse-grained strain rate tensor, S̃ij. In addition, xp is the separa-
tion vector directed from the bubble center at x0 to the pth tracer particle. Ãij
can be uniquely solved if we have four particles around a bubble. In practice,
on average, 30–40 particles were used to perform least-squares fits by seeking







2 (Ni et al., 2015a;
Pumir, Bodenschatz, and Xu, 2013). Several stringent criteria have been en-
forced to ensure that only the results with reliable Ãij will be included in the
statistics (Masuk, Salibindla, and R, 2020). Due to the limited particle concen-
tration, applying a search diameter of Ds tends to underestimate Ãij around a
bubble with size of D because of the larger-filter effect (Ds > D). Fortunately,
since both Ds and D are in the inertial range, by assuming a constant local en-
ergy dissipation rate, Ãij can be corrected with a factor of (Ds/D)2/3 to account
for the scale difference. Additional details using different Ds to confirm this
correction has been reported by Masuk, Salibindla, and R (ibid.).
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The governing force balance equation for a finite-sized bubble moving is









) + Vb(ρl − ρb)gêz +
ρl
2
AbCD(ul − ub)|ul − ub|+





where six terms on the right side of the equation represent the added mass
(FAM ), buoyancy (FG), drag (FD), lift (FL), pressure (FP ), and the Basset history
force (FB), in that order. ∇Pw is the pressure gradient of flow around the bubble,
and ul is the velocity of the unperturbed ambient flow taken at the centre of the
bubble if the bubble was not there. The equation also contains other constants,
including the gravitational constant g and the density of water and gas, i.e. ρl
and ρb. Vb is the bubble volume and Ab is the projected area of a sphere with an
equivalent volume of the bubble. In addition, CD, CL, and CA are the drag, lift,
and the added mass coefficient, respectively. In a previous work by Salibindla
et al. (2020), as shown in chapter 4, CD and CL for bubbles in intense turbulent
environments have already been determined based on the mean bubble and
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2.671We3/5 We < 0.1,
1.25− 1.608We3/5 0.1 < We < 0.9
−0.23 0.9 < We
(5.4)
where f(Eo) = 8Eo/3(Eo + 4) is a function of the Eötvös number, Eo =
(ρl − ρb)gD2/σ. The bubble Reynolds number and Weber number are defined
as: Reb = |ub − ul|D/νl and We = 2.13ρ(εD)2/3D/σ, respectively (2.13 is the
Kolmogorov constant for the second-order longitudinal structure function). We
determines the turbulence-induced deformation.







+ Vb(ρl − ρb)gêz + ρl2 AbCD(ul − ub)|ul − ub|
Vb(ρb + CAρl)
+
ρlCL(ul − ub)× (∇× ul)− 12Vb∇Pw
Vb(ρb + CAρl)
(5.5)
Here, compared with the added mass force, the Basset history force is as-
sumed to be small and neglected, and such an assumption will be examined in
§5.0.3. Most quantities on the right-hand side of equation 5.5 can be directly de-
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termined for any given bubble trajectories (an example is shown in figure 5.2),
including the instantaneous velocities (ub, ul) and accelerations (ab = Dub/Dt,
al = Dul/Dt) of both bubbles and surrounding flows. Velocity gradients (∇×ul)
can also be estimated based on the discussions in §5.0.1. For each time in-
stant along a bubble trajectory, the bubble size (D) was determined from the
3D shape reconstruction, which was used in equation 5.3 and 5.4 to calculate
the drag and lift coefficients, respectively. For this particular bubble shown in
figure 5.2, tracers within 2D away from the center of the bubble were selected
to calculate ul, al and ∇× ul. If CA is known, the entire right side of equation
5.5 can be calculated for each bubble trajectory.
Figure 5.4 shows two example time traces of the vertical bubble acceler-
ation, one for a weakly-deformed bubble and the other one for a strongly-
deformed case, in conjunction with the time trace of their respective aspect
ratios. For both cases, the bubble acceleration directly measured from the bub-
ble trajectory is shown as black circles, and the red dashed lines indicate the
calculations based on the right side of equation 5.5 by using CA = 0.5. For the
weakly-deformed case (figure 5.4(a)), it is evident that the time trace of the
calculated ab is close to that of the measured results. This agreement suggests
that, although the measurement uncertainties of the second-order quantities,
e.g. velocity gradients and acceleration, are relatively large, this framework
seems to work well and provides a reasonable prediction of ab. It also implies
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that, at least for many bubbles that are close to the spherical shape, the as-
sumption of using the added mass coefficient close to 0.5 seems to be reason-
able. Note that it is difficult to extract CA at each time instant because the
local acceleration could be affected by the fact that CA is a tensor instead of
a constant—one component of translational acceleration could be affected by
other components and surrounding rotational flows. Furthermore, compared
with the weakly-deformed case, applying CA = 0.5 seems to systematically
under-predict the acceleration fluctuation of the strongly-deformed bubble, as
shown in figure 5.4(b). This observation indicates that the acceleration fluctu-
ation and the added mass coefficient may be coupled, and both of them may
change as a function of the bubble deformation. Note that, strictly speaking,
equation 5.5 should only be applied to microbubbles with their sizes below the
Kolmogorov scale immersed in a surrounding linear flow. Here, we assume
that this equation also works for finite-sized bubbles with their surrounding
flows coarse-grained at the bubble size.
Before discussing the dependence of CA on the geometry of finite-sized de-
formable bubbles, we would like to identify a statistical quantity that can be
used to constrain CA. Given the fact that CA may play a role in determin-
ing the acceleration fluctuation, the PDFs of one component of the calculated
accelerations using two different CA are shown in Figure 5.6(a). For compar-
ison, the PDF of the measured bubble acceleration is also plotted. First of
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Figure 5.4: The time series of the vertical acceleration of (a) a weakly-
deformed bubble and (b) a strongly-deformed bubble. In conjunction with the
measured results, the calculated result of the acceleration from equation 5.5
using CA = 0.5 and the measured time series of the aspect ratio are also shown.
all, for both CA, the calculated acceleration PDFs show similar stretched expo-
nential shape, which is consistent not only with our observation but also with
many other previous fluid acceleration measurements in turbulence (La Porta
et al., 2001; Voth et al., 2002; Ni, Huang, and Xia, 2012). Applying CA = 0.5
appears to produce a PDF that shows an excellent agreement with the mea-
sured results. Since CA = 0.5 was derived for rigid spherical particles, this
agreement suggests that a large portion of our bubbles are not significantly
deformed, which is consistent with the fact that 81% of bubbles have an as-
pect ratio smaller than χ = 2. Despite the overall good agreement, some small
deviation at the tails for large acceleration is observed, which indicates that
CA = 0.5 may not work as well for bubbles experiencing strong acceleration.
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Figure 5.5: Probability density function of (a) the horizontal bubble acceler-
ation and (b) the horizontal bubble velocity, obtained from the measured data
(red square) and from equation 5.5 with two different CA of 0.3 (open circle)
and 0.5 (open square).
This observation will be further discussed later in this section. Moreover, as
one may clearly see, the calculated PDF by employing CA = 0.3 seems to spread
wider about the central value, systematically over-predicting the fluctuation of
the bubble acceleration. This is expected as a smaller CA suggests a reduced
effective bubble inertia; under the same hydrodynamic forces, bubbles tend to
experience larger accelerations.
In addition to the bubble acceleration, the same calculation has been re-
peated for the PDF of the bubble velocity to examine its sensitivity to CA. Sim-
ilar to the acceleration calculation, the bubble velocity can either be determined
directly from their trajectories, or by integrating the calculated bubble acceler-
ation through equation 5.5. The PDF of one component of the horizontal bubble
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Figure 5.6: (a) The standard deviation of the bubble acceleration, normalized
by the gravitational constant g, versus the bubble aspect ratio χ. Two symbols
represent two different directions. (b) The added mass coefficient, CA, versus
χ. The symbols are the same as those in (a). Four different lines represent CA
calculated based on Lamb’s model for spheroids of different aspect ratios and
configurations.
velocity calculated from such an integration using both CA = 0.3 and 0.5 are
shown in figure 5.5(b). Both PDFs agree well with each other and with the
measured results. Compared with the acceleration PDFs, the velocity PDFs
seem to be less sensitive to the value of CA. This is not surprising as many
events with strong acceleration fluctuations are probably smoothed out during
integration and thus not reflected in the velocity PDF.
Based on the previous tests, we conclude that CA can be constrained by
the spread of the acceleration PDF about the central value. The parameter
to measure this spread is the acceleration standard deviation. Moreover, CA
does not depend on the size of an object; it is only a function of its geometry.
121




〈a2b〉 in both horizontal and vertical directions are shown in figure
5.6(a) as a function of the bubble aspect ratio χ. Note that χ here represents
the track-averaged bubble aspect ratio. We also tried to condition
√
〈a2b〉 on the
instantaneous bubble aspect ratio, and the results are very similar to what is
shown in figure 5.6(a). It seems that
√
〈a2b〉 of both directions increase from
about ∼ 2g to ∼ 10g. Such a high value of
√
〈a2b〉 can be attributed to the
strong ambient turbulence around bubbles with an average energy dissipation
rate of 0.5 m2/s3 (Masuk et al., 2019). (Prakash et al., 2012) also performed
experiments to study the effect of ambient turbulence on bubble acceleration
and reported that, for bubbles in weak turbulence (ε ∼ 10−4 m2/s3), the standard
deviation of the vertical acceleration exceeds their horizontal counterpart by
g ≈ 10 m/s2. In our case, no significant difference in acceleration between two
directions is observed, probably because the buoyancy effect is overwhelmed
by the intense turbulence. The error bars in this figure were calculated by
dividing the entire data set into six equal subsets and calculating
√
〈a2b〉 among
these subsets, similar to what has been done before by Voth (2000).
To calculate CA for different χ, an iterative fit was performed. At the begin-
ning of each iteration, CA will be prescribed either based on the track-averaged
χ or the previous iteration.
√
〈a2b〉 is then calculated from the right-hand side
of equation 5.5. The difference of the calculated
√
〈a2b〉 and the ones measured
from experiments is used to correct CA. The iteration will continue until the
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〈a2b〉 using two methods is too small. For each χ, in addition
to the mean value, the uncertainty of CA is estimated by repeating the same
iterative fit to the upper and lower bounds of
√
〈a2b〉 (figure 5.6(a)).
The results of the estimated CA are shown in figure 5.6(b). First of all, in
the limit of spherical and isolated bubbles, CA should be equal to 0.5 based
on the analytical calculation that was discussed in §5. Although CA seems to
have a trend of getting close to 0.5 as χ reduces to one, it clearly overshoots
beyond 0.5 at χ = 1.25. One possible explanation for such a result is that bub-
bles in our case are not exactly isolated. In our experiments, the bubble vol-
ume concentration (φ) is kept close to 2%, striking a balance between acquiring
enough statistics within an affordable time period and possible contamination
due to bubble-bubble interaction. At this concentration, it has been shown that
the bubble-bubble interaction could have non-negligible effect on CA with the
largest reported value close to CA = 1 at φ = 2 % by Pudasaini (2019) and the
smallest value close to CA = 0.6 by Sankaranarayanan et al. (2002).
In addition, CA seems to gradually decrease as χ increases. To understand
this trend, we seek solutions from Lamb’s potential flow models. But in order to
use these models, one would need to know if the shape of deformed bubbles in
turbulence follows either prolate or oblate spheroids and along which direction
they are accelerating. However, prolate and oblate spheroids are ideal approx-
imations at extremes; a typical deformed bubble is somewhere in between. If
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Figure 5.7: Probability density function of the cosine of the angle between
the bubble semi-major axis (r̂1) and the slip acceleration (âs) for bubbles with
different aspect ratios χ.
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a criterion of r2 smaller or larger than (r1 + r3)/2 is used to separate prolate
from oblate in our experimental results, about 59% bubbles are close to prolate
spheroids, slightly higher than the remaining 41% oblate-like bubbles.
Figure 5.6(b) shows four lines calculated using the Lamb’s potential flow
model on spheroids (equation 5.1 in section §5) for prolate and oblate spheroids
accelerating either end-on or broadside-on. All four lines start from CA = 0.5
when χ = 1 as expected. For either prolate or oblate spheroids accelerating
end-on, CA reduces systematically as χ increases. For this case, an increasing
χ works effectively as a reducing frontal area as spheroids accelerate through
fluid, which results in a smaller volume of fluid that is being accelerated and
hence a smaller CA. The same principle also applies to the opposite limit, where
spheroids accelerate broadside-on. In this limit, as χ increases, the frontal area
increases and so does CA. In addition, CA of oblate spheroids increases much
more steeply compared to that of prolate spheroids because of the difference in
their broadside projected area.
If the deformation and orientation of bubbles are completely random in tur-
bulence, the estimated CA from our experiments should equal to the mean of all
scenarios, including both oblate spheroids and prolate spheroids moving either
end-on or broadside-on. However, figure 5.6(b) clearly shows that the mea-
sured results are closer to the end-on acceleration for either prolate or oblate
spheroids, which suggests that, instead of being completely random, there may
125
CHAPTER 5. ADDED MASS COEFFICIENT OF DEFORMABLE BUBBLES
IN TURBULENCE
be a preferential orientation between the bubble deformation and their relative
acceleration in turbulence.
To confirm this conjecture, the PDF of the alignment between the bubble
semi-major axis (r1) and slip acceleration (as), i.e. 〈âs · r̂1〉, for four different
aspect ratios are shown in figure 5.7. If their orientations are completely ran-
dom, the PDF of the dot product of the two unit vectors should follow a uniform
distribution. A peak at around zero would suggest a perpendicular orientation,
whereas a peak close to one would indicate an alignment between the two unit
vectors. It can be seen that, in figure 5.7, a consistent preferential alignment
between the bubble semi-major axis with the slip acceleration is observed for
all aspect ratios considered, suggesting that bubbles prefer to accelerate along
their semi-major axis (end-on). Moreover, such a preference seems to increase
with χ as strongly-deformed bubbles align better with the slip acceleration.
Therefore, putting together figures 5.7 and 5.6(b), it seems that the physical
reason that CA of bubbles in intense turbulence gradually decreases as χ in-
creases is because bubbles in strong turbulence prefer to deform and accelerate
along their semi-major axis.
In figure 5.6(b), the results of CA seem to agree with but slightly higher
than CpeA (prolate, blue solid line) and CoeA (oblate, red dashed line) predicted by
the Lamb’s theory for solid spheroids because these lines were calculated by
assuming a perfect end-on acceleration. However, the distribution of the cosine
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of the angle between âs and r̂1 shown in figure 5.7 is not a perfect delta function
at one; rather, bubbles in experiments have many other orientations that we
do not have analytical solutions of. Averaging over all these orientations will
inevitably make CA higher than the perfect end-on configuration where CA is
the smallest. This qualitatively explains the observed similarities and differ-
ences in CA between the measured results for deformable bubbles and Lamb’s
solutions for rigid spheroids.
5.0.3 Basset History force
The added mass force is not the only unsteady force that bubbles will expe-
rience in intense turbulence. The additional contribution that comes from the
history of boundary layer development induced by the varying slip acceleration








where the slip acceleration (ab − al) is integrated with the Basset history
kernel over previous time steps. For all the previous sections, this term is as-
sumed to be zero. This assumption can be directly tested from our experimen-
tal results because all parameters in FB, including the slip acceleration along
each bubble trajectory, have already been acquired. In addition, rather than
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integrating from 0 to the time instant t, we decide to integrate over 2τη before t
because the acceleration of the fluid phase typically decorrelates at around 2τη
(Voth et al., 2002). After integrating over each bubble trajectory to estimate
FB, we calculate the standard deviation of FB, which is about 20 times smaller
than that of FA. This difference suggests that the acceleration standard devi-
ation is dominated by the added mass force. Since the Basset history force is
associated with the history of the development of the viscous boundary layer,
for our bubbles with the bubble Reynolds number Reb ∼ 750, this force becomes
small. Moreover, in our calculation, including the Basset history force in the
added mass force for finite-sized bubbles may cause CA to be overestimated by
less than 5%, an uncertainty that is much smaller than other sources of error
indicated by the error bar for CA shown in figure 5.6(b). Finally, although we
can estimate FB from our experiments, our confidence of the calculated FB is
rather low, as it requires an integration of acceleration. But we are certain
that the standard deviation of FB is significantly overestimated because the
standard deviation contains a large contribution from the measurement uncer-
tainty that is accumulated and amplified through the integration. Given that
an overestimated FB is still much smaller than FA, ignoring the Basset his-
tory force for finite-sized bubbles transporting in turbulence is therefore well
justified.
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SUMMARY
Bubbles in turbulence are subject to multiple hydrodynamic forces that are
sensitive to the bubble geometry. Among them, the unsteady forces, such as the
added mass force and Basset history force, receive very little attention because
of the technical challenges to extract them reliably and systematically from ex-
periments, even though they could be important in turbulent flows. To address
this problem, we developed an experimental framework combining a vertical
water tunnel that produces intense turbulence with a diagnostic system that
can measure gas bubbles and their surrounding turbulence simultaneously.
The lift and drag coefficients in the governing equation of motion for bubbles
were determined from the mean velocity of bubbles and surrounding flows by
Salibindla et al. (2020). Using these two coefficients, the bubble instantaneous
acceleration can be estimated from the surrounding flow velocity and velocity
gradients coarse-grained at the bubble size. The bubble acceleration can also
be extracted from bubble trajectories directly. This independent estimation of
the bubble acceleration from the two phases provides a unique way of evalu-
ating the added mass force and coefficient. Note that the reliable extraction
of the added mass coefficient requires an accurate measurement of turbulent
velocity gradients, the acceleration of both the phases, and the full 3D bubble
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shape reconstruction. This has really pushed the 3D flow measurements to the
extreme.
The acceleration standard deviation determined from the two independent
methods should be the same, and such a constraint helps to determine the
added mass coefficient. We found that the bubble acceleration standard de-
viation appears to increase as the bubble aspect ratio grows. Based on this
result, CA is found to decrease as bubbles deform more severely. Since CA is
sensitive to both the shape and orientation of bubbles, we also investigate the
relative orientation of the bubble semi-major axis, extracted from the 3D shape
reconstruction, with the direction of their slip acceleration âs. It turns out that
deformed bubbles preferentially accelerate along their semi-major axis, and
this preference seems to increase with the bubble aspect ratio. Based on the
extracted bubble aspect ratio and assuming a perfect end-on configuration, CA
is calculated from the Lamb’s model, and the calculated trend shows a nice
agreement with the measured results. Nevertheless, CA is slightly larger than
the model prediction, which can be attributed to the fact that the Lamb’s solu-
tions only apply to a perfect end-on configuration where CA is the smallest. CA
should increase if it is averaged over all possible bubble orientations in experi-





Motivated by the geological carbon sequestration, we study the dissolution-
driven Rayleigh-Darcy convection in a Hele-Shaw cell with heterogeneous and
anisotropic permeability by introducing a layer of discs. Even though adding
one low-permeability layer changes the mean bulk permeability by less than
10%, its effect on the mass transfer rate can vary by more than 80%. In addition,
the normalized permeability change, although collapsing a previous simulation
with a uniform low permeability layer, does not work for our experimental re-
sults with a disc layer. We discover that our disc layer introduces several new
length scales, and the coupling between the disc-disc distance and the finger
width determines the mass transfer rate. With a simple model, we are able to
decouple the effect of reduced number and density contrast of fingers. The over-
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all trend of density contrast of fingers varying with disc-disc distance shows
qualitative agreement with an independent measurement of the density contrast
captured from the shadowgraph imaging. Our results show the importance of
the length scale imposed by the heterogeneous porous medium and its roles in
convective mass transfer.
INTRODUCTION
Fluid dynamics, such as flow instability (Riaz et al., 2006), Rayleigh-Bénard
convection (Hidalgo et al., 2012), and multiphase flow (Cinar and Riaz, 2014),
are critical in modeling subsurface carbon sequestration process. In practice,
CO2 is injected into aquifer filled with brine at a depth of more than 800 m
underground. At such depth, CO2 becomes supercritical (scCO2) and it rises
due to its smaller density comparing with ambient brine. If not controlled, this
buoyant flow will eventually bring CO2 back to the atmosphere, rendering an
ineffective sequestration efforts. So most sequestration sites have an overlying
caprock, a layer of low permeability rock, that the CO2 cannot penetrate. CO2
can only spread horizontally below the caprock, resulting in a two layer fluid
system with CO2 above brine.
At the interface, CO2 slowly dissolves into brine and the density of the mix-
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ture is higher than that of each individual fluid alone, thereby leading to an
unstable configuration with heavier fluid on top of lighter one. This type of
instability has been studied as a Rayleigh-Bénard convection problem and the
key dimensionless number, Rayleigh number is defined as: Ra = ∆ρgHk/ρνDm,
which represents the ratio of the buoyancy force to viscous and diffusive damp-
ing forces. Note that, since the flow stays in the Darcy flow regime, the defi-
nition of Ra is slightly different with that of the turbulent convection problem
(Ahlers, Grossmann, and Lohse, 2009; Lohse and Xia, 2010). In Ra, ∆ρ/ρ char-
acterizes the ratio between the maximum density difference ∆ρ between the
two-fluids mixture and the bottom fluid with density ρ. k represents the per-
meability of the porous medium; g and H are the gravitational acceleration and
height of the reservoir; Dm is the mass diffusivity and ν is the viscosity of the
mixture.
If Ra is small, the entire process is driven primarily by diffusion with any
perturbations being damped by viscous forces and mass diffusion. When Ra
approaches a critical number, any small disturbance will grow until it gains
enough amplitude to set off the convection process (Emami-Meybodi et al.,
2015). In addition to the Rayleigh number, another dimensionless number,
the Sherwood number (Sh), is defined to represent convective mass flux of the
dissolved CO2 in brine, which is of practical importance. For Ra less than 1000,
the convective mixing is transient and can be separated into several different
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sub-processes: diffusive, early convective, and late convective (Meybodi and
Hassanzadeh, 2013). However, we are interested in the high Rayleigh num-
ber Ra∼ 104, in which there is a so-called constant flux regime (Neufeld et
al., 2010; Backhaus, Turitsyn, and Ecke, 2011; Hewitt, Neufeld, and Lister,
2014b). From experimental standpoint, this regime is ideal to study Sh-Ra
relationship, since a constant flux lasts for a long period of time to provide
sufficient statistics to estimate Sh accurately.
Figure 6.1 summarizes the Sh-Ra relationship over a wide range of Rayleigh
number. This figure does not serve to review all the past work in this area,
but to simply compile some existing data points to show the variations of Sh
across different experiments (Neufeld et al., 2010; Backhaus, Turitsyn, and
Ecke, 2011) and simulations (Hewitt, Neufeld, and Lister, 2014b; Graham and
Steen, 1994; Otero et al., 2004; Farajzadeh et al., 2013). Even though these
work focused primarily on the homogeneous and isotropic media with uniform
permeability, the uncertainty of the Sherwood number across different work
seems to be large. On the other hand, in practice, saline aquifers are highly
heterogeneous and anisotropic across many different scales (Emami-Meybodi
et al., 2015). This typically is manifested by the presence of multiple thin layers
with high and low permeability (Jensen, Lake, et al., 1988). For example, the
world’s first CO2 storage facility located in Sleipner offshore Norway has sev-
eral layers of low permeability barriers in the entire reservoir, a configuration
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that is hardly homogeneous or isotropic (Cavanagh and Haszeldine, 2014).
More recently, there have been several numerical work focussed on quanti-
fying the effect of heterogeneity and anisotropy of the permeability field. The
key in these simulations is to generate a 2D porous medium with a permeabil-
ity distribution (Green and Ennis-King, 2014) or filled with many small flow
barriers (Farajzadeh et al., 2011; Green and Ennis-King, 2014). For anisotropy,
it was suggested that the dissolution flux should scale with the ratio of perme-
ability in two different directions kv/kh and independent of the configuration of
the porous medium. The Dykstra-Parsons coefficient was utilized to quantify
the heterogeneity (Farajzadeh et al., 2011). Depending on the range of this
coefficient and correlation length, the dynamics of convection at Ra=5000 can
be separated into three regimes: gravity fingering, channeling, and dispersive.
In addition, the effect of a low permeability layer introduced in the middle of a
Rayleigh-Bénard cell and the effects of this layer on the mixing rate and flow
pattern was studied in depth (Hewitt, Neufeld, and Lister, 2014a; Guerrero-
Martı́nez et al., 2017).
In this work, we tried to take a step back from generating a heterogeneous
and anisotropic permeability field following a certain distribution, rather we
conducted experiments on a simplified case by introducing just one low per-
meability layer. This simplified case can serve as a building block towards a
more sophisticated permeability distribution and it will help us to gain more
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insights into the dependence of convection on the interaction between the flow
structures and flow barriers. We found that most previous models that tie the
change of Sh to permeability cannot explain our experimental results. In addi-
tion, we discover the importance of the imposed length scale on the dissolution-
driven convection. In §2, we introduce the parameters of two fluids mixture
and how we estimate different dimensionless numbers. In §3, we present our
experimental setup and the shadowgraph imaging method. Details of the ex-
perimental results and proposed model to describe the length scale effect are
addressed in §4.
PARAMETERS
It is quite challenging to conduct a laboratory experiment to study the
dissolution-driven convection using supercritical CO2 and brine at elevated
pressure (100 bar). This motivates us to use a simpler analog fluid system,
which maintains the key physics of the dissolution convection. Analogous flu-
ids such as water - methanol, ethylene glycol (MEG) (Neufeld et al., 2010) and
water - propylene glycol (PPG) (Agartan et al., 2015; Backhaus, Turitsyn, and
Ecke, 2011) have been used before. These fluids are similar to the CO2–brine
fluid system, where the density of diffused interface is greater than the den-
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Figure 6.1: The compilation of existing data on the relationship between the
Sherwood number (Sh) and the Rayleigh number (Ra) in a homogeneous porous
medium from different simulations and experiments. Although the focus of
this work is on dissolution rate in a heterogeneous medium at a fixed Rayleigh
number, we have conducted the same Sh-Ra measurements on four different
Rayleigh number (red squares).
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sity of either fluids, thereby creating a positive buoyancy for dissolution-driven
convection. In this study, water and PPG (Backhaus, Turitsyn, and Ecke, 2011)
are used to replace CO2 and brine. Density of water, ρw = 1.00 g/cc is lower than
that of PPG, ρppg = 1.035 g/cc. The diffusion of water in PPG at the interface
results in a mixture. When water concentration cw in this mixture ranges from
0 to ∼50%, the density of mixture (ρi) becomes greater than either of these two
liquids alone (ρi ≥ ρppg > ρw). The variation of mixture density as a function of
cw can be estimated using an empirical equation:
ρi = 85.935cw
3 − 217.62cw2 + 88.425cw + 1034.1 kg/m3 (6.1)
given by (Agartan et al., 2015).
Note that even though ρi ≥ ρppg for cw = 0 ∼ 50%, in this range, ρi varies
as a function of cw non-monotonically. It increases for cw =0 to 24 % and de-
creases for cw=24 to 50% until it gets back to ρppg. This density trend has been
argued to result in a sub-linear Sh-Ra relation (Emami-Meybodi et al., 2015;
Szulczewski, Hesse, and Juanes, 2013). But its effect on our study should be
minimal, as we focus primarily on the heterogeneous and anisotropic porous
medium at a constant Rayleigh number.
To simplify the parameter estimations, it is assumed that the concentration
of the mixture cw at the interface is 0.3 with density ρi = 1.044 g/cm3 (Back-
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haus, Turitsyn, and Ecke, 2011). This results in a density difference between
the mixture and underlying PPG: ∆ρ = ρi − ρppg = 0.009 g/cm3. The termi-
nal vertical velocity vc of a mixture finger with density ρi is determined by a
balance between buoyancy and viscous drag, vc = ∆ρgk/ρppgν. As the entire
process is dominated by the fluid convection, vc is also referred to as the con-
vective velocity. With such velocity, it takes the finger about tc = H/vc time
to travel the entire PPG layer with height H. On the other limit, if the mass
transport is dominated solely by diffusion, it would take about time td = H2/Dm
to pass the length scale H, thereby providing another velocity scale: the diffu-
sive velocity vd = Dm/H. Ra can also be represented as the ratio between these
two velocities Ra=vc/vd.
The dimensionless mass transfer rate is defined as the Sherwood number,
Sh= ṁ/ρ(Dm/H)bL, the ratio between the total mass flux ṁ and the diffusive
mass flux. It is challenging to directly measure the value of mass flux, ṁ, from
the experiments. So it is estimated from the interfacial velocity, because when
the mass transfers downward across the interface, the incompressible fluid will
cause the interface to move upward. The interfacial velocity is v∗ = dH∗/dt∗,
where H∗ = h(t∗)/H is the dimensionless height of the interface at any time in-
stants. In this way, Sh is rewritten as a function of Ra and interfacial velocity:
Sh= Ra(dH∗/dt∗), with the dimensionless timescale t∗ = t/tc. Although this
estimation is not perfect, the time dependence of the interfacial position shows
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Figure 6.2: (a) Schematic illustration of the experimental setup used as ex-
plained in section 6. (b) Shadowgraph images of water-PPG dissolution con-
vection with i) no disc (homogeneous medium) and 4.5 mm discs placed at a
distance of ii-v) l = 5.50, 3.90, 1.49, 0.97 mm.
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significant portion of linear regime (>50% of the total timespan). It suggests
that, after some time of development, the convective mass transfer reaches an
asymptotic value that can be characterized by a single dimensionless number
Sh. The slope of this linear curve represents dH∗/dt∗. Multiplying this number
with the Rayleigh number gives Sh.
EXPERIMENTAL SETUP: HELE-SHAW CELL
Figure 6.2a shows a schematic of the experimental setup in a vertical Hele-
Shaw cell, made of two borosilicate glass pieces separated by a U-shaped metal
frame. This metal frame sets the boundaries for the liquid layer with size 76
mm × 76 mm. The thickness, b, of the metal frames determines the thickness
of the liquid layer, which are chosen to be b = 0.254 mm or b = 0.508 mm.
This constant b throughout the entire cell results in a uniform permeability
k = b2/12. This type of setup is referred to as the homogeneous configuration.
Two layers of liquids (PPG and water) were filled into the Hele-Shaw cell. To
avoid any perturbations at the interface and to provide a well-defined initial
condition, a metal shim with the same thickness b is used to separate two layers
of liquids before experiments start. The initial height of the lower PPG layer,
H, is an important parameter to determine the Ra. In this work, two different
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heights with H = 20 mm and 50 mm are used to extend the parameter regime.
A shadowgraph imaging system is constructed to visualize the convection
process and quantify the mass flux. The system consists of a fiber optic light
and a Fresnel lens to provide a parallel light source. The light transmits
through the transparent fluid layers and projects a shadow onto a Mylar sheet.
The refractive index mismatch at the interface between water and PPG will
distort the light, resulting in changes of brightness at this thin layer. These
changes will be used as a signature to detect the interfacial positions, as shown
in figure 6.2b for various configurations. The interfacial position will help to
quantify interfacial velocity and Sh. The shadow was captured by the Canon
T5i camera. The camera was controlled in a time-lapse mode to take images at




In order to validate the measurements from the Hele-Shaw cell setup, we
first conducted experiments without the disc layer. Figure 6.2 b(i) shows the
shadowgraph image of the mixture in homogeneous medium with multiple
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water-rich fingers flowing into the PPG below. Motivated by Utsira sand forma-
tion in Sleipner site of North Sea with the Rayleigh number of the order ∼ 104
(Neufeld et al., 2010), a series of experimental setup with H = 20, 50 mm and
b = 0.254, 0.508 mm were used to cover a range of Ra = 104 ∼ 105. The Sher-
wood number calculated from these experiments were plotted and compared
with the data from previous work as shown in figure 6.1. Both data scatter-
ing and the scaling exponent of Sh-Ra in our experiments are very similar to
the one in the previous experiment with a similar configuration (Backhaus,
Turitsyn, and Ecke, 2011). We do realize that our Sherwood number is sys-
tematically higher than the previous work (ibid.). To make sure that it is not
due to the chemical differences, we have conducted several test experiments
with different Propylene Glycol from different vendors (Essential Depot, Dow
Chemicals) and different types of water, including tap water and distilled wa-
ter. It turns out tap water will lead to about 11% overestimation of the mass
dissolution rate. But as long as we use the distilled water, the reproducibility
of our experiment remain in the 6.5% range, including two different types of
PPG that we used. The systematic shift between our datasets and the one from
Backhaus, Turitsyn, and Ecke (ibid.) is much larger than 6.5%, indicating that
this shift may not be due to chemical differences. In addition, although our Sh
is larger, they are still within the range set by two different experiments by
Neufeld et al. (2010) and Backhaus, Turitsyn, and Ecke (2011). This implies
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that the Sherwood number uncertainty, although remaining low for one setup,
may still vary among different groups in different setups.
6.0.2 Heterogeneous Medium
We choose two Rayleigh numbers, Ra = 9.87 × 103 and Ra = 2.27 × 104,
to study the heterogeneity effect. Motivated by those low permeability layers
in actual reservoir for conducting carbon sequestration, heterogeneity is intro-
duced to the Hele-Shaw cell by inserting some Latex rubber discs with the same
thickness as the cell. So those discs will block the flow pathway, creating local
zero permeability. Three disc diameter were used : D = 2.5 mm, 3.5 mm and
4.5 mm. In geological formation, low permeability layers are always filled with
many high-permeability fractures in them. In our configuration, as shown in
figure 6.2b(iii), the spacing between these discs l represents the fracture width
and the size of these discs D represents the fracture distribution through the
low permeability barrier. In this work, only one single layer of these discs were
added at a distance of 2 mm from the interface. The effect of this distance will
be discussed in §6.0.2.4. Besides those length scales, for the developed viscous
fingers, λ is the inter-finger distance and δ is the finger width.
From figure 6.2b(i) to 6.2b(v), l decreases from ∞ (no disc) to less than the
finger width (< δ). From those shadowgraph images, we have observed two
systematical changes: a) the number of downward moving viscous fingers de-
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Figure 6.3: Normalized heterogeneous Sh number (normalized by Shhom) ver-
sus the normalized impedance, Ω for various disc sizes at Ra = 9.87 × 103
(dashed lines) and 2.27× 104 (solid lines).
creases with decreasing l, and b) the interface between water and PPG seem
to blur as l decreases. When l becomes small, it is actually very challenging to
detect the fluid interface in figure 6.2b(v). These two observations inspire our
model, which will be introduced later in §6.4.
6.0.2.1 Permeability
To connect those observations from some other measurable quantities, we
first consider the permeability. Permeability measures the capability of the
porous medium to allow the liquid to flow through. It is one of the most impor-
tant parameters in porous flow, because of its connection to the Darcy’s law. If
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introducing those discs only affects the mean permeability k, incorporating this
change in the Rayleigh number will help to predict the mass transfer rate for
heterogeneous case. If this is indeed the case, the prediction of solubility trap-
ping of geological carbon sequestration would depend only on the mean reser-
voir permeability. The details of our method to characterize the permeability
of the entire cell and the disc layer are included in the Appendix. From those
measurements, we realize that, since those discs only consist a small portion
of volume of the entire cell, they would change the mean bulk permeability
by less than 10%. This will be translated to ∼ 10% change for the Rayleigh
number and eventually the Sherwood number. This is inconsistent with our
experimental findings that the mass flux can decrease over 80%, which is much
larger than the prediction based on the mean permeability hypothesis.
It is possible that the mass transfer rate may still depend on the permeabil-
ity, but more on the permeability of the disc layer alone kl rather than the mean
value. This effect has been studied using the numerical method on a two-sided
convection system (Hewitt, Neufeld, and Lister, 2014a). In this system, the au-
thors have introduced a similar low-permeability layer. The difference is that
they prescribe a uniform permeability throughout the entire layer, whereas our
configuration employs a disc-gap design with alternating low and high perme-
ability. The layer thickness, same as the disc diameter, is denoted by D, so
the relative thickness is given by D/H with respect to the total height of the
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convection H.
One of the important conclusions in the previous simulation is that the
permeability of the thin low-permeability layer determines the mass trans-
fer rate (Hewitt, Neufeld, and Lister, 2014a). In order to explain the depen-
dency of Sh on different kl, Hewitt, Neufeld, and Lister (ibid.) introduces a
non-dimensionalized impedance, Ω = (D/H)/(kl/k). Note that the impedance
denotes the inverse of the permeability.
It has been shown that, using Ω helps to collapse all data points onto one
curve in the previous work (ibid.). This motivates us to utilize the same frame-
work to explain the Sherwood number dependence. The measured Sherwood
number from experiments with a disc layer (Shhet) was normalized by its re-
spective homogeneous Sherwood number without discs (Shhom), giving Sh∗ =
Shhet/Shhom. In figure 6.3, Sh∗ is shown as a function of the impedance Ω,
calculated based on different combinations of disc gaps and sizes (details are
listed in the Appendix).
Although the data seems to follow a similar trend, it is apparent that the
our results with different disc configurations do not collapse, unlike the results
from the previous simulation. There are two possible reasons: (a) the simula-
tion work focused on two-sided thermal convection, whereas our experiment is
driven by one-sided dissolution-driven convection. So our flow does not exhibit
structures like large-scale circulation shown in the simulation. (b) The way
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that the low-permeability layer is introduced is very different. This implies
that there is a new parameter that cannot be lumped into the permeability.
The question arises as to what this new parameter might be.
In addition, at Ω = 0.1 ∼ 0.3, it has been observed in the simulation that
Sh can actually be slightly higher than that in the homogeneous case without
the low-permeability barrier (Hewitt, Neufeld, and Lister, 2014a). However,
in our case, Sh of all heterogeneous cases are lower than their homogeneous
counterpart. This has been attributed to the ordered cellular flow structure,
which is again a unique flow feature of the two-sided convection. Nevertheless,
the key idea of using permeability to explain the difference of Sh used in mul-
tiple other simulations (Farajzadeh et al., 2011; Green and Ennis-King, 2014)
does not work for our experimental results, and it is the goal of this chapter to
answer why.
6.0.2.2 New length scales
To approach this problem from a new perspective other than the perme-
ability, we need to understand the details of the dynamics. The convective
mass transfer from water to PPG is primarily through those downward mov-
ing fingers. They can be clearly visualized in figure 6.2b. Near the interface
at onset, instability occurs across many different wavelengths, and as a result,
many closely spaced fingers emerge. They cannot all come down because the
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Figure 6.4: The relation between normalized Sh number (Sh∗) and the dimen-
sionless length scale, l/δ imposed by the low permeability disc layer. The error
bar indicates the uncertainty of Sh estimated by calculating mass transfer rate
at shorter time windows.
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incompressible flow condition requires some flow moving upward to balance
the mass transfer of downward moving fingers. Those flows will push against
fingers, leaving them with no choice, but to move aside, collide and merge with
others, resulting in small number of long standing fingers in the PPG layer.
At the steady state when the mass transfer rate is constant, the number of
fingers reaches an asymptotic value, and this can be quantified using a dimen-
sionless length scale δ/λ, ratio between finger width δ and finger-to-finger sep-
aration λ. It is obvious that the mass transfer rate from water to PPG should
be proportional to number of fingers as they carry most water and travel down
at a much faster velocity comparing with diffusion. In this sense, Sh ∼ δ/λ and
the length scale plays an important role in determining Sh.
For our configuration, experiments were conducted using various disc size
(D) and spacing (l). As the disc layer contains alternating low and high perme-
ability zones, the fingers can only pass through those gaps between discs and
that introduces new length scales. If the disc layer is so close to the interface
that the fingers cannot naturally develop and merge into the final value of δ/λ,
they have to comply with the length scale that is imposed by the disc layer. So
our next hypothesis is that the l/D might be a new parameter to collapse all
the results. However, it does not work either, as the normalized permeability of
the disc layer kl is related to l/D (the details of their relationship can be found
in the Appendix). In another word, it implies that l/D provides a similar mea-
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sure of the disc layer as the permeability (kl), so it does not introduce a new
parameter that we need.
After watching the shadowgraph movies for many times, we observe some
interesting results. When the gap size l is wide enough, some fingers that
developed from the water-PPG interface can pass straight from liquid inter-
face through disc layer via those gaps. However, when we make l smaller
and smaller, eventually no fingers emerged from interface can freely pass the
gap. Based on this observation, we realize that each finger is very unlikely to
be affected by another one that is several times disc diameter away, because
those zero-permeability discs essentially prevent any hydrodynamic interac-
tions across. Therefore, each finger is independent, and they only care if the
gap size is large enough to pass. So it is the ratio between plume width and
gap size that matters. This introduces a new dimensionless parameter l/δ.
The normalized Sherwood number (Sh∗) from the experiments was then
plotted against this parameter, l/δ, as shown in figure 6.4. Note that the
value of δ was found to be approximately a constant at 0.7 mm for all exper-
iments. In this plot, the data from all combinations of disc configurations and
Rayleigh number collapse very well onto each other. This implies that l/δ is
indeed the new parameter introduced by the disc layer. The surprising part
is that the results are independent of the disc size D, at least in the range of
D that we used. Note that D represents both the gap spacing and thickness
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of the low-permeability layer. This potentially can bring an important impli-
cation to the carbon sequestration or any types of hydrodynamic instability in
the porous medium. If the formation has some low permeability layers filled
with fractures, the layer thickness and fractures-to-fractures spacing might be
secondary. It is possible that the ratio between the mean fracture width and
typical flow length scale matters the most. This implication is not conclusive,
but it does provide a prediction that can be tested in field experiments.
As shown in figure 6.4, the dynamics exhibit two different behaviors that
can be divided into two regions by the vertical dashed line represented by l/δ =
1, which is consistent with our observations that the fingering dynamics have
a transition at l ≈ δ. To the right of this line, where l > δ, the disc spacing is
wide enough to allow fingers to pass freely through those gaps, resulting in a
relatively high convective mass flux. In this regime, Sh∗ seems to scale with
l/δ in a power-law relationship.
Sh∗ = 0.46(l/δ)0.29 (6.2)
The scaling exponent is not fixed, but varies with the distance between the
disc layer to the two-fluids interface, which will be discussed in §6.0.2.4 and
requires further research. In addition to this regime, to the left of vertical
dashed line (l < δ), no plumes can freely pass through these gaps. They are
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forced to mix with the PPG above the disc layer. But after some time, the new
mixture can penetrate through those small gaps by forming new fingers. Those
new fingers have the same width as the disc gap l and they tend to contain less
density contrast comparing with those from the water-PPG interface. That is
why the convective mass flux is much smaller.
To understand the relationship between Sh∗ and l/δ, we start by modeling
the mass transfer rate and relating it to finger characteristics. As mentioned
before, fingers carry high concentration of water and its motion in PPG layer
can be translated to the convective mass transfer rate. The mass transfer rate
carried by those fingers should depend on their size (including width δ and
thickness b), number n, velocity uf , and density. In sum, Sh is proportional to
ρbcwufnδ, resulting in Sh/Ra = cw(δ/λ)(uf/uc) (Backhaus, Turitsyn, and Ecke,
2011). Therefore, two main contributions for mass flux rate is the finger width
and velocity. The density contrast between the mixture in fingers and the back-
ground PPG is lumped in the Rayleigh number.
In the homogeneous configuration, uf/uc is not independent; rather, it is a
result of viscous contrast of two fluids and the relative finger width. The con-
vective velocity uc is an effective bulk velocity taking finger velocity uf and
back flow velocity ub into account. They can be related as uf/uc = 1/[1 +
(νPPG/νw)δ/(λ− δ)] by conducting a path integral of the Darcy’s law from finger
center to back flow center. As ub can also be related back to uf with incom-
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pressible flow condition, this leads to a new equation: Sh = Ra{cw(δ/λ)/[1 +
(νPPG/νw)(δ/λ)/(1− δ/λ)]} (Backhaus, Turitsyn, and Ecke, 2011). In this equa-
tion, it can be observed that the effects of number of plumes (np ∝ 1/λ ) and
plume velocity (vc ∝ Ra) were decoupled. We assume that the same equa-
tion can be used to decouple these two effects in heterogeneous and anisotropic
medium.
Adding the low permeability disc layer is found to reduce both the factors
mentioned above. From the shadowgraph images shown in figure 6.2b, it is
evident that as the distance between the 4.5 mm discs is reduced from l = 5.5
mm to 0.97 mm, the number of plumes reduces and the wavelength λ increases.
In fact, when compared with the homogeneous case, number of plumes reduce
from np = 25 (figure 6.2b(i)) to np = 3 (figure 6.2b(v)).
The low permeability layer also reduces the plume density and velocity,
which is explained as shown in figure 6.5(a). The disc layer divides the PPG
layer into top and bottom regions. When fingers hit those discs, they have to
turn back and mix with the rest of the top PPG region, thereby increasing the
density of the top PPG region ρtop, at the expense of decreasing density contrast
of fingers (ρi reduces to ρtop). This reduced density contrast leads to smaller
buoyancy force and thus smaller convective velocity vc of fingers on average. In
order to account for this mixing, we define an effective Rayleigh number as
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Figure 6.5: (a) The sketch of the mixing induced by the disc layer and its im-
pact on the mass dissolution rate, (b) The normalized effective Rayleigh num-
ber (Raeff ) versus l/δ. The Raeff is normalized in such a way that it will range
from 0 to 1, instead of from the lower limit at 908 (l = 0) to the upper limit at
2.27 × 104 (l = ∞ with no discs). The dashed line is the exponential fit to all
data points, Raeff = 1− exp(l/3δ).
Raeff =
(ρi − ρtop) gkH
νDm
(6.3)
We define Shhet as:
Shhet = f(δ/λ) Raeff (6.4)
In equation 6.3, the density difference is between the fluid mixture at the
water-PPG interface ρi and the mean density in the top PPG region ρtop. In
order to get the values of Raeff , equation 6.4 is rearranged to give Raeff as a
ratio of Shhet and f(δ/λ). Both the heterogeneous Sh number, Shhet and inter-
plume distance, λ can be measured from the experiments with various disc
configurations. As the plume width, δ was found to be constant at 0.7 mm for
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all the cases, the values of λ were used to calculate f(δ/λ).
Experimentally acquired Shhet and f(δ/λ) were then substituted to calculate
Raeff and plotted as a function of l/δ for all three disc sizes in figure 6.5(b).
The Raeff is normalized by calculating (Raeff − 908)/(2.27 × 104 − 908), so it
will range from the lower limit at 0 to the upper limit at 1, rather than from
908 to 2.27 × 104. The upper limit represents the Rayleigh number for the
homogeneous case with no discs, which is about 2.27× 104. The buoyancy force
is maximum when no discs are introduced and there is no enhanced mixing in
the top PPG region. The lower limit, on the other hand, is about 908, when
there is no gap between discs (l = 0 mm). This is equivalent to set the cell
height H = 2 mm. It can be seen that the trend of Raeff in figure 6.5 for all
three sizes indeed approaches these two limits as we expected. This trend can
be fitted with an exponential function:
Raeff = 1− exp(−l/3δ). (6.5)
6.0.2.3 Density gradient
An independent way to confirm the calculated trend of Raeff is to directly
measure Raeff through the density gradient ρi − ρtop for each disc configura-
tion. Acquiring this density gradient, however, is very challenging. In this
study, we decide to use shadowgraph imaging to indirectly infer the density
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l = 0.5mm, t∗ = 10
(!)
l = 4.8mm, t∗ = 10
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l = 0 .5mm, Ra = 2 .3 × 104
l = 3 .3mm, Ra = 2 .3 × 104
l = 4 .8mm, Ra = 2 .3 × 104
l = 0 .6mm, Ra = 2 .3 × 104
Figure 6.6: Interface location and contrast detection. (a-b) The refractive in-
dex gradient across the interface is extracted and the bright and dark areas on
the interface is illustrated by a pair of yellow and blue dots. The number of dots
(n) shows the length of the fragmented interface and the brightness contrast
(Ic)between a pairs of dots indicate the density gradient . (c) The total density
contrast n× Ic evolves as a function of dimensionless timescale t∗
gradient across the interface. The intensity gradient in the shadowgraph im-
age is related to the second spatial derivative of refractive index (Settles, 2012).
For the liquids used, the refractive index gradient is related to the density gra-
dient with a nontrivial relationship (Dow, 2000). But we assume that ρi − ρtop
monotonically changes with intensity gradient in the image for simplicity.
Figure 6.6 (a-b) show the interface development in two disc configurations,
with l = 0.5 mm and l = 4.8 mm respectively. The interface with strongest den-
sity gradient shows as a dark line above a white line, because light is preferably
refracted from the upper layer to the lower layer. This signature can be utilized
in the interface extraction code to identify the interface location. The code runs
through each vertical line of pixels above the disc layer and identify the loca-
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tion of the strongest intensity gradient. Along this strongest gradient, the peak
is marked as blue dot, whereas the valley is marked as yellow dot. Repeating
the same calculation over all vertical lines will lead to the identified interfaces,
as shown in these two figures as a series of blue and yellow dots. In both cases
with a disc layer, it can be seen that the interface is broken into segments, in
contrast with a single and continuous interface in the homogeneous configu-
ration with no disc layer. This interface fragmentation is worse for the case
with small disc distance. It is because of the reduced density gradient caused
by the enhanced mixing in the upper PPG layer above the discs. Number of
pixels (n) that can be successful detected at the interface is used to quantify
the interface fragmentation. In addition, each detected interface comes with
the pixel brightness at the peak and the valley, whose differences can be used
to quantify the intensity contrast across the interface Ic. So combining two ef-
fects n × Ic provides an evaluation of the intensity and density contrast. For
the following discussion, we refer n× Ic as a measure of density gradient.
Figure 6.6 (c) shows the time evolution of n× Ic as a function of t∗. Four disc
configurations are used and they are separated as two groups. For large disc
separation l > 2 mm, the density gradient does not change much. This is con-
sistent with the small time variation of density gradient across the interface
for the extreme case l→∞ in the homogeneous configuration. The other group
for small disc separation l < 2 mm shows a large drop of density gradient. This
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is due to the enhanced mixing of the top PPG layer forced by the added disc
layer. This process occurs primarily in the short time limit t∗ < 3. It suggests
that, after t∗ ∼ 3, the density of top PPG layer ρtop does not change much be-
cause the fresh water coming in from the interface mixes with the fresh PPG
exchanged at the disc layer will result in a similar ρtop. Although these results
are based on intensity gradient and are rather indirect on density gradient, it
supports our model and the calculated trend of Raeff : the reduced density con-
trast results in a smaller buoyancy force and thus smaller convective velocity,
and this effect becomes stronger for small disc separation.
6.0.2.4 Interface position
In the end, we would like to study the effect of relative distance between
the disc layer to the fluids interface h. There are two extreme cases, h = 0 and
h = H. Complex disc and boundary layer interaction will lead to uncontrolled
dynamics at h = 0, which is not in the scope of the current work. We decide
to start with h = 3δ (2 mm), which is three times boundary layer thickness
away to ensure that the disc does not interfere with boundary layer dynamics.
All the previous discussions are on this specific h. The other limit is h = H.
In this case, the disc is at the bottom of PPG layer, and it will do very little
to the fingering dynamics. In order to investigate how the Sherwood number
transits from one limit to the other, we have measured the Sherwood number
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as a function of h.
As shown in figure 6.7(a), the interface height rises as a function of time
for four different h. But instead of following a linear curve through the entire
constant-flux convective regime, it switches from one linear regime to the other,
and the transition time delays longer for a larger h. This transition time is
shown in table 6.1 along with other two timescales that are related to the time
it takes for the fingers to reach the disc layer (t1) and leave the disc layer (t2).
Before the fingers touch the disc layer, they do not feel its existence, because the
disc layer has very small effect to the overall permeability. In this regime, the
slope of the linear curve is exactly the same as that of the no-disc homogeneous
case.
The transition time is roughly two times of t2. If it takes fingers t2 to move
from the interface to the bottom of the disc layer, it will take another t2 time to
bring the disc layer effect back to the interface to complete the mixing. After
the transition, the curve in figure 6.7(a) turns into a different linear regime
with a much smaller slope. Sh∗ based on this slope is shown as a function of
h in figure 6.7(b). We have tested it in two disc configurations with different
disc-to-disc separations l/δ, and it shows a similar trend towards an asymptotic
value of Sh∗. Since one might expect that disc layer effect is vanishing and Sh∗
gets to one as the disc layer gets farther and farther away, it is very surprising
that the asymptotic value of Sh∗ is not even close to one. It suggests that the
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h t1 (s) t2 (s) Transition time (s)
2 mm 0.47 0.87 1.65
7 mm 0.76 1.31 2.78
10 mm 1.96 2.43 4.83
20 mm 4 4.54 10.03
Table 6.1: The list of key timescales as a function of the vertical distance h
between the disc layer and the interface. t1 and t2 represent the time when the
fingers reach and leave the disc layer, respectively; The transition time is the
time that separates two linear regimes, as shown in figure 6.7(a).
disc layer effect only gets delayed, but not disappears, as long as those fingers
have not fully mixed with the background fluid.
SUMMARY
In this chapter, we have conducted experimental investigations to study
the dissolution-driven convection in a heterogeneous and anisotropic porous
medium. A disc layer with alternating low and high permeability gaps is intro-
duced, and the disc size (D) and the disc spacings (l) were systematically varied
in order to study the dependence of the dimensionless mass transfer rate, i.e,
Sh on those parameters.
Since the flow is in the Darcy’s regime, it is natural starting point to study
the dependence of Sh with the changes of permeability. We find that, even
though the permeability change due to disc layer is less than 10%, it can bring
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Figure 6.7: (a) The interface height H∗ rises as a function of time for the
disc layer that locates at h away from the interface. The slope of the curve
represents the dissolution rate, and thus the Sh. In each curve, there is a
transition time (indicated by the arrows) that separates the curve into two
linear regimes. The slope of the one before transition is the same as that of
the no-disc homogeneous case, as shown by the solid line. Dashed lines show
the linear fit to all curves after the transition. (b) The normalized Sherwood
number (obtained from the slope of the curve after the transition) is shown as
a function of h.
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over 80% changes to Sh. In addition, the normalized impedance used in previ-
ous simulation result does not help to collapse our experimental results, indi-
cating that we have some important parameters in our experiments that can-
not be explained by permeability alone.
It turns out that this missing parameter is the ratio between disc spacing
l and the finger width δ. In other words, the coupling between the imposed
length scale and the flow length scale decides the mass transfer rate. There
are two different regimes that are separated by l/δ ≈ 1, below which the fingers
cannot freely pass the gap and be forced to mix with the fluid above the disc.
For l/δ > 1, Sh scales with l/δ following a power law relationship.
To explain the dependence of Sh with l/δ, we utilize the model developed by
Backhaus, Turitsyn, and Ecke (2011) to decouple the effect of reduced fingers’
number and density due to mixing. The number of fingers can be determined
from the experimental results. To capture the reduced density of fingers, we
introduce a new effective Rayleigh number Raeff . Two ways have been used
to estimate the trend of Raeff , one indirectly calculated from Sh and number
of fingers and the other one infered from the intensity gradient in the shadow-
graph imaging. These two results show qualitative agreement that the small
disc spacing tends to drive the mixing of fluids above the disc layer, thus reduc-
ing the density gradient of the fingers.
Our result shows clearly that introducing low permeability flow barriers in
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otherwise homogeneous medium can bring effects more than just altering the
permeability distribution. The length scale of the flow barriers can couple with
the flow length scale and lead to significant change of the flow characteristics.
In the end, we realize that the relative location of the disc layer has a sur-
prising effect on the dissolution rate. As disc layer becomes far away from the
interface, its effect on Sh only gets delayed but not disappears, and the tran-





In this thesis, we experimentally investigated the closure models for interfa-
cial mass and momentum transfer of two-phase flows under two different flow
conditions, namely, (i) high-Re turbulent flows, and (ii) low-Re porous medium
flows. The former case focused on immiscible air-water system in the limit of
intense turbulent medium, where the momentum exchange term in two-phase
flow equations 1.1 to 1.3 is very important but the mass exchange term could
be ignored. In the opposite limit, we explored the mixing of water-propylene
glycol in a heterogeneous porous medium with the mass exchange term being
of prime importance. Each system came with its own experimental framework
that was carefully designed to reliably extract quantitative information about
both the phases. Most of the current work that encompasses chapters 2 to 5 fo-
cused on the former case, where finite-size deformable air bubbles tumble and
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deform in intense turbulent environments.
In chapter 2, we provided a summary of existing experimental setups that
were formerly used to study turbulent multi-phase flows with dispersed parti-
cles. The discussions in this chapter were limited to two-phase flows and setups
with homogeneous isotropic turbulence. The key challenge was to use these
classical experimental facilities that were designed for investigating single-
phase turbulence and adapt them to probe multi-phase flows. More impor-
tantly, the design of diagnostic system was crucial to simultaneously probe all
the phases over a wide range of void fractions. Therefore, a significant part of
this chapter was dedicated to review some established diagnostic systems that
were based on the optical, electrical and other radiation based measurements
like X-rays. Each technique comes with its own strengths and limitations and
the decision of choosing the appropriate system depends on multiple factors
such as the (i) the physical and optical parameters of the two phases; (ii) the
void fraction of dispersed phase; (iii) the size and complexity of the system; (iv)
how invasive is the measurement system; (v) required spatio-temporal resolu-
tions; (vi) two or three dimensional measurements; and (vii) desired quantities
to be measured like the void fraction distribution, particle size and shapes,
flow velocity, interfacial area, and flow topology to name a few. Thus, one needs
to keep in mind the type of measurements that are needed for their analysis
before deciding on the type of diagnostic system.
166
CHAPTER 7. CONCLUSIONS
Subsequently, in chapter 2, we also described the design and working of
our experimental setup called the vertical octagonal non-corrosive stirred en-
ergetic turbulence (V-ONSET) that was built with the purpose of exploring the
dynamics of finite-sized bubbles deforming in intense turbulent environments.
A key features of our facility is its high energy homogeneous isotropic turbu-
lence (ε ∼ O(0.1) m2/s3) in conjunction with a controllable mean flow. This en-
sured that the finite-sized bubbles injected into the flow within the size range
of 1 to 10 mm were primarily deformed by the turbulent fluctuations in the
surrounding flow rather than the buoyancy induced forces. In addition, the
V-ONSET diagnostic system uses six high-speed cameras placed strategically
around an octagonal test-section in order to obtain 3D Lagrangian measure-
ments of both the phases simultaneously. This was made possible by using the
particle shadow technique with density matched tracer particles in the contin-
uous water phase. Each camera had a dedicated LED to provide back-lighting
that simultaneously casts the shadows of the bubbles and tracer particles.
Later on, two separate 3D reconstruction codes developed in-house by Ma-
suk, Salibindla, and Ni (2019) and Tan et al. (2020a) were used to merge these
images captured by the six cameras in order to acquire 3D Lagrangian informa-
tion of each phase individually. The first code, called the virtual camera based
visual hull (VCVH) method uses additional physical constraints imposed by the
surface tension between the air and water to improve the quality of the recon-
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structed 3D bubble geometries. Details of the VCVH method were not provided
in this thesis and readers are redirected to Masuk et al. (2019) for more details.
On the other hand, the second one is an open source Lagrangian particle track-
ing (openLPT) code that is based on the high-concentration particle tracking
method called shake-the-box (Schanz, Gesemann, and Schröder, 2016). The
details of this code, including its speed and performance on the synthetic and
experimental data are provided in chapter 3. Using openLPT, we could simul-
taneously track about 7,000 tracer particles around the bubbles. These trajec-
tories were later exploited to obtain the first and second order statistics such
as the flow velocity, acceleration, and turbulence velocity gradients in addition
to other derived statistics like the correlation and structure functions. On the
other hand, the 3D locations of surface points on the reconstructed bubble ge-
ometry obtained from the VCVH code can be averaged to obtain the center of
mass of the bubbles, which was tracked over time to construct their trajectories
and eventually get their velocity and accelerations.
Looking back at equation 1.9 that governs the motion of air bubbles in tur-
bulence, the aforementioned 3D measurements of both the phases, like the
bubble geometries, Lagrangian velocity and accelerations of both the phases,
and turbulent velocity gradients encompass all the variables that one would
need to model the unclosed parameters of the interfacial momentum transfer
such as the drag, lift and added-mass coefficients. However, the challenge in
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extracting these coefficients is that they appear simultaneously in equation 1.9
and are coupled together. Therefore, in an attempt to decouple them, in chap-
ter 4, we took an ensemble average of equation 1.9 that averaged the unsteady
forces like the added-mass to zero. From this new equation, we then explored
the drag and lift coefficients and modeled their dependence on the particle-
based Reynolds number, Re and turbulence Weber number, We respectively.
This was made possible by measuring the mean rise velocity of the bubbles in
intense turbulence that showed a surprising trend as a function of the bubble
sizes, which was never observed before. When compared to the rise velocity
in quiescent medium, the new trend showed that with increasing bubble size,
the rise velocity in turbulence changes from an order of magnitude slower for
small bubbles to more than double the quiescent rise velocities for large bub-
bles. Thereafter, based on the mean vertical velocity of the flow surrounding
the bubbles, the reason for this surprising behaviour was explained as pref-
erential sampling, where small bubbles drift towards the downward flow side
and large bubbles move towards upward flow side of an eddy. Later on, uti-
lizing the bubble-eddy collision model, the hydrodynamic forces acting on the
bubble were separated into the horizontal and vertical forces which decoupled
the lift and drag coefficients and made it possible to model them.
Previous works like Tomiyama et al. (2002) showed that the transverse lift
force acting on a deformable bubble in a mean shear flow exhibits a sign inver-
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sion from a positive value for small spherical bubbles to a negative for large
deformed bubbles. This inversion was related to the Eötvös number, Eo which
is a measure of the buoyancy induced bubble deformation. However, unlike
the mean shear case, in our setup with intense turbulence, the fluctuations in
the flow determine the bubble deformation. This turbulence induced deforma-
tion was measured by the Weber number, We that is the ratio of deforming
inertial force to resisting surface tension forces. Thereby, using the data from
our experiments, we provided an empirical relation between the CL and We
in equation 4.8. Interestingly, we found that the lift inversion in our case oc-
curred when We gets close to one. On the other hand, the drag coefficient was
also modified for large bubbles in turbulence, when compared to their quiescent
counterpart. We speculate that this modification was due to the suppression of
the wake behind large bubbles owing to turbulence fluctuations. In equation
4.9, we accounted for this change and presented an updated relation between
relation among CD, Reb, Eo, and We.
The added-mass is an unsteady force that comes into play when a particle
is accelerating relative to the surrounding flow and consequently exchanges
energy in order to accelerate or decelerate the flow around it. After determin-
ing the closure models for the lift and drag coefficients from the mean vertical
velocity of the bubbles and their surrounding flows, the only unclosed term in
equation 1.9 is the added-mass coefficient. However, reliable estimation of the
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added-mass requires an accurate estimation of the 3D bubble geometries, in-
stantaneous accelerations of both the phases and turbulence velocity gradients,
which pushes the Lagrangian 3D flow measurements to its extreme. Thank-
fully, the V-ONSET diagnostic system in conjunction with our in-house 3D re-
construction codes enabled the measurements of all these quantities. Even-
tually, we utilized these measurements and estimated the added-mass coeffi-
cient by matching the standard deviation of the bubble accelerations indepen-
dently determined from two different methods, (i) the 3D Lagrangian trajecto-
ries of bubbles; and (ii) equation 1.9. Historically, the added-mass turned out
to be sensitive to the bubble shape and orientation with respect to surrounding
flows. Therefore, the added-mass coefficient determined from our experiments
was plotted against the bubble aspect ratio and was found to reduce with in-
creasing aspect ratio. Such a behaviour was previously observed for spheroidal
bubbles (both prolate and oblate) preferentially accelerating along their semi-
major axis (called end-on configuration). On further investigating the orien-
tation of the bubbles with their relative acceleration, we found that the bub-
bles in our setup indeed accelerated preferentially along their semi-major axis.
Moreover, despite the fact that the bubbles are deforming significantly due to
turbulent fluctuations, the measured coefficient shows a good agreement with
the analytical solution provided by Clift, Grace, and Weber (2005) for spheroids
accelerating in a potential flow with an end-on configuration.
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In chapter 6, we investigated the mass transfer rate of two miscible liq-
uids driven by dissolution convection in a porous medium, where the momen-
tum terms can be typically ignored. Such a convective mixing mechanism is
characterized by plumes (or fingers) that originates from the instabilities at
the liquid-liquid interface and slowly move downwards, thereby carrying the
lighter liquid at the top into the heavier liquid at the bottom. According to
previous studies, the mass transfer rate between the two liquids was found
to be a function of the total number of fingers that carry the lighter fluid and
their downward velocities. However, most prior studies in this field were fo-
cused on determining the mixing efficiency in homogeneous systems. Note
that, the current study was motivated by the geological sequestration of CO2
in underground saline aquifers which are usually riddled with multiple lay-
ers of alternating high and low permeabilities that can act as flow barriers
and significantly reduce the mixing efficiency. Therefore, we naturally exam-
ined the dependence of dimensionless mass transfer rate called the Sherwood
number (Sh) on the layered heterogeneity of the porous medium. This was
achieved by placing a single layer of latex circular discs in a 2D Hele-Shaw
cell. Additionally, since the two fluids were density mismatched, we used the
shadowgraph technique to identify that interface between the two fluids and
eventually quantify their mixing rate. Our results showed that the presence
of these low permeability barriers in an otherwise homogeneous significantly
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affected the mixing rate. A mere 10% reduction in bulk permeability can re-
duce the mixing efficiency by as much as 80%. Subsequently, we developed a
physics based model that can explain this reduction by identifying their de-
pendence on the flow length scales; finger width, δ and finger spacing, λ. Their
ratio, δ/λ determines the number of fingers that can pass through the low per-
meability barrier. In addition, another non-dimensional parameter called the
effective Rayleigh number, Raeff was introduced to account for the effect of the
disc layer on the plume velocities. Based on the experimental data, this non-
dimensional plume velocity was found to have an exponential dependence on
the ratio between the imposed length scale, i.e the disc spacing (l) and the flow
length scale (δ). Henceforth, the two parameters were put together in equa-
tions 6.4 and 6.5 in order to effectively connect the mass transfer rate, Sh to
the measurable heterogeneity properties of the medium.
In summary, this thesis has independently explored the interfacial mass
and momentum transfer across deformable interfaces in two-phase flows. More-
over, we provided closure models constrained by experimental data to (i) pre-
dict the trajectories of gas bubbles rising in turbulent water, and (ii) examine
the mass transfer rate between two liquids in heterogeneous porous medium.
Nevertheless, many issues still remain unexplored that could be potentially in-
vestigated using the current experimental data. Some of them are listed here.
The simultaneous 3D Lagrangian data of both phases acquired from the ex-
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periments conducted in the V-ONSET provides a unique framework to study
many problems related to bubble-turbulence interactions. Pair dispersion is
one such problem that has attracted a lot of attention in the past due to its
importance in understanding the mixing and transport of particles in turbu-
lent medium. The high-concentration 3D trajectories of tracer particles can
be potentially used to study the dispersion between pairs of particles and sub-
sequently shed light on the mixing phenomena in intense turbulent environ-
ments. Furthermore, although many previous works studied the dispersion be-
tween two inertial particles in isotropic turbulence (Salazar and Collins, 2009),
very limited research is available on the dispersion of buoyant particles like
bubbles. Therefore, with the help of 3D bubble trajectories in conjunction with
3D particle tracks, one can also study the bubble-bubble and bubble-particle
pair dispersion in turbulence.
The mean energy dissipation rate in the V-ONSET setup was close to 0.16
m2/s3 for single-phase turbulence (Masuk et al., 2019). By injecting just 2% vol-
ume fraction of poly-dispersed bubbles into this system, its energy dissipation
rate increased by more than 200% to 0.52 m2/s3. This increase in energy is at-
tributed to the bubble-induced pseudo-turbulence. Therefore, by the means of
surrounding flow information close to bubbles, one can investigate this pseudo-
turbulence introduced by finite-sized deformable bubbles rising in an otherwise
turbulent water. Additionally, this experimental data can also be used to study
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other turbulent two-phase phenomena such as, (i) the temporal evolution of
bubble shapes due to their complex interaction with surrounding turbulent
structures, (ii) the underlying physics behind bubble breakup and coalescence
in turbulence, and also (iii) the dynamics of bubble-bubble collisions.
Moreover, the OpenLPT code discussed in chapter 3 is available for pub-
lic use at Tan (2020 (accessed June 10, 2020)). It is the first open-source code
based on the STB algorithm. The code has been parallelized to run on high per-
formance clusters that can significantly speed up the data processing. We hope
that this code can be potentially used in the future for algorithm development,
data assimilation, and uncertainty analysis.
175
References
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The structure of the open-source STB
code
In this appendix, we provide a brief summary of the open-source STB code
structure that is available on the GitHub repository Tan:OpenLPT:2020 for
public use.
The input to our STB code include time-resolved image sequences of all
cameras along with the camera calibration files. The calibration files include
camera parameters and optical-transfer functions (OTF), which are acquired
separately in MATLAB codes. These calibration parameters are given as input
into the STB code via two basic classes named Camera and OTF, respectively.
In the open-source STB, based on the hierarchy, the highest level of classes
that form the backbone of the code is level I. There are three level-I classes
that correspond to three major components of the code: particle reconstruction
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(Calibration), IPR (IPR), and STB (STB). Note that, all the text that have been
italicized henceforth refer to the names of classes, subroutines or functions in
the code.
Both Calibration and STB share four level-II classes to handle image load-
ing (Tiffload), 2D particle identification (Frame), 3D particle positions (Posi-
tion), and position refinement (Shaking). For each frame, images from all four
cameras will go through the level-I class Calibration for image pre-processing.
In addition to image pre-processing, Calibration class also contains three
subroutines namely, stereomatching, triangulation, and match pruning, all
contained in a function called Stereomatch. During stereomatching, 2D points
are matched with several possible combinations to find the 3D positions, but
not all of these combinations are real. Match pruning only picks the combina-
tions with the minimum triangulation error, and also optimizes the combina-
tions to make sure that every 2D point can only be used in one combination.
After match pruning, particle positions are refined in level-II class called Shak-
ing. Shaking serves two purposes: (i) refines the particle 3D positions, and (ii)
removes possible ghost particles that fail the intensity check.
After Calibration, the level-I class IPR implements the algorithm of iter-
ative particle reconstruction. This class has a loop that iteratively corrects
the 3D particle positions by shaking then using the class Shaking mentioned
above.
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The third level-I class named STB is the main component of this code.
Within STB, there are two functions, InitialPhase and ConvergedPhase. Ini-
tialPhase only deals with the first four frames of the dataset as these four
frames do not have velocity field to make predictions and connect particles to
make tracks. InitialPhase first calls the class IPR to reconstructs 3D parti-
cle positions in the first four frames. Particles from the these frames are then
fed to a class called PredictiveField (level-II), in which a particle-space corre-
lation is conducted to get a velocity field and then connect the particles into
tracks based on this field. After that, ConvergedPhase takes the short tracks
over four frames obtained from InitialPhase and extends them to the following
frames. The residual particles in each frame that cannot be connected to the
existing tracks will be processed through IPR to initialize new tracks. A basic
class called Track is designed to manage track data, including the decisions
of terminating a bad track. Finally, the input and output are handled by an
interface class called DataIO.
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Permeability of a Hele-shaw and its
dependence on the porosity
This appendix provides details on the estimation of bulk permeability (k)
and permeability of the disc layer (kl) in the Hele-Shaw cell with different con-
figurations. For the homogeneous case, permeability of the cell follows a sim-
ple relationship k = b2/12 as a function of the thickness of the cell, b. As b
is constant throughout the entire cell, k is considered to be uniform. For the
heterogeneous case, however, adding discs with the same thickness as the cell
width blocks the flow in those area, thereby creating zero permeability regions.
Putting those discs in a horizontal layer with small distances l in between cre-
ates a layer with low, but nonzero, permeability kl < k, because those gaps
between discs can still allow flow to pass.
Both k and kl can be evaluated from the Darcy’s law: k = µu/∇p, where µ
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Figure B.1: The non-dimensional permeability of the disc layer, π = kl/k ver-
sus the non-dimensional length scale imposed by the disc layer (l/D) for differ-
ent disc configurations.
is the fluid viscosity. In theory, we can measure the permeability, providing a
constant flow velocity (u) and pressure gradient (∇p). We have attempted such
experiment by using the same experimental setup, except only this time the
PPG was the only fluid layer that falls under a constant hydrostatic pressure
gradient, ∇p = ρppgg. However, we quickly realized that this experiment does
not provide an idealized situation, as the PPG is in contact with air at two
interfaces, thereby allowing the surface tension effects to affect the estimation.
So it is difficult to experimentally measure the permeability in a Hele-Shaw
cell.
To overcome this problem, we decide to use simulation to estimate the per-
meability of the single layer. Since the flow is in the Stokes flow limit, the
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simulation should give very accurate estimation with relatively small compu-
tational cost. For simplicity, we chose to use the commercial CFD software,
ANSYS Fluent. The simulations are set up in a 3D domain, exactly matched to
the experiments. In order to validate the results obtained from the software, we
first conducted the simulation for homogeneous case without discs. The fluid
used in these simulations was PPG and it was subjected to a uniform pressure
gradient: ∇p = ρppgg, ignoring the surface tension effects. It was found that the
permeability matches perfectly with the analytic estimation k = b2/12 for the
homogeneous case.
After this validation, we then performed the same simulations on the disc
layer, kl. The simulations were repeated for different combinations of disc and
gap sizes. This disc layer permeability was then normalized by k, which gives
π = kl/k and eventually Ω. π is shown as a function of non-dimensionalized disc
parameter l/D in figure B.1. Based on Kozeny-Carman equation (carman1956flow),
we know that the permeability of the packed bed of solid is related to its poros-
ity. Although our setup is quasi-2D, we still expect the permeability should
relate to 1D porosity. Here, π for all used configurations can be fitted with a
simple linear relationship with l/(l +D), as shown in figure B.1.
Note that k1 is the permeability of the disc layer. If the simulation is ex-
tended to the entire cell height with a disc layer inside, the permeability cal-
culated becomes an mean value. As the thickness of the disc layer consists a
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small portion of the total height (10 %) in the simulation, the addition of discs
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