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Abstract
Online Learning for Exploiting Diversity in Adaptive Wireless Networks
Nikhil Gulati
Dr. Kapil R. Dandekar
The landscape for wireless systems and networks is changing rapidly with new emerg-
ing communication paradigms such as machine-to-machine communication (M2M), het-
erogeneous cellular network (HetNets), cognitive radio, and new WiFi technologies. As
a result of this shift, there is a significant focus on making wireless networks self aware,
self-reliant and adaptive, both at the edge and at the core. Fundamentally, wireless com-
munication is still limited by noise, attenuation and interference. As the networks become
dense, continuos evolution of current wireless infrastructure and technologies is required.
While, the information theorists try to understand the fundamental capacity limits of these
complex networks, the wireless engineers, try to achieve these limits and extract every bit
of performance from all the layers of the network stack.
In this dissertation, we focus on the role of diversity provided by modern antenna sys-
tems, in enabling an adaptive wireless system. Specifically, we focus on algorithms for
exploiting the diversity offered by reconfigurable antenna systems tightly integrated with
an agile wireless device. With the introduction of reconfigurable antennas, there was a
departure from the notion that a wireless device has no control over the wireless channel.
Reconfigurable antenna systems are capable of operating under multiple radiation states
which provide multiple channels, potentially providing an opportunity to select a state for
optimizing a communication link and/or a network state. This additional degree of free-
dom comes with an overhead to acquire information about the state of all the channels,
a need for a strategy to select the optimal state, and most importantly an ability to learn
the changes in the channel state in order to adapt. Traditionally techniques rely on prior
knowledge of the channel which is often not available or heuristics which don’t scale well.
xiv
With these goals in mind, we utilize online learning based on multi-armed bandit the-
ory to design algorithms to control and adapt the state of a reconfigurable antenna system.
We investigate the trade-off between the amount and the frequency with which the channel
state information is collected and its effect on the system performance. We demonstrate the
effectiveness of an online sequential learning algorithm to select an optimal antenna state
for throughput optimization in a single user wireless system similar to 802.11x WiFi de-
vices. Further, we develop online learning algorithms for channel selection in a distributed
multi-user network for enhancing interference management techniques. For both these net-
work settings, we analyze the cost of learning under an unknown statistical model of the
channel and compare it with an oracle with full prior knowledge. We characterize the per-
formance of the proposed algorithms with link quality metrics derived from the channel
information. We show promising results with improved performance in key metrics such
as signal-to-noise ratio (SNR), link throughput, and network sum rate. Finally, we leverage
a software defined radio platform to experimentally evaluate the usefulness of these algo-
rithms in real-world scenarios. Finally, we also develop an online model learning technique
using Gaussian Mixture Model to identify intruders in the network. We formulate the prob-
lem as a physical layer authentication problem where device signatures are generated using
the pattern diversity offered by the reconfigurable antennas. The proposed algorithm learns
the distribution of channel-based device signatures and distinguishes between an intruder
and a legitimate user. We successfully show that the proposed technique can reduce the
false alarm rates while achieving very low miss detection rate.

1Chapter 1: Introduction
Modern wireless networks and devices are continuosly evolving as the number of mobile
users increase every year. The landscape for wireless technologies is changing rapidly with
new communication paradigms such as machine-to-machine communications (M2M) [5]
to heterogeneous cellular networks (HetNets) [6] to new WiFi technologies [7, 8]. As a
result of this shift, there is a significant focus on making wireless networks self aware, self-
reliant and adaptive both at the edge and at the core. At the edge, the wireless devices are
becoming more intelligent to adjust important operational parameters such as power [9],
data rate [10, 11], active antennas [12], type of network [13] and much more [14]. While
at the core of the network, cellular operators’ data centers are connecting geographically
distributed base stations [15, 16, 17] to optimize wireless transmission as well as network
traffic to improve Quality of Service (QoS) for mobile users. Fundamentally, wireless
communication is still limited by noise, attenuation in the channel caused due to distance
based loss in power, and interference caused by other wireless devices nearby. One of the
ways to deal with these impairments is by enabling a wireless device to select “better”
wireless channels to meet data rate requirements or QoS constraints.A novel technique
to achieve this goal is by using pattern agility (diversity) [18], offered by reconfigurable
antennas to select “better” wireless channels. Instead of fixed operation, this diversity
provides multiple channel realizations to choose from. The main idea in this dissertation is
to use machine learning algorithms to provide a level of device intelligence for the wireless
2devices to select “better” wireless channels of operation and optimize performance metrics
relevant to a given wireless setting. The machine learning [19] methods discussed in this
dissertation, allow greater flexibility and scalability for analyzing system level performance
of wireless systems.
In this introductory chapter, the first part discusses the background of wireless commu-
nications and concept of diversity in section 1.1 and 1.1.2 respectively. Then, we discuss
the main challenges involved in successfully utilizing pattern diversity and adaptively opti-
mizing wireless communications. In the second part spanning sections 1.2 - 1.3, we discuss
current trends for modern wireless networks and the relevance of inference, learning and
decision making in wireless networks and signal processing. It then argues, why machine
learning techniques are relevant and that they complement the information theoretic mod-
els. In the last section 1.4, the key contributions of this dissertation are summarized.
1.1 Background
Wireless communication is susceptible to fading and interference. Fading is a naturally
occurring phenomenon due to which wireless signals attenuate as the distance between the
transmitter and receiver increases. This distance-dependent attenuation is termed distance
based path-loss [20]. As a consequence, as the distance increases, beyond a certain point,
the wireless signal at the receiver is so weak that it is impossible for the receiver to dis-
tinguish between thermal noise and the desired signal. In other words, Signal-Noise-Ratio
(SNR), which is the most commonly used figure-of-merit decreases with distance. More-
over, in dense urban environments such as cities, and also inside buildings, the signals can
take multiple paths (bouncing off objects, buildings, cars and trees) to reach the receiver. In
1.1 BACKGROUND
3this case of multipath communication each path may travel a different distance and expe-
rience path loss differently. Many advanced techniques have been developed to deal with
fading and multipath. One of the techniques is to use multiple antennas at the transmitter
and receiver along with advanced multiplexing techniques such as OFDM [21]. Signals are
sent using multiple antennas spaced apart so that the signals from each antenna experience
a different wireless channel to reach the receiver. In this way, the desired signal can either
be decoded from a weighted combination of the signals from all antennas [22] or by pick-
ing the signal with the best SNR [23, 24]. Interference, on the other hand, is caused by two
transmitters that are nearby and transmitting signals at the same time. This results in the
inability of the receiver to differentiate between the separate signals from the two transmit-
ters. The most common technique of avoiding interference is to either keep the transmitters
far apart and allow them to use same frequencies (i.e., frequency reuse [25]) or have each
transmitter access a frequency channel one at a time. The technique of utilizing the same
unit resource frequency or direction at a given time by only one transmitter is sometimes
known as orthogonalized access.
1.1.1 Channel Fading
As explained above, dealing with channel fading is central to successful wireless com-
munication. We take an example of Rayleigh fading to set up the general problem. The
transmitted wireless signal x is altered by the wireless channel by multiplying it by a ran-
dom complex number, h, which is assumed to be drawn from a particular distribution. Then
1.1 BACKGROUND
4the received signal is represented by adding another random variable n (noise) as:
y = hx+ n (1.1)
Here noise n is due to other electromagnetic signals or thermal noise. It is assumed to
be a Gaussian random variable [26]. In order to decode the signal successfully, the receiver
needs to determine x from y. Since, h is a random variable, it is useful for the receiver to
know the distribution of h, which depends on the fading process and/or other effects, such
as shadowing. For further explanation, see [25]. Due to the fading process, the resultant
amplitude and the phase of the received signal varies over time.
Now let us assume that a modulated signal is transmitted over a channel that exhibits
multipath fading. The phases of the multiple paths are assumed to be uniformly distributed
if there is no line of sight. This assumption is very common for indoor and urban wireless
channels. By applying the central limit theorem it can be shown that the real and the
imaginary parts of the complex signal tend to independent zero-mean Gaussian RVs with
equal variance, when the number of paths are very large. Thus, h in Eq. 1.1 represents the
fade of the wireless signal. Without loss of generality, h can be normalized to have unit
variance with resulting h being drawn from complex Gaussian distribution CN(0, 1). The
PDF of h is then given by:
p(h) =
e−|h|
2
pi
(1.2)
where the magnitude of h is Rayleigh distributed (neglecting any external power con-
trol). Further, the distribution of y = |h|2 is exponential. Prior knowledge of the statistics
1.1 BACKGROUND
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known as outage probability in the context of cellular networks. Another relevant met-
ric is bit-error-rate (BER), which is a more general metric. All the channel dependent
performance measures require analytical models to be solved, which sometimes make as-
sumptions regarding the type of distribution of h or the prior knowledge of the parameters
in order to be tractable. Also, these metrics are generally monotonic function of SNR (for
noise limited systems) or SINR (for interference limited systems). Therefore, while devel-
oping any signal processing or physical layer protocol for the receiver, maximizing SNR
(or SINR) at the receiver is often the goal. Keeping this goal in mind, we motivate how pat-
tern diversity provides another degree of freedom to either improve SNR or other relevant
metrics at the receiver.
1.1.2 Pattern Diversity
Multiple redundant perspectives of the wireless channel can be exploited in many ways
including time diversity, spatial diversity [27], space-time diversity [28], polarization di-
versity and pattern diversity [29]. We briefly describe pattern diversity in this section with
a toy example. The most common technique to enable pattern diversity is to have one
or more antennas such that the antennas generate different radiation patterns. A radiation
pattern can be omni-directional or directional. We will discuss a class of antennas known
as reconfigurable antennas, which are capable of generating multiple radiation patterns, in
Chapter 2.
In Fig. 1.1, a toy example shows a receiver equipped with a directional reconfigurable
antenna. The receiver can select one of the directional beams to receive signals from a
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6Figure 1.1 Toy example showing two receivers with directional reconfigurable antenna
particular direction. Due to multipath fading, each receive direction experiences different
attenuation and consequently different signal power distribution. In other words, each beam
experiences a unique h with a different distribution. Let us assume that the reconfigurable
antenna has N fixed directional beams (interchangeably called antenna states) which the
receiver can select from. In that case, Eq. 1.1 and Eq. 1.4 can be rewritten as:
y = hix+ n (1.3)
p(hi) =
e−|hi|
2
pi
(1.4)
where 1 ≤ i ≤ N
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channel realizations for the receiver to select and optimize communication performance.
In practical systems, the optimal selection will depend on other factors such as coherence
time of the channel. Please note that this example can easily be extended to the case of a
transmitter as well. On one hand, this diversity can theoretically provide benefits in terms
of increased capacity [30], that come at the expense of additional overhead of acquiring
channel statistics or channel knowledge. Translating the benefits of pattern diversity in a
practical wireless system is challenging and requires protocols and algorithms to select the
“optimal” radiation state for communication. In this dissertation, we will systematically
show how practical and adaptive algorithms can be used to successfully exploit pattern
diversity for many wireless applications.
1.2 Usage Trends and Modern Wireless Networks
Over the last decade, wireless networks including cellular networks have evolved to sup-
port not just voice traffic, but also data intensive HD video, audio and web traffic. Cellular
networks have evolved from primarily voice centric to a hybrid of voice and data, whereas,
unregulated WiFi technology has advanced to support real-time voice applications such as
VoIP. With increasing numbers of mobile devices per person, including laptops, tablets,
smart phones, connected cars and smart watches, IoT and industrial internet, global mo-
bile data traffic increased by 69% in 2014 where 50% demand came from mobile video
data [31]. This demand is forecasted to increase nearly tenfold by 2019. Mobile data traffic
will grow at a compound annual growth rate (CAGR) of 57% from 2014 to 2019, reaching
24.3 exabytes per month by 2019 [31].
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and academia are rethinking the way, conventional wireless networks are designed and
operated. There are multiple dimensions of growth and opportunity which are leading
to new approaches described below. Multi-antenna techniques have been at the center of
every new wireless standard and have evolved from a novel idea to an integral part of new
devices, such as laptops and tablets, to high end base stations.
Adding more antennas at the BS and on a user device increases the spectral efficiency
(bps/Hz). This is another way of adding capacity and/or increasing data rate to an existing
wireless network. This is achieved by using advanced physical layer techniques such as
multiple input multiple output (MIMO), where by adding more antennas at both the trans-
mitter and receiver, either throughput of the wireless link can be increased or more users
can be served by using techniques such as digital beamforming [32, 33]. These physical
layers are quite mature and are now supported by standards such as IEEE 802.11, 3GPP
LTE-A [15] and IEEE WiMax [34]. The current version of LTE-A allows 8 antennas at both
the base station (BS) [15] as well as the mobile device. MIMO enabled mobile devices such
as tablets and laptops have been available in the market for quite some time. With advanced
modulation and coding techniques coupled with MIMO physical layer [35, 36], spectral ef-
ficiency can further be increased. However, these techniques can be further improved for
harsher wireless environments [37] by utilizing antenna reconfigurability. Additional de-
grees of freedom at the antenna level can truly enable adaptive multi-antenna systems by
providing opportunities for smarter optimization at the lowest level of the stack as well by
providing space-cost benefits.
In this dissertation, we will explore this merger of antenna diversity with reconfigura-
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associated with using antenna reconfigurability in multi-antenna systems and motivate the
need for algorithms discussed in the rest of the chapters.
As the new communications standards are developed, cellular BS are now increasingly
being deployed close to the user in places like residential buildings and offices. In this
network architecture, macro, micro, pico and femto cells connected to high-speed backhaul
co-exist. The pico and femto BS are deployed unplanned as opposed to a traditional cellular
BS which are planned and is optimized for a certain geographic region. This network
architecture is popularly referred to as Heterogeneous Network or simply HetNets.
These proposed small cells have orders of magnitude lower costs, transmit power, en-
ergy requirements and can be deployed on an on-demand basis. As a result, theoretically,
there is no restriction on improving the area spectral efficiency (bps/Hz/Km2).
As the small cell technology matures, there are many areas of active research to develop
a cohesive solution. One of the challenges with deploying cells is the unplanned nature of
deployment. Traditionally, before deploying a macro or micro cell, cellular operators care-
fully selected the cell site by considering factors such as frequency reuse, network traffic
and type of users. This has helped them to carefully fine tune the operating parameters
of BS such as transmit power, number of antennas, antenna orientation, frequency bands
and other advanced PHY layer knobs. With small cells, especially femto BS, this type of
planning and optimization is not possible. One of the proposed techniques is termed as self-
organizing network (SON). SON aims to develop software framework which automates the
optimization of BS parameters. Essentially, after a small cell is deployed, a system soft-
ware senses the wireless environment and configures the BS for optimal transmit power,
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antenna orientation, frequency bands and other useful parameters. These operations are
also expected to be adaptive in nature where the BS operation is adjusted based on the
perceived user throughput, interference from nearby cells and type of network traffic.
In the next section, we will take a closer look at this new network paradigm and motivate
the need for learning, perception and decision making to enable such adaptive wireless
devices. The focus will be on highlighting the increasing relevance of machine learning
techniques with an emphasis on sequential learning, to capture the availability of only
partial information and random nature of wireless channels.
1.3 Increasing Relevance of Machine Learning in Wireless Networks
Wireless networks continue to become more complex due to new heterogeneous architec-
tures and an increased mix of traffic from managed and ad hoc wireless devices [6]. With
the world moving towards the reality of a fully connected world of Internet of Things (IoT)
and 5G wireless technologies, making devices more flexible and adaptive to work in a
dense wireless ecosystem has become important. Over many years, researchers have envi-
sioned such wireless devices under the umbrella of a cognitive radio [38, 39]. The promise
of cognitive radio as a disruptive technology innovation for future wireless networks has
motivated the research community for over a decade now. Cognitive radios are proposed
to be fully programmable wireless devices that have the capability to sense their environ-
ment and dynamically adapt their operational state, such as their transmission waveform,
channel access method, spectral use, data coding, networking protocols, and exploit any
available degree of freedom in order to maintain and improve a desired Quality of Service.
Due to the poor spectrum access policies and scarcity of wireless spectrum resources, a
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majority of cognitive radio research [40, 41] has been focused on Dynamic Spectrum Ac-
cess (DSA). There are, however, differing definitions of cognitive radio (CR) based on the
defining features proposed by different researchers. For some researchers, CR is primarily
about dynamic spectrum sharing [42, 38] and on the other hand, CR is viewed as a device
capable of learning and cross-layer optimization [43, 44].
As described above, technologies like SON aim to provide a suite of automated algo-
rithms to optimize the performance of a wireless BS without much operator intervention
in a more decentralized manner. We envision that the future wireless networks will enable
two levels of autonomy. One will be at the edge of the network, where a wireless device
will learn from local observations (historical data metrics) and the other at the center of
the network where data from multiple devices in the network can be shared and a more
holistic view of the network is available. The ability to learn and provide autonomous
operation at the device level is restricted by partial information and the random nature of
wireless channels. The growing field of cognitive radio for DSA has seen a tremendous
amount of research in utilizing traditional supervised machine learning techniques for sig-
nal classification [45, 46]. Prior work using supervised versions of SVM and decision tree
learning has successfully been applied to narrowband signal classification in unlicensed
ISM band [47]. Further in [46], the authors use non-parametric learning methods for sig-
nal classification for cognitive radio applications. Further, the family of online sequential
algorithms have gained significant attention for both DSA type applications and network
throughput optimization [48, 49].
Information theoretic principles provide a solid foundation of the limits of the perfor-
mance of wireless networks, while application of mathematical tools such as optimiza-
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tion [50], stochastic learning [51] and graph algorithms [52, 53] to wireless communica-
tions and signal processing aim to achieve those limits. Enabling autonomy for wireless
devices and networks to be able to learn the “optimal” use of wireless resources is crucial
to the functioning of future wireless networks.
While in the vast majority of existing research antenna elements are fixed, the focus
of this dissertation is on the role antenna reconfigurability play in enabling an adaptive
wireless system. Specifically, the dissertation will focus on developing practical machine
learning methods to utilize pattern agility and diversity provided by reconfigurable antennas
in modern wireless systems.
1.4 Contributions
There are four main challenges in practically and effectively exploiting pattern diversity
offered by reconfigurable antennas to reap benefits in a wireless network: i) the ability to
select an optimal radiation state1(in terms of capacity, SNR, diversity etc.) among all the
available states for a wireless transceiver in a given wireless environment. ii) the require-
ment of additional channel state information (CSI) corresponding to each state for each
transmitter-receiver pair; (ii) The amount and the frequency of the channel training re-
quired and the associated overhead. iv) The ability to adapt as the channel statistics change
spatially or over time.
This dissertation propose a new approach to the problem of reconfigurable antenna state
selection in a wireless communication system and attempt to tackle the above mentioned
challenges. The main contributions are summarized below:
1State refers to either the radiation pattern selected at the receiver or the transmitter or a combination of
radiation patterns selected at the receiver and transmitter respectively.
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Online Learning for Wireless Link Throughput Optimization: In Chapter 3, funda-
mentally, we ask the following two questions:
• Can a reconfigurable antenna system learn to select an optimal radiation state with-
out the availability of instantaneous full CSI and periodic training while optimizing
an arbitrary link quality metric?
• Can a reconfigurable antenna system also adapt to varying channel conditions with-
out extensive channel training and parameter optimization?
We try to answer these questions and analyze the trade-off between a system with full
information and one with only partial information. We consider the problem of recon-
figurable antenna state selection in a single user MIMO system. We first formulate the
reconfigurable antenna state selection problem under a general multi-armed bandit frame-
work. The multi-armed bandit formulation for state selection aims to optimize arbitrary
link quality metrics. We then show that by using online learning under a multi-armed ban-
dit framework that a sequential decision policy can be employed to learn optimal antenna
states without instantaneous full CSI and without a priori knowledge of wireless channel
statistics. Our objective is to devise an adaptive state selection technique when the channels
corresponding to all the states are not directly observable and compare our results against
the case of a known model or genie with full information. We evaluate the performance of
the proposed antenna state selection technique by identifying key link quality metrics and
using measured channels in a 2 × 2 MIMO OFDM system. We show that the proposed
technique maximizes long term link performance with reduced channel training frequency
while making decisions packet by packet. We show up to 82% improvement in SNR and
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38% improvement in throughput achieved by the proposed techniques. We show that the
proposed algorithms are able to find the “optimal” radiation state upto 90% of the time.
The work presented in Chapter 3 resulted in the following publications and patent ap-
plications:
Outcome
• Online learning policy for reconfigurable antenna state selection.
• First published practical algorithm for state selection without full CSI.
• Reduced training overhead technique for link throughput improvement using pattern
diversity.
• Detailed performance analysis using real-world measured MIMO channel data.
Publications
• N. Gulati, and K. R. Dandekar, ‘Learning State Selection for Reconfigurable An-
tennas: A Multi-Armed Bandit Approach.’ IEEE Transactions on Antennas and
Propagation. (Special Issue: Antenna Systems and Propagation for Cognitive Ra-
dio), vol.62, no.3, pp.1027,1038, March 2014.
Best Transactions Paper Nomination
• N. Gulati, D. Gonzalez, and K.R. Dandekar, ‘Learning Algorithm for Reconfig-
urable Antenna State Selection.’ IEEE Radio and Wireless Symposium (RWS), CA,
USA, Jan 2012.
Patents
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• N. Gulati, D. Gonzalez, and K. R. Dandekar, ‘Method for selecting state of a re-
configurable antenna in a communication system via machine learning Issued
2014 - US 13/606,843
Online Learning for Channel Selection in Interference Alignment: In Chapter 4, we
extend the concept of pattern diversity and channel selection to Interference Management
in multi-user wireless networks. Fundamentally, we ask the following questions:
• What is the impact of pattern diversity on precoding based interference alignment
scheme?
• Can the receivers/transmitters learn to select optimal antenna states to maximize a
network metric without increasing existing CSI requirements?
We try to answer these questions by first exploiting the idea that the non-orthogonality
of signal and interference space limits sum rate performance in interference alignment,
even if the interference is perfectly aligned. We propose that by using reconfigurable an-
tennas and an adaptive switching technique, an effective channel can be selected in order
to maximize the sum rate and the distance between the two subspaces. We first formulate
the channel selection as a multi-armed problem that aims to optimize the sum rate of the
network. We show that by using an adaptive sequential learning policy, each node in the
network can learn to select optimal channels without requiring full and instantaneous CSI
for all the available antenna states. We conduct performance analysis of our technique for a
K-user MIMO interference channel using a reciprocity based distributed IA technique and
quantify the benefits of pattern diversity in low and mid SNR regimes.
Outcome
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• First published results showing potential use and benefits of pattern diversity for IA
using measured channels.
• First published results showing better performance of IA in low and mid SNR regimes.
• Presented coordinated and distributed policy for optimal channel selection at the re-
cievers via pattern diversity for IA.
Publications
• N. Gulati, R. Bahl and K. R. Dandekar, ‘Online Learning for Sequential Channel
Selection in Interference Alignment.’ IEEE Transactions on Wireless Communica-
tions, Mar 2015 Under Review.
• R. Bahl, N. Gulati, K. R. Dandekar, and D. Jaggard, ‘Impact of Pattern Reconfig-
urable Antennas on Interference Alignment Over Measured Channels.’ Globe-
com Workshops (GC Wkshps), 2012 IEEE, pp.557,562, 3-7 Dec. 2012.
Patents
• N. Gulati, D. Gonzalez, and K. R. Dandekar, ‘Reconfigurable antennas for per-
formance enhancement of interference networks employing interference align-
ment.’ Non provisional 2013 - PCT/US2013/046468.
Online Model Learning for Channel Based Wireless Device Authentication: In
Chapter 3 and 4, we proposed novel techniques to optimize performance of the wireless
systems by exploiting pattern diversity. In Chapter 5, we focus on a relatively new con-
cept in wireless security, known as wireless PHY layer authentication. Previously proposed
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physical layer security techniques exploit diversity in various forms to create wireless chan-
nel based link signatures. The quality of the link signatures depend on the diversity order or
the dimensionality of the link signature and also on the statistics of the channel. In Chap-
ter 5, we propose a Gaussian Mixture Model (GMM) based model learning technique to
identify intruders in the network by building a probabilistic model of the wireless channel
of the network users. We show that even without having a complete apriori knowledge
of the statistics of intruders and users in the network, our technique can learn and update
the model in an online fashion while maintaining high detection rate. We experimentally
demonstrate our proposed technique, leveraging pattern diversity, and show, using mea-
sured wireless channels, that miss detection rates as low as 0.1% for false alarm rate of
0.4% can be achieved.
Publications
• N. Gulati, R. Greenstadt, J.M.L Walsh, and K. R. Dandekar, ‘GMM based Semi-
Supervised Learning for Channel-based Authentication Scheme.’ Vehicular Tech-
nology Conference (VTC Fall), 2013 IEEE 78th, 1-6, Las Vegas, NV USA.
1.5 Organization
The technical contributions of this dissertation are covered in Chapters 3 through 5. Chap-
ter 3 describes a novel learning framework and associated algorithms for the selection of
reconfigurable antenna states in a single link wireless system. Chapter 4 extends the idea
of online learning for state selection to a multi-user interference limited wireless network.
The problem is formulated as a channel selection problem for a known signal processing
technique for interference management called interference alignment (IA). In chapter 5,
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we propose a model learning algorithm for exploiting diversity for a wireless link authen-
tication application. We show that by learning the distribution of unique link signatures
derived from channel properties, we can reduced the false alarm rates while increasing the
detection probability. The dissertation concludes with Chapter 6, which summarizes the
key contributions and discusses promising future directions of research.
1.5 ORGANIZATION
19
Chapter 2: Background
2.1 Modern Reconfigurable Antennas
Current antenna systems can be divided into three main categories: (i) antennas which ra-
diate a fixed pattern and polarization (standard antennas), (ii) antennas including a matrix
of active elements connected to a phase shifter for pattern or polarization variations, (iii)
antennas made by a single active element, generating different patterns depending on the
current distribution along the structure (reconfigurable antennas). These two classes of
adaptive antennas, phased arrays [54] and reconfigurable antennas, have received signifi-
cant attention due to their ability of conveniently changing the radiation properties based
on the changing wireless environment or multi user inteference conditions. With respect to
phased array technology, reconfigurable antenna are preferable because they employ only
a single active element and does not require extra feeding networks such as phase shifters,
couplers or power dividers.
Reconfigurable antennas are broadly defined as a class of radiating structures whose
behavior is altered electrically for dynamic operation. These antennas are capable of dy-
namically re-shaping their radiation patterns and/or change operational frequency or po-
larization in response to the needs of a wireless link or a network. With the introduction
of reconfigurable antennas, there was a departure from the notion that antennas can only
have fixed radiation characteristics. The operating characteristics of the radiating elements
are changed through either electrical, mechanical or other means. Over the last ten years,
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research has primarily been focused on designing reconfigurable antennas with the ability
to dynamically change either frequency [55], radiation pattern [18] and polarization [56] or
the combination of one of these properties. Reconfigurability is based on the fact that the
change in the current distribution in the antenna structure effects the spatial distribution of
radiation from the antenna element [57]. Current distribution in the reconfigurable antenna
can be modified by mechanical/structural changes, material variations or using electronic
components like PIN diodes [58] and MEMS switches [59]. In this dissertation, we fo-
cus only on the pattern reconfigurable antennas [18] and using the pattern diversity offered
by them. For a complete survey of reconfigurable antennas, we point the reader to these
comprehensive texts [57, 60, 61, 62]. There are many types of pattern agile reconfigurable
antennas. Some reconfigurable antenna designs focus on fixed sectored beams [2, 63], some
achieve orthogonal patterns [64, 18], and some are compact beamformers which can steer
beams electrically with very high resolution [4]. The goal of each of these antennas is to
provide potentially decorrelated diversity branches, each corresponding to a different state
of the reconfigurable antenna, to a wireless node. We discuss two different architectures of
pattern reconfigurable antennas in this dissertation. We also believe these designs represent
the state of the art and hold great promise for practical applications in next generation of
wireless networks.
2.1.1 Metamaterial based Compact Directional Beamformer
Reconfigurable Leaky Wave Antenna (RLWA)
Leaky-wave antennas (LWA) are a class of radiating elements based on the concept of
traveling-wave behavior [65, 66, 4, 67]. As opposed to conventional resonating-wave an-
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tennas, when an RF signal is applied to the LWA’s input port, the traveling wave progres-
sively leaks out energy as it travels along the waveguide structure. The radiated beam will
exhibit a main lobe normal to the plane of the antenna with directivity strictly related to the
leakage phenomenon.
Figure 2.1 Illustration of a two-port reconfigurable leaky wave antenna [1]
Figure 2.2 Prototype of a two port CRLH-LWA antenna for 2.4 GHz WiFi band [1]
Fig. 2.1 shows the illustration of a metamaterial design of a Composite Right/Left Hand
(CRLH) antenna. The reconfigurable CRLH antenna is a periodic LWA structure made by
a cascade of metamaterial unit cells [4]. More details on the design and operation of CRLH
leaky wave antennas can be found in [1].
The prototype shown in Fig. 2.2 is specifically designed by the authors [1] to be inte-
grated into Wifi access points and modern laptops. It has overall dimensions ofL = 140mm
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and H = 40 mm.
The two input ports of the LWA can be opearted by supplying the bias voltages, so that
the beam can be steered from broadside to positive and negative angles on the two input
ports.
Note that the LWA consists of multiple cascaded unit cells and operates as a single
antenna entity whose beam is steered by tuning the control voltages. This is a very funda-
mental difference compared to multi-element antenna arrays where the signals at different
RF branches are observed and processed in parallel and eventually combined after phase
shifting.
Figure 2.3 Illustration of symmetric directional beams at the broadside of a LWA
The two ports provide high isolation which allows the LWA to be effectively used as a
two-element antenna array in a 2× 2 MIMO system.
2.1.2 Compact Dual Mode Reconfigurable Sectorised Antenna
A large number of pattern reconfigurable antenna architectures have all shared more in
common with switched-beam systems in that they have a small, discrete, set of possible
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Figure 2.4 Return loss and directional beams at the two ports of a reconfigurable leaky
wave antenna
states. One exception is the leaky-wave antenna (described above), though it is also used
most commonly as switched-beam with finite number of states.
However, none of these approaches allows omni-directional operation, full beam steer-
ing, and frequency agility in a small and compact form-factor that is required for future
wireless network applications. Having both the dual capability of omni-directional and
directional beams as well as wideband frequency agility in a single antenna is extremely
useful for applications such as DSA [68, 69], HetNets [70] and security [71]. In recent
work [2], the authors investigated the design of a compact antenna, capable of generating
omnidirectional and directional patterns over a wide frequency band. They presented the
design and the radio-frequency analysis of a wideband planar antenna, which can generate
a single omnidirectional mode and four directional modes having 900 spatial resolution.
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Figure 2.5 Reconfigurable Alford Loop Antenna Model [2]
This antenna is shown in Fig. 2.5.
In the first mode of operation, a single omnidirectional beam having 1.8 dBi of gain
is generated. In a second mode, a single directional beam having 4 dBi of gain is gen-
erated. This first model was designed to operate at 3.8 GHz covering a wide frequency
band of about 900 MHz, for potential UWB operations. Additional extensive analysis has
been performed using this promising new antenna technology. In [72] ,the authors further
investigated the mutual coupling generated by using two antenna elements and studied the
level of intermodulation distortion that may be generated when these antennas are used in
a 2× 2 MIMO system.
One of the main techniques to switch the beams is to use PIN diodes to switch be-
tween an active and a passive element. However, the presence of such lumped elements
often requires an additional control board to boost the current from the General Purpose
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Figure 2.6 Omni-directional Radiation State of a Reconfigurable Alford Loop Antenna
Input/Output (GPIO) pins coming from the main board of the wireless radio platform such
as SDR. An improved design of the antenna was further proposed in [3]. This design
of Reconfigurable Alford Loop Antenna (RALA) presents an integrated control board for
flexible employment with SDR wireless platforms. Further, the antenna can radiate a single
directional beam, an omni-directional beam or a six directional beams covering WiFi and
WiMax channels from 2.4 GHz to 3GHz.
Fig. 2.8 shows the design of the improved RALA. The antenna can generate a total
of four directional beams with 900 of spacing between each other. Lastly, a bi-directional
beam can also be generated by activating a couple of opposite elements, keeping the other
two disconnected. Thus, an additional two bi-directional beams can also be generated.
Fig. 2.9a and Fig. 2.9b show the radiation patterns corresponding to the directional and
omnidirectional modes, respectively.
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Figure 2.7 Four Sectored Beams of a Reconfigurable Alford Loop Antenna
2.2 Applications of Reconfigurable Antennas in Wireless Communi-
cations
Integrating reconfigurable antennas in wireless systems have received a lot of attention in
the past decade. Initially, their benefits were both theoretically [73, 30] and experimentally
studied for Multiple Input Multiple Output (MIMO) wireless systems. Numerous studies
have shown that reconfigurable antennas can offer additional performance gains in systems
by increasing channel capacity [74], [18]. They have also been shown to perform well in
low SNR regimes [37, 75], to improve space-time coding techniques [76, 77] and to be
effective in frequency selective channels [78]. These antenna are gradually making their
way into commercial wireless systems [79], [80]. These antennas bring two major bene-
fits to traditional multi-element wireless systems. First, the additional degree of freedom
to dynamically alter radiation patterns, enable wireless systems to adapt to physical link
conditions. This adaptation leads to enhanced performance and can provide robustness to
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Figure 2.8 Improved Design of Reconfigurable Alford Loop with Integrated Control Cir-
cuit [3]
varying channel conditions. Second, these antennas provide space and cost benefits, either
by incorporating multiple elements in a single physical structure [4] or by reducing the
number of RF chains [81], [82].
More recently, reconfigurable antennas have also shown improved performance in multi-
user wireless systems when applied to interference management [83, 84] or subcarrier al-
location techniques [85]. Reconfigurable antennas have also enabled an interesting dimen-
sion in interference management techniques such as blind interference alignment [86, 87,
73]. Another, important application of reconfigurable antennas is interference cancellation
in full-duplex system [88, 89]. The directionality offered by reconfigurable antennas can
be used for interference rejection at the transmitter’s RF port.
The diversity offered by these reconfigurable antennas can be used for novel applica-
tions and not just for throughput optimization in conventional wireless systems. The au-
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(a) Omni-directional (b) Directional
Figure 2.9 Omni-directional and Dual-directional radiation patterns (states) of an Improved
Reconfigurable Alford Loop Antenna
thors in [90, 91] have shown how the multiple channel realizations provided by the multiple
states of a reconfigurable antenna can be used to develop channel fingerprints and then can
be used for physical layer authentication [92, 93]. Another application of pattern diversity
in wireless security is shown by [71] to generate symmetric keys with high entropy.
2.3 Online Learning via Multi-Armed Bandit
A vastly investigated framework to study the uncertainty in the environment is the multi-
armed bandit (MAB) problem. The MAB problem is a fundamental mathematical frame-
work for learning unknown variables [94, 95]. It embodies the well known exploitation vs
exploration trade-off seen in reinforcement learning and limited feedback learning. Orig-
inally motivated by pharmaceutical companies’ need to design optimal clinical trials in
medicine [96], MAB has now found applicability in many modern decision systems such as
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large scale Internet advertising [97, 98], personalized recommender systems [99], adaptive
routing [100, 101], and dynamic spectrum access [102] to name a few. In a classic MAB
setting, an algorithm or policy (decision maker) has N independent arms (i.e., options to
choose) at every t sequential time rounds. The algorithm may or may not have any prior
partial statistical information regarding each of the arms (i.e., the option). At each round t,
the algorithm pulls a single arm and receives a reward associated with that arm. The trade-
off involves choosing an arm with the highest expected payoff using current knowledge and
exploring the other arms to acquire more knowledge about the expected pay-offs of the rest
of the arms. Therefore, the goal is to design an algorithm to play one arm at each time se-
quentially to maximize the total expected reward in the long run. The performance measure
of an arm selection policy is referred to as regret or cost of learning [103]. Regret is defined
as the difference in the expected reward gained by always selecting the best option and the
reward obtained by a given algorithm. There are well-known algorithms [95, 104] which
can achieve regret that grows sublinearly in t. Faithfully applying the MAB framework to
practical problems involves accounting for various factors and careful analysis. Some of
the factors include, identifying options which constitute arms in your problem, notion of
reward, assumption on the distribution of the rewards, dependence or correlation between
the arms, stationary vs time varying distribution, unavailability of arms, etc.
In the classic formulation [94, 104, 95], there are N independent arms with a single
player, playing arm i (i = 1, . . . N). The trade-off involves choosing an arm with the high-
est expected payoff using current knowledge and exploring the other arms to acquire more
knowledge about the expected pay-offs of the rest of the arms. On each play of a single
arm, the player receives a random reward. The goal is to design a policy to play one arm at
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each time sequentially to maximize the total expected reward in the long run. In the seminal
work of Gittins [105], it was shown that the optimal policy of MAB with Bayesian formula-
tion where reward distributions are known, has a simple index structure (i.e., Gittins index).
Within the non-Bayesian framework, Lai and Robbins [94] provided a performance mea-
sure of an arm selection policy referred to as regret or cost of learning. Regret is defined
as the difference in the expected reward gained by always selecting the optimal choice and
the reward obtained by a given policy. Since the best arm cannot always be identified in
most cases using a finite number of prior observations, the player will always have to keep
learning. Due to the continuous learning process, the player will make mistakes which
will grow the regret over time. The goal of the learning policies under multi-armed bandit
framework is to keep the regret as low as possible and bound the growth of regret over time.
In future chapters, we will present antenna radiation state selection techniques based
on the strong mathematical foundations of the multi-armed bandit theory. We will show
that online learning of reward distributions encountered in wireless communications via
multi-armed bandit theory is effective and useful and opens up a new method to deal with
limited prior channel statistics.
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Chapter 3: Online Learning for Wireless Link Optimization
3.1 Overview
Reconfigurable antenna technology has gained a lot of attention in recent years for appli-
cations in wireless communications. Both theoretical and experimental studies have shown
that reconfigurable antennas can offer additional performance gains in Multiple Input Mul-
tiple Output (MIMO) systems by increasing channel capacity [74, 18]. These have also
been shown to perform well in low SNR regimes [37]. Gradually making their way into
commercial wireless systems [79, 80], these antennas bring two major benefits to traditional
multi-element wireless systems. First, the additional degree of freedom to dynamically al-
ter radiation patterns enable MIMO systems to adapt to physical link conditions. This
adaptation leads to enhanced performance and can provide robustness to varying channel
conditions. Second, these antennas provide space and cost benefits either by incorporat-
ing multiple elements in a single physical device [4] or by reducing the number of RF
chains [81], [82]. Beyond single user MIMO systems, reconfigurable antennas have more
recently been used for improving advanced interference management techniques such as
Interference Alignment (IA) [83], [106], [107]. With the continued interest in developing
practical cognitive radios to have greater autonomy, learning, and inference capabilities, the
integration of reconfigurable antennas in cognitive radios along with intelligent algorithms
to control them, is going to play a significant role.
One of the key challenge to effectively use the reconfigurability offered by these an-
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tennas and integrate them in practical wireless systems, is to select an optimal radiation
state1(in terms of capacity, SNR, diversity etc.) among all the available states for a wire-
less transceiver in a given wireless environment. There are two fundamental challenges to
achieve this goal: (i) the requirement of additional channel state information (CSI) corre-
sponding to each state for each transmitter-receiver pair; (ii) The amount and the frequency
of the channel training required and the associated overhead. These challenges become
even more difficult to overcome when reconfigurable antennas are employed at both the
ends of the RF link thus creating a large search space in order to find an optimal radia-
tion state for communication. Moreover, the effect of node mobility, changes in physical
antenna orientation, and the dynamic nature of the wireless channel can render previously
found “optimal” states suboptimal over time.
Translating the benefits of reconfigurable antennas into a practical realizable MIMO
system is thus a highly challenging task. Existing antenna state selection techniques (see
Sec 3.2) have primarily relied on the availability of perfect instantaneous CSI coupled with
modified periodic pilot based training to perform state selection. Besides the performance
loss caused by imperfect or incomplete CSI, the additional problem of changing the data
frame to enable additional channel training, renders these approaches impractical for use in
systems such as IEEE 802.11x and IEEE 802.16 as the number of available states increase.
In this work, instead of relying on the availability of full, instantaneous CSI and periodic
channel training, we ask the following questions:
• Can a reconfigurable antenna system learn to select an optimal radiation state with-
1State refers to either the radiation pattern selected at the receiver or the transmitter or a combination of
radiation patterns selected at the receiver and transmitter respectively.
3.1 OVERVIEW
33
out the availability of instantaneous full CSI and periodic training while optimizing
an arbitrary link quality metric?
• Can a reconfigurable antenna system also adapt to varying channel conditions with-
out extensive channel training and parameter optimization?
Towards addressing these challenges, we present an online learning framework for re-
configurable antenna state selection, based on the theory of multi-armed bandit. We model
a system where each transmitter-receiver pair (i.e., a link) develops a sequential decision
policy to maximize the link throughput. For each decision, the system receives some re-
ward from the environment which is assumed to be an i.i.d random process with an arbi-
trary distribution. It is also assumed that the mean reward for each link is unknown and
is to be determined online by the learning process. Specifically, we provide the following
contributions in this work:
1. We first present a learning framework to learn the optimal state selection based on
the theory of multi-armed bandit, in order to maximize system performance.
2. We identify key link quality metrics which can be used with the learning framework
to assess the long-term performance of the system.
3. We implement and evaluate the learning algorithm in a practical IEEE 802.11x based
single user MIMO-OFDM system to evaluate the performance over measured wire-
less channels.
3.2 RELATED WORK
34
------
Preamble OFDM Data 1 OFDM Data 2 OFDM Data N
T
1
T
2
T
3
T
4
4 Training 
Symbols
N Data 
Symbols
Pilots for Phase Correction
Figure 3.1 OFDM frame structure. Preamble is loaded with 4 training symbols for channel
training of a single selected antenna state
3.2 Related Work
Pattern Reconfigurable Antennas and Beam Selection
Though the architecture of pattern reconfigurable antennas and their performance in MIMO
systems have received significant attention, there are only a handful of studies which focus
on practical control algorithms and optimal state selection techniques [108]. In [30], the
authors estimate the channel response for each antenna state at the transmitter and receiver
using pilot based training and select an optimal state combination. They theoretically show
the effect of channel estimation error on link capacity and power consumption. Since their
technique relies on the availability of full CSI at every time slot, a change in the data frame
is required to enable additional channel training, which can lead to a loss of capacity as
the number of antenna states increase. The authors in [109], provide a selection technique
based on second order channel statistics and average SNR information for state selection
without changing the OFDM data frame. This technique maximizes the average system
performance over a long run. Their selection technique relies on building offline lookup
tables for a given SNR and power angular spread for a given environment and is not adap-
3.2 RELATED WORK
35
tive in nature. Periodic exhaustive training techniques with reduced overhead is presented
in [110] where the authors highlight the effect of channel training frequency on the ca-
pacity and the bit-error rate (BER) of a MIMO system. In order to reduce the overhead
of exhaustive training for all the beam combinations, the authors make assumptions on the
prior availability of statistics of the channel in order to eliminate sub-optimal beams. But in
their work it is not clear how to re-introduce the excluded states which may become optimal
over time due to channel variations. Though some of these techniques were successful in
showing the benefits of multi-beam selection and motivated the need for a selection algo-
rithm, none solved the challenges mentioned above. Moreover, all the schemes mentioned
above provide only simulated results without any practical implementation and assume the
availability of full CSI from the periodic channel training. In our work, we neither assume
full CSI for all states at every time slot nor do we perform periodic exhaustive training.
Our approach does not require a change in the frame structure and can still adapt on a per
packet basis.
Multi-Armed Bandit (MAB) for Cognitive Radio
Stochastic online learning, via multi-armed bandit, has gained significant attention for ap-
plications in opportunistic and dynamic spectrum access. The authors in [102] applied the
multi-armed bandit formulation to the secondary user channel access problem in cognitive
radio network. Later, a restless MAB formulation for opportunistic multi-channel sensing
for secondary user network was presented and evaluated in [111]. Further in [48], a combi-
natorial version of MAB was proposed for a network with multiple primary and secondary
users taking into account the collisions among the secondary users. Distributed chan-
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Figure 3.2 System diagram of 2x2 MIMO OFDM System with Reconfigurable Antennas
and the receiver employing Learning Module for Antenna State Selection
nel allocation among multiple secondary users was further studied and proposed in [112]
and [113]. Another application of multi-armed bandit for cognitive radio was proposed
in [114] for adaptive modulation and coding. The application of online learning for cogni-
tive radio for dynamic spectrum access can be enhanced by either using pattern reconfig-
urable antennas to avoid interference using spatial means or can be combined with spec-
trum sensing where a secondary user can opportunistically select a radiation state once an
unoccupied channel is found using channel sensing.
Notation: We use capital bold letters to denote matrices and small bold letters for vec-
tors. H−1, H† and HT denote the matrix inverse, Hermitian and transpose operation respec-
tively. ‖H‖F represents the Frobenius norm of H respectively. The d × d identity matrix is
represented by Id.
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3.3 System Model
3.3.1 MIMO System Model with Reconfigurable Antennas
Consider a point to point MIMO link with M pattern reconfigurable antennas at the trans-
mitter (Tx) and N pattern reconfigurable antennas at the receiver (Rx). We assume that
reconfigurable antennas at the transmitter have J such unique states and the antennas at
the receiver are capable of switching between K such states. The degree of correlation
between all the resulting J × K combination of channel realizations is governed by the
physical structure of the reconfigurable antenna. We employ the V-BLAST [115] architec-
ture for transmission of the spatial multiplexed input symbol x (∈ CM×1) (i.e., each antenna
element carries an independent stream of information). Further, in order to approximate the
channel as having flat fading, we employ OFDM as the multicarrier modulation scheme.
Under such a setting, the received signal is given as:
y(f) = Hk,j(f)x(f) + n(f), (3.1)
where f denotes the OFDM subcarrier index, k, j represent the antenna state of the re-
configurable antenna selected at the receiver and transmitter respectively, y is the N × 1
received signal vector, Hk,j is the N ×M MIMO channel between the transmitter and the
receiver, x is M × 1 and n represents the N × 1 vector of complex zero mean Gaussian
noise with covariance matrix E
[
nn†
]
= σ2IN . For brevity, we will drop the symbols k, j
and f . The input vector x is subject to an average power constraint, E
[
Tr(xx†)
]
= P with
total power equally distributed across the input streams, i.e. the input covariance matrix is
given by Q = P
M
IM . The set containing all the combinations of states of the reconfigurable
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antenna at the transmitter and receiver will be represented by the vector Ω ={j× k: j ∈ J ,
k ∈ K}.
Frame Structure and Channel Estimation
To enable frequency domain estimation of MIMO channel coefficients at the receiver, every
OFDM frame carries four training symbols in the preamble, two for each antenna element
as shown in Fig. 3.1. Each transmit antenna is trained orthogonally in time i.e. while
the training symbols are transmitted from one transmit antenna, the other transmit antenna
stays silent. The received training symbols are then used to estimate the MIMO channel
using a Least Squares Estimator. Let t1 and t2 represent the vector of training symbols and
T represent the matrix of training symbols, i.e. T = [t1 t2]. Then, the least square estimate
of a single tap channel is given as:
HLS = YT
† (TT†)−1 (3.2)
where Y represents the matrix of received signal vectors corresponding to both the
training symbols. It should be noted that (3.2) is evaluated for every OFDM subcarrier f. In
addition to the channel estimates obtained via (3.2), each OFDM symbol carries 4 evenly
placed pilot tones, which are used for phase correction at the receiver.
Hphase-corrected = HLSe
−jφi (3.3)
where φi represents the average phase of the 4 pilot tones for the ith OFDM symbol
in a frame. These frequency domain channel estimates are then used to carry out channel
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equalization using Zero Forcing-Successive Interference Cancel
3.3.2 Bandit Formulation for Antenna State Selection
Our work is influenced by the formulation in [95] where arms have non-negative rewards
that are i.i.d over time with an arbitrary un-parametrized distribution. We consider the
set up where there is a single transmitter and L wireless receivers and both the transmitter
and the receiver employ pattern reconfigurable antennas. The receivers can select from K
available antenna states and the state at the transmitter is fixed which reduces the problem
to selecting an antenna state only at the receiver where each receiver can select state i in-
dependently. It can be shown that this framework can be easily extended to the case where
the antenna state at the transmitter is not fixed and state selection is also performed for the
transmitter. In that case, an antenna state will refer to a combination of the radiation state j
at the transmitter and radiation state i at the receiver. In the context of multi-armed bandit
a radiation state i is interchangeably referred to as an arm i. The decision is made at every
time slot (packet) n to select the antenna state to be used for the next reception. If a receiver
selects a state i and assuming the transmission is successful, an instantaneous random re-
ward is achieved which we denote as Ri (n). This reward is assumed to evolve as an i.i.d
random process and the mean of this random process is unknown to the receiver. Without
loss of generality, we normalize Ri (n) ∈ [0, 1] . When a receiver selects an antenna state
i, the reward Ri (n) is only observed by that receiver and the decision is made only based
on the locally observed history. Also, the reward is only observed for the selected state i
and not for the other states. In other words, a receiver receives channel state information
for only the selected radiation state at a given time slot and acquires no new information
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about the other available radiation states. In this way, our proposed technique differs from
the other techniques in the literature as it does not rely on the availability of instantaneous
CSI for all the radiation states at each time slot.
We represent the unknown mean for a given state i as x¯i = E [Ri]. The collection of
these means for all the states, is then represented as X¯ = E {x¯i, 1 ≤ i ≤ K}. We further
define the deterministic policy pi (n) at each time serving as a mapping between the reward
history {Rk}n−1k=1 and the vector of antenna states r (n) to be selected at time slot n where
receiver l selects antenna state rl (n). The goal is to design policies for this multi-armed
bandit problem that perform well with respect to regret. Intuitively, the regret should be
low for a policy and there should be some guarantees on the growth of regret over time.
Formally, the regret of a policy after n plays is given by (4.18).
µ∗n−
K∑
i=1
µiE [Ti (n)] (3.4)
where,
µ∗ = max1≤i≤Kµi (3.5)
µ∗ is the average reward of the optimal antenna arm, µi is the average reward for arm i,
n is the number of total trials. E [·] is the expectation operator and Ti (n) is the number of
times arm i has been sampled upto time slot n. It has been shown in [94] that the minimum
rate at which regret grows is of logarithmic order under certain regularity conditions. The
authors established that for some families of reward distributions there are policies that can
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satisfy
E [Ti (n)] ≤
(
1
D (µi||µ∗) + o(1)
)
ln(n) (3.6)
where o (1)→ 0 as n→∞ and
D (µ||µ∗) ≡
∫
µiln
µi
µ∗
(3.7)
is the Kullback-Leibler divergence between the reward density µi of a suboptimal arm
i and the reward density of the optimal machine µ∗. Therefore, over infinite horizon, the
optimal arm is played exponentially more often than any other arm.
3.4 Policies and Reward
3.4.1 Selection Policies
A learning policy for antenna state selection (also referred to interchangeably as selection
technique) must overcome certain challenges. We identify such challenges below:
1. Optimal antenna state for each wireless link (between a single transmitter and a re-
ceiver location) is unknown apriori. Moreover, each wireless link may have a differ-
ent optimal state. A selection technique should be able to learn and find the optimal
state for a given link.
2. For a given wireless link, there might be several states which are near optimal over
time based on channel conditions and multipath propagation. A selection technique
should provide a policy to balance between exploiting a known successful state and
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exploring other available states without excessive retraining to account for the dy-
namic behavior of the channel.
3. For the purpose of real-time implementation in a practical wireless system, a selec-
tion technique must be computationally efficient and employ simple metrics which
can be extracted from the channel without large overhead or extensive feedback data.
Most of the learning policies for the non-Bayesian multi-armed bandit problem in the
literature works by associating an index called upper confidence index to each arm. The
calculation of such an index relies on the entire sequence of rewards obtained up to a point
from selecting a given arm. The computed index for each arm is then used as an estimate
for the corresponding reward expectations and is used to select the arm with highest index.
We base the antenna state selection technique on the deterministic policy UCB1 and its
variants as given in [95].
UCB1 - Selection Policy
To implement the UCB1 policy, each receiver stores and updates two variables; the average
of all the instantaneous reward values observed for state i up to the current packet n denoted
as R¯i (n) (sample mean) and the number of times antenna state i has been selected up to
the current packet n, denoted as ni (n). The two quantities R¯i (n) and ni (n) are updated
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using the following update rule:
R¯i (n) =

R¯i(n−1)ni(n−1)+Ri(n)
ni(n−1)+1 if state i is selected
R¯i (n− 1) else
(3.8)
ni (n) =

ni (n− 1) + 1 if state i is selected
ni (n− 1) else
(3.9)
The UCB1 policy as shown in Algorithm 4, first begins by selecting each antenna state
at least once and R¯i (n) and ni (n) are then updated using 4.22 and 4.23. Once the initial-
ization is completed, the policy selects the state that maximizes the criteria on line 6. From
line 6, it can be seen that the index of the policy is the sum of two terms. The first term is
simply the current estimated average reward. The second term is the size of the one-sided
confidence interval of the estimated average reward within which the true expected value
of the mean falls with a very high probability. The estimate of the average reward improves
and the confidence interval size reduces as the number of times an antenna state is selected
increases. Eventually, the estimated average reward reaches as close as possible to the true
mean. The size of the confidence interval also governs the index of the arm for future
exploration.
For an instance, consider a two-armed bandit problem shown in Fig. 3.3. In order to
select between the two arms, if only the average reward R¯1 and R¯2 are considered, clearly
arm 1 will be selected. However, this will ignore the confidence in the other arm in order
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Figure 3.3 Illustration of UCB1 Policy for a 2-armed bandit problem
to explore higher pay-offs. By adding the size of the confidence interval to the index term,
even the though the R¯2 < R¯1, arm 2 is selected for further exploration instead of arm 1.
Since the confidence interval size depends on the number of times an arm has been played
as well as the total number of trials, an arm which has been played only a few times and
has an estimated average reward, near to an optimal, will be chosen to be played.
Algorithm 1 UCB1 Policy, Auer et al. [95]
1: // Initialization
2: ni, R¯i ← 0
3: Select each antenna state at least once and update ni, R¯i accordingly.
4: // Main Loop
5: while 1 do
6: Select antenna state i that maximizes R¯i +
√
2ln(n)
ni
7: Update ni, R¯i for antenna state i
8: end while
The UCB1 policy has an expected regret of at most [95]:
[
8
∑
i:µi<µ∗
lnn
∆i
]
+
(
1 +
pi2
3
)( ∑
i:µi<µ∗
∆i
)
(3.10)
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where ∆i = µ∗ − µi
UCB1-Tuned Policy
For practical implementations, it has been shown that by replacing the upper confidence
bound of UCB1 with a different bound to account for the variance in the reward yields
better results [95]. In UCB1-Tuned, the exploration term is given as:
√
ln(n)
ni
min
{
1
4
, Vi (ni)
}
(3.11)
where Vi is defined as:
Vi (s) ≡
(
1
s
∑
R2i,s
)
− R¯2i,s +
√
2ln(t)
s
(3.12)
when state i has been selected s times during the first t time slots. Therefore, the UCB1-
Tuned policy can now be written as Algorithm II. Even though UCB1-Tuned policy has
been shown to work experimentally well, there are no proofs available for the regret bounds
in the literature. We expect this policy to work best for the scenarios where the link quality
metrics have large variance due to dynamic channel variations.
Algorithm 2 UCB1-Tuned Policy, Auer et al. [95]
1: // Initialization
2: ni, R¯i ← 0
3: Select each antenna state at least once and update ni, R¯i accordingly.
4: // Main Loop
5: while 1 do
6: Select antenna state i that maximizes R¯i +
√
ln(n)
ni
min
{
1
4
, Vi (ni)
}
7: Update ni, R¯i for antenna state i
8: end while
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UCB1-Normal Policy
The two UCB1 polices described above made no assumptions on the reward distributions.
In the UCB1-Normal policy, it is assumed that the reward follows a normal distribution
with unknown mean and variance. This is a special case and it is shown in [95] that the
policy in Algorithm 3 achieves logarithmic regret uniformly over n time slots. The index
associated with each arm is still calculated based on the one sided confidence interval of the
average reward, but since the reward distribution is known, instead of using the Chernoff-
Hoeffding bound, to compute the index, the sample variance is used as an estimate of the
unknown variance. Thus, the UCB1 policy can be modified as shown in Algorithm 3 and
the highest index is calculated using line 8.
Algorithm 3 UCB1-Normal Policy, Auer et al. [95]
1: // Initialization
2: ni, R¯i ← 0
3: // Main Loop
4: while 1 do
5: Select the antenna state which has not been selected at least 8logn times
6: Otherwise select the antenna state i that maximizes
7:
8: R¯i +
√
16 qi−niR¯i
2
ni−1
ln(n−1)
ni
9:
10: Update ni, R¯i for antenna state i
11: end while
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where qi is the sum of squared rewards for state i.
UCB1-Normal policy has an expected regret of at most:
256 (logn)
( ∑
i:µi<µ∗
σ2i
∆i
)
+
(
1 +
pi2
2
+ 8logn
)( K∑
i=1
∆i
)
(3.13)
3.4.2 Reward Metrics
In this section, we discuss the link quality metrics that we use as instantaneous reward for
the selection policies described above. The selection of reward metrics is dependent on
the specific system implementation and based on the desired objective, the system designer
can identify a relevant reward metric. In this chapter, we evaluate two commonly used link
quality metrics for MIMO systems.
Post-Processing SNR (PPSNR)
We first use Post-Processing SNR as the reward metric to perform the antenna state selec-
tion. PPSNR can be defined as the inverse of the Error Vector Magnitude (EVM) [116], [117].
As true SNR is not easily available for MIMO systems on a per-packet basis, PPSNR can
be used to approximate the received SNR and can be used as the link quality metric. EVM
for a MIMO spatial multiplexed system is defined as the squared symbol estimation error
calculated after the MIMO decoding of the spatial streams. At every OFDM packet re-
ception, we calculate the PPSNR for all the subcarriers and separately for all the spatial
streams. Then, the instantaneous reward Ri (n) for time slot (packet) n can be calculated
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as:
Ri (n) =
1
S
S∑
s=1
1
F
F∑
f=1
PPSNR[s]f (3.14)
where F is the number of subcarriers and S is the number of spatial streams.
Demmel Condition Number (DCN)
For MIMO systems employing spatial multiplexing (SM) technique, the separate antenna
streams on which data is modulated are required to be as uncorrelated as possible for
achieving maximum capacity. The correlation among the spatial streams is influenced
by the propagation effects such as multipath propagation and the amount of scattering.
In MIMO systems equipped with reconfigurable antennas, the additional degree of free-
dom to select the radiation states can potentially reduce the correlation between the spatial
streams. Previously, regular condition number or its reciprocal have been used to evaluate
the quality of MIMO channel matrix. However, motivated by results in [118], we use the
Demmel condition number as it can be related to a sufficient condition for multiplexing to
be better than diversity. If the Demmel condition number is high, it represents high cor-
relation between the streams. We calculate the Demmel condition number per subcarrier
as:
κf =
||Hf ||2F
λk
(3.15)
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where || · ||F is the Frobenius norm of the channel and λk is the smallest eigenvalue of the
MIMO channel matrix Hf . We then calculate instantaneous reward Ri (n) as
Ri (n) =
1
κ
(3.16)
where,
κ =
1
S
S∑
s=1
1
F
F∑
f=1
κ
[s]
f (3.17)
3.5 Experimental Setup
3.5.1 Pattern Reconfigurable Antennas
For our experiments, we use the Reconfigurable Leaky Wave Antenna (RLWA) which is a
two port antenna designed to electronically steer two highly directional independent beams
over a wide angular range. Initially proposed by the authors in [4], the prototype shown
in Fig. 3.4 is a composite right/left-handed leaky wave antenna composed of 25 cascaded
metamaterial unit cells [66] loaded with varactor diodes. In order to achieve the CRLH
behavior, a unit cell is implemented by inserting an artificial series capacitance and a shunt
inductance into a conventional microstrip line using an interdigital capacitor and a shorted
stub. Further, there are two varactor diodes (DS) in parallel with the microstrip series inter-
digital capacitor and one varactor diode (DSH) is placed in series with the shunt inductor.
The application of various combinations of bias voltages “S” and “SH” to the independent
bias networks, controls the beam direction allowing for symmetrical steering of the two
radiation beams at the two ports over a 140◦ range. As the two ports are located on the
same antenna structure, it is used as a two-element array in a MIMO setup. The radiation
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states were selected so that all the states have approximately similar measured gain with
as low pattern correlation as possible. All the radiation states at the two ports are matched
for a target return loss of 10dB, with the isolation between the two ports being higher than
10dB.
Figure 3.4 Two port reconfigurable leaky wave antenna [4]
Though the antenna in [66] is ideally capable of switching between an infinite number
of radiation states, in order to characterize the effect of beam direction on the efficacy of
a wireless system with RLWAs deployed at both ends of a link, a subset of 5 states was
selected to allow the beam to steer over a range of 140◦ in the azimuthal plane. Fig. 5.2
shows the measured radiation patterns for the selected states and their corresponding bias
voltages are shown in Table. 3.1.
Table 3.1 Main Radiation Characteristics of Five Antenna states
Index Bias Voltage(V) Gain(dB) Direction(expected)
1 S = 38 SH = 5 -3 0◦
2 S = 5 SH = 30 -3 18◦
3 S = 10 SH = 5 -3.2 36◦
4 S = 2 SH = 10 -3.4 60◦
5 S = 2 SH = 2 -3 72◦
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Figure 3.5 Measured radiation patterns for port 1 & 2(Gain is shown in dB and is≈ −3dB)
3.5.2 Hardware
In our experiments we make use of the Wireless Open Access Research Platform (WARP),
an FPGA-based software defined radio testbed and WARPLab, the software development
environment used to control WARP nodes from MATLAB [119]. Four WARP nodes were
distributed throughout the fifth floor of the Drexel University Bossone Research Center as
shown in Fig. 3.7. This setup allowed us to capture performance for both Line-of-Sight
(LOS) and Non-Line-of-Sight (NLOS) links and also cover a wide SNR regime. As shown
in Fig 3.6, the PPSNR varies significantly from location to location and for each antenna
state. When node 1 is active, it means that node 1 is transmitting and the other three nodes
are receiving. Once all the channels are collected for node 1, the measurement controller
makes node 2 the transmitting node and other remaining nodes, receive. This process is
repeated until all four nodes have finished transmitting and the data is collected. Since
we have 4 nodes and at a given time 1 node transmits and 3 nodes receive, we have a set
of 12 links total, each corresponding to a unique transmitter-receiver combination. For
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Figure 3.6 Average received Post Processing SNR for 5 antenna states at the receiver mea-
sured for 12 links. Link 1 - 3 is when node 1 is active, Link 4 - 6 is when node 2 is active,
Link 7 - 9 is when node 3 is active and Link 10 - 12 is when node 4 is active. Standard
deviation is also shown for all links and antenna states.
certain links, there are more than one antenna states which are near optima,l thus making
the state selection more challenging. By using WARPLab, each of the nodes were centrally
controlled for the synchronization of the transmission and reception process and to provide
control over the antenna states selected at each of the nodes. Although, the nodes were
controlled centrally for data collection purposes, the learning algorithm was decentralized.
Specifically, no information during the learning process was shared with the transmitter.
3.5.3 Data Collection
The performance of the RLWA was evaluated in a 2 × 2 MIMO system with spatial mul-
tiplexing as the transmission technique [115]. The implemented communication system
followed an OFDM PHY as described in the IEEE 802.11n standard with total 64 subcarri-
ers. A total of 48 subscribers were used for loading data symbols, 4 for Carrier Frequency
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Figure 3.7 Node positions on the 5th floor of the Drexel University Bossone Research
Center.
Offset correction and 12 left blank (i.e., F=48, S=2). For collecting channel realizations, we
use a broadcast scheme where each designated WARP node transmitter broadcasts packets
modulated using BPSK. For each packet transmission, the receiver nodes stored channel
estimates and extracted the reward metrics as described earlier. Furthermore, the antenna
states for each receiver node were switched after each packet until all 5 possible antenna
states between the transmitter and receivers were tested. This process was repeated until
200 channel realizations were stored for all the state combinations and for each node acting
as a transmitter. The beam directions in Fig. 3.7 correspond to the optimal state selected
most often at each of the receivers when node 4 was transmitting. The selection poli-
cies described in Section 3.3.2 are online learning policies but we note that we collected
the channel realizations corresponding to each state and evaluated the algorithm in post-
processing. This is essential in order to benchmark the performance of different selection
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policies under the same channel conditions and to make sure that channel conditions do not
bias performance results.
3.6 Performance Analysis
We evaluate the performance of the proposed online selection policies using the measure-
ment setup described above. We compare these polices with three policies 1) Genie Policy:
In this policy it is assumed that the true mean rewards for all the antenna states are known
apriori and a genie always selects the optimal antenna state. This closely represents the
ideal case where instantaneous full CSI corresponding to all the states are available to se-
lect the optimal antenna state, 2) Exhaustive Search with Periodic Training (ESPT): In this
selection scheme, all the antenna states are selected periodically in sequence and the cor-
responding channel estimates are then used to select the optimal state. The frequency and
the amount of the training are fixed and are given by τ and φ. Since, we do not change
the frame structure to enable periodic training for all antenna states, this represents an al-
ternative where all antenna states are periodically selected both for channel training and
sending data. This can be viewed as the process of consecutive exploration and exploita-
tion, except that the duration of the exploration and exploitation is fixed and exploration
occurs uniformly across all the states, and 3) Random Selection: In this selection scheme,
at each time slot, one antenna state is randomly selected with uniform probability from the
available K states.
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Figure 3.8 Normalized Regret R¯ (n) for reward metrics PPSNR and DCN respectively.
3.6.1 Regret Analysis
The goal of the learning policies is to maximize the long-term average reward, but in order
to analyze the cost of learning, the regret of a system is an essential metric. Regret is a
finer performance criteria as compared to long-term average reward and it indicates the
growth of the loss incurred due to learning without complete state information. In Fig. 3.8a
and 3.8b, we show the regret with respect to the number of packets for all the selection
policies corresponding to two different reward metrics respectively.
The regret is averaged across all the transmitter and receiver locations shown in Fig. 3.7.
It can be seen that the UCB1 policy and its variants have a sublinear regret as compared
to the ESPT and Random selection. Further, it can be seen that varying the parameters of
ESPT has direct impact on the regret of the system. ESPT with τ = 10 and φ = 1 shows
minimum regret among other ESPT policies, where a single round of periodic training was
3.6 PERFORMANCE ANALYSIS
56
performed every 10 OFDM symbols. If there are many suboptimal states and exhaustive
training is performed with high frequency (τ = 5,φ = 1), suboptimal states will be selected
much more often, thus incurring higher regret. Also, if the frequency is kept constant
and the amount of training is increased in order to get a better estimate of the reward
(τ = 10,φ = 2), it will reduce the rate of regret but it will still be linear. This indicates the
trade-off between the amount and the frequency of the channel training which makes tuning
the parameters τ and φ very challenging for a given environment. The UCB1 polices do not
require parameter tuning and inherently adjusts the exploration rate based on the acquired
estimate of the average reward and the associated confidence in the estimate.
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Figure 3.9 Percentage of the optimal state is selected
Further, in Fig. 3.9a and 3.9b, we show the percentage of time, optimal state is selected
by a policy up to time slot n. When using instantaneous PPSNR, UCB1-Tuned policy
outperforms other policies, selecting the optimal state up to 90% of the time.
While UCB1 policy performs closer to UCB1-Tuned, the UCB1-Normal performs sub-
3.6 PERFORMANCE ANALYSIS
57
1 2 3 4 5 6 7 8 9 10 11 12
−5
0
5
10
15
20
Link Number
Av
era
ge
 Po
st 
Pro
ce
ssi
ng
 SN
R (
dB)
 
 
UCB1−Tuned (Best UCB1)
UCB1−Normal (Worst UCB1)
ESPT: τ=10,φ=1 (Best ESPT)
ESPT: τ=5,φ=1 (Worst ESPT)
Figure 3.10 Average received Post Processing SNR for best and worst UCB and ESPT
policies for 12 links. Link 1 - 3 is when node 1 is active, Link 4 - 6 is when node 2 is
active, Link 7 - 9 is when node 3 is active and Link 10 - 12 is when node 4 is active.
Standard deviation is also shown for all links and antenna states.
optimally due to the assumption that the reward is normally distributed. As shown in [116],
PPSNR is chi-squared distributed, therefore the UCB1-Normal policy is not expected to
perform as well as the rest of the UCB1 policies. Further, as shown in the case of regret,
performance of the ESPT policy varies as τ and φ are varied, where in this case, best ESPT
policy selected the optimal state only 50%.
In Fig. 3.11, we show the impact of increasing the number of antenna states on regret.
As the number of antenna states increase, the regret for ESPT polices increase with higher
leading constant while the regret for UCB1 policies increase only slightly. More interesting
is the fact that the regret for random policy decreases as the number of available states to
select, increases. This decrease is due to the fact that the random policy explores uniformly
and if there are more than one near optimal states, the regret will decrease. The regret for
the random policy will eventually grow in a situation where there is only one constantly
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Figure 3.11 Average Regret R¯ (n) vs Number of Antenna States available at each receiver
optimal state and the rest of the states are sub optimal as the probability of sampling sub
optimal states will increase.
3.6.2 Average PPSNR
We first study the impact of increased pattern diversity on the average PPSNR. In Fig 3.12,
it can be seen that as the number of antenna states at the receiver is increased, a higher gain
in average PPSNR is achieved. There is a 25% improvement achieved by learning policies
in average PPSNR across all the links when the number of antenna states is increased from
2 to 5. However, the gain in average PPSNR achieved by the best ESPT policy is only 10%
while the worst case ESPT policy shows negative improvement. This is due to the fact that,
as the number of antenna states are increased, performing exhaustive search periodically
negates diversity benefits due to increased training overhead. Further, the random policy
shows higher gain since the random policy explores more frequently to find the optimal
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Figure 3.12 Gain in Average PPSNR (dB) vs Number of Antenna States available at each
receiver
antenna state.
We further study the improvement in the average PPSNR by evaluating the gain in the
average PPSNR for both the reward metrics; instantaneous PPSNR and Demmel Condition
Number (DCN). In Fig. 3.10, we compare the performance of best case and worst UCB1
policies with respective ESPT policies. It can be seen that the percentage improvement in
average PPSNR is significant between the worst case UCB1 and ESPT policies. Also, the
two UCB1 polices have only marginial performance difference. In Figs. 3.13 and 3.14, we
show the empirical CDF of average PPSNR for all the selection policies averaged across all
the links in the network for the two reward metrics respectively. Additionally, we also show
the average PPSNR achieved by the genie policy as a reference ideal case which defines the
upper bound. It can be seen from Fig. 3.13 that all UCB1 policies have better performance
than the rest of the policies.
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Figure 3.13 Empirical CDF of Post-Processing SNR (PPSNR) (db) averaged across all
links. Reward Function: Instantaneous PPSNR
The average PPSNR for all UCB1 policies lie within 1dB of the best case scenario
which is shown as upper bound. The relative performance of the ESPT policies follow
a similar trend as seen above. The best performing UCB1 policy achieves 2.3dB higher
average PPSNR providing 31% improvement over the best ESPT (τ = 10,φ = 1) pol-
icy while the worst UCB1 policy achieves 4.4dB higher average PPSNR providing 82%
improvement over the worst case ESPT (τ = 5,φ = 1).
Further, in Fig. 3.14, when instantaneous DCN is selected as the reward metric, the
overall gain in average PPSNR is less than the case when instantaneous PPSNR is selected
as the reward metric. This difference in average PPSNR indicates that the optimal state
which provides the most correlation between the streams may not always provide the best
PPSNR, since received PPSNR also depends on the power in the channel and is influenced
by propagation effects, such as fading. In this case, the best performing UCB1 policy
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Figure 3.14 Empirical CDF of Post-Processing SNR (PPSNR) (db) averaged across all
links. Reward Function: Instantaneous DCN
achieves 1.4dB higher average PPSNR providing 22% improvement over the best ESPT
(τ = 10,φ = 1) policy while the worst UCB1 policy achieves 2.4dB higher average PPSNR
providing 46% improvement over worst case ESPT (τ = 5,φ = 1).
3.6.3 Sum Throughput
We further assess the impact of improved PPSNR on the throughput of the network. To
analyze throughput improvement, we perform a simple discrete rate look up table based
adaptive modulation and coding (AMC) technique. The fixed look up table is defined by
SNR ranges obtained by using the upper bound expression for symbol error probability in
AWGN channels [20].
P√M ≈ 2
(
1− 1√
M
)
Q
(√
3m
(M − 1)
Eb
N0
1
r
)
≤ E (3.18)
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Figure 3.15 Empirical CDF of Sum throughput (bits/sec/Hz) across all links. Reward Func-
tion: Instantaneous PPSNR
where,
E = 2 exp
(
3m
(M − 1)
Eb
N0
1
r
)
(3.19)
where M is the constellation order, r is the coding rate, Eb
N0
is the SNR per bit, and
m = log2 (M). The selected AMC scheme is used for all the subcarriers. Based on the
measured received PPSNR of each antenna state, we calculate the throughput each link
would achieve when using the AMC schemes shown in Table. 3.2.
In Fig. 3.15 and 3.16, we show the empirical CDF of calculated sum throughput us-
ing the AMC scheme described above for two reward metrics respectively. The PPSNR
improvement realized by using the learning policies allow each receiver to select an appro-
priate AMC scheme to maximize link throughput, thereby improving the sum throughput
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Figure 3.16 Empirical CDF of Sum throughput (bits/sec/Hz) across all links. Reward Func-
tion: Instantaneous DCN
of the network. As shown in Fig. 3.15, the best performing UCB1 policies achieve 17%
improvment over best case ESPT policy, while the worst case UCB1 policy achieves 38%
improvement over worst case ESPT policy.
For the scenario where DCN is used as reward metric UCB1 policy achieves 8% and
13% improvement over best case and worst case respectively.
3.7 Summary
We have proposed a novel online learning based antenna state selection technique and
have shown that wireless systems employing reconfigurable antennas can benefit from such
technique. The proposed selection technique allows the optimal state selection without
requiring instantaneous CSI for all the antenna states and does not require modification to
OFDM frame for periodic training. This leads to reduced overhead of channel training.
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Table 3.2 AMC Schemes with Data Rates (bps/Hz)
Index Modulation(M) Coding Rate (r) Data rate (bps/Hz)
1 BPSK 1/2 0.5
2 4-QAM 1/2 1
3 4-QAM 3/4 1.5
4 16-QAM 1/2 2
5 16-QAM 3/4 3
6 64-QAM 2/3 4
7 64-QAM 3/4 4.5
The performance of the proposed selection technique is empirically evaluated in a practical
wireless system covering wide SNR range and both LOS and NLOS links. We show the
impact of available antenna states on system regret and long time average reward. A relative
average PPSNR gain and corresponding throughput gain is achieved and the performance is
compared to the ideal selection technique utilizing instantaneous full CSI. Future work will
involve devising new learning policies which utilize multiple reward metrics at the same
time for sequential decision making. In addition, investigating the application of antenna
state selection in conjunction with optimal channel selection in a cognitive radio network
or multi-user MIMO network are possible future directions.
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Chapter 4: Online Learning for Multi-user Interference Alignment
4.1 Introduction
As the number of wireless network users grow exponentially, the network becomes more
dense and interference becomes a serious bottleneck. Designing robust interference man-
agement techniques for future multiuser wireless networks is of great importance for en-
hancing network capacity and supporting multiple users. Initially proposed in [120], the
authors in [121] made an important advancement in this direction by utilizing Interference
Alignment (IA) and proving that the sum capacity of a multiuser network is not fundamen-
tally limited by the amount of interference. Subsequently, they showed IA based precoding
to achieve linear scaling of Degrees of Freedom (DoF) and sum capacity in the high signal-
to-noise ratio (SNR) regime.
The key insight for IA is that perfect signal recovery is possible if interference does not
span the entire received signal space. As a result, a smaller subspace free of interference
can be found where the desired signal can be projected while suppressing the interference
to zero. For perfect IA, where all the transmitters and receivers have perfect channel state
information (CSI) available, the requirement is to design the transmit precoding and re-
ceive decoding filters to maximize the interference free dimensions. It has been shown
that designing such filters is generally NP hard [122] except for a few cases such as shown
in [121] and [123]. As an alternative to finding closed-form solutions, many algorithmic
techniques have been proposed in the literature for IA [124], [125], [126]. The basic idea
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is to minimize leakage interference at each receiver to achieve perfect alignment for the
best case scenario. Also, in [127], the authors show that the leakage minimization criteria
may not be the best approximation to maximize DoF. Further, even if the perfect alignment
is achieved, it does not guarantee maximum sum capacity in linear receivers due to loss
of SNR. This loss of SNR prevents IA solutions from being optimal in low or mid SNR
regimes for practical implementation. Since the component of the desired signal lying in
the interference space is lost after projection, the sum capacity scaling achieved comes at
the expense of reduced SNR [128]. Therefore, the key insight from [128] is that in order to
achieve optimal performance, the two spaces must be roughly orthogonal.
In [129], the authors show that orthogonality of the subspaces is influenced by the na-
ture of the wireless channel and hence may not always be achievable in the real world.
Further, the authors provided a feasibility study of IA over measured channels and estab-
lished an empirical relation between sum capacity and distance between the signal and
interference space. They quantified the effect of correlated channels on the sum capacity
and showed the sub-optimality of IA at low SNR. Another experimental study reported
in [130] showed similar degradation in the performance of IA because of practical effects
such as collinearity of subspaces arising in real world channels.
Recently, an alternative approach to improve orthogonality between the subspaces in
order to maximize sum capacity was shown [83], [131], [84] using the pattern diversity
of reconfigurable antennas. Reconfigurable antennas are capable of dynamically altering
their radiation characteristics in response to the needs of the underlying network. In [83],
the authors used multiple states of the reconfigurable antenna for selecting optimal channel
coefficients using exhaustive search and experimentally showed using measured channels,
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the increase in sum capacity over conventional IA even in low SNR regimes. The authors
in [84] proposed a set of sequential algorithms to select the channel coefficient with and
without perfect CSI and quantified the BER performance along with analysis for outage
probability. The proposed work in this chapter extends this concept and we propose a
sequential learning algorithm for selecting optimal channel coefficients for IA precoder
and decoder design.
Traditionally, translating the benefits of reconfigurable antennas into a practical wire-
less systems is a challenging task [132], [75], [108]. Both in single and multi user wireless
networks, the cost of CSI acquisition and channel training for all the states of the reconfig-
urable antenna can sometimes negate the diversity benefits. Therefore, novel techniques to
amortize that cost are important for successful and widespread integration of reconfigurable
antennas in future wireless systems and standards.
Towards addressing these challenges, in this chapter, we first formulate the sequential
channel selection as a multi-armed bandit problem and show how each node can sequen-
tially explore the channel vector space to maximize a network reward function. Our pro-
posed technique is different than the sequential algorithm in [84], which follows a fixed
switching structure (static) and relies on heuristics to find the optimal channel coefficients.
Further, their scheme does not scale with the number of antenna states. Our learning tech-
nique is dynamic in nature and adapts the exploration process based on the observed inter-
ference and desired channel coefficients. We provide analysis in terms of the improvements
achieved in sum capacity, and the distance between interference and desired signal space.
We also provide empirical analysis of the cost of learning the optimal channel coefficients
to provide some bounds on the performance and convergence of the algorithms.
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Specifically, we provide the following contributions in this work:
1. We first present an online learning framework based on the theory of the multi-armed
bandit to maximize network performance in an IA setting.
2. We identify key metrics which can be used with the learning framework to assess the
long-term performance of the system.
3. We present novel sequential learning algorithms to improve the performance of IA
and provide the first practical technique to integrate reconfigurable antennas in sys-
tems making use of IA.
The rest of the chapter is organized as follows: In Section 4.2, we provide a background
on reconfigurable antenna applications in wireless networks and multi-armed bandit theory
along with related work on both topics. Section 4.3 describes a K-user MIMO interference
channel for IA and employing reconfigurable antennas. We also describe the multi-armed
bandit formulation for sequential channel selection in Section 4.3.2. In Section 4.4, we
describe the selection policies and the reward metrics used to evaluate the performance
of the proposed schemes. In Section 4.5, we provide a description of simulation setup,
evaluated algorithms and performance analysis, followed by the conclusion in Section 4.6.
4.2 Related Work
Channel Selection for Reconfigurable Antennas
By providing multiple, potentially uncorrelated channel realizations, reconfigurable anten-
nas provide additional degrees of freedom for adaptation [4] as well as provide space-
cost benefits [81]. Steadily gaining significant attention, these antennas have been shown
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to enhance the performance of single user MIMO systems by increasing the channel ca-
pacity, diversity order [74], [18] and even have been shown to perform well in low SNR
regimes, [37]. They have also been shown to be beneficial for new wireless applications,
such as physical layer security [133], key generation [134] and spectrum sensing [135,
136]. For reaping maximum benefits, a channel (alternatively antenna state) selection tech-
nique to identify optimal channel coefficients is required. In [30], the authors use pilot
based training to estimate the channel response for each antenna to select an optimal state
combination at the transmitter and receiver. They further show theoretically, the effect of
channel estimation error on link capacity and power consumption. Their technique requires
a change in the data frame to enable additional channel training as it relies on the availabil-
ity of full CSI at every time slot, which can lead to a loss of capacity as the number of
antenna states increase. A technique based on second order channel statistics and average
SNR information was proposed by the authors in [109]. Their selection technique does not
require changing the OFDM data frame and maximizes the average system performance
over the long run. Their selection technique relies on building offline lookup tables for a
given SNR and power angular spread for a given environment and is not adaptive in na-
ture. Periodic exhaustive training techniques with reduced overhead is presented in [110]
where the authors highlight the effect of channel training frequency on the capacity and the
bit-error rate (BER) of a MIMO system. More recently, in [132], the authors proposed an
online learning based framework for antenna state selection in single user MIMO systems
with experimental validation. More closely related to the work presented in this chapter,
in [83], [131] [84], the authors have proposed to use the multiple states of a reconfigurable
antenna to enhance the performance of IA. More specifically, in [84], the authors proposed
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two sequential antenna state switching techniques corresponding to closed-form IA and
channel reciprocity based distributed IA schemes. Further, the authors show the SINR and
BER improvements of IA by switching to optimal antenna states. The authors further de-
termine that as the number of users and number of reconfigurable antenna states increase,
the problem becomes NP-hard and can only be solved using approximate algorithms or
stochastic optimization. They restrict the number of antenna states to two in order to apply
heuristic or brute force search techniques to find the best candidate solution. In this chap-
ter, we neither assume full CSI for all antenna states at every time slot, nor do we perform
periodic exhaustive search. Our work (See Sec. 4.3.2) relies on an approximate solution via
online learning to learn and track the derived channel metrics and then adapting the state
selection policy accordingly. In other words, our proposed technique can scale with the
number of antenna states and allows for lower computational complexity in order to find
the best antenna state combinations at the receiver.
Multi-Armed Bandit (MAB)
As explained in Chapter 2, Multi-armed bandit theory provides a mathematical framework
to learn unknown parameters of a distribution via online learning[137, 94, 95]. It rep-
resents the well known exploitation vs exploration dilemma in environments with partial
or no information. In recent years, the application of online learning has gained signifi-
cant attention for applications in network optimization [138], as well as opportunistic and
dynamic spectrum access [113]. The bandit formulation is applied to the secondary user
channel access problem in cognitive radio network in [102]. Later, a restless MAB for-
mulation for time-varying channels is proposed for opportunistic multi-channel sensing
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in [111]. Further in [48], a combinatorial version of MAB was proposed for a network
with multiple primary and secondary users taking into account the collisions among the
secondary users. Distributed channel allocation among multiple secondary users was fur-
ther studied and proposed in [112] and [113]. Another application of multi-armed bandit
for cognitive radio was proposed in [114] for adaptive modulation and coding. Our work
loosely follows the combinatorial version of multi-armed bandit policies in a distributed
setting where different players in the network can either make individual decisions without
exchanging prior information or use a set of prior information vectors to allow sequential
decision making to maximize a network reward.
Notation: We use capital bold letters to denote matrices and small bold letters for vec-
tors. H−1, H† and HT denote the matrix inverse, Hermitian and transpose operation respec-
tively. Span(H), null(H) and ‖H‖Fwould represent the space spanned by the columns of
H, the null space of H and Frobenius norm of H respectively. The d × d identity matrix is
represented by Id.
4.3 System Model
Consider theK user MIMO interference channel in which each transmitter (Tx) is equipped
with M conventional omni-directional antennas and each receiver (Rx) is equipped with N
reconfigurable antennas. The reconfigurable antennas at the receiver have P reconfigurable
states from which to choose. Each of these states correspond to a unique radiation pattern.
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In such a setting, the received signal at the ith receiver can then be represented by
y[i] = H[i,i]p x
[i] +
K∑
k=1
k 6=i
H[i,k]p x
[k] + n[i], (4.1)
where p represents the antenna state selected at the receiver, y[i] is the N × 1 received col-
umn vector, H[i,k]p is the N ×M MIMO channel between Tx k and Rx i, x[k] is the M × 1
input column vector and n represents the N × 1 vector of complex zero mean Gaussian
noise. Also, H[i,k]p =H
[i,k]Rr where Rr is an N×M diagonal matrix with nth diagonal entry
σ2p,n, which defines the mean power of each state p. We consider the Rayleigh fading case,
therefore, the coefficients of the channel matrix H[i,k] are zero mean unit variance complex
Gaussian random variables. Further, H[i,i]p is generated in the same way. We note that the
off-diagonal elements of Rr are zero since we do not consider correlated channels. The
achievability of MIMO IA for correlated channels is still not fully understood and has been
studied only for transmit antenna correlation [139], albeit only for a specific numerical IA
technique known as alternating minimization [125], which is different from the maxSINR
algorithm used in this chapter. We believe that as research in IA progresses, studying the
impact of receive antenna correlation, user correlation and antenna radiation state correla-
tion are interesting areas for future work. For brevity, we will drop the symbol p. Here x
∈ CM×1, y ∈ CN×1 and H ∈ CN×M . The input vector x is subject to an average power
constraint, E
[
Tr(xx†)
]
= P . Total power is assumed to be equally distributed across the
input streams, i.e., the input covariance matrix Q = P
dk
Idk , where dk streams are transmit-
ted by the kth transmitter. Throughout this chapter, we will restrict our study to K = 3;
M = N = 2 and dk = 1, ∀ k ∈ {1, 2, 3}.
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4.3.1 Interference Alignment for the K-User, MIMO Interference Chan-
nel
The goal of IA is to make the signal to interference ratio (SIR) infinite at the output of each
receiver. Specifically, if each transmitter transmits D independent streams of information,
then to achieve perfect alignment at each receiver, the dimensionality of the interference
space must be restricted to N −D in a CN dimensional received signal space [121]. That
is, there is a D dimensional subspace in CN which is free of interference. The design of
the precoding filters for the MIMO interference channel forces interference to exist in a
smaller subspace. It has been shown that designing such precoding filters is NP hard in
general for MIMO systems [122] and closed form solutions exist only for certain special
cases such as the three user 2× 2 MIMO channel [121].
Let v[i] and u[i] represent the transmit precoder and receive interference suppression
filter respectively, where i ∈ {1, 2, 3} and v[i], u[i] ∈ C2×1. Moreover, v[i] and u[i] should
satisfy the feasibility conditions for IA [140] given by
u[i]†H[i,j]v[j] = 0, j ∈ {1, 2, 3}, j 6= i, (4.2)
rank
(
u[i]†H[i,i]v[i]
)
= 1. (4.3)
To avoid adding any additional power in the input symbols, we restrict the norm of v[i] and
u[i] to be 1, i.e.
∥∥v[i]∥∥
F
,
∥∥u[i]∥∥
F
= 1.
After precoding the input symbol x[i] with v[i], the signal received at the ith receiver
can be represented by (4.4). For perfect alignment at the ith receiver, the interference
signal vectors represented by H[i,k]v[k], k 6= i in (4.4) must span a common subspace of
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the received signal space. We can then express this alignment condition using the defined
interference vectors as (4.5-4.7).
y[i] = H[i,i]v[i]x[i] +
K∑
k=1
k 6=i
H[i,k]v[k]x[k] + n[i] (4.4)
span(H[1,2]v[2]) = span(H[1,3]v[3]) (4.5)
H[2,1]v[1] = H[2,3]v[3] (4.6)
H[3,1]v[1] = H[3,2]v[2] (4.7)
A closed form solution for the alignment condition expressed in (4.5-4.7), given the fea-
sibility constraints (4.2) and (4.3), can then be found by solving the following eigenvalue
problem
span(v[1]) = span(Ev[1]) (4.8)
v[2] = Fv[1] (4.9)
v[3] = Gv[1] (4.10)
E =
(
H[3,1]
)−1 H[3,2] (H[1,2])−1 H[1,3] (H[2,3])−1 H[2,1] (4.11)
F =
(
H[3,2]
)−1 H[3,1] (4.12)
G =
(
H[2,3]
)−1 H[2,1] (4.13)
v[1] = Eigenvec(E), (4.14)
where the function Eigenvec(E) selects the first eigenvector of E. The ith receiver can
suppress all the interference by projecting the received signal (4.4) on the orthogonal com-
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plement of the interference space (4.15), i.e., the interference suppression filter must satisfy
span
(
u[i]
)
= null
(
[H[i,j]v[j]]T
)
.
u[i]†y[i] = u[i]†H[i,i]v[i]x[i] +
K∑
k=1
k 6=i
u[i]†H[i,k]v[k]x[k] + u[i]†n (4.15)
= u[i]†H[i,i]v[i]x[i] + u[i]†n (4.16)
Note that u[i]†H[i,i]v[i] acts as the effective SISO channel between Tx/Rx pair (i, i).
When the interference is completely eliminated as a result of alignment, the interference
H[i,j]v[j], j ∈ {1, 2, 3}, j 6= i, is aligned in the same subspace (direction) and different from
the subspace (direction) of the desired signal H[i,i]v[i].
The angle between the effective interference and desired channels as given above can
be changed by manipulating the corresponding H. With the availability of reconfigurable
antennas at the wireless node, this diversity in H can be exploited to select effective channel
vectors in both interference and signal subspace to maximize the angle between the two
sub spaces. The authors in [84] analytically proved that the SINR at any receiver k is
maximized when the two subspaces are orthogonal. When the number of antennas isN = 2
at each receiver, all the vectors u[i]†, H[i,j]v[j] and H[i,i]v[i] are two dimensional vectors lying
in the same plane. Therefore, for the case ofN = 2, the SINR is maximized at θ = pi
2
where
θ is the angle between the subspaces. We will show later that instead of measuring the angle
between the subspaces, it is more effective to measure the subspace distance defined over
a grasmman manifold [141].
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4.3.2 Mulit-Armed Bandit Formulation for Sequential Channel Selec-
tion
We first consider a system with P unknown random processes, Xi(n), 1 ≤ i ≤ P where n
is used to index discrete time steps. We also assume that Xi(n) evolves as an i.i.d random
process with an arbitrary distribution with finite support. Without loss of generality, we can
normalize Xi(n) ∈ [0, 1]. We denote the expected value of this random process with mean
µi which is unknown to the users.
At each time slot n, the bandit controller selects a K-dimensional combinational vector
of coefficients c(n) from a finite set of I . We assume that all the elements cji (n) > 0 for all
1 ≤ i ≤ P and 1 ≤ j ≤ K. Further, the reward obtained from selecting a combinational
vector c is given by:
Rc(n)(n) =
K∑
j=1
Xi(n) (4.17)
We now map the described formulation to K-user interference network described in
section 4.3. In this set up, K wireless receivers employ pattern reconfigurable antennas.
The receivers can select from P available antenna states, which reduces the problem to
selecting a K-dimensional combinational vector of antenna states, where each receiver can
select a radiation state i independently from P . The decision is made at every time slot
(packet) n, to select the combinational vector of antenna states to be used for the next
reception. In practice, this is performed post alignment, where the best beam forming vec-
tors and decoders are selected given the channel associated with each combination c. We
integrate our technique with the distributed IA technique [124] which utilizes the maxS-
4.3 SYSTEM MODEL
77
INR algorithm to achieve interference alignment. When each receiver selects an available
antenna state i, an instantaneous random reward is achieved, which we denote as Xi (n).
Next, the bandit controller calculates the total reward given by Eq. 4.17. Also, the reward is
only observed for the selected state combination c and not for the other state combinations.
In other words, the bandit controller receives channel state information for only the selected
radiation state combination c at a given time slot and acquires no new information about the
other possible combination state vectors. In this way, our proposed technique differs from
the other techniques in the literature as it does not rely on the availability of instantaneous
CSI for all the radiation state combinations available for each receiver, at each time slot.
The goal of the multi-armed bandit policies is to perform well with respect to regret.
Regret is defined as the difference between the expected reward that can be obtained by
an oracle which always picks the optimal action at each time slot (or through exhaustive
search) and the reward obtained by a given multi-armed bandit algorithm. This difference
is also sometimes referred to as sub optimality gap. The goal of the bandit policies is to
minimize regret, or in other words, maximize expected reward. Regret for a policy can then
be calculated as
Rpin = nµ∗ − Epi[
n∑
i=1
Rpi(t)(t)] (4.18)
where,
µ∗ = maxc
I∑
c=1
Rc (4.19)
µ∗ is the expected reward of the optimal combinational vector of antenna states.
Intuitively, the regret Rpin should be as small as possible. Well-performing multi-armed
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policies aim to achieve sublinear regret w.r.t to time n which can result in time-averaged
regret to tend to zero and achieve minimum possible regret. It has been shown in [94] that
the minimum rate at which regret grows is of logarithmic order under certain regularity
conditions. The authors established that for some families of reward distributions there are
policies that can satisfy
E [Ti (n)] ≤
(
1
D (µi||µ∗) + o(1)
)
ln(n) (4.20)
where o (1)→ 0 as n→∞ and
D (µ||µ∗) ≡
∫
µiln
µi
µ∗
(4.21)
is the Kullback-Leibler divergence between the reward density µi of a suboptimal arm
i and the reward density of the optimal arm µ∗. Over an infinite horizon, the optimal arm
is expected to be played exponentially more often than any other arm.
4.4 Policy Design and Reward Metrics
4.4.1 Sequential Policy Design
In this section we will describe the criteria for choosing the multi-armed bandit learning
policies. We consider a class of non-Bayesian non-parametric multi-armed bandit algo-
rithms which work by associating an index called upper confidence index to each arm. The
calculation of such an index relies on the entire sequence of rewards obtained up to a point
(time slot) from selecting a given arm. The computed index for each arm is an estimate for
the corresponding reward expectations.
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We first show the most commonly used index policy for the non-Bayesian case, known
as the UCB1 policy [95]. We will then explore a more robust and flexible index based policy
known as KL-UCB [142] and will show a modified algorithm for this channel selection
problem described in Sec. 4.3.2.
UCB1 - Selection Policy
To implement the UCB1 policy, the bandit controller stores two variables. The first variable
is the average reward R¯c(n) =
∑n
i=1 Rc(n)(i) up to the current packet n, where Rc(n)(n) is
defined in Eq. 4.17. Further, the bandit controller stores the number of times the combina-
tion vector c has been selected up to the current packet n, denoted by mc (n).
The UCB1 policy as shown in algorithm 4, first begins by selecting each antenna state
combination vector c at least once and R¯c (n) and mc (n) are then updated using( 4.22)
and( 4.23).
R¯c(n) =

R¯c(n−1)mc(n−1)+Rc(n)(n)
mc(n−1)+1 if c is selected
R¯c (n− 1) else
(4.22)
mc (n) =

mc (n− 1) + 1 if c is selected
mc (n− 1) else
(4.23)
As shown in algorithm 4, once the initialization is completed, the policy selects the
combination vector that maximizes the criteria on line 6. From line 6, it can be seen that the
index of the policy is the sum of two terms. The first term is simply the current estimated
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average reward (sample mean) for a given combination vector. The second term is the
size of the one-sided confidence interval of the estimated average reward within which the
true expected value of the mean falls with a very high probability. As an antenna state
combination is selected more often, the estimate of the average reward improves and the
confidence interval size reduces. Eventually, the estimated average reward reaches as close
as possible to the true mean. The size of the confidence interval also governs the index of
the arm for future exploration.
Algorithm 4 UCB1 Policy, Auer et al. [95]
1: // Initialization
2: mc, R¯c ← 0
3: Select each state combination c at least once and update mc, R¯c accordingly.
4: // Main Loop
5: while 1 do
6: Select c that maximizes R¯c +
√
2ln(n)
mc
7: Update mc, R¯c for the selected state combination c
8: end while
In terms of regret, the UCB1 policy has an expected regret of at most [95]:
[
8
∑
i:µi<µ∗
lnn
∆i
]
+
(
1 +
pi2
3
)( ∑
i:µi<µ∗
∆i
)
(4.24)
where ∆i = µ∗ − µi
We have shown through our previous work [132], that UCB and its variants work well
for link throughput optimization in single user MIMO systems by using appropriate reward
functions. In this work we apply a more robust and stable learning policy known as KL-
UCB [142]
KL-UCB has been shown to provide strictly better theoretical regret guarantees than
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UCB while maintaining the same applicability [103]. Further, what makes it more suitable
for this work is the ability to modify the algorithm for arbitrary reward distributions while
maintaining regret guarantees.
The KL-UCB policy stores three variables to find the optimal arm both in the finite
horizon as well as infinite horizon setting. Therefore, in this case the bandit controller will
store a) the number of times an arm is used b) the total reward an arm has received and c)
a real non-negative parameter a, generally set to zero.
For the channel selection problem described above, an arm represents the combination
vector c of the antenna states selected at each receiver, total reward as defined in Eq. 4.17
is the sum of the rewards received from each receiver up to n.
The KL-UCB policy as shown in algorithm 5, starts by playing each arm once to ini-
tialize it. Then, once all the arms are initialized, we calculate the upper confidence bound
on line 6 using the divergence of the form, d(x, y) = x
y
− 1 − log(x
y
). The arm with the
highest index is selected for the next round and the mc, R¯c are updated accordingly.
Algorithm 5 KL-UCB1 Policy, Cappe et al. [142]
1: // Initialization
2: mc, R¯c ← 0
3: Select each state combination at least once and update mc, R¯c accordingly.
4: // Main Loop
5: while 1 do
6: c← argmaxc∈Imax[mcd( R¯cmc,1) ≤ log(t)]
7: Update mc, R¯c for state combination c
8: end while
We note that while using both UCB1 and KL-UCB, any combination vector c which
denotes the arm is a vector of individual antenna states at each receiver. In that case, we
ignore any direct correlation between the antenna states arising due to any pattern corre-
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lation for the purpose of this work. We believe this could be an interesting area of future
work where a bandit policy is constructed to take into account any correlation between the
coefficients of a combination vector [138].
4.4.2 Reward Metrics
In this section, we discuss the metrics derived at the receiver post alignment to use as
rewards for the bandit formulation described above. The selection of reward metrics is
dependent on the specific system implementation and based on the desired objective, the
system designer can identify a relevant reward metric. In this chapter, we evaluate two
commonly used network performance metrics for interference limited wireless networks.
Network Sum Rate
In most existing research in IA, network sum rate is used as the key indicator for measuring
the performance of any IA algorithm. Thus, we use sum rate as the first reward function
to be used with the bandit policies described above. With successful alignment, the rate
achieved by the kth user can be defined as [124]
R[k] = log
∣∣∣∣Id[k] + P [k]d[k] H¯[kk]H¯[kk]H
∣∣∣∣ (4.25)
where H¯[kk] = U[k]HH[kk]V[k]
Now, the sum rate achieved over the interference channel is the sum of the rates achieved
by all the users
∑K
k=1R
[k]
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Chordal Distance
It is desirable to keep the signal and interference subspace roughly orthogonal, as interfer-
ence suppression leads to the loss of the signal component lying in the interference space.
This suppression reduces the projection of the desired signal in the interference space,
resulting in higher sum capacity. Channel realizations corresponding to different states
of the antenna, results in varying degrees of distance between the interference and sig-
nal space. We therefore use chordal distance (6.1), defined over the Grassmann manifold
G(1, 2) [141], as the distance metric to quantify performance gains:
d(X,Y) =
√
cX + cY
2
− ‖O(X)†O(Y)‖2F , (4.26)
where cX denotes the number of columns in matrix X and O(X) denotes the orthonor-
mal basis of X. The sum rate performance (4.25) then becomes a function of the chordal
distance between the two spaces. Motivated by [128], we define and use the total chordal
distance across the 3 users as
Dtotal = d(H[1,1]v[1],H[1,2]v[2]) + d(H[2,2]v[2],H[2,1]v[1])
+ d(H[3,3]v[3],H[3,1]v[1]).
(4.27)
4.5 Simulation Setup and Performance Analysis
We simulate a MIMO interference network employing spatial IA using a distributed maxS-
INR algorithm from [124] as described in Sec 4.3. We present results for K = 3 users
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and DoF d[k] = 1. Further, each node is equipped with M = 2 antennas. The antennas at
the transmitter are conventional omni directional antennas and the antennas at the receivers
are reconfigurable antennas with P states. We provide results for P = 4. Since each re-
ceiver can select from P = 4 states, the cardinality C of the set I of the combinations
for 3 receivers is PK = 64. In other words, the bandit algorithms described above selects
from C = 64, K-dimensional vectors. We also note that, in practice, the proposed online
algorithms are neither specific to maxSINR algorithm nor to specific type of reconfigtu-
able antennas. The proposed algorithms can easily be modified to work with any other IA
scheme.
We evaluate the performance of the proposed online bandit algorithms using the simu-
lation setup described above. We compare the proposed algorithms against three selected
policies: 1) Oracle Policy: In this policy, it is assumed that there is an oracle which knows
the true mean rewards associated with all the antenna state combinations apriori and always
selects the optimal antenna state combination c∗ at every time slot. This oracle closely
represents the ideal case where instantaneous full CSI, corresponding to all the antenna
state combinations is available to all the receivers and a centralized controller can exhaus-
tively select for the optimal antenna state combination. 2) Conventional maxSINR: This
technique is a conventional maxSINR scheme which does not employ any reconfigurable
antennas at the receiver. Therefore, this technique serves as the baseline for the case with
conventional antennas and the network does not have means to adapt 3) Random Selec-
tion: In this selection scheme, at each time slot an antenna state combination vector c is
randomly selected with uniform probability from the available set I . Further, we generated
1000 channel samples for the distributions associated with each antenna state. For generat-
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ing the results, we ran the proposed algorithms and other policies 100 times and averaged
the result.
4.5.1 Regret Analysis
As described above, one of the ways to evaluate the performance of a multi-armed bandit
based sequential algorithm is to calculate the regret. Even though the goal is to maximize
long-term performance, regret is a finer performance criteria. In Fig. 4.1, we show the
calculated regret based on Eq. 4.18 with respect to the time slot or decision period n for all
the selection policies. It can be clearly seen that the results follow an expected trend.
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Figure 4.1 Normalized Regret vs Time Slots (n). P = 4
The KL-UCB algorithm has the lower regret followed by UCB1 algorithm. Regret for
both the bandit policies is sub linear showing excellent performance. More interestingly,
as expected, regret for KL-UC flattens out and KL-UCB converges much faster and with
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lower bounded value of regret than UCB1.
This performance is the result of the KL-UCB algorithm’s ability to control the explo-
ration of sub optimal antenna state combination vector faster and increasingly select more
optimal choices. However, random selection policy has almost linear regret with respect
to time showing its sub optimality. This poor performance is because the random policy
samples all the arms (antenna state combination vectors) with equal probability.
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Figure 4.2 Average Regret vs Number of Antenna States P
In Fig 4.2, we show how the performance of the proposed algorithms scale with the
number of antenna statesP available at each receiver. WhenP is increased at each receiver,
the total number of combination vectors C also increase. The figure shows that when the
antenna states are increased from P = 2 to P = 4, both UCB algorithms maintain their
stability. Note that when P = 2 and P = 4, C = 8 and C = 64 respectively. Also, as
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expected, the average regret for the random policy grows at a faster rate.
4.5.2 Sum Rate Performance
Lower regret for a given policy should translate into higher average reward. We will now
show the performance of the proposed algorithms in terms of the sum rate of the network.
In Fig. 4.3, we show the sum rate of the network vs transit power for K = 3. The base-
line comparison with conventional maxSINR algorithm with no reconfigurable antennas
clearly shows that the algorithms utilizing diversity offered by these antennas are superior
in performance.
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Figure 4.3 Sum rate vs Power (dB). P = 4
The figure shows that the KL-UCB algorithm performs very close to the oracle policy
which is expected. In most non-trivial cases, a learning algorithm will always perform just
below the optimal case. Overall, we see nearly 24% percent improvement in sum rate.
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Another significant result is that sum rate performance is better, even in the low and mid
SNR regimes. Further, a surprising result is that even the random policy works slightly
better than conventional maxSINR. This result implies that even simple means of exploting
pattern diversity for channel selection can offer benefits.
4.5.3 Subspace Distance
As mentioned in Sec. 4.4.2, the idea of using reconfigurable antenna based channel selec-
tion for enhanced sum rate for IA comes from the idea of maximizing distance between
signal and interference subspaces. In Fig. 4.4, we show the CDF of the total chordal dis-
tance as calculated in Eq. 4.27.
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Figure 4.4 CDF of Chordal Distance. P = 4
The figure clearly shows that the maximum chordal distance is achieved by the oracle
policy. This performance is closely followed by KL-UCB and UCB1 policy. However,
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maxSINR achieves the lowest chordal distance of all the policies consistent with previous
results. Overall we see that for the performance metrics, the trends are similar and the
proposed learning policies perform better than the conventional IA scheme.
0 5 10 15 20 25 30 35 40
0
5
10
15
20
25
30
35
40
Power (dB)
Su
m
 R
at
e 
(b
ps
\H
z)
 
 
Combinational KL−UCB
Random Selection
Oracle Policy
Distributed KL−UCB
Figure 4.5 Sum rate vs Power (dB). P = 4. Reward Function - Chordal Distance
4.5.4 Distributed Selection with Chordal Distance
In this section, we show the sum rate results when using chordal distance, described above
as a reward metric. In the combinational KL-UCB case, the reward is a joint sum rate which
is ingested by the bandit controller. In case of the chordal distance, each receiver made its
own state selection with its own bandit controller. In Fig 4.5, we show the sum rate achieved
for both the combinational and distributed versions of the KL-UCB algorithm along with
the Oracle and random policy. For clarity we will drop the comparison with other schemes
which perform worse. Fig 4.5, shows that the combinational version still outperforms the
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other policies. This is expected as the distributed KL-UCB works in a somewhat greedy
fashion, where each node only maximizes its own chordal distance. In other words, it
only selects the channel which produces lowest SNR loss. However, in the combinational
version, a joint network utility is maximized. Further, distributed KL-UCB still performs
better than the random policy.
4.6 Summary
In this chapter, we have shown that optimal channel selection for interference alignment
can significantly improve the performance of the users in the network. We have proposed
practical sequential algorithms to amortize the complexity cost and adaptively select be-
tween a combination of antenna states at the receivers. Through extensive simulations we
have shown that that sum rate can be maximized and the channel selection via reconfig-
urable antennas add another degree of freedom to optimize IA performance even in low
and mid SNR regimes.
The results from this chapter can be used as a motivation and starting point for further
research in understanding the benefits of reconfigurable antennas based diversity for inter-
ference alignment. Performance analysis using a MIMO IA testbed, incorporating radiation
state correlation and its impact on bandit policy design, are interesting areas of future work.
Further, extending the sequential channel selection to other numerical IA techniques, such
as alternating minimization [125], is left for future work.
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Chapter 5: Online Model Learning for Wireless Device Authentication
5.1 Introduction
Over the past decade, due to the ubiquity of wireless devices, security has become a sig-
nificant concern as increasing amounts of sensitive user and enterprise data is exchanged
through the wireless medium. Due to the inherent shared nature of the wireless medium, it
is challenging to detect and counteract intrusions in wireless networks. Although conven-
tional security measures based on cryptography are essential to secure wireless network,
tasks like authentication may not always be possible as they require additional key manage-
ment infrastructure, which may not be always available. Moreover, cryptographic security
mechanisms do not exploit the unique properties of the wireless medium to address secu-
rity attacks. In recent years, cross-layer authentication schemes, especially those which
employ channel information available at the physical layer have been proposed. They have
been shown to either cooperate with high-layer security protocols or provide some level of
protection for infrastructure-less networks, such as ad hoc networks or sensor networks.
Some of the previously proposed channel-based authentication schemes such as those
in [143], [144], [145] are based on comparing the channel response for each new mes-
sage from a user with past channel responses. These schemes are setup as a hypothesis
test using a metric derived from the channel. In [143], the hypothesis test is based on the
distance between the reference channel created from channel estimates from the messages
in the past and the channel from the message that needs to be authenticated. In [144], the
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authors employ a hypothesis test based on the covariance matrix of the time samples of a
single link wireless channel to differentiate between transmitters. Further, in [145], authors
consider a MIMO system model to improve the channel resolution by using M indepen-
dent channel responses from M equally spaced (in frequency) pilot tones. They assume
that the minimum frequency spacing is greater than the channel coherence bandwidth for
perfect decorrealtion between channel samples. They further assess the performance of a
channel-based authentication scheme in the presence of channel estimation error and termi-
nal mobility, and propose a generalized likelihood test (GLRT) for detection. Besides the
schemes based on channel response, RSS based schemes have also been proposed in the
past [146], [147]. In [147], authors useN -dimensional feature vector corresponding to RSS
frames measured at N access points to cluster the M frames received from a given MAC
address using k-means clustering. Their results are further improved by authors in [148]
by using Gaussian Mixture Models(GMM) to model the transmitter profile which consists
of multi-modal RSS distribution as an effect of antenna diversity.
Though many of the proposed channel-based authentication schemes show promising
results, they rely on selecting a test threshold value for achieving acceptable detection or
false alarm rates for a given system and wireless environment. It has been shown that the
selection of this test threshold significantly impacts the system performance [145]. More-
over, as the value of test threshold highly depends on factors such as, underlying channel
statistics, channel estimation errors, terminal mobility and the physical environment where
devices are located, selection of the test threshold is challenging. In [145], authors pro-
pose two methods to select a test threshold. First, a very common method of selecting a
pre-assigned threshold that requires a large number of field measurements, which can be
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prohibitively expensive. Secondly, an adaptive threshold method where a transmitter and
a receiver exchange training messages and the receiver selects the o-th percentile value
of collected test statistics during the training phase as the test threshold value. However,
the authors mention that the performance of this method is sensitive to the value of o and
the amount of training required. We base our approach on the notion that the statistical
model for the intruder and legitimate user can be built via semi-supervised learning where
we do not require intruder samples apriori and require a very low number of samples for
legitimate users without requiring extensive training data from the field measurements. We
further modify our learning technique to update the learned model in an online fashion.
There has been significant research in using machine learning techniques for network
intrusion detection by modeling network traffic and extracting information from higher
layers. The data available for intrusion detection systems can have different levels of gran-
ularity and may consist of packet level traces, CISCO net-flows, or other information from
higher layers of network stack [149], [150]. In [151] authors provide an exhaustive sur-
vey of anomaly detection techniques, including many techniques used in network intrusion
detection.
In this chapter, we propose a detection scheme based on semi-supervised learning
through the use of Gaussian Mixture Model (GMM) and a classification technique to lever-
age the information available at the physical layer. In order to build a model of the wireless
users’ channel information, we use a family of Gaussian Mixture Model and update the
model parameters online. We provide a feature selection technique by using the diversity
of the wireless channel and show the performance improvement as the dimensions of the
feature set increases. In that context, we use the diversity technique proposed in [152], [90]
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where authors make use of the channel decorrelation obtained by the use of pattern recon-
figurable antennas. They show that using a reconfigurable antenna, decorrelated channel
realizations can be obtained by selecting the different modes of the antenna which are ex-
pected to have different statistics. This pattern diversity offered by reconfigurable antennas
is exploited to enhance the performance of the channel based detection scheme. We note
that other diversity techniques such as antenna diversity, frequency diversity and MIMO
technique can also be used to create feature set for our proposed learning method and it is
not a requirement to have reconfigurable antennas to implement the learning technique. We
explain how we utilize pattern diversity in Sec 5.2.3 and for more information on reconfig-
urable antennas and their applications, we direct the reader to these references [30], citeji-
ajie2008survey.
5.2 System Model
5.2.1 Threat Model
We consider a model consisting of at least three players; a legitimate transmitter Alice,
an intended receiver Bob and a spoofing intruder Eve. Alice and Bob have established a
connection and are in the process of exchanging information. Intruder Eve tries to inject
messages using Alice’s identity, for example her MAC address, in an attempt to gain same
level of access as Alice.
Our spoofing detection technique assumes that Alice and Bob are in a process of es-
tablishing a connection and at least t messages have been exchanged where t ≥ 1. After
the first t messages, Bob receives subsequent messages from Alice and his goal is to now
detect whether each subsequent message is indeed sent by Alice or a spoofing intruder.
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5.2.2 System Model with Reconfigurable Antennas
Consider a point to point SISO link with the transmitter equipped with a single dipole an-
tenna and the receiver equipped with a single pattern reconfigurable antenna. We assume
that reconfigurable antenna at the receiver has M such unique modes and is capable of
switching between M such modes. The degree of correlation between M channel real-
izations is governed by the physical structure of the reconfigurable antenna. For stationary
terminals, the temporal channel variations are primarily caused due to shadowing and scat-
tering by the moving scatterers in the vicinity of the link [153], [154], [155]. Under a
narrow-band flat-fading setting, the channel hˆi can be given as:
hˆi = Xhi + + n (5.1)
where i is the index of the mode of the reconfigurable antenna, X denotes the shad-
owing gain on the time invariant component hi,  is the additional small scale fading gain
induced by the scatterers and n denotes receiver noise.  and n can be modeled as a com-
plex Gaussian process with 0 means and variances σ2 and σ
2
N respectively. X is modeled
as a random variable with a log-normal distribution with 0 mean and variance σ2S .
5.2.3 Channel Fingerprint & Feature Selection
To detect a spoofing attack, Bob monitors the channel fingerprint, which is a function of
the estimated wireless channel encountered by each received message. The injection of
messages by an unwanted intruder Eve posing as Alice will correspond to a shift in the
channel statistics which will lead to an abrupt change in channel fingerprint. The collected
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channel fingerprints can be used to make a decision about the true origin of the received
message. We create a channel fingerprint by using the channel response corresponding
to different modes of the receiver antenna at Bob. Using multiple channel responses, we
create a channel fingerprint hˆ given as:
hˆ =
[
|hˆ1| |hˆ2| .... |hˆM |
]
(5.2)
where |hˆi| is the magnitude of the channel estimate of the ith mode of the antenna,
i = 1, ..,M and M is the total number of available receiver antenna modes. Due to a
rich multipath environment typically seen in indoor environments, the channel response
for each transmit-receive path has a different distribution. Thus, augmenting the channel
signature with multiple channel responses enhances the signature quality and makes it more
challenging for an adversary to manipulate the channel between itself and the intended
receiver. For GMM, the channel estimates for different modes create a richM -dimensional
feature set which allows the data to be separated in an higher dimensional space. We
note that the features for the channel fingerprint can be chosen via other means such as
channel estimates from different antennas in MIMO setting or using frequency diversity
by estimating channel using equally spaced pilot tones in frequency. For this work, we
choose the pattern diversity offered by reconfigurable antennas to build our feature set for
the channel fingerprint.
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5.3 Model Learning
5.3.1 Spoofing Detection via Clustering
In order to motivate and explain the method of spoofing detection based on clustering
achieved via GMM, we first provide some assumptions about the data consisting of chan-
nel fingerprints. Many signature based network intrusion detection schemes [151] work
by building models of normal data and anomalous data using existing labeled data sets of
both normal or anomalous behavior. Once the model is built offline, the detection process
is run either offline or online to detect anomalies in the observed data. On the other hand,
in anomaly detection techniques, only a model of normal data is created and deviation
from the normal data in the observed data is detected. However, more often we either do
not have any labeled normal and anomalous training data or have access to only a small
amount of purely normal data before the detection process can be applied to the observed
data. In the case of our proposed physical layer authentication technique, we assume that
we have access to only a few messages from the legitimate transmitter Alice to begin with
and we have no messages from the intruder. We start by building a model based on the true
messages from Alice and then detect deviations from it online as subsequent messages are
received. After the initial t true message exchanges, detection schemes decides the true ori-
gin of the subsequent messages. Once the decision is made, the message is stored to update
the learned model. Due to this online update, we can improve the accuracy of the learned
model as more messages are received. Also, we later show that by reducing the number of
initial t messages, we can reduce the chances of spoofing during the establishment of the
connection.
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5.3.2 Gaussian Mixture Model for Model Learning
We use a Gaussian Mixture Model [156] to perform probability density estimation and
calculate the posterior probability of each data point in the unlabeled data set. The data
set consists of N data points and each data point is an M dimensional vector. M is the
number of modes of the receiver antenna used to create the feature vector given by (5.2).
We assume that the data is a mixture of k components and each component k generates
data from a Gaussian distribution with mean µk and covariance Σk. The density of a single
component k is then given as:
fk (x) = φ (x|µk,Σk) (5.3)
=
1√
(2pi) |Σk|
exp
(− (x− µk)t Σ−1k (x− µk)
2
)
(5.4)
The mixture density is given as the weighted sum of K component Gaussian densities
where weight ak for a component k is the prior probability of component k. Therefore,
using (5.4) mixture density is given as:
f (x) =
K∑
k=1
akfk (x) =
K∑
k=1
akφ (x|µk,Σk) (5.5)
The parameters µk, Σk and ak for the Gaussian Mixture Model are estimated by the
maximum likelihood (ML) [157] criterion using the Expectation Maximization (EM) al-
gorithm. The EM algorithm provides an iterative computation of the maximum likelihood
estimation when the observed data is incomplete. During the expectation step, the posterior
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probabilities for each data point for all K components are computed as:
p
(j)
i,k =
a
(j)
k φ(xi|µ(j)k ,Σ(j)k )
ΣKk=1a
(j)
k φ(xi|µ(j)k ,Σ(j)k )
(5.6)
Then, in the maximization step parameter values are updated as given below:
a
(j+1)
k =
∑n
i=1 p
(j)
i,k
n
, µ
(j+1)
k =
∑n
i=1 p
(j)
i,kxi∑n
i=1 p
(j)
i,k
(5.7)
Σ
(j+1)
k =
∑n
i=1 p
(j)
i,k
(
xi − µ(j)k
)(
xi − µ(j)k
)T
Σni=1p
(j)
i,k
(5.8)
where j represents the j-th iteration. This iterative process is performed until the al-
gorithm converges. Now, using the above method, data points are assigned to a cluster by
selecting the component that maximizes the posterior probability. For the proposed spoof-
ing detection scheme, Alice and Bob exchange initial training messages t and Bob stores
the channel fingerprint vector hˆ corresponding to each training message. We add the chan-
nel fingerprint of the incoming message into the dataset initialized by training messages and
then the spoofing detector uses the mixture model to cluster the data into separate clusters
corresponding to Alice and Eve respectively. The experiments use a GMM with mixture
components (K = 2) with the idea that one of the mixture components is associated with
Alice, while other is associated with Eve.
Labeling Clusters
Since we are dealing with purely unlabeled data or have labeled data only from the initial
training messages, it is necessary to find some way to determine which clusters obtained
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from the mixture model contain normal instances and which contain attacks. Past research
in unsupervised clustering techniques for intrusion or anomaly detection make some as-
sumptions about the data in order to classify clusters. In [158], authors assume that normal
instances constitute overwhelmingly large portion (> 98%) of the data and therefore, the
cluster containing the largest number of data points associated with it, is classfied as a
normal cluster. For a single link scenario, where data corresponding to each transmitter
is stored and treated separately, this technique might be suitable. Instead, we rely on the
training messages that we collected during initial training to classify the clusters. We note
that for the purpose of GMM model learning, only unlabeled data is used. After the clusters
are created using mixture model, we identify the cluster to which most data points from the
training phase are associated and classify that cluster as normal. The other cluster is then
classified as associated with the intruder.
5.4 Experimental Setup
5.4.1 Indoor Channel Measurements
Channel measurements were conducted to evaluate the performance of the proposed scheme
using a four port vector network analyzer (VNA) (Agilent N5230A) by measuring S21 be-
tween the transmitter and receivers [90]. Measurements were conducted in the Drexel
Wireless Systems Laboratory (DWSL), a medium-sized lab with typical office and lab fur-
niture. Transmitter, receiver, and intruder positions were chosen to accommodate LOS and
NLOS links as shown in Fig. 5.3. Nodes at transmitter and intruder positions were equipped
with omni-directional whip antennas and placed at desk level of approximately 0.75m.
A total of eight links were considered between the transmitter and receiver locations.
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Figure 5.1 Two port reconfigurable leaky wave antenna [4]
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Figure 5.2 Measured radiation patterns at the two ports of RLWA
Furthermore, for each of these links, ten distinct intruder locations were considered. Each
receiver was equipped with a Reconfigurable Leaky Wave Antenna (RLWA) capable of
electrically steering its beam pattern in different directions by applying varying levels of
bias voltages to the varactor diodes on the antenna. Initially proposed by the authors in [4],
the prototype shown in Fig. 5.1 is a two-port, composite right/left-handed leaky wave an-
tenna composed of 25 cascaded metamaterial unit cells. Since, we are considering only a
SISO link, we used channel measurements from only one of the ports. The five antenna
modes chosen to steer the radiation pattern over an angular range from −45◦ to 45◦ in the
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elevation plane as shown in Fig. 5.2.
Figure 5.3 2D CAD model of test environment showing locations of receivers, transmitters
and intruders
Frequency was swept over a 22 MHz bandwidth equally spaced into 64 frequency sam-
ples centered at 2.484GHz which corresponds to channel 14 of the 802.11 standard. For
each receiver location, a pair of transmitter and intruder locations was selected to simul-
taneously transmit 200 samples for each of the five antenna modes for a total of 1000
samples.
5.5 Performance Analysis
To evaluate the performance of the proposed detection scheme, we use the receiver oper-
ating characteristics (ROC) curves. A point on the ROC curve is a pair of false alarm rate
(FAR) and miss detection rate (MDR) calculated by applying the detection algorithm with
a certain threshold. Even though our scheme does not rely on applying a threshold during
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operation, we can characterize the performance using the posterior probability pi,k given
by (5.6) as our metric. At each step, when a new message i is received at the receiver,
the posterior probability pi,k is compared against a threshold value and FAR and MDR are
calculated. We perform this test for varying dimensions of the feature set used to create
the channel fingerprint hˆ and analyze the impact of using diversity to increase the finger-
print dimensions thereby analyzing detection performance. This procedure is repeated for
all combinations of receiver, transmitter and intruder locations at a given frequency point
from the channel measurements.
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Figure 5.4 ROC results for independent antenna modes at frequency 2.484 GHz averaged
across all locations
5.5.1 Feature Set Dimensions & Diversity
In Fig. 5.4, we show the ROC curve for the best performing combination of antenna modes
for varying dimensions of the feature set used to create the channel fingerprint. As we
increase the dimensions of the feature set, overall detection performance increases for a
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Figure 5.5 ROC results for combination of independent antenna modes at frequency 2.484
GHz averaged across all locations
given false alarm rate. Using all five features (corresponding to five antennas modes), the
algorithm achieved MDR of 0.1% and FAR of 0.4%. It can also be observed that percentage
improvement in performance reduces as more modes are added. Moreover, using only
two modes, mode 1 and mode 2 respectively, we achieved MDR of 0.8% and FAR of
0.3%. It is not required that adjacent modes are selected and the system designer can
select different modes base on pattern correlation properties [90]. Since we are exploting
the pattern diversity provided by reconfigurable antennas, it is essential that as we add
more modes to create channel fingerprint, the inter-element correlation should be as low as
possible. Since, the correlation between the selected features can have an impact on overall
performance, we also show ROC curve for the average performance for all combinations
of mode pairs in Fig. 5.5.
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5.5.2 Transmission Frequency
We also analyze the effect of transmission frequency on the performance of the proposed
detection scheme. As mentioned in section 5.4.1, the channel response corresponding to
each antenna mode was measured over 64 evenly spaced frequency samples. The choice
of transmission frequency in the 802.11 band can possibly effect the channel estimates due
to relative interference in certain bands which can effect the performance of the detection
scheme. In Fig. 5.6, we show the ROC curve for best performing combination of antenna
modes averaged over all sampled frequencies over a bandwidth of 22MHz. We observe
that using more than 3 antenna modes provides consistent performance for all frequencies
with MDR≤ 0.4% and FAR of 0.9%.
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Figure 5.6 ROC results for independent antenna modes averaged over bandwidth of 22MHz
centered at 2.484 GHz
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5.5.3 Attack Percentage
In Fig. 5.7, we analyze the impact of the number of attack attempts on the performance
of our detection scheme. The attack percentage is an important criteria as it highlights the
strength of the model learning technique.
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Figure 5.7 ROC results for various size of test set containing observed samples from legit-
imate transmitter and intruder
In this scenario, where you have access to only a fraction of data from anomalous
source, the model learning technique should be robust, enabling it to still maintain required
performance. We observe that as the attack percentage increases, the performance of the
detection scheme improves. Also, with attack percentage of 20% and using three antenna
modes, we achieved MDR of 0.4% for a false alarm rate of 0.2%.
5.5.4 Number of Training Messages
Finally, in Fig. 5.8, we analyze the impact of the number of training messages t between
the Alice and Bob used to initialize the GMM on the detection performance.
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Figure 5.8 Detection Performance with Minimum Training Messages
From an implementation perspective, the number of samples in the dataset required to
initiate GMM is lower bounded by the dimensionality of the feature set. For instance, for
M = 2, t ≥ 2. From Fig. 5.8, it can be seen that even with minimum training messages (t =
5 for M = 5), the proposed scheme achieved MDR of .06% and FDR of .4%. Interestingly
in this case, as t is increased, there is a marginal decrease in performance. This is primarily
because the attack percentage is kept low at 10%.
5.6 Summary
In this chapter, we proposed a semi-supervised clustering based approach using Gaussian
Mixture Modeling (GMM) for physical layer authentication. We have shown that by using
unlabeled data and only a few samples from the normal data that our scheme can achieve
very low false alarm rates and miss detection rates. Our results from measured channel re-
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sponses from field tests in an indoor environment show that using pattern diversity coupled
with proposed reduced training that the detection scheme is feasible for real-world scenar-
ios. We envision adapting this technique for mobile nodes and integration with higher layer
security protocols as future work.
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Chapter 6: Conclusion
6.1 Summary
As wireless systems and networks evolve from one generation to the next, advance tech-
nologies are proposed, developed and tested to meet the exponential growth in the number
of devices and support massive data traffic [159, 38]. Over the last two decades, multi-
antenna wireless systems have gone from a novel idea to becoming an integral part of
every new wireless standard. The latest wireless standard for cellular networks, LTE-A
supports up to 8 antennas at both the BS and the mobile device [15]. Similarly, IEEE
802.11x based WiFI systems now support up to 4 antennas [34] for faster throughput sup-
porting applications like HD video streaming. Gradually gaining attention, reconfigurable
antennas provide a next step in the advancement of multi-antenna wireless systems. The
pattern diversity offered by reconfigurable antennas not only provides an additional degree
of freedom for smarter optimization, but also provides opportunities to overcome some lim-
itations of traditional multi-antenna systems, such as space constraints and requirements for
a rich propagation environment.
Reconfigurable antennas based pattern diversity provides enhanced spectral efficiency
and throughput improvements. However, their inclusion in wireless devices and adoption
in new standards is hindered by the overhead that comes with exploiting this diversity
successfully while adhering to the underlying physical layer protocol. In this dissertation,
we have presented a novel online learning framework to address this issue of overhead
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without drastically changing the underlying physical layer communication protocol. We
believe that this new framework presents practical techniques to utilize the diversity offered
by reconfigurable antennas and can serve as a catalyst to their widespread adoption.
The online learning framework was presented for two different types of wireless com-
munication networks. In Chapter 3, we showed and evaluated a multi-armed bandit based
online learning framework to select “optimal” antenna states in a point to point MIMO
wireless system. The performance of the framework was evaluated using measured chan-
nels from multiple wireless nodes in an indoor environment. The evaluation led to these
key insights: (i) The PPSNR is a good metric for measured channels and the distribution
of PPSNR significantly changes based on the radiation state of the antenna as well as the
location of the wireless node, (ii) proposed sequential learning algorithms are effective in
finding the optimal antenna state without any apriori information of the channel distribu-
tion, given an appropriate reward function to optimize, (iii) The antenna state selection can
be done on a packet by packet basis without changing the frame structure for additional
pilot based channel training, and (iv) If one of the antenna radiation states is significantly
better than the rest of the antenna states, the cost of learning is very low.
In Chapter 4, we extended the application of multi-armed bandit based online learn-
ing to a multi-user wireless network employing interference alignment. We showed that
if the receivers are equipped with reconfigurable antennas, then pattern diversity can be
used for selecting the optimal channel at the receiver to design “better” precoders and re-
ceive filters for IA solution. The performance analysis led to the following key insights:
(i) Directly using sum rate as a reward function to maximize sum rate is useful when the
receivers coordinate to select a combination of radiation states, (ii) Chordal distance pro-
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vides an alternative to sum rate as a reward function in the distributed setting. When using
chordal distance as a reward function, the improvement in the sum rate is lower as the nodes
greedily select the channels, and (iii) the proposed learning algorithms scale well with the
number of radiation states available at the receiver.
Finally, in Chapter 5, we turn our focus towards another novel way where reconfig-
urable antenna based pattern diversity can be used in a wireless system. We presented a
model learning algorithm to learn the distribution of channel signatures used to distinguish
between legitimate users and intruders. We formulated the security problem as an authenti-
cation problem and evaluated the proposed machine learning technique using ROC curves.
We showed that the learning technique can enable high detection rate and low false alarm
rate without selecting thresholds as normally done for likelihood ratio tests. We showed
that by using more diverse states of the antenna (ie., by using more features), a more ro-
bust model of the network users can be learnt. Lastly, we show that as the data from more
attacks is available, the detector’s performance increases significantly.
6.2 Future Directions
The online learning framework presented in this dissertation allow for practical use of re-
configurable antennas in different wireless settings. This opens up new areas of interest to
study and apply learning techniques for other wireless applications. In this section, we will
discuss three areas of future research, divided into two parts. The first part discusses direct
extension of this work for application in relatively new and upcoming wireless network set-
tings. In the second part, we propose an important algorithmic extension to the family of
multi-armed bandit algorithms, specifically for tackling challenging wireless environments.
6.2 FUTURE DIRECTIONS
112
6.2.1 Reconfigurable Antennas for HetNets
There is a paradigm shift in how next generation cellular networks are evolving from purely
planned deployment of cellular BS to more hybrid cellular architecture with inclusion of
unplanned low power BS known as pico or femto cells [6]. These low cost, low power BS
increase spectral efficiency while improving coverage at the cell edge and inside buildings.
Already being considered for next cellular standard under 3GPP, interference management
between different tiers is one of the biggest challenges for successful adoption of HetNets.
In a dense wireless network with strong interference from nearby base stations, having
additional degrees of freedom at the base station opens up new opportunities. The pattern
agility and directional communication provided by reconfigurable antennas can be utilized
for small cells to develop advanced multi-tier interference management techniques.
Modeling Directional HetNets
One of the first ingredients to successfully utilize directionality of reconfigurable antennas
is modeling the impact of directional beams on the HetNets based cellular networks. A
common framework to model HetNets is a stochastic geometry framework [160] which
provides a principled method to study directionality and other useful parameters for Het-
Nets [161, 162].
Online Learning for Multi-tier Interference Management
Incorporating antenna reconfigurability at the cellular base station adds another dimension
to PHY protocol design, making the directionality selection combinatorial in nature. As ex-
plained in Chapter 2 and 3, in current reconfigurable antenna designs, multiple directional
beams cannot be radiated at the same time in multiple sectors. Hence, to acquire the CSI
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associated with each beam, without modifying existing channel training techniques, the
online algorithms proposed in this dissertation are extremely relevant. The framework pre-
sented in this dissertation can be extended to develop interference-aware sequential learning
algorithms where each node can reconfigure the antenna beam by exploring the wireless
channels associated with those beams. The learning framework can utilize HetNets spe-
cific reward functions such as downlink SINR or spatial throughput and optimize a long
term link or network utility. Another feature of reconfigurable antennas which is relevant
for HetNets is frequency reconfigurability. Dual mode wideband frequency as well as pat-
tern reconfigurable antennas such as shown in Chapter 2 can provide multiple degrees of
freedom to adapt. Let us formulate a selection problem for small cell BS with multiband
pattern reconfigurable antennas.
If the BS is equipped with a multiband directional antenna it can sense and build a
spatio-temporal spectral map to schedule downlink transmissions to the network nodes.
We assume that the base station can operate over a finite set of frequencies F = (f1, ...fN)
where N is the cardinality of the set. Further, the base station can use the spatial degree
of freedom provided by reconfigurable antennas to sense and transmit in M different di-
rections which correspond to M states of a reconfigurable antenna. Therefore, in order to
build a two dimensional spectrum map, the base station has a finite strategy set consisting
of tuples of frequency and direction and defined as:
S(f,m) = [s1, .., sD], where, D = N ×M (6.1)
This spectral map can be used to optimize downlink transmission either to reduce
6.2 FUTURE DIRECTIONS
114
femto-to-femto interference [163], femto-to-macro interference [70], or optimize link through-
put in a greedy fashion. Regardless of the objective, BS needs a way to sample and select
the direction, frequency channel or the combination of both. This is an interesting direc-
tion to extend this work where combinational online learning algorithms from Chapter 4
can either be directly applied or extended for the HetNets.
6.2.2 Achieving Practical Blind Interference Alignment
IA comes at the expense of exchanging global or distributed CSI for achieving alignment,
a requirement that is seldom satisfied in real world networks. To overcome this require-
ment, blind alignment schemes have been proposed [86], which only consider switching
patterns of reconfigurable antennas at the receivers and does not require CSI information
to design precoders at the transmitter. Designing optimal switching algorithms according
to the change in the radiation pattern is critical for blind IA performance. Current blind
IA transmission schemes assume a large channel coherence time and rely on the channel
being static over the duration of a super-symbol for a selected state of the reconfigurable
antenna. This assumption leads to a lot of interference leakage from one alignment block
to the other. Further, different combinations of antenna states over alignment blocks may
result in different coherence time and channel quality. Hence, the problem becomes one of
joint antenna state selection and block coding. Essentially, the dual design challenge is to
i) minimize leakage interference, and ii) maximize multiplexing gain. In real world chan-
nels, both of these objectives are impacted by the correlation between the antenna states
and the stability of the corresponding channels which are dictated by the coherence time of
the channel. See Fig. 6.1 for an illustration of the concept of blind IA.
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Figure 6.1 Conceptual representation of antenna switching patterns for Blind Interference
Alignment in a two(2) user 2× 1 MISO network
The structure of the super-symbol and the corresponding alignment blocks depends on
the network architecture, number of transmitter-receiver pairs, number of antennas, and the
number of antenna states. Therefore, for a practical K-user blind IA scheme, the search
space for the combination of antenna states and user pairs to design the coding scheme
becomes very large. Hence, it is essential to develop algorithms which can intelligently
prune the search space and sequentially find the optimal antenna state and user pair.
The two directions in which the work in this dissertation can be extended for the Blind
IA problem are:
Online Learning for Blind IA.
The problem of optimal reconfigurable antenna state selection presents a different set of
challenges in blind IA than the ones discussed above. In Chapter 4, our emphasis was
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on primarily reducing the signaling and training overheard required for selecting radiation
state combination across receivers for maximizing the sum rate. In the context of blind
IA, the challenge is to select the states that help in minimizing interference leakage, which
results from low coherence time. The natural next step is to develop reward functions
for the multi-armed framework in order to minimize leakage interference over alignment
blocks using real world channels.
Network organization for blind IA
The complexity of the block coding scheme increases rapidly as the number of users and
the number of antennas on transmitters and receivers are increased. Therefore, in a large
setup even if only the receivers are equipped with reconfigurable antennas with multiple
states, the blind IA becomes much more complex and alignment blocks are increased.
There is an opportunity to utilize side information such as DOA [164], beam width, pattern
correlation and SINR information to cluster nodes into smaller alignment clusters to reduce
complexity. The ability of reconfigurable antennas such as shown in Chapter 2 to switch
from a full omni-directional mode [2] to first assess the network connectivity and then
switch to directional modes for alignment within the clusters can be leveraged for this task.
6.2.3 Online learning for Dynamic Mobile Channels
Currently proposed MAB algorithms assume a stationary distribution of the reward. For dy-
namic mobile wireless channels, the distribution of the channel as well as the SNR changes
over time. To extend the online learning framework from this dissertation to mobile wire-
less channels, the relevant extensions are, (i) MAB for dynamic environments where reward
distributions evolve over time, i.e., rewards with non-stationary distributions, and (ii) MAB
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with varying numbers of optimal arms. MAB for non-stationary reward distributions have
recently been studied for online recommendations and ad placement [165].
The algorithm design should be targeted towards reward functions which faithfully rep-
resent mobile dynamic wireless channels. The existing MAB algorithms for non-stationary
distributions make some assumptions which may not be valid for real mobile wireless chan-
nels. We propose that there are three potentially attractive bandit based strategies to address
these assumptions:, (i) formulate the problem as an adversarial MAB problem where an
adversary controls reward distribution as shown in [166], (ii) reward distributions can be
modeled either as a random walk, geometric or wiener process such as in [165], and (iii)
jointly optimize for both stochastic and adversarial rewards [167].
The success of any of these approaches highly depend on the availability of data for
mobile wireless channels. Developing simulation framework or utilizing channel emulators
to generate mobile wireless channel data with time varying distributions will be critical to
evaluate the techniques mentioned above. Finally, regret analysis of these algorithms with
real-world measured or emulated channels data can reveal the true power of the online
learning for more advanced wireless systems.
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