the proposed filter combines simplicity, flexibility, excellent filtering quality, and low computational requirements.
Introduction
The growing use of color images in diverse applications such as content-based image retrieval, medical image analysis, remote sensing, and visual quality inspection has led to an increased interest in color image processing. These images are often contaminated with noise, which is often introduced during acquisition or transmission. In particular, the introduction of bit errors and impulsive noise into an image not only lowers its perceptual quality, but also makes subsequent tasks such as edge detection and segmentation more difficult. Therefore, the removal of such noise is often a necessary preprocessing step in color image processing applications.
Numerous filters have been proposed for the removal of impulsive noise from color images.
1,2 Among these, nonlinear vector filters have proved successful in the preservation of edges and fine details while removing the noise. 1 Early approaches to nonlinear filtering of color images often involved the application of a scalar filter to each color channel independently. However, since separate processing ignores the inherent correlation between the color channels, these methods often introduce color artifacts to which the human visual system is very sensitive. Therefore, vector filtering techniques that treat the color image as a vector field and process color pixels as vectors are more appropriate. An important class of nonlinear vector filters is the one based on robust order statistics, with the vector median filter ͑VMF͒, 3 the basic vector directional filter ͑BVDF͒, 4 and the directional-distance filter ͑DDF͒ 5 being the most widely known examples. These filters involve reduced ordering 6 of a set of input vectors within a window to determine the output vector.
The fundamental order-statistics-based filters ͑VMF, BVDF, and DDF͒, as well as their fuzzy 7 and hybrid 8 extensions, share a common deficiency in that they are implemented uniformly across the image and tend to modify pixels that are not corrupted by noise. This results in excessive smoothing and the consequent blur of edges and loss of fine image details. To overcome this, intelligent filters that switch between the identity operation and a robust orderstatistics-based filter such as the VMF have been introduced. [9] [10] [11] [12] [13] [14] [15] These filters determine whether the pixel under consideration is noisy or not in the context of its neighborhood. In the former case, the pixel is replaced by the output of the noise removal filter; otherwise, it is left unchanged to preserve the desired ͑noise-free͒ signal structures. Such an approach is often computationally efficient considering that the expensive filtering operation is performed only on the noisy pixels, which usually comprise a small percentage of the image.
In this work, we introduce a new switching filter for the removal of impulsive noise from color images. The filter utilizes the robust median statistic to determine whether or not the center pixel of a neighborhood is noisy. If the center pixel is noisy, it is replaced by the VMF output, i.e., the pixel that minimizes the sum of distances to all other pixels in the neighborhood. Otherwise, it is left unchanged. The method is tested on a diverse set of images. The results demonstrate that the proposed filter is not only fast, but also gives excellent results in comparison to various state of the art filters.
The rest of the work is organized as follows. Section 2 describes the proposed method. Section 3 describes the noise model, filtering performance criteria, and the experimental setup. Finally, Sec. 4 gives the conclusions. y͑r,c͒ = x VMF = argmin
where ʈ . ʈ p denotes the L p ͑Minkowski͒ norm. As mentioned earlier, VMF-like nonswitching filters tend to modify pixels that are not corrupted by noise, which results in excessive smoothing and thus the blurring of edges and loss of fine image details. To address this problem, we propose a new filter called the robust switching vector median filter ͑RSVMF͒. The proposed filter determines the output vector in a window according to the following rule:
where d i is the cumulative distance associated with pixel x i , ␣ is a tuning parameter, and med ͑.͒ is the robust univariate median operator. The RSVMF operates as follows. First, it determines whether or not the center pixel is noisy. A noisy pixel is one whose cumulative Minkowski distance is greater than the median cumulative distance in its neighborhood. If the center pixel is noisy, it is replaced by the VMF output. Otherwise, it remains unchanged. The switching threshold can be adjusted using the ␣ parameter.
The rationale behind the choice of the median operator is its statistically robust nature. In other words, this operator is resistant to noise, which makes it a suitable threshold operator. The proposed filter utilizes this robust operator to determine whether the cumulative distance associated with the center pixel is significantly greater than a "typical" cumulative distance in the neighborhood. If this is the case, the center pixel is considered to be noisy and is replaced by the VMF output. Otherwise, it is left unchanged to preserve the image details.
Experimental Results
In this section, we evaluate the performance of the RSVMF on a set of test images commonly used in the color image filtering literature. Figure 2 shows representative images from this set. In the experiments, the filtering window is set to 3 ϫ 3 and the L 2 norm is used whenever the Minkowski distance is involved.
Noise Model and Error Metrics
Several simplified color image noise models have been proposed in the literature. 1 In this study, the widely used impulsive noise model 16 is adopted: 
Fig. 2
Representative images from the test set: ͑a͒ Mandelbrot-hue, ͑b͒ Monarch, ͑c͒ Parrots, and ͑d͒ Peppers.
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where o = ͕o 1 , o 2 , o 3 ͖ and x = ͕x 1 , x 2 , x 3 ͖ represent the original and noisy color vectors, respectively, r = ͕r 1 , r 2 , r 3 ͖ is a random vector that represents the impulsive noise, is the sample corruption probability, and 1 , 2 , and 3 are the corruption probabilities for the red, green; and blue channels, respectively. In the simulations, the channel corruption probabilities were set to 0.25.
To evaluate the performance of the proposed filter, the following error metrics are used: mean absolute error ͑MAE͒, 1 mean squared error ͑MSE͒, 1 and normalized color distance ͑NCD͒.
1 MAE and MSE are based on the RGB color difference and measure the detail preservation and noise suppression capability of a filter, respectively. NCD is a perceptually oriented metric based on the CIELAB color difference formula that measures the color preservation capability of a filter.
Parameter Selection
There is only a single parameter involved in the proposed filter, ␣. Higher values of ␣ preserve the image details better, whereas lower values remove the noise better, i.e., produce smoother results. As ␣ approaches 0, the RSVMF turns into the VMF, i.e., maximum filtering is performed. On the other hand, as ␣ approaches ϱ, the RSVMF turns into the identity filter, i.e., no filtering is performed. Figure  3 shows the NCD values obtained using various ␣ values at 10 and 15% noise levels.
It can be seen that ␣ = 1.25 achieves the best filtering results. Similar trends were observed on other test images. Note that on some highly textured images, ␣ = 1.5 may achieve better results.
Comparison with State of the Art Filters
In this section, we compare the proposed filter with several nonswitching and switching impulsive noise removal filters. The nonswitching filters include the marginal ͑component-wise͒ median filter ͑MMF͒, VMF, BVDF, DDF, AMNFE, 17 Figure 4 shows the filtering results for a close-up of the Mandelbrot-hue image. Figures 4͑c͒ and 4͑d͒ show the outputs of the nonswitching filters, i.e., the AMNFE and VMF. It can be seen that even though these filters suppress the noise very well, this comes at the expense of the blurring of image details. On the other hand, the switching filters, i.e., the AVMF, ASVMF, EVMF, and RSVMF, preserve the details much better. Among these, the RSVMF strikes the best balance between noise removal and detail preservation. Figure 5 shows the filtering results for a section of the Peppers image and the corresponding difference images. To obtain the difference images, the pixel-wise absolute differences between the original and the corresponding filtered images were multiplied by five and then negated. As expected, the VMF output shows significant differences when compared to the original image. In contrast, the switching filters show a clear improvement in restoring the original image. Among these, it can be seen that the RSVMF gives the best result. Table 1 compares the switching filters in terms of their noise ͑impulse͒ detection capability. Here SE ͑sensitivity͒ and SP ͑specificity͒ 20 indicate a filter's accuracy in detecting noisy pixels and noise-free pixels, respectively. It can be seen that the RSVMF has the highest noise detection accuracy, which demonstrates the effectiveness of its switching criterion, i.e., Eq. ͑2͒. Tables 2 and 3 compare the filters using the criteria described in Sec. 3.1, i.e., MAE, MSE, NCD ͑multiplied by 1000͒, and the execution time in seconds ͓The results are the average to Ten runs ͑programming language: C. Compiler: gcc 3.4.4. CPU: Intel Pentium D 2.66 Ghz͔͒. It can be seen that the RSVMF compares favorably with the best filters in terms of filtering effectiveness as assessed by the first three criteria. With respect to the execution speed, the RSVMF ranks fifth, after the VMF, ASVMF, FPGF, and MMF. This is expected, since the computational requirements of the RSVMF are the same as that of the VMF with the exception of the extra median operation, which can be performed rapidly using a minimum exchange network algorithm.
In summary, the proposed filter has the following advantages.
• Simplicity: it is intuitive and easy to implement.
• Flexibility: the parameter ␣ can be used to fine tune the filtering behavior; lower values smooth the image more, whereas higher values preserve the image details better.
• Excellent filtering quality: it removes the noise and preserves the details and the color content of the image well, as indicated by the low MAE, MSE, and NCD values in Tables 2 and 3. • Low computational requirements: its computational requirements are slightly higher than the VMF.
Conclusions
We introduce a fast switching filter for the removal of impulsive noise from color images. The proposed filter uti- lizes the robust univariate median operator to switch between the identity operation and the vector median filter operation. Experiments on a diverse set of images and comparisons with state of the art filters show that the proposed filter combines simplicity, flexibility, excellent filtering quality, and low computational requirements. A common problem with the current switching vector filters is that they often perform excessive smoothing in highly textured areas. Future work will be directed toward the design of adaptive switching criteria that can distinguish between a textured and noisy neighborhood.
The implementations of the filters described in this work will be made publicly available as part of the Fourier image processing and analysis library, which can be downloaded from http://sourceforge.net/projects/fourier-ipal. 
