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Abstract
Zeros of many ensembles of polynomials with random coefficients are asymptotically
equidistributed near the unit circumference. We give quantitative estimates for such
equidistribution in terms of the expected discrepancy and expected number of roots
in various sets. This is done for polynomials with coefficients that may be dependent,
and need not have identical distributions. We also study random polynomials spanned
by various deterministic bases.
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1 Introduction
Zeros of polynomials of the form Pn(z) =
∑n
k=0Akz
k, where {An}nk=0 are random coefficients,
have been studied by Bloch and Po´lya, Littlewood and Offord, Erdo˝s and Offord, Kac, Rice,
Hammersley, Shparo and Shur, Arnold, and many other authors. The early history of the
subject with numerous references is summarized in the books [4, 8]. It is now well known
that, under mild conditions on the probability distribution of the coefficients, the majority
of zeros of these polynomials is accumulating near the unit circumference, and they are also
equidistributed in the angular sense. Introducing modern terminology, we call a collection
of random polynomials Pn(z) =
∑n
k=0Akz
k, n ∈ N, the ensemble of Kac polynomials. Let
1
Z(Pn) = {Z1, Z2, . . . , Zn} be the set of complex zeros of a polynomial Pn of degree n. These
zeros {Zk}nk=1 give rise to the zero counting measure
τn =
1
n
n∑
k=1
δZk ,
which is a random unit Borel measure in C. The fact of equidistribution for the zeros of
random polynomials can now be expressed via the convergence of τn in the weak
∗ topology
to the the normalized arclength measure µT on the unit circumference, where dµT(e
it) :=
dt/(2pi). Namely, we have that τn
∗→ µT with probability 1 (abbreviated as a.s. or almost
surely). More recent papers on zeros of random polynomials include [11, 12, 13, 14]. In
particular, Ibragimov and Zaporozhets [13] proved that if the coefficients are independent
and identically distributed, then the condition E[log+ |A0|] < ∞ is necessary and sufficient
for τn
∗→ µT almost surely. Here, E[X ] denotes the expectation of a random variable X .
Our goal is to provide estimates on the expected rate of such convergence. A standard
way to study the deviation of τn from µT is to consider the discrepancy of these measures in
the annular sectors of the form
Ar(α, β) = {z ∈ C : r < |z| < 1/r, α ≤ arg z < β}, 0 < r < 1.
Such estimates were recently provided by Pritsker and Sola [15] using the largest order statis-
tic Yn = maxk=0,...,n |Ak|. The results of [15] require the coefficients {Ak}nk=0 be independent
and identically distributed (iid) complex random variables having absolutely continuous dis-
tribution with respect to the area measure. This assumption excluded many important
distributions such as discrete ones, in particular. We remove many unnecessary restrictions
in this paper, and generalize the results of [15] in several directions. Section 2 develops
essentially the same theory as in [15] (but uses a different approach) for the case of co-
efficients that are neither independent nor identically distributed, and whose distributions
only satisfy certain uniform bounds for the fractional and logarithmic moments. We also
consider random polynomials spanned by general bases in Section 3, which includes random
orthogonal polynomials on the unit circle and the unit disk. Section 4 shows how one can
handle the discrete random coefficients by methods involving the highest order statistic Yn,
augmenting the ideas of [15]. We further develop the highest order statistic approach to the
case of dependent coefficients in Section 5, under the assumption that the coefficients satisfy
uniform bounds on the first two moments. All proofs are contained in Section 6.
2 Expected Number of Zeros of Random Polynomials
Let Ak, k = 0, 1, 2, . . . , be complex valued random variables that are not necessarily indepen-
dent nor identically distributed, and let ‖Pn‖∞ = supT |Pn|. We study the expected deviation
of the normalized number of zeros from µT in annular sectors, which is often referred to as
discrepancy between those measures.
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Theorem 2.1. Suppose that the coefficients of Pn(z) =
∑n
k=0Akz
k are complex random
variables that satisfy:
1. E[|Ak|t] <∞, k = 0, . . . , n, for a fixed t > 0
2. E[log |A0|] > −∞ and E[log |An|] > −∞.
Then we have for all large n ∈ N that
E
[∣∣∣∣τn(Ar(α, β))− β − α2pi
∣∣∣∣
]
≤ Cr
[
1
n
(
1
t
log
n∑
k=0
E[|Ak|t]− 1
2
E[log |A0An|]
)]1/2
, (2.1)
where
Cr :=
√
2pi
k
+
2
1− r with k :=
∞∑
k=0
(−1)k
(2k + 1)2
being Catalan’s constant.
Introducing uniform bounds, we obtain the rates of convergence for the expected discrep-
ancy as n→∞.
Corollary 2.2. Let Pn(z) =
∑n
k=0Ak,nz
k, n ∈ N, be a sequence of random polynomials. If
M := sup{E[|Ak,n|t] | k = 0, . . . , n, n ∈ N} <∞
and
L := inf{E[log |Ak,n|] | k = 0&n, n ∈ N} > −∞,
then
E
[∣∣∣∣τn(Ar(α, β))− β − α2pi
∣∣∣∣
]
≤ Cr
[
1
n
(
log(n + 1) + logM
t
− L
)]1/2
= O
(√
log n
n
)
as n→∞.
The arguments of [15] now give quantitative results about the expected number of zeros
of random polynomials in various sets. We first consider sets separated from T.
Proposition 2.3. Let E ⊂ C be a compact set such that E ∩T = ∅, and set d := dist(E,T).
If Pn is as in Theorem 2.1, then the expected number of its zeros in E satisfies
E[nτn(E)] ≤ d+ 1
d
(
2
t
log
(
n∑
k=0
E[|Ak|t]
)
− E[log |A0An|]
)
.
Just as in [15], the following proposition gives a bound on the number of zeros in sets
that have non-tangential contact with T.
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Proposition 2.4. If E is a polygon inscribed in T, and the sequence {Pn}∞n=1 is as in
Corollary 2.2, then the expected number of zeros of Pn in E satisfies
E[nτn(E)] = O
(√
n logn
)
as n→∞.
Finally, if an open set insects T, then it must carry a positive fraction of zeros according
to the normalized arclength measure on T. This is illustrated below for the disks Dr(w) =
{z ∈ C : |z − w| < r}, w ∈ T.
Proposition 2.5. If w ∈ T and r < 2, and the sequence {Pn}∞n=1 is as in Corollary 2.2,
then the expected number of zeros of Pn in Dr(w) satisfies
E[nτ(Dr(w))] =
2 arcsin(r/2)
pi
n +O
(√
n logn
)
as n→∞.
3 Random Polynomials Spanned by General Bases
We now analyze the behavior of random polynomials spanned by general bases. Throughout
this section, let Bk(z) =
∑k
j=0 bj,kz
j , where bj,k ∈ C for all j and k, and bk,k 6= 0 for all k, be
a polynomial basis, i.e. a linearly independent set of polynomials. Observe that deg Bk = k
for all k ∈ N ∪ {0}. We study the zero distribution of random polynomials
Pn(z) =
n∑
k=0
AkBk(z).
Throughout this section, we assume that
lim sup
k→∞
‖Bk‖1/k∞ ≤ 1 and lim
k→∞
|bk,k|1/k = 1. (3.1)
It is well known that ‖Bk‖∞ > |bk,k| holds for all polynomials, so that (3.1) in fact implies
limk→∞ ‖Bk‖1/k∞ = 1. Conditions (3.1) hold for many standard bases used for representing
analytic functions in the unit disk, e.g., for various sequences of orthogonal polynomials
(cf. Stahl and Totik [16]). In the latter case, random polynomials spanned by such bases
are called random orthogonal polynomials. Their asymptotic zero distribution was recently
studied in a series of papers by Shiffman and Zelditch [17], Bloom [5], and others.
Our main result of this section is the following:
Theorem 3.1. For Pn(z) =
∑n
k=0AkBk(z), let {Ak}nk=0 be random variables satisfying
E[|Ak|t] < ∞, k = 0, . . . , n, for a fixed t > 0, and set Dn := Anbn,n
∑n
k=0Akb0,k. If
E[log |Dn|] > −∞ then we have for all large n ∈ N that
E
[∣∣∣∣τn(Ar(α, β))− β − α2pi
∣∣∣∣
]
(3.2)
6 Cr
[
1
n
(
1
t
log
(
n∑
k=0
E[|Ak|t]
)
+ log max
06k6n
‖Bk‖∞ − 1
2
E[log |Dn|]
)]1/2
,
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where
Cr =
√
2pi
k
+
2
1− r .
In particular, if E[log |An|] > −∞ and E[log |A0 + z|] > L > −∞ for all z ∈ C, then
E[log |Dn|] > log |b0,0bn,n|+ E[log |An|] + L > −∞, (3.3)
and (3.2) holds.
An example of a typical basis satisfying (3.1) is given below by orthonormal polynomi-
als on the unit circle. We apply Theorem 3.1 to obtain a quantitative result on the zero
distribution of random orthogonal polynomials.
Corollary 3.2. Let Pn(z) =
∑n
k=0Ak,nBk(z), n ∈ N, be a sequence of random orthogonal
polynomials. Suppose that the following uniform estimates for the coefficients hold true:
sup{E[|Ak,n|t] | k = 0, . . . , n; n ∈ N} <∞, t > 0, (3.4)
and
min
(
inf
n∈N
E[log |An,n|], inf
n∈N,z∈C
E[log |A0,n + z|]
)
> −∞. (3.5)
If the basis polynomials Bk are orthonormal with respect to a positive Borel measure µ sup-
ported on T = {eiθ : 0 6 θ < 2pi}, such that the Radon-Nikodym derivative dµ/dθ > 0 for
almost every θ ∈ [0, 2pi), then (3.1) is satisfied and
lim
n→∞
E
[∣∣∣∣τn(Ar(α, β))− β − α2pi
∣∣∣∣
]
= 0. (3.6)
Furthermore, if dµ(θ) = w(θ) dθ, where w(θ) > c > 0, θ ∈ [0, 2pi), then
E
[∣∣∣∣τn(Ar(α, β))− β − α2pi
∣∣∣∣
]
= O
(√
log n
n
)
n→∞. (3.7)
It is clear that if the coefficients have identical distributions, then all uniform bounds
in (3.4) and (3.5) reduce to those on the single coefficient A0. One can relax conditions
on the orthogonality measure µ while preserving the results, e.g., one can show that (3.7)
also holds for the generalized Jacobi weights of the form w(θ) = v(θ)
∏J
j=1 |θ − θj |αj , where
v(θ) > c > 0, θ ∈ [0, 2pi). Note that the analogs of Propositions 2.4-2.5 for the random
orthogonal polynomials follow from (3.7).
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4 Discrete Random Coefficients
Let A0, A1, . . . be independent and identically distributed (iid) complex discrete random
variables. We show that one can extend the ideas of [15] and prove essentially the same
results in the discrete case. Furthermore, since any real random variable is the limit of an
increasing sequence of discrete random variables, we are able to extend the arguments to
arbitrary random variables. We assume as before that E[|A0|t] = µ < ∞ for a fixed real
t > 0.
Proposition 4.1. Let A0, A1, . . . be iid complex random variables, and let Yn := max
0≤k≤n
|Ak|.
If µ := E[|A0|t] <∞, where t > 0, then
E[log Yn] ≤ log(n+ 1) + log µ
t
.
This result provides an immediate extension of Theorem 3.3 of [15] to arbitrary random
variables (satisfying the moment assumption) by following the same proof. Indeed, we have
that
E[log ‖Pn‖∞] = E
[
log
(
sup
z∈T
∣∣∣∣∣
n∑
k=0
Akz
k
∣∣∣∣∣
)]
= E
[
log
(
n∑
k=0
|Ak|
)]
≤ E
[
log
(
(n+ 1) max
0≤k≤n
|Ak|
)]
= log(n+ 1) + E[log Yn].
Thus referring to the proof of Theorem 3.3 of [15] and using our bound of E[log Yn] gives the
result.
5 Dependent Coefficients
We generalize Theorem 3.7 of [15] in this section, replacing the requirement that the first and
the second moments of the absolute values of all coefficients be equal with the requirement
they be uniformly bounded. More precisely, we assume that
sup
k
E[|Ak|] =:M <∞ and sup
k
Var[|Ak|] =: S2 <∞. (5.1)
Following the ideas of Arnold and Groeneveld [3] (see also [6]), we show that
Proposition 5.1. If (5.1) is satisfied, then we have for Yn = max06k6n |Ak| that
E[Yn] = O(
√
n) as n→∞.
An analog of the result from [15] is obtained along the same lines as before.
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Theorem 5.2. If the (possibly dependent) coefficients of Pn satisfy (5.1) as well as E[log |A0|] >
−∞ and E[log |An|] > −∞, then
E
[∣∣∣∣τn(Ar(α, β))− β − α2pi
∣∣∣∣
]
≤ Cr
√
3
2
log(n+ 1)− 1
2
E[log |A0|]− 12E[log |An|] +O(1)
n
as n→∞.
Clearly, this result has more restrictive assumptions than Theorem 2.1.
6 Proofs
6.1 Proofs for Section 2
Define the logarithmic Mahler measure (logarithm of geometric mean) of Pn by
m(Pn) =
1
2pi
∫
2pi
0
log |Pn(eiθ)|dθ.
It is immediate to see that m(Pn) 6 log ‖Pn‖∞.
The majority of our results are obtained with help of the following modified version of
the discrepancy theorem due to Erdo˝s and Tura´n (cf. Proposition 2.1 of [15]):
Lemma 6.1. Let Pn(z) =
∑n
k=0 ckz
k, ck ∈ C, and assume c0cn 6= 0. For any r ∈ (0, 1) and
0 6 α < β < 2pi, we have
∣∣∣∣τn (Ar(α, β))− β − α2pi
∣∣∣∣ ≤
√
2pi
k
√
1
n
log
‖Pn‖∞√|c0cn| (6.1)
+
2
n(1− r) m
(
Pn√|c0cn|
)
,
where k =
∑∞
k=0(−1)k/(2k + 1)2 is Catalan’s constant.
This estimate shows how close the zero counting measure τn is to µT.
The following lemma is used several times below.
Lemma 6.2. If Ak, k = 0, . . . , n, are independent complex random variables satisfying
E[|Ak|t] <∞, k = 0, . . . , n, for a fixed t > 0, then
E
[
log
n∑
k=0
|Ak|
]
6
1
t
log
(
n∑
k=0
E[|Ak|t]
)
. (6.2)
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Proof. We first observe an elementary inequality. If xi > 0, i = 0, . . . , n, and
∑n
i=0 xi = 1,
then for any t ∈ (0, 1) we have that
n∑
i=0
(xi)
t
>
n∑
i=0
xi = 1.
Applying this inequality with xi = |Ai|/
∑n
k=0 |Ak|, we obtain that(
n∑
k=0
|Ak|
)t
6
n∑
k=0
|Ak|t
and
E
[
log
n∑
k=0
|Ak|
]
6
1
t
E
[
log
(
n∑
k=0
|Ak|t
)]
. (6.3)
Jensen’s inequality and linearity of expectation now give that
E
[
log
n∑
k=0
|Ak|
]
6
1
t
logE
[
n∑
k=0
|Ak|t
]
=
1
t
log
(
n∑
k=0
E[|Ak|t]
)
.
Proof of Theorem 2.1. Note that m(Qn) 6 log ‖Qn‖∞ for all polynomials Qn. Hence (6.1)
and Jensen’s inequality imply that
E
[∣∣∣∣τn (Ar(α, β))− β − α2pi
∣∣∣∣
]
≤
√
2pi
k
√√√√ 1
n
E
[
log
‖Pn‖∞√|A0An|
]
+
2
n(1− r) E
[
log
‖Pn‖∞√|A0An|
]
≤ Cr
√√√√ 1
n
E
[
log
‖Pn‖∞√|A0An|
]
,
where the last inequality holds for all sufficiently large n ∈ N. Since ‖Pn‖∞ 6
∑n
k=0 |Ak|, we
use the linearity of expectation and (6.2) to estimate
E
[
log
‖Pn‖∞√|A0An|
]
6 E
[
log
n∑
k=0
|Ak|
]
− 1
2
E[log |A0An|]
6
1
t
log
(
n∑
k=0
E[|Ak|t]
)
− 1
2
E[log |A0An|].
The latter upper bound is finite by our assumptions.
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Proof of Corollary 2.2. The result follows immediately upon using the uniform bounds M
and L in estimate (2.1).
Proof of Proposition 2.3. In was shown in [15] (see (5.3) in that paper) that
τn(C \ Ar(0, 2pi)) ≤ 2
n(1 − r)m
(
Pn√|A0An|
)
.
Since m(Qn) 6 log ‖Qn‖∞ for all polynomials Qn, it follows that
τn(C \ Ar(0, 2pi)) ≤ 2
n(1− r) log
(
‖Pn‖∞√|A0An|
)
.
Note that for r = 1/(dist(E,T) + 1), we have E ⊂ C \ Ar(0, 2pi). Estimating ‖Pn‖∞ as in
the proof of Theorem 2.1, we obtain that
E[nτn(E)] ≤ 2
1− rE
[
log
(
‖Pn‖∞√|A0An|
)]
≤ 2
1− r
(
1
t
log
(
n∑
k=0
E[|Ak|t]
)
− 1
2
E[log |A0An|]
)
=
d+ 1
d
(
2
t
log
(
n∑
k=0
E[|Ak|t]
)
− E[log |A0An|]
)
.
Proof of Proposition 2.4. The proof of this proposition proceeds in the same manner as the
proof of Proposition 3.5 in [15] by using our Corollary 2.2 along with Proposition 2.3 .
Proof of Proposition 2.5. As in the previous proof, this result follows in direct parallel to the
proof of Proposition 3.6 of [15] while taking into account our bound in Proposition 2.4.
6.2 Proofs for Section 3
Proof of Theorem 3.1. We proceed with an argument similar to the proof of Theorem 2.1.
Note that the leading coefficient of Pn is Anbn,n, and its constant term is
∑n
k=0Akb0,k. Using
the fact m(Qn) 6 log ‖Qn‖∞ for all polynomials Qn, we apply (6.1) and Jensen’s inequality
to obtain
E
[∣∣∣∣τn (Ar(α, β))− β − α2pi
∣∣∣∣
]
≤
√
2pi
k
√√√√ 1
n
E
[
log
‖Pn‖∞√|Dn|
]
+
2
n(1− r) E
[
log
‖Pn‖∞√|Dn|
]
≤ Cr
√√√√ 1
n
E
[
log
‖Pn‖∞√|Dn|
]
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for all sufficiently large n ∈ N. It is clear that
‖Pn‖∞ 6 max
06k6n
‖Bk‖∞
n∑
k=0
|Ak|.
Hence (6.1) yields
E
[
log
‖Pn‖∞√|Dn|
]
6 E
[
log
n∑
k=0
|Ak|
]
+ log max
06k6n
‖Bk‖∞ − 1
2
E[log |Dn|]
6
1
t
log
(
n∑
k=0
E[|Ak|t]
)
+ log max
06k6n
‖Bk‖∞ − 1
2
E[log |Dn|].
Thus (3.2) follows as a combination of the above estimates.
We now proceed to the lower bound for the expectation of log |Dn| in (3.3) by estimating
that
E[log |Dn|] = E
[
log
∣∣∣∣∣Anbn,n
n∑
k=0
Akb0,k
∣∣∣∣∣
]
= E[log |An|] + log |bn,n|+ E
[
log
∣∣∣∣∣
n∑
k=0
Akb0,k
∣∣∣∣∣
]
= E[log |An|] + log |bn,n|+ log |b0,0|+ E
[
log
∣∣∣∣∣A0 +
n∑
k=1
Ak
b0,k
b0,0
∣∣∣∣∣
]
> log |b0,0bn,n|+ E[log |An|] + L,
where we used that b0,0 6= 0 and E[log |A0 + z|] > L for all z ∈ C.
Proof of Corollary 3.2. We apply (3.2) with (3.3). The uniform bounds on the expectations
for the coefficients immediately give that
1
tn
log
(
n∑
k=0
E[|Ak,n|t]
)
= O
(
logn
n
)
and
1
2n
E[log |Dn|] > 1
n
log |bn,n|+O
(
1
n
)
.
The assumption dµ/dθ > 0 for a.e. θ implies (3.1), see Corollary 4.1.2 of [16], which in turn
gives that
lim
n→∞
1
n
log |bn,n| = lim
n→∞
1
n
log max
06k6n
‖Bk‖∞ = 0.
Hence (3.6) follows from (3.2). Recall that the leading coefficient bn,n of the orthonormal
polynomial Bn gives the solution of the following extremal problem [16]:
|bn,n|−2 = inf
{∫
|Qn|2 dµ : Qn is a monic polynomial of degree n
}
.
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Using Qn(z) = z
n, we obtain that
|bn,n| > (µ(T))−1/2 and 1
n
log |bn,n| > − 1
2n
log µ(T).
We now show that log ‖Bn‖∞ = O(logn) as n → ∞, provided dµ(θ) = w(θ) dθ with
w(θ) > c > 0, θ ∈ [0, 2pi). Indeed, the Cauchy-Schwarz inequality gives for the orthonormal
polynomial Bn(z) =
∑n
k=0 bk,nz
k that
‖Bn‖∞ 6
n∑
k=0
|bk,n| 6
√
n+ 1
(
n∑
k=0
|bk,n|2
)1/2
=
√
n+ 1
(
1
2pi
∫
2pi
0
|Bn(eiθ)|2 dθ
)1/2
6
√
n + 1
2pic
(∫
2pi
0
|Bn(eiθ)|2w(θ) dθ
)1/2
=
√
n + 1
2pic
.
This estimate completes the proof of (3.7).
6.3 Proofs for Section 4
Proof of Proposition 4.1. Assume that the discrete random variable |A0| takes values {xk}∞k=1
that are arranged in the increasing order, and note that the range of values for Yn is the
same. Let ak = P(Yn ≤ xk) and bk = P(|A0| ≤ xk), where k ∈ N. It is clear that
P(Yn = xk) = ak−ak−1 and P(|A0| = xk) = bk− bk−1, k ∈ N. Since the Ak’s are independent
and identically distributed, we have that
ak = P(Yn ≤ xk) = P(|A0| ≤ xk, |A1| ≤ xk, . . . , |An| ≤ xk)
= P(|A0| ≤ xk)P(|A1| ≤ xk) · · ·P(|An| ≤ xk) = [P(|A0| ≤ xk)]n+1 = bn+1k
holds for all k ∈ N. Thus
E[Y tn ] :=
∞∑
k=1
xtk P(Yn = xk) =
∞∑
k=1
xtk [ak − ak−1]
=
∞∑
k=1
xtk [b
n+1
k − bn+1k−1] =
∞∑
k=1
xtk [bk − bk−1][bnk + bn−1k bk−1 + · · ·+ bnk−1]
≤
∞∑
k=1
xtk [bk − bk−1](n+ 1)bnk ≤ (n+ 1)
∞∑
k=1
xtk P(|A0| = xk)
=(n + 1) E[|A0|t].
By Jensen’s inequality and the previous estimate, we have
E[log Yn] = E
[
1
t
log Y tn
]
≤1
t
logE[Y tn ]
≤1
t
(log((n+ 1) E[|A0|t])
=
1
t
(log(n+ 1) + log µ).
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We now show that this argument can be extended to arbitrary random variables {|Ck|}nk=0.
Consider the increasing sequences of simple (discrete) random variables {|Ak,i|}∞i=1 such that
limi→∞ |Ak,i| = |Ck|, k = 0, . . . , n. For Yn,i = max0≤k≤n |Ak,i| and Zn = max0≤k≤n |Ck|, one
can see that
lim
i→∞
Y tn,i = Z
t
n and lim
i→∞
|A0,i|t = |C0|t,
where t > 0. Moreover, the sequence of simple random variables Y tn,i is increasing to Z
t
n, so
that the Monotone Convergence Theorem gives
lim
i→∞
E[Y tn,i] = E[Z
t
n].
Using the already proven result for discrete random variables and passing to the limit as
i→∞, we obtain that
E[Ztn] ≤ (n+ 1)E[|C0|t].
Hence Jensen’s inequality yields
E[logZn] ≤ 1
t
(log(n + 1) + logE[|C0|t]),
as before.
6.4 Proofs for Section 5
The following lemma is due to Arnold and Groeneveld [3], and is also found in [6, p. 110].
We prove it in our setting for completeness.
Lemma 6.3. Let Xi, i = 0, 1, . . . , n, be possibly dependent random variables with E[Xi] = µi
and Var[Xi] = σ
2
i . Then for any real constants ci, the ordered random variables X0:n ≤
X1:n ≤ · · · ≤ Xn:n satisfy∣∣∣∣∣E
[
n∑
i=0
ci(Xi:n − µ¯)
]∣∣∣∣∣ ≤
(
n∑
i=0
(ci − c¯)2
n∑
i=0
[(µi − µ¯)2 + σ2i ]
)1/2
,
where c¯ = n−1
∑n
i=0 ci, µ¯ = n
−1
∑n
i=0 µi:n = n
−1
∑n
i=0 µi, and µi:n = E[Xi:n].
Proof. We use the Cauchy-Schwartz inequality in the following estimate:∣∣∣∣∣
n∑
i=0
ci(Xi:n − µ¯)
∣∣∣∣∣ =
∣∣∣∣∣
n∑
i=0
(ci − c¯)(Xi:n − µ¯)
∣∣∣∣∣
≤
[
n∑
i=0
(ci − c¯)2
n∑
i=0
(Xi:n − µ¯)2
]1/2
.
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Observe that |E(Y )| ≤ E(|Y |) for any random variable Y , and that E(Z1/2) ≤ [E(Z)]1/2
for Z ≥ 0 by Jensen’s inequality. Applying these facts while taking the expectation of the
previous inequality gives∣∣∣∣∣E
[
n∑
i=0
ci(Xi:n − µ¯)
]∣∣∣∣∣ ≤
[
n∑
i=0
(ci − c¯)2
]1/2 [
E
[
n∑
i=0
(Xi:n − µ¯)2
]]1/2
=
[
n∑
i=0
(ci − c¯)2
]1/2 [ n∑
i=0
E[X2i:n]− 2E[Xi:n]µ¯− µ¯2)
]1/2
=
[
n∑
i=0
(ci − c¯)2
]1/2 [ n∑
i=0
σ2i + (µi − µ¯)2
]1/2
.
Proof of Proposition 5.1. To obtain bounds for E[Yn] = µn:n = E[An:n], we apply the previ-
ous lemma while choosing c0 = c1 = · · · = cn−1 = 0 and cn = 1. This yields
E[An:n]− µ¯ ≤
(
(nc¯2 + (1− c¯)2)
n∑
i=0
(µ2i − 2µiµ¯+ µ¯2 + σ2i )
)1/2
=
((
n
(n + 1)2
+
(
1− 1
n+ 1
)2) n∑
i=0
(µ2i − 2µiµ¯+ µ¯2 + σ2i )
)1/2
≤
(
n∑
i=0
(M2 + 2M2 +M2 + S2)
)1/2
= (4M2 + S2)1/2(n+ 1)1/2.
It follows that
E[Yn] = E[An:n] ≤ µ¯+ (4M2 + S2)1/2(n+ 1)1/2
≤M + (4M2 + S2)1/2(n + 1)1/2.
Proof of Theorem 5.2. As in the proof of Theorem 2.1, we apply (6.1) and Jensen’s inequality
to obtain for all sufficiently large n ∈ N the following
E
[∣∣∣∣τn (Ar(α, β))− β − α2pi
∣∣∣∣
]
≤ Cr
√√√√ 1
n
E
[
log
‖Pn‖∞√|A0An|
]
= Cr
√
E[log ‖Pn‖∞]− 12E[log |A0|]− 12E[log |An|]
n
.
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Observe that
‖Pn‖∞ = sup
T
∣∣∣∣∣
n∑
k=0
Akz
k
∣∣∣∣∣ ≤
n∑
k=0
|Ak| ≤ (n + 1) max
0≤k≤n
|Ak| = (n + 1)Yn.
Taking the logarithm and then the expectation of the above yields
E[log ‖Pn‖∞] ≤ E[log(n+ 1) + log Yn]
= log(n+ 1) + E[log Yn]
≤ log(n+ 1) + logE[Yn],
where the last inequality follows from Jensen’s inequality. As n→∞, applying proposition
5.1 gives
log(n+ 1) + logE[Yn] ≤ log(n+ 1) + logO(
√
n)
= log(n+ 1) +
1
2
log n+O(1)
<
3
2
log(n + 1) +O(1).
Combining these bounds gives the result of Theorem 5.2.
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