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,,i #ti • O assunto desta tese e o Problema de Programaçao Cont1nua, 
entendido como uma versão cont1nua de problemas discretos de pro 
N 
gramaçao linear. Inicialmente tratamos do caso e111 que as restri 
N N N 
çoes sao lineares, no espaço das funçoes limitadas e Lebesgue -
mensuráveis, apresentando resultados envolvendo uso generaliza-
do de dualidade. Para tratar o caso em que as restrições não sã:> 
lineares, demonstramos uma versão continua de um teorema de / 
"Turnpilce'', usado na Economia Matemática para processos discre-
tos. tste teorema indica a natureza do comportamento das solu -
ções Ótimas quando a duração do processo é suficientemente gra~ 
de. 
ABSTRACT 
This thesis is concerned with the Continuous Programming 
Problem, regarded as a continuous version of discrete problems 
iv 
in linear programming. First we treat the case in which the corns 
t.1taints are linear, in the space of bounded Lebesgue-mea.surable 
functions, presenting results involving extensive use of duality. 
To treat the case when the constraints are not linear, a conti-
nuous version of a nTurnpiket' theorem, used in Mathematical Ec2, 
nomics for diserete proeesses-,- is- der---i-ved. This t-heoI'em-ind-i~a-
tes the nature of the behavior of all optinal solutions witen 
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INTRODUÇÃO 
Na análise de processos econômicos, surgem frequentemente 
problemas de otimização de formas lineares, devendo ser satis-
feitas restrições lineares. No atual estágio da teoria da pro-
gramação linear, uma grande parte dêsses problemas podem ser 
resolvidos numericamente, com o emprêgo de computadores e de al 
gor 1 tmo nsimplex". 
, 
Entretanto, no estudo de processos envolvendo um numero mo 
• • # • ~ • derado de at1v1dades mas um numero mu1to grande de estag1os, en 
contra-se a dificuldade usual da dimensionabilidade, quando sao 
_, . . . . """ . usados metodos computac.1ona1s convencionais. Processos desse !.,1 
po são encontrados na siderurgia e nas indústrias de petróleo e 
cimento, por exemplo. 
t devido a Bellman [1] a idéia de se efetuar versões con-
t1nuas de tais problemas, que êle mesmo enfatizou, podem em mui 
tos casos realmente estar mais próximos da realidade do que as 
,., . 
versoes d1scretas. 
Uma ferramenta essencial nesse tratamento é a versão con-
tinua do problema dual, explorando assim a linearidade do pro-
cesso. 
Assim, no 12 capitulo, apresentamos as origens de tais ~er 
sões e formulamos 0 problema geral, particularizando para oca 
so das restrições serem lineares, quando então temos o proble-
ma de programação linear continua. Estabelecemos também alguns 
resultados introdutbrios sem o uso de dualidade. A definiçio do 
l 
problema dual, resultados fracos é um teorema de dualidade for-
te são vistos no 2~ capitulo. 
A resolução propriamente dita do problema de programação li 
near contínua é tratada no 3~ capitulo, onde discutimos duas ma 
neiras, uma algor1tmica e outra fazendo uso de equações diferen:. 
ciais. 
O 4~ Capitulo é dedicado à análise das propriedades das so-
luções do problema de programação continua cujas restrições não 
# H C sejam lineares. Para tanto, e demonstrada uma versao cont1nua de 
um teorema de "Turnpike 11 • 
Finalmente, no 5~ capítulo, fazemos consideraç0es gerais so 
bre o assunto tratado e damos sugestões para pesquisas futuras. 
2 
OHSBRVAÇÕBS·SÔBRB A NOTAÇÃO AOOTADA 
rD-n , 
Denotaremos por 'i\ o conjunto de n-uplas de numeros reais. 
mll , • 
Um vetor x de ,~ sera representado por uma matriz coluna; 
i = l, •• ,n serà ai-ésima componente dêsse vetor. 
A tm.nsposta de uma matriz A será escrita A'. 
, N ,o'flf Tambem, se x e y sao vetores de 1~ 
X >,; y --<(l=C> Xi~ Yi i = 1, •• ,n 
X~ y <l=I> Xi~ Yi 
te pelo 
Xi ) y. 
1 
.menos um i 
i = 1, •• , n 
tal que X• 1 > y. 1 




JR'Yl , • 1í) 'YI + sera o conJunto dos vetores de ~ tais que x~ o. 
R~+T o conjunto dos vetores de íR11 tais que x) O. 
1D11 , ""' Como norma de um vetor de lf\ sera usada a aplicaçao: 
:Y1 
íR l\ ·H : IR .,. 
11 





Para efeito de ilustração, apresentaremos nêste capítulo um 
... . 
processo elementar do ponto de vista econom1co, mas que apresen-
ta as caracter!sticas citadas acima. Formularemos um problema de 
otimização em forma discreta associado ao processo, e estabelec~ 
remos sua versão continua. Finalmente generalizaremos o problem~ 
daremos uma aplicação ao contrÔle Ótimo e estabeleceremos alguns 
. , . 
resultados 1ntrodutor1os. 
, 
O exemplo sera do tipo ttBotlleneck", e foi ao estudar um P!.º 
blema dêsses que Bellman teve a idéia de estabelecer versões co~ 
" tinuas. 
EXEMPLO ILUSTRATIVO 
A • # • Seja um complexo de tres industrias: 
De autom~veis, de aço e de ferramentas. 
Nêste modêlo-a parâmetros concentrados- de inter depen-
dência econômica, nós admitiremos que o estado de cada indÚs 
tria é completamente especificado em qualquer instante pelo 
seu estoque de matéria prima e pela sua capacidade de produ-
zir novas quantidades usando essa matéria prima. Admitiremos 
também que é suficiente considerar que mudanças nessa quanti 
dades básicas (estoque e capacidade) ocorrem apenas em tempos 
discretos t=6,1, ••• ,Tf• 
Definamos então as seguintes variáveis de estado: 
x1 (t)= número de autos produzidos até o instante t. 
x2(t)= capacidade de fabricar autos no instante t. 
x3(t)= estoque de aço em t. 
x4tt)= capacidade de fabricar aço em t. 
x5(t)= estoque de ferramentas em t. 
x6(t)= capacidade de fabricar ferramentas em t. 
5 
Hipóteses de interdependência dás indústrias: 
(1) Aumento de tÔdas as capacidades só requer aumento dos 
estoques de aço e de feraamentas. 
. (2) Produção de autos só requer capacidade de produção de 
autos e estoque de aço. 
(3) Produção de aço só requer capacidade de produção de a 
ço e estoque de ferramentas. 
(4) Produção de ferramentas requer capacidade de produção 
de ferramentas e estoque de aço. 
, 
'-- , . , , automove1s ., 
' 
, 
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Dinâmica do processo de pr~du9ão: 
No inicio de [ t,t+l) alocamos uma certa quantidade de 
aço e ferramentas tomadas de seus estoques, para: 
(i) aumentar o estoque dêsses materiais. 
( ii) aune ntar as capacidades de produção das indÚstr ias. 
Definição das variáveis de alocação: 
OBS: 
v1{t)=quantidade de aço alocada em t com o prÓpÓsito de 
aumentar x1(t). 
w1(t)=quantidade de ferramentas alocada em t com o pro-
pósito de aumentar xi(t). 
(l), •• ;(4) =:1> 
i=l,2, •• ,6 
v3{t)=O 
w1(t)= w5 (t)=O 
Hipótese de "bottleneckº: 
A quantidade produzida de um item.entre os instantes t 
e t+l é diretamente proporcional ao m1nimo das quantidades/ 
dos itens relevantes ao caso ( vide (1), •• ,(4) ). 
1 
Levando em consideração também o fato de que a possibi 
!idade de produção determina os n1veis de -arocação,- -po-is -riâ:> -- - - --
há vantagem em se alocar maiores quantidades, teremos as se 
• N guintes equaçoes: 
x1 (ttl)= x1 (t) + mfn { '62 x2 (t), o(l v1 (t)} 



























- v5 <t>-v6 <t>. 
X4 (t+l)= X4 (t) + min { ~ v 4 (t), (34 W4f'f)} 
X5(t+l)= X5(t) + min{ º6 x6(t), C(.5 V5(t) 1- .w2(t) 
- w4 (t) - w6 (t) 
x6 (t+l)= x6 (t) + min{ ~ v6 (t), r6 w6 (t)} 
°'-i'~i eoit fR++ 
- w (t) -
3 
A essas equações devemos associar as seguintes restri-
... 
çoes naturais: 
A . t t b' t . N crescen aremos amem as res riçoes: 
c(l vl (t) ~ º2 x2(t) &l vl{t) ~ x2 {t) 
(3 3:.w3{t) $ lf4 x4 {t) ou ?\3 w3Ct) ~ x4 (t) 
0(5 v3(t) .$ '66 x6-Ct) 5- 3 \7'3(t) .$ x6 (t) 
8 
[r ". ~ 11 11 i, (:; t++ 
e 
cx.2 v2<t) = f2 w (t) 'f 2 v2(t) = w2 <t> 2 
G-L4 v4Ct) = (34 W4(t) ou 'P 4 v4 (t) = w4 <t) 
t>l.6 v6(t) = (36 w6<t> l.(>6 V6(t) = w6 '@t) 
que justificaremos como de bom senso, baseados em uma pres-
suposta experiência industrial. 
Baseados nessas restrições e procurando eliminar o mai 
or número de variáveis, podemos escrever: 
x1 (t+l) .. x1(t) = oll vl(t) x1(o) - xº - I 
x 2 (t+l) - x2 {t) = ol 2 "2{t) X2{0) = x2 
x 3 (t+l) - x 3 (t) = r3 w3{t) - v1{t) - v 2 (t) - v4 (t) - v5 {t) -
- v 6 (t} X3(0) = xº 3 





(t) = ~ V (t) - <.p v <t> - w (t) - lp 4 v4<t> -5 5 2 2 3 
- ½'6 v6<t> X5(0I - xº - 5 
x6 (t+l) - x6 (t) = 
o<'. - x
6 
(O) = xº 6 v6(t) 
6 
onde acrescentamos as quantidades iniciais dos itens ( xi{O) ) 




& 1 ''i (t) f x2(t) 
v1(t) + v2(t) + v4(t) + v5(t} • v6(t) / x3Ct) 
Admitamos ~ue o nosso problema seja o de escolher vi(t) 
w.{t). t=0,1, •• , Tf-1 viáveis para êsse processo e que maxi-
1 
mize x1(Tf). 
H ,1 Versao continua: 
Substituamos vl..(t) e w.(t) por At vl..(t) e At w.(t) / 
1 · 1 
nas equações e levemos ao limite quando 1::,. t tende para zero. 
Teremos então: 
• 
x 5 (t) = oi.. 5 v 5(t) - IP 2 v 2
(t) - w
3
(t) - lp 4 v 4
(t) -
-'f 6 v 6 (t) x 5 CO) = x5 
ou, matricialmente: . 
x(t) = K1 v(t) + K2 w(t) x(O) = xº 
ou ainda, combinando ( 
v(t)] 
-;(t) = z(t) 
(5) 
• 
x(t) = K z(t) onde K = [ K1 ~ K2 l 
Fica claro que z(t) é um fluxo de alocação. 
Admitiremos, como Bellman, que êsse fluxo fica também li-
mitado por questões tecnológicas. 
De uma maneira geral: 
G ( x(t), z(t) ) ~< O 
Mas ('5)=:I> x(t) 
Então G ( xº + K 
Chamando 
t 
= xº + I K z(s) ds = xº 
-{:, o J · z(s) ds, z(t) ) ~ O 
t o f
0
z(s) ds = y(t). 
-t 
+ K J z(s) ds. 
o 
R ( y(t) , z(t)) ~ G ( xº + K y(t) , z(t)) f O 
Podendo perfeitamente se tratar de uma função não linear. 
Entretanto, para completar o nosso exemplo, vamos supor que as 
restrições tenham forma semelhante às da versão discreta 
) 
(* *) O caso geral será visto no capítulo 4 • 
' 11 
Sendo B a matriz dos coeficientes do 1~ membro das desi-
gualdades de restrição, então: 
(6) z(t) 4 O ' 
Bz(t) ~ x(t) 
' 
O nosso.problema seria então o de escolher 
z{t) t E: [ o, Tf] viável para o processo continuo, 
e que maximize: 
onde b = ( 1,0,0,0,0,0 )' 
f ,. . t . Podemos contuâo re ormular o modelo da segu1n e maneira: 
"t" 
x(:t)= xº + t Kz(s) ds 
que levaêo em (6): t 
Bz(t) ~ xº + 1 Kz(s) ds 
o 
z(t) ~ o 
também, maximiza-r b' x(Tf) é equivalente a maximizar: 
"Tf 
dt =Ja'z(t) cit 
D 
4 j b'Kz(t) 
o 
' A ' , onde b K =a. Chamemos tambem 
A 
e = xº 
Ficamos assim com o seguinte problema: 
maximizar 
T+ J a'z(t) dt 
o t 
com Bz(t) ~ e + l Kz(s) ds t E [ O, Tf] 
z(t) ~ O 
o 
PROBLEMA GERAL DB PROGRAMAÇÃO LINBAR CONTÍNUA: 
A seguinte generalização ~ devida a Levinson [ 2) . o 
·12 
13 
N • [ } n Achar uma funçao z: O,Tf -7fR. de componentes zi limi 
tadas e Lebesgúe-mensuráveis que 
maximize 
f Tf 
J a(t)'z(t) dt 
o 
sujeita a B(t) z(t) ,S 
" 
( para quase todo t E [ o, Tf J) 
t 
c(t) + I K(t,s) z(s) ds 
o 
, z(t)~ O 
onde V t é. [ O, Tf. J B(t) é uma matriz real MxN, a(t) um 
vetor de ordem n, c(t) um vetor de ordem m e \J s ~ t 
K(t,s) é uma matriz mxn. Ses> t K(t,s) =(O] B,K,a e e 
são todas limitadas e Lebesgue-mensuráveis. 
(7) LEMA: -
Se K =O, B fôr matriz constante, e e a vetores fixos, 
para tÔda solução Ótima do problema existe um vetor de R n 
+ 
que como função constante é viável e proporciona o mesmo va-
lor que a soluçã9 Ótima para o funcional objetivo. 
prova: Seja z(t) solução Ótima de: 
1f 
max ) a' z(t) dt. 
o 
n 
com B z ( t) ~ e , z ( t) ~ O , z : [ O, T f 1 • IR de 
componentes Zi 1ind tadas e Lebesgue-mensurá.veis 
seja 
1 ~ 
x = -- \ z<t) c1t , 
Tf o 1 ÍTf 
a x<t) = B - J z<t) 
Tf o 
i(t) = x i(t) é viável pois 
dt = ~ (~ Z(t) dt Í !:_ (: <lt = e 
Tf jo Tf o 




~ a'x(t) dt = 
o 
Tf 1 Tf r a"(-rz(t) t Tf jo dt) Gtt = T.ç 
= a' r i'(t) dt, 
o 1 
Então, nas circunstâncias do Lema (7) o nosso problema 
se reduz a um de programação linear, pois se solucionarmos 
.. 
max a x 
Obteremos tamb,m uma solução para o problema_de progra-
N 1• • f maçao 1near cont1nua, azendo 
i(t) = x 
APLICAÇIO AO CONTRÔLB ÓTIMO: 
! devido a Grinold [ 31 a seguinte aplicação ao Contrô-
le Ótimo linear: 
Seja x(t) uma variável de estado m dimensional e u(t) / 
um vetor de contrôle n dimensional. 
Queremos maximar uma forma linear: 
' ' ·., ~: 
(8) 
T1 .. , Tf ' 
max [ t h(t) x(t) <tt + t g(t) 111(t) dt + a'x(Tf) J 
Sendo o sistema ãinâmico dado por: 
(9) x(t) = A(t) x(t) + H(t) u(t) + f{t) , x(O) = O 
14 
e o sistema deve satisfazer as restrições: 
(10) B(t) u(t), d(t)-+ D(t) x(t), u(t) ~ O 
onde todas as funções que.aparecem são limitadas e 
Lebesgue-mensuráveis, exceto A(t) que deve ser continua. 
t 
Então, ( 9) ::; I> X ( t) = r ! ( t , s) [ H ( s) u ( s) + f ( S ) 1 ds • . 
o 
" 
onde f (t,t0 ) = A(t) f (t,t0 ) ; t (t0 ,t0 ) = I. 
ou ainda: x(t) = f Y (t) Y-l (s) [ H(s) u(s) + f (s)] ds. 
o . 
• sendo f (t) = A(t) Y (t). 





(8) e (10) e observando que: 
rt 1 
y (t) [ lo y - (s) H(s) u(s) els) dt = 
:;, li{ ( Tf J -1 
= ]o [J
0
h~_(s) y(s) ds y (t) H(t) u(t) dt 
-1 ' 
já, que chamando Y (s) H(s) u(s) = y(s) e ~lt) y(t) = v(~) 
d • t' . e seno w o degrau uni ario: 
Tf t . Tf \ Tf 
J v(t) í y(s) ds dt = f v(t) J [ w(s) - w(s-t>) y(s) ds dt= 
o 1f O D o JTfJ'tf 
= r'i r v(t). [ w(s)-w(s-t)] dt • y(s) ds = v(t) dt • y(s)ds, 
o o o s 
f , . ,podemos trans armar o problema de controle ot11110 em um de 






sujeito a u(t) >,.,.,. O 
\
4 \ 
+{ t h' (s) )'(s) ds} 
+ a'Y(Tf) • Y(t)-l. 
y-l (t) H(t) + 
H(t) j u(t) dt. 
16 
B~'I;? u(t) ~ d(t) + D(t) • Y(ti) [ I: Y(s)-l • [ H(s) u(s) + f(s)) d~ 




Qn = { y \ y : ( O , T f} -.. IR n , y con t 1nua } 
Q = \ y j Z(t) + y(t) E z, y t qn} 
Z = { z E Q" \ z ( t) ) O , B z ( t) f e ( t) + r K z ( s) ds } 
B K • • A~ N JI,. , matrizes rea1s constantes nxn e z ec:~uma soluçao ot1ma P!:. 
ra o problema: 
Tf 




com a, e E- Qn 
A 1 N "t • z so uçao o :1.ma 
f T.ç -~ J a(t)' y(t) dt > O não tem ·solução y{t) em Q. 
o 
prova: vide apêndice. 
TEOR.EMA: . d . N O s1stema e 1nequaçoes: 
y ~ o 
.·. t 
B y (t) ~ I · X: y (s) ds 
"t e) . 
J 
{ ' a(t) y(t) dt > O 
o 
não tem soluçã0 em Qn. 
provi: vide apêndice. 
TEOREMA: A # l N # • z e uma so uçao ot1ma 
a(t)' z(t) ~ a(t)' z(t) 
\J z E Z 
prova: vide apêndice • 
... f.,. N A 1 N 't• # "'t• COROL.8..K.IO: Qualquer porçao ~aso uçao o im.a e o l.111a: 
-te, Jtt I a{t)' z(t) dt ~ a(t)' z(t) dt. 
1-f.., . . ti . 




No capitulo anterior, definimes o problema geral de pro-
,,. 1· t" gramaçao 1nea.r con 1nua: 
maximizar J \a(t) • z(t) <ilt 
o 
z E- z 
t 
z = { z j B(t) z(t) ~ c(t) ,. t IC(t,s) z(s) <Is 
z(t) ~ O limitada e Lebesgue-mensur,vel } 
quase sempre, 
Passaremos a chama-lo problema prima! de programação li-
near continua: ( P). 
Poêemes definir também um problema dual (D) , de pr~ 
1111 1· t" gramaçao 1near eon 1nua: 
minimizar rf w(t) c(t} clt 
o 
w ~ w 
onde: 
4 
W ={ w I w(t)' B(t) ~ a(t) + r w(s)' K(s,t) ds quase sempre, 
t 
w(t) ~ O limitada e Lebesgue-mensuràvel } 
Consideremos o problema de programação linear resultan-




' max a x 
X f llp 
Anàlogamente para (D): 
. ' m1n u e ' a , 
-Â f • ,.. • , 
JlSSes problemas ass.im de in1dos sao dua1s, e e bem conhe 
cido o seguinte teorema: 
(11) T.BORBMA: dados os problemas definidos acima: 
1l p f. p =I> ( ( 3 solução de (p) )<l=t>J1d f:: p.) 
_fl d , f =l) ( ( .3 solução de (<!) )<l==!> Jlp ~ Ji. ) 
Sejam x* solução de (p) eu* de (d): 
_, V xE..0.~ V u EJ2 d entao, ' 
. 
• 
' ~ ' * *' -~ ' a X a X = u e u e. 
O melhor teorema de dualidade para programação linear/ 
t C • 1 • N • ( ) con 1nua",,., seria uma genera 1zaçao direta do teorema 11 • 
Entretanto, tal não seria válido, e contraexemplos foram a-
presentados pela primeira vez por Tyndall [4]. 
l.9 
RBSULTAOOS FRACOS ( * ) : ( Tyndall [ 4 ] , Levinson [ 2] t G.r i-
nold [ 3] ) • 
(12) LBMA·: - ~ Tf 
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[3], pg 85. 
LEMA: -
[ 5 j , pg 85. 
LBMA: -








dt = f w(t)"c(t) dt , 
o 
z é z t w E W 
==l> (i) e (ii) valem para quase todo t E [ o, Tf J : 
<i> V i = 1,2, •• ,m 
. t 
B ( t) i. z ( t) < e ( t) i + J K( t, s) i·. z ( s) ds 
o 
=f> w(t). = O 
1 
e ii > V j = 1, 2, •• , n 
(*) Assim <denominamos porque somente descrevem propriedades 
d 1 
ff , • 
e so uçoes ot.11J1as para os problemas primal e dual. 
(*"'!!E-) Se A é uma matriz, Ai. é suai-ésima linha e A.j sua 
j-ésima coluna. 
prova: 
4 r w(s)'K(s,t).j ds 
t 
=t> z(t) • = O 
J 
[ 3] t pg 86. 
O nn· r,"1, • 1 - ,.. _. • A • 1 ~b • BSi:.nVAxaQ: Tais so uçoes sao "'1tas ue equ1 1 r10. 
OBSBRVAÇ~O: h uma questão aberta ainda, se a desigualdade do 
Lema (13) pode ser transformada em igualdade. 
UM TBORBMA D.B DUALIDADB FORTE: 
Foram demonstrados teoremas de dualil.11ade forte, [ 4] , [ 2 J 
com conetiçÕes 4.iferentes de regularidade de B,a,c e K. Bntre 
tanto, todos êles requerem as mesmas condições algébricas: 
(15) { z \ B(t) z {- O 9 z 4 o} = {O} 
(16) B(t) ~ O , K(t,s) ~ O , c(t) ~ O V t,s 
O te&rema que apresentaremos aqui demonstrado por Grinold 
[3], é uma generalização daqueles. Vamos entretanto inicial-
mente estabelecer algumas definições e lemas auxiliares: 
D.BFINIÇÃO: 
pt)!i [ F J ! { d f Fx = ti , x ~ O } 
, [- ] / , onde F e uma matriz mxn e pos F e o cone po1iedri 
co gerado pelas colunas de F 
OBSERVAÇÃO: 
(i) pos [B(t)iI]= { d~B(t) z + Iy =d; z,y~ O} 
(ii) pos [ F') é o cone gerad0 pelas linhas de F 
(iii) pos [ I] = ortante não negativo 
(iv) e f pos [B~I] <J::::.f> Bx ~ c , x ~ O tem uma solu-
,.. ., 1 çao v.1ave. 
EXEMPLO: Podemos rescrever o teorema de dualidade par~ pro-
gramação linear usando a definição acima: 
"Se as condiçies: 
a' E pos [ B' f -I ] 
c E- pos [ B I ] 
são satisfeitas, os problemas primal e dual de pro 
* u, com: N 1 • t"' 1 ... 't • * gramaçao inear em so uçoes o imas x e 
' ';li.- ~' ,., a x = u e 
As condições garantem a viabilidade respectivamente dos 
problemas primal e ãual. 
Em programação linear cont1nua, a viabilidade é garanti-
da pelas condições: 
[ 




(18) [ c(t) + r K(t,s) z(s) ds) E- pos [ B(t) i I ] 
o quase sempre 
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As condições (17), (18) são garantidas respectivamente por 
(,19) i) a'(t) E- posLB'(t); -IJ 
1 
ii) pos [ K.~ ( s, t) J e: pos [ B' ( t) \ -I] V s ~ t > V t 
(20) . i) c(t) E. pos [ B(t) ~ I J 
ii) pos [ K(t,s)] e: pos [ B(t) ~ I J 
prova: [3 J , pg 86. 
V s ~ t \/t 
..... ' 
Se as condições (15) e (16) são satisfeitas, as condi -
ções (19) e (20) ( consequentemente (17) e (18) ) 0 são. 




K(B, d) ~ { x I Bx § d, x ~ O } 
J(B,h) ~ { u I u .. B ~ h, u >,,/ o} 
(iii) K(B,d) 1 a envoltÔria convexa dos pontes ex. 
tremos Ele K(B,d) 
(iv) J(B,h) ~ a envoltÓria convexa dos pontos ex-
tremos de J(B,h) 
(21) TEOREMA: ( Dualidade forte): 
Se as cogdições de limitação: 
(22) :3 (" > O 7 rf t E [O, Tf] e \f d ~ IR m , V h (: rR n 
(23) 
i) X E K(B('f) id) =l> li X li ~ p lf tt li 
ii) u f: J( B(t) ,h ) ::l> JI u li~ ('> !Ih fl 
B as condições de regularidade: 
i) As funções a(t). e c(,)i sãa con-
. J 
t1nuas em quase todo t t [ o, Tf] , i = 1,2, •• ,m 
j = 1,2, •• ,n 
ii) As funções K(t,s)ij são continuas em quase todo 
(t,s) f [ o,Tr] x [o,Tf J, i = 1,2, •• ,rn; j = 
t ~5 = 1,2, •• ,n 
são satisfeitas,então as condições: 
(24} \J t 
i) a'(t)~ pos[B'(t)l -1] 
1 
c2s> V t 
24 
i) c ( t) E pos [ B ( t) } I ] 
ii) pos [ K(t,s)] c::pos l B(t) l I] \j s $ t 
l•plicam a existência de soluções de equilíbrio para os 
problemas primal e dual de programação· linear continua. 
prova: [ 3] , pg 89. 
OBSERVAÇÃO: Se B e K forem matrizes constantes as condi -




As condições (25) ==t> j solução Ótima para 
(P) 
As condições (24)-t> j selução Ótima para 
(D) 
# 
lia um teorema de dualidade forte denonstrado 
por TynElal L5] 0nde as matrizes são constantes mas 
a e e são funções apenas limitadas e Lebesgue-men-
súráveis,não sendo portanto englobado pelo Teorema 
(21). Bntretant0, nêsse contexto a observação (26) 
não é verdadeira, sendo necessárias as condições/ 
(24) e (25) tanto para garantis a existência de 
solução Ótima p~ra (P), como para (D). 
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OBSERVAÇÃO: A prova •ã~ Teorema (21) é feita discretizando 
os preblemas primal e dual, transformand0-os conse-
quentemente em problemas de programação lin~ar (PN) 
e (DN). Usando o Teorema (11) ebtemos soluções de e 
quillbrio para êsses preblemas. Como as condições 
(24) e (25) garantem a limitação dessas soluções,as 
soluçees de equilÍbrio de (PN;) e (DN) convergirão/ 
fracamente para soluções de equilíbrio de (P) e (D), 
a medida que a discretiza.çâo fique mais fina .. 
A discretização usada é a seguinte: 
O interval0 [O, Tf J 
comprimento b,. N = T/N • 
, 
e dividido em N intervalos de 
Para k = 1,2, •• ,N e 1 > k: 
(i) Nk a ' = a(k ô N) E IR n 
(ii) e 
N,k 
= c(k b, N) E, 1R m 
{iii) BN,k = B(k ~ N) uma matriz mxn 
(iv) 
N,1,k 





Achar t j = 1,2, •• ,N, que 
\ 
maximize N,i N,i a . z 
1<~ 1 
N,k N,k. 
B z ~ ..... L N,j ' O z '? . 
J== \ 
k :: 1,2, •• ,N 










k = 1,2, •• ,N 
N,k '- O w ~ 







Trataremos ag0ra da resolução de um problema de programa-
ção linear continua. Serão vistas duas maneiras, uma algor1tm,! 
ca e outra utilizand& equações diferenciais. 
RESOLUÇÃO ALGORITÍMlCA 
O Teorema (21) do capitulo anterior nos sujere, quando as 
referidas condições forem satisfeitas, uma solução aproxinada/ 
b 
. , ... . 
do pro lema, Ja que as·soluçoes dos problemas discretos conver 
gem fracamente âs do problema linear continuo, à medida que a 
discretização torna-se mais fina. Entretanto, como técnica, es 
sa maneira apresenta vários inconvenientes: as soluções do pr~ 
N N •# • ,t # / blema discreto nae sao v1ave1s para o problema continue; nao 
há nenh\lm critério de parada fàcilmente verificável.; e final -
N ,C / mente, embora o problema geral de programaçao cont1naa tenha 
ganho certa independência dos problemas dos quais se ~riginou, 
a dificµldade da dimensionalidade, da qual com versões cont1 -
nuas nós pretendíamos escapar, reaparecem, p0is ê número deres 
triçÕes e variàveis de (PN) aumenta quando a discretização se 
torna mais fina. 
RESOLUÇÃO USANOO EQUAÇÕES DIFERENCIAIS: 
(Larsen e Polalc [ 6} ) 
Vamos admitir que K é uma matriz constante, e B é uma ma -
triz constante não singular tal que: 
(i) todos elementos de B 
.., N negativos os sa@ nao 
(ii) todos elementos de B-1 
... ... negativos @U os sae na0 
Também, redefinamos: 
t 
Z = { z \ Bz(t) ~ c(t) ,.. 1 Kz(s) ds , z(t) ~ O para quase 
e z(t) = O para t < o 
funções limitada:> e Lebesgue-mensuráveis } 
{ · 1Tt W = w I w' ( t) B ) a ( t) + -t w( s)' K ás , w( t) ~ O 
para tf [ O, Tf] e w(t) = o para t > Tf 
funções limitadas e Lebesgue-mensurá.veis } 






(P) * Achar um z E- Z tal que r~ T.f a(t)'z~(t) dt = max L a(t)'z(t) dt 
o z € z 
(D) Achar um w-,\c é- w tal que 
'f Tf j * ' min j w(t)' c(t) dt w (t) c{t) dt = 
o o 
w (. w 
(21) DEFINIÇÃO: Seja Kp o conjunto de pares (x,u) de fun 




, , , 
absolutamente • (~) u e mensuravel e X e continua 
(23) u(t) ~ o, B-l [ -u(t) + c(t) + q(t)] 0 O 'ti tE-\_O,Tf1 
(24) x(O) = O 
~(t) = B-1 [ -u(t) + c(t) + K~(t)l 
(25) 
. 
x(t) = O 
A equação (25) é obtida introduzindo-se em Z a mudan-
. , . 
ça de var:t.ave1s 
t 
x(t) = J z(s) ds 
(:) 
( "1': ) u pode ser considerada uma variá ve 1 de folga. 
Também, (25) =t'> a segunda parte de (23) é equivalente a 
.. 
x(t) ~ O para t E [ O, Tf] completand@ as condições 
de Z. 
Os pares (x,u) que fQrem elementos de Kp serão chamados/ 
N • # • soluçoes viaveis para o problema primal • 
.Em têrmos de (21), podemos reescrever o problema primal: 
(P') 
Seja Jp definido por: 
Tf 
(26) Jp(x,u) = f a(t)'a•1 [ -u(t) + c(t) + Kx(t)J dt 
o 
* * ~ * Achar um par (x ,u) f Kp tal que Jp(x ,u) = 
= max Jp(x,u) 
(x,u) é Kp 
~ fàcilmente verificado que (26) define o mesmo funcional 
do problema original (P) quando levamos (22), (23), (24), (25) 
em consideraçã0. Qualquer par (x,u) E Kp que maximize Jp será 
referido como uma solução Ótima para o problema primal. 
(27) 
(28) 
DEFINIÇÃO: Seja~ o conjunto de pares (y,v) de 
funções y:lR---;;:>IR.n , v: IR --;,.\Rn tais que , 
V é mensurável e y é absolutamente continua(~) 
( ~) v pode ser considerada uma variável de folga. 
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32 
(29}, v(t) ?- O,, [ v(t) + a(t) - y{;)K] 'B-1 ~ O V t E: [ O, Tf1 
(30) y(Tf) = O 
y(t) = [v(t) + a(t) - y(t)'K ]' B-l 
(31) 
A equação (31) é obtida intreduzindo-se em W a mudança de 
Tf 
vari1veis y(t) = - J w(s) ds. 
t 
Também, (31) =l>- a segunda parte de (29) é equivalente 
a y(t) ~ 6 para t E: [ o, Tf J ~ompletando as condiçées de W. 
Os pares (y,v) que forem elementes de Kd serão chamados 
1 N •# • 1 se uçees v1ave1s para e problema dua. 
Em têrm0s de (27), podemos reescrever e preblema dual: 
(D') Seja Jd definidQ por: 
Tf 
(32) Jd(y,v) = J [v{t) + a(t) - y(t)' K]' Bª1 c(t) dt 
e, 
* * ~ ~ Achar um par (y ,v. )EKct tal que Jct<Y ,v) = min J 8 (y,v) 
(y,v) é Kd 
h fàcilmente verificado que (32) define 0 mesmo funciona:1 
do problema original(D) quando levamos (28), (29), (30), (31)/ 
em consideração. Qualquer par (y,v) f Kd que minimize Jd será 
referida cemo uma selução Ótima para o problema dual. 
1° PARTE: Métode primal 
N&s consideraremos o problem• primal ( p') e, por meio de 
funções multiplicadoras, obteremos uma condição suficiente pa 
ra a existência de uma solução Ótima (x,u). Então, admitindo/ 
que existe uma solução Ótima para o problema primal (P') , ob 
teremos uma condição suficiente para a existência de uma solu 
ção para o problema dual (D'). 
(33) DEFINIÇÃO: Sendo Â ( t) , ~ ( t) E f.R. n , 
-A. (t) = diag(l(( a( t) - ?\ ( t) -1 Bi ) ) \g t E [ O,Tf j 
(34) 
À(t) = o 'íJ t % [ O,Tf] 
Íl<t) = diag ( l(ai(t) - ~i(t))) Vtt[o,Tr] 
(35) 
/l(t) = o 
matrizes diagonais nxn 
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{ [Á"Ct) a(t)]' B-1 A(t) K} ,í\(Tf) ?\( t) - - = o 
(37) 
• {[~(t') - a(t)]'Í)._(t) B•1 K} ' ~ (Tf) ~{t) - - = o 
" tem solução absolutamente continua " uni-
ca definida em todo [o,Tr], que usaremos como funções multipli 
ca(ft0ras. 
pr0va: [ 6 ] , pg 9. 
TEOREMA: Se as equações (36) e (37) têm soluções/\ e~, 
,., 
as equaçees: 
(38) ;(t) = B-l _A (t) [ c(t) + Kx(t) J 
' xfO) = O 
(39) ;(t) = ~(t) B-l [ c(t) + Kx(t) ] 
' 
·x(O) = O 
que aquelas soluçies definem por intermédio de A el, 
... 1 ... , . ... . tem so uçoes un1cas que serao denotadas respectivamen-
te por x 1,. e x 8" 
prova: [61, pg 9. 
DEFINIÇÃO: Se (36) e (37) têm solução, estas, por inter-
médio de A e ~ definem: 
(40) Â1 = I-A 
onde I 
, 
a matriz identidade 
~1 
e 
(41) = I -L 
DEFINIÇÃO: Sejam xÂ ex~ as s0luções de (38) e (39). rel~ 
(42) 
(43) 
cionadas com as mesmas matrizes _A_ e 6 que aparecem 
na definição (33). 
Então definamos: 
u Â < t) = -A/ t > [e< t > + Kx < t) J V t E [ o, Tf 1 
u í\ (t) = o V t ~ [O,Tf] 
u~ (t) = B Íl 1(t) B-
1 [ c(t) + Kx(t)) V tE [o,Tf] 
u ~ (t) = o 
h visto fàcilmente que se: 
• 
x"(t) ~O, uí\(t) ~ O 
• 
X~ (t) ~ 0 , U [s (t) ~ () 
V t E [ o,Tr J 
V t E [ o,Tr J 
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então (x '\ ,u 1' ) e (x õ , uõ ) são soluções viáveis para o probl,! 
ma primal. 
(44) TEOREMA: • Se a função multiplicadora Â determina-
da por (36) existir, se (xi\ ,uí\) determinado/ 
por ela por intermédio de (38) e (42) é viável 
e se todos os elementos da matriz B são nã0 n~ 
gativos, então (x 7' ,~?\ ) ~ uma solução Ótima / 
para o problema primal. 
prova: [ 6 J , pg 13. 
(45) TF.OREMA: Se a função multiplicadora~ determina-
da por (37) existir, se (x& ,u&) determinado/ 
por ela por intermédi0 de (39) e {43) é viável 
e se todos os elementos da matriz B-1 são não/ 
t o tH ( ) # 1 - , t o nega 1vos, en ao x~ ,u~ e uma so uça0 0 1ma 
para o problema primal. 
prova: [ 6 J , pg 15. 
TEOREMA: Suponhamos que a função multiplicadora definida 
(46) 
() • f .. ,. por 36 exista e que ela de ina uma soluçao 0t1ma 
(x " , u Ã ) para e problema pr ina 1. 
Seja <Yi ,v11 ) tieterminado por ~ come soluções 
das equações: 
/ 
yí\ (t) = [ a(t) - Yí-. (t)' KJ .J\..<t) B-1 \J tE [ o,Tf j 
• 




Se (y). ,vÂ ) satisfaz: 
• 
y/\(t) ~ o t v,., (t) ~ o tf t E [ 0,Tf] 
e a matriz B-1 comuta com j\_ (t) entã0 (yí\ ,vi ) é uma so 
1 .., 't. 1 uçae o 1ma para• problema dua. 
pre'III.: [ 61 , pg 15. 
TEOREMA: Suponhamos que a função multiplicadera definida 
(37) . 1 ...,. f. 1 ... ' . / por exista e que e a ae 1na una so uçao 0t1ma 
(x ~ , u à ) para a preblema pr imal. 
Seja (yb ,v~) determinada per ~ com0 soluções 
... 
das equaçoes s 
(48) y i (t) = [ a(t) - y (t)' KJ B-l _6 (t) , 
(49) v& (t) = -~(t) -y (t)' K]B-1 .6_ 1(t)'B 
Se (y~ ,v~) satisfaz: 
e a matriz B-1 comuta cem .6 (t) então (y~ ,v& ) é uma 
,., , . 
soluçao otima para o problema dual •. 
2rova : [ 6 J , pg 17. 
2º PARTE 
, 
: Metode dual 
Faremes agora 0 oposto que no método primal. Por meio de 
funç0es multiplicadoras obteremos uma cendição suficiente pa~ 
A N I) • ( ) ra a existencia de uma soluçao ot1ma y,v para o problema d~ 
al (D'). Então, admitindo que existe uma solução Ótima para/ 
êste problema, obteremos uma condição suficiente para a exis-
tência de uma s0lução para o problema primal (l.,'). 
TEOREMA: Se a função a é continua por partes em [ O,Tf re!!. 
tão as ~quações: 
(50) y f-l (t) = [ a(t) - y JJ (t)' K] M(t) B-l , y /" (Tf) = O 
(51) • [ .. J -1 y)) (t) = a(t) - y y (t) K B N(t) , 
onde 
.M(t) = diag 1( ªi (t) - y f (t)' K1 ) 
(52) 
M(t) = O 
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N(t) = diag 1( (a(i) - y~ (t)'K) B~l) 
(53) 
N(t) = O 
,,... N 4' ~ • 
tem soluçoes absolutamente continuas unicas: 
prova: [ 6 j , pg 21. 
(54) DEFINIÇÃO: Sejam Yf e y~ soluções àe (50),(51). 
Então, definaipos: 
(55) VJJ (t) = -[a(t) - Yp (t)' KJ M1(t) 
(56) Vy (t) = - [ a(t) - y}) (t)' K J B-l N1 (t) B 
onde 
h visto fàcilmente que se: 
t N ( ) ( ) ... 1 N • # i en ao Yf ,vr e Yv ,vy sao so uçees v1ave s para o pro -
blema dual. 
39 




= K M<t) a-1 [ /J (t) c(t)) (57) f-.1 (t) - f(O) = o 
. 




Er0va: [6] ' pg 22. · 
TEOREMA: Se o par (y~ ,vf) determinado por (50) e (55) ~ 
(59) 
. , ., 1 x1ste e e v1ave, se todos os elementos da matriz B 
sãe não negativos e a função multiplicadora f deter -
minada por (57) satisfaz: 
a-1 L - ~ (t) + c(t) J ~ o \f t ~ [ O, Tf 1 
N # H # / entao (yf ,vr) e uma seluçao otima para o problema 
dual. 
preva: [ 6] , pg 23. 
TEOREMA: Se o par (yy ,vy) determinado per (51) e (56) 
existe e é viável, se todos os element@s da matriz B-1 
sãe não negativos e se a função multiplieadora ')J de 
terminada por (58) satisfaz: 
40 
c(t) - ') (t)' 0 o 
então (yy ,v~) é uma solução Ótima para o problema dual. 
pr0va: [ 6] , pg 24. 
TEOREMA: Suponhamos que a função f definida por (57) e-
xista e que o par (yf ,vf) relacienade com ela e de-
( , . ,.. ( terminado por (50) e 55) seja ot1mo. Bntae, se xf, 
u f ) que são definidos por: 
• 
X f-' (t) = B-1 M(t)[ c(t) + K xi" (t)J 1 X f (0) = 0 
u fl (t) :: M1 (t) [ c(t) + K x f (t)] 
satisfaz: 
• 
X JJ (t) ~ 0 t U JJ (t) ~ 0 
e as matrizes B-1 e M(t) comutam, é uma solução Ótima 
para o problema primal. 
prova : '[ 6 1 , pg 25. 
TEOREMA: Suponhamos que a funçãoY ãefiniêa por (58) exis 
ta e que o par Cyy ,vy) relacionado com ela e âetermi 
nado por ( 51), ( 56) seja Ótim0. Então, se (x v , u )1 ) q_!!e 




X y (t) = N ( t) B-l [ e (t) + K x v ( t)] > X )' (O) = O 
u)J (t) = B N(t) B-l [ c(t) + K Xv (t) 1 
satisfaz: 
• 
xv (t) •,; O • uv (t) ~ O 
e as matrizes a-1 e N(t) comutam, é uma selução Ótima pa-
ra o problema primal. 
prova: [ 6] , pg 25. 
OBSBRV AÇÃO: Não h1 nenhuma dificuldade computacional fora 
do comum envolvida com o cálculo das soluções eas ~ 
quações diferenciais que apareceram acima. Poder!a-
m@s por exemplo na aplicação do Teorema (44), inte-
grar primeiramente a equação (36) de trás para dia~ 
te no tempo para obter~ • Calcularíamos então _j\_ 
por (34) cerrespondente a 'À e integraríamos final -
mente a equação (38). Se a solução da equação (38) 
juntamente com u Â dado pela expressão (42) fermar 
# 1 N •' 1 N # # um par que e uma so uçao v1ave, entao sera tambe~ 
N , • • / uma soluçao ot1mapara o problema pr1mal. Podemos 
proceder anàlogamente na aplicação dos outros teo-
remas. 
4° CAPÍTULO 
PROGRAMA@ CONTÍNUA COM RESTRIÇÕES 
NÃO LINEARES - UM. T.BORBMA DB t1TURNPIKB'' 
PARA PRO(ll]3SSOS CONTÍNUOS. 
,.. e 
Podemos considerar que um problema de programaçao conti-
nua consiste em determinar um processo cont1nuo, que satisfa-
zendo certas restrições, maximize um funcional objetivo, en-
tre todos os processos contínuos que satisfaçam as referidas/ 
restrições. 
Assim, no primeiro cap!tulo, retirando a hipótese de li-




max J 'f. a• z(t) dt 
o 
R ( y(t), z(t) ) ~ O 
y(t) = it z(s) ds 
o 
para quase 
e zé limitada 
e Lebesgue-mensurável • 
. ,. . 
Isto, por conven1enc1a, considerando-se y uma 
4 absolutamente continua, pode ser reescrito: 
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Determinar: 
"'' max a y(Tf) 
com 
• 
( y ( t) , z ( t) = y ( t) ) E:. T quase \f t E. [O, Tf J 
onde T = { (y,z) ) R(y,z) ~ O ; y,z"-fR: } 
OBSERVAÇ!O: No caso de programação linear cont!nua: 
T = { (y,z) / Bz ~ Ky ; 
' 
Para processos discretos,. existem Teorema ditos de 11Turn-
pike" ( [ 7 J , [ 8 J , [ 9 J ) , que nos dão informações vaLiosas ,2a 
ra a determinação de processos viáveis Ótimos. 
... .. . Neste capitulo, demonstraremos um Teorema de 11Turnp1.ke" 12.ª 
ra processos cont1nuos, aplicável a problemas de programação/ 
.. ... continua nao lineares. 
DEFINIÇÃO: Um conjunto T de pares 
fazendo as condições abaixo, 
transformação. 
[)n • 
de vetores de lf'\ , sat1~ 
será chamado um conjunto/ 
(60) Tê um cone convexo fechado no ortante não negativo de 
IR 2n. 
(61) (O,z) E: T ::::}:> z = O 
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N , , • 
·Para a obtença0,des resultados a seguir sera necessarie 
.1 • h. , ad(.J.cionar as seguintes ipoteses: 
(62) (y ,z) E T t "' "' y ~. y e O §. z .s- z =t> (y ,z) E T 
(63) 3 (yº ,zº): é T 7 zº > O 
(64) Se {y,z) , (u,v) E- T e y e u são linearmente indep~n 
dentes, então, 'v'ct.,(3 E: fR ++ , o<. +r = 1 
( nem sempre pre~isaremos Ele todas condições) 
LEMA: Se T satisfaz também (62l e (63), então 
(65) ~ y*e iR n + ' 
~ fR 
n 
p E. + ' 
)( e IR 
++ tais que 
p,.. .. (z - 'X. y) ~ O '\J (y,z) € T 
4S 
prava: [ 10 l , pags 338, 339. 
LEMA: 
(66) 
Se T satisfaz (64) 
terior satisfazem: 
*.. A,tf. 
p (z - /\ y) < O 
y ~ ,P * , Â. * referidos no lema an 
V (y,z) E T exceto se 
y = ~ y* para algum (3 E l ++ 
() ,,,_,,. f 67 y~ e un1co a menos de um ator de escala. 
prova: [ 7 J , pags 203, 206. 
. DEF INIÇ'.Ã.O: O conjunto { y(t) \ O...,< t $ Th} ( abreviacda -
mente: 1 y(t) }:+ ) onde y; IR+ -4 (R ! é absoluta. 
4 mente cont1nua ,será denominada um pr0cess0 viável 
de horizonte finito 
• 
( y(t), y,(t) ) -E T 'if t E: [ O, Th J 
Se j k é lf_ ++ ~ w ., 1 r \/ processo viave 
Tf 1 y(t) 1
0 
, Tf )>, k , com y(Tf) ~ O , acentecer de 
46 
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:3 ti T 
Yl (ti) > o .1·=1 ·n t •• ' ' ' O< t. < T · ' l. f 
( e assim, segunde Nil[aido [ 7i 1 , pg 204, o conjunta transfor 
mação é dito indecomponível) 
então 
~ 
y > o 
, ., 
prova: 
Âv,,. t }Tf 
{ e y* e um processo via -
o 
vel com t: 
Â1t T 
e f y.,..) o • "' E se Yi = O para algum i, 
êsse precesso viável para Tf > k satisfaria 
( O ~ ti < Tf ) contrariando a nossa hipótese. 1 
Y'II'-> O =t> p* > O 
prova: [ 7 J , pag 209. 
~: Se T satisfaz (62) e y*> o, a seguinte condiçã0 é 
satisfeita: 
(68) Dado um vetor inicial yº > O -, para algum ú E fR ++ e 
algum T0 f 1R ++ , ] um processe viável { r(t) }t c2, 
0 
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meçand0 em r(O) = y. 0 e terminando em r(1'0 ) = G yif cem· 
• -- ~l<r. y* r (T0) r\ \l 
prova: Seja a equação: 
• 
r(t) = o. r(t) + z(t) . ... e as cond1çoes: 
(69) 
( O • ( ) ( ) = ..r- "'\I * y*, r (T ........ ) = ,,;- y 'Jf r O)= y , r T0 = z T0 ~ r\ ~ ~ 
Integrande (69): 
N Come, para viabilidade, z tem que ser nao negativa, temos 
a cendiçãe a ser satisfeita: 
Evidentemente, até êste ponto, podemas garantir a existêa 
eia ele soluções de (69) satisfazendo a condição aãicienal (70), 
pois para cada componente, fixos <r e T0 : 
é suficiente que t0memos para ·zi(t) uma função tal que 
Te. J z1(t) dt = <>" Y1 - Yi i = 1, •• ,n, valor êsse fi 
o 




Entretanto, para o processo 
. t }'º 
{ r(t) = yº + l z(~) d<> ser viável, ainda temos que 
o o 
( r(t) , z(t) ) E T 
Agora, uma condição suficiente para isso é que: 
z(t) f 751 e Â.* t_ y'f. ~ z(t) 
Â.* t A 
r(t) ~ &- . e . y* .!_(t) 
para 
algum 
~ E- tR ++ 
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pois estamos admitindo (62) e o processo { & e A.'" t 
. :-, 1 
v1ave 'ef t E IR ++ 
Mas para que as condições (71) e (72) possam ser satis~ 
feitas por soluções de (69) com a condição (70), é preciso que: 
~ 
i{T0 ) ~~e /\ To * * z(T0 ) = y ~ÓAY = ou seja: 
Ã"' T0 G"' e ~- ou ainda: 
~ 








+ yº = z( (j) d~ 
o 
T - J • z( 1: ) d ,r + yº= 
t 
('6 rTo 
= G y * - )-t z ( G ) d~ ~ G y~ - J z ( ~ ) d?, = 
t 
= 6 y* - õ e Â.Ji. To y* + &, e /\Ir. t Y WI 
Vamos impor que: 
r(t)~ 6y - ~ 
Â;,..T 
e o y* 
* i e /\ t ,ff 
+ o e y ~ E_(t) = 





(74) log G" - log ~ >✓,. ?í T
0 
E, finalmente,~ precisÓ1que: 
r(O) = yº -0 E_{O) = ~ y* 
ou seja: 
~ y~f yº 
Reunindo então as condições (73) e (74) em uma só, temos as 
seguintes condições a ser satisfeitas por G , ~ e T0 , para que .e 
xistam soluções de (69) viáveis: 
(75) ~ y ~ yº 
1 
T0 = Àw- ( log G" - log ~ ) > O 
Realmente, essas condições são suficientes para que solu-
ções de (69) possam satisfazer (71) e (72) e portanto serem vi 
, . 
ave1s .. 
Ora, as condições (75) sio sempre possíveis de serem sa-
tisfeitas, escolhendo [ suficientementey 
grande e ~ suficientemente pequeno. 
Então, a condição 
que e processo 
1.Tº 
{ r-(t) lo deve satisfazer, intreàuz, esc0lh! 
·des já b, G e T0 aprepiados, a seguinte limitação à nossa e~ 
colha dez: 
e 
z · (O 1 
o 
z(t) ~ z(t) .... 
r1b J. z1 (t) dt = 
o 
que, pelas condições (75) e (73) é 
uma função veterial cujas cempenentes sejam expenenciais pas-
-sande por G 1'* Yi e tendo para integral entre O e T0 os valo-
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res G Yi - Yi é uma solução víável de (69). 1 
DEFINIÇÃO: Seja U uma coleçãe de funçêes u: IR : --,> IR+ 
(76) 
tais que u( ol y) = O( u(y) V yélR!, V o1.. E: fR+ 
T.ç 
Um processo viável { y(t)} c0meçanão em / 
o 
y(O) = yº é dito U-Ótimo se: 
_j uE.U T 




viável x(O) = yº} 
Se U = { ua \ ua (y) = ' a y \f y E. IR n , a E Pn f 
(m) n 
onde Pn é o simplex padrão de Hç , é satisfeita a seguin 
t .... e condiçao: 
Para algum u~ 1R ++ e algum Ti 
+ ' 
3 um pr0ee!_ 
so vi!vel { w(t) 1" começando em w(0) = y* e terminando / 
o 
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em w(T1 ) = q 1- u(q) ~ u 
prova: A ' basta· tomar u =mina q 1 
# /lfi:. # Se U e o do lema anterior e p > O, temos tambem: 
(77) As funções N *' EU sao majoradas uniformemente por p y 
no sentido de que existe um CE íR++ 7 u(y)~ e p*' y 




\;/ y é íK n e + 
Façamos e = max (1/p*i) 
i = 1, •• ,n 
LEMA: Se T satisfaz (62), o conjunto -
)\_ = { (y,z) j y E pn 
{ y(t) r:f ')- para algum 
Yco = z 5 
# e compacto. 
e j um processo viável 
t E [o,Tf1, y(t) = y e 




€ [ O, Tf] ,- 0 conjunto dos vetores z(t0 ) 7 j um precesso viá 
vel { 
1,'t • 
y(t) }o com y(t) é Pn e y(t0 ) = z(t0 ) não é limitado. 
. lf 
Seja { y1 (t) t uma sequência de tais processos com 
i • Oo 
0bservanâe que ( yi(t0 ) , z
1(t8 ) ) E T e; em vista de T ser 
um cene, temos: 
· zi(t ) ____ e_ ) E: T 
li zi(to) li 
i = 1,2, .... 
Como yi(t9) é limitado por hipótese, 
lim mas 
zÍ(tG) 
/) zi( to) l\ 
tem n0rma uni 
i->00 
# • N tar1a, entao sem perda.de generalidade, pode ser admitido~que: 
zi(to) 
• ·"' li z li z com = 1 
li zi(t0 )1\ 
então, ( 
yi(t9) zi(t@) 
~ ( o,z) f 
llzi(t0 )\I ' \l zÍ(to~I ) 
T pois T 
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é fechado. 
Logo (61) ::=C> z = o, absurdo pois !l z \\ = 1 
Vamos agora mostrar que Jl é fechado. Seja uma sequência 
<Yi,Zi) f A convergindo para (y,z). 
Então (y,z) f T, pois T é fechado. 
Mas 
já que Pn é fechado, y E:- Pn• 
Por (62), podemos construir um processo viável: 
{y(t) = Y + tZt com 
d 
dt 




Como Y = y(O) E, { Y + tZ 
O 
, <Y ,Z) t-A. e _A_ é fechado • 
Mas Á é um subconjunto limitado e fechado de IR 2n, logo 
é compacto. 1 
{79) 
Temos: 
~: Dado um conjunto transformação T, admitindo 
(65), {66) e (68) satisfeitas, e, sem perda de g_e 
neralidade, que li yiR'!I = 1, 
eªº) 't '> r > º -
T 
( 81) 1\ ( y / li Y li ) - y * ([ ~ Í: , y = y ( t 0 ) E { y ( t) } t 
o 
• • , 1 ( ) processo viave, y t 0 = z =l> 
prova: Como T é um cone, só precisamos provar para proces-
SOS (y,z) 7 lly 11 = 1 
Consideremos: V = { (y,z) j y = y(t0 ) E-{ y(t) (f proces-
so viável, ; <to> = z , 11 y 11 = 1 , li y - y * 11 ~ t \ 
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Se V ::: jj t qualquer r E IR++ satisfazendo (801 satisfará 
também (81). 
Se V p fÍ reescrevamo-lo: 
V= _A_(\ {<y,z) l (y,z)é R2n, ijy - y*ll~tl 
Como { ( y, z) 1 ( y, z) E R 2n , li y - y * 1\ ~ E r é fechado 
Jj) 2n e A , , em 1"' -.JL e compacto, V e compacto. 
Mas (y,z) E V y F O e y não é proporcional a 
* y 
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p*'z < ~ ' p y por (66) 




f . V ~ f(y,z) = . ' p*'y 
, . 
f e cont1nua em V, eco 
mo V é compacto, f tem um máximo G em V que por (66) é menor 
"li(· 
que ~ • 
Então, qualquer 0 7 0 ~ (<' < ')(" satisfaz (80) e (81) 1 
TEOREMA: Dado um conjunto transformação Te admitindo satis 
feitas (65)t (66), (68), (76) e (77), temos que: 
\f t E- IR ++ 3 1c E- fR ++ " 
Tr 
·todos os processos u-Ótimos, { y(t) t f , Tf ~ k, Tf fi 
nito não fixo, começando em y(O) = yº) O satisfaze~: 
\\ y(t) - yik \I < E exceto posslvelmente durante um tempo 
l\y(t)I! 
máximo k. (estamos considerando, como no lema (79) que 
li y(t) 
- yA j} ~ t Rrova: Seja Lo conjunto dos t f [o,Trl 7 
y(t) 
vale para um processo vi,vel { y(t)} :• começando em yº • 
Como 1\ ··H N • N 4 , ~ Se Y e sao apl1caçoes eontinuas, L e mensuravel. 
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N • 1 # ja entao 1 a sua med1da. L como tambem 1 dependem do processo 
em questão. O teorema será então provado se 1 é limitada uni-
f U , . o ormemente para todos os processos -ot1mos começando em y. 
Como ( y(t), z(t) ) E: T O ~ t ~ Tf , por viabilid!, 
de, nós temos por (65): 
(82) p*'z(t) ~ ~*p*'y(t) \/ t E [o,Tf] e, em parti-
cular' pelo Lema (79)' 3 o < e < /\.~ T 
(83) p~'z(t) ~ (? p*'y(t) se t E L 
Definamos f = eº, T f J -:;,- IR ++ 
se t E L e [o' Tf l 
f(t) = 
I\~ se t E [ o, Tf J - L 
• 
Como z(t) = y(t), (82) e (83) podem ser reunidas: 
(84) ~ .. ·(t) < p y ..... f ( t) p* ' y ( t) ' p~'y(O) = yº 
Consideremos também ( veja [11] ) 
(85) ~... *' p x(t) = f(t) p x(t), 
t J f (s)ds .lf, 
= e º • P yº ' pois: 
• 
p 'x(t) 
-t f t · S f(s)ds f{s)ds 
= f(t) e O • pll''yº = f{t) e 0 
• • • 
.Bntão *' p 
)!<-,•· 
= p x(t0 ) 




... *' Bntao p 
Como ~' p 
*' p 
y(t) ~ p*' x(t) 
y(O) = *' p x(O) 
y(t) ~ *" p x(t) 
p*'y(t) ~ 
~ J-t.f(s)ds 
p "yº eº 
Logo (84), (86) ==\> 
•· 




*, J f(s)ds 
p yº eº 
g>T; • 1f 




) p•'y(t)dt = { 'y(Tf) - r,"''y• (, r,'r<'y• J f(t) J f(s)ds e º dt = 
o t ~ T1 o 
*, J f (s)d~ f ~.. j f(t)dt -ir, 





Seja agora y: [l2 -S> lR.. + definida por: 
y(t) e 
onde { r(t) f" 
. <, 
e { w(t) (' 
(:> 
são processos viáveis tais.que 
r(O) = yº, r(T0 } = 6 y* e w{O) = y*, o que é sempre possível 
pelas hipóteses (68) e (76). 
Logo: 
, . -Tambem, os dois primeiros conjuntos sao evidentemente pro-
cessos viáveis, assim como o terceiro: 
porque T é um cone. 
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em questão 
é U-Ótimo, existe Ü EU tal que Ü(y{Tf)) é máximo para to -
dos os processos viáveis começando em yº. 
Mas então, em particular: 
ü ( y(Tr))} ü ( y(Tf)) onde, 
(88) Ü ( y(Tf)) 
Então (88) .::::p 
(89) finalmente; 
vemos que os primeiros membros de (87) e (89) são relacionados 
(90) Ü( y(Tf)) ~ e p~' y(Tf) por meio de (77) 
(91) 







Como 1) J2__ )O, de (91) nós conseguimos a majoração: 
/\* 
log G u - Â*(T0 +T1 ) ~ log e p'.\'-' yº + 1( ~ - Â*) 




~ste k é independente dos processos U-Ótimos, dependendo 
unieamente de E', • Provamos então a ~-próximidade uniforme dos 
, # , • k processos U-otimos exceto para um tempo de duraçao max1ma • 
Isto nos dá informações sôbre o comportamento dos pro-
, . 
cessos U-o·t.1.mos para uma dada tecnologia ( um dado conjunto 
transformação). Ou seja, das soluções de problemas de pro-
gramação cont1nua em que as restrições e os funcionais obj~ 




As soluções das versões continuas, ainda que mais próxi-
mas da realidade do que as versões discretas, necessitam gra~ 
de complexidade matemática para sua obtenção. Essa dificulda-
de é percept!vel na tentativa de solução por equações diferen 
cias apresentada no 32 capítulo. 
Se as dificuldades são grandes no caso de restrições li-
neares, com muito mais razão o serão no caso de problemas com 
restrições não lineares. Foi tentado então-um novo enfoque,e~ 
tabelecendo-se uma versão continua de um teorema de ''Turnpike" 
utilizado na Economia Matemática em processos:.,;.discretos. 
Como sujestão para pesquisas futuras poder-se-ia tentar/ 
... " T . • ·, vers0es cont1nuas de outres eoremas de ''Turnp1ket- , como o de 
Me. Kenzie e o de Tsukui [sJ, onde algumashipÓteses restriti-
vas como a (64) poderiam ser relaxadas. 
AP!NDICB 
DBMONSTRAÇlo DOS T.BORBMAS DO 1~ CAPiTUI.O ( Verma [ 12 J ) 
~= A N # • z soluçao ot1ma =C> 
T.ç f a(t)'y(t) dt > O não tem solução em Q. 
o 
prova: ( contradição ) 
Seja y E Q solução. 
==T> z(t) = z(t) + y(t) E Z e 




> a(t)' z(t) dt pois z(t) é Ótimo 1 
o 
TEOREMA: O sistema de inequações: 
y ~ o 
t 
B y(t) ~ r K y(s) ds 
T o 
J :(t)'y(t) dt > O 
D 
não tem solução em Qn. 
prova: ( contradição ) 
65 
66 
Seja y solução 1g 
e A # •' 1 ·orno z e v1ave : 
. z(t) = z(t) + y(t) ~ o 
. / 
B z(t) - B z(t) + B y(t) ~ 
' 
t 




+ l K z(s) ds 
o 
-==t> z E z 
Tf f" Mas f a(t) • z(t) dt = a(t)' z(t) dt + 
o ô 
Tf r +- J a(t) • y(t) dt > a(t)' z(t) dt ! 1 
o o 
(92) TEOREMA: Ili\, , N # • z e uma soluçao ot1ma <J === t> 
a(t)' z(t) ~ a(t)' z(t) 
/ 
Para provar êsse teorema, necessitaremos de várias defini-
ções e Lemas auxiliares: 
DEFINIÇÕES: Seja Q1 uma classe de funções contínuas tais que 
(a) y E Qn 
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(b) Yj = O V t e j = 1, •• ,N 
NOTA: -
(93) 
A { y(t) 1- o \j t, y I Ql} Q = y 2 
A { y(t) f o Vt, y fj. Ql} Q3 = y 
<¼ ~ { y 1 y E Qn , Y ff- Q1 LJ Q2 LJ Q3 } 
NOTA: -
t Óbvio que Q4 consiste do conjunto das funções n-ve-
toriais continuas que têm pelo menos uma das componentes t_!? 
cando sinal pelo menos uma vez em [o,Tr] 
Seja y(t) i yP(t) + yn(t) onde 
y~(t) = y. (t) se y j(t) ~ o 
J J 
e ;;, zero de outra feita 
y~(t) = yj(t) se Yj(t) ~ o 
J 
para j = 1, •• ,N 




• zí, Acrescentaremos as seguintes h1poteses: 
K~O 
(95) 
a(t) ~ O \/ t (não consideraremos o caso a= O) 





Suponhamos que 3 y E Q íl Q2 
e:ntie 
... , 




z(t) dt = ta(t)' Z(t) dt + { a(t)' 
T{ Tf 




y{t) dt > O Isso completa a prova pois 
por (97) e {98) contradiz a otimilidade dez. 1 
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(99) LEMA: - Q (\ ij4 = JI 
prova: (contradição) 
Seja y E Q n Q4 • Então: 
(100) 
... , viável • Agora: z = z + y e 
(101) z+(t) = max { z{t), z{t) } • Claramente, 
(102) z+ é uma função continua e 
(103) já que z{t) e z(t) N o sao. 
Bntão, de (101): 
(104) 
Para provar a viabilidade dez+ 
' 
peguemos um componente 
arbitrário + zj(t) em um instante de tempo arbi trâ.r io t E[O,Tf J 
.Então: 
a) zj(t} = z. (t) ou 
J 
b) + z. (t) zj(t) = ou 
J 
e) zj(t) = z. (t) = z. (t) 
J J 
~ suficiente considerar apenas os dois primeiros casos. 
caso a): " . " Como z e v1avel, 
Mas 
t 
zj<t) = zj(t) {- cj(t) + J KJ' z(s) ds 
o 
\J t por definição e 
Kj > O por hipótese. Então, -; 
-t 
(105) zj< t) €, e j (t) + 1 Kj• z+ (s) ds 
ô 
caso b): Am.àlogamente chegamos a: 
t 
zj(t) = Z/t) { c/t) + J Kj' Z(s) ds 
(106) 
::::=.e> t o 
+ \ . 
Zj(t) f Cj(t) + J Kl' z+(s) ds 
o 
Então, (102), (103), (105), (106) e o fato que te j fo -
ram escolhidos arbitr"àriamente, .::::-t> 
(107) 
(108) 
+ z é uma solução viável. 
, 
Tambem, de (104) 
Tf Tf 





Como a, yP / O e yP E Q1 ==1> 
4 j a(t)' yP(t) dt > o. isto e (107) =!> 
o 
(íl:09) 
Tf JTf f a(t)' z+(t) dt > a(t)' Z(t) dt 
o o 
, N ( Mas a prova esta entao completa, pois (107) e 109) con-
tradizem a otimilidade de z º 
(93), LBMA(96) e LEMA(99) =-C> 
(110) 
{111) LEMA: Se z ( t) = z ( t) + y ( t) e y E Q íl Q1 
então . a<t>' z<t> = a<t>' z<t> V t 
prova: Por definição de Q
1
, a(t)' y(t) = O .. 1 
(112) LEMA: - se z ( t) = z ( t) + y ( t) e y é Q íl Q3 
então a<t>' z<t> ~ a<t> .. z<t> V t ,. 
prova: Como y E Q3 , fica claro da definição e de (95) 
que a ( t) " y ( t) Í O • J 
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NOTA: Notemos que embora o LEMA (112) não proporcione,_uma 
inequação es:trita, a definição de Q3 e (95) asseguram que 
, .. . , 
o produto escalar sera meno~ que zero no m1n1mo em um sub 





Z(t) dt > I a(t)' z(t) dt. 
o 
prova do TEOREMA (92): Suficiência: 
dado que a{t)' z(t) ~ a(t)' z(t) V z vi 
í' 
, • A# •' 1 avel e evidentemente z e viave, 
a(t)' z(t) - a(t)' z(t) = f(t) ~ o ~ t 
Tf Tf 
=!:> f a(t)' Z(t) dt ~ f a(t)' z(t) dt 
o o 
... 
Isto prova a otimilidade dez. 
Necessidade: 
.-..,,. fV () ( í) Se z e otimo, entao valem os Lemas 111 e 11~. 
Isto, junto com (110) nos dá: 
a(t)' z(t) ~ a(t)' z(t) 
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