The geodesic connectedness of outer Kerr space-time is proven by using a topological method. The proof is based on arguments about Brouwer's degree for the solutions of functional equations. The applicability of these topological arguments for dealing with geodesics in space-times is stressed.
I. INTRODUCTION
For a space-time, the question whether two causally related points can be joined by means of a causal geodesic has a clear physical meaning. More geometrically, geodesic connectedness ͑the possibility of joining any two points by a geodesic of any causal type͒ is a basic property. Some techniques introduced to study geodesic connectedness are appliable to related problems of physical interest, such as the gravitational lensing effect, or the connectedness of two submanifolds by a causal geodesic ͑see, e.g., Refs. 1-5͒.
Different tools have been introduced to study geodesic connectedness of Lorentzian manifolds. The first nontrivial examples were spaceforms, which become specially relevant from the geometrical viewpoint. 6 A complete positive Lorentzian spaceform is geodesically connected if and only if it is not time-orientable. In particular, de Sitter space-time S 1 n is not geodesically connected; this happens in spite of the fact that it is globally hyperbolic and, thus, each two causally related points in S 1 n can be joined by a causal geodesic. 7, 8 The results about geodesic connectedness of manifolds endowed with an affine connection 9 ͑see also Refs. 10-12͒ are potentially appliable to any manifold endowed with a nondegenerate metric. Geodesics of Lorentzian tori provide interesting examples related to connectedness. [13] [14] [15] But the systematic study of the geodesic connectedness of physically relevant space-times was carried out after the introduction of some variational methods in Lorentzian geometry. 16 These methods permit one to prove the geodesic connectedness of stationary and splitting type manifolds under reasonable conditions ͑see the book-Ref. 17 or the survey-Ref. 18͒ . Moreover, with different improvements, they ensure the connectedness of outer Schwarzschild space-time, 19 intermediate Reissner-Nordström, 20 Gödel type, 21 and other space-times. Recently, the authors have obtained the necessary and sufficient condition for the connectedness of generalized Robertson-Walker space-times. 22 Moreover, topological arguments have been developed which prove the connectedness of multiwarped space-times, under sufficient conditions which are close to necessary conditions 23 ͑see also Refs. 24 and 25͒. In particular, not only space-times as Schwarzschild black hole are shown to be geodesically connected, 23 but also new proofs of the geodesic connectedness of space-times such as intermediate Reissner-Nördstrom 23 and outer Schwarzschild 26 are obtained. Significantly, geodesic connectedness of outer Kerr space-time has not been studied yet. 27 It is not difficult to prove that the stationary part of Kerr space-time is not geodesically connected; moreover, fast rotating Kerr space-time ͑i.e., Kerr space-time with parameters a 2 Ͼm 2 ) is not geodesically connected. 26 On the other hand, for values of the parameter a close to 0, the hyper-surface between the stationary part and the ergosphere has some good properties from a variational viewpoint ͑it is time and light-convex, essentially͒. This ensures some properties of causal geodesics, such as the multiplicity of connecting timelike or lightlike geodesics for big time-separation ͑Ref. 17, Theorem 7.2.4͒. Nevertheless, the inexistence of a privileged time function or timelike Killing vector field on the ergosphere introduces difficulties for its study. In fact, the following result holds. 26 Let r ϩ be the outer radius which determines the first event horizon of Kerr space-time. For any Ͼ0 the region rϾr ϩ ϩ is not geodesically connected. In this article, we show that the topological arguments introduced by the authors in Ref. 23 are applicable to study geodesic connectedness of Kerr space-time, and prove that the whole region rϾr ϩ is geodesically connected. Even though our study is restricted to Kerr space-time for simplicity, the method would work for some different generalizations of this space-time.
This article is organized as follows. In Sec. II Kerr space-time is briefly recalled. In Sec. III we give a general overview of our proof, which may serve as a guide for the following sections. The importance of the topological arguments first introduced in Ref. 23 ͑for the rather different class of multiwarped space-times͒ is stressed. In Sec. IV general properties of the geodesics of Kerr space-time are recalled, and those geodesics relevant under our approach are selected. Then, we reduce the problem of geodesic connectedness to an analytic problem ͑Lemma 4.3͒, among other technical results.
In Secs. V and VI geodesic connectedness is proven for the slow rotating Kerr a 2 Ͻm 2 . In Sec. V the case when one of the two points to be connected lies in the symmetry axis z, is solved. Otherwise, the problem is technically more complicated, and solved in Sec. VI. Some concluding remarks are given in Sec. VII.
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II. KERR SPACE-TIME
Kerr space-time is the standard relativistic model of the gravitational field of a rotating massive object. The simplest description of the Kerr metric tensor is in terms of the time coordinate t on R and spherical coordinates r, , on R 3 ͑ denotes colatitude and longitude͒, which are called Boyer-Lindquist coordinates. Following Ref. 31 , Sec. 1.1 we treat the coordinate as circular, so the coordinate system , covers all of the sphere except its north and south poles (0,0,Ϯ1). The coordinate function is undefined at the poles, but its coordinate vector field ‫ץ‬ is well-defined and smooth on the entire sphere and is zero at the poles. Defining (0,0,ϩ1)ϭ0 and (0,0,Ϫ1)ϭ extends the function to the entire sphere with 0рр. At the poles, is only continuous, but cos and sin are smooth ͑indeed, analytic͒ everywhere.
Let mϾ0 and a be two constants, such that m represents the mass of the object and ma the angular momentum as measured from infinity. In previous coordinates, Kerr metric takes the form . From now on, we will consider the exterior Kerr space-time K, we mean the region without singularities in the metric tensor defined by imposing rϾr ϩ . Recall that the region between the two event horizons has a strange physical behavior: matter might disappear in finite proper time, or suddenly appear from nowhere. Beyond the second event horizon, the ring singularity appears with its associated time machine.
III. OVERVIEW
The relation between geodesic connectedness and our topological arguments can be seen intuitively as follows. Consider two points p 0 p 1 of a Lorentzian manifold M , and fix a topological sphere of the tangent space to p 0 , SʚT p 0 M , such that the vector 0 is included in the interior of S. Consider now the subset exp p 0 sS,sR, yielded by the geodesics emanating at p 0 (exp p 0 is the exponential map at p 0 ). Initially, for small s, p 1 is outside exp p 0 sS, but for some bigger s, p 1 may lie inside exp p 0 sS. This topological change ͑from being outside to being inside the exponential of a sphere͒ reflects that p 0 and p 1 can be connected by a geodesic.
In order to be more precise mathematically, let us see a variation of this idea. Assume that M is an open subset of R k , and consider the function
where ␥ v is the unique geodesic starting at p 0 satisfying ␥ v Ј(0)ϭv, for any vT p 0 M , and ␥ v is defined at 1 for all v in the domain D. Now, the zeroes of the function F correspond with geodesics connecting p 0 and p 1 . If F satisfies certain conditions at the boundary of D then topological arguments may imply the existence of a zero. In dimension kϭ1 these conditions will be quite trivial: if ͓a,b͔ʚD and F(a)•F(b)Ͻ0 then F will have a zero. For kϭ2, and, say, ͓a,b͔ϫ͓aЈ,bЈ͔ʚD, Fϭ(
•F 2 (x,bЈ)Ͻ0,᭙x͓a,b͔, then the degree of F will be 0, and F will have a zero; natural extensions of these conditions will be needed for kу3. More exactly, we will need a variation of this argument. We will consider a sequence of increasing intervals ͓a n ,b n ͔, ͓a n Ј ,b n Ј͔. Under the condition for F 1 , F 1 (a n ,y)•F 1 (b n ,y)Ͻ0,᭙y͓a n Ј ,b n Ј͔, a connected set C n of zeroes of F 1 which joins the horizontal lines yϭa n Ј ,yϭb n Ј can be found. Then, we will look for a zero of F 2 in C n for n big enough.
Clearly, a crucial step in this procedure is to ensure the boundary conditions on F. Thus, it is important to have a partial integration of the geodesic equations, as in most classical space-times.
For Kerr space-time K, the geodesic equations admit four independent first integrals ͓see ͑4.1͔͒. But the problem is still complicated, and previous arguments will be used by including some subtleties and technical computations. Our approach can be summarized in the following steps.
͑1͒ . Moreover, we will also assume for simplicity r 0 рr 1 , t 0 рt 1 ͑see Remark 4.5͒. Among geodesics with L 0 those normalized with Lϭ1 will always be chosen; if Lϭ0 the chosen normalization will be Eϭ1. These last geodesics will be useful when at least one of the points p 0 ,p 1 lies in the z axis; otherwise, geodesics with Lϭ1 will be enough.
Summing up, we have three degrees of freedom for geodesics starting at p 0 , corresponding to the set of directions in the tangent space to p 0 , which will be described either by parameters (q,K,Lϭ1,E) or by (q,K,Lϭ0,Eϭ1).
͑2͒ The dimension of the manifold is four and, thus, there are four geodesic equations; nevertheless, the reparametrization of the geodesics is not relevant for geodesic connectedness and one of the equations will be dropped.
Concretely, we will prove that p 0 ,p 1 can be geodesically connected by using geodesics with rЈ(s) 0 for all s in the domain of ␥ except at a point s* such that r*ϭr(s*) satisfies r ϩ Ͻr* Ͻr 0 . Thus, taking into account this singular point r*, any such geodesic ␥(s) ϭ(t(s),r(s),(s),(s)) ͓characterized by its initial conditions as explained in step ͑1͔͒ will be reparametrized with r, that is, as ␥(r)ϵ␥(s(r))ϭ(t(r),r,(r),(r)) for rϾr*.
The other two steps depend on if at least one of the points p 0 ,p 1 lies in the z axis or not. The first case is simpler; assume that, say, p 1 lies in the z axis.
(3 A ) Because of the importance of the returning point r* the initial parameters q,K (L ϭ0,Eϭ1) will be changed by other parameters, (r*,S) in a domain D ϵ(r ϩ ,r 0 )ϫ(0,ϱ) ͓param-eter S will also be related with properties of r*, see formula ͑5.2͔͒. Given a value (r*,S)D we can recover the values of q and K ͓Eq. ͑5.3͔͒. Nevertheless, the domain D will be restricted to a subset Dϭ(r ϩ ,r L *͔ϫ(0,ϱ)ʚD . The value of r L *((r ϩ ,r 0 )), which characterizes D, is calculated to ensure the following properties: (3 A I) As commented in step ͑1͒, the values of q,K have some restrictions to characterize ␥Ј(s 0 ). When (r*,S) belongs to D, these restrictions are satisfied for the corresponding q,K. ͓In fact, h(r 0 ) in Eq. ͑5.1͒ will be positive, and Eq. ͑5.6͒ will hold; thus, from ͑4.1͒ we will be able to choose rЈ(s 0 )Ͻ0, Ј(s 0 )Ͼ0].
(3 A II) As commented in step ͑2͒, the behavior of r(s) for the relevant geodesics will be: first r(s 0 )ϭr 0 then r(s) decreases until rϭr* and finally r(s) increases until r 1 . This behavior is ensured in D by the characterization of r L * in ͑5.4͒. ͓This can be checked because Eq. ͑4.10͒ with ͑5.1͒ will be satisfied when r*(r ϩ ,r L *͔.] Only geodesics with (r*,S)D will be used for connectedness. (4 A ) Now, for each (r*,S)D we have a reparametrized geodesic ␥(r) with the parameter r going from r 0 to r* and, finally, to r 1 . When this parameter arrives at r 1 , the coordinates t,, and will have increments ⌬t,⌬, and ⌬ on ␥. The increment ⌬ will not be relevant in this case, because p 1 lies in the z axis. But, in order to connect p 0 and p 1 , we have to find one of such geodesics with ⌬tϭt 1 Ϫt 0 and ⌬ϭ 1 Ϫ 0 . Moreover, for the increment of the following trick will be useful. Let ⌬͉͉ be the increment in the coordinate where it is regarded as a ''circular coordinate,'' that is, as if increased even after crossing the z axis. Then, it is enough for : ⌬͉͉ϭ 1 Ϫ 0 ϩ2n, for some integer nу0.
Topological arguments will be relevant now. If we study how ⌬t varies with parameter S, we will find that ͑5.7͒ holds ͑see Fig. 1͒ . Thus, applications of Brouwer's topological degree yield connected sets C m , mN of values of the parameters (r*,S) such that:
͑i͒ for all (r*,S)C m , ⌬tϭt 1 Ϫt 0 , and ͑ii͒ the projection of the points in C m on the r* axis ͓that is, the image of the map (r*,S) →r* for (r*,S)C m ] is equal to the whole interval ͓r ϩ ϩ 1/m ,r L *͔. Now, the behavior of ⌬͉͉ on C m can be studied, finding: ͑a͒ the value of ⌬͉͉ on the points of C m in the line r*ϭr L * admit an upper bound independent of m, and ͑b͒ the value of ⌬͉͉ on the points of C m in the line r* ϭr ϩ ϩ 1/m becomes arbitrarily big. Thus, obviously, there exists at least one point in some C m such that ⌬͉͉ϭ 1 Ϫ 0 ϩ2n, for some integer nу0 ͓in addition to ⌬tϭt 1 Ϫt 0 , satisfied by ͑i͔͒. So, the required geodesic is found.
Let us see what happens if neither p 0 nor p 1 belongs to the z axis. Now, we will consider always geodesics with Lϭ1 ͑in particular, they do not cross the z axis͒.
(3 B ) Analogously to case (3 A ), parameters (q,K,E) will be changed by parameters (r*,S,E)D ϵ(r ϩ ,r 0 )ϫ(0,ϱ) 2 , more closely related to the ''returning point'' of the geodesic.
Analogously, the domain D of (r*,S,E) will be restricted to a subset D to solve the following similar problems to (3
The values of q,K,E have some restrictions to characterize ␥Ј(s 0 ). Given (r*,S,E), parameters q,K,E are directly computed ͓formula ͑6.1͔͒, but perhaps the restrictions are not satisfied and, thus, they are not associated with any geodesic.
(3 B II) Again, the behavior of r(s) must be as in (3 A II). First, r(s 0 )ϭr 0 then r(s) decrease until rϭr* and finally r(s) increase until r 1 . To achieve this, Eq. ͑4.10͒ ͓with ͑4.5͔͒ must be satisfied.
(3 B III) In (3 A III) the found connecting geodesic might cross the z axis many times ͓because of ͑5.6͔͒. But now, we are considering geodesics which do not cross the z axis. In fact, for any geodesic with Lϭ1, an angle L (0,/2͔ will exist such that if L р 0 рϪ L then the component (s) of the geodesic varies between L and Ϫ L . Thus, L can be regarded as a limit angle for (s) ͑see Definition 4.1 and Remark 4.2͒. Recall that, if also L р 1 рϪ L , (s) will find no obstruction to cross 0 and 1 .
(3 B IV) Technical conditions ͓Eq. ͑6.4͒, Remark 6.4͔ will be required for D in order to apply topological arguments.
In case 3 A a value of r L * is found such that the corresponding problems 3 we can find is some domain D, with restrictions not only for r* but also for S, such that restrictions 3 B I -3 B IV are satisfied when (r*,S,E)D ͑see Lemma 6.2 and Remark 6.4͒. More precisely, fixed Ͼ0 let S(r*,E)у0 be the minimum non-negative number such that L (r*,S,E)р if SϾS(r*,E) ͑see Definition 4.1 and Lemma 6.3͒. S(r*,E) is a continuous function with finite supremum S, but it will vanish for some (r*,E) ͑this must be taken into account noticing that SϾ0 for the elements of D ). Then there exist r L *(r ϩ ,r 0 ) and
(4 B ) Now, for each (r*,S,E)D we have a reparametrized geodesic ␥(r) with the parameter r going from r 0 to r* and, finally, to r 1 . As in case (4 A ), when this parameter arrives at r 1 , the coordinates t,, and will have increments ⌬t,⌬, and ⌬ on ␥, but now the increment ⌬ is also relevant. In order to connect p 0 and p 1 , it is sufficient to find one of such geodesics with ⌬tϭt 1 Ϫt 0 , ⌬ϭ 1 Ϫ 0 , and ⌬ϭ 1 Ϫ 0 . Moreover, we will denote by ⌬͉͉ the increment in the coordinate computed as if it were positive beyond any rebound of (s) at L or Ϫ L ; for example, if (s) increases from (s 0 ) to Ϫ L and then decreases to (s 1 ) we define ⌬͉͉ ϭ͉(Ϫ L )Ϫ(s 0 )͉ϩ͉(Ϫ L )Ϫ(s 1 )͉. Thus, it is sufficient for : ⌬͉͉ϭ 1 Ϫ 0 ϩ2n( Ϫ2 L ), for some integer nу0. Finally, as will be regarded as a circular coordinate it is enough ⌬ϭ 1 Ϫ 0 ϩ2nЈ, for some integer nЈу0. The topological arguments are now subtler.
First we will find connected sets C n of parameters such that the associated geodesics have exactly
(4 B I) Consider the functions Tϭ⌬tϪ(t 1 Ϫt 0 ) and
domain D, for some integer nу0. Given ͕S n ͖ n diverging, there exist ͕⑀ n ͖ n , ⑀ n Ͼ0, ⑀ n 0, and ͕␦ n ͖ n , ␦ n Ͼ0, ␦ n 0 such that functions T and ⌰ n satisfy the boundary conditions ͑6.34͒ in a domain D n ͑Fig. 2͒, for n big enough ͑Proposition 6.7͒. (4 B II) Taking into account that in some points S(r*,E) vanishes, a natural compact subset D n m ʚD can be defined ͓see ͑6.35͔͒ where connected sets C n m of simultaneous zeroes of T and ⌰ n will be found. In order to obtain C n m , recall that a homeomorphism z n m maps D n m to a cube as in Fig. 3 . Thus, topological arguments imply the existence of a connected set z n m (C n m ) of zeroes of the two functions T‫(ؠ‬z n m ) Ϫ1 , ⌰ n ‫(ؠ‬z n m ) Ϫ1 connecting the upper and the lower faces of the cube ͑Lemma 6.9͒.
(4 B III) Using Whyburn arguments on the sets C n m we construct a new connected set C n ʚD n ͑depicted in Fig. 4͒ . We will prove: ͑i͒ C n ʚD n and thus, points in C n are zeroes of T and ⌰ n , and ͑ii͒ each C n has a point with SϭS n and a point with SϭS(r*,E)Ͼ0 ͑and, thus L ϭ ) for all n ͑Lemma 6.10 and comments above͒. Now, geodesics associated to each (r*,S,E)C n have the required value of ⌬t, ⌬͉͉, but we have not controlled the value of ⌬ yet. Our aim will be to find two points in a connected set C n for some ͑big͒ n, whose difference in ⌬ is greater than 2. Thus, some point in C n will satisfy ⌬ϭ 1 Ϫ 0 ϩ2nЈ, nЈу0, which concludes the proof. In fact, we prove the existence of a FIG. 4. Taking limsup m on C n m a connected set C n is obtained, satisfying: ͑a͒ all the points in D n പC n are zeroes of T and ⌰ n , ͑b͒ C n touches the upper and the lower faces, the latter in a point with SϾ0 ͑Lemma 6.10; in particular, C n ʚD n ), and ͑c͒ for big n, function ⌬͉ C n covers an interval of length greater than 2 ͑Lemmas 6.11 and 6.12͒. choice of ͕S n ͖ n such that points (r n * ,S n ,E n )C n obtained in ͑ii͒ satisfy:
for every ⑀Ͼ0 and n big enough ͑Lemma 6.11͒. On the other hand, again from ͑ii͒ we can take a sequence of points (r n *Ј ,S n Ј ,E n Ј)C n with L (r n *Ј ,S n Ј ,E n Ј)ϭ Ͼ0 for all n which, from Lemma 6.12, implies 2nϪ͑⌬ ͒͑ r n *Ј ,S n Ј ,E n Ј͒Ͼn•⑀ 0
͑3.3͒
for some ⑀ 0 Ͼ0. The result follows then from ͑3.2͒ and ͑3.3͒. 
IV. GENERAL BEHAVIOR OF THE GEODESICS
If one consider geodesics with rЈ 0 at any point, then the geodesic can be reparametrized by 29 r and the increments ⌬t, ⌬, and ⌬ can be calculated integrating in ͑4.3͒. Nevertheless, in this article we are going to see that two arbitrary points p 0 ϭ(t 0 ,r 0 , 0 , 0 ), p 1 ϭ(t 1 ,r 1 , 1 , 1 ) in K with r 0 рr 1 can be always joined with a geodesic such that rЈ(s) vanishes exactly at one point s*, and r*ϭr(s*) satisfies r ϩ Ͻr*Ͻr 0 . Recall that, for these geodesics the denominator in formula ͑4.3͒, that is
will vanish at r*. As r(s) will go from r 0 to r* then necessarily hЈ(r*)Ͼ0; in fact, this implies ͉s(r*)Ϫs(r 0 )͉Ͻϱ ͑see Ref. Remark 4.5: In order to prove the connectedness of two arbitrary points p 0 ϭ(t 0 ,r 0 , 0 , 0 ), p 1 ϭ(t 1 ,r 1 , 1 , 1 ) we will assume t 0 рt 1 and r 0 рr 1 . In fact, if this last inequality does not hold, Lemma 4.3 can be obviously modified taking r*(r ϩ ,r 1 ).
The following simple technical result will be useful in the following sections ͑see Ref. 26 for a detailed proof͒: Lemma 4.6: Let ͕ f n (x)͖ n be a sequence of continuous functions on ͓a n ,b n ͔ʚR, a n →a, b n →b, aϽb satisfying 0Ͻcр f n (x)рC for all n, and let ͕p n (x)͖ n be a sequence of polynomials with degree bounded in n satisfying for all n: p n (a n )ϭ0, p n Ј(a n )ϭR n Ͼ0 and p n (k) (a n )у0 for kу2.
(ii) If R n →0 and p n (k) (a n ) admits an upper bound for kу2 and for all n, then
V. GEODESIC CONNECTEDNESS WITH THE z AXIS
In this section we prove that there exists a geodesic joining two arbitrary points when, at least, one of them lies in the z axis. From Remark 4.5, it suffices: Fix sequences ͕S n ͖ n →ϱ, ͕r n * ͖ n →r*(r ϩ ,r L *͔, and put
with h n (r)ϵh(r,q(r n * ,S n ),K(r n * ,S n )) and n (r) computed with (r n * ,S n ) from the second equation in ͑4.3͒ ͓recall ͑5.6͔͒. Using ͑5.2͒ and the positiveness of ͑5.5͒, hypotheses of Lemma 4.6 ͑i͒ clearly hold on the interval ͓a n ,b n ͔ϭ͓r n * ,r 1 ͔. Therefore,
Analogously, if we consider ͕S n ͖ n →0 then, from ͑5.5͒ and ͑5.3͒, h n (k) (r n *) admits an upper bound for kу2 and all n thus, from Lemma 4.6͑ii͒, (⌬t) n →ϱ. 
for every mN. ͑For a detailed proof, see Ref. 26 Lemma 2.͒ Therefore, for these subsets ͑i͒ and ͑ii͒ in (4 A ) holds. So, we only need to prove that among the found zeroes of T there is a (r*,S)D such that ⌬͉͉ satisfies ͑4.11͒, for some n. 
͑5.8͒
On the other hand, from ͑5.7͒ the points in C m with r*ϭr L * have S(⑀ 1 , 1/⑀ 1 ), thus q, K is upper bounded for these points and all m ͓see ͑5.3͔͒ and so is ⌬͉͉. This fact, ͑5.8͒ and the connectedness of each C m imply for some big m the existence of (r*,S)C m such that the second equality ͑4.11͒ also holds, as required. 
VI. GEODESIC CONNECTEDNESS BETWEEN POINTS OUT OF THE z AXIS
In this section we conclude the proof of the geodesic connectedness of K by proving that there exists a geodesic joining two arbitrary points out of the z axis. Recalling again Remark 4.5, we will prove: From ͑6.1͒, given (r*,S,E)D ϵ(r ϩ ,r 0 )ϫ(0,ϱ) 2 we obtain (q(r*,S,E),K(r*,S,E), E). So, we can define L ϵ L (r*,S,E)(ϵ L (q,K,E)), Definition 4.1, and write the following result:
Lemma 6.2: There exist r L *(r ϩ ,r 0 ) close to r ϩ and (0,/2) close to 0 with Ͻ 0 , 1 ϽϪ such that for all (r*,S,E) with r ϩ Ͻr*рr L * and L (r*,S,E)р we have:
(ii) derivatives in (6.2) for any (r*,S,E)D . Now, we claim that for some r L *(r ϩ ,r 0 ) and Ͼ0 small, if r*(r ϩ ,r L *͔ and L (r*,S,E)р then 4qr*͑r*Ϫr Ϫ ͒ϩ2͑ qr* 2 ϪK ͒Ͼ 0 , ͑6.9͒
for some 0 Ͼ0; in particular, from ͑6.7͒ and ͑6.9͒, we obtain ͑i͒ with 1 ϭ 0 /. In fact, if E Ͼ1/a then for some r L *Ͼr ϩ if r*(r ϩ ,r L *͔:
͑6.11͒
Therefore, the square brackets in ͑6.6͒, ͑6.7͒, and ͑6.8͒ are positive. Thus, from ͑6.6͒ if is small, then either ͓(r* 2 ϩa 2 )EϪa͔/(r*Ϫr ϩ ) or S/(r*Ϫr ϩ ) are big, and ͑6.9͒, ͑6.10͒ are a consequence of ͑6.7͒, ͑6.8͒, respectively. If Eр 1/a, some square brackets in ͑6.6͒, ͑6.7͒, ͑6.8͒ might be negative. But if this happens, then instead of ͑6.11͒ one has ͉͑r* 2 ϩa 2 ͒EϪa͉ ͑ r*Ϫr ϩ ͒ р d a .
͑6.12͒
As a consequence, if is chosen small enough then, from ͑6.6͒, S/(r*Ϫr ϩ ) is big. Thus, ͑6.9͒ and ͑6.10͒ are again a consequence of ͑6.7͒ and ͑6.8͒. Moreover, we can also prove:
͑6.13͒
From ͑6.3͒, h (3) (r*),h (4) (r*)Ͼ0 and, from ͑6.9͒, h (2) (r*)Ͼ0 too and, thus, ͑ii͒ is obtained. In order to prove ͑iii͒, put
͑6.14͒
When the integral ͑6.4͒ is carried out, ⌳ q,K,E () vanishes just in L . It is sufficient to prove that, when ⌳ q,K,E () is smaller than, say, r ϩ 2 /4 the contribution to the integral ͑6.4͒ is bounded. So, we need just to find such that, for the corresponding q,K,E with L р :
Using ͑6.3͒ and ͑6.10͒ it is easy to check:
Therefore, as K/qϾr ϩ 2 ͓from the first Eq. ͑6.1͔͒, we have
and, again using ͑6.10͒, we obtain
͑6.18͒
On the other hand, from ͑6.14͒
͑6.20͒
In conclusion, from ͑6.13͒ if is small the angles satisfying ͑6.18͒ are small too and, thus, the right-hand side in ͑6.20͒ is greater than 1. ᮀ From ͑6.1͒, lim S→ϱ q(r*,S,E)ϭlim S→ϱ K(r*,S,E)ϭϱ and, thus, using ͑6.5͒: lim S→ϱ L (r*,S,E)ϭ0. So, fixed and r L * in Lemma 6.2 we can define S(r*,E)ϭInf͕S Ͼ0: L (r*,S ,E)р ,᭙S ϾS͖у0 for all (r*,E)(r ϩ ,r L *͔ϫ(0,ϱ). Recall that L (r*,S,E) is dif-
and, thus L (q,K,E) is differentiable͔; moreover, S(r*,E) is continuous ͓when L (r*,S,E)ϭ from ͑6.5͒ and ͑6.1͒ ‫ץ‬ L /‫ץ‬SϾ0]. Recall also that S(r*,E) has a finite supremum S. In fact, from ͑6.11͒ and ͑6.12͒ the square brackets in ͑6.8͒ are lower bounded. So, for some big value S 0 of S, the expression K/2 ϪE 2 a 2 can be made arbitrarily big. Thus, from ͑6.5͒ and ͑6.3͒, L (r*,S,E) will be less than , independently of (r*,E), and S(r*,E)ϽS 0 as required. Define now:
Dϭ͕͑r*,S,E ͒D :r*͑r ϩ ,r L *͔,S͓S͑r*,E͒,ϱ͒,E͑0,ϱ͒ ͖. Moreover, these constants can be chosen such that if either m(r n *)→0 or M 1 (r n *)→ϱ or M 2 (r n *)→ϱ for some sequence ͕r n * ͖ n then, necessarily, r n *→r ϩ .
͑6.21͒
Lemma 6.3: Consider the continuous function T(r*,S,E)ϭ⌬tϪ(t 1
Proof of Lemma 6.3 : Fix (r*,S,E)D, recalling the expression of ⌬t in ͑4.6͒ put:
being (r) computed from the second equation in ͑4.3͒ with constants (q(r*,S,E),K(r*,S,E),E). But each term on the right-hand side of ͑6.23͒ will be bounded, say:
Now, put:
Thus, if Eрm(r*) then ͑6.23͒ is less than 0 and (⌬t)(r*,S,E)Ͻ0рt 1 Ϫt 0 , thus T(r*,S,E) Ͻ0 ͓see ͑4.6͔͒. Let
To prove ͑6.22͒ it is sufficient to prove M 1 (r*)Ͻϱ, M 2 (r*)Ͻϱ. But, if some of these inequalities do not hold then there exists a sequence of points ͕(r*,S n ,E n )͖ n ʚD satisfying hypotheses of Lemma 4.6͑ii͒ for the functions
͑6.27͒
with h n (r)ϵh(r,q(r*,S n ,E n ),K(r*,S n ,E n ),E n ) in ͓r*,r 1 ͔ and thus R n ϭS n /E n 2 ͓see ͑6.24͒, ͑6.25͒, ͑6.1͒, and ͑6.2͔͒. Thus, the conclusion of Lemma 4.6͑ii͒ contradicts T(r*,S n ,E n )р0 for all n ͓see ͑4.6͔͒.
For the last assertion, it is clear that m(r n *)→0 implies r n *→r ϩ ͓see ͑6.26͔͒. Even more, if either M 1 (r n *) or M 2 (r n *) go to ϱ and, up to a subsequence, r n *уr ϩ ϩ⑀ 0 , ⑀ 0 Ͼ0 then there exists a sequence of points ͕(r n * ,S n ,E n )͖ n ʚD with T(r n * ,S n ,E n )р0 and either S n /E n 2 →0 and S n у1 or 1/E n 2 →0 and S(r n * ,E n )рS n р1. Then, by applying Lemma 4.6͑ii͒ to ͑6.27͒ as before but, now, with the sequence ͕(r n * ,S n ,E n )͖ n ʚD we obtain a contradiction again. 
͑6.28͒
Lemma 6.5: (i) For (r*,S,E)D then ((r* 2 ϩa 2 )EϪa) 2 /q and E 2 /q are upper bounded.
Proof of Lemma 6.5 
is upper bounded on B. ᮀ Lemma 6.6: For any sequence ͕(r n * ,S n ,E n )͖ n ʚD satisfying either r n * r ϩ or S n 0 then (⌬͉͉)(r n * ,S n ,E n )→ϱ.
Proof of Lemma 6.6 : This result is a consequence of the following two steps:
Step 1. For any such sequence ͕(r n * ,S n ,E n )͖ n ʚD, the polynomials p n (r)ϭ h n (r)/q n satisfy hypotheses in Lemma 4.6͑ii͒ in ͓r n * ,r 1 ͔. In fact, p n Ј(r n *)ϭ S n /q n →0 ͓use that the square brackets in ͑6.7͒ is lower bounded and ͑6.3͔͒ and, from ͑6.2͒ and Lemma 6.5͑i͒, derivatives p n (k) (r n *) (у0) admit an upper bound for kу2.
Step 2. For any sequence ͕(r n * ,S n ,E n )͖ n ʚD such that the polynomials p n (r)ϭ h n (r)/q n satisfy hypotheses in Lemma 4.6͑ii͒ in ͓r n * ,r 1 ͔ then (⌬͉͉)(r n * ,S n ,E n )→ϱ. Otherwise, ͑⌬͉͉͒ (r n * ,S n ,E n ) is bounded up to a subsequence. Using ͑6.14͒ and ͑4.5͒, the second equation in ͑4.3͒
is rewritten as
, and using that (⌬͉͉)(r n * ,S n ,E n ) is bounded:
for some integer n 0 Ͼ0. As ͕(r n * ,S n ,E n )͖ n ʚD for all n, Lemma 6.2 implies that the second member of ͑6.31͒ is upper bounded. This contradicts Lemma 4.6͑ii͒ applied to the functions f n (r)ϵ1 and p n (r)ϭ h n (r)/q n in ͓r n * ,r 1 ͔.
Then, the following result on boundary conditions of T and ⌰ n on D holds. Proposition 6.7: Let ͕S n ͖ n be a sequence with S n ϾS(ϵSup͕S(r*,E):(r*,E)(r ϩ ,r 0 ) ϫ(0,ϱ)͖) for all n. There exists ͕⑀ n ͖ n , ⑀ n Ͼ0, ⑀ n 0 and ͕␦ n ͖ n , ␦ n Ͼ0, ␦ n 0, such that if
͓for B in ͑6.28͔͒, and TϾ0 on ͩ r*,S,
⌰ n Ͻ0 on ͑ r*,S,E ͒Bപ͕͑ r*,S,E ͒D n :r*ϭr L * ͖ for n big enough (see Fig. 2) .
Proof of Proposition 6.7: From Lemma 6.5͑ii͒, ⌬͉͉ is upper bounded on B and, thus, ⌰ n Ͻ0 on B for n big enough.
On the other hand, there exists a sequence ͕⑀ n ͖ n , ⑀ n Ͼ0, ⑀ n 0 such that ⌰ n Ͼ0 when r* ϭr ϩ ϩ⑀ n . In fact, otherwise we obtain a sequence of points ͕(r l * ,S l ,E l )͖ l ʚD, r l *Ͻr ϩ ϩ 1/l with ⌰ n (r l * ,S l ,E l )р0 for all l. But these last inequalities contradict the conclusion of Lemma 6.6.
Finally, the sequence ͕␦ n ͖ n is obtained from Lemma 6.3 applied to r*͓r ϩ ϩ⑀ n ,r L *͔. ᮀ Remark 6.8: The choice of ͕⑀ n ͖ n in Proposition 6.7 does not depend on the sequence ͕S n ͖ n . Nevertheless, ͕␦ n ͖ n does depend on ͕⑀ n ͖ n and ͕S n ͖ n . as depicted in Fig. 3 then, from ͑6.34͒ and Lemma 6.3, the functions . By continuity Tϭ⌰ n ϭ0 in C n പD n and C n പ͕͑r*,S,E ͒D n :SϭS͑r*,E ͖͒ л and C n പ͕͑r*,S,E ͒D n :SϭS n ͖ л.
͑see Fig. 4͒ . This joined with the following result implies ͑i͒ and ͑ii͒ in (4 B III): Lemma 6.10: If (r*,S,E)C n then SϾ0 ͑in particular, C n ʚD n ).
Proof of Lemma 6.10: Otherwise, there exists a sequence ͕(r l * ,S l ,E l )͖ l ʚD n ʚD in C n such that S l →0. Then, from Lemma 6.6, we obtain a contradiction with ⌰ n ϭ0 in C n പD n . ᮀ Finally, as ⌬t and ⌬͉͉ satisfy ͑4.11͒ for geodesics in each C n we only have to prove that one of such geodesics satisfies the required value for ⌬. This will be straightforward from the following two lemmas:
Lemma 6.11: There exists a choice of the sequence ͕S n ͖ n in Proposition 6.7 such that for any ⑀Ͼ0 points (r n * ,S n ,E n )C n satisfy:
for n big enough.
Proof of Lemma 6.11: First, we will prove that for any sequence ͕S n ͖ n diverging fast enough there exists a constant ␦Ͼ0 such that
͑6.38͒
Thus, the right-hand side in ͑6.38͒ can replace (⌬)(r n *,S n ,E n ) in order to prove ͑6.37͒. To prove ͑6.38͒ note, taking into account ͑4.9͒:
͑6.39͒
If E n Ͼ1/a then ͑6.39͒ is positive. In the case E n р 1/a note first that, from Remark 6.8, points (r n * ,S n ,E n )C n satisfy r n *Ͼr ϩ ϩ⑀ n , independently of S n . Thus, for every n there exists S n big enough such that
and ͑6.38͒ is obtained. Using the second equation in ͑4.3͒, the variable of integration r in ͑6.38͒ can be substituted by . Then, as (⌬͉͉) n ϭ 1 Ϫ 0 ϩ2n(Ϫ2 L,n ), ͑6.38͒ can be written if ͓ L,n , /2͔. Thus ͑6.42͒ is a consequence of ͑6.43͒ and ͑6.44͒. ᮀ As explained in (4 B III), each C n contains a point with L ϭ . Thus, the following result will be appliable: Lemma 6.12: Let ͕(r n *Ј ,S n Ј ,E n Ј)͖ n be a sequence of points, each one in the corresponding C n with L,n ϭ L (r n *Ј ,S n Ј ,E n Ј)ϭ Ͼ0. Then, there exists ⑀ 0 Ͼ0 such that 2nϪ͑⌬ ͒͑ r n *Ј ,S n Ј ,E n Ј͒Ͼn•⑀ 0
͑6.45͒
Proof of Lemma 6.12: First, we will prove h n Ј͑r n *Ј͒ϭS n Ј→0 In order to prove ͑6.46͒ and taking into account that ⌰ n ϭ0 on C n we have that ͑ ⌬͉͉͒͑r n *Ј ,S n Ј ,E n Ј͒ϭ 1 Ϫ 0 ϩ2n͑Ϫ2 ͒→ϱ when n→ϱ.
͑6.48͒
By using ͑6.44͒ with L,n ϵ the numerator in ͑4.8͒ is upper bounded by 1/sin in our sequence, thus from ͑6.48͒ which implies ͑6.46͒ ͑recall that from Lemma 6.2 the remainder of the derivatives of h n are positive͒. Notice that we also obtain E n Јр 1/a for big n. In fact, otherwise computing directly from
͑4.2͒:
aD n ͑ n ͑ r ͒͒ϩ͑ r 2 ϩa 2 ͒ P n ͑ r ͒ ⌬͑r ͒ уaϩ r ϩ 2 a Ͼ0, thus, from ͑4.6͒ and ͑6.49͒ we have (⌬t) n →ϱϾt 1 Ϫt 0 , in contradiction with (r n *Ј ,S n Ј ,E n Ј) C n . In order to prove the first limit in ͑6.47͒ assume, by contradiction, r n *Јуr ϩ ϩ␦ 0 for some ␦ 0 Ͼ0 up to a subsequence. Then, from ͑6.46͒ we have S n Ј ͑ r n *ЈϪr ϩ ͒
→0.
This joined with Remark 6.4͑ii͒ allows us to assume 
͑6.50͒
for n big enough. Even more, we can extend the lower bound in ͑6.50͒ through r n *Ј . 
͑6.51͒
We will prove that ͑6.51͒ implies the contradiction ͉(⌬t) n ͉→ϱϾ͉t 1 Ϫt 0 ͉ and, thus, r n *Ј→r ϩ . In fact, assuming ␦ 0 Ͻr 0 Ϫr L * Lemma 4.6͑ii͒ is applicable to the expression of ͉⌬t(r n *Ј ,S n Ј ,E n Ј)͉ in ͑4.6͒ when the integrals are carried out in ͓r n *Ј ,r n *Јϩ␦ 0 ͔ ͓use ͑6.51͒, ͑6.46͒, and the facts that E n Јр 1/a and r n *Јуr ϩ ϩ␦ 0 , with ͑6.2͒, ͑6.1͔͒. As the integrals of the expression of ⌬t(r n *Ј ,S n Ј ,E n Ј) in ͓r n *Јϩ␦ 0 ,r 0 ͔ and ͓r n *Јϩ␦ 0 ,r 1 ͔ are bounded ͓the numerator is bounded and the derivatives h (k) (r n *Ј) are positive with h (4) (r n *Ј)Ͼ24 1 Ͼ0], the contradiction is obtained, and r n *Ј→r ϩ .
For are not geodesically connected͒. In the Riemannian case, there are techniques to measure if the lack of convexity goes to zero, when →0, yielding geodesic connectedness. 35 In the static case, some of these techniques are translatable, 36 and geodesic connectedness of some space-times with singular boundary, including outer Schwarzschild, have been proven. 19 But none of these techniques seem applicable to a nonstationary situation.
Thus, our method circumvents previous difficulties.
