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For the class of transformers acting as X → ∫AtXBt dμ(t) on the
space of bounded Hilbert space operators we give formulae for its
norm on the Hilbert–Schmidt class∥∥∥∥X → ∫At XBt dμ(t)
∥∥∥∥B(C2 (H))
= lim
n→∞
2n
√√√√√∫
2n
tr
⎛⎝ n∏
k=1
A∗tn+1−kAsn+1−k
⎞⎠ tr
⎛⎝ n∏
k=1
BskB∗tk
⎞⎠ n∏
k=1
dμ(sk)dμ(tk), (1)
whenever
∫
 ‖At‖p‖Bt‖p dμ(t)<∞ for some p>0. We also esti-
mate from below its norm on the other Schatten classes. This
answers a question of characterizing (θ =) 1
2
interpolation norm
between columnand rowspacenorm for operator valued functions,
with the discrete case providing the solution of the norm problem
for elementary operators acting on the Hilbert–Schmidt class.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Recent developments in the theory of operator spaces emphasized several examples of Hilbertian
operator spaces which play an important role, such as column and row spaces C and R, its associates
C ∩ R and C + R and others (see [17,24,23,25,27] for applications; for basic definitions and Ruan’s
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characterization of operator spaces see [6,26]). However, a Hilbertian operator space (o.s) E ⊂ B(2)
needs not be in general completely isometric to its “operator dual” space E∗ (as deﬁned in [6]). The
following remarkable result of Pisier [22] provides an exceptional self-dual in the category of operator
spaces.
Theorem 1.1. For any index set I there is an operator Hilbert space OHI ⊂ B(2I ) which is isometric to 2I ,
such that the natural identiﬁcation between OHI and OHI
∗
is a complete isometry.Moreover,OHI is unique
up to a complete isometry.
The structure of OHI could be described in the following way. Given an orthonormal basis {Ei}i∈I of
OHI, the family {Ai}i∈I in B(H) (withH = 2(I)) is normed by∥∥∥∥∥∥
∑
i∈I
Ei ⊗ Ai
∥∥∥∥∥∥
OHI⊗minB(H)
=
∥∥∥∥∥∥
∑
i∈I
Ai ⊗ Ai
∥∥∥∥∥∥
1
2
B(H)⊗minB(H)
(see [22, p. 50]). The above righthandside expression could be recognized as the θ = 1
2
interpolation
norm between the θ = 0 row space norm ‖(Ai)i∈I‖R :=‖
∑
i∈I AiA∗i ‖
1
2 and the θ = 1 column space norm
‖(Ai)i∈I‖C :=‖
∑
i∈I A∗i Ai‖
1
2 . More generally, in the setting of von Neumann algebras with a faithful,
normal and semi-ﬁnite trace τ and its associated non-commutative Lp(τ) spaces (see [27], as well as
[21] for a concise exposition), Theorem 2.1 of [23] describes the θ = 1p interpolation norm as
‖(Ai)i∈I‖θ =
∥∥∥∥∥∥
∑
i∈I
LAiRA∗i
∥∥∥∥∥∥
1
2
B(Lp(τ))
. (2)
Formula (3.5.1) in [6, p. 60] gives another important example of the tensor product B(H) ⊗ B(H) norm
by ∥∥∥∥∥∥
∑
i
Ai ⊗ Bi
∥∥∥∥∥∥ :=
∥∥∥∥∥∥
∑
i
LAiRB∗i
∥∥∥∥∥∥
C2(H)→C2(H)
. (3)
Here themain task of this paperwill be to recognize both the necessary and some sufﬁcient conditions
under which θ = 1
2
interpolation norm is ﬁnite, as well as to calculate this norm explicitly, including
the more general case (3). An intriguing aspect those formulae need to show is that the role played by
{Ai,Bi} and {A∗i ,B∗i } therein must be of the same importance. A class of ∗ invariant norms for operator
valued functions will be introduced as a part of the wider class of norms on spaces of transformers.
Wewill also giveonenecessary condition for other values of θ andwediscuss someother interesting
o.s. norms. The investigation will take place in the more general non-discrete setting of weak∗ non-
commutative integration of operator valued (o.v.) functions presented in [16], where its different
applications to means and other norm inequalities for operators are also presented.
2. Preliminaries
Let B(H), C∞(H) and Cp(H) = Lp(tr) denote respectively spaces of all bounded, all compact and
all Schatten p-class (linear) operators acting on a separable, inﬁnite-dimensional, complex Hilbert
space H (with tr standing for the standard trace on the Schatten nuclear class C1(H)). Each Cp(H) is
an ideal in B(H); amongst them C2(H), which is also known as the Hilbert–Schmidt class, turns to be
a Hilbert space itself when equipped with the inner product 〈X ,Y〉 = tr(XY∗). Throughout this paper,
for f , g ∈ H, we will use the symbol g∗ ⊗ f to denote one dimensional operators deﬁned by formula
g∗ ⊗ f (h) = 〈h, g〉f for all h ∈ H. For a complete account of the theory of norm ideals, the reader is
referred to [12,11,28].
Elementary transformers (named also as mappings or operators) are those of the form EA,B =∑
n LAnRBn and they act on the given subalgebra of B(H) by formula EA,BX =
∑
n AnXBn. Besides in
(2), they naturally arise in a variety of contexts. For various topics on elementary transformers the
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reader is referred to [7–9] and the references therein. In this paper we will be focused on the norm
problem for elementary transformers which consists in ﬁnding its norm in terms of its coefﬁcients
An and Bn, i.e., in terms of invariants for those operator families. Here, we ﬁrst mention Magajna’s
result in [18] which states that, when acting on B(H)/C∞(H), this norm is exactly the Haagerup tensor
norm
‖EA,B‖B(H)/C∞(H)→B(H)/C∞(H)
=
∥∥∥∥∥∑
n
An ⊗ Bn
∥∥∥∥∥
h
:= inf
∥∥∥∥∥∑
n
An ⊗ A∗n
∥∥∥∥∥
1
2
∥∥∥∥∥∑
n
B∗n ⊗ Bn
∥∥∥∥∥
1
2
,
where the infimum (it is actually a minimum) runs over all representations of
∑
n An ⊗ Bn. As earlier
recognized by Haagerup (see [1]), the last expression is also a completely bounded norm ‖EA,B‖cb of
this elementary transformer.
The simplest in this class of transformers is the multiplication transformer MA,B : B(H) → B(H)
given by MA,B(X) = AXB for ﬁxed A,B ∈ B(H) and every X ∈ B(H). It was thoroughly investigated by
Fialkow and Loebl who proved in [10] that the range of MA,B is contained in a proper two-sided
ideal C(H) if and only if ({sn(A)sn(B)})<∞ and for the induced operator from B(H) to Cp(H) they
proved
‖MA,B‖B(H)→Cp(H) = ‖sn(A)sn(B)‖p . (4)
Thenormof the generalizedderivationDA,B acting onB(H)by formulaDA,BX = AX − XBwas explic-
itly given in Stampﬂi’s elegant result in Theorem 8 in [30] which states that
‖DA,B‖B(H)→B(H) = inf
λ∈C
(‖A − λ‖ + ‖B − λ‖) ;
see also [29].
For norm of symmetrized two-sided multiplication UA,B acting on B(H) by formula UA,BX = AXB +
BXA the conjecture of Mathieu in [20] saying that ‖UA,B‖B(H)→B(H)  ‖A‖‖B‖ was proved in [3,31].
The generalization of (4) to an arbitrary elementary transformer done by Jocic´ in [15] says that if
EA,B(X) =
∑N
n=1 AnXBn is in Cp(H) for all X ∈ B(H), then
‖EA,B‖B(H)→Cp(H) 
∥∥∥∥∥∥s
1
2
i
⎛⎝ N∑
n=1
AnA
∗
n
⎞⎠ s 12
i
⎛⎝ N∑
n=1
B∗nBn
⎞⎠∥∥∥∥∥∥
p
(5)
as well as
‖EA,B‖B(H)→Cp(H)

⎛⎜⎝ ∞∑
i=1
s
1
2
i
⎛⎜⎝ N∑
n=1
A∗n
⎛⎝ N∑
n=1
AnA
∗
n
⎞⎠p−1 An
⎞⎟⎠ s 12i
⎛⎜⎝ N∑
n=1
Bn
⎛⎝ N∑
n=1
B∗nBn
⎞⎠p−1 B∗n
⎞⎟⎠
⎞⎟⎠
1
p
. (6)
Specially, if B∗n = An for n = 1, . . . ,N, then
‖EA,B‖B(H)→Cp(H) = ‖EA,B(I)‖p =
∥∥∥∥∥∥
N∑
n=1
AnA
∗
n
∥∥∥∥∥∥
p
. (7)
In Theorem3.4 of [16] the inequalities in (5)–(7)were generalized to the class of integral transform-
ers and extended to the situationwhen they act between different Schatten classes. To familiarizewith
this non-discrete setting, we sketch the basic concept of Gel’fand integrability as well as the notation
given in [16]. So, if (,M,μ) is a measure space, a mappingA : → B(H) is weakly∗-integrable if the
scalar function t → 〈At f , f 〉 is integrable for all f ∈ H. Through the closed graph theorem this weak
integrability then assures the existence of a unique operator in B(H), denoted by ∫Adμ, called the
Gel’fand (see [5, p. 53], for details) weak∗-integral ofA such that
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〈(∫

Atdμ(t)
)
f , f
〉
=
∫

〈At f , f 〉dμ(t) for all f ∈ H. (8)
Let also L2
G
(, dμ,B(H)) denote the space of all μ-weak∗-measurable functions A : → B(H) such
that
∫
 ‖At f ‖2dμ(t)<∞ for all f ∈ H, which turns to be a Banach space according to the Theorem 2.1
of [16].
For weakly∗-measurable o.v. functionsA∗,B ∈ L2
G
(, dμ,B(H))wemay deﬁne IA,B : B(H) → B(H)
by
IA,BX =
∫

AtXBtdμ(t) for all X ∈ B(H). (9)
In the sequel we always assume A,B∗ ∈ L2
G
(, dμ,B(H)) as well, or equivalently, let ∫A∗tAtdμ(t),∫
AtA∗t dμ(t),
∫
 B∗tBtdμ(t) and
∫
 BtB∗t dμ(t) all be in B(H), so that Lemma 3.1(c) from [16] assures
that IA,B leaves every u.i. norm ideal invariant. Theorem 3.4 in [16] says that
‖IA,A∗‖B(H)→Cp(H) = ‖IA,A∗ (I)‖p =
∥∥∥∥∫

AtA∗t dμ(t)
∥∥∥∥
p
, (10)
whenever the righthandsideof theaboveequality isﬁnite. This is thepartof abroaderpicturedisplayed
by
Theorem 2.1. If C,C∗,D andD∗ ∈ L2
G
(, dμ,B(H)), then for every u.i. norm ideal C(H) we have
‖IC,D‖B(H)→C(H) 
∥∥∥∥∣∣∣∣∫

CtC∗t dμ(t)
∥∥∥∥∣∣∣∣ 12

∥∥∥∥∣∣∣∣∫

D∗tDtdμ(t)
∥∥∥∥∣∣∣∣ 12

and (11)
‖IC,D‖C∗ (H)→C1(H) 
∥∥∥∥∣∣∣∣∫

C∗tCtdμ(t)
∥∥∥∥∣∣∣∣ 12

∥∥∥∥∣∣∣∣∫

DtD∗t dμ(t)
∥∥∥∥∣∣∣∣ 12

, (12)
where ||| · |||∗ stands for the norm in the dual space C∗ (H). For the special case Dt = C∗t we do have
equalities in (11) and (12), i.e.,
‖IC,C∗‖B(H)→C(H) = |||IC,C∗ (I)||| =
∥∥∥∥∣∣∣∣∫

CtC∗t dμ(t)
∥∥∥∥∣∣∣∣

and (13)
‖IC,C∗‖C∗ (H)→C1(H) =
∥∥∥∥∣∣∣∣∫

C∗tCtdμ(t)
∥∥∥∥∣∣∣∣

. (14)
Proof. A special case of Theorem 3.1(e) of [16] yields the inequality (11) through∥∥∥∥∣∣∣∣∫

CXDdμ
∥∥∥∥∣∣∣∣


∥∥∥∥∣∣∣∣∫

C|X∗|C∗dμ
∥∥∥∥∣∣∣∣ 12

∥∥∥∥∣∣∣∣∫

D∗|X|Ddμ
∥∥∥∥∣∣∣∣ 12

, (15)
when applied to α = 1, θ = 1
2
,1 =  and 2 = 3 = (2), the symmetric gauge function which
induces the 2-convexization norm ||| · |||(2) related to ||| · ||| by
|||A|||(2) =
∥∥∣∣A∗A∥∥∣∣ 12 for all Awith A∗A ∈ C.
With this upper bound reached at I, the equality (13) follows. Eqs. (12) and (14) follow by (11), (13)
and the duality argument applied to the IC,D conjugate operator ID,C : C∗ (H) → C1(H), as those
transformers share the common norm. 
Thus we recognize the Banach space L2
G
(, dμ, C|||·|||(H)) norm from Theorem 2.1 of [16] as the
square root of the B(B(H), C|||·|||(H)) norm of IA∗ ,A. Further, we will take a closer look to the space of
such transformers.
Deﬁnition 1. For symmetric gauge functions , let L2
G
(, dμ, C(H), C(H)) denote all μ-weak∗-
measurable families {At}t∈ such that IA∗ ,A ∈ B(C(H), C(H)), for which we deﬁne
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‖A‖, :=‖IA∗ ,A‖
1
2
C(H)→C(H). (16)
Theorem 2.2. ‖ · ‖, is a norm on a Banach space L2G(, dμ, C(H), C(H)).
Proof. From (15) we easily conclude
‖IC∗ ,D‖C(H)→C(H)
 ‖IC∗ ,C‖
1
2
C(H)→C(H)‖ID∗ ,D‖
1
2
C(H)→C(H) = ‖C‖,‖D‖, (17)
and the same upper bound holds for ‖ID∗ ,C‖C(H)→C(H). Thus
‖C+D‖2, = ‖IC∗+D∗ ,C+D‖C(H)→C(H)
 ‖IC∗ ,C‖C(H)→C(H) + ‖IC∗ ,D‖C(H)→C(H)
+ ‖ID∗ ,C‖C(H)→C(H) + ‖ID∗ ,D‖C(H)→C(H)
 ‖C‖2, + 2‖C‖,‖D‖, + ‖D‖2, =
(‖C‖, + ‖D‖,)2 ,
which proves the subadditivity of ‖ · ‖,.
To prove the completeness of L2
G
(, dμ, C(H), C(H)) we start with an arbitrary absolutely sum-
mable series
∑∞
n=1 ‖An‖, =: M< + ∞ in this space. For any positively semi-definite X ∈ C(H) we
do have
∞∑
n=1
‖√XAn‖L2
G
(,dμ,C(H)) =
∞∑
n=1
∥∥∥∥∫

∣∣∣√XAn∣∣∣2 dμ∥∥∥∥ 12
C(H)
=
∞∑
n=1
‖IA∗n ,An (X)‖
1
2
C(H)

∞∑
n=1
‖IA∗n ,An‖
1
2
C(H)→C(H)‖X‖
1
2
C(H)
 M‖X‖
1
2
C(H). (18)
Thus we have
∑∞
n=1
√
XAn converging in the Banach space L2G(, dμ, C(H)) by Theorem 2.1 in [16].
From the proof of this theorem we also have the strong convergence of
∑∞
n=1
√
XAn [μ] a.e., which
implies the convergenceof
∑∞
n=1〈
√
XAnf , g〉 [μ] a.e. for all f , g ∈ H.TakingXg = g‖g‖
∗ ⊗ g‖g‖ weconclude
that
∑∞
n=1〈Anf , g〉 converges [μ] a.e. for all f , g ∈ H as well. Thus we have come to the pointwise
weak sum A :=w −∑∞n=1An which is also a weakly ∗-measurable o.v. function. Point by point we
subsequently recognize
√
XA as∑∞n=1 √XAn as well, so that according to (18) we then calculate
‖IA∗ ,A(X)‖
1
2
C(H) =
∥∥∥∥∫

∣∣∣√XA∣∣∣2 dμ∥∥∥∥ 12
C(H)
=
∥∥∥∥∥
∞∑
n=1
√
XAn
∥∥∥∥∥
L2
G
(,dμ,C(H))
 M‖X‖
1
2
C(H). (19)
For arbitrary X ∈ C(H) this estimate holds as well, which is the consequence of (15). So (19) says that
‖IA∗ ,A‖
1
2
C(H)→C(H)  M, or equivalently we haveA ∈ L2G(, dμ, C(H), C(H)) and∥∥∥∥∥w −
∞∑
n=1
An
∥∥∥∥∥
,

∞∑
n=1
‖An‖,. (20)
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Nowwe easily deduce that
∑∞
n=1An converge toA in L2G(, dμ, C(H), C(H)) as well, due to (20) and
the fact that∥∥∥∥∥∥A−
N∑
n=1
An
∥∥∥∥∥∥
,
=
∥∥∥∥∥∥w −
∞∑
n=N+1
An
∥∥∥∥∥∥
,

∞∑
n=N+1
‖An‖, → 0 as N → ∞.
This completes the proof. 
An appeal to duality reveals the behavior of the above norms in respect to adjoint operations, i.e.,
there holds
‖A‖, = ‖A∗‖∗ ,∗ for allA ∈ L2G(, dμ, C(H), C(H)).
A special case  = ∗ gives us important examples of ∗-invariant norms ‖ · ‖,∗ for the spaces of
integrable operator valued functions. The simplest example is ‖ · ‖B(H),C1(H) norm given by
‖A‖B(H),C1(H) = tr
1
2
(∫

|At |2dμ(t)
)
=
√∫

‖At‖22dμ(t).
So L2
G
(, dμ,B(H), C1(H)) is exactly the space of (Bochner) square integrable C2(H) valued functions.
Other cases are more complicated to describe, so that the main task in the following section will be
the description of the norm in L2
G
(, dμ, C2(H), C2(H)).
3. Norms of integral transformers
Computing the exact norms of ‖IA,B‖Cφ(H)→C(H) in cases other that (13) and (14) seems to bemuch
more difﬁcult. So we begin our considerations with a result where we impose strong hypotheses, as
follows.
Lemma 3.1. If
∫
 ‖At‖1‖Bt‖1dμ(t)<∞, then IA,B ∈ C1(C2(H)) and
trIA,B =
∫

trAt trBtdμ(t). (21)
Proof. For any orthonormal basis {em}∞m=1 in H we know {e∗m ⊗ en}∞m,n=1 is an orthonormal basis in
C2(H), and therefore
trIA,B =
∞∑
m,n=1
〈∫

At(em∗ ⊗ en)Btdμ(t), em∗ ⊗ en
〉
C2(H)
=
∞∑
m,n=1
tr
∫

(B∗t em)∗ ⊗Atendμ(t)(en∗ ⊗ em), (22)
=
∞∑
m,n=1
tr
∫

〈em,B∗t em〉en∗ ⊗Atendμ(t), (23)
=
∫

∞∑
m,n=1
〈Aten, en〉〈Btem, em〉dμ(t) =
∫

trAttrBtdμ(t). (24)
IfAt  0 and Bt  0 for [μ] a.e. t ∈ , then LAt RBt  0 on C2(H) and so does IA,B. Based on the preas-
sumption
∫
 ‖At‖1‖Bt‖1dμ(t)<∞, in this case (24) establishes IA,B ∈ C1(C2(H)) aswell. Nowwemay
use cannonical decompositions A =
(
A+A∗
2
)
+ −
(
A+A∗
2
)
− + i
(
A−A∗
2i
)
+ − i
(
A−A∗
2i
)
−,
B =
(
B+B∗
2
)
+ −
(
B+B∗
2
)
− + i
(
B−B∗
2i
)
+ − i
(
B−B∗
2i
)
− to decompose IA,B and to conclude that
IA,B ∈ C1(C2(H)) in a general case. The same decompositions and the linearity of tr also show how
(24) follows from its special caseAt  0 and Bt  0. 
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Remark 3.1. An alternative proof could be given based on the estimate
‖IA,B‖C1(C2(H)) =
∥∥∥∥∫

LAt RBt dμ(t)
∥∥∥∥
C1(C2(H))

∫

‖LAt RBt ‖C1(C2(H))dμ(t)
=
∫

‖At‖C1(H)‖Bt‖C1(H)dμ(t), (25)
where the (robust) inequality in (25) is by application of Theorem A.5. in [13, p. 128] to ||| · ||| =
‖ · ‖C1(C2(H)), while the equality in (25) is based on direct computations
‖LAt RBt ‖C1(C2(H)) = tr
∣∣LAt RBt ∣∣ = tr L|At |R|B∗t |
= tr|At |tr|B∗t | = ‖At‖C1(H)‖Bt‖C1(H). (26)
Anyway, to have the ﬁrst equality in (26) we needed (24), at least reduced to the case when  is a
singleton {t}. This comes as a natural inﬁnite dimensional generalization of the fact that the trace of
the Kronecker product of square matrices equals to the product of its traces. The required C2(H) ∗
weakmeasurability of t → LAt RBt is provided by the fact that t → tr(AtXBtY∗) isμmeasurable for all
X ,Y ∈ C2(H) as
tr(AtXBtY∗) =
∞∑
n=1
〈AtXBtY∗en, en〉 =
∞∑
m,n=1
〈AtXem, en〉〈BtY∗en, em〉.
To avoid the ambiguity caused by general non-commutativity for operators, for an operator sequence
{An}∞n=1, let us deﬁneby induction its (from left to right) product
∏n
k=1 Ak to be
(∏n−1
k=1 Ak
)
An = A1 · · ·An.
Theorem 3.1. If
∫
 ‖At‖p‖Bt‖pdμ(t)<∞ for some p>0, then IA,B ∈ C2n(C2(H)) for any integer n  p/2
with
‖IA,B‖2n2n =
∫
2n
tr
⎛⎝ n∏
k=1
A∗tn+1−kAsn+1−k
⎞⎠ tr
⎛⎝ n∏
k=1
BskB∗tk
⎞⎠ n∏
k=1
dμ(sk)dμ(tk) (27)
and
‖IA,B‖∞
= lim
n→∞
2n
√√√√√∫
2n
tr
⎛⎝ n∏
k=1
A∗tn+1−kAsn+1−k
⎞⎠ tr
⎛⎝ n∏
k=1
BskB∗tk
⎞⎠ n∏
k=1
dμ(sk)dμ(tk) (28)
with the accompanying estimates
‖IA,B‖2n 
∫

‖At‖p‖Bt‖pdμ(t). (29)
Proof. As tr|IA,B|2n = tr(I∗A,BIA,B)n, then according to (21) the result will follow by realizing that
(I∗A,BIA,B)n is another o.v. integral type transformer which acts by formula:
(I∗A,BIA,B)nX =
∫
2n
n∏
k=1
A∗tn+1−kAsn+1−kX
n∏
k=1
BskB∗tk
n∏
k=1
dμ(sk)dμ(tk). (30)
The estimate (29) follows from (27) because
‖IA,B‖2n2n

∫
2n
∥∥∥∥∥∥
n∏
k=1
A∗tn+1−kAsn+1−k
∥∥∥∥∥∥
1
∥∥∥∥∥∥
n∏
k=1
BskB∗tk
∥∥∥∥∥∥
1
n∏
k=1
dμ(sk)dμ(tk)
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
∫
2n
n∏
k=1
‖Atk‖2n‖Ask‖2n
n∏
k=1
‖Bsk‖2n‖Btk‖2n
n∏
k=1
dμ(sk)dμ(tk)
=
(∫

‖At‖2n‖Bt‖2ndμ(t)
)2n
.
The case q = +∞ comes as a part of an (rough and) obvious estimate
‖IA,B‖C|||·|||(H)→C|||·|||(H) 
∫

‖At‖‖Bt‖dμ(t) (31)
for the norm of integral transformer IA,B on any norm ideal C|||·|||(H). 
Remark 3.2. The scalar product in the Hilbert–Schmidt class C2(C2(H)) of transformers (acting on the
Hilbert–Schmidt class C2(H)) is given by
〈IA,B,IC,D〉C2(C2(H)) =
∫
×
tr(AsC∗t )tr(BsD∗t )dμ(s)dμ(t),
while for the special caseAt = B∗t we have
‖A‖
2, 1
2
:=‖IA∗ ,A‖
1
2
2
= 4
√∫
×
∣∣tr(A∗sAt)∣∣2 dμ(s)dμ(t).
More generally, according to the fact that tr
∏n
k=1Atn+1−kA∗sn+1−k = tr
∏n
k=1A∗skAtk , an application of
(27) to IA∗ ,A (instead of IA,B) gives
‖A‖
2n, 1
2
:=‖IA∗ ,A‖
1
2
2n
= 4n
√√√√√∫
2n
∣∣∣∣∣∣tr
n∏
k=1
A∗skAtk
∣∣∣∣∣∣
2
n∏
k=1
dμ(sk)dμ(tk)
and from (28) we got the desired θ = 1
2
row–column interpolation norm in (R,C) 1
2
related to (2) as
‖A‖ 1
2
:= lim
n→∞
4n
√√√√√∫
2n
∣∣∣∣∣∣tr
n∏
k=1
A∗skAtk
∣∣∣∣∣∣
2
n∏
k=1
dμ(sk)dμ(tk). (32)
Besides simplicity, the displayed beauty of the last formula comprises its inevitable invariance under
changeAt → A∗t ! Of course, this beauty is reserved to “highly” compact transformers IA∗ ,A. At least,
that will take place when the underlying Hilbert space is ﬁnite dimensional and the integrals are
reduced to ﬁnite sums.
An intriguingquestionwould be toﬁnd the appropriate analogueof formula (27) for other non-even
integer values of p.
In the sequel, we will turn our attention to other less comfortable and less insightful cases.
Let us deﬁne
JA,pX = (IA,A∗ (IA∗ ,AX)p−1)
1
p−1 for all X ∈ B+(H),
whereB+(H) stands for all non-negative semi-definite elements ofB(H). By Lemma3.1 (c) of [16]IA∗ ,A
is a bounded transformer on every Cp(H), with its norm ‖IA∗ ,A‖p→p :=‖IA∗ ,A‖Cp(H)→Cp(H) estimated
in fact by
‖IA∗ ,A‖p→p  ‖IA∗ ,A(I)‖1−
1
p ‖IA,A∗ (I)‖
1
p .
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If we denote Cp(H) ∩ B+(H) by C+p (H) then we have
Lemma 3.2. JA,p : C+p (H) → C+p (H) and
‖JA,pX‖p 
∥∥IA∗ ,A∥∥ pp−1p→p ‖X‖p for all X ∈ C+p (H).
Proof. Note that (IA∗ ,AX)p−1 and IA,A∗ (IA∗ ,AX)p−1 are in C p
p−1
(H) as IA,A∗ is bounded on C p
p−1
(H). So
‖JA,pX‖p =
∥∥∥∥(IA,A∗ (IA∗ ,AX)p−1) 1p−1 ∥∥∥∥
p
=
∥∥∥IA,A∗ (IA∗ ,AX)p−1∥∥∥ 1p−1p
p−1

∥∥IA,A∗∥∥ 1p−1p
p−1→ pp−1
∥∥∥(IA∗ ,AX)p−1∥∥∥ 1p−1p
p−1
= ∥∥IA∗ ,A∥∥ 1p−1p→p ∥∥IA∗ ,AX∥∥p  ∥∥IA∗ ,A∥∥ pp−1p→p ‖X‖p.  (33)
Lemma 3.3. For all X ∈ Cp(H) there holds∥∥IA∗ ,AX∥∥p  ∥∥JA,p|X∗|∥∥ 12− 12pp ∥∥JA,p|X|∥∥ 12− 12pp ∥∥X∥∥ 1pp . (34)
Proof. Let X = U|X| = √|X∗|U√|X| be the polar decomposition of X . By the case p = q = r of Theorem
3.3 of [16] applied to |X| 12A,A|X∗| 12 and U instead ofA,B and X , respectively we have
‖IA∗ ,AX‖p =
∥∥∥∥IA∗|X∗| 12 ,|X| 12 A(U)
∥∥∥∥
p

∥∥∥∥∥∥
(
I
|X∗| 12 A,A∗|X∗| 12
(
I
A∗|X∗| 12 ,|X∗| 12 A
(I)
)p−1) 12p
× U
(
I
|X| 12 A,A∗|X| 12
(
I
A∗|X| 12 ,|X| 12 A
(I)
)p−1) 12p ∥∥∥∥∥∥
p

∥∥∥∥∥∥
(
I
|X∗| 12 A,A∗|X∗| 12
(
I
A∗|X∗| 12 ,|X∗| 12 A
(I)
)p−1) 12p ∥∥∥∥∥∥
2p
× ‖U‖
∥∥∥∥∥∥
(
I
|X| 12 A,A∗|X| 12
(
I
A∗|X| 12 ,|X| 12 A
(I)
)p−1) 12p ∥∥∥∥∥∥
2p
=
∥∥∥|X∗| 12 IA,A∗ (IA∗ ,A|X∗|)p−1|X∗| 12 ∥∥∥ 12p
1
× ‖U‖‖|X| 12 IA,A∗ (IA∗ ,A|X|)p−1|X| 12 ‖
1
2p
1
 ‖|X∗| 12 ‖
2
2p
2p
∥∥∥IA,A∗ (IA∗ ,A|X∗|)p−1∥∥∥ 12pp
p−1
‖|X| 12 ‖
2
2p
2p
× ‖IA,A∗ (IA∗ ,A|X|)p−1‖
1
2p
p
p−1
(35)
=
∥∥∥(JA,p|X∗|)p−1∥∥∥ 12pp
p−1
∥∥∥(JA,p|X|)p−1∥∥∥ 12pp
p−1
‖X‖
1
p
p
= ‖JA,p|X∗|‖
p−1
2p
p ‖JA,p|X|‖
1
2
− 1
2p
p ‖X‖
1
p
p
with (35) deduced by the multiple application of the abstract Hölder inequality stated in Theorem 2.8
(2.5.b) of [28]; see also Exercise IV.2.7 of [2]. This proves the lemma. 
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Lemma 3.4. For 1  k  n and X ∈ C+p (H) there holds
‖JkA,pX‖p  ‖JnA,pX‖
k
n
p ‖X‖1−
k
n
p . (36)
Proof. By induction. So let denote by T(n, k) the inequality in (36). We start with k = 1 and n = 2. An
application of the preceding Lemma 3.3 toA∗ instead ofA and p
p−1 instead of p gives
‖IA,A∗Y‖ p
p−1
 ‖JA∗ , p
p−1
|Y∗|‖
1
2p
p
p−1
‖JA∗ , p
p−1
|Y |‖
1
2p
p
p−1
‖Y‖1−
1
p
p
p−1
(37)
for all Y ∈ C p
p−1
(H). An application of this inequality to Y = (IA∗ ,AX)p−1 in (38) involve
‖JA,pX‖p = ‖(IA,A∗ (IA∗ ,AX)p−1)
1
p−1 ‖p
=
∥∥∥IA,A∗ (IA∗ ,AX)p−1∥∥∥ 1p−1p
p−1

⎛⎝∥∥∥∥JA∗ , pp−1 (IA∗ ,AX)p−1
∥∥∥∥ 1pp
p−1
∥∥∥(IA∗ ,AX)p−1∥∥∥1− 1pp
p−1
⎞⎠
1
p−1
(38)
=
∥∥∥(IA∗ ,AJA,pX)p−1∥∥∥ 1pp
p−1
∥∥IA∗ ,AX∥∥1− 1pp
= ∥∥IA∗ ,AJA,pX∥∥ p−1pp ∥∥IA∗ ,AX∥∥1− 1pp

(∥∥∥J2A,pX∥∥∥ p−1p
p
∥∥JA,pX∥∥ 1pp
) 1
p (
‖JA,pX‖
p−1
p
p ‖X‖
1
p
p
)1− 1p
(39)
= ‖J2A,pX‖
p−1
p2
p ‖JA,pX‖
1
p2
+ (p−1)2
p2
p ‖X‖
p−1
p2
p , (40)
where (39) follows by amultiple application of (34) in Lemma3.3 toJA,pX andX , respectively. Dividing
by ‖JA,pX‖
1
p2
+ (p−1)2
p2
p in (40) we arrive to the formula (36).
Now, it sufﬁces to prove that T(n + 1, k) holds for all 1  k  n whenever T(n, k) do (the comple-
menting T(n + 1,n + 1) case is obvious). So by the just proven case k = 1,n = 2 we get
‖JnA,pX‖2p = ‖JA,pJn−1A,p X‖2p
 ‖Jn+1A,p X‖p‖Jn−1A,p X‖p  ‖Jn+1A,p X‖p‖JnA,pX‖
n−1
n
p ‖X‖
1
n
p ,
which implies
‖JnA,pX‖p  ‖Jn+1A,p X‖
n
n+1
p ‖X‖
1
n+1
p . (41)
For 1  k  nwe have by (41) and our inductive hypothesis (36) that
‖JkA,pX‖p  ‖JnA,pX‖
k
n
p ‖X‖1−
k
n
p
 ‖Jn+1A,p X‖
k
n+1
p ‖X‖
1
n+1
k
n
p ‖X‖1−
k
n
p = ‖Jn+1A,p X‖
k
n+1
p ‖X‖
1− k
n+1
p ,
which proves the lemma. 
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Let Pm(H) denote all rankm orthoprojections inH.
Theorem 3.2. For every p  1 a necessary condition for IA∗ ,A : Cp(H) → Cp(H) to be bounded is that
Kp = sup
m,n∈N,P∈Pm
∥∥∥∥JnA,p ( Pp√m
)∥∥∥∥
p−1
np
(42)
be ﬁnite; moreover
Kp  ‖IA∗ ,A‖Cp(H)→Cp(H). (43)
For p = 2 this condition is sufﬁcient as well, and moreover
‖IA∗ ,A‖C2(H)→C2(H) = sup
n∈N,P∈P1
‖(IA,A∗IA∗ ,A)n(P)‖ 12n . (44)
Proof. For p>1 and X ∈ C+p (H) there holds
‖JA,pX‖p = ‖(IA,A∗ (IA∗ ,AX)p−1)
1
p−1 ‖p
= ‖IA,A∗ (IA∗ ,AX)p−1‖
1
p−1
p
p−1
 ‖IA,A∗‖
1
p−1
C p
p−1
(H)→C p
p−1
(H)‖(IA∗ ,AX)p−1)‖
1
p−1
p
p−1
 ‖IA∗ ,A‖
1
p−1
Cp(H)→Cp(H)‖IA∗ ,AX‖p  ‖IA∗ ,A‖
p
p−1
Cp(H)→Cp(H)‖X‖p. (45)
By induction
∥∥∥∥JnA,p X‖X‖p
∥∥∥∥
p−1
np

(
‖IA∗ ,A‖
np
p−1
Cp(H)→Cp(H)
∥∥∥∥ X‖X‖p
∥∥∥∥
p
) p−1
np
= ‖IA∗ ,A‖Cp(H)→Cp(H)
and therefore (43) follows when we take X = P, as ‖P‖p = p
√
m for all P ∈ Pm.
For p = 2 we have JA,p = IA,A∗IA∗ ,A, so by inequalities (34) and (36)
‖IA∗ ,AX‖p  ‖IA,A∗IA∗ ,A|X∗|‖
1
4
2
‖IA,A∗IA∗ ,A|X|‖
1
4
2
‖X‖
1
2
2
 ‖(IA,A∗IA∗ ,A)n|X∗|‖
1
4n
2
‖(IA,A∗IA∗ ,A)n|X|‖
1
4n
2
‖X‖1−
1
2n
2
. (46)
LetX = ∑∞m=1 sm(X)em∗ ⊗ fm be the singular value (Schmidt) expansion forXwith the appropriately
chosen orthonormal systems {em} and {fm}. Let also P = ∑mk=1 ek∗ ⊗ ek and Q = ∑mk=1 fk∗ ⊗ fk , so that
P,Q ∈ Pm satisfy QXP = ∑mk=1 sk(X)ek∗ ⊗ fk ,
|QXP| =
m∑
k=1
sk(X)ek
∗ ⊗ ek = |X|P = P|X|,
|(QXP)∗| =
m∑
k=1
sk(X)fk
∗ ⊗ fk = Q |X∗| = |X∗|Q .
A special case of (30) says that (IA,A∗IA∗ ,A)n is also an integral transformer, i.e., it is of the form
IA˜∗ ,A˜X =
∫
˜ A˜
∗
XA˜dμ˜ as
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(IA,A∗IA∗ ,A)nX =
∫
(×)n
⎛⎝ n∏
k=1
AtkA∗sk
⎞⎠∗ X n∏
k=1
AtkA∗sk
n∏
k=1
dμ(tk)dμ(sk).
An application of Theorem 3.3 in [16] for p = q = r = 2 gives
‖(IA,A∗IA∗ ,A)n(P|X|P)‖2
= ‖IA˜∗ ,A˜(P|X|P)‖2 = ‖IA˜∗P,PA˜|X|‖2
 ‖(IA˜∗P,PA˜IA˜P,PA˜∗P(I))
1
4 |X|(IA˜∗P,PA˜IA˜P,PA˜∗P(I))
1
4 ‖2
 ‖IA˜∗P,PA˜IA˜P,PA˜∗P(I)‖
1
2 ‖X‖2
= ‖PIA˜∗ ,A˜(IA˜,A˜∗ (P))P‖
1
2 ‖X‖2  ‖(IA,A∗IA∗ ,A)2n(P)‖ 12 ‖X‖2 (47)
and similarly
‖IA˜∗ ,A˜(Q |X∗|Q )‖2  ‖(IA,A∗IA∗ ,A)2n(Q )‖
1
2 ‖X‖2. (48)
Let K ′
2
:= supn∈N,P∈P1 ‖(IA,A∗IA∗ ,A)n(P)‖
1
4n . Inequalities (47), (48) together with (46) applied to QXP
instead of X imply
‖IA∗ ,A(QXP)‖2  ‖(IA,A∗IA∗ ,A)2n(P)‖ 18n ‖(IA,A∗IA∗ ,A)2n(Q )‖ 18n ‖X‖2
 m
1
2n K ′2‖X‖2
for arbitrary n ∈ N. Letting n → ∞ we conclude
‖IA∗ ,A(QXP)‖2  K ′2‖X‖2 for allm ∈ N and P,Q ∈ Pm. (49)
The lower semi-continuity of ‖ · ‖2 assures ‖X‖2 = limm→∞ ‖QmXPm‖2, as well as
lim
m→∞ ‖QmXPm − X‖
2
2 = ‖X‖22 − limm→∞ ‖QmXPm‖
2
2 = 0
for all X ∈ C2(H). Now, by the continuity of IA∗ ,A and (49) we ﬁnally get
‖IA∗ ,AX‖2  K ′2‖X‖2 for all X ∈ C2(H),
which gives the reversed inequality ‖IA∗ ,A‖2→2  K ′2, as required. 
In the sequel we present another formula for ‖IA,B‖2→2 based on the approach originating back to
Crone [4], modiﬁed here into sufﬁciently suitable form for our application.
Lemma 3.5. For any orthonormal basis {en}∞n=1 inH and A ∈ B(H)
‖A‖ = sup
n,i∈N
‖(A∗A)nei‖
1
2n = sup
n,i∈N
〈(A∗A)nei, ei〉
1
2n . (50)
Proof. Due to the much obvious equality of the last two expressions in (50), we denote them by K .
It is also clear that K  ‖A‖. For the opposite inequality consider an arbitrary f ∈ H, I ∈ N and PI =∑I
i=1 ei∗ ⊗ ei. A straightforward consequence of the classical Jensen inequality and the spectral theo-
rem for self-adjoint operators is a Jensen inequality for operators, as stated in Exercise IX.8.14 in [2].
Applying this to the convex function t → tn on [0,+∞), x = PI f‖PI f ‖ for arbitrary f ∈ H and (A
∗A)2 instead
of Awe have
‖A∗APIf ‖  ‖(A∗A)nPIf ‖ 1n ‖PIf ‖1− 1n
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and therefore
‖A∗APIf ‖ 
∥∥∥∥∥∥(A∗A)n
I∑
i=1
〈f , ei〉ei
∥∥∥∥∥∥
1
n
‖f ‖1− 1n

⎛⎝ I∑
i=1
|〈f , ei〉|‖(A∗A)nei‖
⎞⎠
1
n
‖f ‖1− 1n

⎛⎝K2n√I
√√√√ I∑
i=1
∣∣〈f , ei〉∣∣2
⎞⎠
1
n
‖f ‖1− 1n  K2 2n√I‖f ‖.
Letting n → ∞we conclude ‖A∗APIf ‖  K2‖f ‖, so that letting I → ∞ the continuity of A∗A now reveals
‖A∗Af ‖  K2‖f ‖. Thus ‖A‖ = √‖A∗A‖  K , as required. 
Applying (50) to IA,B and the C2(H) orthonormal basis {fj∗ ⊗ ei}∞i,j=1, according to the formula (30)
we will obtain another formula for ‖IA,B‖C2(H)→C2(H) expressed by the following:
Corollary 3.1. For any pair of orthonormal basis {ei}i∈N and {fi}i∈N inH there holds
‖IA,B‖C2(H)→C2(H)
= sup
n,i,j∈N
2n
√√√√∫
2n
〈
ei,
n∏
k=1
A∗skAtk ei
〉 〈
n∏
k=1
BskB∗tk fj , fj
〉
n∏
k=1
dμ(sk)dμ(tk). (51)
Remark 3.3. Comparing this formula to (28)we see in (51) trace tr replaced by (suitably “maximized”)
diagonal entries of the same operator products. It also shows the proximity of ‖IA,B‖C2(H)→C2(H) to its
upper bound
‖IA,B‖C2(H)→C2(H)
 inf
n∈N
2n
√√√√√∫
2n
∥∥∥∥∥∥
n∏
k=1
A∗skAtk
∥∥∥∥∥∥
∥∥∥∥∥∥
n∏
k=1
BskB∗tk
∥∥∥∥∥∥
n∏
k=1
dμ(sk)dμ(tk), (52)
which is deduced easily from the representation (30) and the estimate (31) applied to (I∗A,BIA,B)2n.
Note also that infn∈N in (52) and supn∈N in (51) are actually limn→∞.
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