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INTRODUCTION 
In [S], the authors introduced the notion of Lipschitz stability in 
differential equations. This notion lies somewhere between uniform stability 
on one side and the notions of asymptotic stability in variation [3] and 
uniform stability in variation [4] on the other side. However, Lipschitz 
stability is new only as a nonliner phenomenon, since it coincides with 
uniform stability in linear systems [S]. An important feature of Lipschitz 
stability is that, unlike uniform stability, the linearized system inherits the 
property of Lipschitz stability from the original nonlinear system [5]. 
In this paper we pursue the study of Lipschitz stability that started in 
[S] using essentially the techniques of Liapunov functions. Then we give 
sufficient conditions for the Lipschitz stability of certain nonlinearly pertur- 
bed nonlinear systems. Such systems include, among other equations, 
certain integrodifferential and functional differential equations. Then we 
give an example which can be investigated successfully using our results but 
cannot be handled by any previous techniques or results [9]. 
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1. LIAPUNOV FUNCTION CHARACTERIZATIONS 
Consider the differential system 
x’ =f(t, x), (1.1) 
where f E C[Jx R”, R”], J= [0, co), f (t, 0) = 0, and x(t, t,, x0) E x(t) is the 
solution of (1) with x(t,, to, x0) = x0, where t, 3 0. 
DEFINITION 1.1 [ 51. The zero solution of (1.1) is said to be uniformly 
Lipschitz stable if there exists M> 1 and 6 > 0 such that 1 x(t, t,, x0)1 < 
M I x0 I for 1 x0 1 < 6 and t b to > 0. The constant M is called the Lipschitz 
constant. 
Consider a continuous function V: R + x R” + R. Then corresponding to 
V we define the function 
- 
v;l.l)(t, x) = p+ ; { V(t + k x + hf (t, x)) - V(t, x)>. (1.2) 
We denote by V’( t, x(t)) the upper right hand derivative of V(t, x(t)), i.e., 
T- 
v’(t,x(t))=,1~~+${V(t+h,x(t+h))-V(Cx)(t))}. 
If V is locally Lipschitz with respect to x, then V;,,,)(t, x) = V’(t, x) [lo]. 
THEOREM 1.2. Suppose that f (t, x) in ( 1.1) is locally Lipschitz in x 
uniformly in t. Then the zero solution of (1.1) is umformly Lipschitz stable 
1x1 <a, 
IxI<& 
iff there exists a continuous function V(t, x) defined for t > 0 and 
such that 
(1) I x I < V( t, x) < L I x 1, for some constant L. 
(2) IV(t,x)-V(t,y)l<Ix-yl for all t>O,x,y~R”,with 
IYI<J. 
(3) v;l.l)(tY x) 6 0. 
Proof. Sufficiency. Assume conditions (l), (2), and (3). Then 
146 to, x0)1 d V(4 46 to, x0)) 
G V(to, x0) 
dL Ixol, for 1x01 <6. 
Necessity. Assume that the zero solution of (1.1) is uniformly 
Lipschitz stable. Let 
V(t,x)=sup Ix(t+~, &x)/(1 +e-‘+‘). 
730 
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Then 
1x1 = Ix(t, 4 x)1 6 Ix(t, t,x)l(l +e-‘) 
d qt, x) 
dAIsup [x1(1 +ePrer) 
TDO 
<22MIxl =L 1x1. 
This establishes (1). 
Since f( t, x) in (1.1) is locally Lipschitz in x uniformly in t, there is a 
constant K= K(M, 6) such that I x(t + z, t, x) - x(t + z, t, y)l d 8’ Ix -y I 
for 1x1 ~6, 1 yl <6, t>,O. Note here that Ix(t+t, t,x)l <MIxI <A46 and 
Ix(t+z, t,y)l <MI yl <M6. 
Let T>O be such that M=eT. Then SUP,~~ Ix(t+z, t,x)l(l +e-I-‘)< 
sup,Lo Ixl(eT+erP(‘+‘) ). Hence the above sup is realized if 0 d t + t < T 
incaset<Tandifz=Oincaset>,T.ThusforIx(<6,lyI<6, 
I v4 XI - v4 Y)l 
dsup{~x(t+z,t,x)-x(t+z,t,y)l(l+e-’-’)I 
Odt+t<Tift<Tandr=OiftaT. 
dsupeK Ix-yl(1 +ePrPT), with the above restrictions on z 
dL Ix-Yll which establishes (2). 
Now 
- 
=,\rn+ i {sup Ix(t+h+r, t,x)l(l +eWrPrPh) 
7<0 
-sup )x(t+r, t,x)J(l +e-‘-‘)} 
r>O 
7 
=Al;~+~{suplx(t+?,t,x)l(l+e-r---r)1 
rth 
-sup Ix(t+z, t,x)l(l +ePrPi)j 
d 0, which establishes (3). 
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To prove V(t, x) is continuous we observe that 
I V(t+kx+y)- V(t,x)l 
~Iv(t+h,x+y)-V(t+h,x(t+h,t,x+y))l 
+)I/(t+h,x(t+h,t,x+y))-I/(t,x+y)l 
+Iu4x+Y)--V(bx)l. 
The fact that the first and third terms can be made small if h and y are 
small follows from the Lipschitzian property of V and the continuity of the 
solutions of (1.1). The second term can be seen to be small if h is small by 
an argument similar to that used in showing that V;,,,(t, x) exists, This 
completes the proof of the theorem. 
EXAMPLE 1.3. Consider the differential equation 
x’ = -e’x3 
The solution of (1.3) is given by 
x(to) = xg. (1.3) 
x(t, to, x0) = xo[ 1 + 2xi(e’- e@)] -“*, t 3 t, 3 0. 
Applying the techniques of Theorem 1.2, we let V(t, x) = 1 x I. Then V 
satisfies the sufficiency conditions of Theorem 1.2. Hence the zero solution 
of (1.3) is uniformly Lipschitz stable. Now V;I,3j(t, x) = -e’ ) xl3 < ) ~1~. 
Hence by Theorem 8.3 in [lo], the zero solution of (1.3) is uniformly 
asymptotically stable. 
The following example will show that uniform asymptotic stability does 
not imply uniform Lipschitz stability. 
EXAMPLE 1.4. Consider the Lienard’s equation 
where 
Let 
Then 
x” +.f(x) x’ + g(x) = 0, (1.4) 
f(x) = 3x2, g(x) = x3. 
G(x)=/;g(p)dy=;. 
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The above Lienard’s equation is equivalent to 
x’=y 
y’ = -x3 - 3x2y. 
(1.5) 
The zero solution of (1.5) is uniformly asymptotically stable [7]. The 
linearized system corresponding to (1.5) is given by 
x’=y 
y’ = 0. 
(1.6) 
It is clear that the zero solution of (1.6) is unstable. This implies that the 
zero solution of (1.5) is not uniformly Lipschitz stable. This is due to the 
fact that if the zero solution of (1.5) is uniformly Lipschitz stable, so is the 
zero solution of (1.6) [S, Theorem 3.41. 
Let @(t, to) be the fundamental matrix solution of the linearized system 
Y’ =.I24 0) Y, 
where f, denotes aflax. Define the matrix G(t) as follows: G(t) = 
JY QT(s, t) @(s, t) d S, where QT is the transpose of @. Then clearly G(t) is 
symmetric. 
THEOREM 1.5. Assume that for some constant L and a nondecreasing 
function cr(t), 
(i) @(t)(xJ*<(G(t)x,x)<Lcc(t)lxl’ where (.,.) is the inner 
product, 
(ii) BIG(t)~(t,x)l~lxl,B>l. 
Then the zero solution of ( 1.1) is uniformly Lipschitz stable. 
Proof: Let V(t,x)=(G(t)x,x). Let us write f(t,x) in (1.1) as 
f( t, x) =f,( t, 0) x + F( t, x). Now 
v;,,(t, x(t))= <G’(t)x, x> + <(G+G=)(f,(t, O)x+F(t, x)), x> 
= <[G’(t) + Wt)f,(t, 011 x, x> + C’=(t) J’(t, x), x>. 
(1.7) 
Claim that 
<[G’(t) + zG(t)f,(t, 011 x, x> = - C-T x>. (1.8) 
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To prove the claim we note first that 
am 0 
~ = -@(s, t)f,(t, 0) at 
aGqs,t) 
at = -jy(t, 0) @T(s, t). 
(1.9) 
(1.10) 
Hence 
G’(t)= -Z+j= L”“;; ‘)@(s, t)+@(s, t)?] ds. (1.11) 
I 
Substituting from (1.9) and (1.10) in (1.1 1 ), one obtains 
G’(t) = -Z-f-;(t, 0) G(t) - G(t)f,(t, 0). 
Hence ([G’(t) + 2G(t)f,(t, 0)] x, x) = - (x, x) and the proof of the 
claim is now complete. 
Substituting from (1.8) into (1.7) we have 
V;,,)(t, x(t)) = - (x, x> +2<G(t) F(t, x), x> 
d - lx12+ [xl2 
< 0. 
Hence 
vt, x(t, to, x0) Q vto, x0). (1.12) 
From (i), (ii), and (1.12) one obtains 
4t)lx(t, to, xo)126 vt, X(6 to, x0))< vto, x,)~~cr(t,)lx,l. 
Hence Ix(t, to,xo)12~Lcr~‘(t)a(to)~xo( GM2 1xo12 and the proof of the 
theorem is now complete. 
2. COMPARISON WITH SCALAR EQUATIONS 
Let Sg= {xER”: 1x1 <S} and J= [to, 00) for t,>O. 
THEOREM 2.1. Suppose that there exist two functions V( t, x) and g(t, u) 
satisfying the following conditions: 
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(i) g(t,u)tzC’[JxR+,R] andg(t,O)=O, 
(ii) V(~,X)EC[JXS~R+], V(t,O)=O, V(t,x) is locally Lipschitz in 
x and satisfies 
vt, X)>b(lXI), where b(r) E C[ [0, S], R+], 
b(0) = 0, and b(r) is strictly monotone increasing in r such that 
b-‘(clr) < rq(cr) for some function q, 
with q(cr) 3 1 if a > 1. 
(iii) For (t,x)EJxS&, V;I.I,(t,x)dg(t, V(t,x)). Zf the zero solution 
Of 
u’ = g(t, u), u(t,)=u,>O (2.1) 
is uniformly Lipschitz stable, then so is the zero solution of ( 1.1). 
Proof: Assume that the zero solution of (2.1) is uniformly Lipschitz 
stable. If r(t, t,, u,,) is the maximal solution of (2.1), then 1 r(t, t,, uO)l < Lu, 
for 1 uO 1 < 6 and some constant L > 1. Using condition (iii), one can apply 
Theorem 3.1.1 in [S] to obtain 
Vt, x(t)) G r(t, to, uo). 
Choose x0 such that u. = V(t,, x0) where no < 6 and I x0 1 < 6. 
From (ii) we have 
WI x(t, to, xo)l) = Vt, x(t, to, x0)) d r(t, to, 4 
< Luo 
= LVto, x0) 
d LK I xo I, 
where K is the Lipschitz constant. 
Hence 
Ix(t, t,,x,)l 6b-‘(LKlx,I)dlxoI)~lxol q(WGMlxol. 
REMARK 2.2. The above theorem remains valid if (ii) is replaced by 
(ii)’ (A,(t)lxl)*< V(t,x)6(A2(t)lx12, where A,(t) and l,(t) are 
positive continuous functions with A,( to) b J,(t). 
To prove this remark we follow the steps in the proof of Theorem 2.1 
524 DANNAN AND ELAYDI 
and put ro= V(t,,x,). Hence (1,(t)lxl)‘< ~(t,~)~~(t,t~,~~)~~~r~= 
LVCo, x0) < L(A2(to)lxol)2. Hence 
DEFINITION 2.3 [6]. A function W: [0, cg) -+ [0, co) is said to belong to 
the class H if 
(H, ) W(U) is nondecreasing and continuous for u 3 0 and positive for 
2.4 >0. 
(H,) There exists a function 4 continuous on [0, co) with W(W)< 
4(01) w(u) for tl > 0 and u L 0. 
Consider the scalar differential equation 
u’ = A(t) w(u), (2.2) 
where L(t) is continuous on [to, co), to 3 0, w(u) E H, w(O) = 0, with corre- 
sponding multiplier function 4. 
THEOREM 2.4. Assume that 
s ’ IL(s)1 dsdK and 10 s cc ds -=a =cl 4s) 
for all t 3 to. Then the zero solution of (2.2) is uniformly Lipschitz stable, 
provided that d(z) < Mz for z < 6. 
Proof: If u(t, to, uO) 3 u(t) is the solution of (2.2) with u(t,, to, uo) = uo, 
then 
I u(t)1 < I u,, I + j’ l4s)l ~(4s)) ds. 
IO 
Applying Theorem 1 in [9], one obtains 
(u(t)1 <luol W-’ II’(l)+j’ In(s)1 yds], (2.3) 
10 
where 
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Since j; (&/w(s)) = co, it follows that 
R’(l)+ j’ IA(s)1 @$~Dorn(W-‘). 
4 
Furthermore, W(z) is a monotonic increasing function which maps 
[t,, co) onto [to, co). Thus W- ’ is also an increasing function. 
From the hypothesis, (2.3) becomes 
3. PERTURBED SYSTEMS 
Consider the perturbed system 
Y’ =f(L Y) +gt4 Y), Y(to) =yo, to b 0, (3.1) 
where f, g E C[J x S,, R”],f(t, 0) = g(t, 0) = 0. 
THEOREM 3.1. Suppose that the zero solution of (1.1) is uniformly 
Lipschitz stable with a Lipschitz constant M and there exists a function 
w(t, u) E C[Jx R+, R+], w(t, 0) = 0, which is monotonic nondecreasing in u 
for each t E R + and such that 
I s(4 Y)l d 44 I Y 1). (3.2) 
Zf the zero solution of the scalar equation 
u’ = Mw( t, u), u(t,)=u,>O (3.3) 
is uniformly Lipschitz stable, then so is the zero solution of (3.1). 
Proof: By Theorem 1.2 there exists a function V(t, x) having the three 
properties mentioned in the theorem. Using properties (i), (ii), and (iii) in 
Theorem 1.2 and the assumption on w, one obtains 
V;,.,)(L Y) d M I At, Y)l d Mw(f9 I Y I) 
d Mw(t, VL Y)). (3.4) 
Let r(t, to, uo) be the maximum solution of (3.3) with u. = A4 I y. 1, 
I y, I < 6/M and y(t, to, yo) be the solution of (3.1) passing through y, at to. 
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By Theorem 3.1.1 in [S] it follows from (3.4) that V(t, y(t, t,, yO)) d 
r(t, rO, uO). From property (i) in Theorem 1.2 we have 
I Ah to, Yo)l G vc Y(C to, Yo)) G 44 to, uo) 
G@Iu,I=~~ly,I=KIy,I. 
The proof of the theorem is now complete. 
We now give an example to show the sharpness of the previous theorem, 
In essence we show that the condition 1 g(t, y)l d c 1 y 1 is not enough to 
obtain the conclusion of the theorem. 
EXAMPLE 3.2. Consider the system 
x; =x2 +x1 p(t) 
x;= -xi +x,p(t), 
(3.5) 
where p(t) is a continuous function for t > 0 and 1 p(t)1 < K for some con- 
stant K> 0. The condition 1 g(t, x)] 6 c I x I is satisfied for C = K. Further- 
more, the zero solution of x’ = (zi) =f(x) = ( -“,,) is uniformly Lipschitz 
stable. From (3.5), it follows that d(x: + xt) = 2(x: + xi)p(t) dt. Hence 
IxI= lx01 expfi,,As)ds. 
If we put p(t) = l/( 1 + t), then ( x 1 = 1 x0 ((( 1 + t)/( 1 + to)). Thus the zero 
solution of (3.5) is not uniformly Lipschitz stable. 
However, if we let p(t) = l/( 1 + t’), then w( t, U) = u/( 1 + t2) satisfies the 
conditions of the theorem and, consequently, the zero solution of (3.5) is 
uniformly Lipschitz stable. 
LEMMA 3.3. Ler u(t), a(t), b(t), c(t), k(t), and l(t) be nonnegative 
continuous functions on [0, 00) and u. be a nonnegative constant such that 
u(t) d &I + a(s) u(s) ds+ ’ b(s) s s ’ C(T) U(T) dz ds (0 fll 
+ j’ k(s) j’ f(T) U(T) dT ds. 
10 IO 
Then u(t) < u. exp s:, [a(s) + b(s) ST,, C(T) dz + k(s) s:O f(t) d?l ds, 0 < to d 
t<co. 
Proof: Let 
R(t) = u. + j’ a(s) u(s) ds + j’ b(s) jS C(T) U(T) dT 
ol 10 kJ 
+ jr k(s) j” f(T) U(T) dT ds. 
10 bl 
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Then from the assumption, u(t) < R(t). Furthermore, 
R’(t)=a(t)u(t)+b(t)i“C(S)U(S)ds+k(t)~tz(s)U(S)ds 
10 10 
<u(z)R(t)+b(t)j-‘c(s)R(s)ds+k(t)j’I(s)R(s)ds. (3.6) 
10 f0 
Since R(t) is nondecreasing (3.6) may be written as 
u(t)+b(t)[‘~(s)ds+k(t)j~l(s)ds]. (3.7) 
10 10 
Integrating (3.7) yields the conclusion of the lemma. 
Consider the perturbed system 
Y’ =f(c Y) + dt, TY) + 46 Y? LYh 
where T and L are continuous operators which map R” into R”, 
(3.8) 
gEC[JxR”,R”], h E C[J x R” x R”, R”], 
f~ C[J x R”, R”], f(t, 0) = 0, and f,(t, x) (aflax) exists and is continuous 
on Jx R”. 
The fundamental matrix solution @(t, t,, x0) of 
z’ =f,(t, 44 to, x0)) z 
is given by [7] 
(3.9) 
@(t, to, x0) = T& (44 to, x0)). 
0 
DEFINITION 3.4. [S]. The zero solution of (1.1) is said to be uniformly 
Lipschitz stable in variation if there exists M> 1 and 6 > 0 such that 
I@(t,t,,,x,)l~Mfor Ix,1<6and t>t,>O. 
THEOREM 3.5. Suppose that the zero solution of (1.1) is uniformly 
Lipschitz stable in variation and the following conditions are satisfied: 
(i) I g(t, Tv)l <b(t) j:, 4s)l y(s)1 & b(t), c(t) E C’(J), 
(ii) I h(t, y, b)l G4t)l Y I + k(t) Ji, 4s)l Y(s)I 4 
4th 4th l(t) E c+ (4, 
(iii) f: [a(s) + b(s) ST, C(Z) dr + k(s) s:,, l(t) dz] ds < 00. 
Then the zero solution of (3.8) is uniformly Lipschitz stable. 
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Proof: Let y(t, t,,y,) be the solution of (3.8) with y(to, t,,y,)=y,. 
Then by the nonlinear variation of constants formula of Alekseev [l] we 
have 
+ M j-’ k(s) j’ l(z)1 y(z)1 dz ds. 
(0 f0 
Applying Lemma (3.3) and using assumption (iii), one obtains 
I Y(4 b,Yo)l GL I Yol for 1 y,l<6. 
EXAMPLE 3.6. Consider the equations 
x’= -ix3 
y’= -$3+te-‘y+e-‘sint s ’ h(s) y(s) ds. 0 
(3.10) 
(3.11) 
If we omit the term te-‘y from (3.1 l), then we have the integrodifferential 
equation that was considered by Yang [9]. Clearly the zero solution of 
(3.10) is uniformly Lipschitz stable in variation. If I h(t)1 E L, (0, co), then 
Corollary 1 in [9] does apply to ensure that the zero solution of (3.11) is 
uniformly Lipschitz stable. However, if ( h(t)1 4 L,(O, co) as, for example, 
when h(t) = r, then Yang’s result is not applicable. 
Theorem 3.5 is, however, applicable in this case. If we just let a(t) = tee.‘, 
k(t)=e-‘, I(t) = h(t), and h(t) = 0, then assumption (iii) becomes 
jz (tee’+ e-’ I:, h(s) ds) dt < co, which is satisfied, for example, if h(t) is a 
polynomial of degree n in t. 
ACKNOWLEDGMENT 
The authors thank Professor T. A. Burton for reading the manuscript and for his valuable 
suggestions on improving this paper. 
REFERENCES 
1. V. M. ALEKSEEV, An estimate for the perturbations of the solutions of ordinary differential 
equations, Vesfnik Moskov. Univ. Ser. I Math. Mekh. 2 (1961) 28-36. [Russian] 
2. Z. S. ATHANASSOV, Perturbation theorems for nonlinear systems of ordinary differential 
equations, J. Math. Anal. Appl. 86 (1982). 194207. 
LIPSCHITZ STABILITY 529 
3. F. BRAUER, Perturbations of nonlinear systems of differential equations, IV, J. Mum. Anal. 
Appl. 31 (1972) 214222. 
4. F. BRAUER ANL) A. STRAUSS, Perturbations of nonlinear systems of differential equations, 
III, J. Math. Anal. Appl. 31 (1970), 3748. 
5. F. M. DANNAN AND S. ELAYDI, Lipschitz stability of nonlinear systems of diffeential 
equations, J. Math. Anal. Appl. 113 (1986), 562-577. 
6. F. M. DANNAN, Integral inequalities of Gronwall-Bellman-Bihari type and asymptotic 
behaviour of certain second order nonlinear differential equations, J. Mafh. Anal. Appl. 
108 (1985), 151-164. 
7. J. K. HALE, “Ordinary Differential Equations,” Wiley-Interscience, New York, 1969. 
8. V. LAKSHMIKANTHAM AND S. LEELA, “Differential and Integral Inequalities,” Vol. I, 
Academic Press, New York, 1969. 
9. E. H. YANG, On asymptotic behaviour of certain integro-differential equations, Proc. 
Amer. Math. Sot. 90 (1984) 271-276. 
10. T. YOSHIZAWA, “Stability Theory by Liapunov’s Second Method,” Math. Sot. Japan, 
Tokyo, 1966. 
