Abstract: Fault diagnosis in rotating machinery is significant to avoid serious accidents; thus, an accurate and timely diagnosis method is necessary. With the breakthrough in deep learning algorithm, some intelligent methods, such as deep belief network (DBN) and deep convolution neural network (DCNN), have been developed with satisfactory performances to conduct machinery fault diagnosis. However, only a few of these methods consider properly dealing with noises that exist in practical situations and the denoising methods are in need of extensive professional experiences. Accordingly, rethinking the fault diagnosis method based on deep architectures is essential. Hence, this study proposes an automatic denoising and feature extraction method that inherently considers spatial and temporal correlations. In this study, an integrated deep fault recognizer model based on the stacked denoising autoencoder (SDAE) is applied to both denoise random noises in the raw signals and represent fault features in fault pattern diagnosis for both bearing rolling fault and gearbox fault, and trained in a greedy layer-wise fashion. Finally, the experimental validation demonstrates that the proposed method has better diagnosis accuracy than DBN, particularly in the existing situation of noises with superiority of approximately 7% in fault diagnosis accuracy.
Introduction
Gears and bearings are important components that are commonly used in the rotating machinery parts of trains, ships, and automobile manufacturing, among others. However, gears and bearing are prone to breakdown. Therefore, an unexpected failure may lead to serious project accidents, large economic losses, and even human casualties [1] .
Detecting and diagnosing fault to enhance the safety and reliability of machinery, as well as reduce operation and maintenance costs, are essential and have practical significant because of the effect of unexpected accidents [2] . Vibration signals can accurately indicate the health conditions of mechanical equipment; hence, these signals are extensively used in fault diagnosis based on artificial methods, such as multinomial logistic regression, wavelet packet transforms (WPT), and support vector machines (SVMs) [3] [4] [5] [6] . Yuan et al. [7] selected kurtosis and entropies of the signals as the feature of the input, and put these into the neural network to do fault diagnosis. This work showed that kurtosis and entropies are useful and unique features to classify faults. Jiang et al. [8] improved SVM, which is included in the fault dictionary category, and proposed a novel approach to diagnose actual analog circuits. Ahcène et al. [9] used wavelet-packet method to generalize wavelet decomposition for signal analysis. The research showed that the wavelet decomposition was a satisfactory method for analyzing motor faults over load torque or non-stationary signals. Lei et al. [10] proposed complete ensemble empirical mode decomposition with adaptive noise into application of fault diagnosis in rolling element bearings, where a unique residue was computed after each IMF extraction and used as feature to do diagnosis. Wang et al. [11] introduced a Bayesian approach based on a linked posterior probability density function of wavelet parameters, and [12] combined a novel approach to the Gauss-Hermite integration on Bayesian theory to estimate the posterior distribution of wavelet parameters. These signal processing methods based on crucial math analysis are beneficial in feature extraction of fault signals. Shen et al. [13] presented a model that used empirical mode decomposition (EMD) to select silent features and put these into multi-class transductive SVM (TSVM), thereby obtaining an accuracy of 91.62% in diagnosing the faults of a gear reducer. Feng et al. [14] proposed a method called Teager energy spectrum to extract the fault induced impulses as features to conduct bearing fault diagnosis, as well as proved the superiority of this method in recognizing transient components in signals and in identifying the characteristic frequency of bearing faults. Cai et al. [15] introduced a high order spectrum to reconstruct the signals' power spectrum, and used it to extract fault feature information. This novel method proved to extract more useful feature information than others. The above methods have obtained satisfactory performance. However, some of the methods select features according to the signals statistical properties, such as kurtosis and variance. Sometimes, the researchers also rely on the knowledge about faults, such as the fault characteristic frequency, and extract the related frequency band energy as features, and then establish the relationship between the feature vectors and their labels (fault type or healthy condition). Moreover, the performance of the traditional methods relies heavily on the representability of the features which are usually manually selected.
Nevertheless, the effective diagnosis of the machinery health status based on vibration signals remains a challenge when machinery systems are considerably complex, and sometimes the decision process requires some expertise and signal processing techniques [16] . Hence, automatically extracting failure features from machine signals without human interference is significant [17] . Up to date, intelligent methods (e.g., BPNN) have been extensively investigated and used to diagnose faults in rotating machinery [18, 19] . Liang et al. [17] combined BPNN with wavelet packet decomposition, where the wavelet packet decomposition coefficients were used to extract eight energy features, and the BPNN was used to do recognition with validation accuracy at 92.5%. Recently, deep-learning methods, such as the DBN-WPT combination, have been determined to overcome the obstacles in fault diagnosis in complex machines [20] [21] [22] . Deep architectures have been proven to be more effective fault recognition than shallow architecture. However, in these methods, features still need to be selected manually at first and deep models just function as classifiers.
The early vibration signals of gear or bearing fault are often characterized as non-stationary and are well-affected by vibrations from other components in the equipment and transmission path [23] . This way, the beneficial information of signals is often restricted by other noises or even completely overwhelmed. Obtaining useful information from a signal polluted by noise is essential for effective fault diagnosis methods. However, inadequate denoising or over denoising can distort the original signals, thereby resulting in useless machinery fault diagnosis or reduced recognition rate. Therefore, an efficient denoising technique is required before analyzing the signals for the characteristic fault frequency retrieval. If the components of the signal are known, then optimal filters can be employed for denoising [24] . Moreover, numerous methods have been developed and applied to the denoising step, such as wavelet transform (WT), ensemble empirical mode decomposition (EEMD), and undecimated discrete wavelet transform (UDWT), among others. Tan et al. [25] denoised signals with digital wavelet frame (DWF) and performed fault diagnosis based on a stacked autoencoder (SAE). It combined low-level features to form more abstract high-level features to represent data distributed characteristics and obtained accuracy around 99%. Santhana et al. [26] also proposed a method that combined UDWT and EMD to complete the denoising and diagnosis progress. The UDWT was used to denoise signals and EMD was used to decompose the signals into a number of Intrinsic Mode Functions (IMFs).
Even though EMD is an adaptive signal processing method, it suffers from several shortcomings, such as mode-mixing problem that makes analyses of IMFs difficult and empirical. Some fault related signatures may reside in several IMFs, which make the selection/combination of useful IMFs for machine fault feature extraction difficult. Besides, some combinations of the denoising step with the feature extraction and classification step bring more human intervention, such as the base function or other parameters selection affecting the final performance.
To determine a concise and efficient method that can simultaneously denoise the signals while extracting features, a stacked denoising autoencoder (SDAE) based on a deep network is proposed to construct a fault diagnosis system. SDAE, which was first proposed by Vincent et al., is a stacked neural network comprising several classical denoising autoencoders (DAs) that are trained not to construct their input but rather denoise an artificially corrupted version of their input [27] . DAs have been previously shown to be competitive to restricted Boltzmann machines, constructive unit of a DBN, and for the unsupervised pre-training of each layer [28] . Vincent et al. [29, 30] extended DA with a greedy layer-wise procedure of deep learning algorithm. Pierre et al. [31] introduced a general mathematical framework for the study of both linear and non-linear autoencoders, thereby enabling the autoencoder to solve additional types of tasks. Thereafter, SDAE has been extensively used in different types of application [32] [33] [34] [35] [36] . In the field of fault diagnosis, Lin et al. [37] placed a stacked autoencoder (SAE) into fault diagnosis. However, with an additional independent component analysis (ICA), the diagnosis system became unintelligent and complicated. Natarajan et al. [38] used DWT to select features as well as denoise the signals in the first step, and put the features into artificial neural network (ANN) to do classification. Wavelet Daubechies-6 was selected for processing 49 signal samples per condition in their work. It is important to select a proper wavelet mother function which should be highly similar to impulses generated by a bearing or gear defect, and to determine a wavelet decomposition level/depth for retaining the resonant frequency band excited by the defect. In general, the performance of DWT processing relies on the selection of wavelet mother function and the depth of wavelet decomposition to obtain the representative features. On the other hand, a proper classifier construction is also needed for the extracted DWT features. The current study proposes a deep-learning-based fault diagnosis method. Accordingly, a deep fault recognizer based on SDAE is used to deal with the random noises of the original signals and extract features to simultaneously perform fault pattern recognition. The SDAE is an integral model, in which the weights of the feature selection part are updated based on the final output every iteration. The proposed method has been empirically shown to avoid obtaining poor convergence, which is typically reached with random initialization [39] . In addition, the experiment manifests that the SDAE method obtains superior diagnosis performance compared to the DBN methods, particularly in the existing situation of noises.
The remainder of this paper is organized as follows. Section 2 details the methodology of the traditional SDAE. Section 3 provides details of the structure and the algorithm of the proposed SDAE based diagnosis system. Section 4 validates the effectiveness of the SDAE method on rolling bearing datasets and gearbox dataset. Moreover, this section further tested the advantage of the proposed method through a comparative study between DBN and SDAE on both original datasets, as well as the dataset mixed with artificially white noises. Finally, Section 5 presents the conclusion.
Brief Introductions to SDAE
DA (denoised autoencoder) is a simple modification of the classical autoencoder neural networks that are trained to denoise an artificially corrupted version of their input. Meanwhile, SDAE often comprises several DAs that are trained in a bottom-up and layer-wise manner. In SDAE, DAs use corrupted versions when several signal elements are missing. The hidden layers of a traditional SDAE simultaneously aid in dealing with blank noises and extracting the features.
Denoising Autoencoder
Given a training input pattern X, a corrupted version X is first generated. The corrupted X is generated in a way of random mapping: X~p( X X ), where refers to a conditional distribution. For the input matrix X, a determinate number d of points are selected randomly, the value of which is forced to 0, whereas the others remained unchanged.
Thereafter, the corrupted input X is projected to the succeeding hidden layer:
where θ is the weight and bis the bias parameters from the input to the hidden layers. Thereafter, the input is reconstructed as:
where θ is the weight and b is the bias parameters from the hidden layer to the output layer.
To minimize the number of parameters, tied weights are used as follows:
The joint function is defined as follows:
, and the parameters of
is determined by θ. Thereafter, the loss function to be minimized can be defined as follows:
The cross-entropy loss is computed as follows:
The gradient of the loss is computed to update the parameters as follows:
where α denotes the learning rate of the training process. The process of encoding and decoding is illustrated in Figure 1 .
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where α denotes the learning rate of the training process. The process of encoding and decoding is illustrated in Figure 1 . After pre-training, the autoencoder is robust to the particular corrupted input and other signal deficiencies; thus, the denoising autoencoder is able to "fill in" these "blanks" of input. When the dimension of Y is constrained shorter than that of input X, the intermediate representation may be served as various coordinate system transformations for points. Denoising training can only be possible because of dependencies between dimensions in high dimensional distributions, thereby possibly determining these dependencies. This process also explains why this approach is appropriate in fault diagnosis, which has high dimension input signals.
SDAE
For SDAE, a deep network is initialized by stacking several denoising autoencoders. The After pre-training, the autoencoder is robust to the particular corrupted input and other signal deficiencies; thus, the denoising autoencoder is able to "fill in" these "blanks" of input. When the dimension of Y is constrained shorter than that of input X, the intermediate representation may be served as various coordinate system transformations for points. Denoising training can only be possible because of dependencies between dimensions in high dimensional distributions, thereby possibly determining these dependencies. This process also explains why this approach is appropriate in fault diagnosis, which has high dimension input signals.
For SDAE, a deep network is initialized by stacking several denoising autoencoders. The corrupted input is only used in the process of initial denoising training for each layer to obtain beneficial features from the signals mixed with noises. Once the initial denoising layer has been trained, this layer will be used on the original inputs thereafter. Accordingly, no corrupted input is applied to generate the presentation, thereby serving as clean input for the training of the next layer. Thus, output Y is inputted into the next layer without considering output Z. The complete procedure of stacking several layers of denoising autoencoder is depicted in Figure 2 . beneficial features from the signals mixed with noises. Once the initial denoising layer has been trained, this layer will be used on the original inputs thereafter. Accordingly, no corrupted input is applied to generate the presentation, thereby serving as clean input for the training of the next layer. Thus, output Y is inputted into the next layer without considering output Z. The complete procedure of stacking several layers of denoising autoencoder is depicted in Figure 2 . 
Proposed Integrated Deep Fault Recognizer

Denoising Part of Deep Fault Recognizer
There is a problem that the ambient noise mixed within the dynamic vibration signals cannot be ignored. The SDAE method of Vincent et al. [27] focused on masking noise, which is a common technique for handling missing values. However, the main type of noise in the practical situation of fault diagnosis of a machine is random noise, which is different from masking noises. Thus, a new diagnosis recognizer is applied based on the random corrupted mechanism.
In the process of generating a corrupted version , is now computed as follows: ,
where R is a random signal added to the input X. The corruption part can be represented by capturing the statistical dependencies among the input. The degree of denoising function is controlled by corruption level p, which is a variance of R:
Thereafter, after is obtained, the following steps of training and stacking several autoencoders together are similar to the previous description in Section 2. It should be noted that the signal corruption process is conducted in all layers of the SDAE model instead of the input layer only.
Structure and Algorithm of Deep Fault Recognizer
This study uses the SDAE based model as basis to propose a self-governed intelligent fault diagnosis method that can automatically mine fault features from original signals, classify different fault conditions, and deal with the noises existing in raw signals. The original signals in this study refer to the measured data in the frequency domain, which is an advantage in presenting the distribution of constitutive components with discrete frequencies, as well as containing legible information about the health conditions of rotating machinery [40] . The successive flow chat of deep fault recognizer is presented in Figure 3 . 
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Denoising Part of Deep Fault Recognizer
In the process of generating a corrupted version X, X is now computed as follows:
Thereafter, after X is obtained, the following steps of training and stacking several autoencoders together are similar to the previous description in Section 2. It should be noted that the signal corruption process is conducted in all layers of the SDAE model instead of the input layer only.
Structure and Algorithm of Deep Fault Recognizer
This study uses the SDAE based model as basis to propose a self-governed intelligent fault diagnosis method that can automatically mine fault features from original signals, classify different fault conditions, and deal with the noises existing in raw signals. The original signals in this study refer to the measured data in the frequency domain, which is an advantage in presenting the distribution of constitutive components with discrete frequencies, as well as containing legible information about the health conditions of rotating machinery [40] . The successive flow chat of deep fault recognizer is presented in Figure 3 . With the training set of the frequency spectra [X, Y], several DAs can be trained and stacked. After a stack of denoising DAs has been built, the highest level representation output is inputted to a stand-alone supervised training algorithm, such as a logistic regression layer (see Figure 4 ). This process yields a deep neural network to supervised learning. Figure 4 illustrated the structure of an SDAE based model, the length of each layer and number of layers of which will be different because of different tasks. To date, no validated method to immediately determine these parameters has been developed. Therefore, the grid search method was adopted to determine a suitable model structure based on the machine learning empirical analysis. For a neural network, training the model with gradient-based optimization technique as a back propagation method in a supervised manner is straightforward. However, to resolve the gradient missing problem occurring in a deep network, the greedy layer-wise learning algorithm is adopted to train this deep network. First, the network is pre-trained per layer in a bottom-up direction. The parameters are updated by a set of batches, and each batch comprises several samples. Thereafter, the parameters of the entire model can be fine-tuned with the back propagation method in a topdown direction.
In the pre-training process, SDAE can learn multiple nonlinear deformations and extract the main beneficial inherent features of the frequency spectra. Thereafter, the process of fine-tuning enables SDAE to obtain different information from the input to further promote the classification ability [41] . The whole training process of SDAE is described as Algorithm 1. With the training set of the frequency spectra [X, Y], several DAs can be trained and stacked. After a stack of denoising DAs has been built, the highest level representation output is inputted to a stand-alone supervised training algorithm, such as a logistic regression layer (see Figure 4) . This process yields a deep neural network to supervised learning. Figure 4 illustrated the structure of an SDAE based model, the length of each layer and number of layers of which will be different because of different tasks. To date, no validated method to immediately determine these parameters has been developed. Therefore, the grid search method was adopted to determine a suitable model structure based on the machine learning empirical analysis. With the training set of the frequency spectra [X, Y], several DAs can be trained and stacked. After a stack of denoising DAs has been built, the highest level representation output is inputted to a stand-alone supervised training algorithm, such as a logistic regression layer (see Figure 4) . This process yields a deep neural network to supervised learning. Figure 4 illustrated the structure of an SDAE based model, the length of each layer and number of layers of which will be different because of different tasks. To date, no validated method to immediately determine these parameters has been developed. Therefore, the grid search method was adopted to determine a suitable model structure based on the machine learning empirical analysis. For a neural network, training the model with gradient-based optimization technique as a back propagation method in a supervised manner is straightforward. However, to resolve the gradient missing problem occurring in a deep network, the greedy layer-wise learning algorithm is adopted to train this deep network. First, the network is pre-trained per layer in a bottom-up direction. The parameters are updated by a set of batches, and each batch comprises several samples. Thereafter, the parameters of the entire model can be fine-tuned with the back propagation method in a topdown direction.
In the pre-training process, SDAE can learn multiple nonlinear deformations and extract the main beneficial inherent features of the frequency spectra. Thereafter, the process of fine-tuning enables SDAE to obtain different information from the input to further promote the classification ability [41] . The whole training process of SDAE is described as Algorithm 1. For a neural network, training the model with gradient-based optimization technique as a back propagation method in a supervised manner is straightforward. However, to resolve the gradient missing problem occurring in a deep network, the greedy layer-wise learning algorithm is adopted to train this deep network. First, the network is pre-trained per layer in a bottom-up direction. The parameters are updated by a set of batches, and each batch comprises several samples. Thereafter, the parameters of the entire model can be fine-tuned with the back propagation method in a top-down direction.
In the pre-training process, SDAE can learn multiple nonlinear deformations and extract the main beneficial inherent features of the frequency spectra. Thereafter, the process of fine-tuning enables SDAE to obtain different information from the input to further promote the classification ability [41] . The whole training process of SDAE is described as Algorithm 1.
Algorithm 1. Training deep fault recognizer
Given training samples {X, Y}, the number of data batch m, the number of hidden layers l,
Step 1: Pre-train the SDAE For j in l:
-Random Initialization for weight matrices and bias vectors {W, b}.
-Compute the output of the jth hidden layer and make it as the input of the (j + 1)th hidden layer.
-Update encoding parameters {W, b} with the gradients computed from the loss function for the (j + 1)th hidden layer to minimize the loss function.
Step 2: Fine-tune the whole network -Initial {W, b} with the pre-training result. For i in m: -Use the BP method to compute the overall gradient of each batch and the optimization with the gradient-based optimization technique.
-Fine-tune the {W, b} with the mean optimization of a batch by updating all the parameters of the network in a top-down direction.
Experiments
Fault Diagnosis of Rolling Bearings
Dataset Description
The analyzed experimental dataset was gathered from the Case Western Reserve University [42] . Figure 5 shows a test rig that generates the experimental data. The experimental platform comprises a torque transducer, a 2 hp motor (left), and a dynamometer (right).The type of bearings that support the motor shaft was 6205-2RS JEM SKF. Electro-discharge machining is added to cause a single point fault on the inner race of the bearing, ball elements, and outer race. Accelerometers were installed at the dead end to sample vibration signals at 12 kHz for the faults localized on the inner race, rolling elements, and outer race. The data samples obtained from the different health conditions, including four conditions, are employed for analysis. Table 1 shows the two sets that have been analyzed. The defect size of the first dataset was 0.007 with no loading, and the second dataset was obtained with a defect size of 0.014 under 1 hp loading. Figure 5 . Description of the experimental platform.
Results
The rolling bearing signals were processed in accordance with the structure of the SDAE fault diagnosis method shown in Figure 4 . For each dataset, 200 samples were randomly selected and inputted into the system for training the model with output of four target values. After optimization of the parameters in the model, another 200 randomly selected samples were tested for the fault pattern recognition. Figure 6 shows the example signal waveforms and their spectra for the validated four health conditions. Each signal contains 1024 data points, and each sample has its frequency spectrum with 513 Fourier coefficients. To determine the structure of a SDAE network, several parameters need to be selected, such as the length of the first visible layer, number of units in each hidden layer, and number of hidden layers. 1024 data unit to are used to form a sample not only to attempt to minimize the computing complexity but also to cover all the information representing vibration signals; thus, the size of the frequency input is 513. The complexity of the model structure is highly related to the recognition task, and it has a great influence on the recognition result. Too complex structure will lead to over-fitting, while too simple structure can result in under-fitting. The hidden layers are selected from 1 to 3according to the number of samples, length of a sample, and the complexity of the task. The number of units in each layer is selected in the range of (300, 400, 500, 600). To obtain the best architecture for this task, a grid researching is performed. Accordingly, the selected architecture is (500, 500, 500) with three hidden layers. The learning rates for pre-training and fine-tuning are 0.8 and 0.001, respectively. The corruption level for this dataset is designed to be 0.6, which is the optimal value from 0 to 1. 
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The rolling bearing signals were processed in accordance with the structure of the SDAE fault diagnosis method shown in Figure 4 . For each dataset, 200 samples were randomly selected and inputted into the system for training the model with output of four target values. After optimization of the parameters in the model, another 200 randomly selected samples were tested for the fault pattern recognition. Figure 6 shows the example signal waveforms and their spectra for the validated four health conditions. Each signal contains 1024 data points, and each sample has its frequency spectrum with 513 Fourier coefficients. To determine the structure of a SDAE network, several parameters need to be selected, such as the length of the first visible layer, number of units in each hidden layer, and number of hidden layers. 1024 data unit to are used to form a sample not only to attempt to minimize the computing complexity but also to cover all the information representing vibration signals; thus, the size of the frequency input is 513. The complexity of the model structure is highly related to the recognition task, and it has a great influence on the recognition result. Too complex structure will lead to over-fitting, while too simple structure can result in under-fitting. The hidden layers are selected from 1 to 3according to the number of samples, length of a sample, and the complexity of the task. The number of units in each layer is selected in the range of (300, 400, 500, 600). To obtain the best architecture for this task, a grid researching is performed. Accordingly, the selected architecture is (500, 500, 500) with three hidden layers. The learning rates for pre-training and fine-tuning are 0.8 and 0.001, respectively. The corruption level for this dataset is designed to be 0.6, which is the optimal value from 0 to 1. To determine the structure of a SDAE network, several parameters need to be selected, such as the length of the first visible layer, number of units in each hidden layer, and number of hidden layers. 1024 data unit to are used to form a sample not only to attempt to minimize the computing complexity but also to cover all the information representing vibration signals; thus, the size of the frequency input is 513. The complexity of the model structure is highly related to the recognition task, and it has a great influence on the recognition result. Too complex structure will lead to over-fitting, while too simple structure can result in under-fitting. The hidden layers are selected from 1 to 3 according to the number of samples, length of a sample, and the complexity of the task. The number of units in each layer is selected in the range of (300, 400, 500, 600). To obtain the best architecture for this task, a grid researching is performed. Accordingly, the selected architecture is (500, 500, 500) with three hidden layers. The learning rates for pre-training and fine-tuning are 0.8 and 0.001, respectively. The corruption level for this dataset is designed to be 0.6, which is the optimal value from 0 to 1. Figure 7 shows the testing results on the health of the bearings, inner race, ball faults, and outer race pattern recognition for dataset I with the best structure selected. The recognition accuracy of the training and testing sets are 100%, and the output value has a perfect clustering result as well. Figure 8 shows the testing and training results of dataset II, which still obtained 100% classification result although with slight floating. Figure 7 shows the testing results on the health of the bearings, inner race, ball faults, and outer race pattern recognition for dataset I with the best structure selected. The recognition accuracy of the training and testing sets are 100%, and the output value has a perfect clustering result as well. Figure  8 shows the testing and training results of dataset II, which still obtained 100% classification result although with slight floating. 9 of 17 Figure 7 shows the testing results on the health of the bearings, inner race, ball faults, and outer race pattern recognition for dataset I with the best structure selected. The recognition accuracy of the training and testing sets are 100%, and the output value has a perfect clustering result as well. Figure  8 shows the testing and training results of dataset II, which still obtained 100% classification result although with slight floating. A DBN model was used for comparison to extrude the superiority of SDAE as a dependent component and its simplicity in the recognition system. DBN is a deep neural network comprising multiple restricted Boltzmann machine (RBM) layers, and has been applied to fault diagnosis since 2014. Each RBM comprises visible and hidden layers, where the units in the same layer are completely unconnected. DBN has been extensively used and obtained satisfactory performance in fault diagnosis since the breakthrough in deep learning.
The comparison is conducted based on the same two datasets of rolling bearing fault. The structure and parameters of the training process are similar with SDAE. The training and testing set recognition accuracy is 100%. However, the label value for the testing set is floating around the actual label compared with the proposed method. One sample is misjudged in both training and testing sets with an overall accuracy of 99.50%, and the output label value has a considerably evident floating. Table 2 generalizes the recognition accuracy of the SDAE method and DBN comparison method. The proposed method achieves satisfactory performance regarding the classification accuracy and the label value clustering performance. With the same CWRU data set in rolling bearing test, some other classical methods such as SVRM, DWF and LDA, proposed in classical literature [43, 44] , also have good performance. To further highlight the superiority of the proposed method, comparisons with these methods are shown in Table 3 . In [43] , WPT was used to transform the signals at different decomposition depths and DET was employed to reduce the dimension of features. Then SVRM was proposed to classify the fault patterns. In [25] , sparse coding was introduced to select feature from the vibration signals and linear discriminate analysis (LDA) was used for fault classification. In [44] , the recognition model was based on SAE, and a combination of digital wavelet frame (DWF) and nonlinear soft threshold method was carried out to denoise the signals.
For the fault diagnosis task, the SDAE method could achieve better recognition result compared to these methods with the same benchmark. Compared with SVRM, which needs select features manually, the SDAE can automatically extract typical features. For LDA and DWF methods, the integral model of SDAE can achieve better fitting performance. 
Fault Diagnosis of Gearbox
Data Description
To further validate the proposed deep recognizer model in the fault diagnosis, this study took the dataset obtained from an automobile transmission gearbox as the second case analysis. Figure 9 shows the gearbox being referred to, with one speed backward and five other speeds forward. An accelerometer is installed at the outer box of the gearbox to obtain vibration signals during the forward motion of the third pair of gears. Table 4 details the parameters of the third-speed gears, which was the only one used for the wear process testing. The sampling frequency was 3000 Hz, and the input rotating speed was setup to 1600 rpm. After the gears experienced four running cycles during the running (see Table 5 ), a broken tooth fault occurred at the driving gear in the beginning of the fifth cycle. 
Fault Diagnosis of Gearbox
Data Description
To further validate the proposed deep recognizer model in the fault diagnosis, this study took the dataset obtained from an automobile transmission gearbox as the second case analysis. Figure 9 shows the gearbox being referred to, with one speed backward and five other speeds forward. An accelerometer is installed at the outer box of the gearbox to obtain vibration signals during the forward motion of the third pair of gears. Table 4 details the parameters of the third-speed gears, which was the only one used for the wear process testing. The sampling frequency was 3000 Hz, and the input rotating speed was setup to 1600 rpm. After the gears experienced four running cycles during the running (see Table 5 ), a broken tooth fault occurred at the driving gear in the beginning of the fifth cycle. Table 4 . Specification of the third-speed gears.
Gear
Number of Teeth Rotating Frequency (Hz) Meshing Frequency (Hz) Driving gear 25 20 500 Driven gear 27 18.5 500 Figure 9 . Collection platform of the gearbox vibration signal. Table 5 . Gearbox health status and its running period.
Running Cycle Health Status
Meshing Times (Thousand) 1 Running-in 0-700 2
Normal wear 700-2800 3 Slight wear 2800-5600 4
Medium wear 5600-6300 5
Broken tooth 6300-7000 Table 6 shows that each of the four health statuses has 60 samples selected randomly, in which the half part is used for training and the other half for testing. During the training process of the SDAE model, the slight wear, medium wear, broken tooth, and normal wear labels are set as 1, 2, 3, and 4, respectively. Medium wear 5600-6300 5
Broken tooth 6300-7000 Table 6 shows that each of the four health statuses has 60 samples selected randomly, in which the half part is used for training and the other half for testing. During the training process of the SDAE model, the slight wear, medium wear, broken tooth, and normal wear labels are set as 1, 2, 3, and 4, respectively. 
Results
The gearbox datasets were still processed as the structure of the SDAE fault diagnosis scheme (see Figure 3) . A total of 120 samples are inputted into the system for training the model, with the outputting of four target values. After the optimization of the parameters in the model, another 120 samples are tested for the fault pattern recognition. Figure 10 shows the input signals and their frequency spectra. Each sample contains 1000 data points and the frequency spectra of the sample have 501 Fourier coefficients.
The SDAE architecture is required to be determined again due to the change of objects. The number of data units in a gear sample is 1000 and the spectra length is 501; thus, the size of input is 501. After the grid search runs, the selected architecture remains (500, 500, 500). For this dataset, the parameters and structure are similar with the bearing fault dataset, thereby demonstrating the generalization ability of the proposed method to the different datasets.
The SDAE architecture is required to be determined again due to the change of objects. The number of data units in a gear sample is 1000 and the spectra length is 501; thus, the size of input is 501. After the grid search runs, the selected architecture remains (500, 500, 500). For this dataset, the parameters and structure are similar with the bearing fault dataset, thereby demonstrating the generalization ability of the proposed method to the different datasets. After selecting the appropriate structure, the training samples are inputted to train an SDAE network. The classification result can be viewed in detail after the testing process. Figure 11 shows the testing results of the four gear pattern recognition for dataset II. The training and testing samples are correctly recognized with 100% accuracy (see Figure 11) . However, an evident output value floating exists for the slight wear condition recognition. Table 7 shows the recognition accuracy of each health status of the gearbox dataset for the proposed and DBN methods. The training set is correctly recognized; however, one sample of the testing set is misjudged.
The contribution of the proposed method is the denoising ability to deal with random noises. To further attest to the superiority of the proposed method, signals of the dataset are combined with different levels of artificially random noises in the time domain and converted to frequency signals thereafter. Figure 12 shows the example of the noise mixed signals of bearing fault in different levels, and Figure 13 shows the example of noise mixed signals of gearbox fault. These artificially added noise dataset led to additional experiments being conducted to validate the proposed method and the comparison method DBN and SAE. Table 8 shows the recognition accuracy on different levels of noise interference.
From Table 8 , as the level of noises increases, the superiority of the proposed method becomes evident. Compared with DBN, the proposed method can consistently achieve a high accuracy above 90%, thereby indicating that the proposed method is robust to a range of noise levels. After selecting the appropriate structure, the training samples are inputted to train an SDAE network. The classification result can be viewed in detail after the testing process. Figure 11 shows the testing results of the four gear pattern recognition for dataset II. The training and testing samples are correctly recognized with 100% accuracy (see Figure 11) . However, an evident output value floating exists for the slight wear condition recognition. Table 7 shows the recognition accuracy of each health status of the gearbox dataset for the proposed and DBN methods. The training set is correctly recognized; however, one sample of the testing set is misjudged.
From Table 8 , as the level of noises increases, the superiority of the proposed method becomes evident. Compared with DBN, the proposed method can consistently achieve a high accuracy above 90%, thereby indicating that the proposed method is robust to a range of noise levels. 
Conclusions
In this study, an integrated fault recognizer based on SDAE is presented to denoise and extract features from the raw vibration signals. After the pre-training of each layer with the unsupervised learning method, the BP method is applied to train parameters of the whole model [45] .
The proposed method is validated by two datasets, namely, rolling bearing datasets and gearbox datasets. The results of the experiments demonstrate the superiority of the SDAE model to other fault diagnosis methods, such as DBNs, particularly in the mixed noise situations. The proposed model achieves a high degree of accuracy because of its denoising function and offers an automatic feature extraction procedure that is practical and convenient for the application in rotating machine fault diagnosis.
In general, the proposed method has the following advantages.

The proposed method can adaptively extract useful features from raw signals, which is substantially intelligent and has high recognition accuracy.
The application of the deep fault recognizer to fault diagnosis has high generalization ability because of its unsupervised pre-training. This method also solves the problem where several labeled vibration signals for training are inaccessible.  This method can be used independently because of its denoising layer. The proposed method is also more concise than the other traditional fault diagnosis methods, which combines several denoising and feature extraction methods. In addition, the parameters of the trained SDAE can be reused and can reduce quantity cost for training networks, which constantly consumes time and resources. Author Contributions: Xiaojie Guo conceived and designed the experiments; Xiaojie Guo performed the experiments; Xiaojie Guo analyzed the data; Changqing Shen contributed gearbox measurement setup and data; Liang Chen, Xiaojie Guo, Changqing Shen wrote and revised the paper.
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Conclusions
• The proposed method can adaptively extract useful features from raw signals, which is substantially intelligent and has high recognition accuracy.
•
The application of the deep fault recognizer to fault diagnosis has high generalization ability because of its unsupervised pre-training. This method also solves the problem where several labeled vibration signals for training are inaccessible.
This method can be used independently because of its denoising layer. The proposed method is also more concise than the other traditional fault diagnosis methods, which combines several denoising and feature extraction methods. In addition, the parameters of the trained SDAE can be reused and can reduce quantity cost for training networks, which constantly consumes time and resources.
