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a b s t r a c t
In this paper, we use hat basis functions to solve the system of Fredholm integral equations
(SFIEs) and the system of Volterra integral equations (SVIEs) of the second kind. This
method converts the system of integral equations into a linear or nonlinear system of
algebraic equations. Also, we consider the order of convergence of the method and show
that it is O(h2). Application of the method on some examples show its accuracy and
efficiency.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, many different methods and different basis functions have been used to estimate the solution of the
system of integral equations, such as Adomian decomposition method [1–5], Taylor’s expansion method [6,7], homotopy
perturbation method [8,9], projection method and Nystrom method [10], Spline collocation method [11], Runge–Kutta
method [12], sinc method [13], Tau method [14], block-pulse functions and operational matrices [15,16].





K(x, y) F(y)dy, 0 ≤ x ≤ 1, (1.1)




K(x, y) (F(y))ldy, 0 ≤ x ≤ 1, (1.2)




K(x, y) F(y)dy, 0 ≤ x ≤ 1, (1.3)




K(x, y) (F(y))ldy, 0 ≤ x ≤ 1, (1.4)
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where by modified kernel:
K(x, y) =
K(x, y), 0 ≤ y < x,
0, x ≤ y ≤ 1, (1.5)
are rewritten as SFIEs (1.1) and (1.2), respectively.
Furthermore,
F(x) = [f1(x), f2(x), . . . , fm(x)]T ,
G(x) = [g1(x), g2(x), . . . , gm(x)]T ,
K(x, y) = [kij(x, y)]mi,j=1,
F l(x) = [f l11 (x), f l22 (x), . . . , f lmm (x)]T ,
and
l = [l1, l2, . . . , lm]T ,
where fi(x) and gi(x) are in C2([0, 1]), kij(x, y) belongs to L2([0, 1] × [0, 1]) and ∀i li > 1 is a positive integer. Moreover
K(x, y) and G(x) are known and F(x) is unknown. We assume that Eqs. (1.1) and (1.2) both have unique solutions.
The paper is organized as follows: In Section 2, we describe hat basis functions and their properties. In Section 3, we
propose a new numerical method for solving linear SFIEs (1.1). In Section 4, we study the convergence and error analysis.
Furthermore, we prove that the method has order of convergence O(h2). In Section 5, we propose a new numerical method
for solving Hammerstein SFIEs (1.2). Finally, we apply the proposed method on some examples to show its accuracy and
efficiency.
2. Review of hat functions (HFs)









t − (i− 1)h
h
, (i− 1)h ≤ t < ih,
(i+ 1)h− t
h




 t − (1− h)
h
, 1− h ≤ t ≤ 1,
0, otherwise,
(2.3)
where h = 1n and n is an arbitrary positive integer. Indeed, the unit interval [0,1] is divided into n equidistant subintervals.
According to the definition of HFs:
φi(jh) =

1, i = j,
0, i ≠ j, (2.4)
and




φi(t) = 1. (2.6)
An arbitrary function f ∈ C2([0, 1]) can be expanded in vector form as:
f (t) ≃ F TΦ(t) = ΦT (t) F , (2.7)
where F = [f0, f1, . . . , fn]T ,Φ(t) = [φ0(t), φ1(t), . . . , φn(t)]T and
fi = f (ih), i = 0, 1, . . . , n.
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Now let k(x, y) be an arbitrary function of two variables defined onL2([0, 1] × [0, 1]). It can be expanded by HFs as:
k(x, y) ≃ ΦT (x)Λ Ψ (y), (2.8)
where Φ(x) and Ψ (y) are (n1 + 1) and (n2 + 1) dimensional HFs vectors, respectively, andΛ is the ((n1 + 1)× (n2 + 1))
HFs coefficients matrix with entries aij, i = 0, 1, . . . , n1, j = 0, 1, . . . , n2 as follows:
aij = k(ih, jh).


















Φ(t)ΦT (t) dt = P, (2.10)
















3. A method to solve SLFIEs




(ki1(x, y) f1(y)+ ki2(x, y)f2(y)+ · · · + kim(x, y)fm(y))dy. (3.1)
We approximate functions fi, gi, and ki,j with respect to HFs as follows:fi(x) ≃ Φ
T (x) Fi = F Ti Φ(x),
gi(x) ≃ ΦT (x) Gi,
kij(x, y) ≃ ΦT (x)ΛijΦ(y),
(3.2)
where vectors Fi and Gi and matricesΛij are HFs coefficients of fi, gi, and kij, respectively.
Substituting (3.2) into (3.1), we will have:















Substituting (2.10) into (3.3) and replacing≃with= and eliminatingΦT (x), we will have:
Fi = Gi +Λi1 P F1 +Λi2 P F2 + · · · +Λim P Fm, i = 1, . . . ,m. (3.4)
The system of linear equations (3.4), can be expressed in a matrix form:
(I − Λ)F =G, (3.5)
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where I is (m(n+ 1)×m(n+ 1)) identity matrix and
Λ =

Λ11P Λ12P · · · Λ1mP









Λm1P · · · · · · ΛmmP
 , (3.6)
F = [F1, F2, . . . , Fm]T , G = [G1,G2, . . . , Gm]T , (3.7)
whereF andG arem(n+ 1) dimensional vectors, and
∀ iFi = [fi0 , fi1 , . . . , fin ]T , Gi = [gi0 , gi1 , . . . , gin ]T .
By solving the system of Eq. (3.5) we obtainm(n+ 1) unknowns and then
fi(x) ≃ F Ti Φ(x), i = 1, . . . ,m. (3.8)
4. Convergence and error analysis
At this stage, four questions are raised:
1. Whether the system (3.5) has solution?
2. If so, whether it is unique?
3. Whether the approximate solutions (3.8) converges to fi, i = 1, . . . ,m (exact solutions)?
4. What is the order of convergence of the method?
In this section, we answer to these questions.






We define the integral operatorK : X −→ X as follows:





(ki1(x, y)f1(y)+ ki2(x, y)f2(y)+ · · · + kim(x, y)fm(y))dy, i = 1, . . . ,m, (4.3)















Therefore, we can write the system of integral equations (1.1) in the operator form:
(I −K)F = G. (4.6)
Now, let interval [0,1], by choosing integer n > 0, h = 1n , ti = ih, i = 0, 1, . . . , n, be divided into n equal subintervals.
We choose the subspace Xn ⊂ C2([0, 1]), the set of all functions that are piecewise linear on [0,1], with breakpoints
{t0, t1, . . . , tn} and dimension (n + 1). Indeed, all hat basis functions explained in Section 2 belong to Xn. Let Xn =
m times  
Xn × Xn × · · · × Xn = Xn m ⊂ X. We introduce a continuous linear projection operator Pn : X −→ Xn such that:





fijφj(x), i = 1, . . . ,m. (4.8)
We have [17]
∀ F ∈ Xn, PnF = F . (4.9)
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Now, we approximate the solution of (4.6) by attempting to solve the problem:
Pn(I −K)Fn = PnG, Fn ∈ Xn, (4.10)
or
(I − PnK)Fn = PnG. (4.11)
For the error analysis, we compare (4.11) with (4.6). Now, we answer to the above questions by the following lemmas and
theorems.
Lemma 1. Let X and Y be Banach spaces, and let Pn : X −→ Y, n ≥ 1, be a sequence of bounded linear operators. Assume
{PnF} converges for all F ∈ X. Then the convergence is uniform on compact subsets of X.
Proof. See [17].
Lemma 2. Let X be a Banach space, and let {Pn} be a family of bounded projections onX with
lim
n→∞PnF = F , F ∈ X. (4.12)
Let K : X −→ X be compact. Then
lim
n→∞ ‖K − PnK‖ = 0. (4.13)
Proof. See [17].
Theorem 1. AssumeK : X −→ X is bounded, withX a Banach space, and assume (I −K) : X −→ X is one-to-one and
onto. Further assume
lim
n→∞ ‖K − PnK‖ = 0. (4.14)




‖(I − PnK)−1‖ <∞. (4.15)
For the solutions of (4.6) and (4.11)
F − Fn = (I − PnK)−1(F − PnF), (4.16)
1
‖(I − PnK)‖‖F − PnF‖ ≤ ‖F − Fn‖ ≤ ‖(I − PnK)
−1‖ ‖F − PnF‖. (4.17)
Proof. See [17].
This theorem shows that {Fn} converges to F if and only if {PnF} converges to F . Moreover, if convergence does occur, then
‖F − PnF‖ and ‖F − Fn‖ tend to zero with exactly the same speed.
Now, we will show that if
lim
n→∞ ‖K − PnK‖ = 0,
then the order of convergence of {Fn} to F is O(h2).










Proof. Use linear interpolation function in interval [ti, ti+1], we will have:
Png(t) = t − tih gi+1 −
t − ti+1
h
gi, ti ≤ t ≤ ti+1,
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and its error:
g(t)− Png(t) = 12 (t − ti)(t − ti+1)g
′′(ηi), ti < ηi < ti+1.
Now, (t − ti)(t − ti+1) attains its maximum at point ti + h2 , hence





|g(t)− Png(t)| ≤ h
2
8
| g ′′(η)|, 0 < η < 1.
This proves the lemma. 
Lemma 4. Let X = (C2[0, 1])m, G ∈ X and Pn : X −→ Xn be defined by (4.7). Then



























ti ≤ t ≤ ti+1,
and its error:




2 (η2i), . . . , g
′′
m(ηmi)]T , ti < η1i, η2i, . . . , ηmi < ti+1.
Therefore




Lemma 5. Suppose that for sufficiently large n
‖(I − PnK)−1‖ ‖PnK −K‖ < 1.
Then
‖(I −K)−1‖ ≤ ‖(I − PnK)
−1‖
1− ‖(I − PnK)−1‖ ‖PnK −K‖ . (4.18)
Proof. We have
I −K = (I − PnK)+ (PnK −K)
= (I − PnK)[I + (I − PnK)−1(PnK −K)], (4.19)
and with the given condition, the operator in braces has inverse, by the geometric series theorem. Thus
(I −K)−1 = [I + (I − PnK)−1(PnK −K)]−1(I − PnK)−1, (4.20)
and by taking norms, we have
‖(I −K)−1‖ ≤ ‖(I − PnK)−1‖ ‖[I + (I − PnK)−1(PnK −K)]−1‖. (4.21)
The second normon the right-hand side of (4.21) is bounded by the geometric series theorem. This proves the lemma. 
Lemma 6. If limn→∞ ‖K − PnK‖ = 0 then
lim
n→∞ ‖(I − PnK)
−1‖ = ‖(I −K)−1‖,
and
‖(I − PnK)−1‖ = ‖(I −K)−1‖ + O(1),
that is, the order of convergence of ‖(I − PnK)−1‖ is one.
E. Babolian, M. Mordad / Computers and Mathematics with Applications 62 (2011) 187–198 193
Proof. First, we interchange the roles of PnK andK in (4.18), we will have:
‖(I − PnK)−1‖ ≤ ‖(I −K)
−1‖
1− ‖(I −K)−1‖ ‖K − PnK‖ ,
or
‖(I − PnK)−1‖ ≤ ‖(I −K)−1‖(1+ ‖(I − PnK)−1‖ ‖K − PnK‖).
Now, provided that ‖K − PnK‖ be sufficiently small, we have
‖(I − PnK)−1‖ ≤ 2 ‖(I −K)−1‖. (4.22)
On the other hand, we have
(I −K) = (I − PnK)[I + (I − PnK)−1(PnK −K)],
or
(I − PnK)−1 = (I −K)−1 + (I − PnK)−1(PnK −K)(I −K)−1. (4.23)
From relations (4.22) and (4.23), we will have:
‖(I −K)−1‖ − 2 (‖(I −K)−1‖)2 ‖PnK −K‖ ≤ ‖(I − PnK)−1‖
≤ ‖(I −K)−1‖ + 2 (‖(I −K)−1‖)2 ‖PnK −K‖,
or
| ‖(I − PnK)−1‖ − ‖(I −K)−1‖ | ≤ 2 (‖(I −K)−1‖)2 ‖PnK −K‖. (4.24)
Thus
lim
n→∞ ‖(I − PnK)
−1‖ = ‖(I −K)−1‖,
and relation (4.24) shows that the order of convergence of ‖(I − PnK)−1‖ is one. 
Theorem 2. Suppose that
‖(I − PnK)−1‖ ‖PnK −K‖ < 1.
Then
‖F − Fn‖ ≤
 ‖(I − PnK)−1‖
1− ‖(I − PnK)−1‖ ‖PnK −K‖

(‖G− PnG‖ + ‖K − PnK‖‖Fn‖).
Proof. Let F and Fn be solutions to the equations (4.25) and (4.26), respectively.
F = G+KF , (4.25)
Fn = PnG+ PnKFn. (4.26)
If we subtract the equations (4.25) and (4.26), we will have:
F − Fn = (G− PnG)+ (KF − PnKFn),
or
(I −K)(F − Fn) = (G− PnG)+ (K − PnK)Fn.
Now by taking norms, we obtain:
‖F − Fn‖ ≤ ‖(I −K)−1‖(‖G− PnG‖ + ‖K − PnK‖ ‖Fn‖),
and theorem is proved by Lemma 5. 
Now if
lim
n→∞ ‖K − PnK‖ = 0,
then by virtue of Lemmas 4 and 6 and Theorem 2, we will conclude that the order of convergence of {Fn} to F is O(h2).
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5. A method to solve HSFIEs




























fijφj(y), i = 1, 2, (5.2)
we will have:










































n(y), i = 1, 2. (5.3)
Now, we approximate functions fi, gi, and kij (i, j = 1, 2)with respect to HFs as follows:
fi(x) ≃ ΦT (x) Fi = F Ti Φ(x),
gi(x) ≃ ΦT (x) Gi,
kij(x, y) ≃ ΦT (x) KijΦ(y),
(5.4)
where vectors Fi and Gi and matrices Kij are HFs coefficients of functions fi, gi, and kij, respectively.
Substituting (5.4) into (5.1), we will have:
ΦT (x) F1 ≃ ΦT (x) G1 + ΦT (x) K11
∫ 1
0
Φ(y) f l11 (y)dy + ΦT (x) K12
∫ 1
0
Φ(y) f l22 (y)dy,
ΦT (x) F2 ≃ ΦT (x) G2 + ΦT (x) K21
∫ 1
0
Φ(y) f l11 (y)dy+ ΦT (x) K22
∫ 1
0
Φ(y) f l22 (y)dy.
(5.5)
Using (2.5) and (5.3) follows:























































































Using Beta and Gamma functions, we obtain:
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Table 1
Numerical results for Example 1.
x Exact solution Approximate solution f1 Exact solution Approximate solution f2
f1 n = 32 f2 n = 32
0 1 0.998849 1 1.00067
0.1 1.10517 1.10402 0.904837 0.905568
0.2 1.22140 1.22021 0.818731 0.819474
0.3 1.34986 1.34857 0.740818 0.741531
0.4 1.49182 1.49038 0.670320 0.670969
0.5 1.64872 1.64703 0.606531 0.607086
0.6 1.82212 1.82041 0.548812 0.549355
0.7 2.01375 2.01198 0.496585 0.497077
0.8 2.22554 2.22361 0.449329 0.449731
0.9 2.45960 2.45741 0.406570 0.406848
1 2.71828 2.71567 0.367879 0.368002
∫ 1
0
Φ(y)f lii (y)dy ≃
h




(li − j+ 1) f li−ji0 f ji1
li−
j=0
(j+ 1) f li−ji0 f ji1 +
li−
j=0





(j+ 1) f li−jin−2 f jin−1 +
li−
j=0
(li − j+ 1) f li−jin−1 f jin
li−
j=0
(j+ 1) f li−jin−1 f jin

= Vi. (5.7)
Substituting (5.7) into (5.5), replacing≃with= and eliminatingΦT (x), we will obtain:
F1 = G1 + K11V1 + K12V2,
F2 = G2 + K21V1 + K22V2. (5.8)
The system of Eqs. (5.8) is a (2(n + 1) × 2(n + 1)) nonlinear system of algebraic equations that we solve by Newton
iteration method or fixed point iteration method.
6. Numerical examples
In this section, we present some examples and their numerical results.
Example 1. Consider the following SLFIEs [13,15]:


















with the exact solutions f1(x) = ex and f2(x) = e−x. Indeed, in this example, we have:
g1(x) = 2 ex + e
x+1 − 1
x+ 1 , g2(x) = e
x + e−x + e
x+1 − 1
x+ 1 ,
k11(x, y) = −ex−y, k12(x, y) = −e(x+2) y, k21(x, y) = −ex y and k22(x, y) = −ex+y.
The numerical results are shown in Table 1.
Example 2. Consider the following SLVIEs [7]:
f1(x) = −13 (x
3 + x4)+ x2 + 1+
∫ x
0
(x− y)3 f1(y) dy+
∫ x
0
(x− y)2 f2(y) dy,
f2(x) = − 1420 x
7 − 1
4
(x4 + x5)− x3 + x+ 1+
∫ x
0
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Table 2
Numerical results for Example 2.
x Exact solution Approximate solution f1 Exact solution Approximate solution f2
f1 n = 32 f2 n = 32
0 1 1 1 1
0.1 1.01 1.01018 1.099 1.09895
0.2 1.04 1.04028 1.192 1.19187
0.3 1.09 1.09031 1.273 1.27282
0.4 1.16 1.16027 1.336 1.33588
0.5 1.25 1.25016 1.375 1.37511
0.6 1.36 1.36037 1.384 1.38389
0.7 1.49 1.49051 1.357 1.35677
0.8 1.64 1.64058 1.288 1.28781
0.9 1.81 1.81059 1.171 1.17109
1 2 2.00052 1 1.00068
Table 3
Numerical results for Example 3.
x Exact solution Approximate solution f1 Exact solution Approximate solution f2
f1 n = 20 f2 n = 20
0 1 1.00002 0 −0.000509
0.1 0.904837 0.904859 0.1 0.099459
0.2 0.818731 0.818755 0.2 0.199430
0.3 0.740818 0.740845 0.3 0.299409
0.4 0.670320 0.670349 0.4 0.399392
0.5 0.606531 0.606563 0.5 0.499382
0.6 0.548812 0.548848 0.6 0.599379
0.7 0.496585 0.496625 0.7 0.699383
0.8 0.449329 0.449373 0.8 0.799393
0.9 0.406570 0.406620 0.9 0.899409
1 0.367879 0.367933 1 0.999432
with the exact solutions f1(x) = x2 + 1 and f2(x) = x− x3 + 1. We have:
g1(x) = −13 (x
3 + x4)+ x2 + 1, g2(x) = − 1420 x
7 − 1
4
(x4 + x5)− x3 + x+ 1,
k11(x, y) = (x− y)3, k12(x, y) = (x− y)2, k21(x, y) = (x− y)4 and k22(x, y) = (x− y)3.
This example was used in [7] and solved by Taylor’s expansion method.
The numerical results are shown in Table 2.




















x sin(y)f 31 (y)dy+
∫ 1
0
cos(x− y) f 22 (y) dy,
with the exact solutions f1(x) = e−x and f2(x) = x. In this example, we have:









x sin(1)e−3 − sin(x− 1)− 2 cos(x− 1)+ x,
k11(x, y) = ex+y, k12(x, y) = yex, k21(x, y) = x sin(y), k22(x, y) = cos(x− y),
l1 = 3 and l2 = 2.
The numerical results are shown in Table 3.
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Table 4
Numerical results for Example 4.
x Exact solution Approximate solution f1 Exact solution Approximate solution f2
f1 n = 32 f2 n = 32
0 1 1 0 0
0.1 0.904837 0.904910 0.1 0.100000
0.2 0.818731 0.818835 0.2 0.200002
0.3 0.740818 0.740924 0.3 0.300007
0.4 0.670320 0.670406 0.4 0.400017
0.5 0.606531 0.606580 0.5 0.500033
0.6 0.548812 0.548925 0.6 0.600056
0.7 0.496585 0.496739 0.7 0.700088
0.8 0.449329 0.449509 0.8 0.800130
0.9 0.406570 0.406768 0.9 0.900184
1 0.367879 0.368092 1 1.00025
Example 4. Consider the following HSVIE:














(x− y)3 f 31 (y) dy+
∫ x
0
(x− y)2 f 22 (y) dy,
















(x− y)4 f 31 (y) dy+
∫ x
0
(x− y)3 f 22 (y) dy,
with the exact solutions f1(x) = e−x and f2(x) = x. Indeed, in this example we have: g1(x) = e−x − 13 x3 + 13 x2 − 29 x −
2
27 e
−3x− 130 x5+ 227 , g2(x) = x− 13 x4+ 49 x3− 49 x2+ 827 x+ 881 e−3x− 160 x6− 881 , k11(x, y) = (x− y)3, k12(x, y) = (x− y)2,
k21(x, y) = (x− y)4, k22(x, y) = (x− y)3, l1 = 3 and l2 = 2.
The numerical results are shown in Table 4.
Example 5. Consider the following SLVIEs of kind first:
∫ x
0
cos(x− y) f1(y) dy+
∫ x
0
sin(x− y) f2(y) dy = −3 sin(x)+ 3 x,∫ x
0
(x− y) f1(y) dy+
∫ x
0
ex−y f2(y) dy = ex + 112 x
4 − x− 1.
with the exact solutions f1(x) = x2 and f2(x) = x. By differentiation of the two sides of equations with respect to x, we will
have: 
f1(x) = −3 cos(x)+ 3+
∫ x
0
sin(x− y) f1(y) dy−
∫ x
0
cos(x− y) f2(y) dy,








In this example, we have:
g1(x) = −3 cos(x)+ 3, g2(x) = ex + 13 x
3 − 1,
k11(x, y) = sin(x− y), k12(x, y) = − cos(x− y), k21(x, y) = −1 and k22(x, y) = − ex−y.
The numerical results are shown in Table 5.
7. Conclusion
The proposedmethod for solving SFIEs was based on HFs. Thismethod converts an SFIEs into a linear or nonlinear system
of algebraic equations. The most important advantage of this method, in comparison with other methods, is simplicity for
performing and understanding of the method. Furthermore, it is proved that the order of convergence of the method is
O(h2). The O(h2) behaviour of the error is apparent in Table 6 for Examples 1 and 2.
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Table 5
Numerical results for Example 5.
x Exact solution Approximate solution f1 Exact solution Approximate solution f2
f1 n = 64 f2 n = 64
0 0 0 0 0
0.1 0.01 0.010770 0.1 0.100746
0.2 0.04 0.041434 0.2 0.201533
0.3 0.09 0.092054 0.3 0.302313
0.4 0.16 0.162641 0.4 0.403085
0.5 0.25 0.253103 0.5 0.503844
0.6 0.36 0.363647 0.6 0.604583
0.7 0.49 0.494089 0.7 0.705296
0.8 0.64 0.644535 0.8 0.805970
0.9 0.81 0.814998 0.9 0.906599
1 1 1.00539 1 1.00717
Table 6
Maximum absolute error for Examples 1 and 2.
n 10 20 40 80 160 320
Maximum error
for Example 1
f1 2.7e−02 6.7e−03 1.7e−03 4.2e−04 1.0e−04 2.6e−05
f2 6.9e−03 1.7e−03 4.3e−04 1.1e−04 2.7e−05 6.7e−06
Maximum error
for Example 2
f1 5.3e−03 1.3e−03 3.3e−04 8.3e−05 2.1e−05 5.2e−06
f2 7.0e−03 1.8e−03 4.4e−04 1.1e−04 2.7e−05 6.8e−06
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