A computational fluid dynamic model with full coupling between gaseous and liquid phases is developed to predict buring rates of liquid pool fires in ventilated full-scale tunnel. Rates of fuel release are calculated using predictions of flame feedback to the surface of the pool. A pool fire in tunnel is modelled as an unsteady process, from the time of ignition until convergence to a quasi-steady burning rate. This feedback supports sustained flame above the pool surface and controls the burning rate of the fuel. The numerical model solves three dimensional, time-dependent Navier-Stokes equations, coupled with submodels for soot formation and thermal radiation transfer. Turbulent combustion process is modelled by an Eddy Dissipation Concept (EDC) by using two chemical reaction steps to CO prediction. The numerical model is shown to possess the ability to predict the effect of ventilation on burning rate and the initial growth period in a fullscale tunnel fire. The current study indicates that CO generation is relatively independent of position in the overfire region, and correlated solely as a function of mixture fraction. While no correlation of soot concentrations in terms of the mixture fraction is found. Abundant CO and soot are formed around the fire base, which is later deflected near the tunnel ceiling, and the backflow brings about the toxic products with a noticeable smoke stratification as the airflow velocity is below a critical value.
INTRODUCTION
The present study is motivated by the interest in fire safety science of tunnels following the increasing number of catastrophic tunnel fires and the increasing number of tunnels built. In under-ventilated tunnel fires, existence of reverse stratified layer of hot combustion products against a cross-stream has an important bearing on fire fighting and evacuation. The critical velocity, required to suppress the backlayering flow upstream of the fire section in the tunnel, is the most well investigated fire phenomenon [1] [2] . The work of Vauquelin [3] shows that for large values of Heat Release Rate (HRR), the dimensionless critical velocity becomes independent of the HRR. Effort has been also put into analyzing flame length, due to flame impingement in tunnel, which is the primary mode of fire spread from one object to another through radiant feedback from the hot gases. Rew and Deaves [4] presented an empirical expression for the effects of wind velocity and heat release rate on the flame length, but the tunnel width or height was not included. Through an analysis of fire spread during large-scale fire tests, Lönnermark and Ingason [5] show that the longitudinal ventilation shortens the flame length as the velocity increases. An increasing number of numerical study for full-scale tunnel fires is also found. Fletcher et al. [6] carried out a three dimensional simulations of a full-scale mock-up of a mine roadway. Woodburn and Britter [7] indicated that the whole tunnel fire would have to be simulated. Hwang and Edwards [8] concluded that the levelling-off of the critical ventilation velocity as the fire heat generation increases is solely due to the temperature maximum above the fire source.
A high number of fatalities in tunnel is due to the toxicity of smoke particulates and gases from the fire. Carbon monoxide, a smoke component which is the yields of incomplete combustion, augments the overall toxicity of these products to a great extent [9] . The problem of carbon monoxide production in enclosure fires has been largely studied, and important outcomes are described by Gottuk [10] . No correlations and model were proposed. The correlation between the emissions of carbon monoxide and soot is important because they both are major contributors to hazards [11] . It also underlies Orloff success [12] in correlating concentration of CO in terms of the local average mixture fraction. Most of the previously developed soot [13] and CO models are impractical for use in a full-scale tunnel fire due to their complexity, computational cost, or large number of fuel-specific parameters that are not easily obtained. A fire model's treatment of soot formation has a profound influence on reliably predictions of mass burning of condensed fuels, flame spread and fire growth through thermal radiation. There is currently no entirely tractable solution for engineering calculations.
In the work of Floyd [14] , the yields of CO and soot should be specified for the combustion model. The simplified combustion and soot models often have problems with simulating under-ventilated large-scale tunnel fire in a good way. With this motivation, a two-step combustion model and smoke-point model are embedded within a FDS5 code [14] and used for a comparison of predicted and measured temperatures, soot volume fraction and chemical species. The model will also work in the similar FDS6 code. The authors used the current (EDC) combustion model to simulate the tunnel fires and compare their results with the mixture fraction model [14] and experiments [15] . By using EDC, the abundant CO formed around the fire base is deflected near the ceiling, and the backlayering flow brings about the more toxic products with presence of a noticeable smoke stratification. However, by using mixture fraction model with a specified CO yield, CO production enters rapidly the decay phase away from the fire source. This is the subject of the paper where a soot model based on the smoke point [16] is introduced and used to calculate soot formation in non-premixed turbulent flames of several fuels. We have attempted to develop a model for soot formation and CO that considers only the phenomena essential for obtaining sufficiently accurate predictions of soot and CO concentrations.
THEORETICAL ANALYSIS
This section outlines the physico-mathematical representation of the reacting flow phenomena of interest here. The basis of the analysis is the conservation equations of mass, momentum, energy and species, a set of three-dimensional, time-dependent Navier-Stokes equations. The finite-difference technique is used to discretize the partial differential equations [14] , which are solved through an elliptic solver. The gas temperature on filtering scale is used in the Arrhenius rate laws for soot formation and CO to CO 2 conversion.
Subgrid Kenetic Energy
In Large Eddy Simulation (LES), the Sub-grid scale (SGS) kinetic energy represents the unresolved turbulent energy and needs to be modelled. The subgrid kinetic energy, k, is solved by a transport equation, and its basic form was inspired by the work of Menon [17] .
Here  is the density and  t the eddy viscosity from the analysis of Smagorinsky [14] on the resolved field. The terms on the right side of equation represent, respectively, the transport, the production and the dissipation of subgrid kinetic energy. The production terms is determined from the shear stresses, SGS , ij  , which are evaluated from the resolved dynamic field. No transport equation of dissipation rate is solved, and its value is determined from a characteristic grid size,  , and the SGS kinetic energy as below :
Combustion Via Two Chemical Reaction Steps
The combustion processes are governed by the convection-diffusion equations for the mass fraction, Y i , of the six major chemical species, such as C m H n , O 2 , CO, CO 2 , H 2 O and N 2 . The mixing-controlled combustion via two chemical reaction steps for CO formation, is assumed.
The combustion rate is assumed to be controlled by the eddy mixing rate with which the local reaction rates of fuel and CO, are calculated from an EDC.
where i , g  denotes the stoichiometric coefficient, and Y i the fuel/CO mass fractions. Regarding the chemical reaction time, one need only consider the first step (3) of as being instantaneous. The second step (4) is much slower than the first step, and the oxidation rate of CO is also determined from an Arrhenius expression [18] ,
This over-all rate expression (6) for carbon monoxide-oxygen reaction is established from a turbulent flow reactor in the presence of water. The local reaction rate of CO is crudely accounted for with the slower rate of the mixing rate (Eq.5) and the Arrhenius rate (Eq.6). The heat release rate is determined from the consumption rate of the two combustibles of CO and C m H n . This combustion model in non-premixed flames is made tractable by their inherent simplicity.
The postulated model deviates from the resolved view of reaction because processes of turbulent energy cascade are not explicitly considered. In most fires, the primary momentum transport of turbulent diffusion flame is sustained by large-scale energy-containing eddies [19] which are related to a typical geometry characteristic of a pool fire. Simplicity is achieved by the recognition that reaction in pool-like fire is controlled by the diffusion of oxygen into the reactive zone in a resolved scale rather than being limited by Kolmogorov time scale. The key timescales,  mix , is supposed to relate approximately to the dissipation rate.
The heat generation resulting from the dissipation of turbulence energy is assumed to mainly occur on the SGS where production and dissipation balance. In the present study, we apply the dynamic modelling method to obtain appropriate value of the coefficient C EDC .
where  is the fraction of the fluid contained within the fine structures [20] .
Here  is a factor between zero and one to express the fraction of the fine structures which can react as a function of the mixture fraction, Z.
where Z st is the stoichiometric mixture fraction. The dynamic modelling method in terms of k,  and the kinematic viscosity  , allows to take into account the mass transfer rate between the fine structures and the bulk of the fluid.
Radiative Heat Transfer
For a heavily sooting flame such as fire, radiation is a crucial aspect of combustion, and can dominate other modes of heat transfer. A radiative transfer equation (RTE) is solved by using a discrete expression adapted to a finite volume method [14] .
As the radiation spectrum of soot is continuous, it is assumed that the mixture of soot and gas behaves as a gray medium with a mean absorption coefficient,  , used in RTE. For simplicity, six bands are selected to
give an accurate representation of the most important radiation bands of CO 2 and H 2 O. For the calculation of the gray or band-mean gas absorption coefficient, g  , a narrow-band model (RadCal) has been implemented in FDS5 [14] . The coupling of combustion and soot can not be accounted for. The effect of soot concentration on radiation is included by adding the radiation coefficient of soot, s  , into that of gas.
where soot absorption coefficient is calculated as a function of the temperature, T, and soot volume fraction, f v [16] :
Soot Formation and Its Oxidation
A global soot formation model is incorporated into a turbulent flow calculation in a convection-diffusion equation for the soot mass fraction,
The soot production rate is written as :
Two mixture fraction limits delimit the soot formation and oxidation regions. The incipient mixture fraction is Z c =0.15, and the mixture fraction threshold where soot oxidation starts is Z so =0.1. A fuel's smoke point is the maximum height of its laminar flame burning in air at which soot is not release from the flame tip. Based on a LSP (Laminar Smoke Point) concept [16] , soot formation is assumed to be controlled by second-order homogeneous gaseous reaction processes, and thus, is expressed as a function of the mixture fraction, Z, and gas temperature, T : . The parameter defining the fuel's sooty propensity is the pre-exponential factor, A f , which is in reversely proportional to its LSP height. It is not necessary to establish fuel-specific model constants because the smoke point height has been measured for many fuels [16] .
The soot oxidation in Eq. (15) is assumed to proceed through a single reaction step,
By assuming that the mixing time in sub-grid scale is the limiting mechanism, the specific rate of soot oxidation in turbulent flames is expressed by an EDC approach.
where s  denotes the stoichiometric coefficient for burning 1 kg soot. This model contains no mechanism to suppress homogeneous soot formation by OH and O.
Phase Coupling Conditions
The condensed fuel is assumed to be thermally-thick, a one-dimensional heat conduction equation for the material temperature is solved. The surface temperature, T s , is affected by gains and losses with the heat balance across the interface :
Here, k l is the liquid thermal conductivity and L v the fuel latent heat. Flame radiation flux, q " rad  , is computed from a discrete representation of the radiative intensity equation (11) . The viscous sublayer are critically dependent on the near-wall model due to important viscous effects. An extremely small grid size (mm) is required to fully resolve the turbulent cascade in boundary layer for the high Reynolds number flow, making practical fire simulations difficult. In the present work, the computational nodes immediately adjacent to a wall are located in the fully turbulent region and this simplicity allows faster computations and by this a higher spatial discretization and an increase of the resolved part of the fire oscillation. Predictions of the most dominant radiative heat transfer are generally less sensitive to the near-wall turbulence model. A wall-damping is treated by using a wall function for convective heat feedback due to the coarse meshes used here. The Couette flow is assumed to prevail near the wall surface, and the convective heat feedback is calculated from a wall function [21] far away from the wall for viscous effects to be negligible, that is,
Here  C and E (=9) are the constants in logarithmic law of the wall,  (=0.41) is the von Karman constant and P an empirical function [21] determined from the ratio between the laminar Prandtl number (Pr=0.7) and turbulent one (Pr t =0.5). Based on a quasi-steady assumption, the liquid pool vaporization rate, m " s  , can be derived from the combination of the species and energy equations [22] , and expressed as follows :
where  is the thermal diffusivity and Re the Reynolds number. The local length scale, l, is attached to the mesh size of the computational nodes immediately adjacent to a liquid surface. Without combustion, the mass transfer number, B, is defined from the mass fraction of liquid equilibrium vapour, Y F,s , which is obtained from Clausius-Clapeyron equation [22] .
Once ignition occurs due to the mixing between the fuel vapour and air, the mass transfer number, B, is defined from the heat of combustion, H c . 


RESULTS AND DISCUSSION
This 3D tunnel geometry and the coordinate system for numerical simulation are shown in Figure 1 . The tunnel was modelled as a rectangular prism with length L=90 m, width W=5.4 m and height H=2.4 m, with the fire source located 40 m from the entry. In this study, the maximum HRR is approximately 2 MW, and the characteristic length of the fire plume [14] is in an order of 1.5 m. An adequate resolution of the fire plume in large-scale can be achieved with a spatial resolution of about 0.15 m. Grid refinement studies were performed with the extra grid points being added in regions of high velocity or temperature gradients. In the first case, the calculations were performed using a computational mesh with 190 cells along the tunnel (x), 50 cells across (y) and 34 cells in the vertical direction (z). In the second case, the calculations were performed using a computational mesh with 230 cells along the tunnel length (x), 66 cells across (y) and 50 cells in the vertical direction (z). Along the tunnel length, x, start at 0.1 m in the combustion zone, and stretch to about 1 m at the free boundary. In the transversal direction, y, cell sizes are about 0.05 m around the burning zone and stretch to about 0.15 m near the tunnel wall. A uniform grid is used with cell size of about 0.05 m in the z direction. As an illustration, Figures 2 and 3 shows a comparison of the predicted temperature and velocity obtained from the two grid systems at the three locations (upstream, at the fire source and downstream) for U 0 =0.85 m/s. It is found that the changes in the calculated plots of the temperature and velocity were relatively small, except at the fire source base, between the two grid systems. A further reduction in the grid size results in a significant reduction in the time step ( t  <0.001 s) for satisfying the CFL stability condition. Moreover, in a LES calculation, commutation of the filtering operation with temporal and spatial differentiation is only strictly valid for uniform grid system. However, a uniform grid system severely restricts its range of applicability to a small-scale fire in 3D simulation. With the use of an extremely fine grid size from a highly compressed grid system, build-up of numerical error could produce spurious results over the course of a LES calculation. Up to now, investigations of the largescale fire are limited to computations on relatively coarse meshes everywhere. It can be concluded that the grid system, 250(x) x 34(y) x 48(z), offered the best tradeoff between accuracy and cost for the present purpose. The SGS energy is normally much less than the total kinetic energy and varies with the grid resolution. In the work of Chen et al. [23] , a stepwise turbulent energy cascade is supposed to take place from mean flow down to Kolmogorov scale, which is applicable only to small-scale fire. In the current model, the turbulent mixing rate is calculated by directly replacing the total kinetic energy with the subgrid scale properties. This minimizes computational expense because it avoids calculating the turbulent energy cascade up to Kolmogorov scale. The profiles of the mean temperature and the axial velocity versus radial position obtained from the cascade concept of Chen [23] and the current EDC are compared with the experimental data in Figs.4 and 5 . The comparison of model predictions with experimental data allows to conclude that in most fires, the primary momentum transport of turbulent diffusion flame is sustained by large-scale energycontaining eddies [19] .
There are still very few experimental data available about CO and soot concentrations from a full-scale tunnel fire, due to the high cost and instrumentation difficulty. Molecular species concentrations from a propane pool fire of 0.75 m in diameter with 178 kW has been measured by Orloff [12] . A numerical simulation in such conditions was performed with an uniform grid system (2 cm) containing 70(x) x 70(y) x 100(z) cells. Evident in Fig.6 is the good agreement between the predicted and measured CO 2 species concentration in radial traverse. We have plotted CO predicted in a traverse versus radial position at z=0.12 m and at the centreline against the average mixture fraction, Z. It can be seen from data shown in Fig.7 that the peak magnitude of the CO is predicted relatively well, and the predicted profiles exhibit a high degree of similarity that is observed experimentally. The soot volume fraction versus radial position at z= 0.12 m above a propylene pool fire [12] is shown in Fig.8 . The radial locations of the soot volume fraction line up well with those measured experimentally. We have plotted also the soot volume fraction against the mixture fraction at the centreline in Fig.9 . It is found that the agreement between the computation and experiment is better in the flame close to the fuel-rich condition (Z>0.1) at a high temperature region where soot formation is likely subject to precursors. Past the flame tip (Z<0.06), the computed soot is particularly low than the experimental one. The measurements show that fuel-lean conditions generally exhibit low concentration of soot (cf. Fig.8 ) in the radial direction, which differ from the observations of soot emission at the centreline (cf. Fig.9 ). This is expected because, at the flame tip, soot surface growth continues after its oxidation has ceased, causing the higher soot volume fraction to be sustained for a small mixture fraction. Both the experiment and prediction show no correlation of soot concentration in terms of the mixture fraction, which suggests that soot formation in turbulent pool fires is fundamentally controlled by transient chemical kinetic processes. Buoyant turbulent diffusion flames, such as tunnel fires, generally have modest stretch rates so that local concentration of CO in the fire is correlated solely as a function of mixture fraction. For a given fuel, CO generation is relatively independent of position in the overfire region, of pool diameter and of theoretical HRR. The chemical composition depends mainly on the type of the fuel. This fire model's treatment is sufficiently accurate for predictions of soot and CO concentrations from a tunnel fire. conditions. There are still very few experimental data available concerning the temporal evolution of the mass loss rate of liquid fuel for a full-scale tunnel fire considered here. During the fire growth period, the mass loss rate, m " s  , increases with time, and its magnitude is noticeably higher under practically quiescent conditions (U 0 =0.5 m/s). By taking into account the heat loss within the liquid, the transition time required for achieving a steady-state burning rate is about 100 s comparable to the time in the test. The predicted trend of increase in the burning rate from 0.065 to 0.07 kg/m 2 s in the quasi-steady period with a reduction in the ventilation rate from 0.85 to 0.5 m/s is in agreement with the measured one during the course of the experiment [6] . The worst discrepancy is found to occur for the high ventilation velocity of 2 m/s, and the burning rate is consistently under-predicted by about 10%. In the presence of a strong crossflow, the shear stress at the gas-liquid interface may be large enough to induce internal liquid-phase circulation which enhances the liquid burning rate. These coupling modes can not be accounted for in the present numerical simulation. Temporal data are important in the presentation of the heat flux information, because changes in the burning rate can be correlated with events in the heat flux. In the presence of a crossflow, the burning rates were found to be nonuniform across the pool surface, and the maximum local burning rate was observed at the pool centre. Thus the predicted radiative and convective heat fluxes above the liquid fuel surface at the centre are plotted in Figures 12 and 13 as a function of crossflow speed. As buoyancy controls the flame shape (cf. Fig.18 ), the radiative heat fluxes suggest an inverse dependence with the ventilation velocity U 0 . A monotonous increase of the peak radiation flux from 30, 60 to 90 kW/m 2 is brought about with a decrease of the ventilation velocity from 2, 0.85 to 0.5 m/s due to increase in the flame thickness above the pool surface. The unsteadiness of convective flux (cf. Fig.13 ) is most noticeably manifested itself through pulsating motion of the gas volume in the vicinity of the flame. The high ventilation current of 2 m/s bends the plume, but reduction in the gas temperature level above the liquid surface (cf. Fig.18 ) results in a low convection flux of 7 kW/m 2 . Relative importance of the different mechanisms of heat transfer is estimated. Contribution by radiation is higher than 90% of the total heat flux for the ventilation velocity below 1 m/s, and is about 80% of the total flame feedback for the high velocity of 2 m/s. The mass loss rate is controlled by radiation from the flame which can significantly strength the liquid heating rate during the fire growth period. Under practically quiescent conditions (U 0 =0.5 m/s), the liquid surface temperature (cf. Fig.14) rises during the fire growth period, and approaches its boiling point in the quasi-steady period. While for the high airflow of 2 m/s, the heat feedback is momentarily compensated by the vaporization heat, resulting in a practically steady, low surface temperature of about 50°C. All of the trends in the mass loss rate are consistent with those predicted in the heat flux (cf. Figs.12  and 13 ). The heat release rate (cf. Fig.11) is correlated with the trend of the mass loss rate, and however, no experimental data are available for comparison. Based on a heat of combustion of H c =44400 kJ/kg, the low airflow velocity (U o <1 m/s) exhibits the highest HRR of about 2.4 MW, and the high one of 2 m/s, the lowest of about 1.9 MW. This trend emphasizes the importance of considering the induced interaction of fires and crossflow when estimating the global mass loss and heat generation rates. Fig.17 ). Iso-contours of the temperature on the axis of symmetry of the tunnel are shown in Figure 18(a,b,c) for the ventilation rates of U 0 =0.5, 0.85 and 2 m/s. Inclination of the fires due to cross-flow can be characterized by the angle,  (cf. Fig.18c) , formed between the beginning layer of 600°C as a visible flame, and the vertical axis, z (cf. In a tunnel, after the fire impinges on the ceiling, smoke progressively spreads along the ceiling during the fire growth period, and later attains a thermal steady state. As an illustration, the predicted iso-contours of the time-averaged temperature on the axis of symmetry of the tunnel for U 0 =0.85 and 2 m/s are presented in Figure 19(a,b) . The calculated extent of the hotter layer (T>50 °C) takes place up to the entrance for U 0 <1 m/s. With an increase of the wind velocity to 2 m/s, the ventilation current bends the plume and the length of the ceiling layer flowing against the ventilation is completely suppressed due to the dominant inertia force in the ventilation current. An inverse dependence of back layer length with the airflow velocity is correctly predicted. Iso-contours of the predicted CO and soot mass fractions at the wind velocity of 0.85 and 2 m/s on the axis of symmetry are shown in Figures 20 and 21(a,b) . The abundant CO with a mass fraction of 1% is formed around the fire base due to locally under-ventilated condition, and is deflected near the ceiling with presence of a noticeable smoke stratification. When the airflow velocity is low (U 0 =0.85 m/s), the back layer flow takes place along the ceiling against the ventilation flow through the buoyancy forces generated by the fire, and receives the same amount of CO and soot as the forward layer. Along the ceiling, the back layer carries the CO with a concentration of 200 ppm, and however, the less soot production (100 ppm). A critical velocity of 2 m/s is required for a fire of 2-2.5 MW to severely suppress CO and soot upstream the fire source due to enough oxygen and turbulence development so that the fire plume tilts forward (cf. Fig.18c ). Although a critical ventilation helps to provide enough incoming air flow towards the channel, a high amplitude of the CO and soot concentrations up to 200 ppm is maintained downstream the fire. The conclusion is came that based on the toxic products, a tunnel fire remains dangerous downstream the fire source even at a critical velocity. Fig.23a ). The strong streams toward the centre region are visible, and the higher temperature region moves towards the upper corners because of the growth of the recirculation zone. For the strong airflow of 2 m/s, the strength of the re-circulation towards the fire source is significantly reduced, and in the oxygen-lean fuel-rich condition, CO concentration up to 1% (cf. Fig.23b ) is formed there. The temperature level and CO production enters rapidly the decay phase once outside the fire source due to enough oxygen and turbulence development.
CONCLUSION
It is felt that Large-eddy simulation coupled with EDC is convenient for simulating a transient fire growth and a progressive vitiation of the ambient medium in a full-scale experimental tunnel. For a self-sustained, large-scale liquid fire, rates of fuel release are controlled by radiation from the flame, and in inversely proportional to the airflow velocity. Validation of the numerical models was carried out for the temperature in the smoke region. The predicted results provide a good agreement in the CO distribution as compared to the experimental data from a pool fire. Conversely, the difference for the soot production between the prediction and experiment is evident in the fuel-lean condition. A reasonably accurate calculation of the thermal/dynamic fields and the toxic production from a large-scale tunnel fire was achieved. Although the smoke-point model is incapable of accurately reproducing soot surface growth, it should be capable of capturing global trends for use in engineering calculations of radiation and visibility from tunnel fires. The model must be further validated to include downward flame spread over a condensed fuel surface, induced by the high temperature of smoke which pose significant threat to inflammable objects exposed downstream the fire source, potentially inducing flashover within tunnel.
