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The development of high throughput utilities to identify proteins continues to be a major 
challenge in present proteomic research. In one such utility, the molecular scanner, proteins 
separated by 2-dimensional polyacrylamide gel electrophoresis (2D-PAGE) are digested, first in 
the gel and then during transfer onto a collecting membrane. After adding a matrix, the 
membrane is inserted into a matrix-assisted laser desorption/ionisation time-of-flight (MALDI-
TOF) mass spectrometer and a peptide mass fingerprint (PMF) is measured for every scanned 
site. Since the spacing between scanned sites is much smaller than the size of the protein spots, 
these cannot be missed and the redundancy in the data can be used to improve the quality of the 
identifications. In order to have a better understanding of molecular scanner data, a basic 
knowledge of the theories of protein separation and MALDI-TOF processes is required.  
In this study, the theories relevant to this subject are summarised and formulas for 
important physical properties such as isoelectric point, isoelectric resolution or flight times are 
deduced. Other high-throughput approaches are reviewed as well, and their advantages and 
disadvantages are discussed. Finally, an overview of various numeric approaches used in protein 
identification is given with special emphasis on PMF. Equipped with all this knowledge, methods 
to handle the multidimensional molecular scanner data are then presented.  
Visual examination revealed that masses detected in the mass spectra showed specific 
spatial patterns. Some of these masses were found almost at every scanned site, whereas other 
masses showed a localised pattern. In the former case the masses could be attributed to chemical 
noise such as trypsin peptides or matrix clusters, which were not relevant to protein 
identification and could therefore be discarded. In the latter case, masses stemmed from peptides 
localised in one or several spots, and these peptide masses contained the information about the 
proteins present in the sample. It was also observed that the signal intensity of a peptide mass 
(selected ion chromatogram (SIC)) followed more or less the protein concentration, which makes 
it a useful indicator in finding protein spots and their centres, whereas these spots were not 
apparent if only the total signal intensity of the spectra (total ion chromatogram (TIC)) was 
considered. Furthermore, peptide masses could be linked to a spot or group of spots if the 
maxima of their intensity distributions are close to a spot centre. This allowed the identification 
of the masses belonging to a protein spot without PMF identification of the protein in a sequence 
database, which is useful for many purposes. Finally, it was observed that many false positives of 
PMF identification had matching peptide masses with different intensity distributions, because 
these masses may stem from different spots and chemical noise. Including the similarity of these 
peptide masses into the PMF scoring provided a much more selective identification compared to 
the straightforward approach, where identification is carried out for each scan point separately 
without taking account of the spatial correlation in the data. These methods provide a spot 
detection that is more sensitive than staining, and many spots could be detected and identified 
that had not yet been annotated. 
 
  
  
  
  
Preface 
 
 
The thesis presented here summarises the work on the molecular scanner software, which has been 
done during the last four years at the Swiss Institute of Bioinformatics in Ron Appel’s group. It is a 
thesis in bioinformatics and the main emphasis lies on the numerical aspects and solutions of problems 
that are inherent in molecular scanner data analysis. Since this is a very new field we could not built 
directly on previous work. Therefore defining the problems and finding the right questions took almost 
more time than the conception and implementation of the algorithmic solutions. After the data was 
analysed for the first time with rather crude and straightforward methods, a lot of moot points 
immediately appeared. There were a large number of false positives and false negatives in protein 
identification, and protein identifications often showed an irregular spatial pattern. Many protein spots 
were clearly visible on the stained membrane, but not in the total intensity of the mass spectra (total ion 
chromatogram (TIC)), although the quality of the spectra should have been sufficient. The remedy for 
some of these problems came from different sides. First, a better routine for peptide signals detection 
improved the quality of the mass lists, and the use of a better identification program (SmartIdent) 
helped to discard many false positives and false negatives. However, even after including these new 
utilities, many ambiguities remained and the results were still not satisfactory. 
 A big boost came from simple data visualisation techniques. They helped to discover that the 
calibration was very bad in certain parts of the scanned regions, probably because the membranes had 
warped surfaces. They also revealed the presence of chemical noise, which impaired the quality of 
identifications. And they emphasised the importance of how the signal intensities of a certain mass 
(selected ion chromatogram (SIC)) are distributed over the scanned membrane, since these distributions 
revealed information about the locations of the spots and showed which mass belonged to which spot. 
Only after this visualisation step, the questions could be put in a more precise form and tackled by 
numerical methods. These methods developed from rather crude first implementations to more refined 
solutions, which are published in this document, some of them for the first time. Clustering turned out 
to play an important role, since it could be used to find the spots and the masses linked to them. 
Including the similarity of matching peptide masses into the identification score strongly improved the 
selectivity of the identification process, and as well as performing the protein identification for each 
spot separately, which helped tackling the problem of the high dynamic range of the identification 
score due to very different protein concentrations. 
Proteomics is a rapidly developing field of considerable importance for biological and 
pharmaceutical research, and a lot of human and financial resources are used in order to find new 
approaches and to refine old methods. It comprises methods for protein sample preparation, protein 
separation as well as protein identification, characterisation and quantification.  A basic understanding 
of all of these methods is therefore essential even for software developers. A quantitative understanding 
of physical and chemical properties, which are of importance for the molecular scanner project is also 
considered necessary. Since only a few textbooks on the vast field of proteomics are available, which 
do not provide much detailed quantitative information, a considerable amount of time was spent 
compiling quantitative knowledge about protein separation and mass spectrometry.  
Chapter 1 gives a brief introduction to the field of high throughput proteomics. It introduces 
the molecular scanner technique and the framework, in which it was developed, and it explains the 
main concepts and problems that had to be solved in this thesis work. It emphasis what was achieved in 
this thesis work and which of these achievements are new and original.  
Chapter 2 explains the chemical and physical principles of protein separation techniques. The 
migration of charged macroions in solution under an electric field is discussed in detail, since it can be 
seen as the bedrock for many separation methods. Applications such as isoelectric focusing, gel 
filtration and isotachophoresis, which are of importance for two-dimensional gel electrophoresis, are 
discussed in further details. Special emphasis was put on physical properties such as the isoelectric 
point and mobility of a protein in a gel, in order to provide the reader with the means to approximately 
calculate these properties for a given protein. 
Chapter 3 shows the importance of mass spectrometry for proteomic research, and discusses 
the ionisation method and the type of mass spectrometer used for molecular scanner experiments in 
detail. The basic principles are outlined, and features of special importance are described, such as the 
dependence of the signal intensity on chemical/physical properties of a peptide, chemical noise, mass 
resolution and mass calibration. 
Methods for protein identification are introduced in Chapter 4 with a special emphasis on 
peptide mass fingerprinting, the method used for the molecular scanner. Although peptide mass 
  
  
fingerprinting has been used during the last 10 years, no comprehensive mathematical or statistical 
analysis is available to our knowledge. Although considerable progress has been made, most 
algorithms are still based on heuristics or simple probabilistic models, which are rarely discussed and 
explained in detail. Therefore, this chapter does not present the final truth about peptide mass 
fingerprinting, but tries to outline some important principles.  
 In Chapter 5, high-throughput applications, i.e. applications able to analyse many proteins in a 
relatively short time, are introduced. Since this is a very hot field in proteomic research, a lot of 
material has been published and it is impossible to give a comprehensive review. Then, the concept of 
the molecular scanner is explained - the wetlab part as well as the software development that has 
already been published. The discussion of the software is limited to the major issues and ideas, such as 
calibration, intensity distributions, clustering and improved identification scoring. 
 Chapter 6 presents the detailed numerical methods used in the present version of the 
molecular scanner software. It starts with peptide signal detection, the quality of which is of great 
importance for further data processing. Then a short description of the visualisation techniques, which 
provided a lot of insight into the structure of the data, is provided. Finally, the state of the art of the 
data analysis software is described. Changes made with respect to the old versions, which especially 
concerns the calibration and clustering algorithms, are justified, if possible. The results of these new 
approaches are concisely presented, discussed and compared to older results in Chapter 7, followed by 
a conclusion (Chapter 8). 
 Most of the background material used in the different chapters is to be found in the 
appendices. This concerns the theories on ion migration and ionic solutions, the calculation of the 
resolution in isoelectric focussing, the detailed calculation of flight times in a time-of-flight mass 
spectrometer, an introduction to linear regularisation theory, statistical hypothesis testing, local 
minimum search using Powell’s methods and an introduction to clustering theory. A list of commonly 
used abbreviations, units, constants and a little glossary is also included in this document. 
 In concluding this Preface, some remarks about notation and units are in order. Throughout 
the script, mathematical one-dimensional variables are denoted by italics, and vector and matrix 
symbols appear in bold italic type. Functions names are in bold letters as well. Lists are usually referred 
to by the symbol L and {.} indicates a set. The size of a list L is either denoted by L.size or by |L|. All 
protein identifications discussed in the context of the molecular scanner were obtained with Swiss-Prot, 
release 40.15 of 16/4/2002. 
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1. Introduction 
 
 
 
 
 
 
 
 
 
Proteins belong to the major building blocks of a living cell. They are the cogwheels, valves and 
pistons that make the self organised cellular machinery work. They can act alone or in groups, they 
communicate with each other and regulate each other’s behaviour. They regulate the transcription of 
DNA into RNA, the post processing of RNA and the formation of proteins from RNA. They activate 
cell division and cell apoptosis. They act as the transmitters, receivers and messengers in the 
communication between cells. They control the burning of carbohydrates and transform the gained 
energy into the energy units of a cell. A comprehensive list of their functions would fill volumes and 
can be found in specialised databases, which store and classify many of the protein functions known at 
present. 
The understanding of how a cell functions or malfunctions includes the understanding of how 
proteins are involved in the various processes. This understanding can then guide the development of 
new drugs designed to cure or detect certain diseases, and is therefore crucial for medical and 
pharmaceutical sciences and industries. In order to denote the whole set of proteins expressed in a cell, 
Wilkins et al. (Wilkins et al., 1995) coined the word ‘proteome’ – an abbreviation of the expression 
‘protein complement of a genome’. The science of identifying the large number of components of a 
proteome, as well as analysing their concentration and function, was later called proteomics. As the 
techniques used in proteomics matured and were applied regularely in many laboratories, proteomics 
‘took off’, which is reflected in the rapidly growing number of publications under this label after 1997.  
Proteomic techniques can be roughly divided into 3 different steps: sample preparation, 
protein purification, and protein identification or quantification. In the sample preparation step, cell 
walls have to be broken and the cellular compartments of interest have to be isolated. Lipids, DNA and 
other ‘impurities’ have to be discarded and the proteins dissolved. Protein complexes are usually 
broken up into their components and the proteins are denaturated. In some applications, the proteins are 
digested, i.e. cut into smaller peptides by another protein, a so-called protease. Then, in the second step, 
the proteins or peptides in the solution have to be isolated or purified. This is necessary because all 
known protein identification techniques (e.g. mass spectrometry or Edman sequencing) cannot handle 
complex protein mixtures, and the purity of the sample often determines the quality of the results. 
There are two major classes of protein separation techniques: gel based methods and liquid 
chromatography (LC) based methods. Gel based methods (Laemmli, 1970) were largely favoured in 
the early days of proteomics, but some inconveniences of this technique were apparent and led to the 
development of liquid based solutions (Yates, III, 1998), which are fast and flexible, but also have their 
disadvantages. Edman sequencing (Edman and Begg, 1967) was the method of choice for protein 
identification before mass spectrometry became the most important technique. Although very reliable, 
it was slow and necessitated a rather high protein concentration. The invention of soft ionisation 
techniques, mainly electrospray ionisation (ESI, Fenn et al., 1989) and matrix assisted laser 
desorption/ionisation (MALDI, Karas and Hillenkamp, 1988), which were capable of ionising proteins 
or peptides without destroying them, and the improvement in precision, speed and reliability of the 
major mass spectrometry (MS) instruments made MS the most important pillar for protein 
identification (Mann et al., 2001). However, this development would not have been possible without 
the creation of protein sequence databases and the design of bioinformatic tools (Nesvizhskii and 
Aebersold, 2004). 
How protein identification works in a gel-based approach is outlined in Figure 1.1. Proteins 
from a cell lysate are dissolved and separated by a 2 dimensional (2-D) gel, which first separates in the 
horizontal dimension with respect to the protein charge and then, in the vertical dimension, with respect 
to the protein size or mass. The result of the separation procedure can be made visible by staining the 
gel, i.e. by bathing the gel in a colorant that sticks to the proteins (Figure 1.1 A). A Spot of interest is 
then manually cut out of the gel, and the proteins are extracted from the gel and digested (Figure 1.1 
B).  
This chapter provides an introduction to the subject of molecular 
scanner data analysis and its context. It summarises the software 
methods used and the results obtained, and tries to put these results 
into a broader context, emphasising the new and original aspects. 
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Figure 1.1 
Workflow in PMF. A) A purified protein is isolated and B) digested. C) The mass spectrum of the 
peptides is acquired and D) the monoisotopic mass signals are detected. This peptide map is then 
compared to the entries of a protein sequence database. E) The sequence database is scanned and F) 
every sequence is virtually digested. G) The masses of these virtual peptides are calculated and 
compared to the experimental masses. H) The match is evaluated by a score and if this score is bigger 
than a threshold SC, the protein corresponding to the actual database sequence is assumed to be 
present in the sample. 
 
Trypsin is often used as a protease, since it cuts after the basic amino acids lysine and 
argenine (with exceptions) and produces peptides that have the right size for MS analysis. A MALDI 
instrument measures the peptide mass spectrum and the peptide masses are extracted from the spectrum 
by a so-called peak detection software. The mass list is called the peptide mass fingerprint (PMF) of 
the protein. These experimental peptide masses are then compared to the theoretical peptide masses 
obtained from an in silico digest of protein sequences in a database (Figure 1.1 E-G). For each protein 
sequence the match is evaluated by a score, and if the score is higher than a certain threshold the 
protein is assumed to be present in the sample (Figure 1.1 H).  
The approach described in Figure 1.1 is commonly known as PMF identification (Henzel et 
al., 2003). The other important MS method for protein identification is called MS/MS identification. 
There, the peptide mixture is injected into a MS instrument, which selects one peptide, submits it to 
fragmentation induced by collision with an inert gas and measures the peptide fragment masses. These 
masses are very specific for a peptide and, since a peptide preferably fragments at the peptide bonds, 
  3 
one can read the sequence or at least part of the sequence directly from the fragmentation spectrum 
under ideal conditions (de novo sequencing, Dancik et al., 1999). Often, MS/MS identification is 
combined with LC separation, where the proteins (purified or in a complex mixture) are first digested 
and the peptides are then separated by LC before being analysed by a MS/MS instrument. 
Both protein identification methods have to deal with a series of problems. The theoretical 
PMF and fragmentation spectra can only be calculated approximately, since the signal intensities 
depend in a very complicated way on the peptide chemistry. Additionally, there is some experimental 
noise in the mass spectra, which is caused by random fluctuations of the peak intensities and signals 
caused by impurities (chemical noise). Therefore, the match between theoretical and experimental mass 
lists is never perfect. Especially for low quality spectra obtained from peptides of low concentration, 
the match can even be rather poor and hardly distinguishable from the bulk of random matches. These 
random matches always occur in large databases since there is always a chance that a protein or peptide 
has some theoretical masses in common with an experimental mass list. The score threshold SC has to 
be set in such a way that the number of false positives (falsely identified proteins) and false negatives 
(missed true identifications) corresponds the nominal values. The art of designing a scoring schema 
that evaluates a match is to avoid as many false positives and false negatives as possible. Additionally, 
the scoring schema must be robust, i.e. it must work for different experimental conditions and 
databases (Gras and Muller, 2001;Nesvizhskii and Aebersold, 2004).  
The protein identification approach described in Figure 1.1 has several drawbacks. The spots 
are usually selected manually, and excising many spots from the gel can be time consuming. 
Additionally, some proteins do not respond well to the staining chemicals and are not visible on the 
stained gel. Various new methods were proposed to circumvent these problems. A very interesting 
method came from Denis Hochstrasser’s lab at the Geneva University Hospital; a lab that helped 
initiating proteomics and had been working successfully with 2-D gels for several years. They deviced 
a technology dubbed the ‘molecular scanner’, which allows automating protein identification based on 
2-D gel separation (Binz et al., 1999;Bienvenut et al., 1999). 
Figure 1.2 gives an overview of the basic concepts of the molecular scanner. The basic idea 
behind the molecular scanner is that proteins separated by a 2-D gel are digested and electro-blotted 
onto a collecting membrane. This process is fully automatic and does not need any time consuming 
manual spot excision. Proteins are first digested within the 2-D gel in order to facilitate their migration 
out of the gel matrix and then they are pulled by an electric field through a second gel, which is filled 
with immobilised trypsine, and where they are further digested, until the peptide products are finally 
transferred onto a collecting membrane. This membrane is then sprayed with a MALDI matrix 
solution, which dissolves the peptides and incorporates them into the cristalls formed after the solvent 
evaporated. A time-of-flight (TOF) MS instrument measures the PMF’s on a regular grid over the 
collecting membrane (Figure 1.2 A-B). The grid spacing is much smaller than the average spot size and 
therefore garantees that all large spots will be measured many times and no major spot will be missed. 
 The two publications by Bienvenut et al. and Binz et al. showed that the molecular scanner 
technique worked and produced good results. The first version of the software consisted of a few Perl 
scripts, which organised the data transfer, but did not change or filter the data. It used the peak lists 
provided by the MS instrument manufacturer and submitted them to PeptIdent (Wilkins et al., 1999a), 
a PMF identification tool publicly available on the Expasy web server (http://www.expasy.org). With 
the thresholds used, there seemed to be a lot of doubtful identifications and even abundant proteins like 
immonoglobulins could not be identified on a contiguous region, but appeared only on isolated scanned 
sites. Therefore, it became obvious that these results had to be further scrutinised and new software had 
to be written. These software developments were published in a series of articles (Gras et al., 
1999;Binz et al., 1999;Bienvenut et al., 2001;Gras and Muller, 2001;Muller et al., 2002a;Muller et al., 
2002b) and the actual state of it is described in Chapter 6. The main achievements are: 
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Figure 1.2 
The molecular scanner process. A) Double parallel digestion procedure as described in the text. B) A 
MALDI-TOF instrument scans the membrane on a fine grid and acquires one spectrum per scanned 
point. C) Spectra are downloaded onto a PC and peptide masses are detected. D) The list of peptide 
masses is submitted to a PMF identification tool that searches a protein sequence database and 
identifies the matching proteins for each scanned point. E) A software calculates intensity distributions 
and F) automatically creates 2-D and 3-D images of the results.  
  
 
• A new peak detection algorithm, which is capable of detecting small and overlapping signals. 
It also performs baseline correction, noise estimation and is based on fitting isotropic 
distributions to experimental spectra. 
• Visualisation of the molecular scanner data proofed to be very useful. Special data 
visualisation schemas were developed in order to depict all molecular scanner peak lists at 
once and to compare selected ion chromatograms (SIC = signal amplitudes of one selected 
mass as a function of the position on the membrane) of different masses. 
• Based on this visualisation, chemical noise could be detected since its SIC spreads evenly out 
over the entire membrane. On the other hand, peptide SIC’s had a smooth, mountain-like 
shape. Some simple scores were defined in order to automatically detect chemical noise. 
• The collecting membrane pasted on the MALDI sampling plates were warped and the TOF 
instrument was very sensitive to these deviations resulting in a bad mass calibration. Various 
calibration methods were devised and implemented. 
• Peptide SIC’s had a high intensity within the spot of the corresponding protein and dropped 
rapidly outside the spot. Therefore, the SIC provided the information to which spot a peptide 
belonged. Since the spots were not known, an unsupervised clustering algorithm, which 
grouped peptide SIC’s according to their similarity, could detect the spots. This detection 
proofed to be more sensitive than staining and allowed partitioning the membrane into spot 
regions, where only one or a few proteins were present at a detectable level. Therefore, each 
spot region had a lower complexity and was easier to analyse. 
• The PMF identification program SmartIdent (Gras et al., 1999) was adapted and integrated 
into the molecular scanner software. The adapted version was able to process many spectra in 
one round and the scoring schema was slightly modified. 
• A protein situated in a spot should also have matching peptide masses that belong to this spot. 
A score was designed that calculated the average similarity of the matching peptide masses 
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with the spot. It was shown that this score was high for true matches and low for random 
matches, since these collected many of their matching masses from neighbouring spots or 
chemical noise. Combining this score with the SmartIdent score provided a much better 
distinction between random identifications and true identifications. It largely improved results 
and led to reliable identifications that corresponded well to results that were obtained by 
different methods. 
• The identification results were summarised using a web interface. For each spot, all significant 
identifications were listed and the SIC’s of their matching masses could be depicted. 
 
The molecular scanner technique is still in the development stage, but some labs are starting to 
use it. Although 2-D gels are rarely used in these applications (1-D gels or tissue imaging are the main 
applications), parts of the software procedures can still be used and others would have to be adapted, 
but would conceptually remain the same. The new and original aspects of this software are the use of 
the spatial correlation in the data in order to detect noise, to find protein spots and to improve 
identifications. Although similar methods were used in other fields of proteomics, this has never been 
done in such a comprehensive and systematic way.  
These concepts could be very useful also for future molecular scanner experiments, where a 
MALDI MS/MS instrument would be used for protein identification. Only masses that belong to a 
specific spot would be selected for fragmentation and the similarity of the SIC’s of the selected masses 
could be used for the protein score in the same way as it was used for the PMF score. Also different 
protein identification strategies, such as LC-MS strategies, could profit from the knowledge gained in 
these studies. It is known that LC elution profiles of peptides have a smooth bell-shaped form, which 
distinguishes them from chemical noise and various software packages make use of this to discard 
noise (MacCoss et al., 2003;Li et al., 2004). Different charge states of a peptide should produce very 
similar SIC’s and this information could be used for charge state detection. If peptide fragmentation 
spectra were measured during the whole elution time, the fragment intensities should also have a 
gaussian shape. Fragments with a different shape may stem from co-eluting peptides or from chemical 
noise, and a score that evaluates the similarity of the elution profiles of fragment masses could be 
included into the identification score. 
We therefore believe that although these numerical concepts were developed for the molecular 
scanner, they are also of interest for the broader community of scientists, who work in the field of 
proteomics. We hope that some of these concepts will have a positive influence on future software 
developments. 
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2. Protein separation  
 
 
 
 
 
 
 
 
2.1 Introduction 
 
During the last 20 years 2-D SDS-PAGE (2 dimensional sodium dodecylsulfate polyacrylamide gel 
electrophoresis) has been an important technology for protein separation. Combining isoelectric 
focussing in the first dimension and SDS-PAGE in the second provides powerful separation of protein 
samples into many protein spots (O'Farrell, 1975;Klose, 2002) (see following sections for more 
details). This technique is relatively easy to handle and its results are reproducible. Proteins separated 
this way can be blotted onto a membrane and analysed directly or stored for further analysis. Despite 
many advantages, this method has difficulties analysing certain subsets of proteins:  
 
1. Membrane proteins 
2. Highly basic proteins 
3. Low-abundance proteins 
4. Large (> 150kDa) proteins 
5. Small (<10kDa) proteins 
 
Herbert et al. (Herbert et al., 2001) discussed these points and found that there are suitable 
solutions for some of them. Membrane proteins can be dissolved more efficiently using stronger 
detergents, or if the protein sample is fractionated according to hydrophobicity then conditions 
optimised for each hydrophobic fraction can be used, and many membrane proteins could be detected 
in this way. Since IPG (immobilised pH gradient) strips usually cover a pH range of 3-10, very basic 
proteins cannot be focused, but strips with a wider range are available now. The abundance of a protein 
goes from 102 - 2·106 copies in a cell (an even higher dynamic range is found in body fluids) and it is 
difficult to detect the less abundant ones (of course, this is also true for other separation techniques). As 
a very intense light that obscures everything around it, high-abundance proteins can hinder the 
detection of low-abundance ones, which is a serious default because low abundance proteins have a 
very important role in cellular pathways. Discarding the high-abundance proteins, either by selectively 
binding them or by sample fractionation, is a possible solution. If fractionation occurs according to 
protein charge, the resulting fractions can be analysed by narrow range IPGs, i.e. IPGs with a very 
good resolution covering a range of only 1-3 pH units, allowing a much more sensitive measurement.  
These issues and also the relatively low speed of 2-D PAGE spurned researchers on to try out 
different separation methods for proteomic applications. There are a whole set of methods available, 
some of them classical and others newly developed, and most of them differ from SDS-PAGE in the 
sense that separated proteins do not get trapped in a gel matrix but migrate through the device in 
solution (so called liquid chromatographic (LC) techniques) and are directly amenable to further 
treatment. Many of these methods can also be miniaturised on biosensor chips, which have a vast 
potential for future applications and allow direct on-chip mass and concentration measurements 
(Nelson et al., 2000;Merchant and Weinberger, 2000). We give a short description of some column 
chromatographic methods, where the solution passes continuously through a column packed with 
material that selectively binds some proteins. In these high performance liquid chromatography 
(HPLC) methods, the pressure gradient that forces the solution through the column is high resulting in 
a fast flow and fast separation. 
 
• Reversed phase HPLC (RP-HPLC): A tube is filled with small beads that have long hydrophobic 
carbon chains attached to their surface. When the protein solution passes through the tube, proteins 
may stick to the surface of the beads, depending on their hydrophobicity. If an organic solvent is 
continuously added, proteins of higher and higher hydrophobicity get detached and are eluted. 
• Strong cation exchange (SCX): The column is packed with a negatively charged resin, which binds 
positively charged proteins. If a certain amount of a small cation is introduced into the solution, 
This chapter provides an introduction to techniques used to separate 
proteins and discusses 2-D SDS-PAGE in more detail, since this is the 
method used for the molecular scanner. Important physical properties 
like isoelectric point and its resolution, ion mobility in free solution 
and in a gel matrix are discussed, and formula for their calculation 
are provided.  
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these small cations compete with the proteins for binding sites on the resin surface and shield the 
negative surface charge. Raising the small cation concentration leads to more dissolved proteins 
that are continuously eluted. The more basic a protein is, the later the elution will occur. 
• Size exclusion: Proteins in solution migrate through a tube filled with porous material. Large 
proteins pass easily, whereas smaller ones get trapped in the pores and get delayed.  
• Affinity: There are various affinity columns that allow selecting specific proteins. The column is 
packed with a carrier matrix to which the ‘fishhook’ molecules are covalently coupled. These 
fishhooks can be antibodies or molecules that bind only phosphorylated, glycosylated or tagged 
proteins. The fixed proteins are dissolved again later and eluted from the column. 
 
None of these methods have the power to totally separate a complex protein mixture, and two 
or more of these methods must be combined for a more powerful, multidimensional separation. The 
fact that proteins stay in solution allows easy interfacing between different separation methods, though 
sample loss can happen within valves and connections. Compared to 2-D SDS-PAGE, these methods 
are faster (minutes compared to hours for 2-D SDS-PAGE) and the best of them are more sensitive and 
allow working with smaller solution volumes. Detection and quantification are possible in the column 
with a laser detector that measures the amount of protein passing through the laser beam, or afterwards 
with a mass spectrometer, which can be directly accessed via an electrospray interface. These 
techniques are also very flexible and amenable to automation. Disadvantages are that visualisation is 
not straightforward and patterns like spot trains are not easy to detect. Also, proteins in the liquid phase 
are subject to diffusion and can’t be stored in the columns for long. If LC techniques are directly 
interfaced to a mass spectrometer, the sample is consumed and lost, which can be a major disadvantage 
if measurements had to be repeated. Some implementations of liquid phase methods will be discussed 
in Chapter 5 (see (Nilsson and Davidsson, 2000) for recent applications and references). 
There is still an ongoing dispute on which methods are best suitable for proteomics and the 
future will show which ones will prevail. Probably, many methods will find a niche where they excel 
and there will be no global solution. Let us now turn to more basic physics and investigate the 
properties of ions in solution under an electric field. The further discussion of high throughput methods 
will be postponed to Chapter 5. 
 
2.2 Motion of charged particles in an electric field 
 
2.2.1 Motion of a single charged particle in an electric field 
 
In the majority of separation methods and especially in isoelectric focussing and SDS-PAGE, charged 
proteins are driven through a medium by an electric field. The speed of the motion, which is 
proportional to the mobility, depends on the chemical and physical properties of the protein. Therefore, 
proteins with different chemical/physical properties, will migrate with different speeds and will be 
separated. In order to have a better understanding, we give a short introduction into the physics of these 
processes. The motion of charged spherical particles of radius a and charge Ze (Z = number of 
elementary charges, e = elementary charge in Coulomb) through a solution under an electric field E 
(letters in bold symbolise vectors or matrices, in the context of this chapter they are vectors with three 
spatial components Ex, Ey and Ez) is governed by the frictional force F, which the particles are subject 
to. If the particles do not move too fast, i.e. if the flow of the solvent around them is not turbulent, the 
friction can be written as F = 6piηav, where η is the viscosity (stiffness) of the solution and v the 
velocity of the particle relative to the solution (Mosher et al., 1992). According to Newton’s law, the 
equation of motion is 
 
vEv aZe
dt
d
m piη6−= ,                                                                                                                        (2.1) 
  
which has the asymptotic solution amtaZe piηpiη 6  6 /, >>= Ev , meaning that the velocity will be 
constant after some time (the time needed to gain the final velocity is so short that it does not matter for 
further considerations).  
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Figure 2.1 
A positively charged particle P (dark grey) suspended in solution. The negative counterions are 
attracted by the particle creating a polarised layer around the particle (larger circle). 
 
 Normally, the solution contains many small ions i (for example H+ and OH- ions in water). 
The charged particles polarise their neighbourhood, i.e. they attract ions of opposite charge 
(counterions) and repel ions of the same charge (Figure 2.1), leading to a layer (Debye layer) of 
counterions around the charged particles. This has important consequences: the counterions in the 
Debye layer will be accelerated in opposite direction and will create a retarding shear force, which will 
change the mobility of the macroions. The theory that deals with this phenomenon - the Debye-Hückel 
theory – is outlined in Appendix A1, and yields an explicit expression for the mobility µ of the particle, 
which is defined as its velocity divided by the strength of the electric field (Equation A1.8, see 
Appendix A1 for a precise explanation of the symbols): 
 
( ) ( )κκpiηµ afaa
Ze
E
v
+
==
16
,                                                                                                            (2.2) 
 
where κ is a measure of the ionic strength of the solution and f  is Henry’s function that varies gently 
and monotonously between  f(0) = 1 and f(x→∞) = 3/2 (Mosher et al., 1992).  
 In order to make use of Equation 2.2 the charge Ze and the radius a of a protein have to be 
known. Since proteins are ampholytes, i.e. they contain acidic as well as basic residues, their charge 
depends on the pH of the solution and can be approximately calculated by means of Equation 2.7 (see 
Appendix A2 and Section 2.4.3), if the amino acid residues exposed to the solution are known. Another 
problem is the determination of the protein radius a. Usually, the radius is not known and one would 
like to have a relation between the radius and the (known) mass of a protein, which would allow 
expressing the mobility as a function of the mass. In case of a globular protein with mass M, under the 
condition that the density ρ (mass per volume) of the protein is constant within a sphere, the radius can 
be calculated as a = cM 1/3 with c = (4piρ/3) -1/3 and the mobility µ of Equation 2.2 becomes: µ = 
Zc’/(M 1/3+ κM 2/3). Offord (Offord, 1966) obtained µ = Zc”/M 2/3 in good agreement with the mobility 
of some peptides in the mass range 200 – 5000 Da measured in a paper gel at pH = 6.5. Castagnola et 
al. (Castagnola et al., 1998) measured the mobility of peptides in the mass range of 350 – 1850 Da with 
capillary electrophoresis and fitted it to a function of the form ( )cbMZe x += piηµ 6/ . They found that 
the coefficients b,c and x depended on the pH of the solution (pH :2.25 to 4.25) and that the fit was best 
for low pH. The value of x decreased form 0.68 to 0.58 with increasing pH, whereas the radius 
cbMa x += increased. The theory of uncharged polymers forming a fexible chain predicts 5/3Na ∝ , 
where N is the number of monomers in the linear chain, which has been confirmed by experiments 
(Doi and Edwards, 1986). 
 
Example 
 
 In order to have an idea on how to use these equations, it is useful to calculate the values for 
an example situation: Let a protein be immersed in a 0.01 M HCl solution at a temperature of 293 K. 
First, we have to calculate the pH of the solution: since the pK value for HCl is about –6 almost all HCl 
disintegrates and we have [H+] = [HCl ]T and therefore pH = -lg([H
+]) = 2. Using Equation A1.3, κ can 
now be calculated (e = 1.6 10-19C, ε0 = 8.85 10-12As/Vm, εwater = 80, kB = 1.38 10-23J/K) yielding κ = 
0.33 109m-1. Assuming a protein radius of 2.5nm (κa = 0.82), a protein charge of 20e and setting the 
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value of Henry’s function f(κa) to 1, we get with the viscosity of water η = 1.0 10-3Ns m-2 at 293K: µ = 
3.7 10-8 m2/Vs. With a tension of 100V over 20cm, we obtain a protein velocity of  v = 0.018 mm/s. 
 
1.2.2 Motion of many particles in an electric field 
 
Equation 2.2 describes the motion of a single particle in solution, but many interesting phenomena, 
which play an important role in electrophoretic separation, arise through the presence of many charged 
particles. Therefore, we introduce here the equations than govern the many ion case, which will be 
useful in later sections of this chapter. A huge number of particles can be described by means of their 
concentrations, and the equations of motion relate the change of these concentrations to external 
electric fields, concentration gradients, chemical reactions and convection. If ci is the concentration of 
particle i (in units of particles per cubic meter) with charge zi and mobility µi then its change can be 
written as (Mosher et al., 1992): 
 
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )xxxxE
xxExxvxxf
xxxfx
∑
=
−=∇−∇=
∇−+=
+⋅−∇=
∂
∂
N
k
kk
iBiiiii
Nii
i
cze
cTkcc
ccR
t
c
1
2
0
1
    ϕεεϕ
µµ
,
,...,
)
                                                                                   (2.3) 
 
The concentration or particle flow fi consists of a convective term (ci(x)v(x)) produced by pressure 
gradients in the solution (v(x) describes the velocity field of the solution and is assumed to be known in 
Equation 2.3), an electrostatic term (µici(x)E(x)) produced by the electric field and a diffusion term (-
µikB ∇ ci(x)), which is due to the random Brownian motion of the particle. The diffusive motion follows 
statistically the opposite gradient of the concentration ( ( ) ( ) ( ) ( )( )zcycxcc iiii ∂∂∂∂∂∂=∇ /,/,/ xxxx ), i.e. 
the direction of largest variation in ci and Zeii /µµ =
) is the diffusive mobility. The divergence operator 
( ) ( ) ( ) ( ) zfyfxf zyx ∂∂+∂∂+∂∂=⋅∇ /// xxxxf gives the amount of the flow f directed outwards a small 
volume at x and the first equation states that the rate of change for ci within a small volume is equal to 
minus the flow out of that volume plus the rate Ri at which ci is produced within that volume by 
chemical reactions. The last line in (2.3) is Gauss’s law, which relates the electric potentialϕ to the 
charge density ∑zieci(x) in the solution. 
 For SDS-PAGE and other many applications, convective and chemical reaction terms can be 
omitted, and electrical drift and diffusion govern the particle motion. In the absence of an electric field, 
Equation 2.3 yields the well-known diffusion equation: ( ) ( ) ( )xxx iiBii cDcTktc 22 ∇−=∇−=∂∂ µ)/ . It 
can be shown (Reichl, 2002) that for ci with a Gaussian shape the standard deviation: 
( )∫ ⋅= dVc ii xxx2σ has the time evolution ( ) ( ) tTkDtt Biii µσσ )22022 ==− , i.e. the 
higher the mobility of a particle, the stronger its diffusion. 
 Mosher’s book (Mosher et al., 1992) contains many interesting applications of Equation 2.3 to 
electrophoretic problems, and numerical solutions are provided for many realistic situations. 
 
2.3 Isotachophoresis 
 
A very interesting and useful consequence of Equation 2.3 is the phenomenon of isotachophoresis or 
moving boundary electrophoresis, which will have an application in SDS-PAGE. A solution is 
partitioned into three zones: the first contains anions of type S with a low mobility µS, the second 
middle zone consists of a mixture of anion types Ai of medium mobility µAi and the third zone has fast 
anions F (µS < µAi < µF), while the cationic counterions are the same over the entire solution. If an 
electric field is applied to the solution, the anions separate according to their mobility and form 
localised, consecutive zones (Figure 2.2) that migrate with equal and constant velocity viso (therefore 
the name ‘isotacho’). 
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Figure 2.2 
The solution contains slow (S), medium mobility (A, B) and fast anions (F). At t0, an electric field is 
applied and separation into zones according to different mobility values µS < µA < µB < µF begins. After 
a certain time, the zones are fully separated and continue to migrate with constant velocity without 
changing their shape. The last graph depicts the electric field strength as a function of position. It 
shows how the field strength drops at every boundary. 
 
 Why do these zones form and why are they stable? In the first moment, the fast anions move 
ahead and leave a tiny zone behind where positive ions prevail, since the other anions are too slow to 
follow. These positive charges drastically enhance the electric field strength behind the fast moving 
anions and this accelerates the slower anions, since their velocity is proportional to their mobility times 
the electric field strength (Equation 2.1), until they catch up with the fast anions. The higher their 
mobility, the higher is their acceleration, which leads to a separation of anions according to their 
different mobility until the anions migrate in fully separated zones. All zones have to migrate with the 
same velocity, because otherwise positively charged intermediate zones would occur, which would 
immediately be neutralised. Therefore Equation 2.2 states that µSES = µAiEAi = µFEF = viso = const, i.e. 
the electric field is different and proportional to the inverse mobility in each migrating zone.
 
Stability 
of the boundaries is obtained by the following effect: if a slower anion diffuses over the boundary into 
the zone of a faster anion, it enters a zone of lower electric field strength and immediately loses 
velocity, which drives it back into its proper zone. The same reasoning holds true for anions that cross 
the boundary with a slower species.  
 Gauss’s law (see Equation 2.3) states that for a neutral solution, where the number of anions 
equals the number of cations, the derivative of the electric field as a function of position is zero and 
therefore the electric field is constant within the zones. The migration speed viso is the same for all 
anions in the steady state of the system. If we claim that the amount of ions entering a boundary region 
equals the amount of anions of the neighbouring zone exiting this region, we can use Equation 2.3 to 
put this balance in a mathematical form. In the absence of diffusion and convection, the amount of ion 
passing through the boundary is iisoiiiii vcEc µµµ /=  and the balance at a boundary between anions X, 
Y with the same counterion C can be written as  
 
Y
CY
Y
X
CX
X
YisoYCYisoYYXisoXCXisoXX
cc
vcvcvcvc
µ
µµ
µ
µµ
µµµµµµµµ
+
=
+
⇒
+=+
,                                                           (2.4) 
 
where it is also assumed that the concentration of anions equals the concentration of cations C: 
CX cc = , because the total charge is 0. This relation known as ‘beharrliche Funktion’ was discovered 
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by Kohlrausch at the end of the 19th century (Kohlrausch, 1897). It has an important consequence: all 
concentrations are fixed and depend only on the concentration of the fast anions. If the concentration is 
fixed, the quantity of anion X is proportional to the size of the zone; a fact, that has been used to 
measure the absolute quantity of ions. In SDS-PAGE, isotachophoresis is first applied before sieving in 
the gel in order to produce narrow protein bands.  
 
2.3 Migration in a gel matrix 
 
2.3.1 Why using a gel matrix? 
 
Apart from its sieving effect used to separate molecules of different size, the gel matrix has several 
advantages compared to separation in free solution. First, electrophoretic ion currents heat the solution 
producing convective disturbances, which severely impair the resolution of the separation if there is no 
gel matrix to damp them. The gel matrix also hinders temperature dependant diffusion by diminishing 
the mobility of the proteins. Second, proteins can be fixed to the gel matrix after separation avoiding 
loss of resolution due to post-electrophoretic diffusion.  
 Many materials are used as gel matrixes: paper, silica or alumina gel, agarose, starch and 
polyacrylamide. For the separation of large bio-molecules, agarose and polyacrylamide are usually 
used. Agarose gels have a larger pore size and are used for sieving very large molecules or for limiting 
convection without sieving effect. Polyacrylamide gels have an adjustable and reproducible small pore 
size, which depends on the concentration of the polymerising agents acrylamide and N,N’-methylene 
bisacrylamide. In presence of catalysators (e.g. ammonium phosphate and TEMED), acrylamide 
polymerises and forms long threads, which are linked by N,N’-methylene bisacrylamide molecules 
(Figure 2.3). 
 
 
Acrylamide 
N,N'-bisacrylamide
 
 
Figure 2.3 
Chemical composition of polyacrylamide gels. The filaments are formed of  -CH2-CH-CH2-CH-CH2-
CH … chains. Acrylamide contains polar groups (C==O and N-H), which make it easily dissolvable in 
water. 
 
The polyacrylamide gel can be specified by the total acrylamide concentration T and the degree of 
crosslinking C: 
 
( ) [ ] [ ]
mLin   volume
V in volume gin  idebisacrylam neN'-methyleN, of mass  total
V in volume gin  acrylamide of mass  total
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=
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Gels with T < 2.5% are almost fluid and the pore size decreases with increasing T. If the proportion C 
of the cross linker is increased, the pore size reaches a minimum at C = 5% for all T < 15%. For C 
larger than 5%, the acrylamide chains form large bundles and the average pore size starts increasing. 
For T = 5% and C = 5%, the pore size is about 20nm and for C = 30% about 500nm. See (Hames and 
Rickwood, 1990) for more details. 
 
2.3.2 Sample preparation 
 
Proteins from cell extracts have to be prepared in order to be amenable to separation by gel 
electrophoresis (Wilkins et al., 1997). If the protein mixture is too complex, the mixture has first to be 
fractionated into different cellular compartments or protein complexes by use of either centrifugation or 
liquid phase electrophoresis. Then, proteins are added to a solution that dissolves them and transforms 
them to their denaturated state. This solution may contain (Creighton, 1997;Liebler, 2002): 
 
• Detergents (e.g. SDS, CHAPS, cholate, Tween), which help to dissolve and denaturate 
proteins and to separate them from lipids. 
• Reductants (e.g. DTT, TBP), which reduce disulfide bonds or prevent oxidation. 
• Alkyl halides (e.g. iodoacetate, iodoacetamide), which react rapidly with the free Cysteine 
thiol group and block it from forming disulfide bonds. 
• Denaturating agents (e.g. urea, acids and detergents), which disrupt hydrogen bonds. This 
causes the disruption of protein complexes and of the secondary as well as tertiary structure 
(denaturation). 
• Enzymes (e.g. DNAse, RNAse, protease inhibitors), which digest contaminating nucleic acids, 
carbohydrates and lipids. Protease inhibitors are sometimes needed to protect proteins from 
degradation. 
• Carrier ampholytes, which bind to contaminants and help to remove them from the solution. 
 
Soluble plasma proteins dissolve well within a standard solution, but hydrophobic membrane proteins 
tend to stick to the gel matrix and special care has to be taken to avoid sample loss (usually by adding 
strong detergents), but working with these proteins is still very difficult. There is no general recipe for a 
solution and for different protein samples different compositions might be necessary. Sometimes, the 
composition of the solution is altered in order to dissolve a different set of proteins at a different time. 
The presence of DNA in the solution has severe detrimental effects on separation and detection of 
proteins, since DNA makes the solution more viscous and hinders proteins from entering the gel 
matrix. In addition, DNA binds to certain proteins and causes erroneous migration and streaking.   
 For isoelectric focusing a mixture of urea (up to 9mol/liter) and non-ionic or zwitterionic 
detergents (CHAPS) is usually used besides carrier ampholytes and reductants. Urea has the advantage 
that it does not affect the charge of the proteins. More than 50% of a crude cell lysate can be absorbed 
in such an urea solution, whereas up to 90% can be reached in presence of (charged) SDS.  
 
2.4 Isoelectric fucusing  
 
Proteins are ampholytes, i.e. molecules that contain acidic as well as basic groups, and therefore their 
total charge changes in a complicated way if the pH of the solution changes. The pH value, where the 
net charge of the protein is 0, is called isoelectric point (pI). If the solution has a fixed pH gradient and 
an electric field is applied with the catode at high pH, then a protein in a region with lower pH than its 
pI will have a positive charge and will migrate towards its pI, whereas a protein in a region with higher 
pH than its pI will have a negative charge and will also migrate towards its pI. After a certain time, all 
proteins will be concentrated at their pI (Figure 2.4).  
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Figure 2.4 
Proteins of two types with different isoelectric points are inserted into a solution with a pH gradient. 
An electric field forces the proteins to migrate towards their isoelectric points. 
 
2.4.1 pH gradients 
 
How can a stable pH gradient be obtained?  Svensson (Svensson, 1961) conceived a system consisting 
of a solution with a mixture of free carrier ampholytes, which have a high buffering capacity, good 
conductivity and solubility at their pI, do not interact with proteins, have a low and similar molecular 
weight and have different pI’s. In this solution, almost all carrier ampholytes are charged, either 
positively or negatively. Under an electric field, negatively charged ampholytes migrate towards the 
anode and the lower their pI, i.e. the higher their negative charge, the faster they migrate. Ampholytes 
with high pI move towards the catode, resulting in a separation of the ampholytes and, therefore, in pH 
values that vary with position. In the resulting steady state configuration, ampholytes are separated and 
ordered according to their pI and create a pH gradient. Since they are small, their mobility is high 
(Equation 2.2) and they are subject to strong diffusion. This smears out the ampholytes zones and 
provides a smooth pH gradient. Such a system was first realised by Vesterberg (Vesterberg, 1969).  
  
2.4.2 Immobilised pH gradients 
 
If gradients are small or if viscosity of the solution is high, long focusing times are needed and the 
gradient begins to drift away towards both electrodes due to boundary effects. This problem in the free 
carrier ampholyte approach resulted in an important improvement of the isoelectric focusing technique: 
immobilised pH gradients (Bjellqvist et al., 1982). Here, the carrier ampholytes are modified 
polyacrylamides (so called Immobilines), which are built into the gel matrix and provide a stable, 
immobilised pH gradient.  
Given a set of Immobilines, the problem is how much of each Immobiline has to be used at a 
certain position on the gel strip in order to obtain a predefined pH gradient and a more or less constant 
buffering power. Celentano et al. (Celentano et al., 1987) showed that the total buffering power β must 
be constant for linear pH gradients and a constant total Immobiline concentration. They used the 
relative standard deviation of β (std(β)/mean(β)) as an error function to be minimised with respect to 
Immobiline concentration, and revealed that this error function does not have many local minima and, 
therefore, a steepest descent method can be used to find the minimum from an initial guess. For a pH 
range of 5-8, they obtained a maximal deviation of 0.02 pH units using 4 Immobilines with pK = 4.6, 
6.2, 7.0 and 8.5. Altland (Altland, 1990) presented IPGMAKER, a program that calculates Immobiline 
concentrations optimising the square deviation of expected and calculated pH values, and allows user 
interaction. How to calculate pH values and buffering power from Immobiline concentrations is 
described in Appendix A2. Since all equilibrium constants are temperature dependent and since the pH 
gradient is a function of these equilibrium constants, the pH gradient also varies with temperature. 
Therefore, care has to be taken to keep the temperature constant during experiments and to choose the 
right equilibrium constants for the calculation. 
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An important feature of an immobilised pH gradient gel is the difference in pI that can just be 
resolved with this gel. The difference ∆pI depends on various parameters and its calculation can be 
found in Appendix A3: 
 
pH
pH3p
d
dµE
dx
dDI PP=∆ .                                                                                                               (2.6) 
 
The smaller the diffusion constant DP of the protein and the pH gradient and the higher the electric 
field E and the change of charge across the isoelectric point (
pHpH d
dz
d
dµ PP
∝ ), the better is the resolution. 
Extremely narrow gradients and high fields allow a resolution of 0.003 pH units. With this resolution, 
chemically almost neutral mutations in hemoglobin F (Ala-136 to Gly) were resolved (Cossu and 
Righetti, 1987).   
 
2.4.3 Titration curve 
 
After separation, the pI values of the proteins can be measured, usually by means of calibration with 
marker proteins, and they can be compared to the theoretical pI values. In order to calculate these 
values one assumes that the acidic and basic sites of a protein are independent and that a specific site 
has an equilibrium constant ki independent of its position in the protein (only the number ni of an amino 
acid i matters). Under these conditions the following equation for the charge Z per protein is obtained 
(Appendix A2, Equation A2.7): 
 
Z   = ∑
∈basesj
nj[H
+]/( kj +[H
+]) - ∑
∈acidsi
ni ki /( ki +[H
+]).                                                                           (2.7)  
 
The isoelectric point is the value of  -lg([H+]) at [H+], which makes Z equal to 0.  Table 2.1 shows the 
equilibrium constants for the various amino acids, which are used to calculate Z. Large differences in 
the values of the equilibrium constants make many terms in Equation 2.7 negligible, because in a acid 
environment for example only basic groups are charged and contribute to the total charge Z. 
 
Amino acid pK C-term pK N-term pK side chain PI 
Alanine 2.35 9.87 - 6.11 
Argenine 1.82 8.99 12.48 10.74 
Asparagine 2.10 8.84 - 5.47 
Aspartic acid 1.99 9.90 3.90 2.95 
Cysteine 2.17 9.13 - 5.13 
Glutamine 2.17 9.13 - 5.65 
Glutamic acid 2.10 9.47 4.07 3.09 
Glycine 2.35 9.78 - 6.07 
Histidine 1.80 9.33 6.04 7.69 
Isoleucine 2.32 9.76 - 6.04 
Leucine 2.33 9.74 - 6.04 
Lysine 2.16 9.18 10.79 9.99 
Methionine 2.13 9.28 - 5.70 
Phenylalanine 2.16 9.18 - 5.67 
Proline 2.95 10.65 - 5.80 
Serine 2.19 9.21 - 5.70 
Threonine 2.09 9.10 - 5.60 
Tryptophan 2.43 9.44 - 5.94 
Tyrosin 2.20 9.11 10.13 5.66 
Valine 2.29 9.74 - 6.01 
 
Table 2.1 
pK values of the amino acids at a temperature of 20 o Celsius. A missing pK side chain value means 
that the side chain cannot carry a charge. The corresponding equilibrium constant k can be obtained 
by: k = 10 -pK. From (Schwister, 1996). 
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 Figure 2.5 shows a comparison between calculated and experimental titration curves for two 
proteins in their native form. There is quite a good match between experimental and calculated curves 
for neutral pH, but rather large deviations exist in the acid or basic region. These are due to the rather 
crude approximation on which Equation 2.7 is based: first, in a native protein not all acid or basic 
groups are accessible and, second, electrostatic interaction between charged groups change their 
effective pK values. A more realistic treatment of these electrostatic interactions and the polarising 
effect of the charges on the surrounding ionic solution (see Appendix A1) was provided by Kirkwood 
et al. (Kirkwood, 1934;Tanford and Kirkwood, 1957). However, in order to make use of these more 
precise formulas, the exact 3 dimensional coordinates of the charged groups and therefore the 3 
dimensional structure must be known, and it is not clear, how they can be applied to denaturated 
proteins.  
 
A  B  
 
Figure 2.5 
Calculated (dashed line) and measured (solid line) titration curves for A) β-lacto-globulin B and B) 
riboluclease. The figures are taken from (Mosher et al., 1992).  
 
 Bjellqvist et al. (Bjellqvist et al., 1993) investigated the quality of pI prediction for 29 
denaturated proteins and found good agreement between calculated and experimental values. The 
equilibrium constants have to be determined carefully, since they depend both on temperature and the 
ionic strength of the solution. For example at 10 oC, the pI of human growth hormone is 6.12, whereas 
at 25oC its pI is 5.23. The maximum difference in a pI range of 4.5 – 6.7 was 0.07 pH units for large 
(Mr > 25,000 Da) and 0.15 units for small (Mr < 25,000 Da) proteins. Figure 2.6 reveals the nice 
correlation between calculated and measured values for denaturated proteins: 
 
 
 
Figure 2.6 
Graph showing calculated (with Equation 2.7) pI versus measured pI. This figure is taken from 
(Gianazza, 1995). 
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2.4.4 Influence of modifications 
 
If there is a significant difference between calculated and measured pI values, this could be due to 
errors in the protein sequence or due to chemical or posttranslational modifications of the protein. If we 
had a means to estimate the pI change due to these modifications, IPG could provide information about 
which modification could have taken place. For example, a phosphorylation induces one or two 
additional negative charges (∆q) on the protein, which causes a pI shift towards more acidic or lower 
values. The size of the shift can be calculated solving Equation 2.7 for Z = -∆q. If the buffering power β 
= dZ/dpH (the change of charge per pH unit, see Equation A2.5) of the protein at its pI is known, then 
the shift in pI can also be calculated in a linear approximation as: 
 
∆pI = ∆q/β                                                                                                                                           (2.8) 
 
Since β increases with protein size, the effect of modifications is smaller for larger proteins. 
Haptoglobin α-1s has a β value of 2.86 at its measured pI of 5.40, causing a pI shift of 0.35 per charge, 
whereas for serum albumin β = 14.3 at pI = 5.87 and ∆pI is only 0.07 per charge. 
 
2.4.4 Sample introduction 
 
In this last paragraph, we address the issue of introducing the dissolved proteins into the gel. An IPG 
has wide pores (T = 30% and C = 3%), since it serves only as a fixation for Immobilines and to 
suppress convection, but still it is not easy to introduce proteins, because some of them may be too 
hydrophobic, others may precipitate due to the reduced space in the gel or during injection. Since the 
dissolved proteins achieve a steady state after a certain time, it does not matter where they are 
introduced into the gel. An elegant solution is to dehydrate the IPG and then soak it in the protein 
solution. Like a dry sponge, the gel absorbs the solution and distributes it evenly in the gel strip giving 
the proteins as much space as possible. Up to 15 mg protein can be loaded this way. After this step, a 
voltage of a few kV is applied and isoelectric focussing can start.  
 
2.5 SDS-PAGE 
 
2.5.1 Proteins in SDS solution 
 
SDS is a ionic detergent, i.e. it contains a long hydrophobic tail with a charged head (CH3-(CH2)11-SO4
-
Na
+
 ↔ CH3-(CH2)11-SO4
-
 + Na
+). If denaturated proteins are put into a solution containing SDS, SDS 
binds to the hydrophobic regions of the proteins due to hydrophobic interactions. Investigations by 
Reynolds et al. (Reynolds and Tanford, 1970) and later by Shirahama et al. (Shirahama et al., 1974) 
showed that the amount of SDS bound to the protein first raises gently with the SDS concentration in 
the solution until it raises steeply and achieves saturation at a concentration of about 1.5 mM (Figure 
2.7 A). The saturation level is 1.4g SDS per 1g protein, which is about 1/2 SDS per amino acid. These 
results were the same for all proteins investigated (mostly plasma proteins). Since the intrinsic charge 
is much smaller than the charge carried by SDS, proteins have a similar amount of negative charges per 
length (exceptions see below). Figure 2.7 B shows that the mobility in free solution saturates too, and 
Figure 2.7 C reveals that this mobility is almost the same for the investigated proteins in a mass range 
from 10,000 – 70,000 Da.  
In order to explain this important result, we assume that the length of a protein is proportional 
to its mass, and we also assume that its SDS induced charge is proportional to its mass: MZ ∝ . 
According to the discussion in the first section of this chapter, the free solution’s mobility is µ = 
Zc’/M x, x being about 0.6, and we obtain xM −∝ 1µ , i.e. the mobility depends on M in contradiction to 
Figure 2.7 C. However, since the SDS-protein complex is highly charged electrostatic repulsion 
stretches the complex and it behaves more like a stiff rod than like a smooth chain (Reynolds and 
Tanford, 1970). In this case, the radius a depends linearly on the protein mass M and we obtain µ = 
Zc”/M= const in free solution. There are also exceptions to this µ = const law. SDS does not bind well 
to very acidic proteins due to electrostatic repulsion of the negative charges. Similarly, glycoproteins 
have a lower mobility, because SDS does not bind to the negatively charged sugar moieties. In these 
cases, cationic detergent might solve some of the problems. 
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Figure 2.7 
Proteins in SDS solution. A) Amount of SDS (g) per 1g protein as a function of SDS concentration. B) 
Electrophoretic mobility of bovin serum albumin as a function of SDS concentration. C) 
Electrophoretic mobility as a function of protein mass for unsaturated (o) and saturated (□) protein-
SDS complexes. All figures are taken from (Takagi et al., 1975). 
 
2.5.2 Technique of SDS-PAGE 
 
In SDS-PAGE, the concentration of the polyacrylamide gel is high: T=5-20%, C=2-3%, depending on 
the size of the proteins to be separated. Since the pore size of the gel is small (about the length of a 
stretched protein), it is difficult to introduce the protein solution into the gel, especially since the 
sample has to be introduced at a precise location in order obtain narrow bands after separation. One 
way around this difficulty is to first insert the solution into a so called stacking gel with large pores, 
then perform isotachophoresis in this gel to focus proteins on narrow bands and then suck the proteins 
into a sieving gel with small pores by means of an electric field (Figure 2.8). 
 
 
Tris-Glycine, pH 8.3
Tris-Glysine, pH 8.3
_
+
Proteins + SDS
Stacking gel
Tris-HCl,
pH 8.9
Tris-HCl,
pH 6.7
Sieving gel
Tris-Glysine, pH 8.3
Tris-Glysine, pH 8.3
_
+
Tris-HCl,
Tris-Glysine, pH 8.3
Tris-Glysine, pH 8.3
_
+
Tris-HCl,
A B C
pH 6.7
Tris-Glysine
Tris-Glysine
 
 
Figure 2.8 
Mechanism of SDS-PAGE separation. A) Initial configuration. B) Sample stacking by means of 
isotachophoresis. C)Protein separation in the sieving gel.  
 
 The sample lies between two buffer systems, one containing glycine and the other Cl- as 
anions (Figure 2.8 A). The sample and stacking gel have a pH of 6.7, which lies very close to the 
isoelectric point of glycine (6.07, Table 2.1). Therefore glycine is only weakly charged and has a low 
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mobility, lower than the SDS-protein complexes, whereas the ions Cl- move much faster. The SDS-
protein complexes are sandwiched between the slow and fast buffers when a voltage is applied and 
isotachophoresis takes place (Figure 2.7C). Since the mobility of the SDS-protein complexes is very 
similar, they form closely packed layers of almost equal density, where the thickness of each layer is 
proportional to the amount of protein in the sample. Proteins are now concentrated in a very narrow 
zone. After having passed the stacking gel, proteins and glycine buffer enter the sieving gel, which has 
a higher pH. Therefore, glycine anions carry more charge raising their free mobility and since they are 
small, they easily pass the sieving gel overtaking most of the proteins. Since the pore size of the sieving 
gel is comparable to the protein length, proteins often collide with the gel matrix and their mobility is 
reduced. The larger the protein, the stronger the decrease in mobility compared to free solution. 
Therefore, smaller proteins migrate faster resulting in size dependent separation. Laemmli (Laemmli, 
1970) was first to apply this technique to proteins. 
  
2.5.3 Mobility in SDS-PAGE 
 
In order to calculate the mobility of SDS-protein complexes in SDS-PAGE, one has to have an idea of 
how much space is available in the gel. Ogston (Ogston, 1958) calculated the fraction of gel space that 
can contain a spherical particle of size R. If the gel consists of fibres of length 2L and thickness d with 
a constant fibre density ρ (number of fibre centres per volume), then the fraction f of space that can 
accommodate a sphere of radius R is: 
 
dRrrLrf +=





+−=      ;
3
42exp 32 ρpipiρ .                                                                                       (2.9) 
 
A similar formula holds for particles of arbitrary shape (Rodbard and Chrambach, 1970). Morris 
(Morris, 1967) used this formula to estimate the mobility. When a charged particle migrates in an 
electric field, it is driven along the electric field and after a time step it finds itself in a new volume. 
The chance that this volume can incorporate the particle is equal to the fraction f. If the volume is too 
small the movement is rejected. Therefore, within this approximation, ratio between the gel mobility µ 
and free solution mobility µ0 is  
 
f=
0µ
µ
.                                                                                                                                            (2.10) 
 
Equation 2.10 has an important consequence that can be experimentally verified: taking the logarithm 
of Equation 2.10 and stating that the fibre concentration is proportional to the polyacrylamide 
concentration T (see Equation 2.5), one obtains 
 
( ) ( ) TKR−= 0loglog µµ .                                                                                                                   (2.11) 
 
This relation can be verified by the so-called Ferguson plots, where the logarithm of the mobility is 
drawn as a function of the polyacrylamide density (Figure 2.9). The retardation coefficient KR depends 
on the protein radius. For polyacrylamide gels, which have long fibres, the first term in Equation 2.9 
dominates yielding KR  = c(R+d)2 - a relation that could be confirmed experimentally (Rodbard and 
Chrambach, 1970). The KR value for 2.5nm particles is about 0.04. For T = 10%, we get a mobility 
reduction of µ/µ0 = 0.67.  
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Figure 2.9 
Ferguson plot of 7 proteins (mostly plasma) whose mass increases from protein A to G. Rf  is the 
migration distance relative to a reverence dye and is proportional to the mobility. Note that the fitted 
lines converge well at T=0%, indicating the same free solution mobility for all proteins. Copied from 
(Hames and Rickwood, 1990). 
 
 The validity of Equation 2.10 has been discussed by several authors (Slater and Guo, 
1995;Tietz, 1995;Locke and Trinh, 1999) and more precise models were suggested. The precise 
mechanism of how a particle moves around gel matrix obstacles is not taken account of by Equation 
2.10. Also, particles with a size larger than a certain threshold will be stuck in the gel, which is not 
reflected in Morris’s approach. These additional features lead to a deviation from linearity in Equation 
2.11, especially for very large proteins. 
 Apart from its theoretical interest, the Ferguson plot can reveal very useful information. As 
already mentioned, proteins can migrate anomalously if SDS does not bind well to the proteins or part 
of it. In such a case, the mobility or migrated distance yields the wrong protein mass. Since KR contains 
information about the protein size and therefore its mass, these ambiguous situations can be resolved 
by regarding Ferguson plots. Figure 2.10 sketches four different situations:  
 
 
 
 
 
 
 
 
 
Figure 2.10 
Ferguson plots for different situations. A) Standard case: proteins have identical charge densities and 
therefore identical mobility in free solution (T = 0). B) The smaller protein (smaller slope) has higher 
charge density. C) The larger protein (higher slope) has higher charge density. D) The proteins have 
the same size but different charge density. 
 
 If one wants to measure protein masses by means of their mobility in SDS-PAGE, one usually 
lets co-migrate some proteins with known masses, which are then used to calibrate the mass scale. A 
calibration function, which plots mass values as a function of migration distance, is fitted to the 
calibration masses. But which calibration function has to be used? Figure 2.11 shows calibration curves 
for various gel densities and reveals that a logarithmic calibration function is quite a good 
approximation for the intermediate mass range.  
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Figure 2.11 
Calibration curves plotting the logarithm of the protein mass versus migration distance, which were 
obtained with marker proteins of known mass (o). In the medium mass range, the calibration curves 
are close to linear, whereas separation is less effective towards the margins. From (Hames and 
Rickwood, 1990). 
 
2.5.4 Gradient gels 
 
To enhance separation efficiency especially for high and low masses, gels with a gradient in the 
polyacrylamide concentration T are cast. The gels start with low T and wide pores, therefore 
facilitating the entrance of proteins in the gel. The concentration gets continuously higher and the pore 
size smaller. A large enough protein will migrate until the pore size gets too small and the protein 
sticks in the gel. Since the mobility of the protein is zero around this final point, diffusion is very small 
providing sharp protein spots even if long migration times are necessary. Only very small proteins will 
migrate out of the gel (usually proteins with M < 10,000 Da). 
 
2.6 2-D SDS-PAGE 
 
Combining the resolution of IPG and SDS-PAGE, each in a separate dimension, provides a very 
powerful separation technique, which can resolve a thousand or more proteins at the same time 
(O'Farrell, 1975;Klose, 2002). Since isoelectric point and protein size are independent entities, the two 
separation methods are orthogonal and separation power is highly enhanced. First, isoelectric focussing 
is carried out and the IPG has the to be interfaced with the SDS-PAGE slab, after removal and blocking 
of agents in the solution that could interfere with staining (especially DTT). In vertical SDS-PAGE, the 
IPG is embedded in molten agarose on top of the second dimensional gel. By incorporating SDS and a 
denaturating agent into agarose, it is possible to keep the proteins in solution and to avoid that they 
stick to the IPG matrix. The application of an electric field sucks the proteins into a stacking gel or 
directly into the sieving gel and the second separation can start. 
After staining (see below), a 2-D map of protein spots is obtained revealing a lot of useful 
information (Figure 2.12). For example, modified variants of the same protein often show specific 
patterns such as spot trains, which are easily detectable by visual investigation. Thousands of proteins 
can be visualised in one run and potentially interesting spots can be detected and submitted to further 
analysis. 
 
 
 
 
  21 
Example 
 
 Figure 2.12 shows the human plasma master gel of the Swiss-2DPAGE gel database 
(Hoogland et al., 2000) and gives all the details in the legend. An approximate molecular weight and pI 
scale is indicated, but comparison with theoretical values has to be made carefully, since many human 
plasma proteins are modified causing large shifts in the expected values. The large spot in the middle is 
albumin. Many spot trains are visible, corresponding to variants of the same protein (for example 
immuno globulins, see Swiss-2DPAGE web page for all identified proteins).  Vertical streaks, which 
may be caused by remaining unblocked DTT or protein residues, are also clearly visible with silver 
staining. 
 
 
 
Figure 2.12 
Swiss-2Dpage master gel (http://www.expasy.org/cgi-bin/map2/noid?PLASMA_HUMAN) for human 
plasma. Solution: An aliquot of 6.25 µl of human plasma was mixed with 10 µl of a solution containing 
SDS (10% w/v) and DTE (2.3% w/v). The sample was heated to 95o C for 5 minutes and then diluted to 
500 µl with a solution containing urea (8 M), CHAPS (4% w/v), Tris (40 mM), DTE (65 mM) and a 
trace of bromophenol blue. 60 µl (45 µg) of the final diluted plasma sample was loaded on the first 
dimensional separation. Re-hydration: Hydration was performed overnight in the Pharmacia 
reswelling cassette with 25 ml of a solution containing urea (8 M), CHAPS (2% w/v), DTE (10 mM), 
Resolyte pH 3.5-10 (2% v/v) and a trace of Bromophenol Blue. Running conditions: The voltage was 
linearly increased from 300 to 3500 V during 3 hours, followed by 3 additional hours at 3500 V, 
whereupon the voltage was increased to 5000 V. A total volthourproduct of 100 kvh was used in an 
overnight run. IPG gel strips equilibration: After the first dimension run the strips were equilibrated in 
order to resolubilize the proteins and to reduce -S-S- bonds. The strips were equilibrated within the 
strip tray with 100 ml of a solution containing Tris-HCl (50 mM) pH 8.4, urea (6 M), glycerol (30% 
v/v), SDS (2% w/v) and DTE (2% w/v) for 12 min. -SH groups were subsequently blocked with 100 ml 
of a solution containing Tris-HCl (50 mM) pH 6.8, urea (6 M), glycerol (30% v/v), SDS (2% w/v), 
iodoacetamide (2.5% w/v) and a trace of Bromophenol Blue for 5 min. Second Gel composition and 
dimension: 160 x 200 x 1.5 mm, Resolving gel: Acrylamide/PDA (9-16% T / 2.6% C) Stacking gel: No 
stacking (not needed with agarose) Leading buffer: Tris-HCl (0.375 M) pH 8.8 Trailing buffer: Tris-
glycine-SDS (25 mM-198 mM-0.1% w/v) pH 8.3 Additives: Sodium thiosulfate (5 mM) Polymerisation 
agents: TEMED (0.05%) APS (0.1%). IPG gel strips transfer: After the equilibration, the IPG gel 
strips were cut to size. Six mm were removed from the anodic end and 14 mm from the cathodic end. 
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The second dimension gels were overlayered with a solution containing agarose (0.5% w/v) and Tris-
glycine-SDS (25 mM-198 mM-0.1% w/v) pH 8.3 heated at about 70o C and the IPG gel strips were 
immediately loaded through it. Second gel running conditions: Current: 40 mA/gel (constant) 
Voltage: The voltage is non-limiting, but usually requires 100 to 400 V. Temperature: 8-12o C Time: 5 
hours. Staining: silver.  
 
2.6.1 Blotting 
 
Proteins trapped in the gel matrix have only limited accessibility to chemical agents that detect, analyse 
or modify the separated proteins. Therefore, the proteins have to be sucked out of the gel matrix and 
transferred directly onto a membrane surface where they can easily react with chemical agents. Several 
techniques are available to drive proteins out of the gel: diffusion blotting, capillary blotting, vacuum 
blotting and electrophoretic blotting. For SDS-PAGE, electroblotting is the method of choice and shall 
be discussed in more detail. 
 The gel strip or slab and collecting membrane are sandwiched between electrodes, the gel on 
the cathode side. In the semidry approach, filter papers soaked with buffer and methanol are put 
between the gel/membrane layer and the electrodes (Towbin et al., 1979). Filter papers on the side of 
the cathode contain a slow buffer and SDS, whereas the ones near the anode are soaked with a fast 
buffer. If an electric field is applied, isotachophoresis occurs and proteins migrate towards the 
membrane, where they bind to the surface. The voltage applied is low (~10V), the whole procedure 
takes about an hour and a high percentage of proteins can be transferred. 
 A collecting membrane is a porous matrix that allows the buffer ions to migrate through it and 
that binds proteins covalently to its surface. Several products are available: Nitrocellulose, 
polyvinylidene fluoride (PVDF), Nylon and others, each one with its specific advantages and 
disadvantages. Both PVDF and Nylon have a high binding capacity and mechanical stability. 
 Reactive membranes, i.e. membranes that contain immobilised chemical agents, can be 
inserted between the gel and the collecting membrane. Proteins migrating through the reactive 
membrane are subject to chemical reactions. If the chemical reagent is a protease, proteins are digested 
and their cleaved peptides are collected. Bienvenut et al. (Bienvenut et al., 1999) used two membranes 
with immobilised trypsin and applied a asymmetric square potential (+12.5 V for 125ms and –5V for 
125ms), that increased the migration time in the reactive membrane. The collected digest is then 
available for MS analysis. 
 
2.6.2 Staining  
 
In order to subject proteins to further analysis, the location of proteins spots has to be known in the gel 
or on the collecting membrane. A number of methods exist to detect spots ranging from dyes, 
absorbance of UV light, radioactive labels and labelled antibodies. Only dyes shall be discussed here, 
since they are the only ones of importance in the framework of the molecular scanner. The most 
common agents are: Amido Black, Coomassie Brillant Blue and silver.  
Amido Black was often used in earlier times, but was superseded later by Coomassie Blue, 
which is more sensitive. Coomassie Blue can detect 0.2 – 0.5µg of any protein and staining is 
quantitative up to 20µg. First, the gel or membrane is put into a bath containing methanol and 
Coomassie Blue, which selectively binds to proteins. The redundant Coomassie blue has to be washed 
away, either by diffusion or electrophoretic techniques. The whole staining procedure is time 
consuming and takes several hours. Silver staining is 100x more sensitive than Coomassie Blue 
staining and allows detecting a few nanograms of protein, but it is a laborious procedure and high 
background staining can reduce the signal to noise ratio. 
Staining can be used for quantification of proteins. The stained gel or membrane is 
transformed into a picture by a light scanner and the spot volume serves as a measure for the amount of 
protein. For silver there is a linear relationship between spot volume and protein amount in the range 
0.04 to 2ng/mm2, whereas for Coomassie Blue a linear correlation holds from 10 to 200ng/mm2. For 
higher amounts, saturation occurs and more complicated calibration curves have to be calculated. 
Additionally, both Coomassie Blue and silver staining react differently with different proteins and 
sometimes fail to stain entire protein spots, e.g. small peptides are not well visible after staining. See 
(Hames and Rickwood, 1990;Wilkins et al., 1997) for more details and references. 
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3. Mass Spectrometry  
 
 
 
 
 
 
 
 
 
 
 
3.1 Introduction 
 
For a number of years, mass spectrometers were restricted to measuring volatile compounds and small 
molecules. In recent years, however, techniques have been developed for the ionisation of large bio-
molecules directly from samples in a liquid or solid phase. The mass range has been increasing 
continuously and today the measurement of entire proteins is possible. The detection of ions became 
more and more sensitive and very small quantities could be analysed in a short time and with a high 
degree of precision. All this made mass spectrometry (MS) a method of choice for proteomic research 
and the number of applications has been increasing steadily. In this introduction, some of these 
applications are presented, and further details can be found in review papers on the subject (Patterson 
and Aebersold, 1995;Yates, III, 1998;Godovac-Zimmermann and Brown, 2001;Jonsson, 2001;Mann et 
al., 2001).  
 One of the most important applications of MS is protein identification. There are two different 
approaches: firstly, the masses of peptides obtained from a digested protein are measured and serve as a 
fingerprint to identify the protein. These experimental masses are compared with the theoretical values 
calculated by applying known cleavage rules of the used protease (e.g. cleavage after K or R for 
trypsin) to every sequence in the database. If the experimental data matches the theoretical data of a 
protein sufficiently well, this protein is supposed to be present in the sample. Although fast and easy to 
realise, this approach is sometimes not specific enough for complex mixtures and large databases, and a 
different method has to be considered. Here, peptides from a protein digest are further fragmented (for 
example by collision with an inert gas) and the masses of these fragments correlate strongly with the 
amino acid sequence of the peptide. In the ideal case, the sequence or parts of it can be read directly 
from the fragmentation spectrum and with these chunks of sequence and the peptide mass, the whole 
protein can usually be identified. Readout of sequence information is difficult to automate and often it 
is easier to compare the experimental fragment spectra with theoretical fragment spectra calculated 
from protein sequences in a database. Although fragment masses and their intensities are difficult to 
predict, the match between experimental and theoretical data is often good enough to unambiguously 
identify a protein. More details are will be provided in Chapter 4. 
 Another important application is quantification of proteins, since diseases often produce 
abnormal expression levels for certain proteins. The expression level of the corresponding mRNA 
molecules does not necessarily correlate with the protein level (Gygi et al., 1999b), especially for 
proteins with low copy numbers (some 10,000 copies per cell), which can have an important regulating 
role in a biological pathway. Therefore, the mRNA expression levels found by hybridisation 
experiments convey only limited information and should be complemented by the levels of the proteins 
they encode. Peak intensities in MS spectra cannot easily be correlated with the amount of protein 
present in the sample, since these intensities depend on experimental conditions and on chemical 
properties of the protein. However, if the intensities are normalised with an internal standard of known 
concentration and similar chemical properties, these normalised intensities correlate linearly with 
protein concentration (Section 3.3.8). Often only the changes in expression levels and not absolute 
values are important. One way to measure relative changes was presented by Gygi et al. (Gygi et al., 
1999a): proteins of two different samples are labelled with two different chemical tags (isotope coded 
affinity tags or ICAT) that covalently bind to cysteine and are chemically identical except for a mass 
difference of 8Da. The samples are then digested, mixed and the tagged peptides are isolated. The 
tagged peptides are separated by HPLC and since the two tags are chemically similar, the 
corresponding peptides should elute at about the same time. Peptides eluted in the same time slot are 
then analysed by MS and the peptides of both samples are found in the same spectrum with a mass 
Besides protein separation, mass spectrometry is the second pillar of 
proteomics. Recent developments made mass spectrometers fast, 
precise and reliable. New ionisation techniques allow the ionisation of 
fragile molecules like proteins without fragmentation. In this chapter, 
various ionisation and mass measurement techniques will be 
presented, with special emphasis on MALDI-TOF, the method used 
for the molecular scanner. 
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difference of 8Da. Since these peptides are chemically equal and were measured under the same 
conditions, their peak intensities can be compared and the intensity ratio correlated well with the 
concentration ratio for some test peptides. Therefore, this and similar methods allow for the 
comparison of protein expression in two different samples. 
 Posttranslational modifications play an important role in biological pathways. Phosphorylation 
for example is a chemical modification of certain amino acids that can switch the activity of a protein 
on and off. Therefore, the amount of phosphorylation for a certain protein can provide important 
information about the state of a cell. Since this modification always adds the same mass (80Da) to a 
protein, it is easily detectable by MS. Many modifications are detectable this way and software is 
available that helps identifying modifications of peptides (Wilkins et al., 1999b). With peptide 
fragmentation analysis, the modification site can be identified, providing information about the 
structure of the protein. 
 Many proteins are incorporated in large protein complexes, which are held together by non-
covalent interactions. ESI (electrospray ionisation) and MALDI (matrix-assisted laser 
desorption/ionisation) ionise these complexes gently enough to survive the transfer into the gas phase 
and whole complexes can be investigated (Winston and Fitzgerald, 1997;Loo, 1997). Biologically 
important protein-metal and protein-DNA complexes as well as transcription factors binding to their 
specific DNA binding site could be measured. Although there are cases where the binding in the gas 
phase is non-specific due to electrostatic interactions (basic parts of protein bind to any negatively 
charged DNA, for example), specificity of the binding in the gas phase could be proven in many 
examples. In ESI-MS experiments, the voltage at the needle tip can be increased until weakly bound 
complexes disintegrate and an estimation of the binding constants can be given.  
 Another very interesting approach, hydrogen-deuterium exchange (HDX) MS, can provide 
information about 3D structure of a protein or protein complex (Hernandez and Robinson, 2001). 
There, proteins are bathed in a solution enriched with deuterium and the labile protons of the acid or 
basic groups are exchanged with deuterium. Protons buried within the hydrophobic core of the protein, 
those involved in hydrogen bonding (e.g. α–helices or β-sheets) or those covered by another molecule 
bound to the protein show exchange rates up to eight orders of magnitude slower than the ones exposed 
to the solvent. The deuterium exchange is then quenched by moving the protein into a nondeuteriated 
solution and by lowering the temperature. Usually, deuteriums of the acidic sidechains immediately 
backexchange with hydogens, leaving only the backbone amide deuteriums. Every backbone deuterium 
leads to a mass increase of 1Da, and digestion and measurement of the peptide masses can reveal the 
peptides, which were exposed to the solvent providing 3D structure information. However, there is no 
simple relation between HDX data and 3D structure, since HDX depends also on dynamical properties 
of protein structure (structure fluctuations or protein breathing), which are difficult to understand. 
Nevertheless, using HDX structural changes caused by phosphorylation could be identified. If 
overlapping peptides from non-specific digestion are investigated, H/D exchange rates for single amino 
acids could be determined. Since the total mass of a protein during unfolding increases due to enhanced 
H/D exchange, the amount of unfolding can be measured and used to investigate folding pathways. 
Another very exciting application is the determination of binding sites of proteins with other proteins or 
DNA, since these sites are protected from H/D exchange.  
 
3.2 Ionisation methods  
 
After this brief and rather selective intoduction to MS applications in proteomics, we focus on more 
technical aspects of MS in the following sections. In order to be analysed by MS, atoms or molecules 
have to be charged and in a gaseous phase. Since atoms and molecules are usually either in solution or 
in solid phase, special ionisation methods have to be used that transform them into the desired charged 
gaseous state. In this introduction, some ionisation methods are presented and we refer to (Vestal, 
2001) for further details and references.  
In the early days of MS, only atoms were investigated and relatively crude ionisation methods 
could be applied since atoms do only fragment at high energies. Alkali metals could easily be ionised 
by thermal heating, whereas plasma sources were used for inerter atoms. In glow discharge methods, 
atoms in the gas phase were bombarded by plasma ions or electrons. Sample throughput was low, but 
inductively coupled plasma techniques, where plasma is heated by inductive currents and transfers its 
thermal energy on a separated atom beam, provided better results.  
Volatile molecules can easily be transferred into a dilute, low-pressure gas and introduced into 
an electron beam of about 70eV, where they are ionised and fragmented. Since complex quantum 
mechanical processes are involved, it is difficult to predict the exact fragmentation, but still the 
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fragment masses are reproducible and can be treated as molecular fingerprints that are highly correlated 
with the molecular structure. Databases with some 180,000 electron ionisation spectra have been 
generated. In a different approach that works for atmospheric pressure gases, ionisation is mediated 
chemically via a second reactant gas. This gas (H2, CH6, H2O) is ionised be the electron beam (500-
1000eV) and reacts selectively with the analyte molecules through proton transfer. Fragmentation may 
occur and correlates with the gas phase acidity of the reactant gas, but fragmentation patterns are very 
dependent on operating conditions. By direct coupling to liquid phase chromatography, chemical 
ionisation can be used for less volatile molecules as well. A solution is sprayed into the ionisation 
chamber and the droplets are heated to 373 K until they evaporate. Meanwhile, electrons from Corona 
discharge ionise the solvent (H3O+), which transfers its charge onto the analyte molecules. This method 
works well if the analyte molecules evaporate well and survive the heating process, which is not the 
case for large proteins. Other techniques to ionise volatile molecules are direct ionisation by a laser 
beam or by locally very strong electric fields (1010V/m) at needle tips or etched surfaces. 
 Only the invention of soft ionisation methods for non-volatile samples made MS a powerful 
analytical tool for biochemistry. When Fenn et al. (Fenn et al., 1989) presented the elecrospray 
ionisation MS (ESI-MS) measurement of 40kDa proteins with no evidence of fragmentation, this was 
truly astounding (and meanwhile rewarded with a Nobel price). In this technique, sample solution 
enters through a narrow steel needle at flow rates of 1µL/min. Strong electric fields around the needle 
tip charge the surface of the emerging solvent and electrostatic repulsion of these charges disperse the 
solvent into a spray of fine highly charged droplets. Electric fields guide these droplets through a 
counter current flow of heated gas at atmospheric pressure (dry nitrogen, 320-350 K) towards a 
capillary. This gas flow sweeps uncharged material away and heats the surface of the droplets causing 
solvent to evaporate and droplets to shrink. Coulomb repulsion destabilises the droplets if their radius 
becomes smaller than a critical value (Rayleigh limit) and explodes them. This process is repeated with 
the finer droplets until only the multiply charged analyte molecules are left over. These are carried 
away by a jet of nitrogen gas that passes the capillary and a skimmer to enter the vacuum of the mass 
analyser. Especially for denaturated proteins a large number of different charge states z occur and the 
same protein is detected at various m/z values. A number of variants of the electrospray technique are 
available; some operate without gas but with a heated capillary. Very sensitive detection can be 
obtained with thinner needles and nL/min flow rates. Non-volatile salts, SDS or too high an analyte 
concentration may cause droplets to dry into solid particles and can severely deteriorate detection. 
Therefore, liquid phase separation methods necessitating a lot of salt are not compatible with ESI. 
Since ions are extracted continuously, ESI works well with quadrupole mass filters or ion traps, but it 
can also be used with most other mass analysers. 
 Before ESI and MALDI, fast atom bombardment (FAB) and secondary ion MS (SIMS) were 
the only methods able to ionise large proteins without substantial fragmentation. The idea that the 
impact of keV ions on a noble metal surface covered with molecules could generate intact charged 
molecules with a high yield was not obvious and the technique was discovered by ‘chance’. It turned 
out that the ion charge does not matter (since they are neutralised by electron transfer before impact) 
and neutral atoms can be used instead. However, the ion current density had to be low in order to avoid 
fragmentation. If analyte molecules are immersed in a relatively non-volatile liquid (e.g. glycerol), the 
ion or atom current density can be enhanced and a stable stream of ionised analytes can be obtained 
over a long period. However, a large background of glycerol, glycerol fragments and glycerol analyte 
clusters is observed. 
 Besides ESI-MS, MALDI is mostly used in biological applications. There was a long period 
of tests to ionise large proteins directly by laser beams, but fragmentation always remained a problem. 
Only the work by Tanaka et al. and Karas and Hillenkamp (Karas and Hillenkamp, 1988;Tanaka et al., 
1988), who imbedded the proteins in a light absorbing matrix, provided the breakthrough. Proteins with 
masses higher than 100 kDa could be analysed as well as small peptides. Since ions are produced by 
short laser pulses, this technique is especially well suited for time of flight (TOF) MS, but it also works 
with most other mass analysers. MALDI will be discussed in further detail in the next section.    
  
3.3 MALDI 
 
3.3.1 Principles of MALDI 
 
Karas et al. (Karas et al., 1985) realised that films of aromatic amino acids could be desorped and 
ionised by UV laser light. Apparently, the laser energy absorbed by these molecules could be 
efficiently transformed into kinetic and ionisation energy without fragmentation. This work led to the 
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idea that proteins could be embedded in UV absorbing material, which, after having absorbed the 
energy of a laser shot, transfers its kinetic energy onto the proteins, which are ejected into an exploding 
plume and become charged (Figure 3.1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1 
UV-MALDI process in positive ion mode. A) Matrix (filled circles) and analyte (hatched circles) are 
dissolved in an organic solvent/water mixture. A droplet of the solution is put on the MS sample plate 
and most of the solvent evaporates. B) Matrix and analyte co-crystallise into fine and flat crystals at a 
molar matrix/analyte ratio of about 103-104 for peptides. The crystal size varies from a few to hundreds 
of µm. A laser pulse of a few ns hits the sample, launches ionisation processes and heats the upper 1-
10µm thick layer of the sample to about 1000K. C) A few ns later, the overheated layer explodes and 
propagates as a jet. High velocities and temperatures allow some charges to separate and the positive 
ions to enter the mass spectrometer. 
 
 
Main attributes of MALDI are that uncharged molecules are far more abundant than charged 
ones (Iz=0/Iz≠0 ~ 104 for matrix ions, Iz=0/Iz≠0 ~ 102 for peptides (Keller et al., 2001)). Among the charged 
species positively and negatively charged ions appear and spectra obtained in positive or negative ion 
mode are quite similar, but negative ions are usually less abundant. Charge state |z| = 1 is dominant in 
both cases (large proteins may have |z|  > 1, but peptides of a few 1000Da almost exclusively have |z| = 
1). Other important features are the high initial velocity independent of mass and charge, the low 
fragmentation and strong dependence on total laser energy per pulse (but not on maximal fluence, see 
below) and wavelength. It is difficult to understand these facts, since there are probably several 
mechanisms involved, and since MALDI encompasses a great variety of experimental conditions. 
There are several important constituents and physical properties involved in MALDI, which will be 
shortly described here. For further details and more references see the comprehensive review by Zenobi 
et al. (Zenobi and Knochenmuss, 1998). 
 
3.3.2 MALDI Matrices 
 
A MALDI matrix must fulfil several requirements: high light absorption, solubility in the same solvent 
as the analyte, crystal formation, promotion of ionisation and vacuum stability. Derivatives of benzoic 
or cinnamic acid (Figure 3.2), or related aromatic compounds, are successfully used for peptides and 
proteins. The exact chemical structure of the matrix is crucial and chemically very similar compounds 
might not be useful. However, not all MALDI matrices are aromatic, carboxylic acids. A number of 
basic matrices have proven to be excellent for non-covalent protein complexes, since they allow 
samples to be prepared under non-denaturating conditions. Liquid matrices have the advantage of being 
homogeneous and constantly refreshing their sample surface. Another possibility is to add light 
absorbing solid material to a non-absorbing liquid (Tanaka et al., 1988).  
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Figure 3.2 
Aromatic, carboxylic acidic MALDI matrices that are often used for proteins and peptides. A) 4-
Hydroxy-α-cyanocinnamic acid (4HCCA, αHCCA) B) 2,5-Dihydroxy benzoic acid (DHB) C) Trans-
3,5-dimethoxy-4-hydroxy cinnamic acid (sinapinic acid or SA) 
 
 As the matrix crystallises, analytes are incorporated into the crystal at a rate that depends on 
the matrix and chemical properties of the analyte, especially its hydrophobicity (Olumee et al., 
1995;Kratzer et al., 1998). Beavis et al. (Beavis and Bridson, 1993) found by means of X-ray studies 
that proteins attach to the hydrophobic face of the SA crystal by hydrophobic interactions. In the dried 
droplet method, the hydrophobicity of a peptide has two effects: at the beginning of the drying process, 
hydrophobic peptides bind faster to the crystal. However, since the organic solvent evaporates faster 
than water, the droplet looses its ability to dissolve hydrophobic peptides, which causes them to 
precipitate and excludes them from crystallisation after a certain time. This precipitation effect 
becomes stronger with higher concentration of the peptide (Kratzer et al., 1998). The amount of analyte 
in the crystal is limited and the molar ration of analyte/matrix depends on the matrix and the analyte 
(for αHCCA the ratio is about 1/5000). If the concentration of analytes is too high, not all can be 
incorporated and there is a competition for sites in the crystal. Analytes that are more easily embedded 
will have a higher concentration in the crystal than others. 
 The charge state of analytes in the crystal seems to be the same as in the solution (Krüger et 
al., 2001). If the pH of the solution for DHB is around 2, proteins are highly positively charged in the 
crystal and the positive charges are compensated by counterions (Cl+). The same authors measured the 
presence of residual solvent (organic solvent and H2O) in the crystal, which means that counterions are 
not tightly bound due to dielectric charge screening and charge separation becomes easier. 
 
3.3.3 Laser 
  
Nitrogen lasers are often used for UV-MALDI. They have a wavelength of 337nm corresponding to a 
energy of 3.68eV per photon and they are operated with a pulse width of a few ns and a pulse energy of 
600µJ. An important fact for the discussion of ionisation mechanisms is that the width of the pulse does 
not have much influence on mass spectra as long as the total energy per pulse stays constant (even a 
104 times shorter pulse corresponding to a 104 times more intense laser beam produces basically the 
same ions (Papantonakis et al., 2002)). Various other lasers with shorter wavelengths are also available 
as well as infrared (IR) lasers (e.g. Er:YAG at 2.94µm) that excite the matrix by direct thermal energy 
transfer. The spectra obtained by UV and IR lasers look similar, in both cases the |z| = 1 is the 
dominant charge state. With IR lasers there is a greater tendency to multiply charged ions, less 
metastable fragmentation, less matrix ions and less adduct formation (sharper peaks). However, since 
IR laser light is less absorbed by the matrix, higher pulse energy is required leading to higher sample 
consumption. 
 The MALDI process depends non-linearly on the laser fluence (laser pulse energy per cm2). 
Signal intensities of ions are almost zero until the laser fluence reaches a threshold value (50mJ/cm2 for 
DHB and UV) and raise steeply to a saturation level after the threshold, where saturation is caused by 
ion fragmentation and detector saturation (Figure 3.3). Typical fluences used for UV-MALDI are 50-
100 mJ/cm2. For the acquisition of a mass spectrum, several laser shots are fired and the measured 
single-shot spectra are averaged. The number of shots varies from 1 to about 400. Sometimes the ten 
first shots are discarded since contaminants on the matrix crystals can impair the signal quality and 
these contaminants are purged from the sample after ten shots. After a certain amount of shots the 
sample becomes depleted and signal quality deteriorates. 
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Figure 3.3 
Ion and neutral yield as a function of laser pulse fluence for SA. Solid circles are neutrals, open circles 
matrix ions (M+) and the squares represent protonated insulin (AH+). Solid curves are model fits and 
the numbers above the x-axis indicate the exponents in a power law fit (from Dreisewerd et al. 
(Dreisewerd et al., 1995)). 
 
3.3.4 Sample preparation 
 
Although MALDI is said to be less impurity sensitive than ESI, residual SDS or too high a salt 
concentration can severely impair the quality of a mass spectrum, which makes sample preparation 
very important. It also guarantees good incorporation of the analyte into the matrix and homogeneous 
distribution of MALDI crystals. If crystal density and size varies with the position on the dried droplet, 
a poor shot-to-shot reproducibility is obtained and the quality of the spectra is impaired. Several 
methods have been proposed to improve signal quality and reproducibility, and these are reviewed in 
(Muddiman et al., 1995).  
 
2.3.5 Ablation and primary ionisation 
 
There are two types of ionisation processes: primary ion formation that occurs during and immediately 
after the laser pulse and secondary ion forming reactions that take place in the plume later on. The 
energy of the laser pulse firstly excites the matrix molecules, and this excitation either leads to 
ionisation of the matrix molecules or it is lost due to radiation (20%) or the excitation energy is 
transferred to thermal energy heating up the crystal to 1000K within a fraction of 1ns. Since heating 
occurs very fast and since matrix crystals are bad heat conductors, the generated heat cannot flow away 
and pressure starts building up. If the pressure overcomes the cohesive crystal forces, the overheated 
part of the crystal explodes and the ejected matrix carries away the analyte molecules. The physics of 
this ablation process are not fully understood and many models have been proposed (Johnson, 1996). 
There are several possible ionisation pathways the importance of which is still subject to 
discussions. Here the most important ones are presented and the mainly produced ions are given 
between parentheses (M: matrix molecule, A analyte, e: electron, M+*: excited radical matrix molecule, 
ect.) (Zenobi and Knochenmuss, 1998): 
 
• Multiphoton ionisation (M+*, e-): Experimental values for the electron ionisation energy 
(ionisation potential IP) of typical MALDI matrices in the crystal state are only known for 
DHB (8.05 eV for monomer, 7.93 for dimer, 7.78 for DHB/water (1:1) cluster), but they are 
believed to be slightly higher than two times the 337nm-photon energy and therefore three 
photons would be needed for electron ionisation. However, with the laser irradiance used, the 
chance that three photons hit a single matrix molecule within one laser pulse is low and only a 
few ions could be produced this way. Another possibility is that only two photons hit the same 
matrix molecule and the residual energy is provided by thermal collisions. 
• Energy pooling (M+*, A+*, e-): The chance that each of two neighbouring matrix molecules 
catches one photon is higher than the chance for a double catch. For the laser irradiance that is 
commonly used, about every 4th matrix molecule absorbs a photon, and it would be quite 
probable that several excited molecules lie close together and pool their excitation energies 
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allowing the ionisation of a matrix or analyte molecule. There is a lot of experimental and 
theoretical evidence for this mechanism. 
• Excited-state proton transfer ((M-H)-, MH+, AH+): Certain molecules become much more 
acidic in an excited state and can easily pass a proton to another more basic molecule. This 
mechanism has also been proposed for MALDI matrices where the O-H attached to the 
aromatic ring (and not the COOH group) delivers the proton. Though there is little evidence 
for this mechanism for popular matrices, it has many attractive features (e.g. only one photon 
required).  
• Disproportionation reactions ((M-H)-, MH+, M-, M+, AH+): When a strongly coupled matrix 
dimer is excited it needs relatively little energy to separate into a positively and a negatively 
charged monomer (5.24eV for DHB). The energy to pass a proton to a colliding third 
molecule is even lower (4.4eV). This mechanism is very attractive from an energetic point of 
view, but there is little evidence for it at the moment. 
• Preformed ions (MxAyHn+,?): In the acidic environment of the matrix crystal proteins are 
highly protonated. If counterions do not strongly bind to proteins due to charge screening by 
residual water or solvent, they can be shaken off during ablation yielding highly charged 
protein-matrix clusters. 
 
 The formation of ions at low laser fluences is essential for MALDI, since higher laser pulse 
energies produce extensive fragmentation among analyte ions. 
 
3.3.6 Secondary ionisation 
 
Secondary ionisation takes place after the laser pulse in the expanding plume. The plume expands but 
keeps a rather high density (a few percent of the solid state density) and a temperature of 500K for 
100ns, causing many collisions between analytes and matrix molecules or matrix clusters. Many matrix 
molecules are still in an excited state and several reactions occurring in the plume could be 
experimentally verified: 
 
• Matrix-matrix reactions ((M-H)*, MH+): Reactions between neutral and charged matrix 
molecules take place. These reactions are well established and experimentally verified.   
• Electron capture ((M-H)-, (A-H)-, H*): Electrons freed by primary ionisation are abundant and 
can be captured by matrix or analyte molecules. Highly positively charged ions or clusters can 
be partially neutralised by electron capture. 
• Matrix-analyte reactions (AH+): Protonated matrix transforms its proton to the analyte 
creating protonated analytes, the most important ion type for proteins (Figure 3.4). In the gas 
phase proteins have higher proton affinities than matrices and this reaction will be 
energetically very favourable (1-2eV difference). Too high a proton affinity difference can 
lead to fragmentation and multiply charged analytes.  
• Cationisation (ANa+, AK+, MNa+, MK+, ..): Na+ and K+ are ubiquitous in the plume and are 
transferred to proteins in the gas phase. The transfer provides enough energy to release a 
proton and also multiply cationised species with charge 1 are possible (see Equation 3.1, 3.2). 
Anionisation is not observed in MALDI. 
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Figure 3.4 
Measured ion distribution 1µs after the laser pulse for dried droplet method with DHB. The 
DHB/substance P molar ratio was 125:1. The x-axis represents the MALDI sample plate and the y-axis 
the distance from the sample plate. A) MH+ ions. Clearly visible are the fast ions that have a strong 
forward drift. The slower ions have a broader radial distribution indicating that they could have been 
slowed down by collisions. B) AH+ ions. They are immersed in the slow matrix plume. Slow MH+ ions 
are depleted in the region were AH+ abound indicating that AH+ ions take over their protons. 
However, this effect gets less pronounced for lower matrix/analyte molar ratios (Bökelmann et al., 
1995). 
 
Karas et al. (Karas et al., 2000) presented a qualitative schema of the MALDI ablation and 
ionisation process that includes many of experimental facts and summarises many ideas on this subject. 
The abundance of matrix clusters in the chemical background signal (Section 3.3.11) hints that material 
is ablated in the form of matrix and matrix-analyte clusters. Since many charged ions are present in the 
crystal, random fractionation can produce multiply charged clusters. Especially for acidic matrices and 
proteins, proteins are highly charged in the crystal with only weakly attached counterions, which makes 
charge separation possible. Since the temperature is still high neutrals evaporate from the clusters 
causing them to shrink. Remaining charges are quickly neutralised by primary and secondary ions of 
opposite charge or electrons formed directly in the cluster or present in the plume. Highly charged 
clusters are more prone to neutralisation due to higher coulomb attraction of the neutralising species 
and do not survive the collisions with oppositely charged ions. Only singly charged ions have a chance 
to reach the mass spectrometer without neutralisation. 
 
3.3.7 Initial ion velocity and fragmentation 
 
The laser heats up a thin matrix/analyte layer and creates a supercritical high-pressure state that 
explodes and forms a forward directed jet with an initial velocity v0. v0 is well suited to characterise the 
jet, but it is not easy to measure v0 and results depend on the methods used. Juhasz et al. (Juhasz et al., 
1997) proposed a method based on delayed extraction, which was later used by (Glücksmann and 
Karas, 1999) in a comprehensive study. They obtained the following results: 
 
• The initial velocity depends on the matrix used (DHB: 543 ± 40 m/s; SA: 332 ± 29 m/s; 
αHCCA: 291 ± 51 m/s; HABA: 273 ± 27 m/s). 
• Initial velocities of the matrix are 15-40% higher than those for analytes. A bimodal velocity 
distribution was measured for matrix ions showing a slower and a faster part (Figure 3.4 A). 
• For a given matrix and sample preparation, proteins or peptides of different mass and charge 
show very similar initial velocities. However, other analytes such as oligosaccharides have 
different velocities. 
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• Initial velocities do not depend on the laser irradiance or wavelength within the typical ranges 
used for MALDI. 
• High initial velocities are generally found in ‘cold’ matrices, which produce less 
fragmentation. 
 
 In MALDI, there is generally little prompt fragmentation in the plume and most fragmentation 
is generated by the decay of metastable ions in the drift tube, partially induced by collisions with 
background gas. A high extraction field enhances fragmentation since ions are pulled through the 
largely neutral plume and suffer collisions. The ‘hotter’ a matrix is, the more collisions occur and 
usually ‘hotter’ correlates with a slower expansion of the plume (αHCCA hotter than SA hotter than 
DHB). 
  
3.3.8 Quantification 
 
The signal intensity, i.e. the total ion count produced by an ion and all its isotopes, depends on 
experimental conditions and the physical and chemical properties of the analyte. In addition, the 
sensitivity of reflectron-TOF mass spectrometers is usually mass dependent and higher masses produce 
less intense signals. Therefore, signal intensity does not provide absolute information about the 
quantity of analyte present in the sample. However, if an internal standard molecule of known 
concentration is present in the sample, variations due to sample preparation and matrix crystal quality 
should be reflected in its signal intensity as well. It was shown (Duncan et al., 1993;Nelson et al., 
1994;Gusev et al., 1996;Gobom et al., 2000) that the intensity ratio between sample and internal 
standard protein/peptide is less subject to variations and can give quite accurate quantitative 
information for a range of concentrations for small peptides as well as entire proteins. The authors 
found a good linear correlation between concentration and intensity ratio (Figure 3.5). In a recent 
publication, Bucknall et al. (Bucknall et al., 2002) illustrated the practical utility of automated 
MALDI-TOF MS for quantification in biomedical applications. Over a wide mass range, the technique 
provided good agreement with other methods especially with increasing number of laser shots. 
 
 
 
Figure 3.5 
Intensity ratio of cytochrome c and myoglobulin, where myoglobulin was kept at a concentration of 
5µM. The linear correlation between ICc/IMyo and the cytochrome c concentration [Cc] was 0.972 and 
the linear fit ICc/IMyo = 0.465[Cc] + 0.052 could be used to determine [Cc] (Nelson et al., 1994). 
 
 In order to be effective, internal standards should be chemically similar to the analyte and 
should also have a similar mass. Its concentration should not be too high since otherwise it would 
suppress the signal of the analyte. These conditions are fulfilled in ICAT applications (Gygi et al., 
1999a) (Section 3.1) where relative concentrations of a protein from two different samples are 
measured. 
 
3.3.9 Signal dependence on peptide chemistry 
 
If several peptides of equal concentration are mixed in the sample solution, their intensity in a MALDI 
spectrum can be very different. For a protein digest for example sometimes only 20-50% of the 
peptides can be detected, but this part of variation may also be due to uneven peptide concentrations 
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after digestion. There are two main effects influencing the signal intensity of a peptide: first, the 
amount of peptides incorporated into the MALDI crystal depends on the peptide itself and on the 
sample preparation. Second, the capability to become ionised differs from peptide to peptide. The 
following discussion is restricted to the positive ion mode since little data for the negative ion mode is 
available. 
 Olumee et al. (Olumee et al., 1995) studied a couple of dimer and trimer peptides by 
experimental and computational methods. They found that dimers containing basic amino acids 
produced the most intense peaks. The importance of the different basic amino acids was Arg > His > 
Lys, which corresponds well to the gas phase basicities of these molecules indicating that proton 
transfer mainly occurs in the gas phase. Ser-Gly produced a significantly more intense signal than Gly-
Gly, which the authors explained with the better incorporation of Ser-Gly into the SA matrix due to 
hydrogen bonds formed by the polar serine. Increasing the peptide length led to enhanced ionisation 
even for non-polar peptides, which corresponded well to increased calculated proton affinities. The 
importance of basic amino acids for signal intensity was confirmed by many studies. Zhu et al. (Zhu et 
al., 1995) found a higher intensity ratio between positive and negative ion mode signals for basic 
peptides, indicating that the enhanced intensity of basic peptides is due to ionisation processes and not 
incorporation into the matrix. Krause et al. (Krause et al., 1999) showed for mycobacteria proteins that 
94% of the most intense peaks could be attributed to tryptic peptides bearing arginine at the C-terminal 
end, whereas the number reduced to 72% if the 5 most intense peaks were taken into account. Among 
the 6% most intense peptides bearing lysine at C-terminal, 69% contained another basic residue. To 
exclude a bias in tryptic cleavage, these results were confirmed with synthetic peptides of known 
concentration. Replacement of C-terminal lysine by arginine yielded 4.5 – 15.3 times more intense 
signals and the detection limit was lowered from 250fmol to 50fmol. The authors could not find any 
influence of hydrophobicity or pI on signal intensity, but the amount of peptides containing 
phenylalanine among the most intense peaks was slightly raised. On the other hand, Belghazi et al. 
(Belghazi et al., 2001) investigated a tryptic digest of E. coli isoleucyl-tRNA synthetase and found that 
the detected peptides were usually less hydrophobic.  
 In order to study effects due to the secondary structure of peptides, Wenschuh et al. 
(Wenschuh et al., 1998) investigated 3 peptides of known α-helix or β-sheet structure. Then they 
disrupted the secondary structure by replacing two adjacent amino acids of these peptides by their D 
isomers, which does not change other properties such as hydrophobicity or charge. The signal 
intensities of the modified peptides were always higher under various experimental conditions 
indicating that the presence of secondary structure hampers either incorporation into the matrix crystal 
or ionisation.  
 
3.3.10 Suppression effects 
 
During crystallisation there is a competition for lattice sites and the presence of one analyte may hinder 
another one to be included into the MALDI crystal. During ionisation in the plume, analytes compete 
for protons that are transferred by matrix molecules and if a protonated analyte collides with an 
unprotonated one, which has the higher gas phase basicity, it may pass its proton to the collision 
partner. Therefore, the presence of an analyte may diminish the signal intensity of another analyte and 
this phenomenon is called ‘suppression effect’. 
 Kratzer et al. (Kratzer et al., 1998) made a comprehensive study of this phenomenon using a 
test set of 12 peptides and 4HCCA as matrix. The peptide set was obtained by subsequent cleavage of 
the N-terminal amino acid of dynorphin A (Dyn-17: YGGFLRRIRPKLKWDNQ, Dyn-16: 
GGFLRRIRPKLKWDNQ, .. , Dyn-6: LKWDNQ). In all the tests 50 laser shots were averaged per 
spectrum and five spectra at five different locations were measured per sample revealing that signal 
intensities showed relatively small statistical variations in the dried droplet sample preparation. The 
hydrophobicity of the peptides was measured by RP-HPLC and is depicted in Figure 3.6 A. The signal 
intensity as a function of peptide concentration for pure peptides already showed interesting features: 
the hydrophobic Dyn-17 reaches a saturation level at about 2.5pmol probably due to occupation of all 
desorption sites while less hydrophobic peptides showed no decrease within the concentration 
measured (Figure 3.6 B). 
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Figure 3.6 
Suppression effects. A) Result of a RP-HPLC experiment with all peptides. The higher the rentention 
time, the stronger the hydrophobicity. B) Signal intensity of Dyn-6, Dyn-8, Dyn-12 and Dyn-17 as a 
function of their concentration. Only the solid line curves are of relevance for the text. C) Suppression 
of Dyn-17 by Dyn-16 at three concentrations of Dyn-17. D) Suppression of Dyn-16 by Dyn-6. E) 
Suppression of Dyn-6 by Dyn-16 or Dyn-7. F) Suppression effect in an equimolar mixture of 10 
peptides (Dyn-7 to Dyn-17 except Dyn-16). All figures taken from (Kratzer et al., 1998), A) and B) 
were adapted for better print quality. 
 
 
 Experiments with two-peptide mixtures revealed clearly suppression effects that depend on 
the chemical peptide properties. Dyn-16 was suppressed by an increasing amount of Dyn-17 (Figure 
3.6 C) in about the same way as Dyn-17 was suppressed by Dyn-16 (data not shown). However, the 
suppression of Dyn-16 by Dyn-6 was only very weak (Figure 3.6 D) as was the suppression effect of 
Dyn-7 on Dyn-6 (Figure 3.6 E), whereas the Dyn-6 signal strongly diminished in presence of Dyn-16 
(Figure 3.6 E). Parts of these findings fit quite neatly into the theory about the effect of hydrophobicity 
outlined above in Section 3.3.2: hydrophobic peptides (Dyn-17, Dyn-16) bind faster to the crystal and 
compete for desorption sites, whereas hydrophilic peptides (Dyn-7, Dyn-6) bind slowly and do not 
exclude other peptides from the crystal. On the other hand, these findings can also be explained by the 
stronger ability of the longer and 3 arginine containing Dyn-16 and Dyn-17 to absorb protons in the 
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exploding plume. To decide the precise influence of each of the two mechanisms further experiments 
had to be performed. 
 The suppression effect of an equimolar mixture of 10 peptides on Dyn-16 was also 
investigated. Up to a concentration of 10pmol of each suppressing peptide (100pmol total amount), a 
slightly stronger suppression than the one induced by Dyn-17 only was observed (data not shown). 
Figure 3.6 F shows the signal intensities of these 10 peptides: up to 2.5pmol of each peptide intensities 
raise almost linearly, but the slope is much lower than in the pure peptide case. The small, hydrophilic 
and lacking in arginine Dyn-7 and Dyn-8 are strongly suppressed by the others. The intermediate group 
from Dyn-9 to Dyn-13 has a strongly decreasing intensity after 2.5pmol. The smaller and more 
hydrophilic the peptide, the stronger is the decrease; whether there is one or more arginines does not 
seem to matter. The last group, which is distinguished from the previous one only by its stronger 
hydrophobicity and higher length, shows no pronounced decrease.  
 
3.3.11 Chemical noise 
 
MALDI is a complex process that produces fragment ions as well as cluster ions over the entire mass 
range. Depending where the fragmentation occurs in the mass spectrometer, a flight time significantly 
shorter than the flight time of the parent ion can be measured and the fragment can be found anywhere 
between its actual mass and the mass of its parent ion. Cluster ions consist of matrix/analyte molecules 
and their fragments, and may contain various metal adducts. Since they are not very stable, they 
fragment and can be detected over a large continuous mass range. These cluster and fragment ions 
show up as noise (so called chemical noise) between peptide signals (Figure 3.7). 
 
 
 
Figure 3.7 
Two peptide signals showing clear isotopic distributions with monoisotopic masses of about 1365.5 
and 1369.5 Da surrounded by chemical noise. 
 
 As the amount of a peptide in the sample is reduced, its signal intensity decreases to a point 
where it can no longer be distinguished from chemical noise. Krutchinsky et al. (Krutchinsky and 
Chait, 2002) used a MALDI ion trap instrument to measure the detection limit, which was between 0.1-
1 fmol peptide per sample (this limit depends on instrument and preparation, but it may be of the same 
order of magnitude for other MALDI mass spectrometers). They also performed MS/MS measurements 
on noise and found that it mainly consists of matrix clusters. Since the measurement sensitivity is 
mainly limited by the amount of noise, results could be improved by reducing it. Very soft collisions in 
the ion trap that fragment labile matrix clusters but not peptides were successful in purging the 
chemical noise from the trap and peptides at 0.1 fmol could be detected in this way. 
 Unfortunately, the intensity of chemical noise is not as uniform as in Figure 3.7 and certain 
matrix cluster signals can stand out, especially if the concentration of salts (Na+, K+) is high and the 
protein/peptide concentration low. Since matrix clusters have a similar isotopic distribution as peptides, 
the shape of their signal cannot distinguish them. One way to identify part of these signals is to check 
whether they can be explained by a simple mass formula (Keller and Li, 2000): 
 
 
mCluster = n·mCluster + l·mH + k·mK + i·mNa  
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l ≤ 1; k,i ≥ 0; l + k + i = 1; k + i ≤ n + 1          for α-HCCA and SA                                                  (3.1) 
 
mCluster = n·mCluster + p·(mCluster – mH2O) + l·mH + k·mK + i·mNa  
l ≤ 1; k,i ≥ 0; l + k + i = 1; k + i ≤ n + p +1    for DHB                                                                     (3.2) 
 
where it is assumed the total charge of the cluster is +1 and that Na+, K+ all replace a H+. The second 
term in Equation 3.2 accounts for the fact that DHB can easily lose a H20 in the process of cluster 
formation. 
 
3.4 Mass Analysers  
 
After ionisation, the actual mass of the analyte has to be measured. Mass analysers are instruments that 
allow separating or filtering charged molecules according to their mass value in a fast and precise way. 
Since they use electro-magnetic fields, separation or filtering actually occurs with respect to the mass 
over charge ratio m/z, where m is the mass of the molecule and z its number of elementary charges. A 
number of different mass analysers are used in proteomic applications and this chapter will introduce 
the most important ones.  
Quadrupole (Q) mass filters are devices that can select masses in a certain narrow mass range. 
They consist of four parallel and symmetrically arranged metallic rods (about 1cm thick, 20cm long 
and 1cm apart from their central axis), where the opposite ones have the same electrical potential. Each 
of these two potentials is composed of a dc component U and an ac component with amplitude V and 
frequency ω. Depending on the values U, V and ω, ions of mass m/z flying along the central axis of the 
device are either destabilised and deviated or are allowed to pass the device. One pair of rods 
destabilises higher masses, whereas the other deviates lower masses and the combination of the two 
acts as a mass filter with a precision of about 0.5Da. Quadrupole mass filters operate independently of 
the ion velocity and with continuous or pulsed injection. The selected mass window can be 
continuously moved over a mass range of 40 – 3000 Da, which allows for the measurement of an entire 
mass spectrum. However, only one mass range at a time can be selected and all the other ions are lost. 
Quadrupole mass filters are often used to select ions for further fragmentation analysis (MS/MS). Most 
popular are triple quadrupole and Q-TOF instruments. In the first case, the first quadrupole selects the 
peptide mass (called parent mass). Then, the selected peptide is injected into an ionisation chamber 
filled with a dilute inert gas (e.g. He or Ne) and softly collides with the gas atoms causing 
fragmentation. The second quadrupole is placed in the fragmentation chamber and serves as an ion 
guide during low energy fragmentation. Finally, the fragments leave the chamber and the fragment 
masses are scanned by the third quadrupole. The last quadrupole can be replaced by a TOF analyser 
(Q-TOF), which allows much higher resolution mass measurement, but necessitates a more 
complicated interface (orthogonal injection). Quadrupole based techniques are robust and work well 
with continuous injection by electrospray. See Balum et al. (Blaum et al., 2000) and Miller et al. 
(Miller and Bonner-Denton, 1986) for further details. 
 Ion traps are devices that can store charged molecules for a long time. Ions are trapped in time 
varying electric potentials ~ U + Vcos(ωt), produced by a ring electrode and two cap electrodes sitting 
on both sides of the ring and confining a space of 2-3cm3 filled with dilute helium. Ions are injected 
through an aperture in one cap electrode and ejected through apertures in the opposite cap. Depending 
on the values of U, V and ω, ions of a certain mass range, typically 100 – 4000Da, can be stably 
trapped, and their motion is dampened by collisions with helium atoms confining the particles to a 
small space in the trap centre. Changing the U, V and ω values destabilises ions either on the high or 
low mass side and these destabilised ions are ejected and their intensity can be measured. Further 
change leads to ejection of all ions and a mass spectrum can be acquired with a precision of 0.2 Da. For 
fragmentation analysis, all ions but the ones of interest are ejected. Then U, V and ω are reset in order 
to stabilise a broad mass range and the kinetic energy of the selected ions is raised by resonant 
excitation. After a certain number of low energy collisions with helium atoms the ions fragment. These 
fragments are then ejected and their mass and intensity are measured or a selected fragment is kept for 
further fragmentation (MS3). The fragments masses driven out the ion trap can also be measured by a 
TOF instrument, which provides a superb resolution and overcomes space charge effects. Especially in 
combination with a TOF instrument, this technique has a great potential and also allows the 
simultaneous fragmentation of several peptides. See the comprehensive review by March (March, 
1997) for further details. 
 Fourier transform ion cyclotron resonance MS beats all the records in mass accuracy (1ppm 
over a mass range of 250-1000Da) and makes it possible to distinguish the S34 from other +2-neutron 
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isotopes revealing information about the number of sulphur atoms in a peptide. However, their high 
cost and difficult maintenance make them appear only slowly in standard proteomic labs. In this 
technology, ions are injected into a strong magnetic field, where they cycle on circular orbits with a 
frequency typical for their mass over charge ratio. In order to be detectable, ions of a certain m/z value 
have to be excited by time varying electric fields and their frequency of rotation can be measured 
without that the ions leave the device (mirror current). This frequency gives very precise information 
about the ion mass, especially if measured over many cycling periods, which can be achieved if the 
ions are additionally confined in an ion trap. This very interesting approach is described in Marshall et 
al. (Marshall and Hendrickson, 2002). 
Advances in ion optics, ion detection and fast recording electronics made time-of-flight 
analysers part of the standard equipment of proteomic labs. Their high mass range, good resolution, 
high speed, low cost and easy maintenance are well appreshiated properties. Since they can measure an 
entire spectrum in one run without discarding any ions, they are very sensitive as well. In combination 
with quadrupole filters (Loboda et al., 2000), ion traps or with ion gate mass selection techniques they 
are very useful and fast devices for ion fragmentation measurements. Ion gate mass selection is suitable 
for MALDI and these so-called MALDI-TOF/TOF instruments have just appeared on the market 
(Medzihradszky et al., 2000). In this technique, an ion gate selects the parent peptide, which is 
introduced into a high-energy fragmentation chamber and a TOF analyser subsequently measures the 
fragment masses. They are very fast and provide high-quality fragmentation spectra. 
 
2.5 Time-of-flight analyser 
 
2.5.1 Principles of a TOF instrument 
 
The first TOF analysers were devised and built by Stephens (Stephens, 1946) and Cameron and Eggers 
(Cameron and Eggers, 1948). In Camerons and Eggers apparatus, ions were formed by an electron 
beam, extracted by a constant electric field and recorded by an oscilloscope. Since the extraction 
interval must be well defined (otherwise ions of different masses would mix), they applied a gating 
pulse of 5µs. The resolution of their measurement, i.e. the ratio of mass to peak width at half height 
(m/∆m) was about 1 (compared to 20,000 today) and the mass range was 0-100 Da.  
A sketch of a more modern version of a TOF instrument is given in Figure 3.8 (more detailed 
drawings can be found in the Cotter’s book (Cotter, 1997)): 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.8 
A) At the beginning of the measurement, an energetic beam (laser, electrons) ionises the sample 
molecules and at the same time a square potential is applied to the ionisation chamber. The ions are 
extracted and B) injected into a flight tube with velocities corresponding to their m/z. C) The detector 
measures for every discrete time step how many ions arrive and D) with help of Equation 3.3 this 
information is transformed into a mass spectrum, where the ion count is a function of m/z. 
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The basic physical principle of this instrument is that ions of different mass to charge ratios are 
accelerated differently and enter the flight tube with different velocities. Therefore, the time t an ion 
needs to pass the flight tube depends on the m/z. It can be calculated using the law of energy 
conservation: 
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where v [m/s] is the velocity of the ion after acceleration, V the tension in Volts and L [m] the length of 
the flight tube. 
 
Example 
 
 The potential V is 20,000 Volt and peptides of mass 1000Da = kg10660,1 24−⋅ are measured in 
a flight tube of 1m length. The ionisation mechanism produces only ions of charge 1e. Then the 
velocity is v = 9.85·104 m/s and the flight time t = 1.00·10-5 s. In order to resolve masses only 1Da 
apart, we need a digitaliser faster than t(1001) - t(1000) = 8.05 ·10-9 s. 
 
 Equation 3.3 is oversimplified: first, the position of ionisation x0 is not exactly defined and can 
vary especially for gas phase ionisation. Second, ions usually have an initial kinetic energy U0, which 
may be mass dependent, and, third, the ionisation pulse has small but finite length and t0 can be any 
value within that pulse. Equation A4.8 shows how the total flight time tTOF, i.e. the time difference 
between ionisation pulse and arrival at the detector, can be calculated as a function of U0, x0 and t0: 
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where d0 is the length of the ionisation chamber. The variables U0, x0 and t0 are stochastic, i.e. they 
cannot be predicted exactly. In order to minimise the relative variation of ∆tTOF/tTOF caused by the 
variations of U0, x0 and t0, two solutions could be implemented: First, the higher the electric field E~V 
the lesser the relative importance of U0, and, second, the longer the flight tube, the lesser the 
importance of t0. However, the sampling rate of the digitaliser limits the voltage and the dimensions of 
a standard laboratory limit the length of the flight tube. Therefore, other means like ion focusing 
devices have to be used to enhance resolution. There is no device able to correct uncertainties in both 
initial velocity and initial position. The technique of ‘double stage extraction’ can focus ions with 
different start positions and the reflectron and ‘delayed extraction’ techniques are able to focus ions 
with different velocities, at least approximately. Only a combination of these methods will be able to 
provide both space and velocity focussing. Since focusing parameters depend on m/z, there is generally 
a trade-off between very high resolution for a small range of m/z values and good resolution for a broad 
m/z range. Depending on the technique used, either the uncertainties in kinetic energy or the ones in the 
initial position may be more important. For instruments operating with MALDI, the initial position is 
usually rather well defined, but the initial velocities show a wide variation around the mean velocity. In 
this case, velocity focusing is essential. 
  
3.5.2 Double stage extraction  
 
If two ions with the same mass have different start positions, they exit the acceleration region with 
different velocities: the ion with a smaller x0 will be accelerated over a longer distance than the ion 
with a larger x0. However, the ion with a larger x0 will also spent less time in the ionisation chamber 
and enter the flight tube with a lead. After a certain time, it will be passed by the retarded ion at 
position xf (Figure 3.9). 
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Figure 3.9 
Space focussing. A) Starting positions of the ions. B) Ions enter flight tube at different times with 
different velocities. C) The fast ions catch up with the slow ones. To a first order approximation xf is 
independent of x0 and independent of the ion mass. D) The ions spread out again due to their different 
velocities. 
 
xf can be calculated using Equation 3.2. Unfortunately, xf always slightly depends on the initial position 
and mass of the ions, but we can reduce this dependence to higher order terms in x0 by stating that the 
derivative of the flight time t*TOF needed to reach xf vanishes (first order focusing, for second order 
focusing the second derivation has to vanish, too): 0/
00
*
0
=
=x
TOF dxdt  yielding xf  = 2d0 (see Appendix 
A4), which is independent of the ion mass. Since d0 is only a few cm in TOF instruments, xf is too small 
for an efficient separation, i.e. the ions will be focused at that point, but the different masses will be 
mixed. 
 The ‘double stage extraction’ technique operates with two different electric fields in the 
ionisation chamber that allow xf to shift further away from the origin. The idea is to prolong the time 
spent in the acceleration region but keeping the final velocity the same, which yields larger leads of 
ions with higher x0 and the ions with lower x0 need more time to catch up (Figure 3.10).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.10 
A), B) and C) like in Figure 3.8. The ionisation chamber is now split into two regions: a larger one 
with lower voltage difference (from 0 to d1) and a smaller one with higher voltage difference  (from d1 
to d0). 
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 The calculation of the flight time for double stage extraction is given in Appendix A4. The 
focusing condition states that f1 = 0 in Equation A4.10 with dR = 0. Therefore with d2 = d0 - d1: 
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This relation was found by Wiley and McLaren (Wiley and McLaren, 1956) who used double stage 
extraction for their famous instrument already in the 50’s. It shows that if y is sufficiently large, xf is 
moved for away from the ion source. For an instrument with d1 = 0.2cm, d0 = 1.2cm, V1 = 1600Volt 
and V0 = 1664Volt xf is about 42cm. 
 
3.5.3 Delayed extraction 
 
Again, the basic idea is rather simple: just after ionisation, the ions may have different velocities along 
the instrument axis in positive direction. If the electric field is not switched on immediately after the 
ionisation pulse, the ions will fly a certain distance according to their velocity, i.e. the faster ones will 
fly further into the ionisation chamber. If the electric field is switched on after a certain delay τ the 
faster ions will be accelerated over a shorter distance partially compensating their higher initial 
velocity. Assuming the initial positions are all 0 at the ionisation pulse, the positions after the delay τ 
are x = v0τ, where v0 is the initial velocity. Inserting this into the flight time equation and setting the 
derivation of the flight time with respect to the initial velocity to 0 (first order focusing, for second 
order focusing the second derivation has to vanish, too): 0/
0
0
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TOF dvdt , where v is the mean initial 
velocity, one obtains an expression for τ: 
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y is defined in Equation 3.5 and f1 is a constant that depends on instrument parameters only (see 
Appendix A4). τ depends on the mass of the molecule to be analysed and the resolution in the delayed 
extraction mode is very high for this mass, but drops quickly for other masses (Figure 3.11 A). Optimal 
delay times are typically a few 100µs and are very sensitive to distortions in electrical fields resulting 
in experimental optimal delay times that are by a factor two higher than the ones calculated by 
Equation 3.6 (Vestal and Juhasz, 1998).   
 
A  
 
B  
Figure 3.11 
Resolving power (m/∆m) as a function of ion mass. A) Calculated resolving power in double stage 
delayed extraction mode without reflectron (V = 20,000Volt, v = 300m/s, G = V1/V0, L = 1m) with a 
delay optimised in first order for m/z = 5734.4 Da. B) Calculated resolving power in double stage 
delayed extraction mode with and without reflectron for similar instrumental parameters as in (A). The 
delay time is optimised in second order and the scale on the x-axis is m/ V0 [Da/Volt]. Plots taken from 
(Vestal and Juhasz, 1998). 
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3.5.4 Reflectron 
 
Even with double stage space focusing, the focus position is not far enough from the source. Since a 
long flight tube enhances resolution, one would like to detect the ions even further away. However, the 
ions have different velocities at the space focus point and will be drifting apart if they fly further. The 
reflectron device (Mamyrin, 1966) tries to correct this drifting apart and tries to focus the ions on the 
detector. Its principle is that ions pass a second electric field after acceleration and the time they spend 
in this second field region is the longer the higher their velocity is, thus compensating the lead fast ions 
gain in the drift region (Figure 3.12).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.12 
Reflectron device. A) Ions have the same position but different velocities. B) Drifting in the flight tube 
fast ions gain a lead, C) but are retarded in the reflectron. The electric field there is constant and 
slightly stronger than the accelerating field such that the ions are stopped at distance d and 
accelerated in opposite direction. D) The ions enter the drift tube again with the same velocity as 
before the reflectron and E) fly until their positions are synchronised again at the detector. 
 
If tR is the time spent in the reflectron and the regions L1 and L2 of the drift tube (Equation A4.7) then 
first order velocity focusing 0/
00
=
=vvR
dvdt demands  
214 LLdR +=′ ,                                                                                                                                      (3.7) 
 
where Rd ′  is the position inside the reflectron where the potential difference to the entrance grid equals 
V0. Since Rd ′  is independent of the ion mass a reflectron provides mass independent first order velocity 
focussing. Figure 3.11 B compares the resolution of time delay device with and without reflectron. 
Since time delay focussing is optimised for a certain mass, it provides a higher resolution for this mass, 
whereas the reflectron diminishes this optimised resolution but provides better results over a broader 
mass range. For applications like peptide mass fingerprinting, where masses of a wide range are 
important, the reflectron is therefore of great importance.  
 
3.5.5 Technical limitations of resolution 
 
The predicted theoretical resolutions are usually higher than the experimentally measured ones. Several 
technical limitations are responsible for this fact:  
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• Detectors are an essential part of MS measurements and influence the quality and resolution of a 
spectrum. Ions in a TOF instrument have quite a high energy when they arrive at the detector and 
as they hit the detector material they launch an avalanche of electrons, which are accelerated 
towards the detector anode and measured as a current. Within a certain domain this current should 
be proportional to the number of ions, but the slope may also be mass dependent. A digitiser 
transforms this analogue signal into a binary form, where at least 8 bit are required to guarantee 
minimal coverage of the dynamic range of the ion count. 12 or more bits are standard today, which 
can be recorded with a sampling rate of some 100ps. This time resolution can be a limiting factor 
for high precision measurements in the lower mass range. 
• Electric fields are never exactly constant in the accelerating regions and residual fields are present 
in the drift tube. This leads to scattering of the ions and to deviations of the time of flight from the 
expected value. On the other hand, variations in the accelerating voltage are small and have no 
influence for a resolution less than 100,000. 
• Collisions with voltage grids, especially those in the reflectron, cause ion loss and small angle 
scattering. Grid-less reflectrons are available but only work if the ion beam is very thin.  
• Fragmentation of parent ions in the mass spectrometer produces fragment ions that will have a 
shorter flight time and therefore a lower mass than their parent ions. If fragmentation occurs at the 
beginning of an acceleration zone or in the drift tube before the reflectron, the time-of-flight shift 
will be large and the fragment may be detected as a separate peak. Fragmentation at the end of an 
acceleration phase causes a small shift, which will cause a peak broadening of the parent peak on 
the lower mass side.  
 
3.5.6 Calibration 
 
The last step in Figure 3.8 consists in converting flight time into m/z values, i.e. Equations A4.8 or 
A4.10 have to be inverted and resolved for m/z. If the perturbation p (Equation A4.2) is independent of 
the mass, as it is the case for orthogonal injection instruments, the solution is simply m/z = A(tTOF- t0)2. 
However for MALDI, ions have all the same initial velocity independent of their mass, which means: p 
= x0/d1 – (m/z)y(v0/2eV0)2 and tTOF depends on m/z in a more complicated way and it is not possible to 
obtain an analytical expression for m/z as a function of tTOF - t0. Approximations like  
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m
−+−+−=                                                                       (3.8) 
 
were used successfully (Vestal and Juhasz, 1998). The parameters A, B, C and t0 can be determined 
either by calculation from the machine parameters or by fitting Equation 3.8 using four or more known 
reference masses. 
 Christian et al. (Christian et al., 2000) chose a slightly different approach. They reasoned that 
a calibration error stems from uncertainties in the instrumental parameters like initial velocity, field 
strengths, delay time and so on. In order to adjust these parameters, they took some reference masses 
with their calculated (Equation A4.8) and observed flight times, and used a simplex minimum finding 
algorithm to find instrumental parameters that provided the best fit between calculated and observed 
flight times. Then they used these new parameters to calculate the flight time for any mass and used a 
numerical root finding method to obtain the mass corresponding to a measured tTOF. This approach had 
the advantage that all equations and quantities used had physical meaning. Fitting Equation 3.8 to some 
calibration masses may provide good results for the range covered by these masses, but may lead to 
erroneous results for masses out of this range since not all the terms in 2.8 have physical meaning. 
Christians approach, however, can operate with calibration masses in the low mass range and still 
provide good results for the calibration of high masses. 
 If one does not have access to flight times and only has a list of badly calibrated masses mi and 
their reference values Mi, one has to know the functional relation between Mi and mi in order to provide 
a re-calibration for any mass m. It is not possible to give an analytical relation, but Egelhofer et al. 
(Egelhofer et al., 2000) showed experimentally that for MALDI-TOF a linear relationship   
 
Mi = Ami+B                                                                                                                                         (3.9) 
 
is a good approximation (Figure 3.13). A and B depend on the position on the sampling plate and can 
then be found using linear regression. 
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Figure 3.13 
Deviation between experimental and theoretical masses. A) shows the MALDI-TOF sample plate with 
the positions of the spectra that were used for B). B) shows the deviation between experimental and 
theoretical masses as a function of the experimental mass. It reveals that the slope and the offset of the 
curves depend on the position on the sampling plate, but all the curves can be reasonably well 
approximated by a linear function. Figures taken from (Egelhofer et al., 2000). 
 
 Recently, the same group developed their method further and used a two steps calibration that 
provided an average accuracy of 1ppm with 3.5ppm standard deviation for peptides of various masses 
measured with a MALDI-TOF (Gobom et al., 2002). In the first step, a sample with 58 evenly spaced 
standard masses between 737 and 4045 Da was measured and a polynom m/z = a0 + a1(t2) + a2(t2) 2 
+…+ a2(t2) 15 was fitted to the data with almost no residual error. Then, it was observed that, after 
using the fitted polynom for external calibration, the residual error for spectra obtained at different 
positions on the sampling plate depended linearly on m/z and could be corrected with a two point 
internal calibration. The method worked well for some test sets of peptides and it was observed that the 
largest errors (~ 20ppm) were due to interference with chemical noise or overlapping peptide signals. 
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4. Protein identification  
 
 
 
 
 
 
 
 
 
 
 
4.1 Introduction 
 
Proteins stemming from the same gene can exist in several chemically modified forms, in several 
different splice variants or they can have mutated amino acids. What is considered as the same protein 
and what goes under a different name is a question of definition. Usually, a protein is defined by its 
main sequence and small sequence deviations still refer to the same protein. Therefore, determining the 
complete amino acid sequence is a necessary step for the identification of unknown proteins. Today, 
after many genomes have been sequenced, hypothetical protein sequences can be derived from 
genomic or EST (expressed sequence tags) databases. Protein sequence databases of different quality 
and redundancy are available and can be used for identification. In this case, only a set of specific 
attributes such as peptide masses or a short sub-sequence have to be measured in order to 
unambiguously identify the sample protein in the database.  
Edman sequencing (Edman and Begg, 1967) used to be the most important method for protein 
identification. In this technique, the N-terminal amino acid is tagged with a chemical label and cleaved 
from the protein or peptide, which stays intact otherwise. The tagged amino acids are then separated 
from the peptides and identified by chromatographic methods. This procedure can be repeated up to 
40-60 times until data interpretation becomes ambiguous due to sample impurities and incomplete 
reactions, and a piece of N-terminal sequence can be determined. If the complete sequence is of 
interest, the protein has to be cleaved into smaller peptides and the peptides can then be sequenced. In 
order to determine the order of the peptides, the protein has to be cleaved with a different enzyme 
yielding peptides that provide a different coverage of the protein. The comparison of the sequences of 
both sets of peptides gives then the full sequence information. If potential sequences are known from 
gene or protein sequence databases, a short sequence of a few amino acids may be sufficient for 
identification and can be easily obtained by means of this technique. Although Edman sequencing is 
very reliable and can be fully automated, it is rather time and sample consuming even for short 
sequence tags  (~ 1 day per protein). In addition, this technique fails if the N-terminal of a protein or 
peptide is modified. 
The mass of a protein is not very specific and can shift significantly due to posttranslational 
modifications. However, if a protein is treated with an enzyme that cleaves after predefined amino 
acids (e.g. trypsin) then the masses of the resulting peptides are highly specific and only a few of them 
will be influenced by modifications. These peptide masses can then be measured and compared to the 
masses calculated from an in silico digestion of a protein sequence. If the match is significant the 
protein is identified in the sequence database. MS is the method of choice to measure these peptide 
masses since it is fast and provides precise mass values. As outlined in Chapter 5, it can be integrated 
into automated approaches including protein purification and identification. How this peptide mass 
fingerprinting (PMF) technique works in detail will be described in the section below. 
PMF is prone to false positives if only a few peptides can be detected in a spectrum. However, 
MS offers a different approach that is more specific than PMF: peptide fragmentation or MS/MS 
analysis. Here, a protein is digested and its peptides are injected into a mass spectrometer, which 
selects a peptide in order to fragment it. The fragment masses are then measured and used for 
identification by comparing them with the theoretical masses calculated from a sequence database. 
There are several ways to perform fragmentation: low-energy fragmentation, which provides 
fragmentation at more specific sites, can be obtained by triple quadrupoles, Q-TOF and ion trap 
instruments. Higher-energy fragmentation can be obtained by MALDI-TOF-TOF instruments. Other 
sources for fragmentation are direct laser irradiation or electron bombardment, which are sometimes 
used in Fourier transform and ion trap instruments. 
The identification of proteins present in a biological sample is an 
important task in many proteomic experiments. Most high 
throughput approaches are now based on the measurement of specific 
protein fragment masses by mass spectrometry. Protein sequence 
databases are then screened to find sequences whose theoretical 
fragment masses match the experimental ones. 
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 The physics of low energy peptide-gas collisions and peptide fragmentation are complicated 
due to the high number of rotational degrees of freedom of a peptide. However, an understanding of the 
major fragmentation mechanisms could be used to refine peptide identification algorithms. Fortunately, 
for low energy collisions there is a simple theory, the ‘mobile proton theory’ (Dongre et al., 1996;Paizs 
and Suhai, 2004) that qualitatively describes some important observations made in fragmentation 
experiments with protonated peptides. It is assumed that the collision energy is high enough to ‘free’ a 
proton from its initial low energy state (trapped by a basic amino acid or solvated by hydrogen bonds) 
and to deposit it anywhere on the peptide backbone. Proton mobility depends on the number of protons 
compared to the number of basic amino acids since protons trapped by argenine or lysine usually need 
more energy to be freed than protons solvated by hydrogen bonds. On the backbone, protons can bind 
to amide nitrogen. In the charge directed fragmentation pathway, which is the most important pathway 
for low energy fragmentation, cleavage can occur either by direct destabilisation of the amide bond due 
to the additional proton, or by chemical reactions of the carbon of the protonated amide bond with 
electron-rich groups in the peptide. In the latter case, the electron-rich group may be the oxygen of the 
next N-terminal amide bond (oxazolone or bx-yz pathway) or the nitrogen of the N-terminal amino 
group (‘diketopiperazine’ pathway). If the peptide charge is one, in the bx-yz pathway the proton goes 
on the part with higher proton affinity producing b- and y-ions, whereas y-ions are prefered in 
the‘diketopiperazine’ pathway. See Paizs et al. (Paizs and Suhai, 2004) for more details and references. 
 The cleavage frequencies depend on many parameters such as the total peptide charge, the 
peptide length and presence of specific amino acids such as basic and acidic amino acids or proline. 
Although no precise rules can be deduced, there are some tendencies (Budnik et al., 2002): the N-side 
bond of proline fragments more often than average. The proton of a carboxylic group of an acidic 
amino acid can build a salt bridge to the amide nitrogen on the C-terminal side causing enhanced 
fragmentation after acidic amino acids (Paizs et al., 2002). This fragmentation pathway may not be 
directly influenced by the mobile charge (charge remote pathway) and is important if no mobile charge 
is present. Tabb et al. (Tabb et al., 2003) investigated a set of 1465 ion trap spectra, which were 
selected from a larger set according to quite stringent criteria (doubly charged peptides with one basic 
amino acid, high quality spectra and singly charged fragments). They found that fragmentation in the 
middle of the peptide produces more intense signals for b- ynd y-ions, where this effect seems to be 
more pronounced for y-ions. Proline clearly favors fragmentation at its N-terminal bond, whereas other 
amino acids have much weaker pereferences. Another group (Kapp et al., 2003) performed similar 
experiments with 5500 ion trap spectra that were manually checked.  They classified peptides as 
mobile, partially mobile or nonmobile depending on whether the number of charges is larger, equal or 
smaller than the number of basic amino acids, respectively. Then a linear model was fitted to the 
intensity data in order to discard bias due to background, position in the peptide and peptide length. 
The influence of amino acids on their N- or C-terminal fragmentation was then investigated for all 
proton mobility categories separately, which provided much clearer results. For the mobile categorie 
the most significant result was the enhanced N-terminal and suppressed C-terminal fragmentation of 
proline; a results which held for the partially mobile category as well. In this category, C-terminal 
fragmentation of aspartic acid became important along other rules. In the non-mobile category 
preference for C-terminal fragmentation after aspartic acid and glutamic acid gained importance and 
became more significant than the rules involving proline. Investigation of the influence of both amino 
acids flanking the fragmentation site gave a very clear preference for Asp-Pro fragmentation in the 
mobile category. On the average, proline had the largest influence on fragmentation frequency. As a 
last important result the authors found that the peptide identification routines Mascot and Sequest did 
not work well for the nonmobile category and many peptides fell under the score threshold and could 
not be identified automatically. Another interesting work was based on a more automated machine 
learning approach (Elias et al., 2004). A nonredundant set of 27,000 doubly charged ion trap spectra, 
for each of which Sequest provided a clearly identified peptide, was used to construct a probabilistic 
decision tree. Given some fragmentation site attributes (position in peptide, presence of proline, ect.), 
this tree gives the distribution of the normalised intensity over six bins representing different intensity 
levels, which makes it possible to calculate the probability of a spectrum given a peptide. The tree was 
constructed for truly matching peptides and second-ranked randomly matching peptides, providing 
probabilities for matching and non-matching hypothesis. In the truly matching peptide case, the tree 
contained a lot of fragmentation rules already discovered earlier, but now detected in an automated 
manner. The log-likelihood ratio of matching/non-matching probabilities LOD provided information on 
a peptide match complementary to the Sequest scores, and the combination of LOD and Sequest scores 
outperformed all single scores.  
If a fragmentation spectrum would exclusively contain all b- and y-ions of a peptide, one 
could try to read the sequence by searching for peaks separated by the mass corresponding to one 
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amino acid (so-called de novo sequencing). Starting with the N-terminal amino acid, the sequence 
could be read up to the C-terminus. However, even for a perfect spectrum data interpretation could be 
ambiguous because y-ions can have the same mass as b-ions within a certain mass tolerance. The 
chance for this coincidence rises with the peptide length but is already important for small peptides 
(Budnik et al., 2002). In addition, missing ion signals, unknown charge states and noise due to 
unspecific fragmentation or background further complicate the task of de novo sequencing. Partial de 
novo sequencing is often performed by MS experts and the sequence tag as well as the parent mass are 
used to identify the protein (Mann and Wilm, 1994). Automatic approaches exist but do not work well 
in fully automated mode with real live spectra. In one approach (Dancik et al., 1999), MS/MS spectra 
were transformed into a graph, where all detected fragments that could correspond to different 
fragmentations of one peptide bond (e.g. a-, b-, c-ions, NH3 or H2O losses) were compiled into the 
same node (the same mass may be present in different nodes) and nodes were linked if their mass 
difference corresponded to one or two amino acids. Each node was given a score and a path in the 
spectrum graph with maximum total score was assumed to represent the sequence or sequence tag. An 
experimental way to resolve ambiguities in the interpretation of MS/MS spectra is to further fragment 
selected peptide fragments (MS3), which is possible with ion trap instruments. The combined 
information of MS2 and MS3 spectra allow for a better sequence interpretation and peptides of length 4-
14 could be fully sequenced (Zhang and McElvain, 2000). Check Gras at al. (Gras and Muller, 2001) 
for more details and references on de novo methods. 
Many methods compare experimental fragmentation spectra with theoretical ones calculated 
from a protein sequence database avoiding some of the problems inherent to de novo sequencing. In the 
simplest approach a virtual spectrum consisting of all b- and y-ions is calculated and the number of 
matching masses with the experimental spectrum is used as a score. SEQUEST (Eng et al., 1994) uses 
a two step search: the first score evaluates the number of matches weighted with the ion intensities, the 
number of consecutive matches and the presence of immonium ions if the amino acids Tyr, Trp, Met 
and Phe are present in the sequence. The 500 highest scoring peptides are then submitted to a more 
time-consuming correlation analysis, where the intensities of the normalised experimental spectrum are 
correlated with the intensities in a theoretical spectrum by means of fast Fourier transform. Other 
popular MS/MS tools such as Mascot (Perkins et al., 1999) are based on a probabilistic model of the 
number of matching masses. The user can choose the ion types (b-, y-ions, ect.) to be considered, and 
the program calculates the probability that the match happened by chance. Since MS/MS spectra 
usually contain a lot of low intensity noise, the choice of the intensity threshold to select the fragment 
mass signals is crucial. Mascot solves this problem by taking a threshold that minimises the probability 
for a random match. 
The measurement of mass spectra is a random process, i.e. there are variations between 
repeated measurements of the same peptide. More importantly, the fragmentation pattern of a peptide 
depends in a complicated and not fully understood way on the collision energy, the concentration and 
chemical properties of the peptide as well as many other experimental parameters. Since these 
fragmentation rules are only partially known or take too much time to be evaluated by molecular 
dynamics calculations, the prediction of a theoretical spectrum is therefore only very approximate (or 
biased, as statisticians say). The match between theoretical and experimental spectra is therefore 
always incomplete. One way to deal with this problem is to use statistical hypothesis testing that is 
robust against these variations and biases. Various such approaches have been published (see 
Nesvizhskii et al. (Nesvizhskii and Aebersold, 2004) for a review). Two approaches using statistical 
theory systematically, both originating from Aebersold’s lab, shall be discussed here. The first paper 
(Keller et al., 2002) deals with the evaluation of peptide matches. The authors took several thousand of 
ion trap spectra with different charge states and used Sequest to calculate several score parameters. In 
order to reduce the dimension of the score space, they defined the linear combination of all scores that 
provided the best discrimation between true and random matches (discriminant score SD). The 
distribution of SD for true matches could be modelled as a Gaussian distribution, whereas the 
distribution for random matches was more skewed and ressembled a gamma distribution. However, 
although the form of these distributions did not change from one data set to another, their parameters 
(mean, standart deviation, ..) did change and had to be adapted to each data set by means of a mixture 
model using the expectation maximation (EM) algorithm. This model proved to be robust and gave 
precise estimates of the probabilities for both true and random hypothesis, and it performed better than 
decisions made on directly thresholding Sequest scores. In a subsequent publication (Nesvizhskii et al., 
2003) the same group tackled the non-trivial problem of combining peptide probabilities into protein 
probabilities. Each abundant protein in a sample usually has several matching peptides, and some 
peptides could belong to several proteins or match several spectra. In order to avoid false protein 
identifications that are produced by only one high scoring peptide, peptide probabilities are weighted 
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by the combined probability of all other matching peptides belonging to the same protein. If a peptide 
could belong to several proteins, its probability for a specific protein is weighted by the probability of 
this protein itself, therefore lowering its importance for unlikely proteins. Building on a similar EM 
schema, self-consistent peptide and protein probabilities were calculated iteratively. For a small testset 
of 18 proteins, this schema proved successful in lowering the false positive rate, but it has to show its 
utility for more complex samples. 
A new interesting approach uses Dancik’s spectrum graph representation to compare 
experimental spectra with peptide sequences from a database (Hernandez et al., 2003). The program 
matches sub-sequences of peptides from a database to paths in the graph using optimal path finding 
heuristics, and evaluates how well the peptide fits into the spectrum graph. This method lies half way 
between de novo sequencing and spectrum correlation methods, because it tries to match sequences 
directly to a spectrum without using a virtual spectrum for comparison. This approach is very 
promising, but its usefulness has yet to be demonstrated. 
Another exciting feature of MS/MS spectra is that they contain a lot of information about 
mutations and modifications. If the mass of an amino acid is changed the b-ions up to this amino acid 
stay unchanged and the b-ions after this amino acid are all shifted by the same mass, whereas the y-ions 
behave in the opposite way. How these features can be used to automatically detect modified amino 
acid masses was investigated by Pevzner et al. (Pevzner et al., 2001), who also developed schemas to 
obtain mutation and modification tolerant MS/MS identification scores. 
 
4.2 Peptide mass fingerprinting 
 
4.2.1 Introduction 
 
 
In the early applications of PMF, peptide masses were measured by means of 1-D gel electrophoresis, 
where the migration distance was an indicator of the peptide size and could also be used to determine 
the peptide mass after calibration with reference masses (Cleveland et al., 1977). In 1989, when PMF 
was applied for the first time combined with mass spectrometry by Henzel et al. (Proceedings of the 
Third Symposium of the Protein Society, Seattle, WA, 1989), its major driving force was to increase 
the speed of protein identification. Edman sequencing, although highly automated and sensitive (10 
picomol), was slow (in 1989 almost 1 h per amino acid) and a faster technique was required. Protein 
sequence databases at this time were small compared to today, and PMF could only be used for a few 
proteins (often to identify contaminants like keratine or albumin). In the early 1990’s, the availability 
of soft ionisation techniques and high performance mass spectrometers rapidly increased the sensitivity 
and precision of peptide mass measurements. Protein sequence databases started growing exponentially 
and PMF became one of the pillars of protein identification, which is documented in a series of original 
papers published on this subject (Henzel et al., 1993;James et al., 1993;Mann et al., 1993;Pappin et al., 
1993;Yates, III et al., 1993) and in many other publications that followed. PMF proved to be a rapid, 
reliable and sensitive technique that was also tolerant to a low amount of chemical modifications, 
mutations and impurities. See Henzel et al. (Henzel et al., 2003) for a review on the development of 
PMF and its impact on proteomics. 
The most basic way to evaluate a match between the experimental peptide masses and the 
theoretical masses calculated from a virtual digest of a protein sequence is to count the number of 
matching masses (shared peak count) (Henzel et al., 1993;James et al., 1993;Mann et al., 1993;Yates, 
III et al., 1993). PeptIdent (Wilkins et al., 1999a) also uses the shared peak count as a score, but takes 
into consideration all mutations, modifications, splice variants and conflicts annotated in Swiss-Prot. 
The shared peak count has one important disadvantage: this score is biased and favours large proteins, 
since they have more peptides and therefore a bigger chance to (randomly or not) match experimental 
masses. The Mowse (Pappin et al., 1993) program tries to circumvent this problem by considering the 
percentage of sequence coverage by the matching peptides, which balances the bias towards large 
proteins. It also makes use of the fact that peptides are not evenly distributed over the mass range but 
their distribution is concentrated around discrete values and the concentration falls off with increasing 
mass (Figure 4.1). It gives matching peptides of higher mass more importance than lower mass matches 
and therefore suppresses the score of random identifications. Mascot (Perkins et al., 1999) further 
developed the ideas implemented in Mowse and calculated the probability for the matching theoretical 
peptide masses to fit the experimental masses by chance (neither signal intensities nor the match 
precision was taken into account in the probabilistic model, but unfortunately little detail about the 
probabilistic model used has been published so far). The lower this probability the higher is the 
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significance of the match. The significance threshold P for the probability depends on the number N of 
protein sequences considered as candidates for an identification since the expected number of random 
matches in the database N·P must be much smaller than α<<1 (α=0.05 was chosen in the publication). 
Mascot also allows the consideration of sequence tags. Profound (Zhang and Chait, 2000) uses Baysian 
theory to calculate the probability that a protein matches a spectrum, a schema which should not favour 
large proteins, and which easily allows including background information and the mass error of a 
match. As special features, the program can analyse mixtures of two proteins and include sequence tag 
information. Berndt et al. (Berndt et al., 1999) identified several parameters important for PMF scoring 
such as the number of experimental masses, mass accuracy, mass distribution, protein size and database 
size. They investigated their influence and showed that a probability-based score that takes account of 
some of these parameters could drastically reduce the number of false positives compared to the shared 
peak count scoring. Recently, a paper was published that does makes extensive use of hypothesis 
testing by means of probability ratios (Magnin et al., 2004). The probabilities of the random match and 
true match hypothesis H0 and H1, respectively, are calculated given the mass list data. The simple 
models used for H0 and H1 include the protein coverage by matching peptides, amino acid frequencies 
and modifications, where all parameters are treated as statistically independent. The parameters of 
these models are learned from training data (using true identifications for H1 and random peptides for 
H0), and the authors show the good performance of this approach by comparison with other scoring 
systems. 
 Other programs preferred heuristic scoring formulas to probabilistic models. They refrain 
from the mathematical clarity of a probabilistic score in order to consider important parameters that 
would be difficult to include into a strictly probabilistic model. The important criterion is that the score 
is not strongly biased towards a certain subset of proteins and is able to distinguish true from random 
matches. SmartIdent (Gras et al., 1999) included several important parameters into its scoring function, 
which was divided into two parts: a score that evaluated the likelihood that a matching peptide is 
detected in a spectrum and a score that evaluated the ensemble of matching peptides and protein 
properties. The parameters used for the peptide score were the number of missed cleavages, the number 
of modifications, the signal intensity and the hydrophobicity, whereas the protein score took account of 
the standard deviation of matching mass errors, the protein coverage by matching peptides as well as 
the deviation between experimental and theoretical pI and Mr, respectively. The final score was then 
defined as score = (sum of all peptide scores)3 x (protein score). The weights of the parameters were set 
to optimise the discrimination between the score of an identified protein and subsequent random 
matches, and they were learned by means of a genetic algorithm using a training set of 91 spectra. This 
approach, which uses machine learning techniques to optimise PMF identification, is very interesting, 
but it is not clear to us whether the number of spectra was sufficient to learn this large set of 
parameters. Another critical point is how the function to be optimised is chosen and in which way this 
choice affects the results. One of many new features in SmartIdent was the way it handled calibration 
errors: for each candidate protein, robust linear regression was performed to correct systematic 
deviations between theoretical and experimental mass values, and the standard deviation used in the 
score was calculated using the corrected values. Matching mass values that had a large deviation 
compared to the standard deviation were rejected as outliers and the standard deviation was 
recalculated. The same linear regression approach was also used in a more recent publication 
(Egelhofer et al., 2002) (it seems that its authors were not aware of the prior publication since they 
called it ‘A new strategy’). The authors used a simple score taking account of the mass standard 
deviation after linear regression correction, sequence coverage by matching peptides and the number of 
matches. They showed that this score has a much better selectivity than the shared peak count and that 
the results are less dependent on whether chemical noise is included in the fingerprints or not. The 
ChemApplex program (Parker, 2002) makes the most comprehensive use of chemical sequence 
information so far. As SmartIdent, it calculates a peptide score (ChemScore) taking account of whether 
the peptide contains arginine or lysine (for MALDI experiments), the occurrence of modifications, 
sequence specific missed cleavage rules, peptide signal intensity and mass error. The peptide scores are 
then combined to a final score using the percentages the matching peptides contribute to the total 
ChemScore and total intensity of all theoretical peptides as well as an intensity-weighted mass error. 
As a special feature it is possible to use a dominant protein for recalibration of experimental masses, in 
order to refine the search for minor components. 
 Eriksson et al. (Eriksson et al., 2000) carried out a comprehensive statistical analysis of 
random matches in PMF. They calculated the score distribution for random matches as a means to find 
significance thresholds for two scoring schemas: the shared peak count and the Profound scoring. The 
significance threshold SC is defined by the condition that the probability to obtain a random match with 
a score higher than SC is α. If the score of a protein is higher than this threshold, the hypothesis that the 
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match occurred by chance can be rejected with certainty 1-α. The authors investigated the influence of 
the number of masses in the peptide map, the mass accuracy, the number of missed cleavage sites, the 
protein mass and the size of the database on the critical score SC. The random tryptic peptide 
fingerprints used to calculate the score distribution were generated by digesting yeast ORFs and 
picking peptides randomly; 1000 peptide maps were calculated for each size. The results obtained in 
this publication will be discussed below. 
 The following sections provide more details about some issues believed to be relevant for 
PMF. Then a probabilistic treatment of the number of matching masses is presented that could be 
useful in a unbiased scoring schema to control various parameters like database size, size of the peptide 
mass fingerprint, size of the candidate protein, number of allowed missed cleavages and mass accuracy. 
The last section discusses how PMF could be improved by taking account of additional information 
about the amino acids present in a matching peptide. 
 
4.2.2 Cleaving reagents 
 
The ideal cleaving agent would cut proteins specifically after certain amino acids to yield fragments 
that are most compatible with MS analysis. Since most mass spectrometers operate best in the mass 
range up to 4500 Da and since the lower mass range is crowded with matrix cluster signals, which 
disturb small peptide signals, the optimal peptide mass range is about 800 – 4500 Da for MALDI-MS. 
With an average amino acid weight of 111 Da this corresponds to peptides of 7 – 40 amino acids. 
Additionally, cleaving agents must be stable under experimental conditions and be available in pure 
form and large quantities. Most of the cleavage agents used are proteins themselves (so-called 
proteases), which exist in natural form in the digestive tract of mammals, for example. Table 4.1 gives 
an overview over some popular cleaving agents and indicate the amino acids, after (seen from the N-
terminal) which they cleave. 
 
 
Cleaving reagent Cleavage rules 
Trypsin After K and R without KP and RP 
Chymostrypsin After W, Y and F without WP, YP and FP 
Glu C (V8 protease) After E, D* without EP and DP 
Lys C After K without KP 
Asp C After D 
Subtilysin, pepsin, proteinkinase K, pronase Non-specific 
Cyanogen bromide (CNBr)  After M 
 
Table 4.1 
Cleaving agents for proteins. The cleavage rules are the most important ones and sometimes 
refinements are possible (see below). *Glu C cleaves after D only in sodium phosphate buffer, 
otherwise it cleaves only after E. 
 
 Trypsin is the most widely used protease in proteomic research since it can be easily purified 
from porcine or bovine pancreas. It cleaves after arginine and lysine, which together make about 12% 
of all amino acids, i.e. the tryptic peptides should be on average about 8 - 9 amino acids long and lie in 
the desired optimal MS mass range. Trypsin has a good activity in solution, in gel, on a membrane or 
immobilised in a gel matrix. Lys C cleaves only after lysine (frequency 7%) and produces peptides of 
an average length of 14. It yields spectra that are less crowded with peptide signals, which can be an 
advantage especially if protein mixtures are measured. Glu C, Asp N and chymotrypsin have the 
advantage that they produce complementary peptide fragments to tryptic peptides, which can provide 
useful additional information. Non-specific proteases cleave more or less randomly and can be useful 
for special investigations where overlapping peptides are required. Simple chemicals such as cyanogen 
bromide (CNBr) can also cleave proteins and are used in some applications.  
 For trypsin, more specific rules than the ones given in Table 4.1 were experimentally 
determined. Thiede et al. (Thiede et al., 2000) investigated a set of proteins from Jurkat T cells and 
Mycobacterium. The proteins were in gel digested with trypsin and 294 peptides with missed cleavage 
sites were found, 89% of which could be explained by simple motives (amino acids in parenthesis 
means ‘one of’, ‘X’ denotes any sequence of amino acids, ‘-‘ denotes the missed cleavage bond): 
X[KR]-PX, X[KR]-[KR]X and X[DE]-[KR]X or X[KR]-[DE]X. All of these rules occurred with about 
the same frequency and there was little variation between the two species. The authors also showed that 
the number of peptides as a function of the number of allowed missed cleavage sites rises much less 
  49 
when all missed cleavages that fit one of the above rules are excluded. This would make it possible to 
work with a higher number of allowed missed cleavage sites without having to deal with a vast number 
of theoretical peptides. The ChemApplex program (Parker, 2002) makes use of these refined missed 
cleavage rules. 
 The number of missed cleavage sites depends on the sampling preparation. Too short a 
reaction time with the cleavage reagent or reaction under difficult conditions, for example in a narrow 
gel matrix or during transfer through a membrane containing immobilised trypsin (Chapter 5), might 
yield only partially cleaved peptides with more than 2 missed cleavage sites. Figure 4.3 D reveals how 
the number of matching peptides needed for identification depends on the maximum number of missed 
cleavage sites NMC. Since the number of theoretical peptides increases more or less linearly with NMC, 
at least for low NMC, it is not astonishing that the critical number of matching peptides also rises with 
NMC (Eriksson et al., 2000). The flattening of the curves may be explained by the fact that for a higher 
number of missed cleavages more peptides fall out of the mass range of 800 – 4500 Da that was 
considered in Figure 4.3. 
 
4.2.3 Using information from protein separation 
 
For SDS 2-D PAGE separated proteins, pI and Mr values can be estimated by staining the gels and 
reading these values form calibrated scales. Other separation techniques also provide information about 
physical/chemical parameters of the separated proteins or peptides, and the question has to be asked to 
what extend this information is useful for PMF identification. For 2-D gels, pI and Mr values could be 
compared with their theoretical values calculated from the protein sequence (how to do this for pI 
values was described in Chapter 2, Equation 2.7). However, the proteins in the sample might be 
modified causing a deviation from their theoretical values. For example, a phosphorylated protein 
carries an additional negative charge per phosphorylation, which shifts its pI towards more acidic 
values (Equation 2.8), and glycosylation can cause considerable shift in both pI and Mr. Another more 
dramatic deviation stems from large differences in real and theoretical protein sequences. The Swiss-
Prot entry for bovin insulin, for example, is the sequence of the precurser protein including the signal 
sequence, which adds up to a total mass of 11,394 Da. For most of the insulin found in biological 
samples, the signal sequence and the connecting peptides are cleaved, and it has a mass of only 5734 
Da. Therefore its experimental mass will rather confuse its identification than help it, if the deviation 
between experimental and theoretical weight is considered in the score. Even worse is the situation for 
immuno globulin in blood plasma. Basic immuno globulin molecules (γ-globulin or IgG) consist of two 
light and two heavy chains linked together by sulphur bonds and these basic building blocks can be 
linked to form larger compounds. Additionally, the antigen binding sites of these chains have highly 
variable sequences. In a human plasma gel (Figure 2.12), immuno globulin and its fragments are 
visible as many extended broad spot bands with highly variable experimental pI and Mr values. Other 
human plasma proteins show similar variations, and, therefore, pI and Mr values were not considered in 
the scoring and served only as a crude first filter in the molecular scanner experiment with a human 
plasma sample (see Chapter 5). However, these values were quite useful for the E. coli scan, where 
proteins were less modified and fragmented. One advantage of the experimental weight is that it gives 
an estimate of the actual length of the protein, which may be used to calculate its coverage by matching 
peptides, whereas the theoretical weight may yield a wrong estimate. Mascot tackles the problem of 
protein fragmentation using a sliding window approach: for every protein with a mass higher than the 
specified experimental mass Mexp, the program looks for the highest scoring set of matching peptides, 
which occur within a sequence window of size Mexp (Perkins et al., 1999). 
 
4.2.4 Databases 
 
The choice of the database used for protein identification is crucial and depends on the needs. If one 
wants to avoid redundancy in the list of identified proteins, a highly non-redundant database is suitable. 
On the other hand, if one wants as many sequences as possible, the translation of a genomic database 
might be the better choice. Genomic information can be found in one of the three major nucleic acid 
sequence databases GenBank in the US (www.ncbi.nlm.nih.gov), EMBL in Europe (www.ebi.ac.uk) 
and DDBJ in Japan (www.ddbj.nig.ac.jp), which synchronise their data on a daily basis. Several 
protein sequence databases of different quality and volume are on the market. The protein information 
resource (PIR) database (http://nbrfa.georgetown.edu/pir/), whose origins go back to the oldest protein 
sequence database - Margaret Dayhoff's Atlas of Protein Sequence and Structure, is split into four 
different sections: PIR1 contains fully classified and annotated sequences, PIR2 contains preliminary 
sequences, which have not been fully reviewed, PIR3 sequences have not been reviewed at all and 
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PIR4 contains genetically engineered sequences and sequences that are not translated into protein in a 
cell. The Swiss-Prot database (www.expasy.org) endeavours to provide high-level annotations such as 
literature references, secondary structure, splice variants, posttranslational modifications, subcellular 
location and function of proteins. It is non-redundant in the sense that mutated variants or splicing 
variants are annotated as the same protein. The major source of candidate sequences for Swiss-Prot is 
TrEMBL (translated EMBL, www.expasy.org), which is a computer annotated protein database 
containing all coding sequences in EMBL transformed into Swiss-Prot format. SP-TrEMBL contains 
sequences that will eventually be incorporated into Swiss-Prot and REM-TrEMBL sequences that will 
not be incorporated into Swiss-Prot, such as the highly variable immuno globulins, T-cell receptors, 
small fragments, synthetic and patented sequences. TrEMBL is redundant (30% redundancy) and of 
lesser quality than Swiss-Prot, but allows rapid access to data from genomic projects. In order to 
compile the information distributed in various databases, composite databases were introduced. NRDB 
(non-redundant database) (www.ncbi.nlm.nih.gov) comprises sequences from coding frame 
translations in GenBank (daily updates), Swiss-Prot, PIR and others. It is comprehensive and up-to-
date, but not really non-redundant since single amino acid mutations and splice variants are regarded as 
different proteins. The OWL database (www.biochem.ucl.ac.uk) is a composite of Swiss-Prot, PIR and 
GenBank. Swiss-Prot has highest priority and sequences of other sources are first compared to Swiss-
Prot sequences during the compilation process. Redundancy due to identical or single amino acid 
mutated sequences is eliminated leading to a compact resource for protein identification. Nevertheless, 
it contains many sequence errors from GenBank and is updated only every sixth week. A combination 
of Swiss-Prot and TrEMBL (www.expasy.org) is also available and provides lower error and lower 
redundancy resource than many other composite databases. For more information on protein databases 
consult the book by Attwood et al. (Attwood and Parry-Smith, 1999). 
 In 2002, three major players – EBI (European Bioinformatics Instistute), SIB (Swiss Institute 
of Bioninformatics) and PIR joined forces as the UniProt Consortium (http://www.expasy.uniprot.org) 
in order to provide a high quality database that serves as a stable, comprehensive and annotated protein 
sequence knowledgebase, with extensive cross-references and querying interfaces freely accessible to 
the scientific community. The UniProt databases consist of three database layers: First the UniProt 
Archive (UniParc), which provides a stable, comprehensive sequence collection without redundant 
sequences by storing the complete body of publicly available protein sequence data including historical 
entries. Second the UniProt Knowledgebase (UniProt), which is the central database of protein 
sequences with accurate, consistent, and rich sequence and functional annotation. And third the 
UniProt NREF (UniRef) databases, which provides non-redundant reference data collections based on 
clustered sets of UniProt proteins based on 100% (UniRef100), 90% (UniRef90) or 50% (UniRef50) 
sequence identity. 
 The number N of sequences in a database is an important quantity in PMF identification. If P 
is the average probability that a protein matches by chance a set of experimental masses with a higher 
score than the score threshold, then PN is the number of random matches or false positives to be 
expected in the database. The larger the database, the higher the scoring threshold has to be set in order 
to avoid false identifications. In the extreme case of only a few candidate proteins, one matching 
peptide mass might already be sufficient, whereas many matching masses are necessary if all human 
proteins in Swiss-Prot are considered. Even if not the total number of false positives but only their 
percentage is important, the critical number of matching masses SC rises with increasing database size. 
Figure 4.3 E shows the dependence on the database size for a significance level α = 0.01 (Eriksson et 
al., 2000) (tests showed that SC depends only on the size, but not the biological species). This is 
probably caused by the lower frequency of heavy proteins in small databases, since these heavy 
proteins are responsible for most random matches. SC increases steeply for small database sizes and 
flattens for larger databases emphasising that the use of effective protein filters prior to the database 
search can reduce the number of matching peptides necessary for identification. The same observations 
were made for the ProFound score indicating that the distribution of both scores seems to depend on 
the database size, at least under the conditions used in Eriksson’s publication. 
 
 
4.2.5 Peptide mass distribution 
 
Two features govern the distribution of peptide masses stemming from a protein digest (peptide mass 
histogram): 1) mass values cluster around discrete values (Figure 4.1 A), and 2) higher masses are less 
frequent (Figure 4.1 B). The first feature is due to the fact that all peptides are made of the same atoms, 
which have masses that are close to an integer number of mass units (Da). Only towards higher masses 
these peaks get more and more blurred and finally start to overlap for masses heavier than 4500 Da. 
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The average distance ∆m from peak to peak summit is ∆m = 1.00045475 Da (Gay et al., 1999) and 
therefore the peak centroids are at n⋅∆m Da, n ∈ {1, 2, 3,…}. The peak widths can be estimated as 
follows: 0.03+0.00002*n Da (Wool and Smilansky, 2002)). This discrete distribution was used by Gras 
et al. (Gras et al., 1999) to improve the calibration of mass spectra (Section 3.5.6). If one interprets the 
peptide mass distribution as a probability distribution, the offset and slope parameters of a linear mass 
correction can be chosen to maximise the probability of a set of masses detected in a spectrum. This 
approach was capable of correcting calibration errors smaller than 0.5 Da. The second feature has a 
probabilistic explanation: if a protease cleaves after a set of amino acids, which have a total frequency 
of occurrence P, then the chance for obtaining a peptide of length N is P(1-P)N-1, i.e. it decays 
exponentially with the peptide length. However, this distribution of peptide masses is not as smooth as 
this simple theory might suggest. The inserts in Figure 4.1 B show that in the lower mass range there 
are significant oscillations in the peptide frequency: since peptides consist of amino acids, which have 
discrete masses and different frequencies of occurrence, not all peptide masses have an equal 
probability. Similar oscillations were also observed for sulphur containing peptides. These oscillation 
usually become more blurred with higher masses (Gay et al., 1999). 
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Figure 4.1 
Peptide mass distributions. A) Histogram of all tryptic Swiss-Prot peptides with a bin size of about 
0.001 Da (singly protonated monoisotopic masses (M+H+), 1 allowed missed cleavage, with standard 
chemical modifications). B) Same as in A), but with a bin size of 1 Da. The insets show a zoom in the 
low and high mass regions for 1) Swiss-Prot, 2) a artificial sequence database with the same frequency 
of amino acids as in Swiss-Prot, and 3) a artificial sequence database where all amino acids have the 
same frequency. Taken form (Gay et al., 1999). 
 
4.2.6 Mass accuracy 
 
The mass accuracy is the one of the most important experimental parameters in PMF and other MS 
based identification methods. The number of peptides that match a single mass strongly depends on 
this parameter as can be seen in Figure 4.2. Since peptide masses are clustered around discrete values 
the number of matching peptides increases in steps with one step occurring every mass unit (Da). In the 
case shown in Figure 4.2, even with a mass tolerance of 0 there are 12 matching peptides, which might 
stem from homologous proteins or which might have the same amino acids, but aligned in a different 
order. Figure 4.3 B shows how the critical number of matching peptides depends on the mass accuracy 
(Eriksson et al., 2000). Clearly visible is the steep increase up to 0.1 Da. Clauser et al. (Clauser et al., 
1999) investigated the influence of mass accuracy on false positives in PMF. They found that the 
threshold for the number of matching peptides, below which false positives occur, drops steadily with 
decreasing mass tolerance. For a high quality spectrum with 23 mass signals detected, false matches 
occur below 16 matching peptides for a mass tolerance of 2 Da, below 12 matching peptides for 1 Da, 
below 9 matching peptides for 0.5 Da, below 8 matching peptides for 0.1 Da, below 5 matching 
peptides for 10 ppm (no value in Da provided in the publication).  
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Figure 4.2 
Number of peptides from a tryptic digest of human proteins that match the mass 1015.55306 Da as a 
function of mass accuracy (singly protonated monoisotopic masses (M+H+), 1 allowed missed 
cleavage, with standard chemical modifications). A) 0 – 2 Da B) 0 - 0.5 Da. 
 
4.2.7 Number of experimental masses 
 
A peptide mass fingerprint usually contains many masses that do not match a theoretical peptide mass 
even if the sample protein is pure. These masses may stem from modified peptides, fragments, ion 
clusters or contaminations. Especially matrix and peptide/matrix clusters are very abundant and form a 
continuous chemical background over the entire mass range (Section 3.3.11). These additional masses 
raise the possibility for false identifications and can severely obscure the identification of a protein, 
especially if only a few peptides can be detected in the spectrum. Therefore, the sensitivity of the 
peptide signal detection algorithm is an important parameter in PMF. Eriksson et al. (Eriksson et al., 
2000) investigated the dependence of the number of matching peptides needed for identification on the 
size of the fingerprint (Figure 4.3 A). They found that the critical number of matching peptides rose 
steadily with the size of the fingerprint. However, the fraction of masses needed for a match decreased, 
indicating that for a low number of experimental masses almost all of them must match in order to 
obtain a significant identification, whereas for larger fingerprints only a smaller portion masses has to 
match. The optimal number of experimental masses depends on the quality of the spectrum: for a high 
quality spectrum with little contamination and only very few modified peptides, only the most intense 
peaks have to be considered, whereas for a low quality spectrum also weak signals have to be included. 
Other scoring methods are less dependent on the number of experimental masses. Gras et al. (Gras et 
al., 1999) found that for a training set of 91 spectra SmartIdent was not sensitive to the number of 
contaminating experimental masses, and missing a ‘true’ peptide mass was worse than including some 
contaminating masses. This is probably due to the fact that chemical noise masses often lie outside the 
peptide mass clusters (Figure 4.1 A) and have a high deviation from the theoretical peptide mass and 
therefore a low contribution to the SmartIdent score. This result was confirmed by Egelhofer at al. 
(Egelhofer et al., 2002). Including information about the signal intensity might further avoid random 
matches with low intensity chemical noise (Gras et al., 1999;Parker, 2002). 
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Figure 4.3 
Dependence of the critical number of matching masses SC on various parameters. Proteins up to 
100kDa (95% of all yeast proteins) and peptides in the mass range of 800 – 4500 Da were considered 
in the database search with 2 allowed missed cleavage sites, a mass tolerance of 0.1 Da and a 
significance level α = 0.01, if not otherwise indicated. A) SC as a function of the number of masses in 
the fingerprint. The inset shows that the fraction of masses needed for identification decreases with 
increasing fingerprint size. B) SC as a function of mass accuracy. Clearly visible is the sharp rise up to 
0.1 Da. C) SC as a function of the maximum protein mass allowed in the search. The ProFound score 
was much less sensitive to the protein mass than the shared peak count. D) SC as a function of the 
number of allowed missed cleavage sites. The dependence of the ProFound critical score was much 
less pronounced. E) SC as a function of the database size. All figures taken from (Eriksson et al., 2000). 
 
4.2.8 Signal intensity 
 
If the relative signal intensities in a MALDI-TOF peptide map could be predicted, then the predicted 
intensities could be compared to the experimental ones. However, the signal intensity of a peptide 
strongly depends on the sample preparation and on the physical and chemical properties of the peptide 
(Section 3.3.9). Additionally, the signal intensity depends on the protein quantity in a non-linear way, 
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and suppression effects (Section 3.3.10) make intensity prediction extremely difficult if complex 
peptide mixtures are present, and only a few rules of thumb exist. The most important rule is that the 
most intense signals should preferably correspond to arginine containing peptides (Krause et al., 1999). 
ChemApplex (Parker, 2002) included this and some other rules into its PMF score, which should 
provide a better distinction between ‘true’ identifications and random matches, but no systematic 
investigation on the importance of these rules was provided in the publication. 
 In a recent publication, Gay et al. (Gay et al., 2002) investigated an interesting approach for 
peptide intensity prediction. Spectra from 157 known human plasma proteins were used to deduce rules 
that could explain the peptide signal intensities as a function of a set of parameters (peptide mass, 
hydrophobicity, amino acid content, modifications, ..). It was noticed that reducing the vast set of 
parameters was an important step to obtain clearer results (data reduction step). Then several classical 
data mining algorithms were used and compared to each other. If only the presence or absence of a 
peptide signal was considered, the best performing algorithm was able to correctly predict the presence 
of 44.3% of the peptides detected in the spectra and of 94.3% of the peptides not detected in the spectra 
(since most of the peptides were not detected the latter case is a much easier problem). If the 
normalised signal intensity was predicted as well, the best performing algorithm obtained a correlation 
between predicted and measured values of 0.59. The rules used for prediction were so-called decision 
trees, which are interpretable by humans and emphasised the importance of arginine. Incorporating 
such rules into a PMF identification program could provide a better selectivity than the rules of thumb 
that are usually used. 
 
4.2.9 Modifications and mutations 
 
Most proteins become modified after their primary transcripts have been released by the ribosome. 
Some modifications are permanent, others are temporary tags attached to proteins (Nalivaeva and 
Turner, 2001). Therefore, the same protein can be present in a biological sample in various modified 
forms, which increases the difficulty of PMF identification, since the experimental peptide masses may 
be changed and do not match a theoretical mass anymore. A description of many important 
modifications comprising the sequence pattern at which they may occur and their mass shift can be 
found in Wilkins et al. (Wilkins et al., 1999b). FindMod (http://www.expasy.org/ tools/findmod/), a 
tool developed by the same authors, can be used to screen peptide mass maps for known 
posttranslational modifications. All modifications annotated in Swiss-Prot or belonging to a set of 
known common posttranslational modifications are taken into account as well as amino acid 
substitutions and user defined modifications. GlycoMod (http://www.expasy.org/tools/glycomod/) is a 
similar tool specialised for protein glycosylation. In many PMF identification tools, the user can choose 
from a list of modifications and this choice will be considered in the calculation of the theoretical 
masses. 
 Besides biological posttranslational modifications there are other sources for protein 
modifications like genetic mutations or chemical modifications induced by the sample preparation 
(Chapter 2). The most frequent chemical modifications are briefly described here: in order to prevent 
cysteines from forming sulphur bridges or from reacting with free acrylamide in a gel matrix, they are 
blocked by a chemical agent, usually iodoacetic acid or iodoacetamide. In the first case cysteine 
becomes carboxymethyl cysteine (+58.006 Da) and in the latter case carboxyamidomethyl (+57.021 
Da), respectively. If not all cysteines are blocked or if no blocking agent is used, cysteine can also react 
with acrylamide forming propionamide cysteine (+71.037). Methionine can be oxidised, either as a 
biological modification or due to sample handling (+15.995 Da). Other modifications and references 
can be found in (Lahm and Langen, 2000).  
 Both FindMod and GlycoMod are meant to check whether a particular protein could be 
modified. If the protein is not known, the question is whether it makes sense to consider certain 
modifications for the determination of the theoretical masses or not. If potential modifications do not 
occur in all cases, both modified and unmodified peptide masses have to be added to the lists of 
theoretical masses, which blows up the size of these lists, especially if several different modifications 
are considered. As outlined in the next section, this also leads to an increase in the number of matching 
peptides needed for a significant match, and this increase may be larger than the number of peptides 
that match any of these modifications. Therefore, using too many modifications may diminish the 
signal to noise ratio, but to our knowledge no systematic study has been made yet.  
Clauser et al. (Clauser et al., 1999) investigated the possibility of a PMF identification that is 
robust against amino acid exchange. Homologous amino acids are typically related by the addition or 
subtraction of a methylene (CH2) unit (Gly ↔ Ala, Ser ↔ Thr, Val ↔ Ile/Leu, Asp ↔ Glu, Asn ↔ 
Gln) and mass shifts of other frequent substitutions are rather small, too. The authors limited the mass 
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shift to values < 40 Da, and in order to limit computation time, at least one unmodified peptide of a 
protein had to match an experimental mass. Single amino acid substitution tolerant search was possible 
only if high quality spectra were available (> 10 tryptic peptides belonging to the protein, at least 1 
peptide conserved, very high mass accuracy of 1 – 5ppm, more than 70% homology between measured 
and database sequence). Otherwise the high number of theoretical masses strongly enhanced the 
probability for random matches and obscured results, especially for large proteins. 
The identification of a modification in a PMF may be ambiguous, because the mass attributed 
to the modified peptide might as well stem from a different protein or contamination. However, there 
are other means to verify the match: modifications sometimes add one or several charge units 
(phosphorylation: -1e) causing a shift in the pI value of the protein, which can be compared to the 
theoretical value (Equation 2.8). In the molecular scanner approach, the intensity distribution of a mass 
tells us whether this mass belongs to a protein spot or not, and matches to chemical noise or peptides 
from abundant neighbouring proteins can be excluded. More powerful methods are MS/MS 
measurements, where the modification site can be determined, or fishing out peptides that carry a 
specific modification by chemical affinity methods.  
 
4.2.10 Modelling random matches 
 
Every statistical decision is a compromise between sensitivity and selectivity. A sensitive decision 
criterion yields few false negatives (falsely rejected) but may include many false positives (falsely 
accepted), whereas a selective criterion discards most false positives but at the cost of producing false 
negatives. A good PMF scoring method must be both sensitive and selective. Whether false positive or 
false negatives are worse depends on the application and the threshold SC for the PMF score has to be 
chosen accordingly. In order to control the number of false positives, one calculates the score 
distribution of random matches and sets the score threshold in such a way that only a small fraction α, 
e.g. α = 0.1, 0.05 or 0.01, of random matches has a score higher than SC. One way to define the score 
distribution is to screen a database with random sequences. This database could be created for example 
by taking the complete protein sequence database of the species under investigation, but with randomly 
permutated sequences, which has the advantage that amino acid frequencies and protein masses would 
be unchanged. If the PMF score is biased (e.g. towards large proteins), then the artificial database has 
to be partitioned into several segments, each of them corresponding to a set of proteins with the same 
bias (e.g. proteins with similar masses), and the score distribution has to be calculated for every 
segment, possibly by averaging over many random permutations.  
Another way would be to calculate the probability for a random match by pure mathematical 
means without referring to random peptide sequence databases. A comprehensive mathematical 
probability model should take account of the number of theoretical masses, number of experimental 
masses, peptide mass distribution, number of missed cleavages, mass accuracy, mass calibration, 
intensity, database size and experimental background information in a mathematically clear manner. Of 
course, such a model is difficult to achieve, especially for signal intensity and experimental background 
information. However, even a simplified model can clarify many aspects and can provide realistic 
probabilities. Here we present two very simple models. The first is described in the publication by 
Wool et al. (Wool and Smilansky, 2002) and is based on the binomial distribution, whereas the second 
very similar approach is based on the hypergeometric distribution (Sadygov and Yates, III, 2003).  
In the first approach, the peptide mass count C(m) (Figure 4.1) is interpreted as a probability 
distribution P(m), after it was divided by the total number of peptides in the measured mass range [mL, 
mR]: ( ) ( ) ( )∑
≤≤
=
RL mmm
mCmCmP / . If the n experimental masses are {m1,..,mn} and the mass accuracy is 
∆m, then P = P(m1,…, mn, ∆m) is the probability that a peptide mass falls into one of the intervals [mi-
∆m, mi+∆m], i = 1 .. n. The experimental masses are then compared to a candidate protein with 
theoretical masses {M1,..,MN}, k of which match an experimental mass and fall into one of the intervals 
[mi-∆m, mi+∆m], i = 1 .. n. The probability PN,k that any k masses match any interval by chance is given 
by  
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 is the binomial coefficient. This calculation assumes that all theoretical 
peptide masses are totally independent, which is reasonable for most proteins. In order to find a 
simplified expression for PN,k, let us assume the simplification that all masses have the same probability 
and ∆m < w = 0.2, where w is the width of a peptide mass cluster (for larger values of ∆m the 
dependency of P on ∆m disappears). In this case, P would be proportional to the number of 
experimental masses times the mass accuracy and divided by the total number of mass clusters in the 
experimental mass range: n/(mR-mL)·(∆m/w). For small P, which is usually the case, and large N the 
following approximation may be useful: 
 
PN,k ≈ Nk/k!·Pk ≈ [Nn∆m / w(mR-mL)]k/k!, N>>k.                                                                                 (4.2) 
 
As an example, suppose a mass range of 800-3800 Da, 100 experimental masses and ∆m = 
0.1. As a crude estimate, about half of the masses of a mass cluster lie within 0.1Da of an experimental 
mass in that cluster (c.f. Figure 4.1): P = 0.5x100/3000 = 1/60 = 0.015. The candidate protein has 30 
masses in the experimental range, 10 of which match an experimental mass yielding a probability PN,k 
= 1.2 10-11. It is interesting to investigate the scaling properties of Equation 4.2: if one of the variables 
N, n or ∆m is multiplied by a value ε, the probability PN,k scales like PN,k(ε) = PN,k(1)ε k. Figure 4.4 A 
and B show that the ratio N/k gets higher for larger N meaning that larger proteins need less sequence 
coverage than smaller ones for excluding a random match. 
 
 
A 
 
B
 
 
 
Figure 4.4 
Iso-probability curves of PN,k (Equation 4.1) A) For 50 experimental masses (P = 1/120). The upper 
curve correspond to PN,k = 10-10, the medium curve to PN,k = 10-7 and the lower curve to PN,k = 10-5. B) 
Same as in A) but with 100 experimental masses (P = 1/60). 
 
 In the second method based on the hypergeometric distribution, the Sadygov et al. chose a 
slightly more heuristic approach (they used it for MS/MS data, but it can also be applied for PMF). Let 
Ntot be the total number of peptides from a virtual digest of all candidate proteins and let K be the 
number of these peptides that match an experimental mass. The probability for a match could then be 
estimated as P = K/Ntot and one could proceed as above, or PN,k could also be calculated by a 
hypergeometric distribution, which assumes sampling without replacement, i.e. once a peptide is 
chosen for a match it cannot be used again. It is the straight forward to calculate 
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Some comments have to be made regarding Equation 4.1 and Equation 4.3. They calculate the 
probability for a random match with k matching peptides, but they do not include any information 
about how probable the match of these k peptides is. For example, there is a difference between a 
protein that has low intensity matching peptides and a protein with the same number of high intensity 
matches, but this difference is not accounted for by using Equation 4.1 or Equation 4.3 to determine the 
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minimum number of matching peptides. The minimum number of matching peptides can only serve as 
a first filter and further evaluation has to be done if a protein passes that filter.  
 In a sounder approach using the theory of hypothesis testing outlined in Appendix A6, one 
should try to calculate the probability that the match occurred by chance and compare it to the 
probability that the match is real. The probability for a random match could be calculated by Equation 
4.1, Equation 4.3 or by a more elaborate formula. The probability for a real match would evaluate the 
quality of the fit with experimental data and should include the mass deviation, the mass values of the 
matching peptides, their intensities and chemical properties and background information. Of course, an 
explicit calculation of such a probability would be very difficult, but heuristics derived from data could 
be included. As an example, Magnin et al. (Magnin et al., 2004) chose a probabilistic model based on 
sequence coverage and amino acid frequencies. The models for random and true matches were the 
same, but the model parameters were different for the two hypothesis (see Section 4.2.1). The 
advantage of an approach based on comparing random and true matches would be that it could provide 
a more normalised, objective score. It would be possible to detect proteins with only a few matching 
peptides, which match the experimental data very well (high intensity, low mass error), and to exclude 
very large proteins with some randomly matching peptides. 
Instead of working with a probability model and score thresholds, one could consider how 
well the best scoring proteins are distinguished from the bulk of lower scoring random matches by 
calculating the Z-score = σSS − , where S is the score a protein, S the mean score of all 
proteins and σ the standart deviation of the distribution of all protein scores. The random matches are 
now not obtained by screening a random database or by a mathematical model, but they are produced 
by low scoring sequences within a real database. In order to compensate a possible bias in the PMF 
score, one could restrict the bulk of random matches to proteins with a similar mass and a similar 
amino acid composition as the candidate protein. If the difference in score is higher than a threshold 
then the highest-ranking proteins are accepted as identified.  
The Z-score could also have a probabilistic interpretation: Tchebychev’s inequality (Chow 
and Teicher, 1997) states that for any probability distribution with mean value x  and standard 
deviation σ  the probability P to measure a value x that deviates by σε ⋅  from x  is limited by 2−ε : 
{ } 2
 
−≤⋅≥− εσεxxP . Assuming that not more than NP proteins are present within a sample, 
then the NP best scoring proteins could be subtracted, and the mean score S and the score standard 
deviationσ are calculated with the remaining ones (robust estimates). For more than 90% certainty (ε = 
√10 = 3.16), the Z-score of a protein had to be larger than 3.16. Of course, Tchebychev’s inequality 
gives only a crude estimate of the probability and more precise methods can be used that incorporate 
prior knowledge about the form of the score distribution. 
 
4.2.11 Improving PMF by including sequence information 
 
Additional sequence information can be used to restrict the number of candidate peptides for a match. 
For example, if a peptide is submitted to fragmentation analysis, a small sequence tag could be 
obtained and used in the PMF search (Perkins et al., 1999;Zhang and Chait, 2000). Or MS/MS spectra 
can be scanned in the low mass region for specific ions, which can be used for identification 
(immonium tagging) (Clauser et al., 1999). Linking chemical tags to specific amino acids causes a 
mass shift for peptides that contain the tagged amino acids. For example, the acidic amino acids 
glutamic acid, aspartic acid and the C-terminal amino acid can be esterified, i.e. their carboxyl group 
(COOH) reacts with an alcohol (R-CH2-OH + R’-COOH ↔ H2O + R’-COO-CH2-R). For methanol 
(CH3-OH) the mass shift is 14.0157 Da per carboxyl group. If the PMF from an esterified sample is 
compared with the one from a non-esterified sample, then peptides with mass differences of Nx14.0157 
Da, N > 1, should correspond to peptides that contain either glutamic acid or aspartic acid, and this 
information can be used to improve the identification (Bienvenut et al., 2001). Figure 4.5 shows that 
the gain in information (NAll-NAA)/NAll is the higher for less frequent amino acids and for lower peptide 
masses (<2000 Da). However, if an amino acid is too rare only very few peptides will be tagged and in 
total not much information is obtained.  
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Figure 4.5 
Number of tryptic peptides from yeast that match a certain mass (x-axis) with a mass tolerance of 
0.5Da. Curves obtained under the same conditions but considering only peptides that contain a specific 
amino acid are labelled with the amino acid letter. Taken from (Fenyo, 2000). 
 
 Another method to obtain more information about a peptide is hydrogen/deuterium exchange. 
In this approach, peptides are bathed in heavy water (H2O + D2O) where hydrogen atoms are replaced 
by the heavier but chemically similar deuterium atoms (mH = 1Da, mD = 2Da). The labile protons of the 
amino acids are then exchanged by the heavier deuteriums. Since the number of labile protons is 
specific for every amino acid, the total mass shift is like a checksum for the peptide sequence. 
Unfortunately, labile hydrogen atoms are usually not 100% exchanged, which makes data analysis 
more difficult. See Bienvenut et al. (Bienvenut et al., 2001) for more details and references.  
 
4.2.11 Computational complexity of PMF identification 
 
Digesting a sequence of length Lsequ and calculating its peptide masses excluding missed cleavages and 
modifications necessitates a number of operations proportional to Lsequ producing Npept peptides, where 
it can be assumed that Npept ∝ Lsequ. Including NMC missed cleavages necessitates iterating through the 
peptide list NMC times and produces about NMCNpept peptides. Including modifications that are not 
mandatory doubles the number of NM1 peptides that could carry the modification M1 (assuming the 
modification is only allowed once per peptide). If NM1/Npept = αM1 this leads to αM1Npept additional 
masses. A second modification M2 will produce αM2(αM1+1)Npept additional masses. For NMod 
modifications this yields (αM1+1)(αM2+1)… (αMNMod+1)Npept theoretical peptide masses, whose count 
rises exponentially with NMod. The digestion has to be performed for each candidate protein, i.e. NProt 
times. 
Comparing a list of Nexp experimental masses with a list of Ntheo theoretical masses needs Nexp 
+ Ntheo steps, resulting in NMM matching masses. The average number of matching masses NMM is 
difficult to estimate, but it will depend on the mass tolerance, on Nexp and Ntheo as well as other 
parameters. The complexity of the score calculation obviously depends on the scoring system used, but 
it will be linear in NMM for most systems (as it the case for SmartIdent).  This leads to an estimated total 
complexity of 
 
O(NProt(Lsequ + (Nexp + αNModNMCNpept) + NMM)) .                                                                                  (4.4) 
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5. High-throughput methods in proteomics 
 
 
 
 
 
 
 
 
 
 
 
 
5.1 Introduction 
 
Complete genetic sequence information is now available for a set of species. However, in order to fully 
characterise the state of a cell, proteins and their concentration, subcellular location, posttranslational 
modifications and associations with ligands have to be known as well as the rate of change of these 
properties. Various methods have been developed to bridge the gap between nearly complete genomic 
information and the largely unknown proteome. Only high-throughput methods have the potential to 
accomplish this task within the next decades due to the vast complexity of proteomes. Various methods 
have been developed with different speed and range of operation and different quality of results. 
Basically there are two approaches: genomic information can be used to build proteins or experimental 
data from the proteome can be mapped into the genome. 
In the former approach, recombinant expression by a bacterial host makes it possible to 
produce the proteins encoded by a set of RNA’s. These proteins can be arrayed on a chip or a 
membrane for affinity capture or they can be used to generate antibodies or MS fingerprints, which 
later help to identify and quantify sample proteins (Cahill, 2001). Although recombinant expression of 
proteins is sometimes difficult since the bacterial host is unable to process many posttranslational 
modifications and some proteins cannot be produced in their native form, the method was successfully 
applied in high-throughput applications.  
In the latter case, genetic RNA sequences obtained either by computer programs or 
experimentally can be transformed in silico into amino acid sequences and these sequences can be 
compared with experimental data of unknown proteins for their identification. Databases of varying 
quality and size containing thousands of protein sequences are available and can be used for this 
purpose. Comparing a protein sequence with sequence patterns of known function may yield 
information about the way the protein interacts with its environment. Often this virtual approach is not 
sufficient or prone to errors, and one has to try to determine the function of a protein experimentally.  
MS has become an important tool to measure protein properties. Its precision, speed, 
sensitivity and low cost made it one of the pillars of high-throughput proteomics. It can be easily 
interfaced with various separation techniques and allows highly automated processing. Various 
approaches have been presented and many of them are still in the development stage. Here a selection 
of MS high-throughput applications will be briefly discussed. The classification of these methods is 
somewhat arbitrary and is made here according to the main purpose of the application. For more 
information the following reviews can be consulted: (Harry et al., 2000).(Lahm and Langen, 
2000;Patterson, 2000) 
 Software is crucial for high-throughput methods. Often, experimental data has to be compared 
with information in large databases and a decision has to be made whether a match is relevant or not. 
The specificity and selectivity of the algorithm used will determine the number of false positives and 
negatives. Programs control the various machines involved and adjust parameters for optimised 
processing. Results have to be checked for consistency and compared with results obtained by other 
methods. Unfortunately, many publications contain little detail about the software used and often the 
most straightforward solution is chosen, although results could be enhanced by more advanced 
methods. If high-throughput techniques really work they have to be coupled to a laboratory information 
management system (LIMS) that can handle the vast amount of data. It offers central data storage, 
backup, sample tracking, reporting and data validating facilities, and it can also be linked to 
visualisation and data mining utilities. Numerical aspects of proteomic applications are discussed in 
different chapters and here the focus is more on general aspects. 
In order to fully characterise the state of a cell, expression levels of 
both genes and encoded proteins have to be known. After the success 
of the human genome project a human proteome initiative was 
launched. Its aim is to identify, quantify and partially characterise a 
large part of the human proteome. Given the huge complexity of the 
proteome, high throughput tools are essential to achieve this goal. 
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5.1.1 Identification 
 
The first step in understanding protein networks is to identify their components. Traditionally, a 
sequence tag was determined by Edman degradation and this tag was used to identify the protein in a 
sequence database. Although this method is very reliable, it is slow and only a few groups try to apply 
it in high-throughput experiments. MS has been replacing chemical sequencing during the last decade, 
and PMF and MS/MS are now widely applied in order to identify proteins in complex mixtures. The 
various methods differ in the protein separation technique, the ionisation method and the type of mass 
spectrometer used. 
 Mass spectra only provide useful information if they are acquired from a sample with a 
limited number of proteins. The first large-scale applications used SDS 2D-PAGE to separate proteins. 
In a classic application, Shevchenko et al. (Shevchenko et al., 1996) separated yeast proteins, stained 
and excised protein spots from the gel and digested them in-gel with trypsin. All digests were first 
analysed by MALDI-TOF MS and they showed that a clever control software for spectrum acquisition 
improved results. With a mass accuracy better than 50ppm, 80% of the spots could be unambiguously 
identified in nrdb (200,000 entries). For low abundance proteins (< 0.3pmol) PMF was not sufficient 
and the digest was electrosprayed into a triple quadrupole mass spectrometer for MS/MS 
measurements. Sequence tags (short peptide sequence and mass difference to N- and C-terminus) for 
several parent masses were constructed by the PeptideSearch software, and many other spots could be 
identified in ndbr. The authors were able to annotate a total of 134 spots and discovered many new 
proteins. 
 Various steps in the above procedure needed user interaction. Excising spots of interest from 
the gel and subsequent sample handling is time consuming, and Traini et al. (Traini et al., 1998) 
proposed a partially automated approach where a 2D gel was first blotted on a PVDF membrane, which 
was subsequently stained. A robot cut out selected spots, submitted them to a digestion procedure, and 
loaded the digests on a MALDI sampling plate. A TOF spectrometer measured the peptide masses, 
which were automatically forwarded to the identification program MS-fit (although calibration was still 
done manually). In a test run, 95 of 288 randomly chosen spots from E. coli were identified. Spot 
staining and selection was one of the bottlenecks of Traini’s approach, and there is always a danger that 
certain proteins do not respond well to staining and are missed for further analysis. In order to 
circumvent these problems Langen et al. (Langen, H., 3rd Sienna 2D electrophoresis meeting, Abstract 
Book, 1998, p. 191) cut the 2D gel into small rectangles and submitted them automatically to digestion 
and peptide mass acquisition procedures without prior knowledge of the spot positions.  
Another approach, dubbed the molecular scanner that works without robotic sample handling 
systems to excise and digest spots, was introduced by Hochstrasser’s group in Geneva (Binz et al., 
1999;Bienvenut et al., 1999). In this approach, proteins were digested firstly in the gel itself and then 
during transfer onto a collecting PVDF membrane. A MALDI matrix was sprayed on this membrane, 
which was pasted on a MALDI-TOF sampling plate and scanned by the mass spectrometer. Peptide 
masses were measured on a fine grid and after analysing them in a fully automated manner 2D maps 
with the identified proteins were obtained. This method will be further discussed in Section 5.2. 
 In order to overcome limitations of 2D-PAGE, other methods have been proposed, many of 
them based on chromatographic and electrophoretic separations in the liquid phase. Liquid phase 
strategies are flexible, fast and provide easy automated sample handling and interfacing to mass 
spectrometers, usually by means of ESI, which allows direct injection into the MS instrument. A better 
resolution is achieved if several separation methods are linked together, whereby reversed phase liquid 
chromatography (RP-LC) is usually used last because of its good compatibility with MALDI and ESI 
techniques. John Yates group used MudPIT (multidimensional protein identification technology) 
(Washburn et al., 2001;Wolters et al., 2001) where strong cation exchange chromatography (SCX) was 
applied in the first dimension and RP-LC in the second. Yeast proteins were fractionated into a soluble 
and two insoluble fractions, which were digested with Lys-C and CNBr, respectively. Digestion before 
separation had the disadvantage that peptides from the same protein did not elute at the same time, and 
the information whether peptides belong together was lost. It may also be useful to have a protein in 
purified form for further analysis, which was not the case in this approach. On the other hand, even 
proteins, which are difficult to analyse by separation methods like highly hydrophobic or basic 
proteins, usually have some less hydrophobic or basic peptides falling within the range amenable to 
measurements. Peptides were electrosprayed into an ion trap mass spectrometer for MS/MS spectra 
acquisition and SEQUEST was used for identification in a yeast database. The identified proteins 
represented all protein classes (low abundance, low molecular weight, basic, membrane proteins, etc.), 
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and 1484 proteins from S. cerevisiae or about 25% of the total proteome could be identified with a 
good reproducibility. 
 Fourier transform mass spectrometers (FTICR) have very high mass accuracy, sensitivity and 
dynamic range. Although their usage is still limited by their high cost and maintenance, several groups 
used them for high-throughput applications. In one application, a FTICR instrument was coupled to a 
multiple capillary LC system consisting of serially connected dual-capillary devises (Shen et al., 2001). 
This dual-capillary approach was time saving since one capillary was used for separation while the 
other was being washed. In a 1D reversed phase mode, 110,000 of 195,000 theoretically predicted 
peptides of a yeast tryptic digest were detected, 9000 of which corresponding to about 1000 proteins 
could be identified (by their peptide masses only - with the mass accuracy of a FTICR instrument 
(~1ppm) only very few masses are needed for a significant match). In another interesting application of 
the same group (Li et al., 2001) an FTICR instrument was used for peptide fragmentation. After 
separation by RP-HPLC of tryptic peptides, several co-eluting peptides were electrosprayed into the 
instrument. First, their parent masses were measured and then a few peptides were selected for 
simultaneous fragmentation. The parent masses of the selected peptides were then used to search a 
combined protein sequence and genomic database in order to retrieve a list of candidate peptides (with 
mass accuracy of 25ppm). Theoretical fragmentation spectra of the candidate peptides were then 
compared with the measured fragmentation spectrum (with the same mass accuracy). This parallel 
fragmentation approach provided fast identifications with low sample consumption.  
 
5.1.2 Quantification 
 
Complex interacting gene and protein networks regulate protein and mRNA quantity, and there is no 
direct correlation between the two. Gygi et al. (Gygi et al., 1999b) showed for a sample of yeast 
proteins that there is a lack of correlation for low abundance proteins, while there is a good correlation 
in the high abundance range (> 100,000 copies per cell). Therefore, mRNA quantity measurements of 
weakly expressed genes give only limited information and the direct measurement of the protein 
quantity is important.  
 As already outlined in the previous chapter, MS can only give information about the relative 
abundance of two chemically similar substances. Therefore it is well suited for comparative studies, 
where relative abundances of proteins under two different conditions (e.g. healthy – diseased) are 
compared. In these applications, proteins from both samples are tagged differently, whereby both tags 
should have the same chemical properties but different masses. Two approaches, N15 labelling and 
ICAT, are described in the following paragraphs. 
 ICAT labels (Gygi et al., 1999a) consist of a cysteine-specific reactive group, a light or heavy 
linker chain and a biotin tag. The thiol-specific reactive group binds to cysteine residues of peptides 
and the biotin serves as a marker that can be used to isolate ICAT-labelled peptides in an affinity 
column. Light and heavy linker chains have a mass difference of 8.05 Da. For comparative 
quantification, one sample reacts with the light and the other one with the heavy label and then the 
labelled, cysteine-containing peptides are isolated and mixed. In subsequent MS measurements of the 
peptide mixture, peptides from the ‘heavy’ sample have a mass that is 8.05 Da per cysteine higher than 
the mass of peptides from the ‘light’ sample. The ratio of the signal amplitudes of light and 
corresponding heavy peptides correlates well with the ratio of their abundances (less than 10% error for 
test proteins). However, there are claims that ICAT-labelled peptides can produce less intense MALDI 
signals, and heavy and light peptides have a slightly different retention time in RP-HPLC separation 
making the intensity comparison more difficult. 
 Han et al. (Han et al., 2001) investigated microsomal fractions of human HL-60 cells, which 
were grown in vitro under two different conditions. After ICAT labelling, the samples were mixed, 
digested and separated by SCX chromatography into 30 fractions. Labelled peptides were isolated from 
each fraction, passed to the RP column and electrosprayed into an ion trap mass spectrometer for MS 
and MS/MS acquisition. Within an analysis time of 50h about 25,000 fragmentation spectra were 
obtained. SEQUEST was used to identify the corresponding peptides in the NCBI human protein 
sequence database (77,000 entries): first, peptides that showed SEQUEST scores above certain 
thresholds were considered as candidates. Then, discarding all peptides without cysteine and those that 
were not identified as heavy- or light-labelled further reduced the list of candidate peptides. For these 
candidate peptides, experimental spectra were manually inspected for typical ICAT fragments. If these 
were present, the elution profiles of heavy and light peptides were compared: heavy peptides elute 1-2s 
earlier and the intensity profile of the light peptide must be similar, but shifted by the difference in 
elution time. In case of similar elution profiles, the peptide was finally accepted as identified. Using 
these criteria, about 5000 peptides belonging to 1025 proteins of various functional classes could be 
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identified. 491 proteins had two or more matching peptides with consistent heavy/light intensity ratios, 
where the intensity of a peptide was its spectral signal intensity integrated over its elution time.  A test 
showed that intensity ratios varied less than 20% between peptides of the same protein, and that 
proteins with unchanged abundances prevailed (ribosomal proteins, cytosceletal proteins, ect). Some 
signal transduction proteins with high changes in abundance were detected with interesting biological 
implications.  
 N15 labelling belongs to the class of metabolic labelling, and can only be applied if the 
researcher can control the growth media of a cell, which is the case for many bacteria but not for 
mammal tissues in vivo. In this method, in one sample the growth media is enriched with the heavy 
isotope N15 (natural abundance 0.38%), which is incorporated into proteins via metabolic pathways. If 
incorporation is total, the isotopic pattern of the peptide should change only slightly compared to the 
natural pattern and the peptide mass should be enhanced by the number of nitrogen atoms in atomic 
units. Washburn et al. (Washburn et al., 2002) combined this approach with MudPIT and showed that 
it works well for a sample of clearly identified yeast proteins. SEQUEST and NCBI yeast database 
were used to identify peptides, where separate SEQUEST parameter files were used for N14 and N15 
peptides. A computer software calculated the total peptide intensities by integration over the elution 
time of the peptides and average intensity ratios were taken if several peptides of a protein were 
identified. Sample mixtures in N14-sample:N15-sample molar ratios of 1:1, 5:1 and 10:1 were 
investigated and the abundance ratios could be reproduced within an error of 30%. 
 
5.1.3 Protein-protein interaction 
 
In order to fulfil their task proteins have to interact with each other, and many of them function only as 
part of large complexes (e.g. ribosome). Although the function of many proteins can be deduced by 
identifying sequence patterns attributed to specific functional families, the role of scaffold or mediating 
proteins is not evident from their sequence. Establishing large-scale protein interaction maps helps to 
find out in which function these scaffold or mediating proteins are involved by investigating their links 
to proteins of known function.  
Besides MS there are several other methods in use to determine protein-protein interactions. A 
classical approach is immunoprecipitation (Liebler, 2002): immobilised antibodies capture the protein 
of interest and proteins bound to it. After washing away all other proteins, the proteins attached to the 
antibody are detached, separated by SDS-PAGE and blotted to a membrane, which is probed with 
labelled antibodies. Of course, only proteins whose antibodies are used can be detected this way. 
Another approach, dubbed yeast two-hybrid system (Liebler, 2002), ingeniously uses the activation of 
transcription of the protein Gal1-1acZ, which is highly expressed in yeast growing on galactose media. 
Activation is done by protein Gal4 and it was shown that both N-teminal and C-terminal regions of 
Gal4 are necessary and sufficient for it. If one protein P1 is fused to the N-terminal and another protein 
P2 to the C-terminal of Gal4 (by recombinant expression of fused genes), then it was shown that Gal1-
1acZ is produced if and only if P1 and P2 bind to each other (in the absence of native Gal4). Therefore, 
the expression of Gal1-1acZ, which can be determined easily, is a measure of the amount of interaction 
between P1 and P2. It is also possible to screen whole libraries of P2’s with this approach and genome-
wide interaction maps have been reported for a set of simple organisms. A third, indirect approach 
comes from DNA hybridisation experiments on DNA chips, where a correlation in the expression 
levels under various conditions indicates functional connection between two genes. During the last few 
years various in silico methods were published. There, protein-protein interaction information is 
retrieved from Medline abstracts (by searching for correlated occurrences of protein names for 
example), from gene proximity or domain fusion. The domain fusion method is based on the idea that 
the fusion of two genes, which are separate in a given species, to one gene in another species hints at 
the existence of an interaction between the two proteins corresponding to the two genes. Comparison 
with experimental data validates these numerical schemas to a certain degree, but false negatives as 
well as false positives abound. Marcotte et al. (Marcotte et al., 1999) evaluated various numerically or 
experimentally obtained protein interaction networks and presented a simple algorithm that combines 
various methods in order to obtain more reliable results. More details and references on various 
methods to create proteome-wide linkage maps can be found in Legrain’s et al. review (Legrain et al., 
2000). 
The great precision of MS measurements can help to identify interaction partners. Interacting 
proteins captured by antibodies or other techniques can be separated, digested and analysed by PMF or 
MS/MS, which also allows identifying various variants and modifications. Ho et al. (Ho et al., 2002) 
expressed a selection of 725 yeast genes containing various functional classes. About 600 yeast 
proteins were produced at a detectable level, which served as bait proteins and were captured by 
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epitope tagging. Proteins attached to a certain bait protein were separated by SDS-PAGE, digested and 
identified by MS/MS measurements. After discarding non-specific interactions, 3617 interactions 
involving 1578 proteins and 493 baits were detected, many of them unknown. From a selection of these 
interactions, 74% could be confirmed by immunoprecipitation experiments. A comparison with data 
already reported in the literature showed that this method detected three times more reported 
interactions than previous large-scale two-hybrid studies. 
 MudPIT, another approach developed by Link et al. and already discussed in the sections on 
identification and quantification, was used to identify proteins involved in yeast ribosomes (Link et al., 
1999). There, ribosome subunits were purified by means of sucrose gradient centrifugation, denaturated 
and digested with trypsin before the peptides were separated by the 2D liquid phase separation as 
described above. Peptides were electrosprayed into an ion trap mass spectrometer and identification 
was performed by SEQUEST using a genomic database. Most of the identified peptides belonged to 
ribosomal proteins and 75 out of 78 proteins could be identified. One new ribosomal protein was 
discovered in yeast and in a second experiment a homologous protein could also be identified in the 
human ribosome. 
 
5.2 Molecular Scanner 
 
5.2.1 Introduction  
 
The molecular scanner was devised as a high-throughput identification method circumventing time 
consuming spot excision and expensive robotic sample handling. Transfer onto a PVDF membrane and 
digestion happen in parallel and the digest can be scanned without prior knowledge of spot positions. 
Scanning techniques in MS have a long history and have been frequently applied to investigate the 
distribution of specific atoms or molecules on surfaces or tissues (Pacholski and Winograd, 1999). 
There, an atom beam with a diameter of 20 - 200nm scans a surface and the emission of secondary ions 
of a specific mass is measured for every scanned point. A computer compiles the ion intensities of all 
scanned points and depicts them as images. Single cells were scanned and the distribution of Ca, P, S 
and Mg ions was measured revealing information about the cellular compartments since these atoms 
have different concentrations in different compartments. N15 ions provide information for metabolic 
studies, and atoms specific for certain drugs can reveal the distribution of a drug in a cell or tissue. 
More recent applications investigated the distribution of larger biomolecules, where MALDI was used 
because of its soft ionisation properties.  
 Stoeckli et al. (Stoeckli et al., 1999) transferred proteins on a membrane and electrosprayed a 
MALDI matrix solution on it. After dyeing, they scanned the membrane using a MALDI-TOF 
instrument and measured the intensity of the protein signal as a function of the position on the 
membrane. In order to test their method they mixed neurotensin into the ink of a standard ink-jet 
printer and printed the letter ‘M’ (letter height 1.4mm) on the membrane. A focused laser of 30µm 
beam diameter scanned the membrane with a resolution of 30µm and five spectra were averaged for 
each point. A software downloaded the spectra, measured the intensity of the neurotensin signal at 
1674 Da and depicted it as an image. The virtual image almost perfectly matched the optical image 
providing evidence that there is little diffusion in the process. The detection limit of vasopressin 
peptide deposited on a microspot on a C18 surface was lower than 2.5fmol, and they obtained a linear 
relationship between vasopressin intensity and concentration up to 25fmol. In another, very interesting 
application (Stoeckli et al., 2001) a frozen section of human tumour tissue was sprayed with a MALDI 
matrix and scanned with a resolution of 100 µm. 45 mass ranges were analysed and some of these 
masses were specific for the proliferating area of the tumour and others for the nectrotic area. In order 
to identify these proteins, regions of interest of the tissue were cut out, fractionated by HPLC and 
digested. One of the masses specific to the proliferating area could be identified as Thymosin β.4, a 
protein known to be overexpressed in tumour tissues. 
 An instrument combining UV confocal scanning laser microscopy with LDI or MALDI 
scanning technique with a resolution of a few 100nm was presented by Spengler et al. (Spengler and 
Hubert, 2002). In this approach, a sample can be visualised by a high-resolution light microscope and 
MS. Experiments with MALDI crystals showed the inclusion of the analyte into the crystals and the 
exclusion of potassium ions, which were found between the crystals. This instrument could provide 
interesting insights into the distribution of atoms and molecules in tissues and cells.  
 Other groups combined MS scanning techniques with protein separation. In the virtual gel 
approach (Ogorzalek Loo et al., 1997;Ogorzalek Loo et al., 1999), IPG strips were directly scanned by 
a MALDI-TOF instrument providing virtual 2-D gel images with pI in the first, mass in the second 
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dimension and signal intensity as the grey-value. After separation, the IPG strip was soaked in a 
MALDI matrix solution, dried and pasted on the mass spectrometer’s sample stage. The strip was 
scanned with a resolution of 0.2-0.5 mm corresponding to pI intervals of less than 0.01. Small proteins 
(< 10,000 Da), which are difficult to detect in SDS 2-D PAGE, can be detected as well as large proteins 
(> 100,000 Da) with fmol sensitivity. A comparative study with E. coli proteins (Ogorzalek Loo et al., 
2001) revealed more detected virtual spots than SDS 2-D PAGE with silver staining. The high 
accuracy of mass measurements allows identifying many proteins with their mass and pI for small 
organisms and reveals information about posttranslational modifications, which would not be visible on 
stained 2-D gels.    
 Eckerskorn et al. (Eckerskorn et al., 1997) used proteins separated by SDS 2-D PAGE and 
electroblotted onto PVDF membranes, which were incubated in an aqueous matrix solution. Areas of 
about ~1cm2 of dried membrane were cut out, pasted on the sample plate and scanned with a IR laser 
with a lattice spacing of 0.5mm. The MS detection sensitivity was found to be slightly higher than with 
silver staining and spots scarcely visible on the stained gel showed up in the virtual gel images 
depicting signal intensities of specific masses. Substructures within large spots became also visible by 
means of the MS measurements. Again, the high mass accuracy of the reflector TOF instrument 
allowed identifying posttranslational modifications and sequence variations. The step from this 
approach to the concept of the molecular scanner is tempting and the next sections discuss what had to 
be done to put this concept into practice. 
 
5.2.2 Digestion, transblot and MS acquisition 
 
In the molecular scanner approach, peptide digests from proteins separated by SDS 2-D PAGE are 
simultaneously transferred from the gel onto a collecting PVDF membrane, which is scanned by a 
MALDI-TOF mass spectrometer. The measured PMFs reveal the presence and identity of the protein 
spots without prior knowledge of their position and virtual 2-D maps of the identified spots can be 
generated (Figure 1.1). The problem how proteins are digested and transferred onto the PVDF 
membrane is crucial and was tackled by Bienvenut et al. (Bienvenut et al., 1999). The authors 
compared three digestion techniques and developed a new approach termed double parallel digestion 
(DPD). The first technique, parallel in-gel digestion (PIGD), in which the whole dried gel was soaked 
in a trypsin solution for an hour and, after removing excess trypsin solution, the digest was transferred 
onto the PVDF membrane. This technique worked well for all proteins in the whole mass (6,500 – 
200,000 Da) and pI range investigated, but some diffusion was obvious especially for smaller (< 
60,000 Da) proteins. In the second technique, the one-step digestion transfer (OSDT), two IAV 
membranes containing immobilised trypsin were put between the gel and the PVDF membrane. A 
laboratory made semidry apparatus was used to drive the proteins from the gel through the trypsin 
membrane onto the PVDF membrane. In order to prolong digestion time, an asymmetrically alternating 
voltage was applied (12.5 V for 125ms followed by –5V for 125ms), which enhanced digestion 
efficiency. However, digestion was poor for basic and large proteins in this approach: basic proteins (pI 
> 8.5) were positively charged in a solution where trypsin has its optimal activity (pH 8.4) and 
migrated in the wrong direction, whereas large proteins were stuck in the separating gel.   
 If PIGD is first performed for a shorter time avoiding too much diffusion (1/2 hour) then 
OSDT will work better since the partially cleaved smaller peptides can better leave the separating gel 
and, even for basic proteins, some of them would be negatively charged. This combined DPD approach 
worked better than the two separate ones in terms of a lower number of missed cleavages, sequence 
coverage of identified peptides and peptide signal intensity. However, the sequence coverage of the 
identified peptides was lower than in the in the standart method where spots were excised, digested and 
analysed separately. For an experiment with E. coli proteins separated on a 2-D gel, DPD yielded 
67±11% sequence coverage and cleavage sites were missed in 60% of the cases (0 mc: 40% 1 mc: 
50%, >2 mc: 10%) for the most abundant proteins. 
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Figure 5.1 
Intensity distributions of 1-D and 2-D scans. A) Amido black stain of the PVDF membrane containing 
a tryptic digest of standard proteins separated by 1-D PAGE. B) Sum of the intensities of all peaks in a 
spectrum (total spectral intensity) as a function of membrane position. C) Peptide masses, each one 
specific to one of the separated proteins, are depicted. Note the sharper and smoother peaks. D) Total 
spectral intensity distribution for a 2-D scan performed with one of the proteins in A). A single band of 
ITRA_SOYBN was cut out and scanned on an array with 16x12 points corresponding to a resolution of 
0.5mm. All figures taken from (Binz et al., 1999). 
 
 In a second publication, Binz et al. (Binz et al., 1999) tested the DPD and OSDT methods in a 
variety of situations. First, they used proteins separated by SDS 1-D PAGE and compared MS signal 
intensities with an image of the stained PVDF membrane (Figure 5.1 A-C). The authors found no 
evidence of diffusion and the signal intensities correlated well with the staining intensity. Then, in a 
second experiment, the band of a protein separated by SDS 1-D PAGE was cut out and scanned on a 2-
D grid with a resolution of 0.5mm (Figure 5.1 D). The 2-D total ion chromatogram (TIC), i.e. the sum 
of the intensities of all signals detected in a spectrum, had a rather smooth, mountain like shape, 
indicating that the matrix crystals and analyte incorporation was quite homogeneous and that the total 
intensity correlated with the protein concentration. Human plasma proteins separated by a low-
resolution 2-D mini gel were investigated in the third experiment. A small rectangle of size 18.3mm x 
3.7mm was cut out just below the large albumin spot and scanned by the MALDI-TOF spectrometer 
(Figure 5.2 B). Peptides of the abundant albumin and immunoglobulin were detected all over the 
scanned region and severely blurred the virtual intensity images. However, some neatly localised 
protein spots could be detected and identified using PeptIdent and SwissProt (http://www.expasy.org). 
More details about the E. coli and human plasma experiments can be found in the next section. 
 
5.2.3 Examples 
 
Two molecular scanner experiments will be discussed in this document, both of which were published 
in the original papers on the molecular scanner (Binz et al., 1999;Bienvenut et al., 1999). In the E. coli 
experiment, the scanned portion of the membrane contained some spots clearly visible on the stained 
membrane indicating abundant proteins. These spots were well localised and had little overlap. The 
positions of these spots corresponded quite well to their theoretical pI and Mr values, since E. coli 
proteins have few modifications and identification of these abundant spots was easy. On the other side, 
the scanned region of the human plasma membrane showed extended spots containing highly abundant 
proteins (e.g. albumin, immunoglobulin), with well-localised spots in between. The extended spots 
covered almost the entire scanned membrane and overlapped with the localised ones. pI and Mr values 
strongly deviated from the predicted ones since proteins in the human plasma are subject to various 
modifications. Additionally, separation power in pI and Mr direction was less in the human plasma 
experiment than in E. coli, and the modified forms of some proteins were not well enough separated 
and collapsed into a single spot. Instead of DPD, OSDT was used to digest human plasma proteins 
making missed cleavages more frequent. All these facts made the human plasma scan data much more 
difficult to analyse than the E. coli data.    
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Figure 5.2 
Stained gels used for scan experiments. A) Coomassie Blue stained mini gel used to separate E. coli 
proteins. The area inside the rectangle was scanned. B) Human plasma mini gel stained with amido 
black. The scanned rectangle is indicated. The band above the scanned region consists mostly of 
albumin. See Chapter 6 for more explanations. 
 
E. coli experiment 
 
 In this experiment, 1 mg protein extract form a E. coli lysate were separated by a 2-D mini gel 
with a pI range of 5.0 - 5.5 (Figure 5.2 A). After DPD, peptides were trapped on a PVDF membrane 
(Bio-Rad, Hercules CA, USA). A portion with a size of approximately 9x13 mm (corresponding to a pI 
range of 5.1-5.2 and a Mr range of 35,000-45,000 Da) was cut out from the membrane and pasted on 
the sampling plate of a Voyager Elite MALDI-TOF mass spectrometer (Applied Biosystems, Foster 
City CA, USA) with delayed extraction time set to 140ms and the an accelerating voltage of 18kV. 
5mg/mL of α-cyano-4-hydroxycinnamic acid (αHCCA from Sigma, St-Louis MO, USA) dissolved in 
70% methanol was sprayed on the PVDF membrane. Then the membrane was scanned on a 48x32 grid 
(1536 points) with a sampling distance of 0.25 mm. 64 laser shots were fired at a frequency of 3 Hz 
leading to an acquisition time of about 9 hours. Each spectrum contained masses from 800 – 3300 Da 
with about 23,000 sampling values and intensities were recorded at 16bit. The disc space needed to 
store all spectra was 350 MB, which could be compressed to 3MB after peptide signal detection if just 
the mass fingerprints were stored.  
 
Human plasma experiment 
 
A 250µg sample of human plasma proteins separated by a low-resolution 2-D mini gel (Figure 
5.2 B) was investigated in this experiment. After OSDT, peptides were trapped on a PVDF membrane 
(Bio-Rad, Hercules CA, USA). A rectangle of size 18.3mm x 3.7mm corresponding to a Mr range of 
43,000 – 65,000 Da and a pI range of 5.2 - 5.6 was cut out just below the large albumin spot and pasted 
onto the sampling plate of a Voyager Elite MALDI-TOF spectrometer (delayed extraction time was 
140ms and the accelerating voltage was 18kV). 10mg/mL of α-cyano-4-hydroxycinnamic acid 
(αHCCA from Sigma, St-Louis MO, USA) dissolved in 70% methanol was sprayed on the PVDF 
membrane, which was scanned on an 80x16 grid (1280 points) with a grid spacing of 0.25mm firing 80 
laser shots for every spectrum. A pulse frequency of 3 Hz led to an acquisition time of about 9 1/2 
hours. Each spectrum contained masses from 800 – 3300 Da with about 23,000 sampling values and 
intensities were recorded at 16bit. The disc space needed to store all spectra was about 300 MB, which 
could be compressed to 3MB after peptide signal detection if just the mass fingerprints were stored. 
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5.2.4 Acquisition of mass spectra and peptide signal detection 
 
After transblotting, a matrix solution was sprayed on the membranes, which were dried without using 
hot air or vacuum. The dry membranes were pasted on the sample plate of a mass spectrometer using 
high-vacuum grease. After defining the coordinates of the points to be scanned, which were assumed to 
lie on a regular grid, a 337nm nitrogen laser with about 0.1mm beam diameter at the target was fired at 
the membrane, where 50 – 80 shots were used per spectrum. The grid spacing was between 0.5 and 
0.25 mm providing a resolution finer than the size of small spots, which had a diameter of more than 
1mm. In all the experiments discussed here, the MALDI-TOF instrument was used in delayed 
extraction and reflectron mode providing a resolution of about 5000. 
 Since the peptide signal detection software delivered with the instrument did not perform well 
in automated mode, an in-house solution was developed (see (Gras et al., 1999) and Section 6.2), 
which was able to detect small and overlapping signals. This software calculated the monoisotopic 
mass of peptides as well as their peak height, width, offset and signal to noise ratio, and stored this 
information in text files together with the x/y coordinates and filenames of the corresponding spectra. 
The threshold for signal detection was set to the most sensitive value detecting also tiny peaks, which 
were scarcely distinguishable from noise, since these signals often proved to be crucial for protein 
identification. 
 
5.2.5 Acquisition time and data volume 
 
The time tGel needed to separate proteins by SDS 2-D PAGE depends on the procedure, but it is usually 
less than one day per gel. After separation, gels are washed and air-dried at room temperature, which 
takes 12 hours. Parallel in-gel digestion lasts only 30 min, but the transfer onto the PVDF membrane 
needs 12-18 hours, therefore the total time tDigest for digestion and transblotting is also about one day. 
Spraying the matrix, subsequent drying and pasting the membrane on the sampling plate takes a few 
minutes (tMatrix). The MS scanning time (tMS) strongly depends on the resolution, the number of spectra 
to be averaged and the firing frequency of the laser: 
 
tMS = NSP(NLS /F + tStep)                                                                                                                         (5.1) 
 
where NSP is the number of scanned points, NLS the number of laser shots per spectra, F the frequency 
of laser shots in Hertz (shots per second) and tStep is the time needed to move the sample plate to a 
subsequent position, which is about 200ms and therefore negligible. Downloading spectra is fast and 
can be done in parallel - hence no additional time is used for this task. The total gel separation, 
digestion and MS acquisition time without data interpretation is 
 
tacquisition = tGel + tDigest + tMatrix + tMS.                                                                                                    (5.2) 
 
The maximal size of a sampling plate is 40mm x 40mm and with a scan resolution of 0.25 mm NSP 
becomes 160x160 = 25,600. A fast laser is able to work at 20Hz, so the time for MS acquisition with 
100 shots per spectrum is more than 35 hours, i.e. a total acquisition time of almost 4 days is necessary. 
However, smaller membrane pieces could be scanned by several spectrometers in parallel, e.g. 16 
instruments could scan in parallel a 1cm x 1cm membrane each reducing tMS by a factor of 16.  
 The data volume is given by the disk space needed to store the raw spectra, since 
configuration files are small and do not matter in this case. Usually, signal intensities are digitised in 
the16bit format. With a sampling rate of 20 sampling points per mass unit and a measured range of 800 
– 3300 Da a minimal size of 100KB is needed. Sometimes, as it is the case for the spectra generating 
software of the Voyager Elite, intensities and their corresponding mass values are both stored in integer 
(4 byte) format, which corresponds to a 4 fold increase in disc space. More recent instruments provide 
software able to compress and decompress spectra. If a size of 200KB is assumed then the 25,600 
spectra from the 4cm x 4cm scan will use up a disc space of 5.12 GB, which can easily be put on a 
backup storage medium. 
 
5.2.6 Visualisation and analysis of peptide mass fingerprints 
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In this section, we present the work on the molecular scanner software published so far by our group. 
Since the software is still under development, the current version differs from previous versions in 
several important points, which will be discussed in Chapter 6. The emphasis in this section lies on 
developing the important ideas, and the algorithmic details, in case they are still relevant for the present 
state of the software, will be given in Chapter 6. Peptide mass fingerprints harvested from molecular 
scanner spectra are the bedrock for further analysis. Their visualisation and numerical analysis are of 
crucial importance for the quality of the results. In the first publication (Bienvenut et al., 2001) the 2-D 
gel visualisation tool Melanie (Appel et al., 1997a;Appel et al., 1997b) was used to depict 2-D intensity 
images. The mouse-driven user interface offered facilities to list proteins identified at a selected 
scanned point and to render raw spectra. The algorithms used to filter out false identifications were 
rather basic and were based on whether a protein identification was isolated or occurred more than two 
times in an 3x3 neighbourhood. A simple cellular automaton filter discarded all isolated identifications 
and the median score of the remaining proteins, i.e. the median value of the scores at all scanned points 
where a protein was among the 20 highest-ranking ones, was used to decide whether the identification 
was accepted or not. In order to define a global threshold for this median score, the identifications in 
the E.coli database were compared with the identifications in the mouse database (assumed to be false 
identifications). The threshold was set higher than 95% of the median scores obtained by searching the 
mouse database, which had approximately the same size as the E.coli database. The proteins that 
fulfilled this threshold criterion were finally examined manually by considering three criteria: 1) the 
shape of the region where they were detected, 2) whether their peptides matched matrix cluster or 
impurity masses and 3) whether their peptides matched masses already used by higher scoring proteins. 
About half of the candidates were eliminated by these rules of thumb, which were rather subjective and 
the application of which was time consuming. 
 A second publication investigated the experiment performed with E. coli proteins (Section 
5.2.3), and offered a sounder analysis and methods that could be fully automated (Muller et al., 2002a). 
A 3-D visualisation rendering all peptide mass fingerprints simultaneously revealed that many masses 
in the lower mass range (800 – 1000 Da) could be detected over the entire membrane. These masses 
were identified as chemical noise, which consisted of tryptic peptides, keratin peptides, remains from 
staining and matrix clusters. A simple mathematical test was able to detect most of this chemical noise, 
which could therefore be discarded from the peptide mass fingerprints. Then it was observed that the 
measured mass values of the same peptide showed large variations over the membrane with up to 1Da 
difference between maximal and minimal values (Figure 5.3 A). This large deviation made data 
handling more difficult and a recalibration of the spectra had to be considered. Since there were no 
internal standard masses and the two commonly detected trypsin peptide masses could not be detected 
in all scanned points, a simple re-calibration of each spectrum was not possible. Therefore a different 
method was chosen: at those scanned points that provided very clear identifications even with a large 
mass tolerance, the theoretical masses of the matching peptides were taken as reference masses and 
calibration using a non-linear function was carried out for these spectra. For the remaining spectra the 
fact was used that there were usually a lot of common masses between neighbouring spectra, and if an 
absolute adjustment was not possible, a relative adjustment could help. Each remaining spectrum was 
then calibrated with respect to each of its 8 neighbours and this process was repeated until a stable 
configuration was obtained. The result of this procedure is depicted in Figure 5.3 B. 
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Figure 5.3 
Calibration in E. coli scan. A) Surface plots of the masses between 841 Da and 845 Da. The masses 
around 842.5 Da, which are detected over the entire membrane, correspond to a trypsin peptide, 
whereas the masses around 843.5 Da stem from Isocitrate lyase (Swiss-Prot entry ACEA_ECOLI) and 
are localised in the pI-Mr plane except for a few outliers. The scattering of mass values is due to 
calibration errors that become larger (0.7 Da) towards the edges of the membrane. B) As in A), but 
after calibration using the algorithm described in the text. Taken from (Muller et al., 2002a). 
 
 The notion of 2-D SIC (selected ion chromatogram) or signal intensity distribution proved to 
be useful for investigating false positives in PMF identifications. A SIC of a mass m describes the 
height of the signal in the mass window [m-∆m,m+∆m], ∆m = 100ppm as a function of the position on 
the membrane (the height is set to 0 if no peptide signal could be detected in this window). It can be 
depicted as a discrete 2-D surface where the membrane lies in the horizontal plane, and the signal 
intensity for each scanned point is indicated in z-direction. Data representation by 2-D SIC’s is 
different to the representation by single spectra: in a single spectrum all masses measured at a scanned 
point are treated independently of other scanned points (local representation, indexed by scanned 
point), whereas intensity distributions treat one mass at a time but for all scanned points (global 
representation, indexed by mass). The investigation showed that the matching peptide masses of false 
identifications often had uncorrelated intensity distributions (Figure 5.4 B), whereas the matching 
masses of true identifications were nicely correlated (Figure 5.4 A). Therefore a false identification 
compiles its masses from various different sources such as chemical noise and different proteins. 
Discarding chemical noise and separating masses from different proteins could therefore help to avoid 
false positives.   
 
 
 
A               951.505 Da                 999.558 Da 
 
1108.517 Da 
 
1155.684 Da 
 
1254.742 Da 
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B                 804.419 Da 
 
820.413 Da 
                
951.456 Da 
 
1177.629 Da 
 
1193.623 Da 
 
2086.002 Da 
 
Figure 5.4 
2-D SIC’s or intensity distributions of matching peptide masses. A) METK_ECOLI (true identification). 
B) ALLC_ECOLI (false identification). The masses 804.419 Da and 829.413 Da belong to chemical 
noise; 951.505 Da, 999.558 Da, 1108.517 and Da 1254.742 to METK_ECOLI; 1155.684 Da and 
1193.623 Da to PGK_ECOLI; 1177.629 Da and 2086.002 Da to IDH_ECOLI. The mass values 
represent the median of all measured values after calibration. From (Muller et al., 2002a). 
 
 Chemical noise can be purged from the fingerprints by the method described above. Masses 
with similar intensity distributions can be grouped using a clustering algorithm. A linear correlation 
between two intensity distributions (only intensity values greater than zero were considered) plus a 
measure for the overlap were used to define the similarity, which was reported into a table containing 
the similarity values of all pairs of masses found in the experiment except for chemical noise. 
Hierarchical clustering was then used to form the mass groups, where a minimal similarity threshold 
was set in order to unify two groups. The mass list of every group containing more than two elements 
was directly submitted to a PMF identification program (an adapted version of SmartIdent, which run 
locally on a PC). These small and purified mass lists were less prone to false identifications and 
provided also identifications of low abundance proteins, which could not be detected if identification 
was carried out on the basis of isolated untreated spectra (Figure 5.5). 
 
 
 
 
Figure 5.5 
Identified proteins and protein spots in the E. coli scan. A) Coomassie blue stained image of the 
membrane. B) Virtual membrane with pI in x- and Mr in y-direction. Vertical bars indicate the number 
of smoothed intensity distribution maxima present at a scanned point. The abundant proteins 
IDH_ECOLI, PGK_ECOLI and METK_ECOLI could be identified without difficulties independently of 
the method used. The other proteins could only be identified by means of the clustering approach. 
Many spots could be detected that were not visible on the stained image. 
 
 The third paper (Muller et al., 2002b) dealt with human plasma proteins. As outlined in the 
Section 5.2.3 above, this scan was more difficult to analyse and the methods developed for the E. coli 
  71 
experiment had to be partially revised. First, the very abundant immuno globulin and albumin produced 
peptides that could be detected over the entire membrane (Figure 5.6 B), which made it difficult to 
distinguish them from chemical noise using the criterion described above. However, the intensity of 
these peptides was clearly enhanced within their spots and fell off rapidly with increasing distance from 
the spot centres, and a second criterion that tested whether the peak intensity is concentrated within a 
small region of the membrane was added to distinguish these ubiquitous peptides from chemical noise 
(Figure 5.6 A). Sixteen chemical noise masses were detected this way, 14 of which were also present in 
the E. coli experiment indicating that they originate in the sampling preparation. 
 
 
  
A 
B  
C  
D  
 
Figure 5.6 
Signal intensities of some masses as a function of the position on the membrane. pI varies along the x-
axis, MW along the y-axis and intensity along the z-axis. a) Chemical noise mass at 820.34 Da. b) 
YLTWASR peptide (896.46 Da) of ALC1_HUMAN (immuno globulin fragment). The jagged ridge 
might indicate fused spots. c) NLAVSQVVHK peptide (1094.63 Da) of AACT_HUMAN. d) Peptide with 
mass 2109.14 Da. Although this peptide belongs to the AACT_HUMAN spot, it did not match any of its 
theoretical masses (taken from (Muller et al., 2002b)). 
 
 In order to cluster intensity distributions, a similarity value has to be defined. The linear 
correlation chosen in previous work was replaced by a different approach: first, intensity distributions 
were smoothed using a Gaussian kernel because suppression effects produced distributions of irregular 
shape (Figure 5.6 D) and the distance between the maxima of two smoothed distributions was 
calculated. The similarity was then defined as the Gaussian of this distance where different length 
scales were used in pI and Mr directions. In addition, a measure for the overlap of two distributions was 
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added taking account of spot shapes. This similarity value was calculated for all pairs of masses and a 
hierarchical clustering algorithm was used to group these masses. These groups corresponded very well 
to the stained membrane (Figure 5.7 B/C), whereas there was only weak correspondence with the 2-D 
TIC image (Figure 5.7 A), because a few very intense antichymotrypsin and immunoglobulin peptides 
obfuscated all the other peptides. 
  
 
 
Figure 5.7 
A) Each pixel in this virtual gel image represents the total spectral intensity, i.e. the sum of the 
intensities of all signals found in a spectrum. B) Amido black stained membrane. C) Main clusters 
found by hierarchical clustering of intensity distributions, which show a nice correspondence with the 
stained membrane.  
 
 The next task was to identify proteins present in the spots. The methods developed earlier 
were able to identify all main clusters except antichymotrypsin, which is highly modified and only two 
out of 14 masses matched masses from a theoretical digest with one missed cleavage site and a mass 
tolerance of 0.2 Da. However, the quality of the identification depended on the threshold used in the 
hierarchical clustering algorithm. This threshold defined whether two masses or groups of masses 
belonged to the same cluster or not. Ideally, an optimal threshold value should yield perfect clusters, 
where every cluster contains all its own masses but no outliers. However, it was shown that no such 
optimal value existed because of two main reasons: one mass may belong to two clusters if two 
different proteins present in the gel have peptides of very similar masses, and masses within extended 
spot trains have lower similarity than masses confined to a single localised spot. The authors realised 
that better a similarity scoring schema and a fuzzy, less greedy clustering algorithm might be able to 
deal with these problems. However, a different approach was chosen, which depended less on the 
elements a cluster contained, but considered only the shape of the clusters, i.e. the region where most of 
the intensity of its masses was found.  
 As shown in Figure 5.4, false identifications can often be identified by the uncorrelated 
intensity distributions of their matching peptide masses. If this lack of correlation can be measured and 
incorporated into a PMF score, then it could better separate these false identifications from true ones. 
Since the similarity between the intensity distributions of two masses can be calculated as described 
above, the average similarity between all pairs of matching masses could be taken. However, this 
measure is not robust against outliers as can be seen in the following example. Let us assume the 
presence of a protein in the gel and tha this protein matches 5 real peptides and by chance 2 chemical 
noise masses. There are 10 pairs of real peptides, which have strong similarity, and 11 pairs of 
chemical noise and real peptides, which have weak similarity, i.e. the 2 randomly matching chemical 
noise masses will severely impair the average similarity. Considering only the highest similarities 
would help since this would impede the random matches from having too strong an influence. In this 
publication, for a protein with n matching masses, the n highest similarities (of a total of n(n-1)/2) were 
averaged to give the similarity score of the matching peptides SSim. The combined score SC = SPMF SSim, 
where SPMF is any PMF score such as the number of matching peptides or the SmartIdent score, was 
shown to have a better discrimination of false positives (Figure 5.8).  
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Figure 5.8 
A) Number of matching masses for the vitamin D binding protein. The spot is clearly visible, but 
surrounded by random matches. B) The combined score suppresses the random matches to a large 
extent, but is still elevated within the spot providing a better signal to noise ratio. 
 
 The combined score could be calculated for every protein at every scanned point and finally 
some criteria had to be used to decide whether a protein is present in the gel or not. What could these 
criteria look like? A global threshold for SC would only be satisfactory if SPMF was not biased with 
respect to the number of masses in the fingerprint, the size of the protein and other parameters that are 
used to calculate the score. However, scores like the number of matching peptides or the SmartIdent 
score, which was used here, do not have this feature, and setting a global threshold does not work and 
local criteria have to be used. Within the region defined by a cluster there is a good correlation between 
spectra and this region could be used for setting local thresholds. If SC is integrated over a cluster 
region, scan point to scan point fluctuations of the score could be evened out and the integrated score 
STot could be submitted to a local threshold criterion. In order to calculate the local threshold 
automatically, the following methods were used: a statistically significant score must be clearly higher 
than the bulk of random match scores. The distribution of random match scores was described by its 
mean and its variance, and Tchebychev’s inequality (Chow and Teicher, 1997) was used to define a 
90% certainty threshold (Figure 5.9). 
 
 
 
 
Figure 5.9 
STot of Sc and SPMF  distributions for all candidate proteins of the A2GL_HUMAN spot. The values for 
the A2GL_HUMAN score are indicated by * for Sc and by # for SPMF, respectively. Arrows indicate the 
thresholds for a 90% significant identification, whereas the arrow at the lower value corresponds to 
the score taking account of mass similarity (Stot of Sc). Note that the discrimination is much better if the 
combined score Sc is used. Taken from (Muller et al., 2002b). 
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 All but one of the abundant spots could be clearly identified with these methods. The α-
antichymotrypsin spot could not be identified because many of its peptides are glycosylated and only 2 
out of 14 masses belonging to its cluster matched theoretical masses calculated without taking account 
of glycosylation. 
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6. Numerical methods employed in the molecular 
scanner software 
 
 
 
 
 
 
 
 
 
 
6.1 Molecular scanner software flow chart 
 
Data handling in the molecular scanner software comprises many different steps, and this section 
provides an overview of the data flow (Figure 6.1), whereas the detailed algorithms used for the 
various steps will be described in the subsequent sections. Data handling starts after all raw spectra 
have been acquired (Figure 1.1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The molecular scanner software starts with the raw spectra and leads 
automatically to annotated maps indicating where on the gel a spot 
was found and which proteins could be identified in these spots. The 
tasks to be accomplished during execution of this software are peptide 
signal detection, calibration, calculating intensity distributions, 
clustering and finally identification and visualisation. These tasks will 
be described in detail in this chapter. 
For each spectrum perform 
peptide signal detection  
Scan all peptide mass lists and calculate 
intensity distribution for each mass 
Discard chemical noise 
Find spots. Link masses to 
spots. Find spot regions  
Cluster spots. Find cluster 
regions and masses 
 
For each spectrum within a 
cluster region perform mass 
calibration 
For all clusters and for all 
candidate proteins calculate 
PMF identification score Stot 
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Figure 6.1 
Dataflow in the molecular scanner software. 
 
6.2 Peptide mass signal detection 
 
6.2.1 Introduction  
 
The detector of a mass spectrometer measures the number of ions hitting it, integrates the ion count or 
ion intensity over a time interval and outputs the mass histogram into a file, the mass spectrum. 
Usually, the mass spectrum has already been treated within the detector electronics, for example by 
smoothing the histogram. An example of such a spectrum can be seen in Figure 6.2 A, where the 
peptide mass signals are clearly visible as peaks sticking out of noise and background. The precise 
detection of these peaks is an important task, because the quality of the mass list affects the quality of 
all subsequent data handling. The form of these peaks depends on the resolution of the mass 
spectrometer, which itself is mass dependent. For low masses a spectrum obtained by an instrument 
with high resolving power reveals the isotopic pattern of a peptide (Figure 6.2 B) and Fourier transform 
instruments can even detect the isotopic fine structure (see Section 6.2.2.4). For high masses of large 
proteins, the isotopic peaks cannot be resolved and the signal forms one large peak, which may have 
tails due to chemical adducts and fragmentation. Another important feature of a peptide peak is the 
peptide charge. Since a spectrum contains the ion count as a function of the m/z value of the ions, 
where m is the ion mass and z the ion charge, a peak with a charge z will appear at 1/z of the actual 
mass and will be compressed by a factor z, i.e. the distance between two main isotopic peaks will be 1/z 
Da. 
 If the resolution allows it, one is usually interested in the monoisotopic peak, because this 
peak does not depend on natural variations of the isotope ratios, unlike the most intense or average 
isotopic mass. However, for high masses this monoisotopic peak has a low intensity and is scarcely 
visible in a spectrum (see Section 6.2.2.4). In order to identify the monoisotopic mass of entire proteins 
in Fourier transform spectra, Senko et al. (Senko et al., 1995b) compared the measured isotopic 
intensity distribution with a theoretical average distribution typical for the given mass by means of a 
chi-square test. The best match then defined the value of the monoisotopic mass. Although the 
theoretical distribution did not exactly match the experimental one, differences for the proteins 
investigated were small and did not have a strong effect on the result. 
 Mathematically, the mass signal of a peptide can be seen as a blurred ideal signal with 
additional noise. In a reasonable approximation, it can be assumed that the detector response is a linear 
function of the number of ions, and that ions belonging to two different peptides produce a signal that 
is the sum of the signals produced by the ions from one peptide only. If noise and baseline are additive 
and independent of the peptide signal (neglecting statistical fluctuations in the isotope intensities; see 
Section 6.2.2.4), the measured signal sexp can then be formally written as a convolution: 
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where ⊗ symbolises convolution. smono is the signal at the monoisotopic mass mmono weighted with the 
total intensity I of all isotopes: smono(mmono) = I and smono(m) = 0 for mmono ≠ m. fP,ziso produces the 
isotopic distribution, which depends on the peptide sequence P and the charge z, and  fθblurr blurres the 
sharp isotopic peaks, where θ is a set of parameters containing the peak width and shape parameters. b 
is the baseline and ε denotes some random noise consisting of chemical and instrumental noise. FθP,z is 
a linear operator that transforms s into the isotopic distribution of the corresponding peptide with peaks 
For all clusters keep all proteins with a 
score higher than threshold 
Create identification reports and visualise 
results 
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of finite width, or into several such distributions if more than one monoisotopic species is present, 
which is the case in H/D exchange experiments, for example. If more than one charge state is possible 
then Fθ,P can be written as a weighted sum of Fθ,P,z’s, where each weight represents the relative 
abundance of a charge state. In many applications, the peptide composition may not be known and an 
average composition (see Section 6.2.2.4) typical for this peptide mass has to be assumed for fθ or Fθ,z. 
 Mathematically, peptide signal detection means reconstructing s from sexp. Assuming that the 
baseline b can be removed and that the noise ε is small, Equation 6.1 is approximately a linear 
transformation, which could be inverted by means of matrix inversion theory (Press et al., 1995). 
However, inversion of Equation 6.1 is unstable – a so-called ill-posed problem  – and regularisation 
techniques have to be used (Appendix A5) or other methods than direct inversion have to be applied. 
 Zhang et al. (Zhang et al., 2002) investigated a special regularisation technique, the maximum 
entropy method (MEM, Appendix A5), which was developed for image enhancement. They showed 
that MEM performs better than direct inversion, which suffers from the problem of overfitting. The 
paper contains detailed calculations and provides a good introduction to the domain with real-life 
examples for H/D exchange spectra. A different approach was chosen by Breen et al. (Breen et al., 
2000), who transformed the raw spectrum into a stick representation by smoothing the raw spectrum 
and considering only peak maxima and their height. The first detectable stick in a group was used to 
estimate the height of the corresponding isotopic distribution, which was then subtracted from the 
group and the process was repeated until no significant signal was left. This roughly corresponds to a 
Gauss-Jordan elimination algorithm and yields low quality results if data are noisy and if more than 2 
overlapping peptide signals are present. A more robust approach was chosen by other authors (Gras et 
al., 1999;Berndt et al., 1999), who took the best fit of the raw spectrum with a model isotopic 
distribution and subtracted this fitted model from the raw data in order to detect weaker components 
(see Section 5.2.2.5). Mathematically, this corresponds to projecting sexp onto the vectors si = fP,ziso⊗ 
fθblurr ⊗smono,i of the noiseless signals of all monoisotopic masses mmono,i possible within the resolution 
of the spectrometer. The inversion of Equation 6.1 is then simply approximated by taking mmono,i of 
vector with the strongest correlation sexp⋅si. In the second step the vector with the strongest correlation 
is substracted from sexp and the process is repeated until correlations become weak. smono is the the sum 
of all si, which produced strongest correlations. 
 In a real spectrum consisting of many peptide signals, these methods yield estimates for smono, 
which will consist of stronger and weaker components. Some criterion, either statistical or by simply 
setting fixed thresholds has then to decide which of the components of smono are significant and which 
ones have to be discarded as irrelevant. Since the shape of an average isotopic distribution changes 
slightly with the peptide mass, Fθ,P,z also changes slowly with the mass, and the described methods are 
only valuable within a narrow mass range (a few 100 Da). In order to analyse real spectra with a mass 
range of several 1000 Da, the spectrum has to be cut in smaller pieces, which have to be analysed 
separately. 
MALDI spectra have the advantage that the charge state of a peptide is almost always z = 1, 
which facilitates peptide signal detection, because each peptide is represented only once in the 
spectrum. ES spectra, on the other hand, produce multiply charged peptides and each peptide usually 
appears in different charge states producing different peaks in the spectrum. For native globular 
proteins, the charge state can be readily predicted since it correlates well with the diameter of the 
protein (Felitsyn et al., 2002), but denaturated proteins or peptides can produce a large number of 
charge states depending on their composition. This can be an advantage since it allows measuring high 
masses and combining the multiple charge states allows determining the peptide mass more precisely. 
Mann et al. (Mann et al., 1989) used mathematical relations between the number of charges and 
apparent masses of two peaks of the same peptide in order to detect outlier peaks that did not fit well 
into the sequence of charged peaks of a single peptide. The uncharged parent mass could then be 
calculated more precisely as a weighted sum of the measured masses of the different charge states, 
where the weights represented the quality of the fit. The same method could also be used to check 
whether a group of peaks belongs to the same peptide mass. If the peptide mass is not known, Mann et 
al. presented a simple algorithm, a so-called deconvolution algorithm, that yields the peptide mass m 
from a sequence of multiply charged experimental masses. This algorithm simply calculates all charged 
masses for a known adduct ion (proton, Na+, ..) m/z+mAdduct, z = 1,..,n within the mass range and sums 
up the intensities in the raw spectrum at these masses. It does this for all masses and the mass m* that 
yields the highest intensity sum is believed to be the parent mass for all multiply charged masses. If 
peaks have finite width and the baseline is not substracted, this algorithm is biased and favours higher 
masses, and this bias has to be removed. In the case of unknown adduct mass mAdduct, Labowsky et al. 
(Labowsky et al., 1993) took the same deconvolution algorithm, but also varied mAdduct obtaining a 3-D 
surface with m, mAdduct and summed intensity as variables. They showed that the maximal intensity in 
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this surface yields the correct adduct mass if the spectrum is well calibrated. In the case of bad 
calibration or mixture of adduct ions, this approach still provided useful information. 
 The deconvolution algorithm by Mann et al. can be seen as a correlation 
( ) ( ) ( )∑ ⋅=
i
iExpi
M
Th msmsMC  between a theoretical and the experimental spectrum, where the 
theoretical spectrum has peaks of equal intensity at all mi = m/i+mAdduct (i = 1,..,n) values within the 
MS mass range and is 0 anywhere else. If both theoretical and experimental spectrum are normalised, 
maximisation of C(M) is equivalent to minimisation of ( ) ( )( )∑ −
i
iExpi
M
Th msms
2
- a distance measure 
that is sensitive to outliers and C(M) can be dominated by a single term of very high intensity. Reinhold 
et al. (Reinhold and Reinhold, 1992) introduced a more robust measure based on information theory: 
the relative entropy ( ) ( ) ( ) ( )( )∑ ⋅−=
i
iExpi
M
Thi
M
Th msmsmsMS /ln . To reduce the dependence on 
background and noise, the authors also recommended filtering the raw data before determination of the 
parent mass. 
 If the charge state of a peak was known, the peptide mass could be directly calculated. For 
high-resolution spectra, the charge state can be directly read from the spacing between isotopic peaks. 
However, this works only for very well resolved signals that do not overlap. Senko et al. (Senko et al., 
1995a) investigated two commonly used techniques, Fourier transform frequency analysis and the 
Patterson transform, which calculates the autocorrelation ( ) ( )∑ +⋅
i
iExpiExp zmsms /1  in the 
neighbourhood of a peak. The authors found that the Patterson transform worked well under some 
conditions and Fourier transform worked well under others. The combination of the two charge state 
estimators provided better results over a wide range of conditions. Zhang et al. (Zhang and Marshall, 
1998) presented Zscore, a program that calculates the peptide masses present in ESI spectra for high- 
and low-resolution raw spectra as well as stick plots. The algorithm starts with the most intense peptide 
signal with apparent mass m, determines its charge state, transforms the signal into a charge 1 signal in 
an artificial spectrum, discards the processed signal in the original spectrum and goes on to the next 
most intense peak, whose charge 1 signal is added to the artificial spectrum, until all signals above a 
certain intensity/noise threshold are processed. Charge states are found by maximising 
( ) ( ) ( )( )∑
≠=
=
b
ziai
Exp imimszScore
,
///ln θ  for low-resolution spectra, where the sum goes over all charge 
states i ≠ z between a and b with m/a > mMin and m/a < mMax, i.e. m/i is still in the mass range of the 
instrument, and θ is a local noise threshold. For high-resolution spectra 
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1
///ln θ  is used, where the sum goes over all i for which m+i/z lies 
in the isotopic distribution, respectively. These scores are easy and fast to calculate and worked well in 
the test examples. Horn et al. (Horn et al., 2000) developed a program for high resolution spectra, 
where signals are detected in a moving window and the charge state is estimated by the combined 
Fourier/Patterson method discussed above. An average isotopic pattern is fitted to the experimental 
data, and the fit is subtracted form the spectrum, if it was of good quality, otherwise a better fit is 
searched for by varying the charge state z. The process is repeated until no signal is left. 
 
6.2.2 Peptide signal detection in MALDI-TOF mass spectra  
 
6.2.2.1 Data pre-processing 
 
Since the relation between mass and TOF is non-linear, the TOF mass spectrum is not evenly sampled, 
but the mass difference between two sampling values is mass dependent and increases with increasing 
mass. For certain calculations, especially Fourier and some Wavelets transforms, this can be an 
obstacle, since these methods work only properly with evenly sampled data. Therefore, if such 
techniques are applied, it is a good idea to interpolate the mass spectra on evenly spaced mass values 
by means of spline interpolation (Unser et al., 1991). Sometimes the spectra are smoothed and one has 
to be sure that the smoothing discards most of the noise, but does not disturb the mass signals 
significantly. One smoothing filter that is well adapted to peak-shaped data is the Savitzky-Golay filter 
(Press et al., 1995). The idea is the following: a polynomial of degree M is fitted to the data in a sliding 
window and the polynomial value in the centre of the window is taken as the smoothed value. This has 
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the nice property that it preserves the form of a peak, and fortunately a fast algorithm is available, since 
a straightforward implementation would be too time consuming. 
 Carroll et al. (Carroll and Beavis, 1996) used convolution filters known from image 
processing to improve the contrast of high mass signals in MALDI-TOF spectra. One filter investigated 
was the ‘unsharp mask’ filter, which removes the slowly varying background of high mass signals 
without disturbing the peak centroids. The authors also investigated a different high-pass filter 
(Mexican hat filter), and compared the two methods. Zhang et al. (Zhang et al., 2002) applied MEM 
theory to construct such filters and showed that they were able to enhance the resolution of high-mass 
peptide signals. 
 
 
 
A 
 
B 
 
Figure 6.2 
Spectrum acquired with a MALDI-TOF mass spectrometer. A) Clearly visible are baseline, noise and 
peptide mass signals. B) Zoom of another MALDI-TOF spectrum with detected peptide signal and its 
fitted theoretical isotopic distribution (dashed line). The horizontal line represents half of the estimated 
noise level. 
 
6.2.2.2 Estimation of baseline  
 
Figure 6.2 A shows a typical MALDI TOF spectrum of tryptic peptides, where sharp peptide signals sit 
on a slowly varying base called the baseline. The peptide signals really sit on top of the baseline instead 
of being partially immersed into it, which facilitates their detection. The form of the baseline may vary 
from spectrum to spectrum and sometimes the baseline almost disappears (Figure 6.2 B). In other 
spectra, it is very pronounced in the lower mass range (< 800 Da) and drops with increasing mass like 
in Figure 6.2 A. The laser power has a strong influence on its form and too strong a laser power can 
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totally obfuscate a spectrum in the lower mass range. The baseline is due to retardation effects at the 
detector caused by abundant chemical noise such as matrix clusters.  
It is important that the baseline cannot be predicted a priori, i.e. it is very difficult to provide a 
precise mathematical model for it (at least to our knowledge). By definition it is the part of the 
spectrum that varies only on length scales bigger than the size of an isotopic pattern (~ 10 Da). A low-
pass filter could filter out the rapidly varying part of the spectrum such as peptide signals and noise, 
and could yield the baseline (Breen et al., 2000). The implementation of this filter has to make sure that 
the form of the calculated baseline is not affected by intense peptide signals especially if several of 
them lie close together. Although such filters are not too difficult to design, for example by means of 
Fourier transform or wavelet approaches, another method was chosen here because of its simplicity and 
speed.  
PeakDetect (Gras et al., 1999), the program used for the molecular scanner, uses a sliding 
window approach to find the baseline. The window is 30 Da wide and the baseline should vary only 
slightly within it. For each mass m, the 3rd percentile of the intensity values within the 30Da-window 
(the kth percentile of a set of values is larger than k% of these values; e.g. median = 50th percentile) is 
calculated and the baseline at m is set equal to this value. Due to the low percentile (the value of 3 was 
determined by trial and error), the baseline sits under the signals, an approach that works well even if 
the baseline is almost zero. Working with percentile makes the baseline robust if intense signals are 
present in the window, because only the 3% lower values in the window matter. The baseline is then 
subtracted from the original raw data spectrum.  
 
6.2.2.3 Estimation of noise  
 
Figure 6.2 shows that the spectrum is cluttered with small peaks, which do not have any apparent 
structure. In Chapter 2 it was explained that these peaks are produced by chemical noise, mostly matrix 
clusters. These clusters have a similar chemical composition as peptides and their isotopic distribution 
is therefore similar as well. Peptide signals are surrounded by small chemical noise signals and if the 
peptide signal has a low intensity, it will not be separable from this background noise.  
Figure 6.3 shows a histogram of small peak intensities from a region of a spectrum, where no 
signals could be detected. The distribution has a bell shape with a slight tail on the high intensity side. 
In order to estimate the noise intensity, a sliding window approach similar to the one for baseline 
estimation is used in PeakDetect. For each 30 Da window all local maxima that had no higher maxima 
in a ±0.3Da neighbourhood were considered. Twice the median of the intensities of these maxima was 
then taken as an estimate for the noise in the spectrum (again, this value was found by trial and error). 
Since the median does not depend on the high intensity maxima, this estimate is unchanged if intense 
peptide signals are present in the window (Figure 6.2 B). 
 
 
Intensity 
 
 
Figure 6.3 
Histogram of MALDI-TOF peak intensities after baseline correction in a mass range where no peptide 
signals were detected. Only maxima that were highest in a ±0.3 Da neighbourhood were considered. 
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6.2.2.4 Isotopic distributions  
 
Before continuing with the description of PeakDetect, a section on isotopic distributions is inserted, 
since it is of relevance for the further discussion. In a natural environment atoms appear in several 
different mass states, the so-called isotopes. Two isotopes of the same atom differ only in the number 
of neutrons present in the nucleus, a difference that leaves their chemical properties largely unchanged. 
The relative abundances of these isotopes on the earth surface can be measured by MS, and the results 
are shown in Table 6.1 for atoms prevailing in protein solutions. 
Peptides are made of many atoms and for each peptide some of these atoms may be in a 
higher isotopic state. The additional neutrons enhance the peptide mass and the precise value of the 
mass shift depends on the isotopes present. Principally, all combinations of the H, C, N, O and S 
isotopes listed in Table 6.1 are possible, though most of these combinations will have a very low 
frequency. This yields a complicated spectrum of peptide isotope masses, and it depends on the 
resolution of the mass spectrometer whether all isotopes can be resolved or not. For example, a peptide 
with two 13C has only a mass difference of 0.011 Da compared to a peptide with one 34S (check with 
values from Table 6.1). Fourier transform instruments are capable of resolving this difference and even 
to determine the number of sulphur atoms present in peptides with a mass of up to 15,000 Da (Shi et 
al., 1998). Modern TOF instruments have a resolution of 20,000, i.e. they can resolve a mass difference 
of 0.05 Da for a peptide of 1000 Da and cannot achieve this goal. In a TOF spectrum (Figure 6.2 B), all 
isotopes with the same number of additional neutrons collapse into one isotopic peak and the intensity 
of this peak is the sum of all the intensities of the contained isotopes. 
 
Monoisotopic +1 neutron +2 neutrons Atom Mass (Da) Frequency (%) Mass (Da) Frequency (%) Mass (Da) Frequency (%) 
H 1.007825 99.985 2.014102 0.015 ~ ~ 
C 12.000000 98.89  13.003355 1.11 ~ ~ 
N 14.003074 99.634  15.000109 0.366 ~ ~ 
O 15.994915 99.762 16.999132 0.038 17.999160 0.200 
Na 22.989770 100 ~ ~ ~ ~ 
Mg 23.985042 78.99 24.985837 10.00 25.982593 11.01 
P 30.973762 100 ~ ~ ~ ~ 
S 31.972070 95.02  32.971458 0.75 33.967866 4.21 
Cl 34.968853 75.77 35.968307 24.23 ~ ~ 
K 38.963706 93.2581 39.963999 0.0117 40.961826 6.7302 
Ca 39.962591 96.941 40.962278 0.647 41.958618 0.135 
Fe 53.939615 5.8 54.938298 91.72 55.934942 2.2 
Ni 57.935347 58.077 ~ ~ 59.930791 26.223 
Cu 63.929768 69.17 ~ ~ 65.928873 30.83 
Zn 63.929149 48.6 ~ ~ 65.926037 27.9 
 
Table 6.1 
Isotope masses and frequencies of some elements present in biological solutions. A ‘~’ indicates that 
the corresponding isotope is only present in minor quantities. Mass values are the recommended 
masses from the IUPAC (international union of pure and applied chemistry) home page 
(http://www.chem.qmul.ac.uk/iupac/). Isotope ratios are from the LBLN isotope project home page 
(http://ie.lbl.gov/toi.html). Isotope ratios are average vales and may differ from sample to sample.  
 
In order to calculate the isotopic distribution of a peptide, the number of atoms have to be 
calculated for every chemical element. If a molecule consists of NX atoms of element X, and iPX is the 
probability to obtain the ith isotope for element X, then the probability for having a molecule in the 
isotopic state 0NX, .. ,kNX is: 
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where iNX is the total number of i-isotopes of element X in the molecule (∑ =
i
i NN XX ) and k the 
number of different isotopes for element X. In order to obtain the isotopic distribution, the probability 
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(Equation 6.2) and exact mass have to be calculated for all possible isotopic states. Depending on the 
resolution, very close masses have to be grouped together (histogram) and their probabilities added. If a 
molecule contains several elements, this calculation has to be performed for each element and the final 
isotopic distribution can be calculated by convolution of the isotopic histograms of every element (Hsu, 
1984). However, a straightforward calculation of all possible isotopic states would be rather time 
consuming and Rockwood et al. (Rockwood et al., 1995;Rockwood and VanOrden, 1996) found an 
elegant and very fast solution. The method works only with a finite but arbitrary resolution and the 
mass range of the isotopes are partitionned into a finite number of bins, each bin having its probability 
(isotopic histogram 1HX). For a given element X, combining NX atoms corresponds to a NX-fold 
convolution of the isotopic histogram of a single atom 1HX: NxHX = 1HX ⊗⋅⋅⊗1HX. In the Fourier domain 
this is simply a multiplication of the Fourier transforms (FT) of FT(NxHX) = FT(1HX) ⋅⋅ FT(1HX) = 
FT(1HX)Nx. This procedure can easily be generalised for many elements and the isotopic distribution can 
be calculated very quickly by means of inverse FT. If required, it also allows taking into account the 
peak shape function (shape of an isotopic peak) simply by multiplying FT(NxHX) by its FT (usually a 
Gaussian peak shape is assumed). Even with a finite resolution, the calculation yields the correct 
average mass and standard deviation of the isotopic distribution if the proper correction for the mass 
scale is applied (Rockwood and VanOrden, 1996). The intensities of the isotopic peaks are correct as 
well, although their mass is given only within the limited resolution. 
The isotopic distribution calculated by these methods yields the statistically expected isotope 
intensities. However, since the isotopic distribution is the result of a random process, the effective 
isotope intensities are subject to statistical fluctuations, and the relative fluctuations are the larger the 
fewer atoms there are. If NX is the total number of atoms X in a set of peptides and iPX the probability of 
the ith isotop, then a mean value of   NX iPX i-isotopes is expected with a variance of σ2 = NX· iPX(1-iPX), 
i.e. the expected statistical deviation σ from the mean value is proportional to √NX. The relative 
deviation σ/(NX· iPX) ~ 1/√NX is the smaller the more peptides there are in the sample, since NX is 
proportional to the number of peptides. In some mass spectrometric experiments, especially in 
fragmentation experiments, less than 50 peptides are sometimes detected, which can lead to a 
significant distortion in the isotope intensities. The deviation from the expected distribution can also be 
used to estimate the number of detected ions (Senko et al., 1995b;Keller et al., 2001). 
Sometimes only a rather crude approximation to the isotopic spectrum is needed. For example 
in the detection of peptide signals in TOF spectra experimental isotopic distributions are compared 
with theoretical ones. Since the peptide is usually unknown and calculating the isotopic distribution of 
all peptides in that mass range would be too time consuming, the experimental data have to be 
compared to an average peptide signal in that mass range. Gay et al. (Gay et al., 1999) investigated the 
relative intensities and the variations of peptide isotopic distributions. Since the authors were interested 
in spectra with TOF resolution, they compiled all isotopic combinations with the same number of 
additional neutrons into one isotopic peak. Figure 6.4 reveals that the intensity of the monoisotopic 
peak diminishes with increasing mass. For example, at 8600 Da it is at 4% of the total abundance and 
at 16,900 Da it is reduced to 0.04%, which makes it very hard to detect for high masses, even if with 
high resolution MS. Figure 6.4 B shows the normalised mean intensities of the isotopic peaks together 
with the maximal and minimal values for each 1 Da interval. It reveals that the deviation form the mean 
can be significant for single peptides, but these deviating peptides seem to be rare since they do not 
affect the mean value. The fact that the deviations become larger with increasing mass may also be due 
to the normalisation by the monoisotopic intensity. 
Gay et al. performed a polynomial fit to their mean isotopic distributions in Figure 6.4 A, 
which allows for an easy calculation of the mean isotopic distribution for every mass. Another way to 
determine it is to consider the fact that most of the higher isotopes are made of 13C. Since about half the 
weight of proteins and peptides comes from C atoms and since carbon has quite a high frequency of its 
first isotope, there is a high chance that one of these carbons is the 13C isotope. For a peptide of 1200 
Da, about 50 C atoms are present leading to a 50·0.0111·0.988949 = 0.3212 chance to obtain a 13C 
isotope compared to a 0.988950 = 0.5723 chance of only 12C, whereas a peptide of 2400 Da, has a 
100·0.0111·0.988999 = 0.3676 chance to obtain a 13C isotope and a 0.9889100 = 0.3275 chance of only 
12C. These numbers correspond rather well to Figure 6.4 A, though the intensity of the monoisotopic 
peak seems to be underestimated. A better approximation was obtained by Senko et al. (Senko et al., 
1995b), who used an average amino acid C4.94H7.76N1.36O1.48S0.04 of mass 111.1254 Da, which takes 
account of the relative abundances of the amino acids in the PIR database, and calculated an average 
isotopic distribution of this mass. This leads to a simple calculation of the peptide isotope frequencies 
or probabilities P(i): 
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where N = m/111.12  is the number of average amino acids in a peptide of mass m, i the number of 
additional neutrons and p the probability for one additional neutron in the average amino acid.  
 
 
A 
 
B 
 
Figure 6.4 
Isotopic intensities of all tryptic peptides from SwissProt. A) Normalised isotopic intensities were 
averaged over all peptides within an interval of 1Da. B) Mean intensities normalised by the average 
monoisotopic intensity of each 1 Da interval together with the minimum and maximum normalised 
intensities within that interval. Mean values are represented by the smooth curves between the noisy 
minima and maxima curves. 
 
 Another approach would be to try to find values for N and p as a function of the peptide mass 
m, which fit well to the data in Figure 6.4 A. Breen et al. (Breen et al., 2000) used the fact that for large 
N Equation 6.3 can be approximated by a Poisson distribution ( ) NpieiP im == − λλλ ,! and they 
determined λ as a function of m. λ showed a very neat linear dependence on m and could be written as λ 
= 0.000594m – 0.03091, allowing a quick and easy calculation of average isotopic distributions for any 
given peptide mass. 
 
6.2.2.5 Peptide signal detection and isotopic model fitting 
 
In this section the central part of PeakDetect, which deals with the peptide signal detection, is 
described. In pattern discovery applications one usually distinguishes between pattern detection and 
model fitting. The task of pattern detection is to find out whether a pattern is present at a certain 
position, and model fitting consists in fitting a model to experimental data in order to estimate pattern 
features such as width, height and so on. Often, these two tasks are not independent and part of the 
fitting is done already at the detection step, and detection can be disproved if the quality of the fit is too 
poor. Since data are usually noisy, both tasks can be based on statistical decision theory. 
 One peculiarity of peptide signal detection is that noise is mostly chemical, i.e. it is made of 
small, overlapping signals that have almost the same shape as peptide signals. Intense chemical noise 
signals are therefore not distinguishable from peptide signals if no additional information is present. In 
this approach, we first have to construct a model sModel(m,θ) for a peptide signal, which will depend on 
a set θ of parameters. For MALDI spectra (z = 1) and for a peptide of mass M, sModel(m,θ) is the average 
isotopic distribution PM(i) with peak width w, intensity h and offset h0 and g(x) is a peak shape 
function. The value of n determines how many isotopic peaks are used for the model and was set to n = 
4. 
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The isotopic distributions PM(i) were calculated using the polynomial fit by Gay et al. described in the 
previous section. The offset was introduced to compensate uncertainty in the determination of the 
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baseline, and the width had to be used as a parameter because it increases for higher masses and can 
also vary significantly between signals in the same mass range (Figure 6.5 B). For high mass peptides, 
the width w increases to such a level that isotopic peaks start to overlap and only one broad signal is 
visible. The presence of chemical adducts or fragmentation can produce tails in high mass peaks, which 
are not considered in Equation 6.4 and which could disturb the fitting procedure. For low mass signals, 
the resolution of MALDI TOF instruments makes it possible to resolve the isotopic peaks, which have 
approximately Gaussian shape (Figure 6.2 B), therefore g(x) ~ exp(-x2/2) is a good choice. 
 
 
 
A  B 
 
Figure 6.5 
Model for peptide signals. A) Model signals sModel(m,M,w,h,h0) for a monoisotopic mass M of 1000 Da, 
2000 Da and 3000 Da, respectively, with h0 = 0, h = 1 and w = 0.28. B) Peak width w determined by 
fitting Equation 6.4 to experimental data from the E. coli scan. The signals with elevated width are 
probably metastable fragments, since they had a bulky, broad shape and did not match any theoretical 
peptide mass (see next chapter). 
 
 In order to detect a signal, Equation 6.4 has to be compared to experimental data, and a 
criterion has to decide whether the match is sufficient or not. The noise in a MALDI TOF spectrum is 
most similar to a Poisson distribution, but also quite similar to a Gaussian, for which a simple 
analytical expression for the optimal decision rule is available (Appendix A6, Equation A6.5). For 
zero-centred Gaussian noise this rule simply states that the linear correlation between model signal and 
experimental data must be larger than a threshold, which depends on the allowed rate of false positives. 
In PeakDetect, a normalised linear correlation was used:  
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where s = (s1,..,sr)T = (s(m1),..,s(mr))T are the sampled signal values in a 6 Da window around the mass 
M, where a signal has to be detected, with m1 = M-1, mi = m1+i∆m, mr = M+5, and sModel i = 
sModel(mi,M,w0,1,0). w0 is an a priori estimation of the peak width, and it is set to the width of the 
highest peak in the spectrum, which is calculated before launching the signal detection routine. 
Equation 6.5 yields directly the estimated signal height hest at mass M as can be seen by replacing sExp 
by hsModel, and it is then applied for all sampled mass values mi yielding an array of estimated heights 
hest. The result hest of the correlation between a peptide signal sExp at M in the raw data and the model 
sModel is a series of local maxima with the highest maximum at M. If a height hjest is maximal in [M-5, 
M+5] and if it is higher than the estimated noise level εj at M, then a signal is detected at M in the first 
pass. In the detection process the peak width w was fixed to the width w0 of the highest peak in the 
spectrum, but since the width can vary from signal to signal, Equation 6.5 can yield a too low estimate 
for hjest if the actual width of the signal is significantly different from w0. In order to find the optimal fit 
at M, a measure of the quality of the fit has to be defined. In PeakDetect a weighted square 
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β was chosen, where the weights βi > 0 gave more importance to the peak 
summits than to the valleys and the sum goes over all sampled values within [M-1, M+3] (this interval 
was chosen, because small signals can significantly deviate from the theoretical model sModel after the 
third isotope). Finding wopt and Mopt that minimise the distance between model and experimental signal 
is a non-linear problem, but fortunately the distance as a function of w and M is well behaved for clear 
signals and shows a sharp global minimum at wopt and Mopt with no other close local minima. Starting 
at a reasonable initial guess for w and M, for example w0 and M = max(hest), makes it rather easy to 
find the global minimum by Powell’s search algorithm (Algorithm A7.1), which rapidly converges. 
However, in the case of very small noisy signals, the optimal value for w can be meaningless, but these 
cases can be excluded by simply demanding: w0/5 < wopt < 2. The optimal values wopt and Mopt are then 
used to build a new sModel and calculate new values for hest and h0est with Equation 6.5. The signal 
detection is finally accepted if hest > εjθ1, where θ1 is a user-defined height threshold (default value 2). 
The accepted signals are subtracted form the raw data, and the same procedure is executed a second 
time in order to find small signals that overlapped with larger ones detected in the first pass. The 
following pseudo code summarises the different steps. The detailed description of the functions used 
can be found in Appendix A9. 
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Algorithm 6.1: Peptide signal detection 
 
6.2.2.6 Mass list post-processing 
 
If the calibration of the masses is good enough (< 0.1 Da) then masses belonging to chemical noise and 
metastable fragments could be partially discarded by setting a mass filter that accepts only masses 
around discrete peptide mass values (Figure 5.1). If a mass lies in between two such values, it cannot 
stem from an intact peptide and will only disturb protein identification. Or in a Bayesian approach, the 
probability that a signal is detected at a certain mass m had to be multiplied by the probability that a 
peptide can have mass m. 
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6.2.2.7 Computational complexity 
 
A MALDI TOF spectrum consists of Ntot sampled intensity values with an average sampling rate of N1 
values per 1 Dalton. The number of signals in the spectrum is NSignal. CalcCorrelation in Algorithm 
6.1 performs O(Ntot) evaluations of Equation 6.5, which itself has a complexity of O(N1). The same 
holds for DetectPossibleSignals. The third command within the loop in Algorithm 6.1 consumes most 
of the computing time because of the minimum finding routine. It scales with NSignalNIter1N1 if one 
assumes that the number of temporary signals is proportional to NSignal in both passes. The factor 
NIter1N1 stems from the NIter1 evaluations of Equation 6.5 in Powell’s minimum search algorithm. The 
final subtraction loop calculates the model a number of times, which is proportional to NSignal, and has 
therefore a complexity of NSignalN1. This leads to a total complexity of O(NtotN1) + O(NSignalNIter1N1) + 
O(NSignalN1). For the spectra in these experiments, the time spent in the non-linear fit was much larger 
than the time needed to scan the spectrum and the second term dominated. The actual time to analyse a 
spectrum with about 50,000 sampled mass and intensity values and about 200 clearly detectable signals 
is about 1 second on a 1GHz PC. 
 
6.3 Visualisation 
 
This section is a digression since it is not listed in the data flow diagram in Section 6.1. However, since 
it was an essential step that happened historically before the algorithms for the molecular scanner data 
analysis were developed, it is placed here before these algorithms are explained. Visualisation is a first 
step in the analysis of multidimensional data since it can reveal important features, which are obvious 
to the human eye but more difficult to detect by software. For the molecular scanner data, visualisation 
is facilitated by the 2-D topology of the data. The first task was to create a visual representation in 
order to survey all the detected masses. This could easily be achieved by depicting all detected masses 
in a 3-D space – 2 dimensions for the scanned points and the third dimension for the mass values 
(Figure 6.6 A-C). Chemical noise signals are clearly visible in this representation since they spread out 
over the entire membrane, as well as localised peptide signals (Figure 6.6 C). Figure 6.6 D reveals that 
chemical noise cannot be separated from peptide signals in a single spectrum and emphasises the 
information gained by 3-D visualisation. Since different details may be better visible from different 
viewpoints, an interactive visualisation was chosen, which allows the user to move and turn the space 
coordinates. Virtual Reality Modeling Language (VRML 2.0, http://www.sdsc.edu/vrml) was used for 
this purpose. VRML is a software standard that defines the format of data files sent over the Internet 
for visualisation and animation, and is therefore supported by Internet browsers.  
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Figure 6.6 
Survey of molecular scanner data (A) Schematic view of survey representation. The horizontal plane 
contains the scan points, whereas the detected masses are marked as points in the 3-D space. (B) 
Masses between 800 Da and 1000 Da from the E. coli experiment. The peptide signal detection 
threshold was set to signal height > 2.0*noise, which allowed for the detection of small signals. (C) 
Masses after discarding chemical noise (see below). (D) 800 Da –1000 Da portion of a spectrum from 
the upper right part of the scanned membrane. Only an arbitrary selection of detected signals is 
labelled. 
 
The intensity of the signals is not visible in the 3-D representation of Figure 6.6 A-C. It could be added 
by colour-coding the intensity, but this produced images that were too complicated. Intensity images 
were better produced for every mass separately, depicting the intensity in the third dimension (Figure 
5.4 and 5.6). Another task was to render all matching peptide masses of a certain protein at all scanned 
points. One solution was to use the representation of Figure 6.6, which only showed the matching 
804.4 
838.2 
820.4 
951.5 
936.1 999.7 
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masses. This led to the idea of including the spatial correlation of matching masses in the PMF score in 
order to purge false positives from the list of matching proteins. 
 
Glyphs 
 
Glyphs are objects whose features represent data values. For example, a moving object could be 
represented by its trajectory and by a vector that contains the actual direction and speed. Colour coding 
could be used to mark different events in the trajectory and the current state of the object. Glyphs have 
to be simple and should reveal important information immediately. Figure 6.7 A shows how the 
matching peptide masses of a protein can be represented as spokes of a wheel, where the angle is 
proportional to the mass value. Extending these wheels in the third dimension allows including the 
deviation between experimental and theoretical mass. These glyphs show that the matching masses of 
this protein are all similar except for the rim of the spot where some false matches appear with large 
mass deviations (Figure 6.7 B). The glyphs contain more matching masses in the centre of the two 
spots and they are flat indicating small mass deviations, except for regions on the rim of the spots. 
Matching masses higher than 2200 Da (~ pi) were rare. The glyphs for false positives were much more 
irregular than in this example (data not shown).  
 
 
 
 
A 
 
B 
 
Figure 6.7 
Glyphs. A) Matching mass spokes. The angle α is proportional to the matching peptide mass, and goes 
from 0 to 3/2pi. The deviation from the theoretical peptide mass is marked in the vertical dimension. B) 
Example from the E. coli experiment. The matching masses of IDH_ECOLI protein are shown as spoke 
glyphs. Arrows indicate regions with masses that have a large mass deviation. 
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6.4 Intensity distributions and data cleaning 
 
6.4.1 Important terms and variables 
 
There are several important terms and definitions that are used throughout the rest of this chapter and 
we introduce them here. The scanned grid G is the set of sites where a PMF was acquired. All these 
NSites sites are numbered and can be represented by an index j and the x/y-coordinates xj and yj, where 
the x-dierection corresponds to the pI and the y-direction to the molecular weight Mr. The points do not 
have to lie on a regular grid and can have any position, but they should be distributed more or less 
regularely. The distance measure between two scanned points i and j is the anisotropic Euclidian 
distance ( ) ( ) ( )22 yjixji yyxxjid σσ −+−=σ,, , reflecting different length scalkes in pI and Mr 
directions. The topology of the grid is expressed in the set of neighbours Nσ(j) = {k | d(j,k,σ) ≤ 1} for 
each scanned site j, where each neighbour lies within a distance 1 of j. An experimental PMF measured 
at site j is called PMFj. Every PMFj consists of a list of nj masses {mj1,.., mjnj}, their signal intensities 
{hj1,.., hjnj} (height of the signal in the raw spectrum), their signal widths {wj1,.., wjnj}, offsets {h0j1,.., 
h0jnj} and noise levels {nj1,.., njnj}. Several PMFj have masses mjk that fall into a mass interval [M-∆M, 
M+∆M] and due to calibration errors all mjk have slightly different values. The median value of all mjk 
is designated as M (upper case M’s will from now on always refer to these median values). A set of real 
values over G, D ={Dj ; j∈G}, is called a distribution. For a mass m the distribution of signal 
intensities hjk of the masses mjk that fall into [m-∆m, m+∆m] is called intensity distribution I or SIC of 
m. If no mass was found in [m-∆m, m+∆m] at a grid site j, Ij is set to 0.  
 In order to avoid confusion we introduce the term ‘cluster region’, which is the region on the 
scanned grid where masses of a certain spot cluster have strong intensities. A cluster region may 
contain several protein spots. These regions are characterised by the presence of several masses, whose 
intensity distributions all are concentrated in this same region. For example, a cluster region could be a 
spot train of a protein, but also a single spot, if the resolution is not good enough to distinguish sub-
spots, or if the protein has no other form in the scanned membrane. 
 
6.4.2 Masses and their intensity distributions 
 
In a molecular scanner experiment some masses will be continuously expressed in a region on the 
membrane, while others are detected in only very few fingerprints. In order to find the main mass 
clusters, we can skip the weakly expressed masses and concentrate on the ones that are found many 
times on the entire scanned grid. To find these masses, the whole mass range was divided into intervals 
of 0.1 Da width, and for each interval the number of masses mjk that fell into it was calculated. Then all 
the intervals that had a count higher than 10 and higher than the counts of the four neighbouring 
intervals were selected. The median values Mi of all masses mjk in these selected intervals were 
calculated and stored in the list Lall and the intensity distribution for all Mi were determined.  
 
6.4.3 Chemical noise 
 
Visual investigation of intensity distributions revealed that some masses were detected over the entire 
membrane with their intensities randomly distributed in contrast to other masses, which were detected 
on localised regions and/or their intensities distributions had hill-like shapes (Figure 5.4 and 5.6). 
Interestingly, many of the irregular, spread out masses could be detected in both scans investigated 
here, and many of them could be attributed to chemical noise such as trypsin or keratin peptides, 
remains from the staining procedure and matrix clusters. In order to detect these chemical noise masses 
automatically, criteria have to be defined that measure how spread out a mass is and how randomly its 
intensities are distributed. Since most of the chemical noise masses have only a weak intensity they 
may be detected in one spectrum, but not in another neighbouring one, as it is the case for weakly 
expressed peptide masses. Therefore, weakly expressed masses are quite irregular, but if the criteria 
consider values averaged over small regions, part of that irregularity should be discarded. The scanned 
membrane was partitioned into Nrect rectangular regions of equal size, each one slightly smaller than an 
average spot, and the relative deviation 1χ (Equation 6.6) between each rectangle’s median 
intensity iI and the global median intensity I were taken as a measure for the flatness of the distribution 
(only positive intenstties Ii > 0 were considered to calculate the medians). This measure was not 
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powerful enough to distinguish intense peptide masses detectable over the entire membrane from some 
chemical noise masses and a second criterion was added (Muller et al., 2002b). This second criterion 
measured whether an intensity distribution had a hill-like shape, i.e. whether its most intense signals 
were concentrated in small regions. Therefore, the same partition into small rectangles was taken and 
only intensities higher than the median signal intensity Imedian were considered (again, only positive 
intensities Ii > 0 were used to calculate Imedian). The number of sites in in rectangle i that have a higher 
intensity than Imedian should therefore be 0 for most of the rectangles and similar to a rectangle’s 
size is in the vicinity of the summit. The total deviation 2χ (Equation 6.6) from the average number of 
sites ∑∑=
i
i
i
i snn / with intensity higher than Imedian should be large for extended, smooth and slightly 
peaked distributions. 
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Figure 6.8 shows the 1χ and 2χ values for a selection of masses Mi that contained noisy and 
flat as well as smooth and peaked peptide signals. The noisy ones separate well from the others only if 
both 1χ and 2χ are considered. A mass Mi in Lall was considered as chemical noise if its intensity 
distribution fell into the rectangle indicated in Figure 6.8 ( 8.01 <χ and 175.02 <χ  for human plasma) 
and if the mass was detected more than 3Nrect times. 17 masses were attributed to chemical noise in the 
human plasma scan, 14 of which were also found in the E. coli experiment indicating that they 
originate in the sample preparation process of the molecular scanner (a mass at 804 Da was detected 
only in the E. coli experiment, which is typical for the Coomassie blue staining used there). All the 
masses in Lall that were not chemical noise were put into a separate mass list L and this list was sorted 
in order of increasing mass value. 
 
 
Figure 6.8 
Flat, extended masses and some peaked masses of the human plasma experiment (Nrect = 24), which 
were classified by visual examination, in 1χ , 2χ  space. Dashed lines indicate the thresholds used to 
detect chemical noise. The threshold in 1χ -direction is the same as used in the earlier publication for 
the E. coli scan.  
 
6.4.4 Smoothing 
 
Especially for low intensity signals, reproducibility between neighbouring scanned points can be rather 
bad and a signal may not be detected at all or its intensity may be subject to fluctuations. In order to 
make the following algorithms more robust against this type of noise it is better to first smooth the 
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intensity distributions. Of course, there is also the danger of loosing important information during the 
smoothing process, and the smoothing parameters have to be adjusted in order to provide a good 
compromise. The length scale in pI direction may be different from the one in Mr direction and 
smoothing methods should consider this anisotropy.  
 Smoothing theory can be embedded into regression and regularisation theory (Hastie et al., 
2002). A model function is fitted to noisy data minimising the deviation between model and data plus 
fulfilling some additional regularisation criterion (for example the smoothness of the model). The 
choice of model basis functions depends on the regularisation criterion and the optimal fit depends on 
the relative weight λ between deviation and regularisation terms (c.f. Equation A5.3). The type of 
regularisation and model used are different from application to application, and it is usually very 
difficult to find objective criteria for the right choice. We chose a Gaussian smoothing filter, which 
yields very smooth solutions. The user provides the widths of the Gaussian filter since they depend on 
the resolution of the gel as well as on the spacing between the scanned points. Before Gaussian 
smoothing, a non-linear data filter is applied as well. It has the purpose to eliminate isolated noise in 
the intensity distributions by discarding positive values in Ii that are not surrounded by other positive 
values. The details of these smoothing algorithms can be found in Algorithm A9.2. 
 Up to this point, the various steps performed are summarised in Algorithm 6.2. The 
complexity for obtaining Lall is O(NSitesNPMF), where NPMF is the average number of masses per 
spectrum. The computation time of this first step is very short compared to Algorithm 6.2 if NPMF is in 
its usual range (100-1000) and can be neglected with respect to the following loop. This loop is 
executed Lall.size times. However, smoothing is by far the most time consuming process and is 
executed only for masses that are not discarded as chemical noise, i.e. NMasses = L.size times. The 
complexity of smoothing a single intensity distribution is NSitesNKernel1, where NKernel1 is the size of the 
Gaussian kernel of width 5σ1 (Appendix A9), yielding the total complexity of Algorithm 6.2: 
O(NMassesNSitesNKernel1).  
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Algorithm 6.2: Smoothing intensity distributions 
 
6.5 Clustering 
 
The signal intensity distribution of a peptide mass reveals where the peptide is found on the membrane. 
Grouping masses with similar distributions yields clusters of masses that stem from the same spots 
(Section 5.2.6), which is important information that can later be used in another form to improve PMF 
identification. The algorithm that calculates these clusters should fulfil some requirements: 
 
• The number of clusters is unknown and has to be determined automatically. 
• Since it is not excluded that two proteins from different spots can produce peptides with 
almost the same mass, it must be possible that this mass belongs to both clusters 
corresponding to the two proteins (‘fuzzy’ clustering). 
• The method must work for various shapes and arrangements of protein spots such as localised 
single spots or spot trains. 
• It is desirable that the complexity of the algorithm is O(NMasses). 
 
In the recent publications (Muller et al., 2002a;Muller et al., 2002b), which were discussed in Section 
5.6, the second and fourth requirement were not fulfilled and a new approach inspired by density-based 
clustering methods (Appendix A8) was chosen. This approach does not cluster the masses directly, but 
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first detects the spots and then performs clustering of these spots. The masses are then attributed to 
these spot clusters in a fuzzy way and a threshold can be set for the minimal similarity a mass must 
have in order to be linked to a cluster. 
 
6.5.1 Finding the spots 
 
The smoothed intensity distributions reveal the location of the protein spots: As can be seen from 
Figures 5.5, 5.6 and 5.8, the signal intensities are higher in the centre of a spot and fall off towards the 
boundaries. Sometimes, signal intensities of weakly expressed masses have low reproducibility and 
have a rugged appearance (Figure 5.6 D), but the smoothed versions have again a smooth bell-like 
shape. The local maxima of 
smoothed
iI should therefore correspond to the spot centres, and in order to 
avoid noisy spot centres, only maxima j with smoothedijI higher than a certain threshold are considered. 
Usually several masses belong to the same spot and not all of these masses will have their local 
maxima exactly at the same position (Figure 5.5 and 6.10 A). However, the clusters of local maxima 
are clearly visible, and the centres of these clusters correspond to the points of highest density of Figure 
6.9 A (Figure 6.9 C). In order to avoid noisy cluster centres, only clusters were considered that were 
produced by more than one maximum, i.e more than one mass (RemoveOutliers). Most computing 
time of Algorithm 6.3 is spent in the loop over all masses in L, where the maxima of intensity 
distributions are computed. Since the complexity of FindMaxima is O(NSites), the loop has a 
complexity of O(NMassesNSites). RemoveOutliers consumes is done in less than O(NSitesNKernel2), where 
NKernel2 is the size of the Gaussian kernel of width σ1 (Appendix A9). The computing time of the 
remaining commands in Algorithm 6.3 is neglectible. 
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Algorithm 6.3: Finding spot centres 
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Figure 6.9 
Spot centres. A) Local maxima of all masses in L. The heights of the maxima are shown on a 
logarithmic scale. B) After removing all maxima of A) that were produced by only one mass and after 
smoothing (σ2 = (1,1), σ1 = (3.5,2.1)) C) Spot centres and clustering. The centres linked with lines 
belong to the same cluster. The overlap threshold in the hierarchical clustering algorithm was 0.5. 
 
6.5.2 Finding spot extensions 
 
Up to now the spots centres were identified, but we have no information about the spatial expansion of 
the spots. The extension of spot k can be found by looking at the masses Mi in L whose smoothed 
intensity distributions 
smoothed
iI have a maximum close to the centre of spot k: For spot k, the closeness of 
a mass maximum at j to a spot centre at r is evaluated by ( )





−= σ,,exp rjdS jk 22
1
, where σx and σy 
are different length scales in pI and Mr direction. If the sum of the Sjk for all maximas of Mi is larger 
than a threshold ε1, Mi is linked to spot k (a mass Mi can be linked to different spots). The intensities Ii 
of the masses linked to a spot are added, and the region, where the intensity of ∑Ii is higher than θ2 
times its maximum value, is defined as the spot region in CalcSupport (Algorithm A9.4). This 
function also makes sure that the spot support is produced by more than one mass. The complexity of 
this calculation is O(NSpotsNMasses+NSpotsNSites), where NSpots is the number of spots and the first term 
comes from the loop over all masses and the second one from CalcSupport. 
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Algorithm 6.4: Calculating spot extension 
  94
6.5.3 Clustering spots and masses 
 
The dense regions of the local maxima were linked to spot centres and the next step is to group spots 
where the same masses are expressed. For example take a protein that forms a spot train. Many of its 
peptide masses will be found on all spots of that train, and these spots are then grouped together. Of 
course, this information could also be obtained after identification, but it is not sure whether a 
sufficient number of peptides could be detected for identification and whether the protein to be 
identified is known at all.  
 The method to link different spots is rather simple: the spots are the vertices in an undirected 
weighted graph and the weight of an edge eij between two spots i and j evaluates the amount of linkage 
between them. The previous calculation of the spot centres took account only of the maxima of the 
intensity distribution, but not of their shape. The shape is now taken into account to determine the 
weights in setting them equal to the overlap O between two spot regions. The creation of this weighted 
graph can be done in O( 2SpotsN NSpotRegion) steps (spot region = { }0>= SpotSuppkiSpotk DiR | . NSpotRegion = 
average number of sites per spot region), but a faster solution for large gels could probably be achieved 
by a spatial ordering of the spots with respect to their regions. After having done this, the graph can be 
easily partitioned by a hierarchical clustering method (Algorithm A8.3) in O(N3Spots) time. Of course, a 
faster and better clustering schema could be chosen here (for example a density-based clustering 
approach described in Algorithm A8.6), but hierarchical clustering worked quite well here, since 
clustering spots is easier than clustering masses, and since the number of spots is usually much smaller 
than the number of masses making the high numerical complexity of hierachical clustering less 
important. 
 The resulting list of clusters LCluster contains all clusters Ck, which themselves contain one or 
more spots. The centres of the spots that belong to Ck are stored in the list tresClusterCenkL . The masses Mi 
linked to a spot are also linked to the containing cluster Ck and are stored in sesClusterMaskL . A mass Mi can 
be linked to more than one cluster, which provides a fuzzy clustering of all masses in L. The cluster 
support distribution pClusterSupkD is 1 where any of its spots has support 1 and 0 otherwise. 
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Algorithm 6.5: Calculating weights of edges between spots 
 
 
6.5.4 Using reduced mass lists 
 
The mass lists attributed to spots and clusters are of great importance for further data processing, 
especially calibration and identification. How these mass lists can be used for calibration is discussed 
in the next section. In Muller et al., 2002a these mass lists were used directly for identification. This 
approach was very dependent on the quality of the mass clustering and it did not work optimally for the 
human plasma scan (Muller et al., 2002b). Here, we use this approach again in order to find important 
PMF identification parameters such as the number of missed cleavages, the amount of chemical and 
biological modifications, ect. Unfortunately, at present this works only in a user interactive mode, but 
full automation may be possible by performing identification on the reduced cluster mass lists for 
various parameter values and keeping the set of values that provides the best results. Since conditions 
are similar over the scanned membrane, only a few spots providing clear identifications could be 
analysed and the optimal parameter values could be used for the remaining spots as well.  
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6.6 Calibration 
 
Calibration of MALDI TOF instruments using internal standard masses has already been discussed in 
Chapter 4. However, in the molecular scanner experiments discussed here, no internal standard masses 
were used and a different method had to be devised, since the TOF instrument was very sensitive to 
slight distortions in the scanned membrane (Figure 5.3) and masses had to be recalibrated. In Muller et 
al., 2002a an algorithm was proposed that was based on calibration with matching peptide masses at 
those scanned points, where protein identification was possible even with a large mass tolerance. In 
order to find these clear identifications, a PMF identification had to be carried out for every scanned 
point, which was rather time consuming. The well identified scanned points served then as fixed points 
for an iterative algorithm, where each spectrum that was not a fixed point was calibrated in order to 
give the least average mass difference with its neighbouring spectra. However, this local calibration 
was slow and difficult to perform in regions that contained only a few masses. Adjusting masses 
blindly can also be dangerous since due to their higher initial velocities matrix clusters have flight 
times different from the ones of peptides, and their calibration is therefore different as well. 
Considering these points, a different approach was chosen in the current version of the program. 
 In this approach, calibration takes place after clustering. Since only spectra within the cluster 
regions are considered for identification, only they have to be recalibrated. In the first step, the 
chemical noise masses are scanned for trypsin peptide masses, which, if present, are added to a list of 
global calibration masses that can be detected all over the membrane. Then, the masses of each cluster 
are submitted to PMF identification and, if an identification with a very high Z-score results in a 
cluster, the matching peptide masses are added to the list of calibration masses for this cluster. If one of 
the matching peptide masses can be detected all over the membrane, it could also be added to the list of 
global calibration masses. 
 Calibration is then performed for every cluster and every spectrum that lies in the cluster 
region. First, the global calibration masses and the calibration masses of the cluster are merged into one 
list, and this list is used to calibrate the peptide mass fingerprints. A 4th degree calibration polynom is 
used to correct the mass values. In order to avoid erroneous corrections due to mismatched calibration 
masses the fact is used that real peptide masses are situated around discrete values and must not be 
found in the intermediate zones. Therefore, the calibration process tries to move the experimental 
masses as close as possible to the corresponding calibration masses and at the same time tries to 
minimise the number of corrected experimental masses lying in the forbidden zones. 
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Algorithm 6.6: Calibration 
 
The function FindCalibMasses(L,∆m) (Algorithm A9.5) uses a high mass tolerance (0.6 Da) and 
searches for a clear match of the masses in L with the theoretical masses of a protein. It returns the list 
  96
of matching peptide masses of the clearly identified protein with the highest score. This function is 
applied for the mass list of each cluster (or each spot, if spots are treated without clustering), and the 
resulting matching masses plus the list of ubiquitous trypsin masses serve as reference masses for 
calibration. Calibration is performed for all masses returned by MatchMasses(L1,L2,∆m), which match 
a reference mass within a certain mass tolerance ∆m (ppm or Da). The algorithm tries to find the best 
match between reference and calibrated measured masses (using Powell’s algorithm, Algorithm A7.1) 
considering that the calibrated measured masses should lie in the zone of allowed peptide masses. The 
penalty function P (Algorithm A9.7) is one in the forbidden zone and drops to zero outside, taking 
account of the fact that the width increases with mass of the allowed zones (Wool and Smilansky, 
2002). In order to define a good value for λ, Algorithm 6.6 was run for different values of λ, and the 
quality of the calibration was evaluated using the matching peptide masses of the clearly identified 
proteins (a different protein for each cluster region). In order to simulate the situation, where no clearly 
identified protein is available in a cluster and one has only the global calibration masses in Lglobal, only 
masses in Lglobal were used for calibration. Figure 6.10 A shows the results for two trypsin masses and 
reveals that the calibration error diminishes with increasing λ (optimal values λ ~ 4-10). Using a list 
Lglobal of 4 calibration masses makes the polynomial fit more robust and reduces the importance of the 
regularisation term. However, an increasing λ still improves the calibration error (optimal values λ ~ 3-
7) (Figure 6.10 B). If clearly matching protein are available with a lot of matching peptide masses (4 – 
11 matching masses, depending on the protein), the deviation is minimal for small values of λ with an 
optimal value at λ ~ 1. For larger values it slightly impairs the calibration error, because it forces the 
masses to be too close to the centres of the zones of allowed peptide masses. 
 
 
A 
 
B 
C  
 
Figure 6.10 
Average deviations between standard masses and calibrated masses in the human plasma scan as a 
function of the regularisation parameter λ. The standard masses of the spot clusters indicated were the 
matching peptide masses of the protein that provided the clearest identification in the cluster region (if 
no such protein could be found, the cluster was omitted in this study). The average deviation is the 
average of all absolute deviations between calibrated and standard masses over all sites in a spot 
cluster region. A) With 2 global calibration masses at 842.509Da and 1045.564 Da (trypsin), but no 
other calibration masses. B) With 4 global calibration masses at 842.509Da, 896.4625Da, 1045.564Da 
and 1835.9497Da (trypsin and abundant immuno globulin peptides) C) With the 2 trypsin masses and 
the matching peptide masses of the best scoring proteins as calibration masses (as it is described in 
Algorithm 6.6). 
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 The most computing time in Algorithm 6.6 is consumed in the minimisation step, which has to 
be carried out NClusterNClusterRegion times, where NCluster is the number of clusters and NClusterRegion the 
average number of sites in a cluster region. The computational complexity of the minimisation step is 
O(NPMFNIter2), the average size of a PMF times the number of iterations Powell’s algorithm needs to be 
sufficiently close to a local minimum. Assuming that the number of clusters grows linearly with the 
area A of the scanned membrane and that the number of sites in a cluster support is proportional to the 
scanned point density (number of scanned points per unit area) then NClusterNClusterRegion ~ ANSites/A = 
NSites, i.e. the complexity of the second loop in Algorithm 6.6 is O(NClusterNClusterRegionNPMFNIter2) ~ 
O(NSitesNPMFNIter2). Additionally, FindCalibMasses is called NCluster times leading to O(NClusterCIdent), 
where CIdent is the complexity of a PMF identification (Equation 4.4). 
 
 
6.7 Protein identification with modified scoring 
 
It was observed that the proteins present in a gel had matching peptide masses that had very similar 
intensity distributions in contrast to false positives that matched masses from various sources (Figure 
5.4), and the idea was to use this information and include it into a PMF scoring. Let PMFj be the PMF 
at site j, L(P,j) the ordered list of theoretical peptide masses that match a mass in PMFj for a protein P, 
n
mm(P,j) the number of matching peptide masses of P at j and SPMF(P,j) the PMF score of P at j. 
Ssim(P,j) is the score that measures the matching mass similarity and the combined  score Sc(P,j) of P at 
j is defined as  
 
( ) ( ) ( )jPSjPSjPS simPMFc ,,, ⋅= .                                                                                                         (6.7) 
 
This simple multiplication has the advantage that it allows to combine Ssim(P,j) with any PMF 
score, but more optimised solutions could be found for specific PMF scores. Algorithm 6.7 describes 
how to calculate Ssim(P,j) for a protein P at site j in spot cluster k. It measures the average similarity of 
all matching peptide masses with the spot cluster, where the identification is performed. The results of 
this combined score will be discussed in the next chapter. This definition of the similarity score avoids 
some flaws that were inherent in the old definition discussed in Section 5.6, which was based on the 
pair wise similarity and did not take account of the similarity of each matching mass with the spot 
centre. 
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Algorithm 6.7: Similarity score 
 
This new similarity score can be tested with the same method described in Section 5.2.6. In 
order to do so, Figure 5.8 was reproduced with the new scoring schema and the results are shown in 
Figure 6.11 B. For the VTDB_HUMAN protein, the new similarity score is able to efficiently suppress 
random matches that surround the matches within the spot, and seems to be even more powerful in 
suppressing random matches than the old method (for a comparison between the new and the old 
method see Section 7.3).  
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A 
 
B 
 
Figure 6.11 
A) Number of matching masses for the vitamin D binding protein. The parameters were slightly 
different from Figure 5.8, explaining differences to Figure 5.8A. B) The combined score suppresses the 
random matches to a large extent, but is still elevated within the spot providing a better signal to noise 
ratio. 
 
Though incorporation of Ssim improves the discrimination, the score Sc(P,j) of a protein P 
present in a spot can still be much smaller than the score Sc(Pfalse_positive,j’) of a erroneously matching 
protein in another spot that contains a lot of experimental masses, and a global score threshold that is 
valid for all spots would either detect only the most abundant proteins or it would include many false 
positives. This is due to the fact that the number of matching peptides needed for a significant 
identification strongly depends on the size of the list of experimental masses as well as the amount of 
unknown modifications in the peptides. Therefore, the score of the identified proteins show a high 
dynamic range over the scanned grid. One could normalize SPMF with respect to the amount of 
experimental masses, but this would be difficult to do for real spectra, especially for the human plasma 
with its highly modified proteins. Such a score also had to include signal intensities, chemical 
properties of peptides and possibly correlation with neighbouring spectra in order to achieve optimal 
results.  
The clusters Ck can be used to define regions where conditions for protein identification are 
more or less constant and, if we restrict the identification to a cluster region, the decision whether it is 
significant or not will be easier to make (instead of spot clusters we could also use the spots 
themselves, if spots are treated independently without clustering). Therefore, the identification has to 
be carried out over the different cluster regions { }0>= pClusterSupkiClusterk DiR |  separately. The integrated 
score ( ) ( )∑
∈
=
Cluster
kRj
cktot jPSCPS ,, , which is less dependent on local fluctuations since it is summed over 
the entire cluster region, is then used to evaluate identifications.  
For every cluster Ck a list of potentially matching proteins is obtained, but the problem 
remains how to determine whether the best scores are significantly different from their successors or 
not. Assuming that not more than three proteins lie within a spot, the three best scores are subtracted 
from the list of protein scores, and totS andσ are calculated with the remaining ones. Proteins are 
considered as identified if the Z-score is large enough: 2 εσ ≥− tottot SS . Figure 5.9 shows 
the probability distribution for A2GL_HUMAN scores (with a different calculation of Ssim), and the 
thresholds determined for the old algorithms are indicated there as well. 
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Algorithm 6.8: Total score and identification criterion 
 
Stot(P) is calculated NClusterNClusterRegion times, and a crude estimation of the complexity of the first loop 
is O(NClusterNClusterRegionCIdent) assuming that the calculation of the similarity score is fast compared to the 
PMF score. However, since protein digestion is done once in the outer loop for all points in the cluster 
regions, the effective complexity is lower than this estimate. Assuming that NClusterNClusterRegion ~ NSites 
(see Section 6.6), we can also write O(NClusterNClusterRegionCIdent) ~ O(NSitesCIdent). The computation time 
of the second loop is proportional to NCluster.times the number of proteins with a positive score. Since 
CIdent ~ NProt, the contribution of the first loop is always larger then the contribution of the second one. 
 
6.8 Software execution times  
 
Table 6.2 summarises the estimates for the computational complexity of the algorithms used in the 
molecular scanner software. An important experimental parameter is the number of scanned points 
NSites. Doubling the resolution would double NSites and NKernel1 would be multiplied by 4, therefore 
smoothing would take 8 times longer, whereas the other computation times would grow by less than a 
factor two. Scanning a membrane of twice the size with the same resolution had several effects. If the 
spot density is constant, the number of spots would double and for large membranes with high spot 
density the computation of the clusters could become costly (O(N3Spots)!). Replacing hierarchical spot 
clustering by a faster method could improve the situation. The number of masses NMasses would also 
grow since more spots produce more masses, but the growth rate would be less than linear, since not all 
peptides of new spots will produce new masses. This leads to a smoothing of intensity distribution that 
will be almost 4 times slower. 
 Fortunately, the most time consuming steps for typical experiments, peak detection and 
identification, are both linear in NSites and independent of NMasses. Therefore, enhancing the resolution or 
the size of the membrane would still lead to an acceptable computation time. 
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Task Algorithm Complexity Effective time*  
Peak detection 6.1 O(NSitesNtotN1) + O(NSitesNSignalN1) 
O(NSitesNSignalNIter1N1) 
35 min 
Intensity distributions 6.2 O(NSitesNMassesNKernel1) 1.2 min 
Spot detection 6.3, 6.4 O(NMassesNSites)+O(NSitesNKernel2)+ 
O(NSpotsNMasses)+O(NSpotsNSites) 
0.4 min 
Clustering of spots 6.5 O(N2SpotsNSpotRegion)+ O(N3Spots) 0.3 min 
Calibration 6.6 O(NSitesNPMFNIter2) + 
O(NClusterCIdent) 
1.3 min 
Identification 6.7, 6.8 O(NSitesCIdent) 45 min 
 
Table 6.2: Computing times (* measured on a 1GHz PC for the human plasma scan). 
NSites: number of scanned points; Ntot: number of sampling values in a spectrum; N1: number of 
sampling values per 1 Dalton; NIter1: number of iterations in peptide signal model fit; NSignal: average 
number of signals in a spectrum; NMasses: number of masses in L; NKernel1: size of a smoothing kernel of 
width 5σ1; NKernel2: size of a smoothing kernel of width σ2; NSpots: number of spots; NSpotRegion: average 
size of a spot region; NPMF: average size of a PMF; NIter2: number of iterations in calibration 
minimisation; NCluster: number of clusters; CIdent: complexity of a PMF identification (Equation 4.4). 
 
6.9 Future software developments 
 
Algorithms 6.1 – 6.8 are in an acceptable state and do not necessitate urgent revisions, but one can still 
think about improvements.  
 
• PeakDetect works fine and fast for MALDI-TOF spectra, but had to be adapted to MS/MS 
spectra, where low mass signals of higher charge state have to be distinguished from noise. 
Especially for high-energy collision spectra of a MALDI TOF/TOF instrument, this could be a 
challenging task.  
• It could be interesting to investigate, whether more advanced techniques from image 
processing could be used to detect chemical noise. Especially when larger membranes are 
scanned at a high resolution, the detection of chemical noise might be trickier if its intensity is 
not homogeneously distributed. Techniques developed to analyse random fields, e.g. Markov 
processes, could be used. Also a representation of the intensity distributions on different scales 
might facilitate this analysis. 
• The partition of the membrane into different spots or spot clusters allows for an easy parallel 
implementation of Algorithms 6.6 and 6.8, which consume most of the computing time. 
• It can happen that two spot clusters have considerable overlap and that an abundant protein 
from one cluster can also appear with a high score in the list of matching proteins of the other 
cluster. A post-processing of the lists of matching proteins had to deal with this problem. 
Another solution would be to subtract the matching peptide masses of the most dominant 
proteins from the PMFs and restart the identification, which would make it possible to detect 
weakly expressed proteins as well. 
• The algorithms use many user-defined parameters (Section 7.1), which could eventually be set 
automatically by analysing the data. The reduced mass list could be used to estimate 
identification parameters such as the number of missed cleavages or the percentage of 
modified peptides. 
• Once the final list of matching proteins is calculated, one has to decide which protein is really 
present. The development of a PMF identification scoring schema, where the score value 
provides a more objective and less biased information about the presence or absence of a 
protein, would certainly improve theresults. Fitting of the score distribution of all proteins by 
a statistical model could be tried, but these distributions may have different forms especially 
in the tails. Considering that most random matches use masses from abundant high scoring 
proteins belonging to the spot, a too frequent reuse of masses could be prohibited by a clever 
algorithm discarding most of the random matches. 
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7. Results  
 
 
 
 
 
 
 
 
7.1 Software parameters 
 
There are some parameters in the molecular scanner software that have to be set by the user. The 
significance of these parameters should be easy to understand for the user of the software, and he 
should be able to fill in the same values for similar experiments. Otherwise, the results would depend in 
a non-predictable way on the parameter values and it would be difficult to find a good choice. Table 
7.1 shows these software parameters, the algorithms where they are used and their values for the two 
experiments outlined in Section 5.2.3. It reveals that the majority of the values is the same in the two 
experiments and only three values were used differently: χ2max, σ1 and θ3 in Algorithm 6.5. The values 
of χ2max, which is used to separate extended peptide masses from chemical noise, differ only slightly, 
and the value of 0.175 from the human plasma experiment would also have worked in for E. coli. 
However, it did not discard some intense chemical noise masses leading to the formation of an 
additional cluster, which did not disturb the identifications of the other clusters, but which could 
confuse the user analysing the results. The parameter σ1 is of critical importance, since it defines length 
scales for x- and y-directions (in units of the average distance between scan points, i.e. 0.25mm). In the 
human plasma experiment, the pI range of 4.2 – 5.6 was sampled at 80 points leading to a pI range of 
0.175 per sampling point, and the Mr range of 43,000 – 65,000 was divided into 16 intervals of about 
1375 Da each (assuming a linear Mr scale). On the other hand, the resolution of the E. coli scan was 
much better leading to a pI range of 0.002 and a Mr range of 312 Da per sampling point. This 
difference in resolution was partially compensated by the low resolution of the human plasma mini gel, 
where several small spots collapsed into large ones, i.e. in both experiments the spots were sampled at 
about the same rate. However, the human plasma spots were more extended in pI direction resulting in 
a lower resolution σ1x. Tests showed that the results were not very sensitive with respect to slight 
changes (±0.5) of σ1. The threshold θ3 for hierarchical clustering was set to a slightly higher level in the 
human plasma experiment, since the large spots overlapped considerably and the higher threshold 
avoided that some extended spots were merged into one cluster. 
 For future applications one could device methods that allow for the automated setting of 
important parameters like σ1. This could be achieved by taking the most intense and localised intensity 
distribution in a sub-region of the scanned membrane and by setting σ1 equal to the standard deviation 
of this distribution. This schema would also have the advantage that σ1 would be allowed to have 
different values in different sub-regions accounting for a variable resolving power and a variable spot 
size. As already mentioned in Section 6.5.4, the mass lists linked to a cluster or spot could serve to find 
optimal values for SmartIdent parameters. If many experiments were available, optimal parameter 
values or rules for their determination could be obtained by machine learning methods. However, as 
long as the user has to set these parameters by hand, he has to make sure that the experimental 
conditions remain more or less the same, so he can use some predefined sets of values. Since 
computing times for spot detection and clustering are short for typical experiments, the user could also 
try out a few different combinations of parameter values and take the one that works best. 
 It was not the aim of this section to find a set of parameter values that works very well for 
both scans, although we believe this would be possible if the algorithms were improved slightly. The 
objective here is to give concrete values for these parameters in order to clarify their meaning, and to 
explain the differences between the two experiments. Of course, new experiments will necessitate 
different parameter sets and will probably also cause modifications in the algorithms (hopefully only 
slight ones), since our experience is that all experiments have their peculiarities that have to be dealt 
with, and up to now there is simply not enough experience to provide solutions that are optimal for all 
relevant cases. 
The algorithms outlined in Chapter 6 are used to analyse the two 
experiments described in Section 5.2.3. Intermediate and final results 
are shown, discussed and compared to results obtained with older 
versions. 
 
  102
 
Parameter Algorithm/Equation Human plasma E.coli 
 θ1 Alg. 6.1 2.0 2.0 
Size of rect. region of 
scanned membrane 
Equ. 6.6 8x8 8x8 
 χ1max Equ. 6.6 0.85 0.85 
 χ2max Equ. 6.6 0.175 0.21 
σ1 Alg. 6.1, 6.3, 6.4, 6.7 (3.5, 2.1)* (2.1, 2.1)* 
σ2 Alg. 6.3 (1.0, 1.0)* (1.0, 1.0)* 
θ2 Alg. 6.4 0.3 0.3 
ε1 Alg. 6.4 0.4 0.4 
θ3 Alg. 6.5 0.5 0.4 
λ Alg. 6.6 1.0 1.0 
ε2 Alg. 6.8 30.0 30.0 
External calibration 
masses 
Alg. 6.6 842.5094 Da 
1045.5636 Da 
842.5094 Da 
1045.5636 Da 
Allowed pI range SmartIdent 3.2 – 6.6 4.1 – 6.2 
Allowed Mr range SmartIdent 21,500 – 130,000 Da 17,500 – 90,000 Da 
Max. number of 
missed cleavages 
SmartIdent 1 1 
Mass tolerance SmartIdent 0.2 Da 0.2 Da 
Chemical 
modifications 
SmartIdent Cysteine+acrylamide 
Cysteine+iodoacetamide 
Methionine oxidised 
Cysteine+acrylamide 
Cysteine+iodoacetamide 
Methionine oxidised 
 
Table 7.1 
The values marked with an asterisk (*) are in units of the average lattice spacing in x- and y-direction, 
respectively, which are 0.25mm for both experiments. 
 
7.2 Spots and spot clusters 
 
One of the important achievements of the molecular scanner is its ability to detect spots with a higher 
sensitivity than staining. This becomes evident if one looks at the results obtained for the E. coli 
experiment: while the stained gel in Figure 5.2 A reveals only the most intense spots, Figure 7.1 A 
indicates the presence of a lot of different spots, which fill the entire scanned membrane. 10 – 12 spots 
were visible on the stained gel, whereas 24 could be unambiguously detected by means of Algorithm 
6.3. The intensity of most spots in the lower half is lower than the intensity of the most intense trypsin 
peptides, i.e they will disappear in the chemical noise if the total intensity of untreated spectra is 
visualised. The spot centres in Figure 7.1 A are very similar to the ones in Figure 5.5, which were 
obtained by an older version of the program with different algorithms and parameters.  
 
 
A 
 
B 
 
Figure 7.1 
Detected spots in the E. coli scan. A) Smoothed spot centres calculated with Algorithm 6.3. B) After 
clustering (Algorithm 6.5) of the spots. Different clusters are depicted in different colours. 
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The clustering of the spots with Algorithm 6.5 yields almost the same cluster regions  (Figure 
7.1 B and Table 7.4) as obtained with the older version of the program. Even strongly overlapping 
spots could be separated such as the ACEA_ECOLI and the 6PGD_ECOLI spots (Figure 7.2 A and B). 
Compared to the old version, the new version seems to be much more robust with respect to the choice 
of parameter values and could easily produce these results, whereas it was quite tricky to find good 
parameter values for the earlier approach. The algorithms were also able to separate spots that had one 
mass in common, and the mass was correctly attributed to both spots (Figure 7.3 C), which was not 
possible with old version of the program. 
 
 
 
A 
 
B 
 
 
C 
 
Figure 7.2 
Detected spots in the E. coli scan. The vertical direction is the summed intensity of all masses linked to 
the spot. A) ACEA_ECOLI spot and B) 6PDG_ECOLI spot. C) Intensity distribution of a mass at 
999.673 Da, which matches a peptide of ALDA_ECOLI spot (left) and METK_ECOLI spot (right), the 
centre of which are marked by dashed circles. The mass has been correctly assigned to the two spots, 
which belong to separate clusters. 
 
 The results for the human plasma scan were already shown in Figure 6.9 and are summarised 
in Table 7.5. The same facts as outlined in the preceding paragraph also apply here. 14 spots can be 
seen on the stained membrane, whereas 17 spots could be detected by means of Algorithm 6.3, 2 of 
which were doubtful and could be artefacts produced by chemical noise. Therefore almost the same 
number of spots could be detected, which is quite an achievement, if one considers the much lower 
resolution of the scanned grid (80x16) compared to the number of pixels in the stained gel image (~ 
280x60). However, if one considers that a stained gel image consists only of grey values and that the 
molecular scanner data contains mass lists and their intensities, this result is not that astonishing. 
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7.3 Calibration 
 
In order to compare the new calibration (Algorithm 6.6) to the old method published earlier (Muller et 
al., 2002a) and shortly described in Section 5.2.6, the deviation between calibrated and standard masses 
was calculated for all the spot regions where the calibration was applied. The standard masses were the 
peptide masses of the dominant protein in a spot region (if no such protein could be found, the regions 
were omitted, since they contained no standard masses to evaluate the calibration). Table 7.2 
summarises these results and reveals that Algorithm 6.6 worked better in all cases. The old algorithm 
was able to correct the worst errors, but it was not able to spread an excellent calibration from the 
islands of clear identifications to the rest of the spot cluster regions. Algorithm 6.6 manages to reduce 
the calibration error to less than 0.1 Da in all cases, which facilitates data handling and improves 
identification. One could object that the peptide masses of the dominant proteins are not a good basis 
for this evaluation, since some of them were already used for the calibration itself. However, visual 
inspection of some abundant masses revealed that the mass values showed much less variation in all 
spot regions (and NOT only in the spot region, where they were used as reference masses for 
calibration) if calibrated with the new method (data not shown). 
 
Spot cluster Average deviation new Average deviation old 
HPT2_HUMAN_2 0.07353 0.12064 
A2GL_HUMAN 0.03892 0.06330 
A1AT_HUMAN 0.05795 0.16387 
VTDB_HUMAN 0.04671 0.21092 
FIBG_HUMAN 0.06199 0.24315 
ALC1_HUMAN 0.05477 0.14099 
ALBU_HUMAN 0.05676 0.19755 
 
Table 7.2 
Average deviations after calibration. The average deviation is the average of all absolute deviations 
between calibrated and standard masses over all sites in a spot cluster region. λ = 1 was used in all 
cases. 
 
7.4 Identifications 
 
Before discussing the identification results, the new similarity score of Algorithm 6.7 is compared to 
the older one described in an recent publication (Muller et al., 2002b) and in Section 5.2.6. Table 7.3 
shows the discrimination scores of all clearly identified proteins from the human plasma scan. In all 
cases the new similarity score has a better discrimination than the score obtained by the old method. 
The discrimination score investigated here describes the difference of the highest scoring protein with 
respect to the bulk of random matches. However, it would also be important to investigate the 
difference to the highest scoring random matches, which is difficult to estimate since we do not know 
which proteins are really present in the sample. 
 
Protein Z-score new Z-score old 
A2GL_HUMAN 33.05 16.65 
HPT1_HUMAN_2 47.32 21.26 
A1AT_HUMAN 76.96 32.39 
FIBG_HUMAN 214.58 88.61 
VTDB_HUMAN 52.88 22.80 
ALC1_HUMAN 117.76 44.91 
 
Table 7.3  
Z-scores of human plasma proteins. New: Ssim(P,j) was calculated with Algorithm 6.7, but using the old 
calibration method in order to compare results. Old: Ssim(P,j) was calculated with the old algorithm. 
 
In the next two sections we present the identification results obtained for the two experiments, where 
we used Swiss-2DPAGE (http://www.expasy.org) to check the results. Especially the identifications of 
the weakly expressed proteins should be verified by MS/MS experiments, but at the time of writing this 
thesis no such experiments were available. 
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7.4.1 E. coli experiment 
 
The identification results for all spot clusters are shown in Table 7.4. If one compares these results with 
Figure 5.5, it is apparent that some protein identifications are missing while others are new. The 
missing proteins (FABH_ECOLI, SERC_ECOLI) were below the threshold of 30 for the score 
discrimination, but among the highest scoring proteins in the list belonging to the spot cluster. Only 
some of the masses linked to a spot cluster matched a peptide mass of the protein. An investigation of 
the raw signals of the unmatched masses revealed that many of them had a broad and bulky shape, 
which is typical for unstable fragments. Since the peak width is calculated in the mass signal detection 
routine, this information could be used to discard these fragments before identification. Table 7.4 M 
reveals that a protein from a close neighbouring spot (6PGD_ECOLI) also scored highest in the 
ACEA_ECOLI spot, since its masses were present in the overlapping zone of the two spot clusters. 
Post-processing of the matching protein lists could detect this situation if it takes account of the amount 
of overlap of two spot clusters, but this has not been implemented yet. An investigation of all matching 
peptides showed the importance of the N-terminal arginine: compared to the frequency of arginine 
terminated peptides in the list of all theoretical peptides, arginine peptides were clearly more frequent 
in the list of all matching peptides (Figure 7.3 A). There also seems to be a preference for matching 
peptides with lower masses, and almost no influence of peptide hydrophobicity could be found (Figure 
7.3 B) (there might be a slight tendency towards hydrophobic peptides for higher masses, but it is not 
statistically significant). 
 
Spot cluster 
region 
Protein 
Z-score 
Linked masses Other 
possible 
matches 
A  
 
  928.616 1060.315 1107.729 1323.094 1335.096 
1443.048 1481.075 
 
B  
GSHB_ECOLI 
32.23379 
1388.031 1981.396 1997.287 2249.344 2250.249* 
 
C  
 
1262.957 1354.945 1433.059 
 
D  
POTF_ECOLI 
90.90696 
1060.315 1113.796 1278.042 1327.908 1354.945 
1994.260 2051.662 2113.384 
PDXB_ECOLI 
E  
 
1498.316 1687.317 
 
F  
GALU_ECOLI 
69.92648 
1127.735 1157.763 1282.933 1489.102 1501.488 
1527.101 1563.050 2788.512 
 
G  
 
1083.725 1534.080 1547.055 1598.082 1994.260 
2020.501 2499.898 2500.516 2787.943 
 
H  
METK_ECOLI* 
370.18707 
  951.627   999.673  1108.664 1150.274*1211.706 
1254.892 1255.427*1278.042 1292.850  1367.877 
1466.093 1491.149  1552.897 2675.511*2737.503 
 
I  
6PGD_ECOLI 
269.20128 
1029.662 1056.639 1320.719 1364.904 1368.847 
1985.105 2023.126 2403.325*2532.353 2935.980 
6PG9_ECOLI 
J  
ILVC_ECOLI 
89.56738 
1153.660 1225.856 1337.968  1339.897  1649.259 
1687.317 1791.245 2232.836*2360.942*3150.692* 
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Table 7.4 
Identifications of E. coli spot clusters. The underlined masses match a peptide mass of the identified 
protein (in M they match masses from ACEA_ECOLI, since 6PGD_ECOLI belongs to spot I). The 
masses marked with an asterisk match a potential modification in FindMod (http://www.expasy.org). 
All identified proteins as well as all proteins in the right column have a discrimination score larger 
than 30. Proteins already annotated in Swiss-2DPAGE are marked by an asterisk. 
Spot cluster 
region 
Protein 
Z-score 
Linked masses Other 
possible 
matches 
K  
 
974.725 999.673 1111.724 1570.176 
 
L  
YJDA_ECOLI 
36.57042 
  960.629* 998.600 1289.840 1399.028 1435.926 
1994.260 2249.344 
 
M  
6PGD_ECOLI 
58.44720 
843.487 937.188 1060.315 1183.266 1496.073 ACEA_ 
ECOLI* 
N  
PGK_ECOLI* 
425.53572 
  928.616    954.447    969.636    975.651    991.548* 
1007.598*1015.669*1021.640*1074.336*1135.717 
1155.794  1161.834*1179.841  1182.309  1193.764 
1243.818  1366.165  1427.924  1464.943  1493.997 
1498.316  1546.299  1585.044  1875.130  1913.091 
1992.255  1993.255  1998.214  2009.215  2025.211* 
2031.145*2032.137*2040.135  2041.133  2060.118 
2061.150  2126.290  2379.303  2380.238  2465.500 
2466.502*2503.468  2504.503  3274.918  3275.725 
 
O  
ENO_ECOLI 
56.68265 
  806.462 1018.539 1093.217 1189.786 1296.899* 
1459.993 1531.065 1606.101 1644.062 1805.126* 
1819.255 1929.169 1935.327 1967.115 1995.910 
2075.356 2113.384 
 
P  
IDH_ECOLI* 
1450.03694 
  829.318    861.310   951.627  1006.600  1008.617 
1024.608*1030.614 1040.629*1060.315*1063.325* 
1124.744  1139.675 1171.892  1177.689  1206.759 
1254.892*1373.839 1439.144  1500.899  1540.881 
1586.087  1601.172 1615.096  1638.289  1663.043 
1675.063  1689.099 1789.071  1805.126  1820.986 
1869.158*2086.349 2202.232  2263.277  2304.342 
2320.335  2343.299 2432.417  2494.363  2495.365* 
 
Q  
EFTU_ECOLI 
76.54662 
  862.429 1073.628 1243.818*1586.087 1804.066 
1962.181 1963.266 1965.085  2117.358 2466.502* 
3276.762 
PGK_ECOLI  
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A 
 
B  
 
Figure 7.3 
Matching peptides as a function of some chemical properties. A) Frequency of arginine – and lysine 
terminated peptides in the set of matching peptides compared to their frequency in the set of all 
theoretical peptides (one missed cleavage). Peptides that contained both arginine and lysine were 
omitted. B) All theoretical peptides and matching peptides in the mass-hydrophobicity space. 
Hydrophobicity was calculated using the GRAVY value (Kyte and Doolittle, 1982), which assigns 
positive values to hydrophobic amino acids. 
 
7.4.2 Human plasma experiment 
 
Only a few proteins were identified in this experiment due to its lower resolution. One of the 
identification (PSE2_HUMAN) is doubtful, since its spot has an unusual shape. It could be that most of 
the spot lies outside the scanned membrane, but it could also be some kind of boundary effect. 
However, it is remarkable that the spot finding and clustering algorithms usually worked when the spot 
was cut by the boundary of the membrane. Another ‘strange’ identification is serum albumin (Table 7.5 
L), since it was detected at the lower edge of the membrane and not at the upper edge, as it would be 
expected by comparison with the Swiss-2DPAGE master gel. Since albumin is very abundant in this 
region of the gel with a huge spot just above the scanned membrane and various vertical and horizontal 
streaks around it, it could well be that it is detected there as well (no, the images are not inverted, we 
checked this several times). The failure to identify spot H is astonishing, since it is a very intense spot 
with a lot of masses attached. No protein had a high enough score and the protein annotated for this 
spot in Swiss-2DPAGE (AACT_HUMAN) matches only 2 of the attached masses and had a low score. 
However, this protein is highly glycosylated (it appears in more than 20 spots on the master gel, which 
all collapsed into spot H due to the low resolution), and it is possible that only a few attached masses 
match theoretical peptide masses. GlycoMod (http://www.expasy.org/tools/glycomod/) could only 
identify one known glycosylated peptide mass (1460.529 Da), maybe because most other sugars got 
fragmented during MALDI or because these glycosylations are not annotated in the GlycoMod 
database. 
 Metastable fragments were observed in this experiment, but with a much lower frequency than 
in E. coli. The frequency of arginine-terminated peptides in the set of matching peptides was less 
enhanced than in the E. coli experiment (data not shown). In both experiments, the hydrophobicity of 
the matching peptides seemed to have only a minor effect.  
 
 
Spot cluster region Protein 
Z-score 
Linked masses Other 
possible 
matches 
A 
HPT2_ 
HUMAN_2 
49.07* 
  862.354   920.527   978.567* 980.589   994.568*       
  996.546 1010.557 1012.566 1203.736 1495.889 
1708.056 1835.181 1851.250 
HPT1_ 
HUMAN_
2 
B 
ZA2G_HUMAN  
71.06 974.568 990.540 1408.768 2403.346  
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C 
A2GL_HUMAN 
32.95* 968.558 989.636 1006.514 1152.663 2959.091  
D 
 
1186.792 1224.787 1513.001 1808.232 2229.564 
 
E 
VTDB_HUMAN 
107.83* 
  934.575   950.556  1032.632*1213.792*1254.897 
1266.914 1268.915*1326.945  1340.945*1354.836* 
1388.918 1404.913  1409.845  1437.941  1513.001 
1530.081 1695.169  1733.212  1734.116  1951.302 
2157.306 2328.559 
ZN93_ 
HUMAN 
F 
A1AT_HUMAN 
78.16* 
  833.374    852.512 1015.706  1053.689  1076.597 
1247.738  1263.698 1285.720*1403.819  1642.094 
1842.151*1856.153 1857.132*1880.238*2090.352 
2162.457  2757.752 2758.840 
 
G 
 
1032.632 1641.097 1858.096 
 
H 
* 
  924.457   927.545 1080.695 1081.235 1094.696 
1102.662 1118.613 2035.222 2048.097 2049.167 
2081.077 2093.053 2094.058 2096.115 2097.037 
2109.124 2110.111 2111.093 
 
I 
PSE2_HUMAN 
50.33 
833.374 871.323 877.224 1050.253 1066.239 
1837.056*  
J 
FIBG_HUMAN 
218.93* 
  923.593*1036.647  1152.663*1161.744*1293.935 
1513.962  1546.045  1551.964  1683.261  1697.305 
1894.260  1899.293  1900.321  1932.267  1995.267 
1996.337  2012.268  2026.268  2034.300 2050.234* 
2051.267  2286.671*2417.554  2520.730  2521.763 
 
K 
ALC1_HUMAN 
115.30* 
  830.468    844.507    868.425    894.536   896.556    
  900.490    910.548*  927.545    931.585 1034.642* 
1048.624*1074.593  1117.723  1150.610  1153.695 
1223.752  1225.802  1239.789  1243.776* 
1257.802*1269.814  1338.841  1352.866  1353.863 
1375.802  1540.918  1546.965  1578.899*1625.088 
1819.173  1836.216  1850.211*1864.275*1882.268 
1896.248  1899.293  1952.234  2337.387  2338.410* 
3168.716  3169.690* 
ALC2_ 
HUMAN 
L 
ALBU_HUMAN 
85.22* 
  915.465   960.658 1138.605 1443.822 1468.060 
1481.923* 1512.045 1549.958* 1560.058 1624.084 
1640.160 1654.209* 1668.235* 1900.321* 1933.226* 
2051.267* 2064.220* 2599.696 
 
 
Table 7.5 
Identifications of human plasma spot clusters. The underlined masses match a peptide mass of the 
identified protein. The masses marked with an asterisk match a potential modification in FindMod 
(http://www.expasy.org). All identified proteins as well as all proteins in the right column have a 
discrimination score larger than 30. Proteins already annotated in Swiss-2DPAGE are marked by an 
asterisk. 
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8. Conclusion 
 
The rapid and reliable identification and quantification of thousands of proteins from biological 
samples is surely one of the major challenges in present day proteomics. The molecular scanner, 
although still in its development stage, is a tool that has various important advantages over other high-
throughput protein identification methods. In contrast to some liquid phase based separation methods, 
the proteins are not cleaved before separation and the information, which peptides belong to which 
protein, is not lost. This fact can later be used to strongly improve the quality of the identifications. 
After a first analysis, the sample can be stored and reused for later measurement. In contrast to other 2-
D gel based techniques, where spots are stained and cut out of the gel or membrane, the molecular 
scanner approach seems to be more sensitive in the detection of the spots. Especially in the experiment 
with E. coli a large number of spots could be detected that were not visible after staining, because the 
acquisition of spectra on a fine grid makes it possible to analyse how peptide signal intensities are 
distributed over the membrane, revealing the presence of spots by a tiny but correlated raise in 
intensity. 
 An essential component of the molecular scanner is, of course, its software, the development 
of which was the goal of this thesis. Its present state provides satisfactory results on the algorithmics 
side, although work has still to be done in order to make its use more userfriendly. The results could 
not have been obtained without the use of rather sophisticated methods. Starting with peptide signal 
detection, which lays the bedrock for all further analysis. An algorithm designed to find small or 
overlapping signals was especially developed for this purpose. Calibration of the peptide mass 
fingerprints was an important issue, since the scanned membranes were warped and produced serious 
mass deviations. As it is also known from LC/MS experiments, the SIC’s contain much more detailed 
information than TIC’s. In fact, the SIC or intensity distribution of a certain mass provides information 
about the origin of this mass. A noisy, featureless SIC spread out over the entire scanned region is 
typical for chemical noise, whereas a smooth and mountain like SIC was obtained for peptides 
belonging to proteins localised in spots. This stresses the important fact that correlation in the 
separation dimensions provides information that is not visible in a single isolated spectrum. A peptide 
signal is not only an isotopic distribution in a mass spectrum, but it is also a signal that is smooth and 
localised in the separation space. The SIC of a mass provided the information to which spot or spots 
this mass belongs, and allowed grouping all masses with respect to their spots. Each cluster 
corresponded to a spot or a set of spots produced by the same protein. Since conditions (proteins 
concentration, amount of modification, ect) varied from protein to protein and this variation was 
reflected in the PMF identification score, the partitioning of the scanned membrane into regions with 
similar conditions (spots) allowed a better identification since thresholds could be set locally for every 
spot and identification scores could be averaged over these spots. Proteins identified in a spot should 
also have matching masses whose intensity distributions are localised within this spot. The measure of 
similarity between matching masses and the spot to be identified provided a so-called similarity score 
Ssim. In contrast to PMF identification scores obtained by matching a list of masses from a single 
isolated spectrum with a list of theoretical masses, Ssim included information from data correlation in 
the separation dimensions. This correlation made it possible to largely improve the sensitivity and 
specificity of the identification.  
Future developments using the molecular scanner technology will certainly focus on 
quantification, MS/MS data acquisition and tissue imaging. In quantification experiments, a tagged and 
an untagged sample are mixed, separated and compared against each other. Two masses that have very 
similar SIC’s and that have a mass difference specific for the tag used (for example 8 Da for ICAT 
tags) can be selected and their intensities can be compared. Since both masses can be detected at 
several scanned points belonging to the same spot, their intensity ratios can be averaged over these 
scanned points providing more precise information than comparison in a single spectrum. The fact that 
both masses belong to the same cluster means that contaminating masses or masses from abundant 
neighbouring proteins can be excluded avoiding erroneous quantification. Masses of a cluster that do 
not match a theoretical peptide mass with certainty, either because no protein could be identified or 
because they belong to a modified peptide, could be submitted to MS/MS analysis, provided one has a 
spectrometer with MALDI MS/MS capacity. Especially modified peptides may carry important 
biological information, which could be unveiled by MS/MS experiments. The peptide fragmentation 
spectrum could be measured at several scanned sites (for example the ones with the highest intensity) 
and the obtained spectra could be compared with each other, thus providing a better interpretation than 
with only a single spectrum. The molecular scanner software could run in an interactive mode, i.e. it 
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could demand measurements at specific sites and masses, analyse them and maybe demand further 
measurements. A clever reporting should inform the user what is going on and what discoveries have 
been made so far, so that the user could interfere and define further measurements to be made. For 
tissue imaging studies, a slice of biological tissue would replace the 2-D gels, and the digested peptides 
would be mapped onto the collecting membrane. The SIC’s of peptides would convey information 
about where in the tissue the peptide or protein is found. Clustering of SIC’s could yield groups of 
peptides that are differently expressed in one part of the tissue than in another. The masses of these 
peptides would certainly be very interesting candidates for further MS/MS analysis. 
 Hopefully these exciting perspectives will soon be put into practice and the authors would be 
very pleased if the software developed and the knowledge gained during this thesis work could be used 
to better achieve these goals. 
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Appendices 
 
Appendix A1: Debye-Hückel theory 
 
In this appendix, we introduce the Debye-Hückel theory, which can be used to calculate the mobility of 
a macroion in an ionic solution. Based on a couple of basic physical laws, formula 2.2 is deduced here 
following the treatment in Mosher et al. (Mosher et al., 1992) for very small and very large values of κ. 
For intermediate values of κ, numerical solutions have to be applied.  
A large particle (macroion) with charge Z is suspended in a solution containing small ions of 
N different types i with concentrations ci (in units of particles per cubic meter) and charges zi (in units 
of elemental charges e). These are treated as point charges and their motion is governed by thermal 
motion and the electric field of the macroion. At equilibrium, electro-migration and diffusion are in 
balance and the Boltzmann distribution (Reichl, 2002) describes the equilibrium concentration ci(x) as 
a function of the temperature T (in Kelvin) of the solution  
 
( ) ( )( )Tkezcc Biii /exp xx ϕ−= 0 ,                                                                                                         (A1.1) 
 
where 0ic is the concentration of ion i without the presence of macroions, φ(x) the electrostatic potential 
induced by the charges of the macroion and all other ions (in volts). The potential φ(x) depends on the 
charge of the macroion and the charges of the small ions zi according to Gauss’s law.  In SI units, the 
local version of Gauss’s law states that outside the macroion the second derivative of φ(x) is 
proportional to the charge density of all small ion types: 
 
( ) ( )( )∑
=
−−=∇
N
k
Biii Tkezcze
1
02
0 /exp xx ϕϕεε                                                                                     (A1.2) 
 
( ε : dielectric constant of solution, 0ε : dielectric constant of vacuum, 
2222222 dzddyddxd ++=∇ ). For small potentials and at room temperature, the exponential 
function can be linearised (for many proteins this is a reasonable approximation, but numerical 
methods must be used in case it is not): ( )( ) ( ) TkezTkez BiBi //exp xx ϕϕ −≈− 1 and Equation (A1.2) has 
the solution (as can be shown by introducing A1.3 into A1.2): 
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where κ is a measure of the ionic strength of the solution and κ -1 (the Debye thickness) defines a length 
scale in the solution, which is equal to the thickness of the polarised layer around the macroion (Figure 
2.1). In order to calculate φa we assume that the charge of the macroion sits on its surface, and it can be 
expressed according to another form of Gauss’s law 
 
( ) ( )κpiεεϕκϕpiεε
ϕ
εεpi
aa
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aa
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=
14
14 4
0
00
2
                                              (A1.4)  
 
The electrophoretic mobility can now be calculated for very small and very large κ. For κ = 0 
we have case of stokes law since electrical body forces in the liquid are negligible. In this case, the 
mobility, i.e. the velocity of the particle divided by the electric field strength, is given by Stoke’s law:  
 
a
a
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E
v ϕ
η
εε
piη 3
2
6
0
== ,                                                                                                                      (A1.5) 
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where η is the viscosity of the solution and v the velocity of the particle relative to the solution.  
In the case aκ >> 1, the particle surface can be considered as flat compared to the Debye 
length. In the solution that flows over the particles surface, electrical body forces (ρE) balance viscous 
shear forces ( 2
2
x
u
∂
∂
−η ): 
( ) ( )xx
x
uE
ϕκεεϕεερ
ηρ
2
0
2
0
2
2
0
−=∇=
∂
∂
+=
.                                                                                                         (A1.6) 
 
ρ(x) is the charge density at distance x from the surface calculated from (A1.3) and u the velocity of the 
solution relative to the surface. Due to the symmetry of the problem 222 / x∂∂=∇ , which can be used 
to replace ρ(x) in the first equation in (A.1.6) yielding: ( ) 0/ 202 =∂−∂ xEu ϕεεη . This can be integrated 
with the boundary conditions u(0) = 0 and u(x>0) > 0 and we find an expression for u: 
( ) ηϕϕεε /0 aEu −= . Since φ = 0 for xκ >> 1, the velocity of the solution far away relative to the 
particle is ηϕεε /00 aEu −=  and therefore the velocity of the particle relative to the solution is v = -u0. 
Using (A.1.4) we finally get 
 
( )κpiηϕη
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14
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.                                                                                                            (A1.7) 
 
We see that the velocity now depends on κ and vanishes for large κ, i.e. for large ionic strengths.  
 Egg albumin has a radius of 2.5 nm and for a 0.01 M solution aκ = 0.82, which lies between 
the two situations discussed above. A realistic simulation of this situation would also take account of 
complicated fluid dynamic and charge dependent effects, but these require extensive numerical 
simulations. Part of these complicated physics can be considered by Henry’s theory, which adds a 
factor f(aκ) that interpolates between the two extremes of aκ ( for aκ = 0 f(aκ) = 1 and for aκ > 100 
f(aκ) ~ 1.5). For intermediate values f(aκ) raises gently and continuously. Using Henry’s theory, the 
mobility takes the form 
 
( ) ( )κκpiη afaa
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Appendix A2: Calculation of pH, buffering power and titration curve 
 
A2.1 Calculation of pH 
 
A solution that contains acids and bases has a pH value that reflects all its constituents. Given the 
reaction equilibrium constants of all acids and bases and their concentrations this pH value can be 
calculated assuming that reaction constants are not influenced by the presence of other ions. A weak 
monoprotic (exchanging only one unity of charge) acid AiH or base BjOH follow the reactions in an 
aqueous solution 
 
AiH →← ik  A
-
i + H
+
;   ki = [A
-
i][H
+]/[AiH] = const                                                                         (A2.1)                                                      
B
+
j + H2O →←kj  BjOH + H
+
;   kj = [BjOH][H
+]/[B+j] = const, 
 
where ki and kj are reaction equilibrium constants (law of mass action) and the brackets [] symbolise 
concentrations in mol per liter. With the total concentrations [AiH]T = [AiH] + [A
-
i] and [BjOH]T = 
[BjOH] + [B
+
j] we obtain 
 
[A-i] = ki [AiH]T /(ki +[H
+])                                                                                                              (A2.2)                                                       
[B+j] = [BjOH]T[H
+]/(kj +[H
+]), 
 
and electroneutrality of the solution imposes that the sum of positive charges equals the sum of 
negative ones ([OH-] = 10-14/[H+]) 
 
10
-14
/[H+] + ∑
∈acidsi
ki [AiH]T /(ki +[H
+]) = [H+] + ∑
∈basesj
[BjOH]T[H
+]/(kj +[H
+]).                             (A2.3)  
 
First one has to solve Equation A2.3 for [H+] and then the pH of the solution can calculated as pH =  
-lg[H+].  
 
A2.2 Buffering power 
 
A solution of weak acids and bases is called a buffer, if addition of a considerable amount of acids or 
bases does not strongly affect the pH value of the solution. Therefore, if an acid AiH is a strong buffer, 
a change in [A-i] should result in a small pH change. The strength of an acid or base as a buffer, its 
buffering power, is defined as  
 
d[A-i]/dpH = -d[A
-
i]/d[H
+]·d[H+]/dpH = log(10)·ki [AiH]T[H
+]/( ki +[H
+])2                                     (A2.4) 
d[B+j]/dpH = -d[B
+
j]/d[H
+]·d[H+]/dpH = log(10)·kj [BjOH]T[H
+]/( ki +[H
+])2, 
 
where [H+] = exp(-log(10)·pH) was used. The total buffering power β is the sum of the buffering power 
of all acids and bases and water. 
 
β = log(10) ·{ ∑
∈acidsi
 ki [AiH]T[H
+]/( ki +[H
+])2 + ∑
∈basesj
 kj [BjOH]T[H
+]/( ki +[H
+])2  + [H+] + 10-14/[H+] }. 
                                                                                                                                                         (A2.5) 
A2.3 Ionic strength 
 
A quantity used frequently in the literature is the ionic strength χ. It is a measure of the amount of free 
charge in the solution. 
 
χ = 1/2{ ∑
∈acidsi
Zi2[A
-
i] /[AiH]T + ∑
∈basesj
Zj2[BjOH]/[BjOH]T} + [H
+] + 10-14/[H+] 
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   = 1/2{ ∑
∈acidsi
[AiH]TZi2 ki/(ki +[H
+]) + ∑
∈basesj
[BjOH]TZj2 kj/(kj +[H
+])} + [H+] + 10-14/[H+],          (A2.7)  
where Zi is charge of the ith ion species. 
 
 
A2.4 Titration curve 
 
A protein is an ampholyte and consists of various acidic and basic sites, such as N- and C-termini and 
various amino acids with acidic or basic side chains. In order to calculate the titration curve, i.e. the 
dependence of the total charge of a protein on the pH of the solution, we can use Equation A2.2. Since 
all acidic and basic sites sit on the same protein P, their concentrations are identical: [AiH]T = [AmH]T = 
[BjOH]T = [BnOH]T = [P]. If the acid AiH is found in ni sites and the base BjOH in nj sites, then the 
total charge Z per protein is 
 
Z = ( ∑
∈basesj
nj[B
+
j] - ∑
∈acidsi
ni[A
-
i])/[P] = ∑
∈basesj
nj[B
+
j]/[BjOH]T - ∑
∈acidsi
ni[A
-
i]/ [AiH]T 
   = ∑
∈basesj
nj[H
+]/(kj +[H
+]) - ∑
∈acidsi
ni ki /(ki +[H
+])                                                                            (A2.7)  
 
In this formula, it is assumed that acidic or basic sites have equilibrium constants, which are 
independent of their position in the protein. This is a rather crude approximation, since some sites 
might be less accessible to protons than others and electrostatic interactions between charged residues 
might have a strong influence.  For example, if there are two adjacent basic amino acids, one of them 
carrying a positive charge, then this charge polarises the solution and drives away protons, therefore 
reducing the probability that another proton find its way to the uncharged amino acid. 
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Appendix A3: Resolution of a pH gradient gel 
 
 
In the steady state, the time derivation in Equation 2.3 is zero and it becomes in one dimension 
(without convection and chemical reactions): 
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With the boundary conditions ( ) 0=
∂
∂
=∞±
±∞=x
pP c
x
c , one obtains: 
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with diffusion coefficient D. The electrophoretic mobility depends on x since the charge of protein P 
depends on the position relative to the equilibrium. If we assume that this dependence is linear near the 
isoelectric point, and that the equilibrium is at x = 0 we can write: 
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Inserting Equation A3.3 into A3.2, we obtain: 
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which has the solution, if E and D are constant in the vicinity of the isoelectric point: 
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If we suppose that two protein bands of the same width are resolved if the peak to peak distance is 
larger than 3 times the standard deviation pED /=σ , we obtain for ∆pI: 
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Appendix A4: Flight time equation for double stage, delayed extraction 
with reflectron 
 
Since double stage, delayed extraction and one stage reflectron instruments are often used for MALDI 
applications, the flight time equation for this setting will be derived here. Apart from minor changes in 
the notation, the calculation corresponds to the one in (Vestal and Juhasz, 1998). This comprehensive 
paper also contains flight time equations for other settings and comparison with experimental data. 
 These equations all derive from Newton’s law. If the electric fields are constant in time, which 
is supposed to be the case here, energy conservation holds and if electric fields are also constant in 
space Newton’s law and energy conservation take the simple form outside the drift tube 
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where ze is the ion charge, v0 the velocity before and v1 the velocity after acceleration, E = (V0-V1)/d the 
electric field, d the length of the accelerating region and V0 the voltage at the entrance grid and V1 the 
voltage at the exit grid. Inside the drift tube ions fly with constant velocity. 
 Let T1(x,v) = mv12/2 = mv02/2 + ze(V0-V1)(d1-x0)/d1 be the kinetic energy of an ion formed at 
position x0 with velocity v0 after acceleration between the first two grids, where the origin x = 0 is at the 
left voltage grid, and T0 = mv02/2. If one defines the relative perturbation p of its kinetic energy T1 as 
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where vn is the velocity an ion with position x0 = 0 and velocity v0= 0 would have after total 
acceleration, one obtains for the velocity at the second grid 
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Using a1 = ze(V0-V1)/md1 and Equation A4.1 – A4.3, the flight time t1 between the first two grids can 
be written as 
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The same steps lead to an expression for t2, the time spent between the second and third accelerating 
grid: 
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T2 and v2 being the kinetic energy and velocity after the third grid, a2 the acceleration and d2 = d0 – d1 
the distance between second and third grid, respectively. The flight time td in the drift tube is L/v2, 
where L is the total length of the drift tube before and after the reflectron. Using Equation A4.5 on 
obtains: 
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= .                                                                                                                          (A4.6) 
 
Now, the time tR spent in the reflectron needs to be calculated. Since the velocity at the turning point is 
0, we can write tR  = 2v2/aR: 
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where d’R is the distance inside the reflectron at which the potential difference to the entrance grid 
equals V0. In order to obtain the total time tTOF minus offset t0 one can add equations A4.4 – A4.7: 
 
 








−−








−+−





−
+
′
+
−
=+++=−
n
R
n
Rd
v
v
L
ydp
yL
d
L
yd
y
p
y
y
L
d
L
d
ypv
L
tttttt
01212
210TOF
212
2
1
1
24
/1
1 .                      (A4.8) 
 
Setting dR = 0, d2 = 0, y = 1, d1 = d0 and d2/(y-1) = 0 results in Equation 3.4. Since the perturbation p is 
usually small (p < 0.01), Equation A4.8 can be expanded in powers of p using the Taylor series 
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yielding: 
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Appendix A5: Ill-posed problems, regularisation and maximum entropy 
methods 
 
 This appendix gives a short introduction to the subject of ill-posed problems and 
regularisation theory, which are of importance for the analysis of MS data. The material is taken form 
the article of Mohammad-Djafari et al. (Mohammad-Djafari et al., 2002), which gives a much more 
comprehensive discussion of the subject with special emphasis on MS data. If one deals with signal 
processing problems, one often encounters that real data obtained in a measurement sM(y) is related to 
the original or ideal signal data s(y) by a linear data transformations of the form  
 
( ) ( ) ( ) ( )∫ +=
b
a
M xdyxyKysxs εθ , ,                                                                                                     (A5.1) 
 
where Kθ(x,y) is the kernel of the transformation, θ is a set of parameters for the kernel, a and b are the 
limits of integration and ε(x) is some random noise added to the data. Assuming that bj(x) be a set of 
basis functions, i.e. every signal can be written as a linear combination of these basis functions. The 
ideal signal s(y) can then be written as ( ) ( )∑
=
=
n
j
jj xbsxs
1
, where sj are the coordinates in the basis bj and 
n is the number of basis functions. If data are treated numerically, they have to be sampled and are 
represented by arrays of values (discrete x-values xi), in which case the number n of basis functions is 
finite. The signal s can then be represented by a vector s = (s1,…,sn)T and Equation A5.1 can be written 
in matrix form: 
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Equation A5.2 also holds for data in more than one dimension, for example 2-D images or 3-D nuclear 
magnetic resonance data, if integration is carried out over all dimensions, and the results developed 
below remain valid. However, for the sake of simplicity, the discussion will be restricted on 1-
dimensional data.  
 If θ and Aθ are known, the problem is to calculate the original signal s, i.e. to invert equation 
Aθs = sM if ε is small. If this problem is well-posed then the inverse matrix Aθ-1 exists with Aθ-1Aθ = I (I 
identity matrix), is unique: A1-1Aθ = A2-1Aθ = I => A1-1 = A2-1 and is continuous (Hadamard conditions). 
If one of these conditions is not satisfied, the inversion problem is called ill-posed. In this case, 
different original signals s can result in very similar measured signals sM, i.e. s is not well defined by 
sM, and additional information is needed to define s. One well-known example of an ill-posed problem 
is the inversion of a linear smoothing operator. Since such an operator discards all the small details, the 
information about these details is lost in the measured signal and they cannot be reconstructed by 
inversion. 
 In an ill-posed problem the equation Aθs = sM can either have more than one solution (less 
equations than variables) or it has no exact solution at all (more equations than variables). In the first 
case, additional criteria have to pinpoint a solution, whereas in the second case criteria have to be 
defined that choose among approximate solutions, since the best fitting solution can lead to overfitting. 
In both cases, additional information to reconstruct the signal is needed, which can be provided by 
regularisation methods. In these methods, a priori information about the original signal is incorporated, 
for example that the original signal should be as smooth as possible or as small as possible or that it 
should be close to an expected signal. It can be shown that these regularisation problems lead to an 
optimisation problem of the following function: 
 
( ) ( )ssAss RL M λθ +−= ,                                                                                                               (A5.3) 
 
where ||..|| is a norm (usually ||x|| = x·x), R(s) is the regularisation function and λ the regularisation 
parameter. The choice of R(s) is crucial and depends on the problem investigated. Typical choices are 
(m is a priori solution, for MS data it could be a baseline or an average signal): 
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1) has an analytical solution (Mohammad-Djafari et al., 2002), but disfavours signals with large local 
deviation from m. Another disadvantage is that it often causes sj-mj to have different signs and leads to 
solutions that oscillate around m. This can be avoided by restricting s to sj>mj. 2) For p ≤ 1, large 
deviations from m are less disfavoured than in 1). 3) This is the Kullback-Leibler distance, which is 
related to the Shannon entropy (first term). It is restricted to values s with sj>0 and has efficient 
numerical solutions (Mohammad-Djafari et al., 2002). Since it does not penalise large deviations in the 
same extent as 1), it allows large signals (peaks) in its solution. 4) This function, the so-called Burg 
entropy, allows even larger deviations than 3) and s can have high peaks, which can be an advantage in 
treating MS data s with sj>0. 5) and 6) are smoothing regulation functions. If ssmoothed is a linear 
function of s, Equation A5.3 becomes easier to handle analytically and numerically. 
 An important feature of these regulating functions is that Equation A5.3 is concave in the 
space of allowed signals, i.e. it has only one global minimum, which can easily be found by a gradient 
descend or similar method. Fortunately, all regulating functions 1-6 have this feature and are therefore 
comfortable to work with. The main difficulty lies in the right choice of λ, which depends on the data 
as well as on the regulating function. λ must be set to a value that yields the expected error ε in (Aθs-
sM). Though analytical and numerical results are available in many cases, λ is often set to an empirical 
value. See Mohammad-Djafari et al. (Mohammad-Djafari et al., 2002) for references. 
 Regularisation theory of ill-posed problems can also be embedded into a Baysian framework. 
Suppose that ε is zero-mean and has a Gaussian prior law: ε ~ exp(-||ε||2/2σ) then the conditional 
probability is with σ2 = 1/(2 µ):  p(sM| s, µ) = exp(-µ||sM - Aθs||2). If the components sj of s are 
independent and if they obey the law p(s) ~ exp(-ρφ(s)) as well, then we can write the posterior 
probability using Bayes rule: 
 
( ) ( )( )ssAsss ρϕµ θ −−−∝ 2exp MMp .                                                                                           (A5.5) 
 
Maximisation of the posterior probability leads to minimisation of -ln(p(s| sM)) = ||sM - Aθs||+ λφ(s) 
with λ = ρ/µ, i.e. one obtains the regularisation problem A5.3 and the regulating functions get a 
probabilistic interpretation. Further refinements and an application of regularisation techniques to 
artificial MS spectra can be found in Mohammad-Djafari et al., (Mohammad-Djafari et al., 2002). 
 
  120
Appendix A6: Statistical hypothesis testing 
 
A6.1 Bayesian hypothesis testing 
 
Assuming that there are two possible hypotheses, H0 and H1, corresponding to two probability 
distributions p0(x) and p1(x) (the discussion is restricted to one random variable x, but the same results 
hold for multidimensional problems). A decision rule D has to decide which hypothesis is valid for a 
given x: D(x) = H0 for x∈S0 and D(x) = H1 for x∈S1. Since the decision is statistically, it bears a certain 
probability to be false. The risk of a false decision and the gain of a right decision can be formalised as 
fellows: Rk(D) = C0k pk(S0) + C1k pk(S1), where pk(Sj) is the probability of choosing Hj when Hk is true 
and Cjk are risk factors. If probabilities pi0 and pi1 can be assigned to the occurrence of H0 and H1, 
respectively, then the total risk R(D) is: R(D) = pi0R0(D) + pi1R1(D). The task is now to find a decision 
rule D that bears the smallest risk among all other rules. 
 It can be shown (Poor, 1998) that the probability ratio test is better than any other rule: 
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In many applications, a hypothesis may not be given by one distribution only, but by a whole 
set of distributions (composite hypothesis). For example, one may not be interested in whether the 
mean of some random variables is either 0 or 1, but whether it is smaller or larger than 1, or whether it 
is 0 or different from 0. The distributions are then parameterised, pθ(x), where θ is one- or 
multidimensional parameter with H0: θ∈Λ0 and H1: θ∈Λ1, and Λ0 and Λ1 are two disjoint sets. If p(θ) is 
the distribution of θ, then risk averaged over all θ has to be minimised for Bayesian testing. 
Optimisation leads to the same probability ratio rule A6.1 (Poor, 1998), if Cjk are independent of θ with 
( )∫
Λ
=
i
dpi θθpi and pi(x) = pi(x|θ ∈Λ1) = ( ) ( )∫
Λi
dpxp
i
θθ
pi θ
1
.  
 
A6.2 Neyman-Pearson hypothesis testing 
 
In many applications, the Cjk‘s or pi0 and pi1 are not known or at least difficult to estimate. In this case it 
might be more reasonable to use the Neyman-Pearson criterion in order to find an optimal rule. If H0 is 
tested against H1, and pF(D) = p1(S0) is the probability for a false positive and pT(D) = p0(S0) is the 
probability that a x belonging to H0 is really detected, then Neyman-Pearson criterion is:  
 
( ) ( ) α≤DpDp FTD  subject to  max .                                                                                                    (A6.2) 
 
It can be shown (Poor, 1998) that for continuous pk (similar results hold for discontinuous pk) for any 
value of 0 < α < 1 an unique optimal rule exists and is given by the probability ratio test 
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 For composite hypothesis testing in the Neyman-Pearson case p(θ) is not known, and there is 
generally no optimal rule of the form A6.3. However, for the special case of H0: θ = θ 0 and H1: θ > θ 0 
one is usually interested in a rule that is optimal for θ close to θ
 0. Taylor expansion of pT(D,θ) = pθ(S0) 
and discarding all terms higher than first order yields the following optimal rule: 
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 An important application of rule A6.4 is the detection of deterministic signals s = (s1,..,sm)T in 
noise n = (n1,..,nm)T, where H0: x = n and H1: x = n + θs. Assuming that noise is uncorrelated and 
independent of θ, one obtains pθ(x) = ( )∏ −
i
ii sxp θ  and ( ) ( ) ( )∏==
i
ixppp xx0θ , where p(xi) is the 
probability distribution for noise. Application of rule A6.4 yields 
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For Gaussian noise ( ) 
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 provides optimal discrimination. See (Poor, 1998) for further examples 
and references. 
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Appendix A7: Local minimum search 
 
In this appendix, Powell’s method to find the next local minimum of a differentiable function f(x) is 
discussed. This methods belongs to the class that locates the minimum by subsequent 1-dimensional 
searches along different directions. It finds the solution without explicit usage of gradients, which make 
it flexible and applicable even if the function is only implicitly defined. 
 
A7.1 Conjugate directions 
 
A differentiable real valued function f(x), where x is a N-dimensional vector, can be approximated by a 
Taylor series yielding 
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where ( )
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f
. If the function f(x) is quadratic or if x is in the vicinity 
of the local minimum, then f(x) can be approximated by terms up to quadratic order. In this case, the 
gradient is ( ) ( ) bxxAx +−=∇ 0f , the change of gradient after a move in direction ∆x is A∆x and the 
minimum is characterised by A(xMin - x0) = -b. If a minimum is searched along a direction u then ( ) 00 =+λ
λ
d
df ux holds at the minimum, which leads to ( )
Auu
xxAu
⋅
−⋅
=
0Min
Minλ , i.e the direction d from 
x0 + λMinu to xMin satisfies u·Ad = 0. Two vectors x1 and x2 fulfilling the condition x1Ax2 = 0 are called 
conjugate. It can be shown that a set of N pair wise conjugate vectors ui, ui·A ui = 0 for i ≠ j, that are 
linearly independent, yields the exact maximum for a quadratic function after at most N steps if 
minimisation is carried out sequentially in every direction ui separately: x0 → x1 = x0+ λMin,1u1 → x2 = 
x1+ λMin,2u2  → …→ xMin. The aim of many minimisation methods is therefore to find a set of pair wise 
conjugate vectors. If f is not exactly quadratic, the above sequence will converge like O(N2) to xMin 
(Press et al., 1995). 
 
A7.2 Powell’s method 
 
Powell presented an algorithm that produces k pair wise conjugate vectors after k iterations without 
calculating gradients. After N iterations a complete set of conjugate vectors is available (for references 
on proofs check (Press et al., 1995)) and a total of N(N+1) (see below) 1-dimensional searches is 
required to construct the conjugate vectors and to pinpoint the minimum of a quadratic function. The 
basic approach works as follows  
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Algorithm A7.1: Powell’s method 
 
Unfortunately, the algorithm A7.1 has a mayor flaw: discarding u1 in favour of xN – xStart tends 
to produce linearly dependent ui due to rounding errors. However, various clever tricks have been 
deviced in order to circumvent this problem (Press et al., 1995). For example, one could reinitialise the 
directions after N iterations. The algorithm implemented for the molecular scanner corresponds to the 
version given in ‘Numerical Recipes’ using a heuristic scheme developed by Powell. 
Powell’s method uses 1-dimensional searches and their efficient and robust implementation is 
crucial. Following ‘Numerical Recipes’, Brent’s method was used for this task (Press et al., 1995). It 
applies parabolic interpolation if possible: in the vicinity of the minimum the function has a quadratic 
or parabolic form, and bracketing values a < b < c with f(b) < f(a) and f(b) < f(c) guarantees that a local 
minimum lies between a and c. Fitting a parabola through 3 bracketing points and taking the minimum 
of the parabola as a guess for a new bracketing value provides fast convergence. However, such a 
schema is instable does not have to converge for non-cooperative functions with many local minima 
and flat regions. Brent’s method detects these situations and switches then to a slow but reliable golden 
section search. 
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Appendix A8: Clustering 
 
A8.1 Introduction 
 
Clustering is the process of grouping objects into classes or clusters so that objects within a cluster 
have high similarity but are dissimilar to objects belonging to different clusters. The similarity between 
objects can be assessed by comparing their attribute values, and the clusters will correspond to regions 
in the attribute space A where the objects are densely distributed. Clustering is often used in biology, 
for example to categorise plants, to group genes in microarray data or to assemble EST’s, and it has 
applications in many other scientific fields. From a machine learning or data-mining viewpoint it 
belongs to the unsupervised learning methods, which do not rely on labelled training examples. 
Especially in data mining, large datasets of millions of objects have to be clustered and algorithms are 
needed that are suitable for this amount of data. Additionally, a general approach has also to deal with 
different attribute types (numerical, nominal, ordinal) and different cluster shapes (many algorithms 
prefer spherical clusters), and it has to deal with noisy and missing data. 
 The input format for a clustering algorithm can consist in a table that contains all objects and 
their attributes, or in a similarity or dissimilarity table that contains the pair wise (dis)similarities 
between the objects. In the former case, the algorithm has to define the (dis)similarity of pairs or 
groups of objects itself. For numerical attributes, the units of measurement can be very important and 
strongly influence the clustering results. Therefore, numerical attributes are usually normalised before 
clustering, but sometimes the original values are the better choice. A set of numerical values can be 
considered as a vector and the Euclidian or more general the Minkowski distance can be used to 
evaluate dissimilarity between objects, where different attributes can have different weights. A set of 
binary or nominal attributes can be compared by means of a variety of coefficients, which all measure 
the ratio of the number of attributes with different values to the total number of attributes. Ordinal 
attributes, which have only a finite set of ordered values, can easily be transformed into numerical 
values and dissimilarity can be measured in the same way. 
 The difficulty in solving clustering problems lies in the vast number of possible partitions: if a 
set of N objects has to be partitioned into k clusters Ci (excluding empty clusters) and PN,k is the number 
of such partitions (PN,1 = PN,N = 1, PN,2 = 2N-1-1 , PN,N-1 = N(N-1)/2), then it can be shown that PN,k = PN-
1,k-1 + kPN-1,k (Saporta, 1990). This recursive formula leads to the explicit expression 
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, which states that PN,k ~ kN/k! for large N, i.e. the number of partitions grows 
exponentially with large N. If k is not known, the number of possible partitions will raise even more 
steeply (Saporta, 1990). 
 Even if a score were available that evaluates the quality of each partition, testing all partitions 
would be too time consuming even for a modest number of objects. Therefore one has to use heuristic 
approaches, some of which find a local minimum of the score (k-means, model based) or use local 
criteria to merge objects with already existing clusters. Clustering algorithms can be classified into 
several basic methods: 
 
• Partitioning methods (k-means, k-mediods): These methods start from an initial partition into 
k-clusters and try to improve the score of the partition iteratively by moving objects from one 
cluster to the other leaving the number of clusters constant. 
• Hierarchical methods (CURE, Chameleon, BIRCH): Hierarchical clustering can either be 
agglomerative or divisive. In the former case, one starts with an initial configuration where 
each object forms a cluster and then merges the most similar objects into one cluster. With an 
appropriate measure of dissimilarity between clusters of objects, this process can be iterated 
until all clusters are merged or until all clusters are more dissimilar than a user-defined 
threshold. The method that evaluates the dissimilarity between clusters is of great importance 
and advanced methods will also consider how objects are embedded into their environment 
(CURE, Chameleon). A major drawback of this method is that it is greedy: once an object has 
been assigned to a cluster the assignment cannot be undone. BIRCH uses hierarchical 
clustering as a first step and then refines the results by iterative relocation of objects. Divisive 
methods start from one cluster and iteratively split clusters into subclusters using a bisection 
algorithm. 
• Density-based methods (DBScan, OPTICS, DENCLUE): These methods search for core 
regions of highest density, which continue including objects at their rim if the number of 
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objects in a neighbourhood of these candidate objects is higher that a threshold. These 
methods allow excluding outliers.  
• Grid-based methods: In order to speed up performance, the object attribute space can be split 
into a finite grid and the compiled information in each grid cell can be used for clustering. 
This allows fast processing and the easy use of a hierarchical structure, where each cell in a 
higher level contains a number of cells in the next lower level and each level corresponds to a 
particular resolution. 
• Model-based methods (EM, COBWEB): The attribute values are assumed to be produced by 
a random process, which can be represented by a probability distribution. These distributions 
are described by a model (e.g. Gaussian distributions) and the model parameters are adjusted 
in order to obtain the highest probability for the model given the data. This also permits fuzzy 
clustering, where an object can be attributed to different clusters with different probabilities. 
The model can also be based on a classification tree, which makes clustering rules amenable 
to human interpretation. These methods are closely related to partition methods. 
 
In the following sections of this appendix we introduce a selection of clustering methods that 
is far for being comprehensive, but more was motivated by personal preferences. For a more 
comprehensive overview please consult the excellent chapter on clustering in (Han and Kamber, 2001). 
 
A8.2 k-means clustering 
 
One of the simplest classical clustering algorithms is k-means or the moving centre method. This 
approach searches for clusters that have a low total intra cluster variance ∑∑
= ∈
−=
k
i Cj
ij
i
V
1
2
mx , where 
mi is the centre of Ci. Since V tends to be small for partitions where the different clusters contain tightly 
packed elements, a low value of V should provide a reasonable clustering. k-means works in the 
following way: 
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Algorithm A8.1: k-means 
 
For a given set of mi’s step 2 provides a partition that minimises V, and for a given partition step 3 
minimises V as well. The iterative application of step 2 and 3 will converge towards a local minimum 
of V, which is determined by the initial choice of the mi’s. A different choice can produce a different 
partition, but for simple cases this is usually not a problem. The algorithm has complexity O(NkNiter), 
where the number of iterations Niter is usually small and rather independent of N. 
 In k-means the number of clusters k has to be known. If this is not the case, several methods 
exist that estimate this number. One method investigates V of the final k-means partition as a function 
of k: V will decrease with k since the more centres there are the closer they will be to the data. For k ≤ 
k’, k’ be the effective number of clusters, this decrease will be large and for k > k’ it will be smaller, if 
all clusters are well separated and have similar size. The kink in V(k) at k = k’ can then be used to 
identify the number of clusters (Hastie et al., 2002).  
 The k-means algorithm is only applicable for numerical attributes. For nominal or ordinal 
attributes there exists an algorithm similar to k-means: k-medoids. Here, the pair wise dissimilarity 
between objects d(xi,xi) does not have to be an Euclidean distance. Instead of directly calculating the 
mean value of each cluster, the cluster element minimising ( )∑
∈ iCj
jid xx ,  will be chosen as the cluster 
centre. This is computationally more expensive since the minimisation has to be carried out explicitly 
for every cluster element resulting in a complexity of about O(N2kNiter). 
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Algorithm A8.2: k-medoids 
 
Instead of calculating the new cluster centres explicitly (step 2), different variants exist that choose a 
new centre for Ci randomly and keep it provided it yields a smaller value for ( )∑∑
= ∈
k
i Cj
jj
i
i
d
1
, xx  after 
modifying Ci by step 3 (Han and Kamber, 2001). 
 In k-means, the global objective function V is gives more importance to large clusters, which 
can obfuscate small neighbouring clusters. For example, if there is a very large cluster with a small 
cluster in the vicinity. The initial guesses for the cluster centres will almost certainly be taken from the 
large cluster and the algorithm will possibly yield a partition that splits the large cluster in two and 
merges the small cluster with one half of the large cluster. This effect can be avoided by a better initial 
guess of the cluster centres, but such an initial guess is not easy to make. Additionally, spherically 
shaped clusters will produce a lower V than elongated clusters. Or, the other way around, the algorithm 
will favourably find spherical clusters. In the case of two parallel and elongated clusters V will be 
smaller for a partition that splits each the clusters in two than for the effective partition that splits 
between the clusters (Figure A8.1). 
 Finally, since V is the Euclidean square distance, it is strongly influenced by outliers. An 
outlier can considerably move a cluster centre and lead to erroneous clustering. This problem can be 
avoided by using a different Minkowski distance (e.g. mean absolute deviation) that gives less weight 
to outliers, and by applying the k-medoids algorithm. 
 
 
 
A 
 
B 
 
Figure A8.1 
Intra cluster variance. A) Pattern of 20 objects (*). Dotted line (…): Partition (k = 2) with lowest intra 
cluster variance V. Dashed line (---): Partition that separates the two bands. B) V of all 524287 
partitions  (calculated by dynamic programming algorithm outlined in (Skiena, 1998)). Arrow 1 points 
to the partition with the lowest score (dotted line in A) and arrow 2 points to the partition separating 
the two bands (dashed line in A). 
 
A8.3 Hierarchical clustering 
 
Hierarchical clustering does neither require prior information about the number of clusters nor does it 
use a global scoring function. Here we present an agglomerative algorithm, where each object forms its 
  127 
own cluster at the beginning and, in the next step, the most similar objects are merged into one cluster. 
If one has a means to define the dissimilarity between groups of objects d(Ci,Cj), this process can be 
iterated until there is only a single cluster or all clusters are more dissimilar than a predefined threshold 
θ.  
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Algorithm A8.3: Hierarchical clustering 
 
The dissimilarity minimisation in the loop has to be carried out over all pairs, i.e. 
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accesses to d(Ci,Cj), which makes the algorithm 
unusable for very large databases (an implementation with priority queues needs only O(N2logN) time, 
other modifications of the algorithm that scale like O(N) can be found in (Han and Kamber, 2001)).  
A simple and fast way to calculate d(Ci,Cj) for numerical attributes is d(Ci,Cj) = (mi – mj)2, 
where mi is the centre of gravity of all xl in Ci. This dissimilarity can be calculated directly and merging 
two clusters implicates only calculation of the new centre mi, which can be easily obtained from the old 
cluster centres and the number of objects in the merged clusters. However, this measure tends to break 
up large clusters since it totally neglects the interconnectivity (see below) between the clusters. Other 
choices for d(Ci,Cj) are: ( ) ( )mnCmCnji dCCd ji xx ,min, ; ∈∈= , ( ) ( )mnCmCnji dCCd ji xx ,max, ; ∈∈=  or 
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;
,||||
1
, xx . The minimal dissimilarity tends to merge clusters that slightly 
touch each other at their borders, whereas the maximal will have difficulties with elongated clusters 
and outliers. The average dissimilarity seems better choice, since it takes account of all objects in a 
cluster, but it will also have a tendency to fragment long extended clusters (in Figure A8.1 A it will 
favour the partition marked by the dotted line). 
 One mayor disadvantage of the hierarchical clustering method as it is presented here is that it 
is a so-called greedy method, i.e. if two objects or clusters are merged there is now way to reverse it. 
Two clusters may seem close if just the distance between them is considered, but they are further apart 
in a more global context. If the algorithm merges the clusters in an early stage, this influences the 
whole parent tree and can lead to erroneous clustering. Agglomerative algorithms that deal with this 
problem in a more sophisticated way are described in Han and Kamber’s book (Han and Kamber, 
2001). 
 
A8.4 Hierarchical clustering based on cluster interconnectivity and closeness 
(Chameleon) 
 
Chameleon (Karypis et al., 1999) is a clustering algorithm that starts with a large number of small 
clusters and subsequently merges similar clusters using statistical properties of the small clusters. The 
similarity is based on the interconnectivity and proximity between two clusters compared to the 
interconnectivity and proximity of the objects within the clusters (relative interconnectivity (RI) and 
relative closeness (RC)). This allows separating clusters that are close but only connected over a small 
bridge of objects and merging clusters that have distant centres but are highly connected. 
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Algorithm A8.4: Chameleon 
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Figure A8.2 
Different steps in Chameleon clustering. A) Examples of k-nearest neighbour graphs. From left to 
right: original objects, 1-nearest neighbour graph, 2-nearest neighbour graph and 3-nearest neighbour 
graph. B) Data flow in Chameleon. C) 3-nearest neighbour graph of a set of objects. The graph 
partition split through the dotted vertices. Assuming that all weights are equal to 1, the edge cut 
between the clusters EC is 2, where the minimal bisections 2 and 3 have CC value of 3 and 4, 
respectively. The corresponding average values are all equal to 1. A) and B) are copied from (Karypis 
et al., 1999).  
 
The data objects are the vertices in the k-nearest neighbour graph and an edge between two objects 
exist if one object is among the k nearest neighbours of the other (Figure A8.2 A). The weight of an 
edge is the similarity between the two objects and the sum of all weights going to object xi gives 
information about the density of objects around xi. The k-nearest neighbour graph does not have an 
absolute similarity threshold for its edges, which allows it to represent dense as well as sparse regions, 
and compared to the similarity matrix it is a sparse representation of the data that permits faster 
calculations. However, this graph may contain edges going from one cluster to another and has to be 
pruned. Instead of discarding inter-cluster edges by means of some criteria, the graph is partitioned into 
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small sub-graphs that should be subsets of single clusters. For this purpose, Karypis and Kumar used 
hMETIS (http://winter.cs.umn.edu/~karypis/metis), a fast graph partition algorithm based on balanced 
min-cut bisections that produces balanced partitions and minimises the total weight of the edges that 
were cut. The latter feature guarantees that the graph is cut between dissimilar objects and the objects 
of a resulting sub-graph should belong to the same cluster (Figure A8.2 B). 
 The second phase of the algorithm iteratively merges similar sub-graphs using the RI and RC 
values. The relative interconnectivity uses the edge cut between two clusters EC(Ci,Cj), i.e. the sum of 
the weights of all edges of the k-nearest neighbour graph that straddle the two clusters, and the internal 
cluster connectivity CC(Ci), i.e. the sum of the weights of the edges, which are cut by the bisection of 
cluster Ci that splits Ci in two roughly equal parts and has minimal CC(Ci) (Figure A8.2 C) (efficient 
heuristics to calculate CC(Ci) are used in hMETIS). RC(Ci,Cj) uses the average edge cut between the 
clusters AEC(Ci,Cj) and the average weight of the edges ACC(Ci) cut by the minimal cluster bisection.  
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The values for Figure A8.2 C are RI = 2/(3+4)/2 = 4/7 and RC = 1. The user defined thresholds for RI 
and RC will define whether these clusters are merged or not. 
 For difficult planar clustering problems with noisy data, Chameleon obtained spectacular 
results and outperformed other common clustering algorithms (Karypis et al., 1999). The 
computational complexity is O(N 2), which yields long computation times for very large databases. 
Another disadvantage might be that it is a greedy algorithm and errors made during graph partitioning 
and early cluster merges cannot be corrected later. 
 
A8.5 Clustering based on density distributions 
 
Hinneburg and Keim published DENCLUE (DENsity-based CLUstEring) (Hinneburg and Keim, 
1998), a fast algorithm (O(Nlog(N) time steps in the worst case) that produces high quality results, 
which are robust to noise. The algorithm assumes that the attributes of the objects are known so that the 
objects can be embedded in a feature space (numerical or categorical). The basic ideas are very simple: 
the data points in the feature space are blurred so they become clouds that cover a neighbourhood. The 
clouds of all data points are added yielding a density function D(x) in the feature space. The local 
maxima of D(x) correspond to cluster centres (possibly several centres per cluster) and clusters are 
formed by attributing data points to these cluster centres and grouping all centres that belong to the 
same cluster. 
The density D(x) can be calculated by summing over all objects xi : ( ) ( )( )∑
=
=
N
i
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where f is the so called influence function and typically is one of the following choices:  
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Figure A8.3 
Examples of density functions and cluster formation in DENCLUE. A) Original objects and D(x) 
obtained with fBox(d) and fGauss(d). B) The influence of the width σ of fGauss(d) on D(x). C) The influence 
on the density function threshold ξ on the form of the clusters.  
 
An example of the box and Gaussian influence functions is given in Figure A8.3 A and the influence of 
the radius of the Gaussian influence function on D(x) can be seen in Figure A8.3 B. The larger σ the 
more details disappear until only a single cluster is left, i.e. σ defines the scale of the clustering and the 
results will strongly depend on its value. Calculating D(x) for every x that lies on a fine grid in the 
feature space would consume much computing time. Therefore, several data filtering and indexing 
steps are applied to speed up computation. First the feature space is partitioned into hypercubes of 
length 2σ and only cubes that contain objects are considered. Among these hypercubes only the more 
densely populated ones and their neighbouring non-empty hypercubes are selected for clustering. These 
selected cubes are stored in a tree data structure that allows fast access to the cubes and their 
neighbours. Then, for every object xi in or near the densely populated hypercubes the next local 
maximum x’ of D(x) (density attractor) that has a high enough density D(x’) > ξ  and that can be 
reached by walking only uphill starting from xi, has to be found. This can be achieved by a gradient 
ascend method, where a special fast calculation of the gradient with the hypercube tree structure is 
used. The density function has only to be evaluated along the paths of ascent (to speed up things points 
in the vicinity of the path are also attributed to the local maximum). Finally, after every object has been 
assigned to a density attractor, it has to be decided which density attractors belong to the same cluster. 
In DENCLUE, a simple criterion is used: when two density attractors are connected by a path p that 
has a higher density than ξ ( ( ) pD ∈> xx ;ξ ), then they belong to the same cluster. The influence of ξ 
on the clustering results can be seen in Figure A83.C: the lower ξ the broader the clusters get. A very 
low ξ will produce only clusters that are further apart than the radius of the influence function, and a 
high ξ will results in many small separated clusters. 
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Algorithm A8.4: DENCLUE 
 
 Although DENCLUE is very fast and accurate, it has some drawbacks compared to 
Chameleon: the values for σ and ξ are global user defined values that do not adapt themselves to the 
data. Therefore, it may provide good clustering results for regions where objects are dense, but is may 
fail for regions where the objects for sparse and more extended clusters.  
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Appendix A9: Subroutines 
 
A9.1 Calculating intensity distributions 
 
CalcIntensityDist(Mi) collects all the intensities hjk of the masses mjk that lie in the interval [Mi-∆m, 
Mi+∆m]. If no mass is found at site j the values is set to 0. The intensity distribution is returned. 
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Algorithm A9.1 
 
A9.2 Smoothing 
 
The function Smooth(D,σ) performs a convolution of a distribution D with a Gaussian kernel K and 
returns the smoothed distribution Dsmoothed. The Kernel K at j is restricted to N3σ(j), since the Gaussian 
kernel becomes very small outside this region, and near the borders of the scan grid, the size of the 
kernel is further reduced due to boundary conditions. It is calculated by DefineKernel(σ), which does 
nothing if the kernel K is already in memory. RemoveOutliers(D,σ,θ) purges all isolated values from 
D. A value Dj is isolated if there are less than θ values of D in a σ–neighbourhood that are greater than 
0. 
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Algorithm A9.2: Smoothing 
 
 
A9.3 Find maxima 
 
FindMaxima(D,σ,fact) finds all local maxima of a distribution D. A site i is a local maximum if it is 
the highest value in its σ-neighbourhood Nσ(i). If Dmax is the global maximum of D then only local 
maxima i with Di > fact·Dmax are considered. The function returns a list of all maxima i together with 
the heights Di. 
 
A9.4 Calculating support of a list of masses 
 
CalcSupport(L) finds the region where the masses in the list L have substantial intensity. The 
distribution S
 
vanishes outside this region and is equal 1 inside. S is returned. 
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Algorithm A9.4: Find mass signal extension 
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A9.5 Finding calibration masses 
  
FindCalibMasses(L,∆m) performs a SmartIdent PMF identification with a list of masses L with a mass 
tolerance of ∆m. If it finds a clear match in the database, i.e. a protein whose score is significantly 
higher than the scores of the almost all other proteins (for a more precise definition see Section 6.7), it 
returns the list of matching peptide masses of this highest scoring protein. If no clear match is found, an 
empty list is returned. 
 
A9.6 Finding calibration masses 
  
MatchMasses(L1,L2, ∆m) finds the list of masses that are found in both L1 and L2. A mass mi in L1 is 
found in L2, if it is closer than ∆m to a mass mj in L2. The list of pairs of indices {i,j} is returned. 
 
A9.7 Penalty function for calibration  
 
The penalty function P(m), which is used in the calibration Algorithm 6.6 is 0 in the zones allowed for 
peptide masses and 1 outside these zones. The importance of the zones is modelled as a Gaussian 
distribution around the zone centres Mi, which can be calculated as Mi = 1.000495*i (Wool and 
Smilansky, 2002), where i is the index of the zone. The width w of the Gaussian is obtained by: w = 
0.03+0.00002*i. If a mass m lies in the interval [Mi, Mi+1] and d is the distance from the next zone 
centre (d = min(m- Mi, Mi+1-m)), then P(m) = 1 – exp(0.5·(d/w)2). 
 
A9.8 Calculate correlation between experimentel and model peptide signal  
 
CalcCorrelation(sExp,n) calculates the correlation between the experimental raw signal sExp and 
theoretical model signals taking into account the level of noise n. It returns the array hest of all 
correlation values. 
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A9.9 Detect candidate peptide signals in a raw spectrum  
 
DetectPossibleSignals(hest,n) finds the local maxima in hest that stick out of the noise n. These maxima 
are stores in a list Ltmp, which is returned. 
 ( )
{ }
( ) { } { }( )
{ } ( )
tmp
tmpi
est
i
est
l
est
ll
illlilr
tmp
est
L
iLnhhhi
mmlmmlll
iiii
L
r
return 
end  
 then   and   if    
55    
do     tofor   
0  
1
1
maximum local Take //  add.,..,maxarg
|maxarg,|minarg,
,sibleSignalDetectPoss
maxmin
>==
+<≤−←
==
/←
nh
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A9.10 Fit model to candidate signals and verify their detection 
 
For all candidate signals in Ltmp, FitModel(Ltmp,sExp,n,θ) find values for the peak width w and the 
monoisotopic mass M that provide an optimal fit of the model to the raw signal sExp. If the fit is 
reasonable and if the fitted model has a height higher than the noise n at M times a threshold θ, the 
signal is detected and its parameters are stored in LSignal, which is returned. 
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A9.11 Subtract detected signals from raw spectrum  
 
The last task in the main peptide signal detection loop is to subtract the detected signals stored in LSignal 
from the raw signal sExp. SubtractSignals(LSignal, sExp) performs this task and returns the new raw signal 
sExp. 
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Miscellaneous  
 
Abreviations 
 
1-D:  1 dimensional 
2-D:  2 dimensional 
3-D:  3 dimensional 
4HCCA:  Hydroxy-α-Cyanocinnamic Acid 
αHCCA: see  4HCCA 
DHB:  2,5-Dihydroxy Benzoic Acid 
DNA:  Desoxy Ribonucleic Acid 
DPD:  Double Parallel Digestion 
ESI:  Electrospray Ionisation 
EBI:  European Bioinformatics Instistute 
FAB:  Fast Atom Bombardment 
GRAVY: Grand Average of Hydropathicity  
HPLC:  High Performance Liquid Chromatography 
ICAT:  Isotope Coded Affinity Tags  
PIGD:   Parallel In-Gel Digestion 
IPG:  Immobilised pH Gradient  
IR:  Infra Red 
LC:  Liquid Chromatography 
MALDI:  Matrix-Assisted Laser Desorption/Ionisation 
MS:  Mass Spectrometry or Mass Spectrometer 
MS/MS:  Mass Spectrometric Measurement of the Fragment Masses of Selected Peptides  
MudPIT:  Multidimensional Protein Identification Technology 
MW:   Molecular Weight 
OSDT:   One-Step Digestion Transfer 
PAGE:   Polyacrylamide Gel Electrophoresis 
pI:   Point Isoélectrique or Isoelectric Point 
PIR:  Protein Information Resource 
PMF:   Peptide Mass Fingerprint or Peptide Mass Fingerprinting 
PVDF:  Polyvinylidene Fluoride 
RNA:  Ribonucleic Acid 
RP:  Reversed Phase 
SA:  Sinapinic Acid 
SDS:   Sodium Dodecylsulfate 
SIB:  Swiss Institute of Bioninformatics 
SIMS:  Secondary Ion Mass Spectrometry 
TIC:  Total Ion Chromatogram 
TOF:   Time Of Flight 
SCX:   Strong Cation Exchange Chromatography 
SI:  Système Internationale d’Unités 
SIC:  Selected Ion Chromatogram 
UV:  Ultra Violet 
VRML:  Virtual Reality Modelling Language 
 
Constants (SI units) 
 
kB:   Boltzmann’s constant = 1.38066 x 10-23 J/K 
e:   Charge of a proton = 1.60219 x 10-19 Coulomb 
me:   Mass of electron = 9.10953 x 10-31 kg 
mp:   Mass of proton = 1.67265 x 10-27 kg 
mn:   Mass of neutron = 1.67495 x 10-27 kg 
NA:   Avogadro’s constant = 6.02205 x 1023 kg 
ε0:   Dielectric constant of vacuum = 8.85418 x 10-12 AsV-1m-1 
  138
εH20:   Dielectric factor of water ~80 
ηT=0:   Viscosity of water at T = 0o C = 1.79 x 10-3 Nsm-2 
ηT=20:   Viscosity of water at T = 20o C = 1.0 x 10-3 Nsm-2 
ηT=40:   Viscosity of water at T = 40o C = 0.65 x 10-3 Nsm-2 
ηT=60:   Viscosity of water at T = 60o C = 0.47 x 10-3 Nsm-2 
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Units (SI) 
 
m = milli = 10-3  
µ = micro = 10-6 
n = nano = 10-9 
p = pico = 10-12 
f = femto = 10-15 
a = atto = 10-18 
z = zepto = 10-21 
 
Basic Units: 
 
Length: Meter (m) 
Time: Second (s) 
Mass: Kilogram (kg) 
Charge: Coulomb (C) 
Temperature: Klevin (K)  
 
Derived Units 
 
1 Dalton (Da) = mCarbon/12 = 1.66057 x 10-27 kg 
1 Calorie (cal) = 4.1868 J 
1 Celsius = 273.15 K 
1 Electron volt (eV) = 1.602 10-21 J 
1 Joule (J) = 1 N m 
1 Newton (N) = 1 kg m s-2 
1 Volt (V) = 1 JC-1 
 
Glossary (for those who had a window seat in chemistry) 
 
Acid:  Donates proton to solution 
Ampholyte: Molecule consisting of basic and acidic components 
Anion:  Negative ion 
Anode:   Attracts anions; higher potential of diode 
Base:  Absorbs proton from solution 
Cation:  Positive ion   
Catode:  Attracts cations; lower potential of diode 
pH:  log10 of proton concentration in solution pH = - log10([H+]) 
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