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ABSTRACT
Due to the exponential growth of Internet use, textual content is increasingly published
in online media. In everyday, more and more news content, blog posts, and scientific
articles are published to the online volumes and thus open doors for the text summa-
rization research community to conduct research on those areas. Whilst there are freely
accessible repositories for such content, online debates which have recently become pop-
ular have remained largely unexplored. This thesis addresses the challenge in applying
text summarization to summarize online debates. We view that the task of summarizing
online debates should not only focus on summarization techniques but also should look
further on presenting the summaries into the formats favored by users.
In this thesis, we present how a summarization system is developed to generate on-
line debate summaries in accordance with a designed output, called the Combination
2. It is the combination of two summaries. The primary objective of the first sum-
mary, Chart Summary, is to visualize the debate summary as a bar chart in high-level
view. The chart consists of the bars conveying clusters of the salient sentences, labels
showing short descriptions of the bars, and numbers of salient sentences conversed in
the two opposing sides. The other part, Side-By-Side Summary, linked to the Chart
Summary, shows a more detailed summary of an online debate related to a bar clicked
by a user. The development of the summarization system is divided into three processes.
In the first process, we create a gold standard dataset of online debates. The dataset
contains a collection of debate comments that have been subjectively annotated by 5
judgments. We develop a summarization system with key features to help identify salient
sentences in the comments. The sentences selected by the system are evaluated against
the annotation results. We found that the system performance outperforms the baseline.
The second process begins with the generation of Chart Summary from the salient sen-
tences selected by the system. We propose a framework with two branches where each
branch presents either a term-based clustering and the term-based labeling method or
X-means based clustering and the MI labeling strategy. Our evaluation results indicate
that the X-means clustering approach is a better alternative for clustering.
In the last process, we view the generation of Side-By-Side Summary as a contradiction
detection task. We create two debate entailment datasets derived from the two clustering
approaches and annotate them with the Contradiction and Non-Contradiction relations.
We develop a classifier and investigate combinations of features that maximize the F1
scores. Based on the proposed features, we discovered that the combinations of at least
two features to the maximum of eight features yield good results.
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ACRONYMS
SSSD. Salient Sentence Selection Dataset. This set of data is used in the Automatic
Salient Sentence Selection process for training and evaluating tasks. In this
dataset, salient sentences in each comment were manually selected based on a
compression rate of 20%.
DEDT. Debate Entailment Dataset from the Term-based clustering approach. This is
a dataset used in the contradiction detection task. It is created on the results
derived from the term-based clustering approach.
DEDX. Debate Entailment Dataset from the X-means clustering approach. This is a
dataset used in the contradiction detection task. It is created on the results
derived from the X-means clustering approach.
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GLOSSARY
Agree side. An opposing side that agrees with or supports the argument in an online
debate.
Annotator. Annotator is noun form of annotate. According to the definition given by
the English Oxford Dictionary (EOD), annotator refers to “add note (a text or
diagram) giving explanation or comment” (Definition of annotate in English:
Annotate, 2014). In this thesis, the annotator is used as a generic term for the
individuals who assign, annotate, or judge their perspective on a given context.
For instance, this term is used in a sentence: an annotator was asked to create
a reference summary for a given task.
Debate comment. A debate comment refers to a post that answers to a debate. A
debate comment reflects users’ opinions towards debates or argues to comments
of the opposing side. A shorter term, comment, is also used interchangeably
in this thesis.
Debate. The definition of debate given by EOD is as “an argument about a particular
subject, especially one in which many people have involved: the national
debate on abortion” (Oxford, 2014a).
Debate title. This term is used to represent the argumentation of a debate (i.e. “Does
global warming exist?”).
Disagree side. An opposing side that disagrees with the argument in an online
debate.
Opposing sides. According to EOD, a term opposing is defined as “in conflict or
competition with someone or something” (Oxford, 2014b). The term opposing
side is used by Somasundaran and Wiebe (2009, 2010) to represent a side of
debates that contain different perspective on a topic. An example of using this
xi
xii
word in a sentence is “while debating, participants often refer to and
acknowledge the viewpoints of the opposing side” (Somasundaran and Wiebe,
2010). Moreover, the term opposing sides is used to refer to more than one
opposing side.
Rebuttals. Rebuttal is defined by English Oxford Dictionary as an “instance of
rebutting evidence or an accusation.” (Oxford, 2014c). Therefore, according to
this definition, rebuttal is appropriate when opposing sides have a
contradictory opinion toward a topic. In other words, rebuttal should be
mentioned in the two opposing sides.
Salient sentences. Salient sentences are those represent a summary of a debate
comment. The number of salient sentences to be selected from each debate
comment is depended on a defined compression rate. For instance, with a
compression rate of 20%, there are two sentences to be selected from a
comment containing 10 sentences.
Stance. Stance refers to “the attitude of a person or organization towards something”
(Definition of stance in English: Stance, 2014). In this thesis, we use this term
to represent a side that a user takes which also refers to the agree side or
disagree side.
Chapter 1
INTRODUCTION
The exceptional growth of internet use has changed the way people communicate and
share their opinions in online media. For example, the micro-blogging website Twitter,
allows users to post their content in 280-characters length. A popular social networking
site like Facebook allows users to interact and share content with their communities
of friends. An electronic commercial website, Amazon, allows users to ask questions
on items that they are interested in and give reviews on their purchased products.
Whilst these textual datasets are available extensively, creating the abridged versions
of the data is necessary for quick and easy access. Automatic Text Summarization has
emerged to help readers digest content expressed in such textual data.
Automatic Text Summarization is “the process of distilling the most important informa-
tion from a text to produce an abridged version for a particular task and user” (Jurafsky
and Martin, 2000). Since the emerging of automatic text summarization, a variety of
domains has been investigated by the research community. For instance, Ganesan et al.
(2010) worked on generating abstractive summaries on product reviews data related to
cars, hotels, and electronic products. Additionally, another product review dataset was
proposed by Ganesan et al. (2012) which explored reviews on televisions, mobile phones,
and GPS devices. Zhuang et al. (2006) focused on summarizing movie reviews. Morales
et al. (2008) summarized bio-medical literature with an adoption of a medical ontology.
Galgani et al. (2012) developed a summarization system to summarize legal documents.
Banerjee et al. (2015) and Wang and Cardie (2012) focused on the summarization of
meeting texts.
Whilst these domains have been studied widely by text summarization researchers,
online debates, which recently became popular among Internet users, are yet largely
unexplored. Online debate data is different from these domains. For instance, as shown
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Figure 1.1: An example of comments in a climate change debate
in Figure 1.1, on the topic Is global climate change man-made? people have different
viewpoints about the debate topic. People take a stance, express their opinions to agree
or disagree with the debate topic, and oppose the other stance. As more content is pub-
lished, they tend to add more evidence to support their opinions or even oppose other
stance. This leads to the arising of contradictory arguments in online debates. However,
such contradictory viewpoints are not caused by people’s incorrect judgment, but due
to their personal opinions, experience, interpretation of events, facts, scientific reasons,
or situations taken to make the judgments. This makes the debate data more complex
than other domains. Therefore, the summarization of online debates is an important
and challenging task and thus motivates us to carry out this research in online debate
summarization.
This thesis focuses on a domain-dependent summarization of online debates. Data re-
lated to global warming will be explored and used to generate the summaries. At the
beginning stage, we define the summary representation of our online debate summa-
rization system and introduce a system architecture for the summary generation. The
architecture is used to obtain the results are domain dependent. The next section dis-
cusses the aims and scope of this research.
1.1 Aims and Scope
This research aims to address the problem of online debate summarization through the
following research questions:
1.1 Aims and Scope 3
1.1.1 How do humans prefer online debates to be summarized?
When readers face a large number of contrastive viewpoints expressed in online de-
bates, they may need to see the primary direction of the viewpoints; what do other
people primarily think about such topic, what are the main positive or negative opin-
ions, why people have different opinions, and how they interact with other people having
contrastive ideas. As a software developer, we ask ourselves a question, How this in-
formation should be presented to readers? We thus conducted an empirical study to
investigate how debate summaries should be presented to readers.
In this thesis, we explored seven summary representations of online debates, called
summary designs. The first summary design is a Chart Summary, consisting of bars
representing groups of related sentences for the two opposing sides, labels showing short
descriptions of the bars, and the counts indicating a number of sentences expressed on
a certain topic (Liu et al., 2005). The objective of the Chart Summary is to give an
overview of online debate summaries. The second one is a Table Summary presenting
a table on a certain topic which is split into two separate columns for the two opposing
sides. Each side contains sentences related to the topic. The third summary design is a
Side-By-Side Summary. It is similar to the second one but only shows pairs of sentences
in side-by-side views (Paul et al., 2010). The pairs show the contradictions between
sentences. The fourth one is a Conceptual Map showing a tree of online debate related
to a certain topic. The other three summary designs are Combination 1, Combination
2, and Combination 3 which are created by combining a Chat Summary and a Table
Summary, a Chart Summary and a Side-By-Side Summary, and a Chart Summary and
a Conceptual Map respectively. The objective of creating the combination types is to
visualize the summary in both a high-level view and a detailed view. When a user clicks
on a bar in a Chart Summary, a detailed summary design related to the clicked bar is
generated.
After the design was completed, we conducted a user study to investigate which sum-
mary design is the most preferred one. We recruited a group of volunteers to give prefer-
ence scores and feedback on each summary design. We quantitatively and qualitatively
evaluated the study results, which showed that the Combination 2, the combination of
Chart Summary and Side-By-Side Summary is the most preferred one. More detail of
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the empirical study of summary designs can be found in Chapter 3.
1.1.2 How the Combination 2 summaries are generated from online debates?
The target output of our online debate summarization system is Combination 2, the
combination of a Chart Summary and a Side-By-Side Summary. We divide the genera-
tion of such a summary into three main processes.
1.1.2.1 Automatic Salient Sentence Selection
Salient sentences refer to those which contain the most important pieces of information
in debate comments. In short, they are the summaries of the comments. We pave the
way to the generation of Combination 2 by developing a summarization system to au-
tomatically select salient sentences from debate comments. For instance, an example
below shows a debate comment extracted from a debate. The system determines which
sentences should be considered as salient.
Yes, Global Warming is very Real! And if you would look around you, you would
see it. Ice burgs are melting in Antarctica and are causing water to rise 7 inches
in the last ten years. There are more wildfires, extremer whether. Violent storms
etc and it’s only getting worst. Temperatures are heating up. Dangerous heat
waves are becoming more. And just look at the effect of climate change. I think
it’s very real and it’s just gonna keep getting worst. So yes Global Warming is
very real.
In order to determine which sentences in debate comments are salient, we defined a
dominant set of features to advocate the selection. A support vector regression model
uses the features to score each sentence in the comments. The sentences with the highest
scores are automatically selected by the system. Additionally, to determine the number
of salient sentences to be selected from debate comments, we applied a compression rate
of 20%. To illustrate, from the example above, there are 10 sentences in the comment.
Thus, there are two sentences must be selected from this comment. The result of the
automatic selection is shown as below.
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And just look at the effect of climate change. I think it’s very real and it’s just
gonna keep getting worst.
Figure 1.2: An example of the Chart Summary
1.1.2.2 Chart Summary Generation
In the second process, we regard Chart Summary generation as clustering tasks. The
salient sentences previously selected by the system will be clustered in this process. As
shown in Figure 1.2, the bars represent clusters of the salient sentences. We created the
bars by exploring two clustering approaches: a term-based approach and an X-means
clustering approach. In the term-based approach, we employed ontologies to simply clus-
ter the salient sentences based on the climate change terms shared in the sentences. The
sentences containing the similar terms are placed in the same cluster. In the X-means
clustering approach, we used X-means clustering algorithm to automatically detect a
number of clusters (Pelleg and Moore, 2000). The automatic selected salient sentences
are transformed into vectors using the Vector Space Model (VSM) (Salton et al., 1975).
In the document indexing stage, we employed the ontologies to automatically annotate
key climate change terms in the sentences. The employment of ontologies benefits the
transformation of words to vectors by help capturing relevance of specific topics. After
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the clustering is complete, the number of the salient sentences in the clusters is counted
and represented as the frequencies on the bars.
In the next step, we extracted labels from each cluster to present brief descriptions of
the clusters. In the term-based approach, we basically consider that the terms which
are shared in the clusters are the cluster labels. This is based on an empirical as-
sumption that the terms already illustrate the central meaning of the clusters. In the
X-means clustering approach, we applied a Mutual Information approach to generate
labels (Manning et al., 2008). The approach calculates a score for each candidate term.
The terms having the highest score is chosen as the cluster labels. Once all components
are generated, they are combined and visualized as Chart Summary as shown in Figure
1.2. More detail of Chart Summary generation is discussed later in Chapter 5.
1.1.2.3 Side-By-Side Summary Generation
In the last process, we view the generation of Side-By-Side Summary as a contradiction
detection task. In general, a contradiction detection task is a subtask in classifying
sentences in textual entailment which can be two-way and three-way tasks. In the
three-way tasks, a system determines whether a hypothesis is entailed, contradictory, or
unknown to a text. These classes are defined depending on the task’s objectives.
In order to generate the Side-By-Side Summary, we created two debate entailment
datasets derived from the two clustering approaches and annotated them with one of
the two relations: Contradiction or Non-contradiction. The datasets contain pairs of
hypothesis and text sentences which will be used in a contradiction detection task. The
system determines whether pieces of information in the hypothesis are contradictory
with those in the text. We developed a classifier together with a set of key features
to automatically classify the sentence pairs according to the two relations. The target
output for this classification is to obtain the contradictory pairs in which will be the
main component in the Side-By-Side Summary. Figure 1.3 illustrates an example of a
Side-By-Side Summary. It shows the summary of a topic, global warming. The table
is split into two opposing sides, Agree and Disagree. Each row represents the sentence
pairs which is contradictory. The details of how the Side-By-Side Summary is generated
can be found in Chapter 6.
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Figure 1.3: An example of the Side-By-Side Summary
1.1.3 What resources can be used for evaluating the Combination 2 sum-
maries?
As discussed in Chapter 4, there is no collection of online debates available for the pur-
pose of evaluating debate summarization. Therefore, it is necessary to create a gold
standard dataset of online debates summaries for such purpose. Figure 1.4 gives an
overview of how online debates are annotated. In the annotation, a group of annotators
annotated a set of sentences from each debate comment. The number of the sentences
to be annotated is calculated based on a compression rate of 20% of the total sentences,
meaning that 2 sentences will be selected from a comment containing 10 sentences.
These 20% of the sentences are treated as the summaries of the comments. In this
annotation, there are 11 debates1 annotated based on 5 judgments. In total, 55 annota-
tion sets were derived: 11 debates and each with 5 annotation sets. Each annotation set
consists of 341 comments with total 519 annotated salient sentences. We refer to this
dataset as the Salient Sentence Selection Dataset (SSSD). This dataset will be used to
evaluate the quality of the salient sentences selected by the system, in the Automatic
Salient Sentence Selection process. ROUGE evaluation metrics are used to determine
n-grams overlaps between the salient sentences selected by the system and the SSSD.
More detail of this dataset will be discussed in Chapter 4.
Furthermore, we also created and annotated two datasets for the generation of Side-
By-Side Summary. These datasets are derived from the generation of Chart Summary.
1A debate contains several debate comments. The statistical information of the comments is dis-
cussed in Chapter 4.
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Figure 1.4: A procedure showing how annotators annotate sentences in debate comments
The first dataset was annotated from the term-based clustering results and the sec-
ond one was from the X-means clustering approach. The datasets were prepared by
creating pairs of RTE sentences, text (T) and the hypothesis (H), in each cluster. Sen-
tences from one opposing side were paired with those on the other side. The longer
sentences were chosen to be the text and the shorter sentences were chosen to be the
hypothesis (Lendvai et al., 2016). Once the data preparation was completed, the pairs
of H-T sentences were annotated with one of the two entailment relations: contradic-
tion and non-contradiction. More detail of these datasets will be discussed in Chapter 6.
To conclude, in this thesis, we view that the task of summarizing online debates should
not only focus on summarization techniques but also should look further on presenting
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the summaries into the formats favored by users. We present the generation of the
summaries can be achieved by automatic salient sentence selection, salient sentence
clustering, and contradiction detection tasks. We also created the necessary evaluation
datasets. Some of them are available publicly and we are planning to release the other
datasets in a later occasion. More detail of the datasets can be found in Chapter 4 and
Chapter 6.
1.2 Thesis Structure
The remaining chapters of this thesis are organized as follows.
• Chapter 2: This chapter presents an overview of automatic text summarization
according to the approaches and purposes for generating textual summaries. The
summarization of online debates falls into the purpose category.
• Chapter 3: We conduct an empirical study to investigate how human prefer
online debate to be summarized. Seven different summary representations are
presented. The result derived from this user study is a target output for our
debate summarization system.
• Chapter 4: This chapter begins with the introduction of a system architecture
and the internal processes for the summary generation. In addition, we also intro-
duce a system for collecting reference summaries and how the reference summaries
are annotated. Examples of online debates, the statistical information of the col-
lected data, and the inter-annotator agreement are discussed in this section.
• Chapter 5: In the first part of the chapter, we introduce how the summarization
system automatically selects salient sentences from debate comments. We create
a model and a set of dominant features for the selection. We evaluate the selected
sentences against ROUGE evaluation metrics. The next section paves the way
for the generation of a high-level view summary, Chart Summary. The chart is
generated by applying two clustering approaches, extracting cluster labels, and
counting the present of sentences in clusters. We report the clustering results
with mean silhouette coefficient.
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• Chapter 6: This chapter presents how Side-By-Side Summary is generated. It
elaborates how debate entailment datasets are created and annotated. Moreover,
in the next section, we introduce how the system classifies whether sentence pairs
are contradictory. Different combinations of features that maximize the classifica-
tion results are investigated.
• Chapter 7: The key results and contributions from this thesis are concluded.
The conclusion looks towards future work, including approaches to enhance the
system performance and future research directions in online debate summarization.
1.3 Publications
• Chapter 3: Published in the Computational Linguistics and Natural Language
Processing (CICLing 2016): Sanchan, N., Bontcheva, K., and Arker, A. (2016).
Understanding Human Preferences for Summary Designs in Online Debates Do-
main. Polibits, 54:79–85.
• Chapter 5, Section 5.1: Published in the Computational Linguistics and Natural
Language Processing (CICLing 2017): Sanchan, N., Arker, A., Bontcheva, K.
(2017). Gold Standard Online Debates Summaries and First Experiments Towards
Automatic Summarization of Online Debate Data. Lecture Notes in Computer
Science, 2017, Best Paper Award.
• Chapter 5, Section 5.2: Published in the Recent Advances in Natural Language
Processing, RANLP 2017, Natural Language Processing and Information Retrieval
Workshop: Sanchan, N., Aker, A., Bontcheva, K. (2017). Automatic Summariza-
tion of Online Debates. Proceedings of Natural Language Processing and Informa-
tion Retrieval Workshop associated with Recent Advances in Natural Language
Processing, RANLP 2017, 2-8 September, Varna, Bulgaria.
• Chapter 6: Aim to submit this chapter and the datasets to a conference in later
occasion.
Chapter 2
GENERAL OVERVIEW OF AUTOMATIC
TEXT SUMMARIZATION
This chapter presents an overview of text summarization. It begins with the introduc-
tion of basic summarization methods together with some of about them. In the next
section, we review and classify research in text summarization into two groups, includ-
ing methods for summary generation and the purposes of summary usage. The final
section discusses the overview of text summarization evaluation metrics.
2.1 Introduction to Automatic Text Summarization
In order to manually create a text summary, we have to read and understand the origi-
nal document and then specify important aspects to meet the objective of the summary.
As we need to compress the original document (based on the specified text-compression
ratios) and to form a summary, the summary may not contain all pieces of information
of the original document, but only the information considered as significant. Tradi-
tionally, text summarization is described as extractive summarization and abstractive
summarization (Jurafsky and Martin, 2000; Nenkova and McKeown, 2011). In the for-
mer category of summarization, the summary is created by selecting and concatenating
sentences found in the original document. In contrast, the summary in the latter cate-
gory contains different words which are not presented in the source. Listing 2.1 to 2.3
illustrate examples of extractive and abstractive summaries. It is a well-known speech
by Abraham Lincoln, the Gettysburg address.
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Original Text of Gettysburg Address by Abraham Lincoln
Fourscore and seven years ago our fathers brought forth on this continent a new
nation, conceived in liberty, and dedicated to the proposition that all men are
created equal. Now we are engaged in a great civil war, testing whether that
nation, or any nation so conceived any so dedicated, can long endure. We are
met on a great battle-field of that war. We have come to dedicate a portion of
that field as a final resting-place for those who here gave their lives that this
nation might live. It is altogether fitting and proper that we should do this.
But, in a larger sense, we cannot dedicate. . . we cannot consecrate. . . we cannot
hallow. . . this ground. The brave men, living and dead, who struggled here, have
consecrated it for above our poor power to add or detract. The world will little
not nor long remember what we say here, but it can never forget what they did
here. It is for use, the living, rather, to be dedicated here to the unfinished work
which they who fought here have thus far so nobly advanced. It is rather for
us to be here dedicated to the great task remaining before us. . . that from these
honored dead we take increased devotion to that cause for which they gave the
last full measure of devotion; that we here highly resolve that these dead shall
not have died in vain; that this nation, under God, shall have a new birth of
freedom; and that government of the people, by the people, for the people, shall
not perish from the earth.
Listing 2.1: The Gettysburg Address by Abraham Lincoln. Adapted from Speech
and language processing: An introduction to natural language processing, computational
linguistics, and speech recognition (p. 823), by Jurafsky, D., & Martin, J. H., 2000:
Prentice Hall.
2.1 Introduction to Automatic Text Summarization 13
Extractive Summary
Four score and seven years ago our fathers brought forth upon this continent a
new nation, conceived in liberty, and dedicated to the proposition that all men
are created equal. Now we are engaged in a great civil war, testing whether that
nation can long endure. We are met on a great battle-field of that war. We
have come to dedicate a portion of that field. But that brave man, living and
dead, who struggled here, have consecrated it far above our poor power to add
or detract. From these honored dead we take increased devotion to that caused
for which they gave the last full measure of devotion – that government of the
people, by the people, for the people, shall not perish from the earth.
Listing 2.2: Extractive summary of the Gettysburg Address by Abraham Lin-
coln.Adapted from Speech and language processing: An introduction to natural language
processing, computational linguistics, and speech recognition (p. 823), by Jurafsky, D.,
& Martin, J. H., 2000: Prentice Hall.
Abstractive Summary
This speech by Abraham Lincoln commemorates soldiers who laid down their
lives in the Battle of Gettysburg. It reminds the troops that it is the future of
freedom in American that they are fighting for.
Listing 2.3: Abstractive summary of the Gettysburg Address by Abraham Lin-
coln.Adapted from Speech and language processing: An introduction to natural language
processing, computational linguistics, and speech recognition (p. 823), by Jurafsky, D.,
& Martin, J. H., 2000: Prentice Hall.
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Moreover, text summarization can be single-document summarization whereas the sum-
mary is derived from one document. Producing the headline of a document is an exam-
ple. Another type is multi-document summarization in which a summary is produced
from a group of documents. Multi-document summarization can be applied in summa-
rizing web content (which contains several pages or sections) on the same topic.
Furthermore, there are three more types that text summarization can be. In generic
summarization, the summary is aimed to be created for the general audience — not
considering specific users or information need. This summary allows readers to quickly
determine what the document is about. In query-focused summarization, the summary
contains only the information that answers the user query. For instance, a user issues a
query to search for the relevant document. A search engine returns a summary of each
document which helps the user to easily determine which document is needed. The final
type is update summarization. It is multi-document summarization that summarizes “a
set of recent documents relatively to another set of earlier documents” (Alfonesca and
Delort, 2012).
2.2 Related Work in Text Summarization
In this thesis, we classify research in automatic text summarization into two groups. In
the first group, text summarization is classified according to approaches that are used
to process the input text. Single-feature scoring, multi-feature scoring, topic signatures,
cluster-based approach, graph-based approach, lexical chain approach, knowledge-based
approach, and latent semantic analysis are its division. In the second group, we classify
text summarization by the purpose of generating the automatic summary for certain
tasks. For example, update summarization aims to generate new information, assuming
that readers have previously seen information on this topic. Figure 2.1 outlines these
classifications.
2.2.1 Text Summarization Classified by Approaches
Regardless of the type of automatic text summarization, an extractive summary is
generally produced according to two steps.
1. Textual Unit Scoring. Textual unit to be included in a summary can be words,
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phrases, sentences or entire paragraphs which will be scored. The objective of
textual unit scoring is to determine the important sentences to be included in the
final summary.
2. Summary Generation. The summary is generated by choosing high scoring textual
units until a defined summary compression rate is achieved.
The next section will discuss different approaches that have been investigated in text
summarization.
Figure 2.1: Classification of Automatic Text Summarization
2.2.1.1 Single-Feature Scoring Approaches
2.2.1.1.1 Word Frequency. The core concept of word frequency employs statistical
counts of words in the input. This approach assumes that important sentences are those
containing words that occur frequently. The score of a sentence increases if it contains
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more frequent words. Luhn (1958) explored automatic methods to obtain abstracts
by applying word frequency, based on the assumption that a writer generally repeats
certain words when he expresses on an aspect of a subject. Such words are considered as
significant words. Luhn (1958) defined a high-frequency line and a low-frequency line as
a boundary of significant and non-significant words. Outbound words will be ignored.
Inbound words will be used for sentence scoring. Sentences with high-frequency words
are more significant to be included in the summary, than those with low-frequency
words.
2.2.1.1.2 Cue Words. Cue words or phrases in a sentence indicate important in-
formation. An example of work that applied this approach is Edmundson (1969). The
author applied cue words in his work based on the assumption that relevant sentences
can be found based on the presence of cue words. Examples of those words are “impos-
sible”, “significant”, and “hardly”.
2.2.1.1.3 Title Words. Title words are also known as headline words and heading
words. The presence of words in document title or headline indicates the importance
of information. This is based on an assumption that a writer tends to repeat the title
words in documents. Thereby, a sentence containing words presented in a document
title or a headline is likely to contain important information. As shown in Equation 2.1,
Suanmali et al. (2009) applied a heading word approach to score sentences.
Title Word, T =
number of title words in a sentence
number of words in the title
(2.1)
2.2.1.1.4 Sentence Position. The position of sentences in the text also indicates
the salient parts of documents. Baxendale (1958) conducted an experiment to discover
which position in the text the important sentences are mostly found. In this experiment,
he conducted a test on 200 paragraphs and concluded that about 85% of paragraphs the
important information is placed in the first paragraph and about 7% in the final para-
graph. Edmundson (1969) also studied the sentence position. He additionally described
that heading and sub-heading are also the significant positions where salient sentences
can be found. However, this is not a standard for text in every domain. Lin and Hovy
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(1997) found that text in different genres can have different structures so that salient
sentences are located at different positions, depending on text genre.
Sentence Position, P = 5/5 for 1st, 4/5 for 2nd,
3/5 for 3rd, 2/5 for 4th,
1/5 for 5th, 0/5 for other sentences
(2.2)
2.2.1.1.5 Sentence Length. Length of the sentences can be also used to determine
which sentences should be included in the summary. The assumption behind this is ei-
ther a very short or a very long sentence is unlikely to be included in the summary.
Equation 2.3 is a formula to acquire a score for sentence length.
Sentence Length, L =
number of words in a sentence
number of words in the longest sentence
(2.3)
2.2.1.2 Multi-Feature Scoring Approaches
In the selection of sentences in the input text for the extractive summarization, a general
approach is to score all sentences in the input. High scoring sentences will be conse-
quentially selected and included in the summary. In the previous section, we discussed
single features such as word frequency, cue words, headline words, and sentence position.
In this section, we introduce the utilization of multi-feature scoring approaches which
use a combination of features to score sentences.
2.2.1.2.1 Linear Combination. The concept of linear combination is expressed in
the filed of linear algebra and other related areas in mathematics. A linear combina-
tion formula is defined by multiplying all numbers and constant values (or weights) and
adding all of them up (Strang, 2006; Lay, 2006). The linear combination of features has
been broadly used by in text summarization. One of the work utilizing this approach
was by Suanmali et al. (2009). They generated the summaries by extracting sentences
from the input text based on 8 feature, including Title Feature, Sentence length, Term
Weight, Sentence Position, Sentence to Sentence Similarity, Proper Noun, Thematic
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Word, and Numerical Data. In this work, each pre-processed sentence is transformed
into a vector of eight features. Later, a score of a sentence is calculated from the fea-
tures. A sentence weighting equation was defined to calculate weights for the features.
Equation 2.4 shows how the definition of the weight function for the eight features is
defined. Score(S) refers to the score of the sentence S and S_Fk(S) refers to the score
of the feature k.
Score(S) =
8∑
k=1
SFk(S) (2.4)
To score a sentence, values derived from the features are multiplied with those derived
from the weight function. Then, all the values are added up. A set of highest scoring
sentences is then extracted and used for generating the summary. Equations 2.1 to 2.3
show some features used by Suanmali et al. (2009). Note that in equation 2.2, the first
5 sentences in the paragraphs are considered as the significant sentences.
Score Si = w1Ti + w2Li + w3Pi (2.5)
After calculating the score of each feature, the total score of a sentence is represented
by Equation 2.5. Score Si is the total score of a sentence Si. The variables Ti, Li, and
Pi indicate feature scores of sentence Si. w1, w2, and w3 refer to the weights of the
linear combination of the title, sentence length, and sentence position features.
Another example of applying linear combination was proposed by Saggion (2008). They
implemented a toolkit on GATE (Cunningham et al., 2011) for summarizing text, called.
SUMMA. The tool allows users to combine language resources and components in the
application for creating different summarization pipelines. Examples of the features used
for producing scores and generating summaries are sentence position, term frequency
(TF-IDF), cue words, title words, etc.
2.2.1.3 Topic Signatures
In the summary generation, one important key is to identify concepts in the input text to
be included in the summary. Topic signatures are the important concepts automatically
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extracted from the input text. The intuition of topic signatures was introduced by
Lin and Hovy (2000). They are generated by comparing words in two sets of text
using the concept of the likelihood ratio. Words appearing occasionally in the input
but rarely in other text are considered the topic signatures. Lin and Hovy (2000)
generated summaries by extracting sentences containing unigram, bigram, and trigram
topic signatures. They reported that the best summaries are obtained by the utilization
of bigram topic signatures.
2.2.1.4 Cluster-based Approaches
The intuition of the cluster-based approach is to group similar sentences into the same
clusters. Similar sentences are usually measured by applying the concept of similarity
in which highly similar sentences are grouped into the same cluster. The most com-
mon approach is the utilization of cosine similarity to define which sentences are close
to the other sentences. Equation 2.6 illustrates the equation of cosine similarity measure.
cos(~q, ~d) =
n∑
i=1
qidi√
n∑
i=1
q2i
√
n∑
i=1
d2i
(2.6)
Generally, clustering algorithms can be classified as agglomerative and partitional. Ag-
glomerative clustering is an iterative clustering algorithm in which each sentence is
considered as an individual cluster at the first stage. Later on, all individual clusters
will be iteratively merged into larger clusters when some conditions are met (Tunggal,
2012). In contrast, in partitional clustering approach, all sentences are placed in a single
large cluster. This cluster will be iteratively divided into smaller clusters. These clusters
will consequently contain only high similarity sentences. The K-Means algorithm is an
example of partitional clustering algorithm (Tunggal, 2012).
Saggion and Gaizauskas (2004) worked on a multi-document summarization by deter-
mining sentences at the cluster centroid. A cluster centroid represents a group of related
sentenced. Sentences in the clusters are scored by combining a set of similarity features,
an absolute document position feature, and the adjusted weights. The final scores are
used for ranking the sentences.
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Radev et al. (2004) presented an extractive multi-document summarizer, MEAD, which
creates a summary of news documents based on document cluster centroids. In this
work, related documents are grouped together into clusters. Each document is repre-
sented as a vector of TF-IDF (Term Frequency Inverse Document Frequency). Centroids
of documents are pseudo-documents which compose of words that have TF-IDF scores
above a predefined threshold. These centroids are used to determine sentences in each
cluster that are most similar to the centroid. As the centroid contains highly ranked
sentences, sentences containing words from a centroid are considered as significant and
included in the summary. Centroid values, position values, and first sentence overlap
are the key features that are used by the MEAD algorithm to extract sentences.
2.2.1.5 Graph-based Approaches
Graph-based approaches are used in automatic text summarization to map text as a
graph. The representation of the graph is the connection or linkage between nodes and
edges. While nodes represent textual units in documents, edges represent different types
of relations between the connected nodes.
Erkan and Radev (2004) applied a graph-based approach to summarize the DUC 2004
data, newswire articles. In the graph, each node is represented by a sentence and edges
are similarity relations between sentences. Sentences are transformed into Bag-of-Word
representation. Words in sentences are used to compute TF-IDF values. These values
are later used to calculate cosine similarity scores, indicating the similarity between
two nodes. If the similarity is higher than a predefined threshold, a relation connected
between the two nodes is drawn between them. Sentences that are strongly connected
to many other sentences are considered as salient sentences and should be included in
the summary.
Plaza et al. (2010) worked on a summarization of biomedical text as a graph-based
approach. In the graph, they present the nodes as concepts derived from the UMLS
Metathesaurus. The links among the nodes represent different semantic relationships.
In this work, the researchers point out that the performance of the system improved
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with the use of word sense disambiguation.
2.2.1.6 Lexical Chains and Co-reference Chains Approaches
The notion of cohesion was initially presented by Halliday and Hasan (1976), elaborat-
ing how words attached together to form text. Text formation is based on the use of
grammatical cohesion and lexical cohesion. Lexical cohesion is a cohesion that results
from semantic relations between terms. Morris and Hirst (1991) described an example
of a semantic relation in sentences as:
1. Mary likes green apples.
2. She does not like red ones (Morris and Hirst, 1991).
Morris and Hirst (1991) classified lexical cohesion into two classes: reiteration and col-
location. The first class covers repetition terms, synonyms, and hyponyms. The second
class covers words that tend to occur together (i.e. teacher and school). However, Mor-
ris and Hirst (1991) mentioned that lexical cohesion does not appear only between two
terms, but also over the sequences of nearby related terms. The sequence of related
terms is called lexical chains. It contributes to the continuity of lexical meaning. In
other words, lexical chains go beyond sentence boundaries and can connect to other
terms over the entire text. Morris and Hirst (1991) expressed this example as below.
The terms: virgin, pine, bush, trees, trunks, and trees are lexical chains spanned in the
following example:
In front of me lay a virgin crescent cut out of pine bush. A dozen
houses were going up, in various stages of construction, surrounded
by hummocks of dry earth and stands of precariously tall trees nude
halfway up their trunks. They were the kind of trees you might see
in the mountains (Morris and Hirst, 1991).
Lexical chain approaches heavily rely on WordNet, an online thesaurus source provid-
ing access to word senses, synonym, antonym, general meaning, and specific meaning
(Nenkova and McKeown, 2011). For instance, Barzilay and Elhadad (1997) used the
lexical chains technique integrated with WordNet to construct a summary, based on the
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concept that a generated summary for “network” has to reflect the occurrences of chained
terms “network”, “net”, and “system”. Otherwise, the summary would extract informa-
tion separately for every term. The authors chose candidate nouns and noun compounds
(e.g “digital computer”) from the input text and derive chains (related words) of these
candidate words from WordNet. Groups of lexical chains were constructed. Each group
had a different meaning. Lexical chains are scored by utilizing Equation 2.7 and the
strength of the chain is determined according to the criterion shown in Equation 2.8.
The strong chains indicate important sentences which will be extracted.
Score(Chain) = Length ∗Homogeneity (2.7)
where:
Length: Number of occurrences chain members
Homogeneity index: 1 - the number of distinct occurrences divided by the length
Score(Chain) > Average(Scores) + 2 ∗ StandardDeviation(Scores) (2.8)
To extract sentences by utilizing the selected strong chains, three alternatives were in-
vestigated: for each chain, (1) extract the sentence that contains the first appearance of
a chain member in the text, (2) extract the sentence that contains the first appearance
of a representative chain member in the text, and (3) extract the sentence matching
several chain members. Representative chain members refer to terms that represent
topics more than other terms in the chain. Those terms occur more frequently than
other terms in the chain are regarded as representative chain members. In this work,
the authors reported that the second alternative outperformed the others.
Brunn et al. (2001) also applied lexical chains to increase the summary coherent. In
the preprocessing step, the input text was divided into segments that express the same
topics. Two-phases sentence selection approach was used. Segments are ranked with
scores of a lexical chain. The best scoring segments are used to select the most salient
and the best-connected sentences.
Azzam et al. (1999) focused on generic text summarization. The system produces sum-
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maries from text by identifying the best chain that represents the core topic of a text.
The author defines some criteria in the selection of the best chain. First, the chains
should contain the instances which are frequently mentioned in a text. If multiple chains
exist with the same length, only a single chain is selected. Second, the candidate chains
which span similarity to the original text are more flavored. Third, the chains that
contain instances appearing in earlier paragraphs or in the headlines are preferred. This
is based on the assumption that terms appearing in the titles and earlier sentences are
significant. In the summary generation, several heuristic rules are defined to extract
the best coreference chain from the set of coreference chains. The best chain is used to
extract sentences to be included in the summary.
Saggion and Gaizauskas (2005) worked on a multi-document summarization on bio-
graphical text using a pattern-based approach. The system generates a summary of
a target based on the given cluster of documents related to the target. An example
of a summary includes aspects of the target i.e. name, occupational background, age,
and health condition. These are identified by co-referencing algorithms. To generate a
summary, the system identifies a set of representative sentences from the input using
a pattern-matching algorithm. Then, the redundant information in the representative
sentences is reduced until meeting a defined compression rate.
2.2.1.7 Knowledge-based Approaches
Tunggal (2012) mentioned that content in documents typically related to certain topics
or events. In general, they are a member of particular domains which uniquely have
their own knowledge structure. One example of knowledge that is frequently used in
automatic text summarization is ontology. “Ontology is a collection of key concepts
and their inter-relationship collectively providing an abstract view of an application
domain” (Lee et al., 2003). The utilization of ontology in text summarization enhances
summarization process. For example, Morales et al. (2008) applied UMLS1, a medical
ontology, to help the summarization of the bio-medical literature. The authors applied
the medical ontology to capture concepts in data and presented them as nodes in the
graph-based representation.
1http://www.nlm.nih.gov/research/umls/
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2.2.1.8 Latent Semantic Analysis
In Latent Semantic Analysis (LSA), the input document is transformed into a word by
sentence matrix A. The rows of matrix A represent words appearing in the input and
the columns are the sentences. In a matrix, an entry aij corresponded to the weight of
word i in sentence j. The weight is derived from the calculation of TF-IDF. The sen-
tence without words indicates that the weight is zero. The size of the matrix depends
on the size of the input document. Singular Value Decomposition (SVD) is a standard
technique applied to matrix A, as the product of three matrices UΣV T . The complete
SVD formula is shown in equation 2.9 (Gong and Liu, 2001; Steinberger et al., 2007).
A = UΣV T (2.9)
Gong and Liu (2001) proposed a generic summarizer that generates a summary by
ranking and extracting sentences from the input text based on two methods. The first
method applies standard IR methods to measure sentence relevance and the second
method uses LSA to semantically determine salient sentences. By applying the LSA
approach, Gong and Liu (2001) found that matrix V T indicates salient information (i.e.
topic words) discussed in the input document. In order to generate a summary, each
row of matrix V T is determined and the highest-value sentences are selected until the
summary compression rate is reached.
2.2.2 Text Summarization Classified by Purposes
In this section we classify text summarization by the purpose of generating automatic
summaries for certain tasks. For example, update summarization aims to generate new
information assuming that readers have previously read some information on this topic.
Moreover, the problem of generating summaries for online debates is also grouped in
this section, as we aim to generate the summaries of contradictory in debate data.
2.2.2.1 Aspect-Based Opinion Summarization
Aspect-based opinion summarization focuses on capturing the opinionated aspects in
content and extracting sentiment on those aspects. Hu and Liu (2004) worked on the
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summarization of product reviews, categorized by sentiment orientations. They began
with mining product aspects from customers’ opinions, determining opinion orientations,
and then summarizing the overall results in a table format. Another interesting work was
done by Zhuang et al. (2006) on mining and summarizing movie reviews. They extracted
features from the reviewed opinions and classified whether the opinions are positive or
negative. A multi-knowledge based approach integrated WordNet, a statistical analysis,
and a movie knowledge (i.e. movie names, names of characters, etc.) was proposed to
achieve the summarization task.
2.2.2.2 Update Summarization
Another research trend in text summarization is update summarization. The objective
of generating summaries in update summarization task is to inform the readers about
new information from the previous ones they had read. Du et al. (2010) leveraged a
manifold ranking with sink points. The sink point refers to sentences having a minimum
score. Other sentences with the scores closed to the sink points (e.g sentence sharing
similar information with the sink points) will be penalized. It helps capture redundant
information in newer information. Moreover, as considering that documents may arrive
sequentially, Wang and Li (2010) proposed a new summarization method, an incremental
hierarchical clustering framework, to update summary in real time when new documents
arrive.
2.2.2.3 Cross-Language Document Summarization
Given a document or a set of documents in one source language, cross-language document
summarization aims to create a summary in a specific language. Several works, such as
Wan et al. (2010), employed machine translation technique to translate documents to
the target language before producing a summary. Another popular approach produces
a summary in the contrast way. The summary will be initially extracted and then
translated to a target language. In this work, we are not emphasizing on this genre of
summarization as it is different from the summarization of online debates.
2.2.2.4 Online Debate Summarization
2.2.2.4.1 Contrastive Summarization. Contrastive Summarization is the study
of generating the summary for two entities and finding the difference of sentiments
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among them (Lerman and McDonald, 2009). This type of summarization requires the
classification of polarity in order to “contrast” opinions expressed in different sentiments
(Campr and Jezek, 2012; Paul et al., 2010). Several researchers have been studying the
problem of contrastive summarization. One interesting work focuses on summarizing
contrastive sentence pairs by aligning positive and negative opinions on the same aspect
(Kim and Zhai, 2009). In this work, contrastive sentence pairs were constructed based
on two criteria: 1) choose sentences that represent a major sentiment orientation; and
2) the two sentences should have opposite opinions on the same aspect. Similarity func-
tions were used for determining contrastive sentence pairs. Then sentence pairs were
used as input for generating a contrastive summary. The summary was aimed to help
readers compare the pros and cons of mixed opinions.
Another similar work was done by Paul et al. (2010). They attempted to summarize
contrastive perspectives in the opinionated text by constructing two types of summary,
a macro multi-view summary and a micro multi-view summary. The former type con-
tains multiple sets of sentences in which each sentence has different perspectives. These
sets can be compared to understand the different perspectives. The latter type contains
a set of contrastive sentence pairs. Each pair has two sentences (different perspectives)
for a better understanding of the differences between two perspectives. They assumed
that input documents have a common opinion target. To determine the sentiment ori-
entation, they used the Subjectivity Clues lexicons presented by Wilson et al. (2005).
In addition, the researchers applied the Topic-Aspect Model (TAM), an extension of
the Latent Dirichlet Allocation (LDA) model, to extract aspects and opinions in the
opinionated text in the first step. In the second step, a random walk formulation was
used to score sentences and pairs of sentences.
Witte and Bergler (2007) proposed a Topic Clusters approach to generate extractive
summaries for contrastive, focused, and update summarization. A topic cluster is an
abstract representation of topics occurring in the whole collection of documents. Topic
clusters are generated in three steps 1) the extraction of noun phrases (NP); 2) the
production of co-reference chains from the generated noun phrases; and 3) the gener-
ation of clusters using a fuzzy algorithm and the determination of clusters’ size (i.e. a
number of NP it contains). Focus on the contrastive summarization problem. The au-
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thors defined the contrastive summary as the composition of two parts of the summary:
common-theme summary and contrastive theme summary. The first part is generated
by obtaining sentences that share most common topics in the collection. As topics are
identified by clusters, the larger clusters indicate the more important topics. A highest-
rank candidate noun phrase is selected from each cluster. The candidate noun phrases
are used for choosing the sentences they appear in. In another part of the summary,
the contrastive theme summary is generated by using a defined threshold. For example,
common topics are identified if more than 90% of the topics are shared in the collection.
If less than 5% of the topics are shared, these indicate unique or distinguishing topics.
The authors sorted the distinguishing clusters by the size to obtain a list of topics that
are the most important for a document but not mentioned in any other documents.
Likewise, to the first part summary, highest-rank candidate noun phrases are identified
and used for selecting sentences in the contrastive summary.
Lerman and McDonald (2009) also investigated contrastive summarization for pairs of
entities in consumer reviews. The researchers aimed to highlight differences between two
products where, for example; a person who is making a decision to purchase a product
wants to see the differences between the top candidates without reading reviews for each
product. However, this work only focused on generating summaries for two entities in
order to highlight their differences. It does not summarize key opinions in text on the
same topic.
Another related work was presented by Fang et al. (2012). The authors did not fully
work on text summarization. Instead, they worked on the Information Retrieval prob-
lem of mining contrastive opinions in political texts. Given a user query, the system
finds opinions of multiple aspects respected to the query and quantifies their differences.
For example, to answer a question “what are the respective opinions of U.S., China, and
India on Dalai Lama and how much the difference among them?”, the opinions words
are returned as “nonviolent” for U.S., “rebellious” for China, and “Holy” for India. Ad-
ditionally, the system also reports a score showing contrastive opinions among aspects.
The authors proposed a Cross-Perspective Topic (CPT) model to tackle the problem of
contrastive opinion modeling. The model helps stimulate how opinions are generated in
documents of different aspects. To extract opinion words, the authors utilized opinion
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clues, which were presented by Furuse et al. (2007), as criteria to judge whether a sen-
tence expressed an opinion. Example categories of opinion clues are thought (I think),
intensifier (extremely), impression (confusing), emotion (glad), etc. Then the authors
used a scoring function to find statements which best express opinionists’ perspectives.
2.2.2.4.2 Comparative Summarization. Comparative Summarization is the study
of finding differences between two comparable topics. Sentiment classification may not
be required for this type of summarization (Campr and Jezek, 2012). Zhai et al. (2004)
worked on comparative text mining problem which aimed to discover common topics in
news articles and laptop reviews and to summarize commonalities and differences in a
given set of comparable text collections. A probabilistic mixture model was proposed.
It generates clusters of topics across all collections and in each collection of documents.
The model generates k collections of specific topics for each collection and k common
topics across all collections. Each topic is characterized by multinomial word distri-
bution (also called a unigram language model). High probability words are used as
representatives of each cluster and are also included in the summary.
Huang et al. (2011) worked on comparative news summarization. To solve an optimiza-
tion problem, they used a linear programming approach to select the most appropriate
sentences that are able to maximize the comparatives in the summary and the repre-
sentativeness in news topics. A sentence is considered as comparative or representative
depending on the sharing of comparative concepts or the expression of important con-
cepts about the news topics in the sentence. To identify concepts, the authors determine
named entities and bigrams which appear frequently in the documents. The concepts
are later used for detecting comparable sentences. The example below shows that the
phrase “FIFA World Player of the Year ” appears in both sentences making the two
sentences comparable.
Lionel Messi named FIFA World Player of the Year 2010.
Cristiano Ronalo FIFA World Player of the Year 2009.
As the authors assume that the same phrases appearing in the same sentences allow-
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ing two sentences to be comparable, this assumption cannot be applied to other pairs of
sentences. To illustrate, although a phrase appears in both sentences, the other sentence
may focus on other information in that sentence, not to the phrase. This case makes
the two sentences incomparable.
Another related work was proposed by Wang et al. (2012). They studied the summa-
rization of differences in groups of comparable documents by proposing a discriminative
sentence selection method to extract the most discriminative sentences which best de-
scribe specific characteristics of each group of documents.
Most of the work has been focusing on the summarization of negative and positive
aspects and making the comparison of those entities side-by-side. It will be more in-
teresting and challenging to summarize contradictory opinions of entities. The next
section will discuss a debate stance recognition problem which considers contradictory
arguments in the text.
2.2.2.4.3 Debate Stance Recognition. Debate Stance Recognition is also rele-
vant to the problem of online debate summarization that we are interested in. Stance
refers to “the attitude of a person or organization towards something” (Definition of
stance in English: Stance, 2014). For example, in a debate “Do you believe in the ex-
istence of Global Warming? ”, there are two stances or sides which a person may either
agree or disagree with the existence of global warming.
A number of research have been studied a recognition of stance in debate text. Soma-
sundaran and Wiebe (2009) noticed that in online debate posts, people debate issues,
express their favorites, oppose other stances, and argue why their thought is correct. To
determine a positive sentiment about one target, expressing a negative sentiment about
the other side is a key target. For instance, in a debate “which mobile phone is better:
iPhone VS Blackberry”, people supporting iPhone may give reasons to affirm why iPhone
is better. In addition, they may also express why Blackberry is not. On the Blackberry
side, people may also find reasons to support their opinions and argue why the phone is
unfavorable. However, to identify stance in this work, it is important to not only con-
sider positive and negative sentiment but also consider which target an opinion refers to.
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Somasundaran and Wiebe (2009) presented an unsupervised opinion analysis method
for debate-side classification. Their work emphasized on dual-sided, dual-topic debates
— there are two sides of a debate. The debate data about named entities, iPhone vs.
Blackberry, was used in this study. In addition, the subjectivity lexicon was used to
determine opinions. The overall processes can be briefly summarized as:
1. Finding and pairing opinions with targets. Opinions are detected by using the
identification of subjectivity lexicon words and are paired by using a rule-based
system, based on a dependency parse information.
2. Learning aspects. Find probabilities of how frequent an aspect is followed by an
opinion expressed on each opposing side. These probabilities are generated from
a new set of data collected from an online discussion forum. The author made an
assumption that the aspects may be associated with debates.
3. Apply Integer Linear Programming (ILP) to probabilities in (2) to score and
classify debate side.
However, in this work, there are some important concerns that should be stressed. First,
as some lexicon words contain both objective and subjective senses, the system made
a wrong interpretation in sentences. Second, as the debates contain few lexicons, it is
difficult to identify opinions in sentences by applying only lexicons.
Another work from Somasundaran and Wiebe (2010) also explored dual-side debate in
different domains: the existence of God, health care, gun rights, gay rights, abortion, and
creationism. The opinion-target pair, sentiment, and arguing lexicons were used to rec-
ognize stance of debates. MPQA corpus which was annotated with arguing subjectivity
was used to generate unigram, bigram, and trigram arguing lexicons. For example,
“insist” in a sentence, “Iran insists its nuclear program is purely peaceful purposes.” in-
dicates the speaker is arguing. Support Vector Machine algorithm integrated with an
arguing-based feature, an arguing-lexicon feature, and a sentiment-based feature is used
to classify stances of debate posts.
Anand et al. (2011) also worked on the dual-sided debate classification problem. They
used a rule base classifier, JRip to identify whether a post is contradictory. A supervised
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method based on Naive Bayes is utilized for classifying stance. Several linguistic and
structural features including unigram, bigram, cue words, repeated punctuation, and
opinion dependencies were utilized to construct a stance classification model. Two sets
of contradiction data used in this study are capital punishment and cats VS dogs. This
similar approach was also applied in Abbott et al. (2011) for distinguishing agreement
and disagreement in political data.
2.2.2.4.4 Contradiction Detection. Contradiction occurs when information is ex-
pressed differently in two given texts (Harabagiu et al., 2006). Contradiction is fre-
quently found in online debate data and thus is related to the problem of debate sum-
marization. Researchers proposed various approaches to help identify a contradiction in
text. The contradiction detection task is viewed as 1) it is one of the subtasks in clas-
sifying relations in textual entailment; and 2) it is predominantly related to sentence
similarity and sentence relatedness. Text entailment can be two-way and three-way
tasks. In two-way text entailment task, a system determine whether a Hypothesis (H)
is entailed by Text (T) (Dagan et al., 2013). The classification can be “YES” if H is
entailed and “NO” otherwise. In the three-way task, the classification can be “YES” if H
is entailed, “NO” if texts are contradictory, and “UNKNOWN” if the texts are neither
entailed or contradictory. Text entailment beneficially allows us to recognize whether
the same meaning is inferred by different sentences. The following elaborates examples
of the related work for detecting the contradiction in text.
One of the traditional approaches to detect the contradiction in text was presented by
Harabagiu et al. (2006). Their framework has primarily relied on negation and antonym
which helped identify the contradiction in text. However, the application of these fea-
tures only achieves the accuracy of 62%.
Nguyen and Shirai (2013) proposed two classifiers in the detection of agreement and con-
tradiction in English news articles. The first classifier is a rule-based approach which
employs a lexical matching to evaluate whether words in sentence pairs have equal mean-
ing and employ negation clues to determine negation in the pairs. Another classifier is
a bootstrapping-based classifier which calculates a polarity score of each pair. If the
two sentences agree to a defined condition, add 1 to the polarity score. Otherwise, the
polarity score is subtracted by 1. The results of this work reveal that their proposed
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work can efficiently classify agreement but not the contradiction due to the complexity
and various kinds of controversy in text. A possible reason is the usage of the cosine
similarity measure for word overlaps in the alignment process. It is only able to detect
sentence similarity and relatedness, not contradictory text.
Another interesting work was proposed by de Marneffe et al. (2008). They primarily
worked on a contradiction detection task. Logistic regression with polarity, number dif-
ference, date and time difference, antonym features was also used to classify if sentence
pairs are contradictory. The authors pointed out that for two sentences to be contradic-
tory, they must express the same event. Thus, event co-reference method was included
to handle such task.
Marneffe et al. (2009) expanded their work by constructing the alignment of hypothesis
and passage (text) from a defined function. To determine whether the hypothesis is
entailed by the passage text, dot product scores are calculated from a set of features.
To classify the contradiction class, Marneffe et al. (2009) utilized a logistic regression
approach to classify whether or not sentences pairs are contradictory. The authors
reported their precision and recall of the contradiction detection as 28% and 8% respec-
tively.
2.2.2.4.5 Argumentation Mining. Argumentation mining is a new research area
which recently attracts the attention of research communities. When people involve in
argumentation, they try to understand the stated problems, make a scientific judgment,
explain, and defend their opinions (Palau and Moens, 2009). A task of argumentation
mining is to detect arguments and their relations presented in text (Šnajder, 2017). The
term relations in this context refers to a representation of arguments which is consti-
tuted by pieces of evidence. In addition, arguments are also presented as claims, premise
supporting people’ opinions which can be true or false (Palau and Moens, 2009). To
extract arguments in text, a computer system determines the boundary of text spanning
in documents to make a judgment whether it is contributing to an argument, justifies
a piece of text is claim or premise, and finally concludes which statement in text is an
argument. For these reasons, the task of argument mining is difficult and becomes a
challenging task.
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Researchers have proposed various methods to detect arguments in textual corpora.
Cabrio and Villata (2012) aimed to detect arguments which users used to support their
propositions in text. The authors combined the textual entailment framework and the
argumentation theory to automatically extract arguments from online debates. In the
creation of H-T pairs, they extracted opinions expressed on a topic (referred as an ar-
gument) and pair this argument with other arguments. Next, to extract arguments,
elements in contradiction and entailment were mapped to those attack and support re-
lations respectively.
Boltužić and Šnajder (2014) collected argumentative text from online discussion forums
and train their classifiers to detect arguments in the text. They matched the annotated
text to a set of predefined topic-based arguments which can be either attack or sup-
port relation. Textual entailment features, semantic similarity features, and a stance
alignment features were utilized in the extraction.
2.2.2.5 Other Related Summarization Problems
Park et al. (2011) proposed a method for classifying news articles with different views
on contentious issues. This work did not consider the polarities of the article. Instead,
they focused on identifying two group of disputants in contentious issues as important
features for understanding the discourse. They utilized quotes appearing in news arti-
cles to extract disputants before partitioning disputants into two groups. However, the
major problem with this approach is that it can be only applied to data containing a
great number of quotations.
To sum up, researchers have proposed different approaches to handle the problem of
stance identification and stance classification (classification of debate sides), contradic-
tion detection, and argumentation mining. The work that we are interested in, auto-
matic summarization on debate text is rarely found. The next section will discuss the
work of Ranade et al. (2013) which is the pioneer in online debate summarization and
discuss one related work that grounds argumentation mining work for the summariza-
tion of online debates.
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2.2.3 Online Debate Summarization
Since the work related to online debate text summarization is a novel research area, its
related work is rarely found. Ranade et al. (2013) worked on the problem of extractive
summarization in online debates. System summaries are generated by ranking the
smallest units of debates, called Dialogue Acts (DAs). The most highly ranked DAs
are chosen until the desired summary length is reached. A linear combination equation
for this ranking uses four different features to calculate DAs.
1. Topic Relevance. Sentences having information or expressing opinions about de-
bate topics (topic-related sentiment sentences) are most important in debate sum-
marization. Topic Directed Sentiment Score feature and Topic Co-occurrence are
used to capture topic relevance of DAs.
(a) Topic Directed Sentiment Score Feature. Topic-related sentiment sentences
are scored using a dependency parse of the DAs and the sentiment lexicon,
SentiWordNet.
(b) Topic Co-occurrence Feature captures DAs that contain words which highly
co-occur with the debate topic.
2. Document Relevance Feature. TF-IDF and sentiment scores of words are used to
calculate the document relevance of DAs as shown in Equation 2.10.
tf − idfDA =
∑
w∈DA
(tf − idf(w) ∗ sentiScore(w)) (2.10)
3. Sentiment Relevance Feature is used to count a number of sentiment words and
to determine a sentiment score of each DA word.
4. Document Context Relevance focuses on two textual units.
(a) Sentence position considers the initial and end of debate post are important.
(b) Sentence length considers long sentences are more meaningful to be included
in summary than the short ones.
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In this work, extractive gold standard summaries were constructed by two people.
ROUGE-1, ROUGE-2, and ROUGE-L (Lin, 2004) were used to evaluate the system
against the gold standard summaries. The main concern in this work is that they fo-
cused on the application of sentiment words in debate text. However, in some debate
text, for example; climate change topics, the data mostly lacks sentiment words. Other
opinion clues might be more useful for detecting opinions in this case. Another impor-
tant concern is that some data may contain multiple debate issues where people argue
about the issues without positive or negative expressions. Thus, the opinion that should
be included in the summary may hide in text. In the worst case, Park et al. (2011) also
noticed that people may ignore the opponent’s argument and emphasize a different dis-
cussion point instead. For this reason, the debate topic will appear only one opposing
side. These are the important concerns.
Another relevant research is by Trabelsi and Zaiane (2014). The authors proposed a La-
tent Dirichlet Allocation (LDA) model for mining arguing expressions in online debates.
The concept of arguing expression in this work refers to sentences containing opinions
(viewpoints) expressed over K possible topics. Arguing expressions to be mined should
express the same topics and viewpoints but converse different lexicons. The authors
viewed this as an extraction of textual units in documents by modeling a document as
a pair of mixtures of topics and viewpoints. The corpus used in this work consists of
three different online debates in which each of them expresses one or more viewpoints
and each viewpoint contains one or more arguments. The model was tested on these
datasets and evaluated with a perplexity criterion and the Kullback Leibler Divergence.
Perplexity measures the generalization of the model to unseen datasets. The lower the
perplexity, the better generalization. The latter was used to assess degrees of separation
between the probability distributions of their model and a model proposed by other re-
searchers. However, in this work, Trabelsi and Zaiane (2014) did not explicitly create
side-by-side pairs of arguing expressions. Only the mining task was performed.
2.3 Evaluation Metrics
Evaluation is one of the most crucial tasks in automatic text summarization. It helps
assess the quality of the summaries generated by the system. Evaluation task can be
divided into intrinsic evaluation metrics and extrinsic evaluation metrics. Intrinsic eval-
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uation metrics focus on the assessment of coherence and informativeness of summaries,
whereas extrinsic evaluation metrics evaluate how useful is a summary of a given task
(Mani, 2001b). As its purpose indicates, it is also called task-based evaluation. This
metric is time-consuming, costly, and requires an amount of considerable well-planned
processes. Thus, it is not appropriate for system comparison and evaluation during
development (Nenkova and McKeown, 2011).
2.3.1 Intrinsic Evaluation Metrics
Two types of summaries that are commonly used in intrinsic evaluation metrics is ref-
erence or model summaries and system, peer, or automated summaries. Reference sum-
maries refer to those manually constructed or annotated by human subjects (annota-
tors) for the purpose of testing and training the system. System summaries are those
automatically generated by a computer system. In intrinsic evaluation metrics, system
summaries are compared with reference summaries to assess their quality.
2.3.1.1 Readability Evaluation
In intrinsic evaluation metrics, efforts to assess the quality of summaries have been at-
tempted to cover the evaluation of the readability and the informativeness of system
summaries. The assessment of system summaries in the readability evaluation usually
covers the quality of text coherence, how the summary is read. One traditional ap-
proach to evaluating the coherence of summary is to ask annotators to manually rate
the summary based on specific criteria. For instance, Minel et al. (1997) invited a set of
participants to manually score the readability levels of a summary based on the presence
of dangling anaphors, repeating the redundancies of concepts, missing specific content
in the structure of summary, etc. In Saggion and Lapalme (2000), participants were
asked to rate the acceptability score based on criteria such as spelling and structure,
concepts presented in the source documents, conciseness, and the full description of
acronyms in text. Moreover, a possible approach to check the coherence is to use a spe-
cific software such as grammar checking software Mani (2001a). However, the manual
evaluation requires time, labor efforts, and costs. It is therefore not effectively practical
for evaluation.
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2.3.1.2 Informativeness Evaluation
The evaluation of readability is not sufficient to measure the quality of system summary.
To illustrate, very beautiful, cohesive sentences many not cover all necessary information
as in the reference summary. Thus, the evaluation of informativeness is required. The
term informativeness is used to present how much information that system summary can
cover compared to the reference summary, in a different compression rate (Mani, 2001a).
To evaluate the informativeness, the general evaluation process is to measure how much
information is presented in the system summary compared to the reference summary.
Edmundson (1969) applied a Subjective Similarity Rating approach to evaluating the
informativeness. In this work, system summaries were automatically extracted by using
cue words, title words, and sentence position methods. Then, individual judges were
invited to rate the similarity score between system summaries and reference summaries
on a five-point scales of similarity. However, due to this subjective judgment, it seems
to be that the evaluation might not be consistent.
2.3.1.3 Agreement Among Annotators
In the evaluation, it is essential to ensure that the reference summaries are in a good
standard for measuring the quality of the summaries generated by the system. Espe-
cially, when the selecting reference summaries judged by humans, an issue of whether
the summaries are created in the defined criteria or are in a consistent manner arises.
For instance, it is probable that annotators disagree and annotate different sentences
since the same content can be described in different ways. If this cases frequently occur,
the summaries may not be a valuable standard for the evaluation. For this reason, it is
important to assess the agreement between the annotators.
2.3.1.3.1 Percentage Agreement is one of the basic measures for determining
agreement between two annotators. From Equation 2.11, percentage agreement is a
proportion of a number of items in which two annotators mutually agree on to the total
number of items that are observed (Scott, 1955). When two annotators agree on an
item, itemagree will be assigned to 1. Otherwise, the assignment will be 0, as shown in
Equation 2.12 (Artstein and Poesio, 2008).
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Table 2.1: An example of agreement by two annotators
ANNOTATOR 01
ANNOTATOR 02
ITEM 01 ITEM 02 TOTAL
ITEM 01 20 20 40
ITEM 02 10 50 60
TOTAL 30 70 100
Percent Agreement =
∑
itemagree
totalobserved
(2.11)
where:
itemagree = number of agreed items
totalobserved = total number of observed items
itemagree =
1, if the two annotators have a mutual agreement0, if the two annotators does not agree (2.12)
Table 2.1 adapted from Artstein and Poesio (2008) summarizes the agreement of both
annotators on the two items. From this table, the items at the diagonal are the number
in which both annotators have mutually agreed. Thus, the percentage agreement is
calculated by summing the number of the two items and dividing it by the total number
of items measured. The result is shown below.
Percentage Agreement =
20 + 50
100
= 0.7
Percent agreement was used in Jing et al. (1998). They found that out of 5 annota-
tors the agreement among 3 annotators or more is considered as the majority opinion.
They generated two sets of system summaries, 10% and 20% length summaries. The
percentage of the average agreement of those summaries are 96% and 90% respectively.
In another work, Passonneau and Litman (1993) had 7 annotators to annotate doc-
uments and they found that the boundary of 4 annotators is an effective number for
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annotating their datasets. However, the drawback of percentage agreement is it does
not consider the agreement that would be occurred by chance. This might cause the
overestimation in the level of agreement (Hallgren, 2012).
2.3.1.3.2 Cohen’s Kappa is one of the most popular approaches for measuring
inter-rater agreement between two raters which measure the amount of agreement that
could have occurred by chance (Pallant, 2013). Equation 2.13 illustrates the equation
of Kappa. From the equation P(A) refers to the times that annotators agree and P(E)
is the ratio of times expecting that the annotators to agree. Kappa values range from
1 to 0. The value of 1 indicates there is a completed agreement among the annotators
and the value of 0 indicates no agreement other than what is expected by chance (Mani,
2001a). Landis and Koch (1977) broke down the strength of agreement to different
levels. For example, the values of K between 0.00 - 0.20 indicate slight agreement, 0.21 -
0.40 indicate a fair agreement, 0.41 - 0.60 indicate moderate agreement, 0.61 - 0.80 indi-
cate substantial agreement, and 0.81 - 1.00 indicates almost perfect agreement. However,
the definition of these ranges of K values was arbitrarily defined.
K =
P (A)− P (E)
1− P (E) (2.13)
Light (1971) proposed an approach for computing kappa value for 3 or more annotators.
The calculation for more than two coders can be performed by computing kappa values
for all pairs of annotators and then calculating the arithmetic mean from these values.
The agreement measurement still follows the scale defined by Landis and Koch (1977).
2.3.1.3.3 Krippendorff’s Alpha can be used to measure agreement in studies
with more than two annotators. Equation 2.14 shows the general form of Krippendorff’s
Alpha in which Do represents observed agreement and De refers to the disagreement
that can be expected when chance dominates (Krippendorff, 2004). The value of alpha
is ranged between 0 and 1. The value of 1 indicating perfect agreement in which the
observed agreement is perfect and disagreement is absent. Thus, Do will be 0 according
to the calculation of the equation. According to the equation, De is equal to Do shaping
the calculation of alpha to be 0. Krippendorff (2004) suggests that the alpha value of
0.80 indicates a good reliability of agreement. The value of 0.67 to 0.80 can be used
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only for the cautious conclusion case.
Krippendorff’s Alpha is more generalized than Cohen’s Kappa since it supports distant
metrics which can be applied to different kinds of variables including, ordinal, inter-
val, and ratio (Hallgren, 2012; Artstein and Poesio, 2008). The advantage of applying
Krippendorff’s alpha with a distance metric is we can measure the agreement which is
completely or partially agreed among the annotators (Passonneau, 2004).
α = 1− Do
De
(2.14)
2.3.1.4 Utility-Based Measure
The utility-based measure is another approach that compares system summaries to
reference summaries. Each sentence in reference summaries is considered as unequal.
Unlike the boolean annotations, an annotator needs to make more fine-grained decisions
on assigning a score, called a utility point, to a sentence which can be ranged from 1-10
depending on the size or the number of sentences in a reference summary. The intensity
of labor-effort in the annotation process is the drawback of this approach (Radev et al.,
2000).
2.3.1.5 Pyramid Method
Another interesting summary evaluation metric is the Pyramid method. Multiple human
summaries are manually analyzed to form a gold standard summary for evaluation.
Chunks of information having the same meaning are grouped into a summary content
unit (SCU). The pyramid method assigns each SCU a weight which is reflected by the
number of human summarizers that have highlighted the SCU in the text. Each SCU
is then put into a pyramid where each pyramid layer represents how many summarizers
have suggested the SCU. Finally, the number of pyramid layers is therefore equal to the
number of summarizers – the higher the more important SCU (Nenkova and McKeown,
2011; Hobson, 2007). The drawback of the pyramid method is that it is human labor
and time-consuming since it requires significant effort for the annotation tasks.
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2.3.1.6 ROUGE
ROUGE, Recall-Oriented Understudy for Gisting Evaluation, is one of most common
evaluation metric in text summarization as it is recall-oriented. ROUGE is an automatic
approach which considers n–grams as units for comparing system and gold standard
summaries (Lin, 2004). The ROUGE-N formula is illustrated in equation 2.15.
ROUGE-N =
∑
S∈{GoldStandard Summaries}
∑
gramn∈S
Countmatch(gramn)∑
S∈{GoldStandard Summaries}
∑
gramn∈S
Count(gramn)
(2.15)
where:
n is the length of n-gram, gramn. Countmatch(gramn) is the maximum number of
n-gram co-occurring in the system summary and a set of gold standard summaries.
As shown in equation 2.15, ROUGE-N is recall-oriented since the denominator is the
total summation of the number of n-grams derived from the gold standard summaries.
By adding more gold standard summaries, the number of n-grams in the denominator
of the ROUGE-N formula will increase (Lin, 2004).
2.3.2 Extrinsic Evaluation Metrics
The objective of the extrinsic evaluation is to measure the usefulness of a summary to-
ward a particular task (Juan-Manuel, 2014; Steinberger and Jezek, 2009). An example of
applying extrinsic evaluation in text summarization is by McKeown et al. (2005). They
investigated whether muti-document summaries generated by a system would benefit
users in a task. The authors compare four groups of subjects either with the original
text, one-sentence summaries, system summaries, and human summaries. The results
show that participants given summaries produce better quality reports than those with-
out summaries.
2.4 Summary
In this chapter, we presented an introduction of automatic text summarization and
broke down the related work into two groups, including methods for summary genera-
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tion and the purposes of summary usage. We also discussed the evaluation metrics that
have been used to evaluate summaries in automatic text summarization research.
Having been conducting research on automatic text summarization in various domains,
researchers have not yet widely explored the work in online debate summarization. The
related work only focuses on summarizing contrastive text, summarizing the difference
and commonality among sets of text, detecting debate stances, finding the contradic-
tion in text, and extracting arguments in text. Additionally, other relevant work only
aims to create summaries for online debates. They neither explicitly highlight what is
the key content to be summarized nor present the contradictory summaries side-by-side
(Ranade et al., 2013; Trabelsi and Zaiane, 2014). These leave a research gap and inspire
us to explore the work in online debate summarization.
The next chapter paves the way to the summarization of online debates. We will discuss
how the output of our online debate summarization is defined. We present different
summary representations for online debates and highlight their advantages for presenting
debate content. Later on, we conduct an empirical study to investigate which summary
representation is the most preferred one. The most prefer summary representation will
be considered as the target output for our online debate summarization system.
Chapter 3
A STUDY OF HUMAN PREFERENCES FOR
SUMMARY DESIGNS
Research on automatic text summarization has primarily focused on summarizing news,
web pages, scientific papers, etc. While in some of these text genres, it is intuitively
clear what constitutes a good summary, the issue is much less clear-cut in social media
scenarios like online debates, product reviews, etc., where summaries can be presented
in many ways. As yet, there is no analysis about which summary representation is
favored by readers. In this work, we empirically analyze this question and elicit readers’
preferences for the different designs of summaries for online debates. Seven possible
summary designs in total were presented to 60 participants via an online study. Par-
ticipants were asked to read and assign preference scores to each summary design. The
results indicated that the combination of Chart Summary and Side-By-Side Summary
is the most preferred summary design. This finding is important for future work in
automatic text summarization of online debates.
3.1 Related Work in Summary Representations
Due to the availability of social media sites and the exponential growth of Internet use,
online users communicate and share their opinions in textual form in online media. De-
bate forums are one example of the media in which users express their opinions about
their favorite debates. As more and more content is published it becomes increasingly
difficult for readers and potential debate participants to easily or quickly digest and un-
derstand the overall details of controversial discussions. Automatic text summarization
can be used to overcome this problem by helping users digest the information on web
forums.
Related work has investigated different summarization approaches such as aspect-based
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(Hu and Liu, 2004; Zhuang et al., 2006; Lu et al., 2009), meeting (Banerjee et al., 2015;
Wang and Cardie, 2012), contrastive, (Lerman and McDonald, 2009; Paul et al., 2010;
Kim and Zhai, 2009; Campr and Jezek, 2012) and comparative summarization (Zhai
et al., 2004; Huang et al., 2011; Wang et al., 2012; Witte and Bergler, 2007). The sum-
mary either contains statistics about negative and positive opinions provided for each
aspect (Liu et al., 2005), lists most frequent positive and negative opinionated sentences
(Hu and Liu, 2004) or contains positive and negative sentences side-by-side so that they
are contrastive to each other (Paul et al., 2010). Some studies claim that one of these
outputs is preferred to the another (e.g. Kim and Zhai (2009)). However, there is no
empirical evidence establishing which summary output is favored by human readers.
This lack of evidence requires an empirical study in order to acquire appropriate infor-
mation about user preferences and summary outputs for a specific purpose.
In this chapter, we present an empirical study that investigates different types of sum-
mary outputs, called summary designs, for debate discussion. We aim to answer the
research question: “Which summary design is the most preferred for presenting the
abridged version of debate content?”. To answer this question, we collected opinion-
ated comments about climate change from the Debate discussion forum1 and manually
constructed the following summary designs: a Chart Summary, a Table Summary, a
Side-By-Side Summary, and a Conceptual Map. The first three designs were informed
by prior research (i.e. Hu and Liu (2004); Paul et al. (2010); Liu et al. (2005)) and
the latter was proposed in this study. In addition, we also manually constructed three
combinations of those summary designs. In total, there are 7 summary designs used in
this study. Next, 60 participants were recruited to an online study. The study asked
the participants to give preference scores to each summary design. We found that the
combination of the Chart Summary and the Side-By-Side Summary is the most pre-
ferred summary design. To the best of our knowledge, this is the first empirical study
conducted to understand which type of summarization outputs is favored by humans,
and we think that our results are a valuable contribution to future studies that aim to
summarize online debates.
The rest of this chapter is organized as follows: first, we briefly describe the climate
1http://www.debate.org
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change data and our approach to select salient sentences from it to construct our sum-
maries in Section 3.2. Section 3.3 introduces 7 different summary designs and the
methodology we used to manually construct them. We discuss the empirical study in
Section 3.4 and analyze the results in Section 3.6. Section 3.7 is the conclusion.
3.2 Debate Data and Salient Sentence Selection
3.2.1 Data
Previous research has focused on summarizing documents in news articles, product re-
views, movie reviews, medical data, and other related domains. Our aim is to investigate
how to summarize debates on the highly discussed topic of global warming or climate
change2.
Within the Debate discussion forum, people position themselves differently in the de-
bate on the existence of global warming. This leads to debates, in which proponents and
opponents of the global warming phenomenon controversially express their sentiments
and opinions on diverse global warming topics. Contradictory opinions are voiced on
many topics of global warming such as its characteristics, causes, consequences, and
its existence. Due to a high volume of contributions, reading and digesting all these
discussions are not possible for readers. A summary covering the different topics as
well as the different opinions on each topic would help the reader digest the overall
discussion. However, it is not clear at present what such a summary should look like.
Therefore, we empirically investigate how to best present such a summary to the readers.
The data that we used to construct the summary designs were collected from the Debate
discussion forum. Overall, 259 debates with total 1600 comments were collected. Ex-
amples of the debates are “Is global warming a myth?”, “Is global warming fictitious?”,
“Is global warming true?”, etc. The comment’s length varies between 16 and 385 words,
averaging at 91 words. Figure 3.1 shows an extract from the debate “Is global climate
2We use the term “global warming” and “climate change” interchangeably. In the scientific context,
climate change has a broader meaning: the changes in climate characteristics. The earth’s average
temperature change, the flow of ocean current that causes the decrease and increase of temper-
ate in some areas, rainfall, and snow falling are examples of climate change. Global warming has
more specific meaning in which the temperature increases over the time (Boykoff and Boykoff, 2007;
Markner-Jäger, 2008).
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Figure 3.1: An example of comments in a climate change debate
change man-made?”. From the figure, we see that the debate contains two opposing
sides, Agree and Disagree, which are originally divided by the forum. As shown in the
figure, one side argues that climate change is man-made and the other side thinks that
it is not the case. Both opposing sides also provide evidence for their propositions about
the existence of global warming. We stored the data for each opposing side separately.
Table 3.1: The distribution of salient sentences containing each frequent topic
Frequent Topics Agree Side Disagree Side Total
gas 5 3 8
plant 15 6 21
carbon dioxide 38 14 52
climate change 17 7 24
global warming 6 6 12
government 10 5 15
science 13 6 19
Total 104 47 151
3.2.2 Salient Sentence Selection
In order to manually select the salient sentences, we explored the debate “Is global
climate change man- made?”3 since it is one of the longest debates and covers diverse
topics compared to the other debates in our data. From the debate, we counted a number
of topics appearing in each sentence. We then manually extracted the top 7 frequent
3http://www.debate.org/opinions/is-global-climate-change-man-made
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topics, which are mentioned in opinions expressed by global warming proponents. Those
topics include gas, plant, carbon dioxide, climate change, global warming, government,
and science. For each of these topics, we manually selected salient sentences expressing
the topics. Our selection process was guided by the following aspects:
1. Topic Filter. For each opposing side, the sentences should contain or mention
one of the frequent topics. Otherwise, they were ignored.
2. One Topic Expression. In the manual salient sentence selection, sentences are
chosen based on the assumption that a sentence refers to only one primary topic.
In this selection, we derived 151 salient sentences in total. Table 3.1 demonstrates the
distribution of these sentences across the 7 frequent topics. The stance of the sentences
is derived from the stance of the original comments, from which these sentences were
extracted. After the selection process, we manually presented them in the summary
designs described in the next section.
Figure 3.2: Chart Summary
3.3 Summary Designs
From the data described in the previous section, we manually extracted salient sentences
by using the frequent topics as the keywords. Once the sentences from each opposing
side were selected they were mapped to the different summary designs. We constructed
four summary designs: a Chart Summary, a Table Summary, a Side-By-Side Summary
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and a Conceptual Map. We also constructed the combined versions of those summary
designs. In total, there are 7 summary designs used in this study.
3.3.1 Chart Summary
The Chart Summary is shown in Figure 3.2. It was first reported by Liu et al. (2005).
From the figure, we can see that it shows the frequent topics that are discussed in debate
data, in high level. The numbers indicate the frequency of the salient sentences that
agrees or disagrees with particular frequent topics (see Section 3.2.2). The labels on the
bars in the chart are the names of groups of salient sentences which indicate the central
meaning of the groups.
3.3.2 Table Summary
Several systems present their summaries in a table format such as in Lin (1999). In
our work, we adopt it to represent summaries for climate change debates and call it a
Table Summary. A Table Summary mentions only one primary topic. The rows in the
table are the salient sentences expressing different opinions about a frequent topic from
both opposing sides, Agree and Disagree. As shown in Figure 3.3, the table shows an
example of a Carbon Dioxide topic. The numbers indicate the frequencies of the salient
sentences that support the topics expressed on each opposing side.
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Figure 3.3: Table Summary
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Figure 3.4: Side-By-Side Summary
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Figure 3.5: Conceptual Map
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3.3.3 Side-By-Side Summary
Another summary design is a Side-By-Side Summary. It is adopted from the work pre-
sented by Paul et al. (2010). Similar to the Table Summary, the Side-By-Side Summary
only shows one topic at a time. As shown in Figure 3.4, the Side-By-Side Summary
contains pairs of Agree and Disagree sentences in which each pair mentions the same
topic (i.e. Carbon Dioxide) – one sentence is from the Agree side and the other is from
the Disagree side. A pair is called rebuttal. The numbers in the brackets show the
frequency of the salient sentences that have been mentioned on each opposing side. The
content shown in the table is only a list of rebuttals.
To construct a rebuttal, we manually matched two salient sentences from each opposing
side which have the closest meaning, but opposite direction of the opinions. In other
words, the two sentences are contradictory. For instance, in the Side-By-Side Summary
shown in Figure 3.4, one sentence mentions that carbon dioxide is the main problem
that causes global warming, but the other sentence argues that it is because of the sun.
3.3.4 Conceptual Map
A Conceptual Map is a graphical representation of ideas, usually enclosed in circles or
boxes. A connection of circles or boxes is drawn by a line or an arrow, which presents
the relationship between ideas (Novak and Cañas, 2006). We applied this concept and
redesigned a Conceptual Map to represent a summary of the existence of global warming
issue. Similar to the Table Summary and the Side-By-Side Summary, the Conceptual
Map only presents one topic at a time.
As shown in Figure 3.5, the opinions of public responses, regarding a Carbon Dioxide
topic causing the global warming, are separated into two opposing sides, Agree and
Disagree. On both opposing sides, people mention arguments to support their opinions
about carbon dioxide. Each branch of the side shows the main category of a topic. The
subordinated branches contain additional arguments to support the main category.
In the design, we only show how an annotator understands the content regarding a
particular topic and manually summarize the content a conceptual map. As shown in
Figure 3.5, the Conceptual Map was manually constructed by determining the infor-
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mation expressed on Carbon Dioxide. The node in the graph is split when additional
information is elaborated4. From the figure, the creation of sub-branches is to give an
additional information about the Carbon Dioxide topic expressed in the debate. When
additional detail of Carbon Dioxide is found, a sub-branch is created (i.e. the sub-branch
“the consumption of products leading to the emission of Carbon Dioxide”). Deeper sub-
branches which elaborate the previous sub-branch are constructed until no elaboration
is found.
Figure 3.6: The combination of a Chart Summary and a Side-By-Side Summary
4Note that in the design, we did not carefully define the conditions of when and how many sub nodes
should be split. This is an important concern in future work.
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3.3.5 Combination of Summary Designs
The Chart Summary as shown in Figure 3.2 is an abstract representation of topics. It
does not provide full details of opinions expressed on topics whereas the other three
summary designs provide evidential sentences about different opinions. Therefore, one
possible way to present summaries is to combine the abstract chart with a more de-
tailed summary. For instance, a combination of a Chart Summary and another detailed
summary design would benefit readers to have a high-level summary and a detailed sum-
mary. If a reader is interested in further details, he can click on one of the chart bars
(topics) to obtain more details. The detailed summary can be displayed as one of the
other three summary designs. Figure 3.6 illustrates a combination of summary designs,
namely the Chart Summary combined with the Side-By-Side Summary. In the figure,
the topic CO2 is highlighted (simulating the case where a user has clicked that topic).
This activates the Side-By-Side Summary and shows rebuttals for the activated topic.
The idea of the combination is also applied to the Table Summary and the Conceptual
Map. The combination of the Chart Summary and the Table Summary, the Chart
Summary and the Side-By-Side Summary, and the Chart Summary and the Conceptual
Map are called Combination 1, Combination 2 and Combination 3 respectively.
3.4 The Empirical Study
To collect user preferences for the seven different summary designs we recruited 60 par-
ticipants to an online questionnaire advertised via Facebook, Twitter, and the Pantip
discussion forum5. This work is volunteering and without pay. Table 3.2 - 3.6 show the
demographic data of the participants. Of these, female participants completed 51.7%
and male participants completed 48.3%. In approximates, 18.3% of the participants
were in the age ranges between 18-24, 60% of the participants ranged between 25 and
34 years of age, 13.3% of the participants ranged between 35 and 44 years of age, 3.3%
were in the range between 45 and 55 years old, and 1.7% were above 55 years old. The
demographic data on educational levels reported that the majority of the participants
had post-graduate university degrees and undergraduate university degrees with the
approximation of 61.7% and 23.3% respectively. In addition, the majority of the ethnic
group had Asian (Other) backgrounds which amount to 75%. The information on job
5http://www.pantip.com/
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functions reported that about30% of the participants were students and approximately
13.3% worked in academic areas and other related fields.
In the questionnaire, the participants were asked to read a portion of a debate article
similar to Figure 3.1, which contains two sets of comments with opposing opinions on
the existence of global warming. Next, the seven different summary designs and their
descriptions were shown to the participants. The participants were asked to read and
understand each summary design. Then, each summary design along with a list of
questions was shown. They were asked to give opinions, answer questions, and spec-
ify preference scores to rate each summary design. Five-point Likert scales were used:
excellence (5), good (4), fair (3), poor (2) and very poor (1). The questions below il-
lustrate example questions used in the study. The first three questions are Likert-Scale
questions and the last two questions are the open-ended questions.
1. By reading the summary in the XXXa, is it easy to follow ideas in debate
article?
2. How much is the XXX suitable for debate data?
3. Overall, please specify your preference on the XXX.
4. What do you think is the best part of the XXX?
5. What do you think is the worst part of the XXX?
aXXX refers to the name of summary design.
Table 3.2: Demographic data on genders
Genders Frequency Percent
Female 31 51.7
Male 29 48.3
Total 60 100.0
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Table 3.3: Demographic data on age ranges
Age Ranges Frequency Percent
Prefer not to say 2 3.3
18-24 years old 11 18.3
25-34 years old 36 60.0
35-44 years old 8 13.3
45-54 years old 2 3.3
55 or above 1 1.7
Total 60 100.0
Table 3.4: Demographic data on educational levels
Educational Levels Frequency Percent
Prefer not to say 2 3.3
GCSE or equivalent qualification 1 1.7
A-Level or equivalent qualification 4 6.7
NVQ and/or other professional qualifications 2 3.3
Undergraduate university degree 14 23.3
Post-graduate university degree 37 61.7
Total 60 100.0
Table 3.5: Demographic data on ethnicity
Ethnic Groups Frequency Percent
Prefer not to say 1 1.7
White (British) 3 5.0
Asian (Other) 45 75.0
White (European) 6 10.0
Asian (British) 1 1.7
Asian (Chinese) 4 6.7
Total 60 100.0
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Table 3.6: Demographic data on job functions
Job Functions Frequency Percent
Accounting 1 1.7
Banking / Finance 1 1.7
Design 2 3.3
Education (Lecturer, researcher, etc) 8 13.3
Engineering 3 5.0
Information Technology (IT) 2 3.3
Insurance 3 5.0
Management 2 3.3
Manufacturing 1 1.7
Marketing / Public Relations 1 1.7
Out of work and looking for work 1 1.7
Prefer not to say 2 3.3
Professional Services 2 3.3
Public / Civil 1 1.7
Student 18 30.0
Transportation and Logistics 1 1.7
Unable to work 1 1.7
Total 60 100.0
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3.5 Pre-Data Analysis
3.5.1 Correlation Coefficient Selection
There were 60 participants who answered the online questionnaire. We used IBM SPSS
Statistics for the data analysis. To prevent misleading results, we examined how our data
is distributed and then chose an appropriate correlation coefficient. Bachman (2004)
explained that skewness and kurtosis values can be used to determine data distributions.
While Pearson correlation is suitable for normal data distributions, Spearman correla-
tion works appropriately for non-normal data distributions. Figure 3.7 illustrates the
data distribution test using Z-score for skewness and kurtosis Z-score for skewness. Z-
score for skewness is the proportion of skewness and the error of skewness. Z-score for
kurtosis is the ratio of kurtosis to the error of kurtosis. A Z-score value of a variable
above 1.96 indicates non-normal distribution (Ghasemi and Zahediasl, 2012). On this
basis, we conclude that Spearman correlation is more suitable for our data analysis.
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Table 3.7: Descriptive statistics of the questions toward each summary design
By reading the summary in the summary design,
is it easy to follow ideas in debate article?
Summary Designs Mean Median Mode SD. Min Max
Chart Summary 3.72 4 4 1.075 1 5
Conceptual Map 3.92 4 4 .926 1 5
Table Summary 3.23 3 3 1.015 1 5
Side-By-Side Summary 3.95 4 4 .811 2 5
Combination 1 3.70 4 4 .850 2 5
Combination 2 4.22 4 4a .825 1 5
Combination 3 3.93 4 4 .989 1 5
How much the summary design is suitable for debate data?
Summary Designs Mean Median Mode SD. Min Max
Chart Summary 3.32 3 3 1.033 1 5
Conceptual Map 3.73 4 4 .841 2 5
Table Summary 3.30 3 4 1.124 1 5
Side-By-Side Summary 3.88 4 4 .922 1 5
Combination 1 3.65 4 4 .840 2 5
Combination 2 4.20 4 4 .755 2 5
Combination 3 3.73 4 4 .880 1 5
Overall, please specify your preference on the summary design.
Summary Designs Mean Median Mode SD. Min Max
Chart Summary 3.58 4 4 1.013 1 5
Conceptual Map 3.68 4 4 .911 1 5
Table Summary 3.20 3 3 .971 1 5
Side-By-Side Summary 3.92 4 4 .979 1 5
Combination 1 3.57 4 4 .871 2 5
Combination 2 4.17 4 4a .827 2 5
Combination 3 3.73 4 4 .954 1 5
a. Multiple modes exist. The smallest value is shown
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3.6 Results and Analysis
3.6.1 Quantitative Results
The descriptive statistics of the empirical study shown in Table 3.7 justify the conclusion
that, the Combination 2, the combination of the Chart Summary and the Side-By-Side
Summary, is the best one in representing the idea in the debate article, the most suit-
able one for representing debate content, and the most preferred summary design. For
instance, the statistical information for the third question shows that the Combination
2 is the most preferred summary design. It has the highest means score of 4.22. This
is further supported by the standard deviation. It has a lower value than of the other
summary designs (0.825) showing that individual responses are closer to the mean. This
also applies to other questions.
Moreover, we also conducted statistical tests using the Kruskal-Wallis tests to determine
if there is any statistical difference between the Combination 2 and the other summary
designs. We conducted the tests for the first three questions. In the first question, the
Kruskal-Wallis test indicates that there is a statistical difference between the Combi-
nation 2 and the other summary designs, χ2 (6, n = 60) = 51.453, p < .001. Also in
the second question, χ2 (6, n = 60) = 41.094, p < .001, reveals a statistical difference.
Similarly, in the last question, χ2 (6, n = 60) = 37.039, p < .001 indicates there is a
statistical difference as well. For these reasons, there is a statistical difference between
the Combination 2 and the other designs.
According to the descriptive statistics evidence and the results of the statistical test, we
therefore conclude that the Combination 2, the combination of the Chart Summary and
the Side-By-Side Summary is the most preferred output for representing the abridged
version of debate content.
3.6.2 Qualitative Results
The qualitative comments that participants were asked to provide along with the Likert
scores reflect the quantitative results. Participants were asked to elaborate the least
and the most advantages of each summary design.
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Positive feedback for the Chart Summary primarily focused on the concise information
that the chart provides. Participants can see a clear summary at the first glance. Some
points of views from our participants were “The chart can represent the overall picture
of the debate topic very well.”, “Picture: easy to understand and eliminate a lot of
texts”, and “It is an option to see the content of an article at a glance”. However, we
found that due to its conciseness the Chart Summary cannot provide enough informa-
tion. It is unable to identify subordinated topics mentioned in debates. Readers may
instantly jump to the conclusion without reading the content behind. Some participants
mentioned in the study that “The chart does not provide any detail why they agree or
disagree.”, “Lack of details. The presenter cannot identify the sub-debated topics under
each issue.”, and “Opinions and argumentation are not shown”.
Participants praised the Table Summary as giving detailed summaries of the debate and
showing a clear division between Agree and Disagree information. “Full of details from
each side.” and “The augmentations are split up into two categories, it’s very clear and
easy to use.” were the opinions from our participants. Conversely, the Table Summary
is too deep in detail which takes time for readers to make comparisons for each argu-
ment. Some examples of the opinions are that “Too much data. It couldn’t count as
the summary. It is an essay.”. Another viewpoint is “It’s a bit slow to read and hard to
make a comparison on each. It’s too much wording and difficult to follow.”.
In general, the advantages of the Conceptual Map focused on its readability. Partici-
pants viewed that “Key points of the topic are shown in a very easy to read and tidy
way.”, “Readers might want to know details briefly but not too big paragraph”. In con-
trast, the disadvantages are “It is not so clear to a quick look. If I did not know what
was this article about, I would need more time to get the correct picture.”, “Might be
hard to read when there are more branches in the map.”, and “It’s not so immediate for
the comparison between each argumentation.”.
The positive feedback on the Side-By-Side Summary focused on the comparison between
issues and readability. The example standpoints of participants are “Easy comparison,
quite concise, points laid out in a logical order” and “Compare to the previous summary.
It is easy to follow agree/disagree opinion as I can see it side by side. This is the most
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useful summary for me and this is well-arranged”. Participants rarely provided negative
feedback for this summary. Few comments mentioned that the Side-By-Side Summary
contains a long list of rebuttals which takes time to read.
Participants argued that the Combination 1 (the combination of the Chart Summary
and the Table summary) is better than just the chart itself. For example, one feedback
mentioned that “It is good to have details on the chart”. Still, the deep details and
long representation of the Table Summary are the drawbacks of this combination. A
participant said that “Still too long to be called a summary”.
The positive feedback on the Combination 3 (the combination of the Chart Summary
and the Conceptual Map) was similar to the feedback on the Chart Summary only.
The participants commented that it is simple and concise to read. However, it is less
informative compared to other summary designs. The participants indicated that the
Conceptual Map is limited in providing details and thus combining it with the abstract
Chart Summary does not make the Combination 3 detailed enough. For instance, par-
ticipants commented that “Sometimes the conceptual map is complex, especially, when
the sub-issues are varied. Lacking in detail compared to previous combinations.”, “Less
informative than previous ones overall.”, and “Not easy to read and understand”.
In general, participants agreed that Combination 2 (the combination of the Chart with
the Side-By-Side Summary) provides a good insight into topics and is a helpful alterna-
tive to follow the discussion of debates line by line. This side-by-side visualization helps
readers compare the logic and the fact in each debate. Another qualitative feedback is
that Combination 2 also provides the high-level summary and the detailed summary of
each debate which provides readers clear discussion and simplicity to follow the discus-
sion. For example, participants mentioned that “It is better arranged than combination
1, but still requires more action to see details (need to click to see the detailed summary).
However, it is good option to have a chart and details as well.”, “Contains high-level
summary and details highlighted by keywords.”, and “Easy to follow, the logical order
of points.”. Negative feedback on the Side-By-Side Summary was rarely found. Only a
few comments mentioned that a long list of rebuttals takes a long time to read.
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3.7 Summary
Currently, there is no analysis about which summary representation for debate sum-
maries is preferred by human readers. We have empirically investigated which summary
designs humans prefer, an important question for automatically generated summaries of
debates in online forums. To answer our research question, Which summary design is the
most preferred for presenting the abridged version of debate content?, we conducted an
empirical study by recruiting 60 participants to give preference scores for each summary
design. Our results indicated that the Chart Summary combined with the Side-By-Side
Summary is the most preferred summary design for presenting the summary of debate
content. Our hypothesis test indicated that there is a statistical difference in the user
preferences among the summary designs. Moreover, in this study, we proposed a novel
summary representation that represents the summary of debate contents in a Concep-
tual Map. Even though it is not the most favored one, it has received some positive
feedback from the participants.
As Combination 2 is the most preferred summary design, it will be the output of our
debate summarization system. To generate this summary, in the next chapter, we in-
troduce a system architecture of our debate secularization system. Additionally, we also
introduce a system for collecting reference summaries and how the reference summaries
are annotated. Examples of online debates, the statistical information of the collected
data, and the inter-annotator agreement are discussed.
Chapter 4
SYSTEM ARCHITECTURE
The previous chapter discussed an empirical study of human preferences for summary
designs. The results indicated that the most preferred summary design for summariz-
ing online debates is Combination 2. This chapter paves the way for the generation
of Combination 2 summaries by introducing the system architecture. The structure of
the system begins with the discussion of the automatic selection of salient sentences in
debate comments. Then they will be the input for the generation of the Chart Summary
element of the Combination 2 summary. In Chapter 5, we describe how each compo-
nent of the Chart Summary is generated and combined as a Chart Summary. The
Chart Summary consists of bars which represent clusters of salient sentences, labels of
the bars which give short descriptions of the bars, and the frequencies of the bars show-
ing the numbers of particular topics discussed in each bar. The combination of these
components constitutes a Chart Summary. In the final process, we define the generation
of Side-By-Side Summary as a contradiction detection task. The system will classify
whether the given pairs of sentences contradict each other. Only pairs considered by the
system as contradictory will be included in the Side-By-Side Summary. The generation
of Side-By-Side Summary will be introduced in Chapter 6.
4.1 Debate Summarization System Architecture
Debate summarization is one of the novel research areas in automatic text summariza-
tion which has been largely unexplored. The summary of the related work includes
Contrastive Summarization, Comparative Summarization, and Debate Stance Recogni-
tion. Contrastive Summarization is the study of generating the summary for two entities
and finding the difference in sentiments among them (Lerman and McDonald, 2009).
This kind of summarization requires the classification of polarity in order to “contrast”
opinions expressed in different sentiments. Comparative Summarization aims to find
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the difference between two comparable entities so that sentiment classification may not
be required (Campr and Jezek, 2012). Debate Stance Recognition aims to detect stance
of opinions’ holders in the text (Somasundaran and Wiebe, 2009). For instance, in a
debate topic of the existence of global warming issue in which people could agree or
disagree with the issue. Thus, the stance of this debate can be either agree or disagree.
Figure 4.1: The system architecture blueprint for developing the debate summarization
system
Currently, there is only one work on debate text summarization and another relevant
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work exploring the detection of arguments, aiming for generating extractive summaries
in their future work. As aforementioned, in Ranade et al. (2013), system summaries
are extracted by ranking the smallest units of debates, called Dialogue Acts (DAs).
The ranking of sentences is based on some features including, words in DAs that is
co-occurring in debate topic, topics with opinions expressed on it, sentence position,
and sentence length features. However, this work does not explicitly highlight what
is the key content to be summarized and how the debate summary is presented and
visualized. This is different to our work. On the other hand, in our work, we highlight
the summarization of key content in debate and visualize them to be easily accessed
by users. As well as the work presented by Trabelsi and Zaiane (2014), they explore
the mining of arguments and will explore clustering approaches for generating extrac-
tive summaries for their future work. They did not explicitly determine contradicted
arguments in a side-by-side comparison. This leaves the gap for us to propose a novel
system architecture for tackling the problem of online debate summarization.
To tackle the problem of debate summarization, we propose a novel system architecture
as shown in Figure 4.1. It consists of three primary processes which are Automatic
Salient Sentence Selection, Chart Summary Generation, and Side-By-Side Summary
Generation. The following sections discuss those processes in detail.
4.1.1 Automatic Salient Sentence Selection
The aim of this process is to automatically select salient sentences from debate com-
ments. The salient sentences are considered as containing the most important informa-
tion in the comments. In short, they are the summaries of the debate comments. In this
section, we begin with how a compression rate is defined for the purpose of summarizing
online debates. In a later section, we introduce how a gold standard dataset of online
debates is created based on the defined compression rate. Later on, we explain how the
salient sentences will be automatically selected from debate comments. We present how
a model together with a set of dominant features that help extract salient sentences is
defined. After the salient sentences are extracted, they will be the input for the next
process.
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4.1.1.1 Compression Rate
The compression rate is an important part of text summarization which indicates the
amount of summary to be generated from the original text. In other words, it is the
proportion between the length of the summary and the original context. Compression
rate influences the quality of the generated summary as it leads to the amount of in-
formation included in the generated summary. Researchers have discovered the ideal
compression rate that shapes the summary to best covers all necessary information as
mentioned in the original context.
Morris et al. (1992) generated a set of summaries, called extracts, with compression rates
of 20% and 30% from a set of sample Graduate Management Aptitude Test (GMAT).
The summaries were evaluated by having annotators read the summaries and answer
multiple choice questions relating to the information presented in the original docu-
ments. Their answers were assessed based on how well they understand the original
content in term of reading comprehension. Overall, the results indicated that the sum-
marization of 20% of sentences is informative as the original documents.
Figure 4.2: Description of Increased and Decreased Compression Rate
Neto et al. (2002) generated extractive summaries as a classification task. The Naive
Bayes algorithm and the C4.5 decision tree algorithm were predominantly used for the
classification. In this work, the compression rate of 10% and 20% of the length of the
original content were applied. The quality of the summaries was measured in terms of
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precision and recall. The authors reported that the classification with the Naive Bays
classifier yielded greater results for both compression rates. From this work, the pre-
cision and recall of the 20% compression rate were higher than the one with the rate
of 10%. This is common for a higher compression rate scheme as there is more pos-
sibility that a larger number of sentences is likely to match with the reference summaries.
Figure 4.2 summarizes details of the decreasing and the increasing compression rate
according to the explanation of Yeh et al. (2005). The basic idea is that when the
compression rate is increased, it is likely that the summary will contain more text and
the summary may also contain more insignificant information. In contrast, if the com-
pression rate is decreased, the summary is more concise and more information is tend
to be lost.
According to the literature in the previous work combined with the explanation shown
in Figure 4.2, a compression rate of 20% is suitable and can necessarily cover the impor-
tant information expressed in the source text. We therefore focus on the summarization
of online debate with a compression rate of 20%.
4.1.1.2 Web-Based System for Salient Sentence Annotation
Many researchers have proposed different techniques to effectively collect data for anno-
tation. Orăsan (2002) pointed out that a low quality of annotation results is generally
caused by annotators, especially when annotators work on complicated tasks or on un-
familiar domains. They may get exhausted. To address this problem, Orăsan (2002)
implemented a user-friendly annotation system integrated with semi-automatic features
to help annotators analyze important sentences. Examples of the features are based on
clue words, TF-IDF, and detecting similar textual units. In contrast, the drawback of
the system is that annotators excessively rely on the system’s suggestion so the quality
of the annotations drops.
Stenetorp et al. (2012) introduced BRAT, a web-based annotation system, integrated
with a machine learning-based disambiguation system to help annotators make the judg-
ment on annotation tasks. BRAT was used for annotating data in various domains, such
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as cancer, Japanese verb schemes, and gene data. In the annotation task, users are re-
quired to select a span of text or double-click on a term.
Knowtator was developed to serve general-purpose text annotation schemes. A key fea-
ture of this system is ontology-based which allows to efficiently capture name entities of
the domains it provides. Another highlighted feature is the report of an inter-annotator
agreement which summarizes the mutual agreement of annotation results (Ogren, 2006).
Moreover, the ease of use of annotation systems also enhances annotation tasks. Orăsan
(2002) stated that a good user interface allows annotators to conveniently interact with
annotation systems. For example, Stenetorp et al. (2012) used drag-and-drop, text high-
light, and double-clicking functions in their annotation task. Bontcheva et al. (2013)
developed GATE Teamware on top of GATE (Cunningham et al., 2011) which allows
project managers to create annotation projects, monitor annotation tasks, and manage
different user privileges for the annotation tasks.
As aforementioned, the annotation tools above do not fulfill the requirements for our
annotation objectives. For instance, BRAT requires users to select a span of text and
choose on certain terms. In this circumstance, such tool is not practical as there are
a large number of sentences in the comments to be shown to users. Therefore, in this
thesis, we developed an annotation system, especially for annotating salient sentences
in online debates. The system splits each debate comment into a list of sentences.
When the sentences are selected, they will be appeared in the box below, confirming
the summary of a comment created by the users. If the users want to make changes to
the summary, they just simply un-select the unwanted sentences and the sentences will
be removed from the box. Figure 4.3 illustrates the interface of the Salient Sentence
Annotation system.
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Figure 4.3: The interface of the Salient Sentence Annotation system
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Figure 4.4: Example of data annotation for the Salient Sentence Selection dataset
(SSSD)
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In the annotation task, we recruited 22 participants: 10 males and 12 females to an-
notate salient sentences. The participants were fluent in English and in the age range
between 24 and 45 years old. When participants logged in to the system, a debate topic
and a comment which is split into a list of sentences were shown. The annotators were
given a guideline to read and select salient sentences that summarize the comments.
From each comment we allowed the annotators to select only 20% of the comments
sentences. This proportion is treated as the summary of the shown comment. Figure
4.4 illustrates an example of annotators annotating a comment containing 10 sentences.
Based on the compression rate, the annotators are only allowed to select 2 sentences
from the original comments. The system disallows users to submit the answers unless
they choose all the sentences according to the compression rate.
Table 4.1: Statistical information of the online debate corpus
Topic ID Debate Topics Comments Sentences Words
01 Is global warming a myth? 18 128 2,701
02 Is global warming fictitious? 28 173 3,346
03 Is the global climate change man-made? 10 47 1,112
04 Is global climate change man-made? 103 665 12,054
05 Is climate change man-made? 9 46 773
06 Do you believe in global warming? 21 224 3,538
07 Does global warming exist? 68 534 9,178
08
Can someone prove that climate
change is real (yes) or fake (no)?
8 49 1,127
09 Is global warming real? 51 434 6,749
10 Is global warming true? 5 26 375
11
Is global warming real (yes) or just a bunch
of scientist going to extremes (no)?
20 192 2,988
Average 31 229 3,995
Total 341 2,518 43,941
To create the dataset, we aimed to have 5 annotations for each debate topic. Due to
a limited number of annotators and a long list of comments to be annotated in each
debate topic, 11 participants were asked to complete more than one debate topic but
were not allowed to annotate the same debate topics. In total, 55 annotation sets were
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derived: 11 debate topics and each with 5 annotation sets. Each annotation set consists
of 341 comments with total 519 annotated salient sentences. To conclude, we derived 5
X 519 annotated salient sentences based on five annotation sets and named this dataset
as the Salient Sentence Selection Dataset (SSSD)1. Table 4.1 illustrates the statistical
information of the SSSD.
4.1.1.3 Inter-Annotator Agreement
In order to compute inter-annotator agreement, we calculated the averaged Cohen’s
Kappa and Krippendorff’s alpha with a distant metric, Measuring Agreement on Set-
valued Items metric (MASI)2. The scores of averaged Cohen’s Kappa and Krippendorff’s
alpha are 0.28 and 0.27 respectively. According to the scale of Krippendorff (2004), our
alpha did neither accomplish the reliability scale of 0.80, nor the marginal scales be-
tween 0.667 and 0.80. Likewise, our Cohen’s Kappa only achieved the agreement level
of fair agreement, as defined by Landis and Koch (1977). However, such low agreement
scores are also reported by others who aimed to create gold standard summaries from
news texts or conversational data (Mitra et al., 1997; Liu and Liu, 2008).
Our analysis shows that the low agreement is caused by the subjective judgments of
annotators in the selection of salient sentences. As shown in Listing 4.1 the sentences
are syntactically different but bear the same semantic meaning. In a summarization task
with a compression threshold applied, such situation limits the annotators to select one
of the sentences but not all. Depending on each annotator’s subjectivity, the selection
leads to the results of a different set of salient sentences. To address this we relaxed the
agreement computation by treating sentences equal when they are semantically similar.
4.1.1.4 Relaxed Inter-Annotator Agreement
When an annotator selects a sentence, other annotators might select other sentences
expressing similar meaning. In this experiment, we aim to detect sentences that are se-
mantically similar by applying Doc2Vec from the Gensim package (Řehůřek and Sojka,
2010). Doc2Vec model simultaneously learns the representation of words in sentences
and the labels of the sentences. The labels are numbers or chunks of text which are
1This dataset can be downloaded at https://goo.gl/3aicDN.
2In the calculation, we applied a package available in Python, called nltk.metrics package (NLTK
Metrics, 2015).
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Paraphrased Arguments
Example 1: Propositions from the proponents
- Global warming is real.
- Global warming is an undisputed scientific fact.
- Global warming is most definitely not a figment of anyone’s imagination because
the proof is all around us.
- I believe that global warming is not fictitious, based on the observational and
comparative evidence that is currently presented to us.
Example 2: Propositions from the opponents
- Global warming is bull crap.
- Global Warming isn’t a problem at all.
- Just a way for the government to tax people on more things by saying they are
trying to save energy.
- Yes, global warming is a myth, because they have not really proven the science
behind it.
Listing 4.1: Examples of Paraphrased Arguments
used to uniquely identify sentences. We used the debate data and a richer collection
of sentences related to climate change to train the Doc2Vec model. In total, there are
10,920 sentences used as the training set.
To measure how two sentences are semantically referring to the same content, we calcu-
lated the cosine similarity scores among sentences. A cosine similarity score of 1 means
that the two sentences are semantically equal and 0 is when the opposite is the case. In
the experiment, we manually investigated pairs of sentences at different threshold val-
ues and found that at the threshold of 0.44 and above the sentence pairs have the most
similarity of semantic meaning. The example below shows a pair of sentences obtained
at 0.44 level.
S1: Humans are emitting carbon from our cars, planes, and factories, which is a
heat-trapping particle.
S2: So there is no doubt that carbon is a heat-trapping particle, there is no doubt
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Table 4.2: Inter-Annotator Agreement before and after applying the semantic similarity
approach.
Trial
Threshold
(≥)
κ α
Before 0.28 0.27
After 0.00 0.81 0.83
0.10 0.62 0.65
0.20 0.46 0.50
0.30 0.40 0.43
0.40 0.39 0.41
0.42 0.38 0.41
0.44 0.38 0.40
0.46 0.38 0.40
0.48 0.38 0.40
0.50 0.38 0.40
0.60 0.38 0.40
0.70 0.38 0.40
0.80 0.38 0.40
0.90 0.38 0.40
1.00 0.38 0.40
that our actions are emitting carbon into the air, and there is no doubt that the amount
of carbon is increasing.
In the pair, the two sentences mention the same topic (i.e. carbon emission) and express
the idea in the same context. We used the threshold 0.44 to re-compute the agreement
scores. By applying the semantic approach, the inter-annotator agreement scores of
Cohen’s Kappa and Krippendorff’s alpha increase from 28% to 35.71% and from 27%
to 48.15% respectively. The inter-annotator agreement results are illustrated in Table
4.2. Note that, in the calculation of the agreement, we incremented the threshold by
0.02. Only particular thresholds are shown in the table due to the limited space.
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Figure 4.5: The first process of the system architecture, Automatic Salient Sentence
Selection process
4.1.1.5 Automatic Salient Sentence Selection Methodology
Automatic Salient Sentence Selection is the first process in the system architecture of
our online debate summarization system. Figure 4.5 illustrates the activities occurred
in this process. Automatic salient sentence selection begins with the input of the SSSD
to the debate summarization system. The system assumes an input of n comments
from the Agree and Disagree sides. Each comment consists of several sentences. Salient
sentences refer to those which are the most meaningful content or the summaries of
the comment. The system automatically extracts the most salient sentences from each
comment, based on a compressed rate of 20%. Listing 4.2 shows an example of a
comment from an online debate and Listing 4.3 is the salient sentences automatically
selected by the system. The original comment contains 10 sentences and the system
select 10 X 20 / 100 = 2 sentences from the comment.
We view that the automatic selection of salient sentences can be achieved by a regres-
sion task. To train the model, a regression score for a sentence is defined between 1
to 5. It is derived from the number of annotators voted for that sentences divided by
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Original Comment
Yes, Global Warming is very Real! And if you would look around you, you would
see it. Ice burgs are melting in Antarctica and are causing water to rise 7 inches
in the last ten years. There are more wildfires, extremer whether. Violent storms
etc and its only getting worst. Temperatures are heating up. Dangerous heat
waves are becoming more. And just look at the effect of climate change. I think
it’s very real and it’s just gonna keep getting worst. So yes Global Warming is
very real.
Listing 4.2: Example of an original comment from an online debate
Salient Sentences
And just look at the effect of climate change. I think it’s very real and it’s just
gonna keep getting worst.
Listing 4.3: The salient sentences automatically selected by the system
the number of all annotators. In order for the system to determine which sentences
are salient, we build a support vector regression model together with a set of dominant
features to score each sentence. The model combines the features for scoring sentences
in debate comments. Based on the compression rate, for each comment, the sentences
with the highest regression scores are considered the most salient ones. These activities
are repeated for all comments. Once this process is complete, a list of salient sentences
is derived and will be used as the input in the next process. More detail can be found
in Chapter 5.
In the evaluation of this process, ROUGE evaluation metric is used to determine n-grams
overlap between the automatic selected salient sentences and the SSSD.
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Figure 4.6: Two methodologies investigated for the generation of a Chart Summary
4.1.2 Chart Summary Generation
The objective of this process is to generate a Chart Summary. Chart Summary is con-
stituted by combining three components: bars, labels, and figures. The bars are the
clusters of related salient sentences which were automatically selected by the system in
the previous process. Labels indicate a brief description of the bars. Figures represent
the number of salient sentences in the bars. The salient sentences previously selected
by the system is the input for this process.
In this thesis, we view that the generation of Chart Summary can be achieved by two
methodologies. Figure 4.6 summarizes the two methodologies for constructing a Chart
Summary. The two methodologies are discussed in the following sections.
4.1.2.1 Term-Based Clustering
The first methodology that we explore in the creation of Chart Summary is a term-
based clustering approach. In this approach, we use a list of key terms to cluster salient
sentences into the same groups. The salient sentences that share the same terms are
placed in the same clusters. These terms are derived from an ontology service. As
the terms already elaborate the central meaning of the clusters, we regard that they
are the cluster labels. In the next step, salient sentences in all clusters are counted to
represented as the figures of the bars.
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Figure 4.7: An example of salient sentence clustering by a term-based clustering ap-
proach
Figure 4.7 summarizes the generation of bars, labels, and figures by the term-based
clustering approach. In the figure, assume the salient sentences on the left-hand side
are those selected by the system. They are fetched to the ontology service and later the
terms in the sentences are captured by the service. Those terms are considered as the
labels, indicating groups of the related salient sentences. The final step is the count of
a total number of the sentences in clusters. More details of the term-based clustering
approach will be discussed in Chapter 5.
4.1.2.2 X-means Clustering
The other clustering methodology that we investigate for the generation of Chart Sum-
mary is an X-means clustering approach. X-means is a clustering algorithm which is an
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extended version of K-means. It allows us to automatically detect a number of clusters
in text (Pelleg and Moore, 2000). More details of this algorithm will be discussed in
Chapter 5.
In this methodology, we also employ ontologies as the background knowledge for cap-
turing important terms in the text. The terms are transformed into similarity vectors
and then the vectors are clustered using the X-means algorithm. In the generation of
labels, we apply a Mutual Information approach to score all candidate terms in clusters.
More details of Mutual Information will be discussed in Chapter 5.
In this process, we measure the quality of the clustering results by calculating mean
silhouette scores, indicating how well the sentences in clusters coherently connect. For
the evaluation of cluster labels, we follow the manual evaluation method presented by
Aker et al. (2016). A set of Likert-scale questions is given to subjects to evaluate the
quality of labels.
To sum up, at the end of the second process, we derived two sets of clusters generated by
the term-based clustering approach and the X-means clustering approach. The clusters
contain several related sentences. These clusters will be used to create new datasets for
a contradiction detection task which will be discussed in the next section.
Figure 4.8: The last process of the system architecture, Contradiction Detection process
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4.1.3 Side-By-Side Summary Generation
The main objective of this process is to generate a Side-By-Side Summary. The sum-
mary is visualized as a table of a topic. Each row in the table consists of pairs of
contradictory sentences related to that topic. This section begins with a brief discus-
sion of how datasets used for the generation of Side-By-Side Summary are created and
annotated. Next, we discuss how we classify examples in the datasets and visualize the
classification results as a Side-By-Side Summary. Figure 4.8 illustrates the activities
occurred in this process.
4.1.3.1 Data Annotation for the Contradiction Detection Task
The clustering results derived from the previous process are further annotated for the
contradiction detection task. As the clustering results are derived from the two cluster-
ing approaches, we create and annotate two debate entailment datasets. The datasets
are prepared by creating pairs of RTE sentences: text (T) and the hypothesis (H). In
each cluster, sentences in clusters from the Agree side will be matched with those on the
Disagree side. The longer sentences are considered to be the text and the shorter sen-
tences are chosen to be the hypothesis (Lendvai et al., 2016). In a later step, the pairs of
H-T sentences are annotated with one of the two entailment relations: Contradiction or
Non-Contradiction. In total, we derive two datasets, Debate Entailment Dataset from
the Term-based clustering approach (DEDT) and Debate Entailment Dataset from the
X-means clustering approach (DEDX). More details of the annotation methodology are
discussed in Chapter 6.
4.1.3.2 Logistic Regression Model
In order to generate a Side-By-Side Summary, we classify the sentences pairs whether
they are contradiction or non-contradiction. Figure 4.9 shows an example of the clas-
sification. The two datasets will be the input to the system. We apply the logistic
regression algorithm to create a classifier. Additionally, we also define key features to
help the classification of sentence pairs. The evaluation approach for the contradiction
detection task from de Marneffe et al. (2008) is followed and reported as Precision, Re-
call, and F1 scores. More details of the classification and evaluation are discussed in
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Figure 4.9: An example of the classification in the contradiction detection task
the next chapter. Once the classification is complete, we export contradictory sentence
pairs and visualize them as a Side-By-Side Summary in HTML pages.
4.2 Summary
To summarize, aside from the work done by Ranade et al. (2013), we proposed a novel
system architecture which is not explored before in debate summarization. Our ar-
chitecture for debate summarization is specially designed for generating Combination 2
summaries, presenting both a chart-based overview and addition of in-depth side-by-side
comparison of opposing debate stances. Our system structure is therefore significantly
unique compared to the previous work. For instance, in the generation of a Chart
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Summary, labels are required to fulfill the requirements of the chart. In addition, we
need a mechanism to detect whether a topic is mentioned on both opposing sides are
rebuttal since it is one of the major requirements for the generation of Side-By-Side
Summary. For these reasons, the combination of these crucial requirements makes our
system distinctive and cannot be found in the system architectures of the related work
in debate summarization (Witte and Bergler, 2007; Kim and Zhai, 2009; Huang et al.,
2011; Campr and Jezek, 2012; Lerman and McDonald, 2009; Ranade et al., 2013).
The next chapter will discuss the first and the second stages of the system architecture
in detail. It elaborates how each component of a Chart Summary is generated and
combined into a Chart Summary.
Chapter 5
CHART SUMMARY GENERATION
This chapter paves the way for the generation of a Chart Summary. The Chart Sum-
mary consists of bars which represent clusters of salient sentences, labels of the bars
which give short descriptions of the bars, and the frequencies of the bars showing the
numbers of particular salient sentences discussed in each bar. These components are
developed according to the processes shown in the blueprint of our system architecture.
This chapter discusses two main processes of the system architecture of online debate
summarization system. In the first process, we discuss how salient sentences are au-
tomatically selected by the system. Then in the next process, we cluster the salient
sentences, extract labels, and count the frequencies. These components are combined
and then visualized as a Chart Summary.
5.1 Automatic Salient Sentence Selection
In this process, we aim to select sentences that are deemed important or that summa-
rize the information mentioned in the comments. We call these sentences, the salient
sentences. The number of salient sentences selected from each comment is based on
the compression rate of 20%. In order to select salient sentences, different features are
defined. A Support Vector Regression model combines the features for scoring sentences
in each debate comment. The following sections discuss the salient sentence selection
process in detail, including the regression model, features, experiments, baseline, results
and evaluation metric.
5.1.1 Support Vector Regression Model
In this experiment, we work on the extractive summarization problem and aim to select
sentences that are deemed important or that summarize the information expressed in
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debate comments. Additionally, we aim to investigate the keys features which play
the important roles in the summarization of the debate data. We view this salient
sentence selection as a regression task. Hirao et al. (2002), Li et al. (2007), and Hong
et al. (2015) report that Support Vector Machine (SVM) is an efficient approach for
sentence extraction. For this reason, we use a popular machine learning package which
is available in Python, called Scikit-learn (Pedregosa et al., 2011) to build our support
vector regression model. In order to train the model, a regression score for a sentence
is defined between 1 to 5. It is derived from the number annotators selected that
sentence divided by the number of all annotators. In this experiment, we defined 8
different features and the support vector regression model combines the features for
scoring sentences in each debate comment. From each comment, sentences with the
highest regression scores are considered the most salient ones.
5.1.2 Feature Selection
The following features were experimented for automatically extracting salient sentences
in debate comments. In total, there are 9 features including the combination one.
1. Sentence Position (SP). Sentence position correlates with the important infor-
mation in the text (Baxendale, 1958; Edmundson, 1969; Goldstein et al., 1999).
In general, humans are likely to mention the first topic in the earlier sentence
and they express more information about it in the later sentences. We prove
this claim by conducting a small experiment to investigate which sentence posi-
tions frequently contain salient sentences. We processed the annotated SSSD, kept
records of the positions, and illustrated the statistical information of the sentence
positions selected by the annotators in Figure 5.1. From our data annotation, 60
percent of salient sentences locate at the first three positions of the comments,
shaping the assumption that the first three sentences are considered as containing
salient pieces of information. Equation 5.1 shows the calculation of the score for
the sentence position features.
5.1 Automatic Salient Sentence Selection 87
Figure 5.1: The percentage of annotated sentence position
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Score =
 1sentence position , if position < 40, otherwise (5.1)
2. Debate Titles (TT). In writing, a writer tends to repeat the title words in a
document. For this reason, a sentence containing title words is likely to contain
important information. We collected 11 debate titles as shown in Table 4.1. In our
experiment, a sentence is considered as important when it contains mutual words
as in debate titles. Equation 5.2 shows the calculation of the score for this feature.
Score =
number of title words in sentence
number of words in debate titles
(5.2)
3. Sentence Length (SL). Sentence length also indicates the importance of sen-
tence based on the assumption that either very short or very long sentences are
unlikely to be included in the summary. Equation 5.3 is used in the process of
extracting salient sentences from debate comments.
Score =
number of words in a sentence
number of words in the longest sentence
(5.3)
4. Conjunctive Adverbs (CJ). One possible feature that helps identify salient
sentence is to determine conjunctive adverbs in sentences. Conjunctive adverbs
were proved that they support cohesive structure of writing. For instance, “the
conjunctive adverb moreover has been used mostly in the essays which lead to
a conclusion that it is one of the best-accepted linkers in the academic writing
process.”(Januliene˙ and Dziedravičius, 2015). The NLTK POS Tagger1 was used
to determine conjunctive adverbs in our data.
5. Cosine Similarity. Cosine similarity has been used extensively in Information
Retrieval, especially in the vector space model (Salton et al., 1975). Documents
1http://www.nltk.org/api/nltk.tag.html
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are ranked according to the similarity of the given query. Equation 5.4 illustrates
the equation of cosine similarity where ~q and ~d are n-dimensional vectors (Man-
ning and Schütze, 1999). Cosine similarity is one of our features that is used to
find similarity between two textual units. The following pairs of textual units are
used to compute the score of cosine similarity.
cos(~q, ~d) =
n∑
i=1
qidi√
n∑
i=1
q2i
√
n∑
i=1
d2i
(5.4)
(a) Cosine similarity of debate title words and sentences (COS_TTS).
For each sentence in debate comments, we compute its cosine similarity score
with the title words. This is based on the assumption that a sentence con-
taining title words is deemed as important.
(b) Cosine similarity of climate change terms and sentences (COS_CCTS).
A list of climate change terms was collected from news media about climate
change. We calculate cosine similarity scores between the terms and sen-
tences. In total, there are 300 most frequent terms relating to location,
person, organization, and chemical compounds.
(c) Cosine similarity of topic signatures and sentences (COS_TPS).
Topic signatures play an important role in automatic text summarization
and information retrieval. It helps identify the presence of complex concepts
or the importance in text. In a process of determining topic signatures,
words appearing occasionally in the input text but rarely in other text are
considered as topic signatures. They are determined by an automatic pre-
defined threshold which indicates descriptive information. Topic signatures
are generated by comparing words in two sets of text using using a concept
of the likelihood ratio (Nenkova and McKeown, 2011; Lin and Hovy, 2000),
λ presented by Dunning (1993). It is a statistical approach which calculates
a likelihood of a word. For each word in the input, the likelihood of word
occurrence is calculated in a pre-classified text collection. Another likelihood
value of the same word is calculated and compared in another out-of-topic
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collection. The word, on the topic-text collection that has higher likelihood
value than the out-of-topic collection, is regarded as the topic signature of a
topic. Otherwise, the word is ignored.
6. Semantic Similarity of Sentence and Debate Titles (COS_STT). Since
the aforementioned features do not semantically capture the meaning of context,
we create this feature for such purpose. We compare each sentence to the list
of debate titles based on the assumption that forum users are likely to repeat
debate titles in their comments. Thus, we compare each sentence to the titles
and then calculate the semantic similarity score by using Doc2Vec (Řehůřek and
Sojka, 2010).
5.1.3 Baseline
MEAD is a multi-document summarization system that extracts sentences based on a
linear combination of features. The key features used in MEAD are 1) centroid which
centers terms in documents in the clusters; 2) position of sentences in the documents;
and 3) the similarity of sentences overlapping with the first sentence in documents
(Radev et al., 2000). Debate comments from each opposing side were fed to MEAD.
Then, the sentences in the comments were scored based on the three features and af-
terward ascendingly ranked based on the highest score. Table 5.1 illustrates ROUGE
scores derived from the automatic salient sentence selections performed by MEAD.
Table 5.1: The results of ROUGE scores for the automatic salient sentence selection
performed by MEAD
Evaluation Metrics ROUGE-1 ROUGE-2 ROUGE-SU4
ROUGE Scores 0.4579 0.4011 0.4029
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Automatic Selected Salient Sentences
- Global Warming isn’t a problem at all.
- In my opinion Global Warming doesn’t even exist.
- Global warming is a myth created by corporations in order to make profit.
- Why did we all hop on board the global warming bandwagon started by politi-
cians when the scientific community didn’t back it?
- Global warming does not exist..
- Cars, factories, etc. Earth has its own phases, and just because “the temp is
increasing over time,” doesn’t mean its global warming..
- No, I do not think that global warming is true.
- If global warming was real, Perhaps we would be seeing the sea level rising
rapidly.
- Yes, global warming is a myth, because they have not really proven the science
behind it.
- People are saying any change in temperature or natural disaster is caused by
global warming.
- Global Warming has been happening since the Earth was born.
- Says Al Gore and you know what Global warming is Man made, Yep, man
made!
- Also, look at the main drivers behind "global warming", “climate change”, and
“human induced climate change”.
- The real main factor to global warming is water vapor, so technically not our
fault.
- Depends on how you define “global warming”.
- Not if you define global warming as the increase in average surface temperature
of the planet which is assumed to have increased by 0.8C since 1900.
- If there was global warming it would just be plain rain.
- I think that the earth has been regulating its own temperature, and humans
have had very little if anything at all to do with global warming.
- Global warming is not humans fault as the government would have you believe.
- Global warming is a myth that modern liberals use to push their environment-
friendly agenda.
- Global Warming is just a cover up to get our tax dollars.
Listing 5.1: An example of the salient sentences selected by the system.
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Table 5.2: ROUGE scores of salient sentences selection derived from different features
and the baseline
Features / ROUGE-N (Recall) ROUGE-1 ROUGE-2 ROUGE-SU4
Sentence Position (SP) 0.6124 0.5375 0.4871
Debate Titles (TT) 0.5407 0.4693 0.4303
Sentence Length (SL) 0.4307 0.3550 0.3335
Conjunctive Adverbs (CJ) 0.4988 0.4346 0.4147
Cosine Similarity of Topic Signatures and Sentences (COS_TPS) 0.3907 0.2986 0.2699
Cosine similarity of Debate Title Words and Sentences (COS_TTS) 0.5630 0.5076 0.4780
Cosine Similarity of Climate Change Terms and Sentences (COS_CCTS) 0.3389 0.2558 0.2340
Semantic Similarity of Sentence and Debate Titles (COS_STT) 0.4304 0.3561 0.3340
Combination of Features 0.4773 0.3981 0.3783
MEAD Baseline 0.4579 0.4011 0.4029
Table 5.3: The statistical information of comparing sentence position and other features
after applying Doc2Vec. The table shows the abbreviations of the feature names.
Comparison Pairs ROUGE-1 ROUGE-2 ROUGE SU4
Z
Asymp. Sig.
(2-tailed)
Z
Asymp. Sig.
(2-tailed)
Z
Asymp. Sig.
(2-tailed)
SP VS CB −4.246b 0∗ −3.962b 0∗ −3.044b 0.002
SP VS CJ −3.570b 0∗ −3.090b 0.002 −2.192b 0.028
SP VS COS_CCTS −6.792b 0∗ −6.511b 0∗ −6.117b 0∗
SP VS COS_TTS −1.307b 0.191 −.789b 0.43 −.215b 0.83
SP VS COS_TPS −6.728b 0∗ −6.663b 0∗ −6.384b 0∗
SP VS SL −4.958b 0∗ −4.789b 0∗ −4.110b 0∗
SP VS COS_STT −4.546c 0∗ −4.322c 0∗ −3.671c 0∗
SP VS TT −3.360c 0.001∗ −2.744c 0.006 −2.641c 0.008
a) Wilcoxon Signed Ranks Test.
b) Based on negative ranks.
c) Based on positive ranks.
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5.1.4 Results and Discussion
In this process, we selected salient sentences from the SSSD. Listing 5.1 illustrates an ex-
ample of salient sentences which were automatically selected by the system. In order to
evaluate the performance of our system, we applied ROUGE-N evaluation metrics. We
reported ROUGE-1 (unigram), ROUGE-2 (bi-grams) and ROUGE-SU4 (skip-bigram
with the maximum gap length of 4). Additionally, we also compared the system’s per-
formance to a baseline, MEAD. Table 5.2 illustrates macro average of ROUGE scores
(recall) of the salient sentences selected by each feature and those generated by the
baseline. Figure 5.2 shows the ROUGE scores in a graphical format.
From the figure, it can be concluded that the sentence position feature plays the most
important role in the selection of salient sentences. This evidence conforms to our sta-
tistical information shown in Figure 5.1 in which approximately 60% salient sentences
locate at the earlier sentences. Additionally, the debate titles feature is also one of the
most important features in the selection of the salient sentences as it also yields a high
ROUGE score. This is also implied by the cosine similarity scores of other pairs. For
instance, it may be observed that when the similarity of sentences and debate titles is
measured, the score of cosine similarity increases. In contrast, the score is lower when
the similarity is calculated by measuring sentences against topic signatures and climate
change terms. This is possible when the sentences hardly express person and organiza-
tion entities as in topic signatures and the climate change terms. For the combination
of all features, it yields a satisfying result.
As can be seen from the table and the figure, the performance of our system outperforms
the baseline. One primary reason leading a superior performance is the use of suitable
features in the regression model. Whereas our features, for example, help identify a lo-
cation of the sentence in debate comments, MEAD only selects sentences at the centers
of the clusters – no useful features are integrated into MEAD to help identify the salient
sentences. For this reason, MEAD is not able to identify the salient sentences in our
experiment and therefore does not yield higher ROUGE scores than our system.
Moreover, to measure the statistical significance of the ROUGE scores generated by the
features, we calculated a pairwise Wilcoxon signed-rank test with Bonferroni correction.
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We report the significance p = .0013 level of significance after the correction is applied.
Our results indicated that there is statistical significance among the features. Table 5.3
illustrates the statistical information of comparing sentence position and other features.
The star indicates that there is a statistically significant difference between each com-
parison pair.
In our experiment, we conclude that the best results are derived with ROUGE-1. This
is possible when the frequent terms in our data are mostly unigram and they are fre-
quently included in the reference summaries.
5.1.5 Conclusion
In this process, we worked on an annotation task for a new annotated dataset, online
debate data. We have manually collected reference summaries for comments given to
global warming topics. The data consists of 341 comments with total 519 annotated
salient sentences. We have performed five annotation sets on this data so that in total
we have 5 X 519 annotated salient sentences. In addition, we also implemented an
extractive text summarization system on this debate data. Our results reveal that
the key feature that plays the most important role in the selection salient sentences
is sentence position. Other useful features are debate title words feature, and cosine
similarity of debate title words and sentences feature. Therefore, we use the salient
sentences which were automatically selected through the sentence position feature in
the subsequent experiments.
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5.2 Chart Summary Generation
Recall the components in a Chart Summary as shown in Figure 3.2. A Chart Sum-
mary consists of bars which represent clusters of salient sentences, the labels of the bars
providing short descriptions, and the frequencies indicating the numbers of salient sen-
tences in each bar. In our work, we view that the generation of a Chart Summary can
be achieved by sentence clustering, cluster labeling, and visualization. These are the
main components which will be discussed in this section. In this process, we investigate
two different clustering approaches for the generation of Chart Summaries. In the first
approach, we generate the chart by applying a term-based clustering approach and a
cluster labeling method. The second approach makes use of X-means for clustering and
a Mutual Information for labeling the clusters. Both approaches are driven by ontolo-
gies. This process is completed with the combination of the components for visualizing
the Chart Summary. The following sections discuss the stages occurred in this process
in detail.
5.2.1 Term-Based Clustering
In the generation of Chart Summary, we firstly investigate a term-based clustering ap-
proach. As its name indicates, clusters are generated based on the terms sharing in the
salient sentences. In this approach, we use a list of key terms to cluster sentences into
the same group. The salient sentences derived from the previous process are the input.
To perform clustering we used terms extracted from ontologies. We employed the En-
glish ClimaPinion service2 from the DecarboNet project3 as the background knowledge
to capture climate change topics and extract from each salient sentence topical terms.
To obtain clusters we grouped sentences containing the same label within the same clus-
ter. If a sentence contained more than one term then it was assigned to several clusters
allowing the sentence to be soft-clustered.4 Also note, terms with the same semantic
meaning can be expressed differently. To address this, for each label, we obtained a
list of its synonyms from WordNet (Miller, 1995). If the labels shared common syn-
2http://services.gate.ac.uk/decarbonet/sentiment/
3https://www.decarbonet.eu
4Within a cluster all sentences must share one particular term but each sentence may contain other
terms that are not shared by other sentences within the same cluster.
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onyms, we considered them as the same. Consequentially, the sentences automatically
annotated with such labels were merged into the same cluster.
5.2.1.1 Term-based Clustering Evaluation
The evaluation of the ontology-based term extraction has been already carried out
by Maynard and Bontcheva (2015). By consisting of two environmental ontologies,
GEMET (GEneral Multilingual Environmental Thesaurus) and Reegle, the ClimaPin-
ion yields great results in recognizing environmental terms in the text, with the preci-
sion, recall, and F1 measure of 85.87%, 53.05%, and 65.58% respectively (Maynard and
Bontcheva, 2015).
Figure 5.3: An illustration of coordinates and clusters for the calculation of s(i). Adapt
from “Silhouettes: a graphical aid to the interpretation and validation of cluster analy-
sis”, by P. Rousseeuw, Journal of Computational and Applied Mathematics, 53-65, 1987.
The results derived from the term-based sentence clustering are evaluated with the mean
silhouette coefficient (Rousseeuw, 1987). The concept of how silhouettes are constructed
is illustrated in Figure 5.3. As shown in the figure, to assess how well the coordinate i is
well clustered to the cluster A, Rousseeuw (1987) defined how a value of the coordinate
i, s(i), is calculated. The algorithm requires two types of average dissimilarities: the
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average dissimilarities of coordinate i in its own cluster (a(i)) and the average dissimilar-
ities of the coordinate i in other clusters (d(i, C)). Note that C refers to other clusters.
By repeating the calculation of d(i, C), the algorithms aims to find the nearest cluster
and records the smallest numbers denoted in Equation 5.5.
b(i) = min
C 6=A
d(i, C) (5.5)
Assume that cluster B is the nearest clusters obtained from the calculation, the number
of s(i) is derived by determining a(i) and b(i) as shown in Equation 5.6 which can be
rewritten as shown in Equation 5.7. The equation shows the calculation for only one
coordinate. The overall performance of the clustering results is generally obtained by
the calculation of the average of all coordinates in the whole dataset. This is called the
mean silhouette coefficient.
s(i) =

1− a(i)/b(i), if a(i) < b(i)
0, if a(i) = b(i)
b(i)/a(i)− 1, if a(i) > b(i)
(5.6)
s(i) =
b(i)− a(i)
max(a(i), (b(i))
(5.7)
In summary, as implied by the above equations, the silhouette does not require the gold
standard data for calculating the silhouette coefficient. It instead evaluates the clus-
tering performance by determining the cohesion of the documents assigned to a cluster
rather than to the other clusters. These documents are represented as coordinates. Sil-
houette calculates the pairwise difference in both inter-cluster and intra-cluster distance.
In the interpretation of mean silhouette coefficient, the coefficient close to 1.0 indicates
a good cohesion and separation of the clustering results, meaning that the average dis-
tance from a coordinate in a cluster to the other coordinates within its own cluster is
less than the average distance to all coordinates in the nearest cluster. In addition,
when the coefficient is close to 0, the coordinates in the clusters are nearly close or on
the decision boundary between two neighboring clusters. A negative mean silhouette
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coefficient is obtained when coordinates might be assigned to wrong clusters. In other
words, the coordinates are very close to the neighboring clusters rather than the coor-
dinates in their own clusters (Rousseeuw, 1987).
In this experiment, we derived the mean silhouette score of 0.0000 with a total number
of 39 clusters. This is similar to the work presented by Wang and Koopman (2017). The
interpretation based on the coefficient is that the data points are assigned near to the
decision boundaries of the clusters. Especially, when salient sentences contain multiple
climate change topics, clear clustering boundaries are difficult to achieve. This circum-
stance indicates that such a simple clustering approach is less applicable for grouping
semantically similar sentences together and that the task required more sophisticated
ways of achieving better performance. We will discuss an alternative solution in Section
5.2.3.
5.2.2 Term-Based Label Extraction
After grouping salient sentences together, the groups or clusters should be given labels
which clearly reflect the content in the clusters (Aker et al., 2016). Similar to the
clustering approach, where we grouped salient sentences by the ontological term they
share, we used the shared term as the label to represent the cluster. This is based on
the assumption that the climate change terms which are annotated in the sentences do
already elaborate the central meaning of the clusters. Listing 5.2 illustrates an example
of the labels extracted by choosing the shared terms.
5.2.2.1 Labeling Evaluation for Term-based Clustering Appraoch
5.2.2.2 Baseline
In the labeling evaluation, we compared the system labels against the baseline labels.
We generated the baseline labels by applying tf*idf. It is a common approach in most
information retrieval systems which consists of two main components, tf and idf (Ponte
and Croft, 1998). In our experiment, tf indicates the frequency of terms occurs in a
cluster5. idf presents the number of clusters in which the term occurs in. These compo-
nents allow us to reduce common terms in the clusters and discover more discriminative
5Since sentences can contain more than one term it is likely that a cluster has several climate change
terms.
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Shared-Term Labels
polar ice
average temperature
habitat loss
mother nature
climate change
industrial revolution
water vapour
greenhouse gases
Environment
pollution
natural disasters
weather
surface temperature
global warming
hurricanes
melting
emissions
carbon emissions
warming
global temperature
climatology
ozone layer
climate
CO2
temperature
greenhouse effect
floods
cleaning
water level
sea level
electric car
ice age
deforestation
scientific evidence
scientific research
forest fires
methane
pollutants
power plants
Listing 5.2: An example of labels generated by choosing the shared terms in clusters
terms having fairly low term frequency in the clusters. To determine the candidate
labels, we calculated the score for each term by the multiplication of tf and idf. The
term with the top score was chosen as the cluster label.
5.2.2.3 Manual Labeling Evaluation
In the evaluation of cluster labels, we followed the manual evaluation method presented
by Aker et al. (2016). We invited three participants having a background in Computer
Science to evaluate the labels. Those are fluent in English and aged above 18 years old.
The evaluation was presented as an online form. The participants were asked to read
the sentences in the given clusters and score the labels. The baseline and system labels
were shown in random order. For each label, the participants were asked to answer
five-point Likert scale questions, ranging from strongly disagree (1) to strongly agree
(5). The questions include i) Question 1: By reading the label, I can understand it, ii)
Question 2: This label is a complete phrase, and iii) Question 3: This label precisely
reflects the content of the sentences in the cluster. Along with the three questions, we
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presented 13 clusters with a maximum of 10 salient sentences (so that the participants
are able to read the content prior to the labeling evaluation) and a minimum of 2 salient
sentences. Figure 5.4 illustrates the results of the labeling evaluation.
Figure 5.4: The labeling evaluation performed on the term-based clustering approach.
The average preference scores generated by 3 participants on a scale 1: strongly disagree
to 5: strongly agree
As we can see from the figure, overall, the quality of the system labels is higher than
the baseline labels. In Q1, the system labels compared to the baseline labels are more
understandable with the average score of 4.59 and 3.33 respectively. Likewise, in Q2,
the system labels are more completed phrases than the baseline with a mean difference
of 1.51. Lastly, with the average preference scores of 4.23 in Q3, the system labels reflect
better the quality of the content in the clusters, than those generated by the baseline
having the score of 2.79. Additionally, the quality of the system labels is further con-
firmed by a statistical significance analysis with Mann-Whitney U Test. The test reveals
that significance difference is found in the system labels (MdQ1−Q3 = 5, nQ1−Q3 = 39)
and the baseline labels (MdQ1 = 4, MdQ2 = 3, MdQ3 = 2), UQ1 = 363, UQ2 =
343, UQ3 = 386, zQ1 = −4.25, zQ2 = −4.36, zQ3 = −3.92, p < 0.01, rQ1 =
0.48, rQ2 = 0.49, rQ3 = 0.44. We also measured the inter-annotator agreement using
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Krippendorff’s alpha coefficient6. The agreement in Q1, Q2, and Q3 are 0.31, 0.27, and
0.35 respectively. We consider these agreement scores are sufficient to demonstrate the
quality of the system labels compared to the baseline labels.
5.2.3 X-means Clustering
In Section 5.2.1 we have shown that the idea of performing clustering based on shared
terms results in poor clustering performance. In this section, we aim to overcome the
problem of the poor performance of the term-based clustering approach by using X-
means (Pelleg and Moore, 2000) clustering algorithm, an extended version of K-means,
to cluster the salient sentences selected by the summarization system. One of the
benefits of X-means is that it is able to automatically detect the number of clusters.
In order to automatically detect a number of clusters, the algorithm completes a set of
repeated operations searching for the best scoring model, indicating a total number of
clusters should be finally created. X-means begins with the running of the conventional
K-means and then determines whether centroids should be split. There are two splitting
strategies: choosing one centroid and choosing a half number of centroids. By applying
a splitting strategy, the algorithm determines whether the model score improves after
splitting. If the score improves, the splitting is accepted. Otherwise, the splitting is
rejected. (Pelleg and Moore, 2000). The summary of these steps is shown in Figure
5.5. After BIC scores are calculated, the algorithm determines which centroids should
be kept.
Pr[Mj |D] (5.8)
where:
D refers to the input set of coordinates.
Mj is a set of alternative models derived from the results after applying different
value of K.
6nltk metrics, http://www.nltk.org/api/nltk.metrics.html.
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Figure 5.5: The steps of searching for the best model score. Adapt from “X-means:
Extending K-means with Efficient Estimation of the Number of Clusters”, by D. Pel-
leg & A. Moore, Proceedings of the Seventeenth International Conference on Machine
Learning, 2-3, 2000.
104 Chart Summary Generation
BIC(Mj) = lˆj(D)− pj
2
· logR (5.9)
where:
lˆj(D) refers to the log-likelihood of the data as of the j-th model, at the maximum
point.
pj is the number of parameters in Mj .
R is the number of coordinates.
σˆ =
1
R−K
∑
i
(xi − µ(i))2 (5.10)
Pˆ (xi) =
R(i)
R
· 1√
2piσˆM
exp(− 1
2σˆ2
‖xi − µ(i)‖2) (5.11)
l(D) = logΠiP (xi) = Σi(log
1√
2piσM
− 1
2σ2
‖xi − µ(i)‖2 + log
R(i)
R
) (5.12)
In the processing of choosing a model score, the posterior probability shown in Equation
5.8 is determined along with the Schwarz criterion presented by Schwarz et al. (1978)
shown in Equation 5.9. In addition, the maximum likelihood estimate (MLE), the coor-
dinate probabilities, and the log-likelihood of the data are applied as shown in Equation
5.10 - 5.12 respectively.
By fixing the value of n between 1 and K, 1 ≤ n ≤ K, on a set of coordinates Dn in a
centroid n with the maximum likelihood estimate applied, the result yields as shown in
Equation 5.13. The formula is used to calculate the BIC scores when centrods are split
as aforementioned.
lˆj(Dn) = −Rn
2
log(2pi)−Rn ·M
2
log(σˆ2)−Rn −K
2
+Rn logRn−Rn logR (5.13)
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5.2.3.1 Similarity Measurement
To enable X-means to process the clustering, a similarity needs to be defined to de-
termine which sentences are close to each other. In the definition of our similarity
measurement, the automatic selected salient sentences are transformed into vectors us-
ing the vector space model. In the document indexing stage, we employed the ontologies
to automatically annotate key climate change terms in the SSSD. The employment of
ontology-based approach benefits the transformation of words to vectors by capturing
relevance of specific topics. We derived 64 significant climate change topics. Term fre-
quency was counted for each term to generate vectors for each sentence. To generate
a similarity matrix, cosine similarity measure was used to calculate cosine similarity
scores among the vectors. After the similarity matrix was constructed, we applied a
Principal Component Analysis (PCA)7 for dimensionality reduction.
5.2.3.2 X-means Clustering Evaluation
Similar to the term-based clustering we evaluated the results of the X-means clustering
using the silhouette. The mean silhouette coefficient is derived from the calculation
based on the similarity definition obtained by the ontology-based vector space model.
We achieved a high coefficient score of 0.9878, with the total number of 19 generated
clusters. As discussed in the previous section, a mean silhouette coefficient close to 1.0
indicates that the average distance from a coordinate in a cluster to the other coordinates
within its own cluster is less than the average distance to all coordinates in the nearest
cluster (Rousseeuw, 1987). In our experiment, we concluded that the clustering results
obtained by the X-means clustering algorithm have a strong clustering structure.
5.2.4 Label Generation with Mutual Information
To generate labels from the X-means clusters we could have followed the same approach
as described in Section 5.2.2, namely selecting a term that is shared by all or majority
of the salient sentences within a cluster. We tried this. However, to our surprise, the
performance was very low compared to what we achieved in Section 5.2.2. Nevertheless,
this helped us draw two conclusions. First, the performance in Section 5.2.2 is high
because the labels were so selected that all salient sentences within a group shared that
label. Second, the size of the clusters was not big so that the label had high chance to
7sklearn.decomposition.PCA: https://goo.gl/QqiWec
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be representative of the cluster. This simulation changed once the cluster size increased
and also the salient sentences covered several different climate change terms. Because
of this, selecting a label was not about simply selecting the term that appears in all or
in the majority of the salient sentences. Instead, we used Mutual Information (MI) to
make this decision for us.
MI is a prevalent feature selection approach that involves the calculation of a utility
measure A(t,c). MI quantifies how much information term t is contributing to the cor-
rect classification judgment on class c (Manning et al., 2008). The MI formula is shown
in Equation 5.14, where U is a random variable that holds the value et. If a sentence
contains term t, the value of et is 1. Otherwise, the et is 0. C is a random variable
that holds the value ec. The value of ec is 1 indicating that a sentence is in class c and
it is 0 if it is not. Table 5.4 and Equation 5.16 illustrate how to calculate a mutual
information score for a term climate in a class X (Manning et al., 2008). Listing 5.3
shows an example of labels generated by Mutual Information.
I(U ;C) =
∑
et∈{1,0}
∑
ec∈{1,0}
P (U = et, C = ec) log2
P (U = et, C = ec)
P (U = et)P (C = ec)′
(5.14)
I(U ;C) =
N11
N
log2
NN11
N1.N.1
+
N01
N
log2
NN01
N0.N.1
+
N10
N
log2
NN10
N1.N.0
+
N00
N
log2
NN00
N0.N.0
(5.15)
To calculate the mutual information scores for candidate terms, we applied the maximum
likelihood estimation of probability as shown in Equation 5.15 (Manning et al., 2008).
From the equation, N refers to the counts of sentences in which their subscripts take
the values of et and ec. For instance, N01 refers to the number of sentences that do not
contain term t (et = 0) but in class c (ec = 1). N1. is derived from the addition of N10
and N11. N refers to the total number of sentences. In each cluster, we calculated the
score of each candidate term. The term with the highest MI score was selected as the
cluster label for that cluster. Note that in this work we only focused on unigram.
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Table 5.4: An example of the values for a term climate in a class X
ec = eX = 1 ec = eX = 0
et = eclimate = 1 N11 = 37 N10 = 23,512
et = eclimate = 0 N01 = 129 N00 = 652,015
I(U ;C) =
37
67, 5693
log2
675, 693 · 37
(37 + 23, 512) (37 + 129)
+
129
675, 693
log2
675, 693 · 129
(129 + 652, 015) (37 + 129)
+
23512
675, 693
log2
675, 693 · 23, 512
(37 + 23, 512) (23, 512 + 652, 015)
+
652, 015
675, 693
log2
675, 693 · 652, 015
(129 + 652, 015) (23, 512 + 652, 015)
= 0.0000869501
(5.16)
Labels by MI
polar
penance
years
assumed
melting
habitat
taxing
climate
hair
taxing
temperature
reputable
global
greenhouse
cyclic
yes
weather
parties
whose
warming
Listing 5.3: An example of labels generated by the Mutual Information
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Figure 5.6: The labeling evaluation performed on the X-means clustering approach. The
average preference scores generated by 3 participants on a scale 1: strongly disagree to
5: strongly agree.
5.2.4.1 Labeling Evaluation for X-means Clustering Approach
In order to evaluate the system labels generated by the results derived from X-means
clustering approach, we applied the same evaluation procedure as well the baseline
discussed in Section 5.2.2.1. The results are illustrated in Figure 5.4. As can be seen
from the figure, the average preference scores of the system are higher than the baseline.
In Q1, the system labels are more understandable than the baseline, with the mean
difference of 0.10. In Q2, the system labels more completed phrases than the baseline
labels, with a higher mean score of 0.13. Lastly, in Q3, the system labels are still better
than the baseline labels with the mean difference of 0.05. The system labels are more
meaningful for presenting the central meaning of the content in the clusters. However,
as there is a slight difference between the results of the system labels and baseline labels,
Mann—Whitney U test reveals no significant difference, with the z values of -0.705, -
0.427, and -0.389, with the significance levels of p= 0.481, 0.670, and 0.697 respectively.
The values of Krippendorff’s alpha, by another three participants, for Q1, Q2, and Q3
are 0.33, 0.44, and 0.56 respectively. We consider these agreement scores are high and
demonstrate the quality of the system labels compared to the baseline labels.
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5.2.5 Visualization
Chapter 3 discussed the investigation of various representation models for displaying
or visualizing summaries of online debates. Unlike traditional summaries, the debate
extracts have to capture the main concepts discussed on both sides of the arguments
and enable the reader to look at those concepts from both the proponent and opponent
sides. We proposed the Chart Summary which presents the clusters by bars. Each bar
is marked with a cluster label. The previous sections illustrated how components in
the Chart Summary are generated. In this section, we combine those components as a
Chart Summary.
In the generation of the bars in the Chart Summary, the bars are the clusters that
express related content on the two opposing sides. Therefore, it is important to match
clusters from the two opposing sides which express the related content. We refer this
approach as alignment. From the two opposing sides, we align the clusters based on the
cluster labels. The clusters sharing mutual labels are aligned. For alignment, we used
the cosine similarity over vector spaces representing the labels. The vector also contains
semantically related words enriched from WordNet. Clusters which have no pair will
not be aligned and thus will not be presented in the Chart Summary. Once the pairs of
aligned clusters are derived, we count the number of salient sentences in those clusters,
separately in each opposing side. Those numbers represent the frequencies of the bars.
After all components of a Chart Summary are completely generated, they are exported
to NVD3 JAVA script8 for the purpose of visualizing the Chart Summary. Figure 5.7
- 5.8 illustrate a Chart Summaries from the term-based and X-means clusters. The
summaries run on a web browser9.
8http://nvd3.org
9An example of a Chart Summary can be accessed via https://goo.gl/wjBh7V.
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Figure 5.7: Chart Summary for debate data derived from the term-based clusters
Figure 5.8: Chart Summary for debate data derived from the X-means clusters
5.3 Summary 111
5.3 Summary
In this chapter, we discussed the first and the second processes for generating Chart
Summaries. The first process began with the collection and annotation of the SSSD.
The data was used as the input for the automatic salient sentence selection. In this
process, we defined a set of key features to help extract salient sentences from online de-
bate comments. Sentence position yields highest ROUGE score and thus plays the most
important role in the selection. The salient sentences which were automatically selected
through the sentence position feature will be used in the subsequent experiments.
In the second process, we aimed to generate Chart Summaries which represent the
high-level topics of online debates. The Chart Summary is composed of three main
components, including the bars, labels, and frequencies of the bars. We proposed a
clustering and cluster labeling pipeline to guide the debate summary generation.
In our approach, we used an online service to automatically annotate climate change
terms in salient sentences and to group related salient sentences into the same cluster.
For the clustering, we investigated two variants both making use of ontological terms.
The first, a simple approach, groups salient sentences by shared terms. The second
approach applies X-means clustering. The evaluation has shown that the X-means ap-
proach is a better choice for clustering.
For the label generation, we created labels to represent each cluster. Again here we
investigated two different approaches both making use of ontological terms. The first
approach, again a simple one, labels each cluster with the term shared by all members of
the cluster. The second approach picks the best term according to Mutual Information
(MI). The manual evaluation showed that the simple approach achieves higher results
than the MI one. However, as discussed the simple approach achieved high results be-
cause of the size of the clusters and led to poor results when the size of the clusters
grew which is the case with the X-means clustering. Once the clusters and labels are
generated with the alignment of the agree and disagree parts, we visualized the results
using NVD3.
In the next chapter, we enrich the Chart Summaries with additional details such as
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enabling the users to see example debates for each cluster. When a user clicks on a bar
in a Chart Summary, a Side-By-Side Summary of a topic of the clicked bar is shown.
We view the generation of Side-By-Side Summary as a contradiction detection task.
Chapter 6
SIDE-BY-SIDE SUMMARY GENERATION
The previous chapters presented how salient sentences are selected and clustered for the
purpose of Chart Summary generation. In the next process, we focus on the generation
of the Side-By-Side Summary, which we regard as a contradiction detection task. The
clustering results derived from the previous process are further processed in this task.
In this chapter, we begin the discussion with how data is prepared and annotated for the
contradiction detection task. We also discuss an experiment to automatically generate
the Side-By-Side Summary.
6.1 Side-By-Side Summary Generation as a Contradiction Detection Task
The Side-By-Side Summary consists of a list of sentence pairs. Each pair consists of
two sentences from the Agree and Disagree side, showing disputed information, called
rebuttal. The generation of rebuttals requires two sentences to contradict each other.
For this reason, we view the extraction of rebuttals as a contradiction detection task.
This is a subtask of classifying sentences in Recognizing Textual Entailment (RTE),
represented as the relationship between hypothesis and text (Marneffe et al., 2009).
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6.1.1 Data Annotation for Contradiction Detection Task
In order to create data for the contradiction detection task, we employed the results
from the previous process which are the clusters of salient sentences. We created two
datasets. One dataset was annotated from the term-based clustering results and the
other was from the X-means clustering one. The datasets were prepared by creating
pairs of RTE sentences, text (T) and the hypothesis (H), in each cluster. Sentences from
one opposing side were paired with those on the other side. The longer sentences were
considered to be the text and the shorter sentences were chosen to be the hypothesis
(Lendvai et al., 2016). Once the data preparation was completed, the pairs of H-T
sentences were annotated with one of the two entailment relations, Contradiction or
Non-Contradiction. The following sections elaborate how each entailment relation is
defined.
6.1.1.1 Contradiction Relation
In each cluster, we pair the Agree sentences to those on the Disagree sides. A pair of
sentences consists of hypothesis and text. In the justification whether a pair of sen-
tences is contradictory, the information expressed in the hypothesis is focused. If a
piece of information in the text compared to that of the hypothesis appears to be false
or wrong, the sentence pair is considered as contradictory. The following pair exemplifies
a contradiction: the hypothesis expresses that global warming is real but the hypothesis
contrarily opposes.
<h> Yes global warming is real. </h>
<t> Global warming is a myth! </t>
Another example for the contradiction relation is shown below. Whereas the hypothesis
on global warming is not about a political move, the text expresses that global warming
is a way to get tax dollars. The issue expressed in the text may be potentially influenced
by a government launching a policy to collect money from its citizen. As the hypoth-
esis states that the information is not related to politics and the text is considered as
expressing politics, the information expressed in both sentences cannot be true at the
same time. For this reason, this example is annotated as contradiction.
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<h> Global Warming was never a political move. </h>
<t> Global Warming is just a cover up to get our tax dollars. </t>
Moreover, sentence pairs are considered as contradictory when they have disagreement
on an issue discussed in the hypothesis. For instance, the following pair exemplifies the
contradiction based on a science topic. In an issue of the existence of global warming,
the main information in the hypothesis is global warming exists due to NASA. In con-
trast, the information in the text expresses that global warming does not exists because
there is no scientific evidence. This sentence pair is therefore annotated as contradiction.
<h> Even NASA agrees that global warming exists. </h>
<t> Yes, global warming is a myth, because they have not really proven the
science behind it. </t>
6.1.1.2 Non-Contradiction
This entailment relation is contrary to the contradiction relation. A pair of sentences is
annotated as Non-Contradiction when a piece of information in both sentences are not
contradictory. For instance, the following pair of sentences does not show the contra-
diction of the information. They only entail each other’ s content – expressing the same
directions of agreement on the existence of global warming based on the same topic.
The pair exemplifies that both sentences agree that the temperature is rising.
<h> The earth is getting warmer. </h>
<t> It is statistically shown that over the century, or even decade, the global
temperatures have risen. </t>
Furthermore, a pair of sentences is considered in an Non-Contradiction when a conclu-
sion cannot be made. The information expressed in the sentences does not indicate the
agreement or contradiction in the content. The following example illustrates the text
and hypothesis express different topics. One mentions the water level and the other
express the temperature on the planet.
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<h> The oceans water level have increased by up to 7 inches. <h>
<t> Since 1850 (end of the Little Ice Age) planet has warmed 0.89 Degree
Celsius. </t>
The data annotation for the contradiction detection task was partially performed by two
annotators. The inter-annotator agreement between the annotators was κ = 0.59 which
is considered as moderate agreement according to the scales defined by Landis and Koch
(1977). In the experiment, two datasets were annotated. One dataset was annotated
from the term-based clustering results and the other was from the X-means clustering
one. In the annotation, given a pair of H-T sentences, the pair was manually annotated
with one of the two entailment relations guided above. After all the pairs of sentences
were annotated, we derived two datasets as shown in Table 6.1. To simply reference
the two datasets later, we named the datasets based on the clustering results where
they were created from, Debate Entailment Dataset from the Term-based clustering ap-
proach (DEDT) and Debate Entailment Dataset from the X-means clustering approach
(DEDX)1. The percentages of the contradiction and non-contradiction relations in the
DEDT are 41.26% and 58.74% respectively. Also in the DEDX, the percentages of the
contradiction and non-contradiction relations are 15.28% and 84.72% respectively. Note
that the size of the dataset from the term-based approach is smaller because the clus-
tering approach only captures the sentences containing climate change topics and the
rest of the sentences are ignored. Thus, the number of RTE pairs is smaller than those
of the X-means approach.
Table 6.1: Statistical Information of the RTE Corpora
Entailment Relations DEDT DEDX
Contradiction 966 1,412
Non-Contradiction 1,375 7,827
Total 2,341 9,239
1We performed the annotation for two separated datasets with the two main reasons. First, it is
possible that, for example, a salient sentence, which should be clustered to a cluster A, is wrongly
clustered to another cluster. When the H-T sentence pairs are created and annotated, that sentence
may not have a contradiction relation with the other sentences as it should be. This results in the
second reason that we need to increase the number of training data as we expected more contradiction
relation pairs could be found.
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6.2 Contradiction Detection
6.2.1 Logistic Regression Classifier
The aim of this experiment is to generate a summary of online debates, Side-By-Side
Summary. In the generation of the summary, it is important to detect rebuttals, issues
which are argued in the two opposing sides. We view this task as a binary classification
problem – to classify whether the given H-T pairs are contradiction or non-contradiction.
In this experiment, we apply a logistic regression package available in Python scikit-
learn2 to create the classifier.
6.2.2 Feature Definition
The following features were experimented in the classification of the sentence pairs.
There are 9 features in total.
1. Alignment Score with Dependency Parsing (AS). In order to detect con-
tradiction, it is significant for a system to understand the meaning of words which
are expressed in hypothesis and text as much as possible. In this stage, we conduct
a dependency parsing for text and hypothesis to determine semantics and syntax
of the sentences. We employ Spacy3 to parse the sentences. It is a speedy and an
accurate parser which is compatible with Python.
Figure 6.1: An example of the parsing results for a hypothesis sentence
After parsing, a dependency graph is used to represent the parsing results for each
sentence. It outlines a semantic structure of a sentence which includes words of
sentences are connected with different grammatical relations (e.g nsubj indicates
2http://scikit-learn.org/stable/
3https://spacy.io
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Figure 6.2: An example of the parsing results for a text sentence
nominal subject) (Kübler et al., 2009). Figure 6.1 and Figure 6.2 illustrate exam-
ples of the parsing results from a hypothesis and a text. Words in the sentences
are represented as nodes linked by dependency relations4.
After hypothesis and text are transformed into dependency graphs, they are
aligned with each other. In the concept of dependency graph alignment, each node
in the hypothesis is mapped to a unique node in the text. If a node has no similar
pair, it is ignored (de Marneffe et al., 2008). The result of each alignment is repre-
sented as an alignment score, indicating the degree of similarity of each hypothesis
and text pair. We adopt a graph alignment methodology from Partha Pakray and
Bandyopadhyay (2011) to obtain an alignment score for each sentence pair, in the
range of [0, 1]. The score of 1 indicates that complete matches are found in the
alignment of hypothesis and text nodes. The partial match between the nodes
yields the score of 0.5. The score of 0 indicates that no match is found. For exam-
ple, the subjects (warmingh, warmingt) and verbs5 (ish, ist) shown in Figure 6.1
and Figure 6.2 are aligned. Other nodes including myth, yes, and real which have
no pairs are neglected. Based on the graph alignment methodology presented by
Partha Pakray and Bandyopadhyay (2011), the alignment score for this pair is
1.0. The following conditions, as proposed by Partha Pakray and Bandyopadhyay
(2011), elaborate how alignment scores are defined. The symbols illustrated in
Table 6.2 are used in the explanation of the conditions.
4We employed displaCy to visualize the parsing results, https://demos.explosion.ai/displacy/.
5A library presented by Schrading (2016) is used to determine parts of speech of the sentences from
the dependency parsing results.
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Table 6.2: Symbols used in in the description for alignment scores
Symbols Explanation
Sh hypothesis subject
Vh hypothesis verb
Oh hypothesis object
St text subject
Vt text verb
Ot text object
• Subject-Verb Alignment. The system identifies subjects through the rela-
tions nominal subject (nsubj), nominal subject (passive) (nsubjpass), clausal
subject (csubj), clausal subject (passive) (csubjpass), noun compound modi-
fier (agent), and expletive (expl). Then the system compares Sh and Vh to
St and Vt. An alignment score of 1 is assigned in case of the complete match.
Otherwise, the following conditions are considered.
• WordNet Distance for Subject-Verb Alignment. If Sh and St do match
in the Subject-Verb Alignment condition but Vh and Vt do not match, we
calculate WordNet distance of the two verbs. The lower the distance, the
closer the two verbs. If the distance is less than 0.5, the alignment score of 0.5
is assigned. Otherwise, we consider the following Subject-Subject Alignment
condition.
• Subject-Subject Alignment. The system compares Sh and St. A com-
plete math returns the alignment score of 0.5.
• Object-Verb Alignment. The system returns the alignment score of 0.5
when Oh and Vh match Ot and Vt respectively.
• WordNet Distance for Object-Verb Alignment. The system compares
Oh to Ot. If they match, the system further compares the verb, which is
related to Oh, to the verb related to Ot. If the verbs do not match, WordNet
distance between the verbs are calculated. If the distance is lower than 0.5,
the alignment score of 0.5 is returned.
• Cross Subject-Object Alignment. In some occasions (i.e. passive form),
a user may refer an object in hypothesis as a subject. In the text, another
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user may mention a subject as an object. We therefore perform a cross check
for such circumstance. If Sh and Vh match Ot and Vt or Oh and Vh math St
and Vt, the score of 0.5 is allocated.
• Prepositional Phrase Alignment. The system identifies the prepositional
phrases in text and hypothesis. The alignment score of 1 is assigned is the
completed match is found.
• Determiner Alignment. Determiners in text and hypothesis are checked
in the same manner as the prepositional phrases. If the matching is found,
the alignment score of 1 is allocated.
2. Longest Common Subsequence (LCS). The size of Longest Common Subse-
quence indicates the longest string which is commonly shared in hypothesis and
text. The LCS value is derived from 1) determining the size of longest common
string and 2) divide it by the size of the longer sentence (Marques, 2015).
3. Edit Distance (ED). The distance between hypothesis and text is defined as
the concept of edit distance. By determining the distance, a system is able to
recognize textual entailment (Kouylekov and Magnini, 2005). The edit distance
between text and hypothesis is defined as the minimum number of characters for
inserting, deleting, and editing operations to transform text t to hypothesis h
(Manning et al., 2008). The package editdistance6 available in Python is used to
create this feature.
4. Ontological Term Overlap (OTO). Ontological terms derived from the envi-
ronmental service (see Section 5.2.1) are also beneficial for the problem of recogniz-
ing textual entailment. We determine the ontological term overlaps in hypothesis
and text and report the overlap score as Jaccard similarity, ranging between 0 and
1. As shown in Equation 6.1, Jaccard similarity is measured by the intersection
of two sets, A and B divided by the union set of A and B (Manning et al., 2008).
Jaccard similarity was used by Marques (2015) in feature definition and it yields
great results.
6https://pypi.python.org/pypi/editdistance
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J(A,B) =
|A ∩B|
|A ∪B| (6.1)
5. Modal Verb Overlap (MVO). Inspired by Marques (2015), the identification
of modal overlap is explored to detect contradiction in text. Marques (2015) deter-
mines Jaccard similarity for the modal verbs overlapping in text and hypothesis.
Examples of modal verbs include can, could, may, might, must, will, should, would,
and ought to.
6. Negation Overlap (NO). Another feature to help identify a contradiction rela-
tion is negation. It was viewed as an important feature for detecting contrastive
viewpoints by Paul et al. (2010). Negation shifts the direction of a sentence from
a positive polarity to a negative polarity (Ikeda et al., 2008). In this feature, nega-
tions (i.e. no, not, n’t, never, none, and nothing) are extracted. Jaccard similarity
shown in Equation 6.1 is used to determine the negation similarity in text and
hypothesis.
7. Antonyms (ANT). The presence of an antonym in text and hypothesis can also
cause the contradiction. A list of antonyms is derived from WordNet. For each
word in a hypothesis, the system determine whether an antonym of that word
presents in the text. If one or more antonym presents in a pair of H-T sentences,
the score of the feature is 1. Otherwise, the score is assigned to 0. The calculation
of a score for this feature is summarized in Equation 6.2.
Score =
1, no_ant >= 10, no_ant < 1 (6.2)
where:
no_ant refers to a number of antonyms in a pair of H-T sentences.
8. Negated-Term Parsing (NTP). This feature makes use the dependency pars-
ing from the previous feature. For each comparable pair of nodes, the system
recognizes negated terms and determines whether the terms in the other sentence
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are negated. For instance, as shown in Figure 6.3, the system determines a nega-
tion which is tied to the verb, is, in the text. It then checks whether the verb is
in the hypothesis are also negated. If the a negated term is found in either a text
of hypothesis but not the other, the system returns the value of 1. Otherwise, the
value of 0 is returned. Equation 6.3 summarizes how the score for this feature is
calculated.
Figure 6.3: The determination of negated terms
Score =
1, (¬Termh) ∧ (Termt) | (¬Termt) ∧ (Termh)0, otherwise (6.3)
where:
¬Term refers to the term recognized as negated.
Term is none negated term that is used to compare to ¬Term.
9. Structural Feature (SF). This feature was used by de Marneffe et al. (2008) to
determine whether syntactic structures in text and hypothesis cause a contradic-
tion relation. This is similar to the Cross Subject-Object Alignment defined in the
previous section in a condition, if Sh and Vh match Ot and Vt or Oh and Vh math
St and Vt, the feature score is returned as 1. Otherwise, the score of 0 is assigned.
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6.2.3 Experimental Results and Discussion
To evaluate the performance of the classifier, StratifiedKFold7, a package available in
Python was used. This package employs a k-fold cross validation approach which divides
the training and test examples for each fold as shown in Equation 6.4. In the division
of examples in each fold, a stratified option is applied – meaning that the folds have
nearly the same proportion of each class (StratifiedKFold, 2018).
training size = total examples − ( total examples
k
)
test size =
total examples
k
(6.4)
Table 6.3: The amount of training and testing examples for each fold, with k = 4
Datasets Contradiction Non-Contradiction Total Train Test
RTE1_DEV1 145 142 287 215 71
RTE1_DEV2 140 140 280 210 70
RTE2_DEV 400 400 800 600 200
RTE3_DEV 388 412 800 600 200
DEDX 1412 7827 9239 6929 2309
DEDT 966 1375 2341 1755 585
In the evaluation, 4-fold cross validation was applied. The number of k = 4 is used by
Lendvai and Reichel (2016) and Lendvai et al. (2016) in the detection of detecting dis-
puted information and contradiction in text. In each fold, the sizes of training and test
examples are calculated according to the number of k supplied. The classifier is trained
and tested by these examples. The results obtained in this fold are recorded and aggre-
gated for the creation of an aggregated confusion matrix in the final step. This process
is repeated until the number of k is satisfied. Figure 6.3 summarizes the sizes of the
training and test examples for each fold. To evaluate the performance of the classifier,
Stanford’s datasets8 indicating with RTE are also used in this experiment. Note that
7http://scikit-learn.org/stable/modules/generated/sklearn.model_selection.
StratifiedKFold.html
8https://nlp.stanford.edu/projects/contradiction/
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the Stanford’s datasets consist of 3 classes: contradiction, entailment, and unknown. In
the purpose of evaluation in the binary classification task, the non-contradiction class
is recasted by combining the entailment and the unknown classes.
Table 6.4: Possible combinations of features that maximize F1 scores in each dataset
Datasets Total Comb. F1 F1 (All) Min Max LCS ED NO MVO OTO NTP ANT SF AS
RTE1_DEV1 16 0.60 0.45 2 6 0 0 50 50 50 100 100 50 0
RTE1_DEV2 5 0.67 0.55 2 3 0 0 60 60 60 0 0 0 0
RTE2_DEV 7 0.67 0.54 2 4 0 0 57.14 57.14 57.14 100.00 0 0 0
RTE3_DEV 120 0.68 0.61 2 7 0 0 52.50 52.50 52.50 52.50 52.50 52.50 52.50
DEDX 16 0.19 0.18 2 6 100 0 50 50 50 0 50 0 100.00
DEDT 8 0.37 0.36 5 8 100 100 50 50 50 100 100 0 100
Macro Average 33.33 16.67 53.27 53.27 53.27 58.75 50.42 17.08 42.08
As our objective is to generate Side-By-Side Summary for debate data, we focus on de-
tecting the contradiction class. The system was evaluated with precision, recall, and F1
measures. Precision indicates how many contradiction examples are correctly predicted
by giving all classes. Recall refers to from all contradiction examples how many contra-
diction examples are correctly captured. F1 measures the harmonic mean of precision
and recall. We evaluated the system performance against different datasets and aimed
to investigate which combinations of features that maximize the F1 scores of the con-
tradiction class. We consider a combination is a feature vector which contains at least
two features. In this experiment, we created 2n − 10 combinations of features where
n indicates the number of actual features in the system. The first feature is excluded
because no combination of features is created (zero feature vector). The other nine
features indicate the nine single features. The contradiction results are illustrated in
Table 6.4. The Total Comb. refers to the number of possible combinations of features
that maximize the F1 scores. Min and Max refer to minimum and maximum numbers
of features that are combined to obtain the F1 scores respectively. F1 (All) illustrates
F1 scores derived by the combination of all nine features. Other columns show the
proportions of individual features contributing to the maximization of F1 scores, in all
possible combinations.
From the table, it can be clearly seen that the investigation of the possible combinations
of features (F1) outperforms the combinations of all features (F1 (All)). The possible
combinations of features can be created by two to eight features. According to the
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experimental results derived from each dataset, the key feature is Negated-Term Pars-
ing which contributes to 58.75%. Other important features contributing to nearly the
same scores are Negation Overlap, Modal Verb Overlap, and Ontological Term Overlap.
The least important features are Edit Distance and Structural Feature features which
contribute to approximately 17%. Moreover, another conclusion that can be made after
analyzing the classification results is that the system cannot detect contradiction in the
examples containing complex sentences. This results in the higher F-1 scores when the
evaluation is performed on the Stanford’s datasets. Additionally, the results derived
from DEDT are better than those of the DEDX due to the same fact that the majority
of the sentences in the DEDT are shorter than those of the DEDX.
6.2.3.1 Error Analysis
In order to measure the performance of the results, we perform an error analysis and
report detailed information about classifier performance, in the form of an aggregated
confusion matrix as shown in Figure 6.49. The aggregated confusion matrix is created
by summing up the individual confusion matrix from each fold. The average F-1 scores
are calculated based on the aggregated confusion matrix (Kelleher et al., 2015; Yen
et al., 2010). In the matrix, the rows correspond to the actual labels and the columns
refer to the predicted labels.
From the figure, it can be clearly seen that the classifier is not efficient to detect con-
tradiction class. For the contradiction class, out of 966 examples, the classifier was able
to detect only 262 correct examples, accounting for 27.12 % of the examples. In addi-
tion, a majority of 72.88% examples was incorrectly classified as contradiction. This is
similar to the classification of the non-contradiction class where the classifier was not
successfully detect the class. Only 186 examples, accounting for 13.53 % were correctly
classified. The missclassification rate was high, accounting for 86.47 %.
9In this experiment, we explored different combinations of potential features and there are more than
one combinations that yield the highest F-1 score. In this analysis, based on the highest F-1 score,
we created an aggregated confusion matrix from the combination yielding the maximum score on
classifying the contradiction class. The confusion matrix here is generated from the DEDT dataset.
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Figure 6.4: The aggregated confusion matrix derived from the evaluation of the DEDT
dataset
Unfortunately, as shown in the confusion matrix, the classifier mistakenly classified
many examples from the non-contradiction class, as being in the contradiction class.
The examples below fall in this category. As the performance of the classifier was low at
identifying the correct classes of the examples, potential improvements discussed below
would help address the problem.
Example 1:
<h> I’m not sure if anyone thinks it doesn’t anymore. </h>
<t> Now it is in the middle of December and, in my opinion, it’s quite chilly
out. </t>
Example 2:
<h> I personally don’t believe in global warming. </h>
<t> I’m not sure if anyone thinks it doesn’t anymore. </t>
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1. Removing non co-reference sentence pairs. The examples of the H-T pairs
above are actually annotated as belonging to the non-contradiction class. This is
because the H-T sentences do not contain or express the same topic. For such ex-
amples, we could make an assumption that they are in the non-contradiction class
since there is no information in the sentence pairs which is related to each other.
Therefore, we can filter out such examples before performing the contradiction
detection task.
2. More useful features should be further investigated. In this experiment,
the defined features are not be able to successfully capture most of the examples
in the contradiction class. Additionally, some examples may be wrongly classified
as non-contradiction. From the Example 2 above, the Negated-Term Parsing may
recognize the term don’t believe and think as contradiction. Unless filtering out of
such example, other more useful features should be further investigated.
3. Determine the actual referring arguments. In our datasets, there are sev-
eral examples similar to the Example 2. In such examples, it is unclear which
argument or content that the H-T sentence pairs are referring to. For instance,
as in the hypothesis, a person expresses his opinion that he does not believe in
global warming. However, the content in the text may express that some people
may believe in the existence of global warming (it doesn’t anymore might indicate
the global warming doesn’t exist). Additionally, the content in the text may also
express something else which is not related to the content in the hypothesis (in
this case we do not know what it doesn’t anymore is referring to). This happens
when a compression rate is applied to a summarization task so that not all the
informative sentences are extracted. Thus, all important pieces of information
cannot be covered. For these reasons, in future work, we aim to investigate an
argumentation mining approach which might help identify the correct arguments
before performing debate summarization.
4. World knowledge is required. Moreover, one drawback of the system is that
some contradicting examples are difficult to be detected as world knowledge might
be necessary required for the task. For example, a sentence, The earth is warming,
so all of a sudden we’re in a crisis and it’s our fault?, indicates that the opinion
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holder implies that he or she thinks the world is warming and believes in the
existence of global warming. Another example, a user saying that No, it is political
hype, wants to point out that the global warming does not exist and it is about the
government making up this issue. For this reason, world knowledge is important
for the contradiction detection task.
Furthermore, the complexity of the sentence structures is also a major problem in con-
tradiction classification. To illustrate, the sentence pair below has a complex structure.
In the hypothesis, the sentence contains the conjunctions, and and but, leading to the
difficulty in determining which piece of information should be processed and matched to
that in the text. For this reason, a more efficient parsing tool which can deeply analyze
complex sentences should be adopted.
<h> I know there is still some debate as to how to stop it, and how much Man
is contributing, but there is no question that the Earth is getting warmer. </h>
<t> It has been getting warmer for almost 100,000-years as part of a
100,000-year cycle when the earth’s orbit becomes slightly more circular (as
opposed to elliptical). </t>
6.2.4 Side-By-Side Summary Visualization
To visualize the Side-By-Side Summary, we processed the contradiction results derived
from the contradiction detection task and exported them as HTML tables. Figure 6.5
to 6.6 illustrate the Side-By-Side Summaries generated on the DEDT and DEDX. The
sentence pairs are separately illustrated in the two opposing sides which are derived
from the stance of the original comments, from which the sentences were extracted.
As shown in the figures, the summaries still contain repetitive sentences compared to
the ones on the other side. In future work, we aim to investigate an argument mining
technique which might help identify arguments in the text and formulate better Side-
By-Side Summaries. Moreover, as aforementioned, a better parsing technique is still
needed to improve the contradiction results.
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Figure 6.5: Side-By-Side Summary for Global Warming topic from the DEDT
Figure 6.6: Side-By-Side Summary for Global Warming topic from the DEDX
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6.3 Summary
In this chapter, we presented the generation of Side-By-Side Summaries by further
processing the results derived from the clustering process. We viewed that the generation
of the summary can be achieved by a contradiction detection task. In the experiment, we
created and explored a set of feature combinations to detect the contradiction relation.
We discovered that it is not necessary to combine all the features that we defined. A
combination of at least two features can achieve good results. In addition, we found
that the key feature is Negated-Term Parsing. Other important features contributing
to nearly the same scores are Negation Overlap, Modal Verb Overlap, and Ontological
Term Overlap. The least important features are Edit Distance and Structural Feature
features. Additionally, we also conducted an error analysis and reported the results
as an aggregated confusion matrix. We discussed some alternative approaches that
could help enhance the performance of the classification task. In future work, a more
efficient parsing technique together with an argumentation mining approach should be
investigated to improve the quality of the Side-By-Side Summary.
Chapter 7
CONCLUSION
While the automatic text summarization community has conducted research on sum-
marizing product reviews, medical, political, legal, and meeting texts, we addressed
a new domain, online debates, which recently became popular among Internet users.
This thesis focuses on the summarization of online debates in forums. As the ulti-
mate objective is to create a complete end-to-end summarization system, we do not
only focus on the individual summarization tasks, but also consider how the summaries
should be designed and presented to meet the user requirements. In this thesis, we have
thus addressed both the summarization tasks which employ summarization techniques
and the visualization tasks which visualize the summary in the preferred representation.
In this chapter, we summarize the research outcomes and define the key contributions
made in this thesis. The conclusion also looks forward to future work, including alter-
native approaches for enhancing system performance and research directions in online
debate summarization.
7.1 Summary of Work
In this thesis, contributions were made along with the development of the debate summa-
rization system (as shown as dash lines in Figure 7.1). The following sections summarize
the work and key contributions.
7.1.1 Preferred Summary Designs
In general, the outputs of a summarization system subjectively depend on the devel-
opers in which there could be generic text compressed by a defined compression rate,
table, charts, etc. However, no empirical evidence establishing which summaries output
is favored by users exists. This leaves the gap to explore appropriate information about
user preferences and summary outputs for online debates.
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Figure 7.1: The summary of work and key contributions made along in this thesis
We experimented with seven summary representations, called summary designs, includ-
ing a Chart Summary, a Table Summary, a Side-By-Side Summary, a Conceptual Map,
the combination of Chart Summary and Table Summary, the combination of a Chart
Summary and a Side-By-Side Summary, and the combination of a Chart Summary and
a Conceptual Map. The aim of presenting the combination versions is for the first one
to give the overview summaries and for the second one to present the more detailed
summaries of the online debate.
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We conducted an empirical study to establish which summary design is preferred by
readers for summarizing online debates. Participants were recruited to rate the sum-
mary designs. The results indicated that the combination of a Chart Summary and a
Side-By-Side Summary is the most preferred summary design. A hypothesis test indi-
cated that there is a statistical difference in the user preferences between the summary
designs. Therefore, we selected this combined chart and side-by-side summary design
as the target output for our debate summarization system. Moreover, in this study, we
proposed a novel summary representation that represents summary of debate contents
in a Conceptual Map. Even though it is not the most preferred one, it has received
some positive feedback by the participants.
7.1.2 System Architecture for Online Debate Summarization
The system architecture of online debate summarization system is constructed based on
the target combination of a Chart Summary and a Side-By-Side Summary. It consists
of three primary stages.
In the first process, the system selects salient sentences from each debate comment
based on nine features. The most important feature is Sentence Position which is sig-
nificantly able to help identify positions of salient sentences in debate comments. The
sentences selected by the system were evaluated against the SSSD and we reported the
results with ROUGE-1, ROUGE-2, and ROUGE-SU4. We compared the system results
against MEAD and found that they outperform the baseline.
In the second process, the salient sentences previously selected by the system were
further clustered for the purpose of generating Chart Summary. We generated Chart
Summary with two clustering approaches. This is the first work that applied ontologies
to assist the summarization of online debates. In the first clustering approach, term-
based clustering approach, we employed ontologies to capture climate change terms in
the sentences. Sentences were placed in the same clusters if they share the same climate
change terms. In addition, the shared terms were also picked as the cluster labels as they
already show the core meaning of the clusters. In the cluster evaluation, we reported
the clustering results with mean silhouette coefficient. The results indicated that the
coordinates in the clusters are positioned near to the decision boundaries of the clusters
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and thus no clear-cut separation between clusters was found. For the evaluation of the
label, the output was manually evaluated by a group of participants, by rating against
a point 5-Likert scale. The results indicated that the labels can efficiently present the
content in the clusters.
In the clustering approach, we applied X-means clustering approach to cluster the sen-
tence. X-means is more superior that K-means as it is able to automatically detect the
number of clusters. Using X-means, we were able to obtain good cohesion between the
coordinates in the clusters, meaning that the salient sentences were well clustered. In
the generation of labels, we adopt a Mutual Information approach. However, a better
approach should be investigated to acquire better quality labels. By comparing the two
clustering approaches, we concluded that the X-means clustering algorithm is the bet-
ter alternative for clustering debate data. After the clustering is completed, we derived
clusters which represent bars in the chart. We simply counted the number of salient
sentences in the clusters to derive the counts in the chart. We finally combined the bars,
labels, and the counts to visualize the Chart Summary using NVD3.
The main objective of the final process is the generation of the Side-By-Side Summary.
We viewed this process a contradiction detection task. Research began with the creation
of debate entailment datasets for training and evaluation. We generated RTE sentence
pairs from the clustering results. For instance, for each cluster, a sentence from the
Agree side was paired with other sentences on the Disagree side. A shorter sentence is
considered as Hypothesis and the longer sentence is Text. Each pair was manually anno-
tated with one of the two contradiction relations: Contradiction or Non-contradiction.
As we applied two clustering approaches, we were able to create two debate entailment
datasets as shown in Figure 7.1. Later on, we developed a classifier and investigated
combinations of feature which maximize the F1 scores. Based on the proposed fea-
tures, we discovered that the combinations of at least two features to the maximum of
eight features yield good results for detecting contradiction relation. The generation of
Side-By-Side Summary was completed by exporting the results which were detected as
contradiction to be shown in HTML pages.
We finally linked Chart Summary to Side-By-Side Summary. When a user clicks on
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a bar in Chart Summary, the detailed summary of the clicked bar is visualized in a
Side-By-Side Summary.
7.1.3 Salient Sentence Selection Dataset
In order to evaluate online debate summarization, we created a gold standard dataset
refereed to as the, Salient Sentence Selection Dataset (SSSD). We collected online de-
bates related to the existence of global warming from a debate forum. For each comment,
salient sentences were manually annotated by a group of participants. The number of
sentences selected from a comment is controlled by a compression rate of 20%. For
instance, two sentences were annotated in a comment containing 10 sentences. In total,
the gold standard data contains 341 comments with 2595 annotated salient sentences.
The dataset was used for the training, testing, and finally creating summaries for online
debates.
7.1.4 Summary of Key Contributions
This section summarizes the key contributions made in this thesis. They are presented
as follows.
• The generation of online debate summaries as a novel combination of a Chart
Summary and Side-By-Side Summary.
• A new system architecture to tackle the online debate summarization problem.
• The adoption of a contradiction detection task to assist the generation of online
debate summaries
• Gold standard datasets:
– Salient sentence selection dataset
– Debate entailment dataset from the term-based clustering approach (DEDT)
– Debate entailment dataset from the X-means clustering approach (DEDX)
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7.2 Limitations
1. Portability. The online debate summarization system is a domain-dependent
summarizer that focuses on summarizing debates related to global warming do-
main. For the system to be ported to a different domain, the following components
are required:
• A list of key domain terms. In this work, a list of key domain terms was
collected from news media. The terms were used to create a feature in the
automatic salient sentence selection task for determining the cosine similarity
between the terms in the list and the sentences. To port the system to other
domains, it is necessary to collect a list of key terms for those domains.
• Ontologies. The online debate summarization system relies on the ontolo-
gies derived from the English ClimaPinion service1. They are used as the
background knowledge to capture climate change terms in the term-based
clustering approach and in the contradiction detection approach.
2. New Summary Design. In this work, we conducted a user study on 7 sum-
mary designs, including Chart Summary, Table Summary, Side-By-Side Summary,
Conceptual Map, the Combination 1, the Combination 2, and the Combination
3. A new concern may arise when new summary designs come. For this reason, a
further study may need to be re-conducted on the new summary designs together
with the existing ones.
3. Data Annotation. In this work, the summarization system requires two kinds of
annotated data. The first set of data is for the automatic salient sentence selection
task. This set of data is needed to be annotated by selecting the sentences in debate
comments indicating the summaries for the comments. The other set of data is for
the Side-By-Side Summary generation task. The system generates the summaries
by determining whether pairs of sentences are contradiction or non-contradiction.
In the annotation, pairs of the sentences from each opposing sides are needed to
be created and consequentially annotated with one of the two relations.
1http://services.gate.ac.uk/decarbonet/sentiment/
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7.3 Future Work
The generation of such combined debate summaries still needs improvement, which we
plan to address in future work.
7.3.1 Broad Coverage Summarization System
In this thesis, on online debate summarization, we took a domain-dependent approach.
It is therefore yet to be established how easy and generalized is the approach to new do-
mains, especially since it requires domain ontologies. However, one could argue that the
approach is likely to be portable, as long as a suitable domain ontology exists. A possi-
ble alternative could be to use a name entity recognition approach to help extract key
concepts in the data. To evaluate this, online debate summarization in other domains
should be investigated as well.
7.3.2 Improvement on the Contradiction Detection Task
In the contradiction detection task, we only investigated one classification algorithm,
logistic regression. In future work, we aim to explore other algorithms which might
potentially improve the detection of the contradiction relation. Other algorithms which
had been explored in prior work are Random Forest, Support Vector Machine, Stochastic
Gradient Descent, and K-Nearest Neighbors (Marques, 2015).
7.3.3 Improvement in the Label Generation
How to get the best labels for clusters? is still an open research question for the labeling
extraction task. In this work, we applied Mutual Information to extract labels from the
clusters and evaluated those using a manual approach. The evaluation results indicated
that the quality of the labels is near to the TF-IDF baseline. In future work, we could
apply an approach that generalizes label extraction. To illustrate, the system might
firstly select some candidate labels such as Carbon Dioxide, gas, and methane. Then,
generate a single generalized label from those candidates such as Greenhouse Gases.
This is known as generic title labeling as presented by Tseng (2010).
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Figure 7.2: An updated system architecture by the replacement of salient sentence
selection with an argumentation mining approach
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7.3.4 Argumentation Mining
In our work, the system automatically selects important sentences from each debate
comment in the first process. However, the selected sentences only convey extractive
summaries of the comments. They may not show arguments or contradiction relations
between sentences. In other words, arguments may be hidden as other sentences may
not be selected by the system. The investigation of argument mining could potentially
help detect more arguments and increase the quality of the system summaries. To de-
termine whether this is the case, it will be one of our lines of future work.
Argumentation mining is a new challenge for the text summarization research commu-
nity. As aforementioned in Chapter 3, researchers proposed different approaches for the
detection of arguments in text. By applying argumentation mining, we could amend
the system architecture for summarizing online debates as shown in Figure 7.2.
The adoption of an argumentation mining approach could potentially help save a sub-
stantial amount of time (i.e. data collection and data annotation in the salient sentence
selection and the contradiction detection tasks) and scale down the work in the de-
velopment of the online debate summarization system, especially in the generation the
Combination 2 summaries. The approach could replace the contradiction detection task
as the argumentation mining approach could help identify arguments across debates. In
the first process, an ideal argumentation approach will automatically extract arguments
from debate comments. The arguments derived from this process will be clustered2 for
the purpose of generating bars, and later the labels, and the figures. The bars could
show arguments expressed across the two opposing sides. The labels will have the pur-
pose of indicating descriptions for the bars and the figures will report the number of
arguments in each cluster pair. After obtaining arguments on the two opposing sides,
we can simply visualize the Chart Summary and the Side-By-Side Summary.
7.3.5 Evaluation without Reference Summaries
In general, the annotation task requires a significant amount of time to be completed.
It will additionally require extra time if the task contains a great amount of data to be
2Note that in future work we could either use the same clustering approaches or explore other
clustering algorithms specifically for the argument clustering.
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annotated. Moreover, the annotation will even take more time as more human entities
are needed in order to ensure that the annotated data is quality and accurate.
In this thesis, a significant amount of time and effort was spent on data collection and
annotation. This process is essential, especially for evaluation, as we need to measure
the quality of the summaries generated by the system. Therefore, evaluation without
reference summaries would be beneficial for the research community. Researchers in-
cluding Louis and Nenkova (2013) and Saggion et al. (2010) proposed ways of assessing
the summaries in such manner. The basic idea is to compare the content-based sum-
maries to the original text (Louis and Nenkova, 2009). Future research on these novel
approaches would potentially benefit the automatic summarization of online debates.
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