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Abstract 
This resource paper describes a large dataset covering over 63 million coronavirus-related 
Twitter posts from more than 13 million unique users since 28 January to 1 July 2020. As 
strong concerns and emotions are expressed in the tweets, we analyzed the tweets content 
using natural language processing techniques and machine-learning based algorithms, and 
inferred seventeen latent semantic attributes associated with each tweet, including 1) ten 
attributes indicating the tweet’s relevance to ten detected topics, 2) five quantitative attributes 
indicating the degree of intensity in the valence (i.e., unpleasantness/pleasantness) and 
emotional intensities across four primary emotions of fear, anger, sadness and joy, and 3) two 
qualitative attributes indicating the sentiment category and the most dominant emotion 
category, respectively. To illustrate how the dataset can be used, we present descriptive 
statistics around the topics, sentiments and emotions attributes and their temporal 
distributions, and discuss possible applications in communication, psychology, public health, 
economics and epidemiology.  
Keywords: COVID-19, pandemic, twitter, social media, sentiment analysis, emotion 
recognition, topic modelling, natural language processing, resource, dataset 
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Introduction  
The 2019 coronavirus disease (COVID-19) was first officially reported as acute respiratory 
infections caused by an unknown virus in Wuhan city, Hubei province in China on 31 
December 2019. To date, the disease has infected 10,357,662 people worldwide and claimed 
508,055 lives, according to the World Health Organization (WHO)’s situation report as at 1 
July 2020 (WHO, 2020).  
The issues surrounding the pandemic are increasingly challenging and complex. The 
complexity not only comes from the disease itself, but also by the surge of the medical, 
social, behavioural and economic issues that the disease has been surrounded with, such as 
reports on daily counts of new cases and mortality rates, scientific discoveries, government 
responses, news reporting of social behaviours such as panic buying and food hoarding, 
impact on businesses and economic outlook, and changes in people’s everyday lives. The 
challenges are multi-faceted and unprecedented. There is a growing recognition of the need 
for multidisciplinary research efforts to support the COVID-19 pandemic response, including 
disciplines such as social and behavioural science (Bavel et al., 2020) and mental health 
science (Holmes et al., 2020). 
Twitter is a popular microblogging site widely used by Internet users. According to Statista, 
as of the fourth quarter of 2019, Twitter had 152 million active users worldwide (Statista, 
2020) . Twitter provides the research community a rich source of information about when, 
where and what people have to say in their posts (known as “tweets”) through its free, 
publicly accessible Application Programming Interface (API) service. However, the raw 
tweet content is mostly in textual format and is not readily analysable. When there is a huge 
amount of tweets, it takes a significant amount of time to accurately extract information 
related to people’s concerns, feelings and emotions for human analysts and researchers to 
process and analyse for in-depth patterns and insights. 
The dataset described in our resource paper provides tweet-by-tweet tagging of the topic 
clusters that a tweet is semantically related to, the sentiment it is expressing, and the 
emotional properties it is associated with. Despite the fact that Twitter have opened up real-
time, full-fidelity data streams related to COVID-19 tweets since late April 2020 (Twitter, 
2020), and that there has been a few recent studies (e.g., Abd-Alrazaq et al., 2020; Budhwani 
and Sun 2020) including our rapid report (Lwin et al., 2020) which provided early insights 
using Twitter data to study COVID-19, to the best of our knowledge, no other studies have 
provided such a tweet-by-tweet research resource with rich and semantically meaningful 
attributes surrounding the topics, sentiments and emotions from the tweets content.  
Our objective is to make this new dataset available for the broader research communities to 
perform in-depth investigations in all possible areas such as discovering the correlational 
patterns between the psychologically meaningful information provided with other important 
variables such as government policy communications, demographics, economic indicators, as 
well as epidemiological markers.  
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Results 
Overall acquired tweets data  
As at 1 July 2020, our system has collected a total of 63,347,100 English tweets worldwide 
using the four COVID-19 related keywords, with the first retrievable date being 28 January 
2020. These tweets are posted by 13,749,346 unique users based on the user_ID attribute. 
Table 1 presents the data overview. 
Table 1. Overall Twitter data overview (28 January 2020 – 1 July 2020; 155 days) 
Keyword used Volume / no. of tweets collected Distribution 
corona  15,492,526 24% 
wuhan 2,569,674 4% 
ncov 354,778 1% 
covid 44,930,122 71% 
Total 63,347,100 100% 
 
Out of all the tweets, majority are retrieved based on the “covid” keyword which returned 
44,930,122 tweets, or 71%. On average, 17,029 COVID-related tweets were posted every 
hour, or 408,691 tweets every day.  
Topics and topics distribution  
The following shows the list of top ten topic clusters detected in the dataset and their most 
associated words, respectively. 
 topic_1: people, cases, new, deaths, time, china, realdonaldtrump, lockdown, trump 
 topic_2: health, help, people, need, think, vaccine, care, fight, support 
 topic_3: pandemic, f**k, months, killed, question, wait, looks, trump, impact 
 topic_4: pay, donate, lie, focus, song, gates, page, google, caused 
 topic_5: florida, drink, named, nature, marketing, pr, ncdcgov, farmers, cr 
 topic_6: rules, bed, drtedros, speaks, privacy, parliament, physicians, strength, joke 
 topic_7: dies, pmoindia, ndtv, ai, narendramodi, mohfwindia, shoot, drharshvardhan, 
battle 
 topic_8: ye, ke, behaviour, brought, hidden, yup, smell, zerohedge, odds 
 topic_9: excuse, humanity, salary, wind, gtgt, rats, ice, beard, mosque 
 topic_10:  internet, allah, teacher, dance, el, rona, weed, crush, fk 
We checked the tweets volume related to the top ten identified topic clusters. A vast majority 
of tweets are related to two or more topics, which form 60% of the total tweets. The tweets 
that solely pertain to topic_1 have the highest volume, consisting of 14,467,272 tweets or 
23% out of the total data volume. Table 2 presents the overall tweet topics statistics. Figure 1 
depicts with a visualization of the topic clusters in the context of the tweets volume. 
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Table 2. Overall tweets distribution over topic clusters  
Tweets related to Volume / no. of tweets  Distribution 
two or more topics 38,065,393 60% 
topic_1 only 14,467,272 23% 
topic_2 only 7,345,398 12% 
topic_3 only 2,328,557 4% 
topic_4 only 703,455 1% 
topic_5 only 94,969 0.15% 
topic_6 only 64,236 0.10% 
topic_7 only 56,718 0.09% 
topic_8 only 35,003 0.06% 
topic_9 only 8,890 0.01% 
topic_10 only 31,075 0.05% 
other single topics 146,134 0.23% 
Total 63,347,100 100% 
 
Figure 1.  The ten topic clusters showing different issues surfaced in the total tweets 
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Sentiments, and sentiment distribution by time 
The quantitative sentiment intensity score averaged for the full dataset is 0.460, with the most 
negative tweet having its valence intensity score of -0.058, and the most positive tweet 
having its valence intensity score of 0.989 (Table 3).  
Table 3. Sentiment intensity descriptive statistics  
Valence intensity Mean Standard deviation Median Min Max 
valence_intensity_score 0.460 0.093 0.461 -0.058 0.989 
 
Qualitatively, the counts and distributions for valence intensity score converted into 
sentiment categories counts are presented in Figure 3. The results indicate that the majority of 
the tweets are “Negative” or “Very Negative”, forming 58% of the total 63,347,100 tweets. 
 
 
Figure 2. Five sentiment categories tweets count and distribution  
Plotting the sentiment categories over daily aggregated tweets counts suggested more 
nuanced patterns (see Figure 3). For example, the single-day peak during this period was 
1,075,087 tweets (629,938 were “Negative” tweets and 65,165 were “Very Negative” 
tweets), which took place on 13 March 2020, one day immediately following WHO’s 
announcement on the disease as a “pandemic”.  
 
 
 
Very Positive 
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Positive 
15,832,843
25%
Neutral 
10,327,571
16%
Negative 
34,146,186
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Very Negative 
2,612,518
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Figure 3.  Five sentiment categories in stack showing sentiment evolvement over time 
Further research may look into, for example, the sentiment change before and after more 
targeted time periods based on critical announcements (e.g., to study a week before and after 
12 March 2020). The dataset may also allow for further research to explore the correlations 
and predictive values based on the sentiment and emotion scores, when over-laid with 
economic indicators (e.g., stock market changes). 
Emotions and emotions distribution by time 
Using the four quantitative emotions intensities attributes, overall statistics show that fear 
intensity score has the highest mean value of 0.440, closely followed by anger intensity score 
of 0.437. Table 5 reports the descriptive statistics for the four emotions intensity scores. 
Table 5. Emotion intensity descriptive statistics  
Emotional intensities  Mean Standard deviation Median Min Max 
fear_intensity_score 0.440 0.096 0.438 -0.053 1.118 
anger_intensity_score 0.437 0.085 0.433 0.028 1.100 
sadness_intensity_score 0.411 0.078 0.405 0.039 0.968 
joy_intensity_score 0.305 0.091 0.302 -0.091 0.936 
 
Qualitatively, the counts and distribution of the various most dominant emotion categories 
are presented in Figure 4. The results suggest that, over the five months in total, tweets that 
are dominantly expressing anger (16,864,419 tweets, 27%) and tweets that are dominantly 
expressing fear (16,668,156 tweets, 26%) formed the majority of the total tweets. 
 
WHO announces the COVID-19 outbreak as a “pandemic” (12 March 2020) 
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Figure 4. Count of tweets and distribution of each dominant emotion category 
We plotted the daily counts of the four emotions for the five-month period (see Figure 5). 
The trends surfaced some interesting patterns: While both fear and anger dominated in the 
overall counts, the trend plot shows that over time, the relative distribution of fear has been 
decreasing and the relative distribution of anger has been increasing; meanwhile, joy and 
other positive expressions have been increasing, though in a slower rate (See Lwin et al., 
2020 which provides an early report and interpretation of this observation in more details).  
 
   
 
Figure 5. Daily distribution of the four primary emotions over time 
The significance of the change can be illustrated using the contrast of results at the start and 
at the end of our data range. For example, as at 28 January 2020, a total of 23,405 tweets 
were posted for the day, and the tweets with anger as the most dominant emotion formed 
15% of the total 23,405 tweets, far less than those tweets with fear as the most dominant 
emotion which formed 53% of the total 23,405 tweets. In contrast, as at 1 July 2020, a total of 
432,736 total tweets were posted for the day, and the tweets with anger as the most dominant 
Fear 
16,668,156, 
26%
Anger 
16,864,419, 
27%
Sadness 
3,226,129, 
5%
Joy or other 
positive 
expression: 
16,260,825, 
26%
No specific 
emotion 
10,327,571, 
16%
1 July 2020 28 January 2020 
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emotion formed 30% of the 432,736 tweets, exceeding those tweets with fear as the most 
dominant emotion, which formed 23% of the 432,736 tweets).  
Leveraging the present dataset, we propose that the research community may further examine 
the anger trend, and future research could be conducted to investigate the correlations 
between the emotions trends and other indicators, such as those from epidemiological data 
streams, economic indicators, as well as survey-based findings.  
Discussion 
This paper presents a new COVID-19 tweets dataset with additional, psychologically 
meaningful attributes. This tagged Twitter dataset may create new opportunities to 
understand both global and local conversations and social sentiments in real time, at a large 
scale, potentially leading to very rich insights on human behaviours and behavioural changes. 
Based on the richness and granularity of this dataset, we envisage its potential applications in 
five broad areas. First, for media and mass communication research, the dataset can be useful 
for communication scientists and professionals to consider in terms of evaluating and 
improving government response, policies and media communications towards the 
unprecedented pandemic crisis. For example, a recent study compared communications 
efforts of health authorities in the United States, the United Kingdom and Singapore on 
Facebook during the early period of COVID-19 (Raamkumar et al., 2020). As the virus has 
continuously hit different countries in different timeframes and governments implemented 
different response strategies and policies, one direction of an ongoing related work is to 
overlay the location attribute, examine and compare sentiments, emotions and topics 
associated with different countries (e.g., see Lwin et al., 2020b). The dataset may also help to 
study how media’s topical and emotional framing in their headlines and titles are different 
from those expressed by the general public. 
Second, the dataset is of interest for psychology research. The granularity of the tweets 
metadata in terms of tweet_created_at and user_ID may allow researchers to dive deeper of 
the more nuanced trends with deeper psychological accounts and insights. One possibility is 
to look into the sentiments and emotions differences over more fine-grained timelines, 
examine more targeted sub-topics, cultural differences, and segregate the users which are 
influencers vs the general public. Future research may also look into leveraging user 
characteristics inference techniques (e.g., Volkova et al., 2015) and the present dataset to 
investigate user community-specific tendencies and issues. 
Third, as the pandemic escalates in its severity and geographical span, and is likely to last for 
a prolonged period, public mental health issues (e.g., Luo et al., 2020) are more prevalent. 
The dataset may be used to examine public mental health and emotional wellbeing. Prior 
literature (e.g., Ohman 2008; Karp, 2017) has established the conceptual linkages between 
fear (as an emotion) and anxiety (as a mental disorder), and between sadness (as an emotion 
category) and depression (as a mental disorder). Hence it can be fruitful to study the value of 
the emotion intensity scores and their trends in the context of its duration, frequency and in 
relation to various user communities. 
Fourth, it is potentially useful to overlay publicly available economic indicators (e.g., daily 
stock market data, monthly unemployment rates reports), and investigate in more depth on 
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how the twitter topics, sentiments and emotions trends are correlated or present predictive 
value in future research.  
Last but not least, data scientists and epidemiology researchers may find the dataset useful. 
For example, prior research in Zika and dengue outbreaks have studied and found useful 
insights in overlaying with air travel networks and virus genome (Grubaugh et al., 2019; 
Nunes et al., 2014; Tatem et al., 2012). Hence the dataset may contribute towards revealing 
more hidden patterns and relationships of the large-scale social media content and other 
pandemic-related data streams. 
Methods 
In this section, we describe the methods behind the data collection and data processing with a 
focused interest on tracking and understanding topics, social sentiments and emotions 
surrounding the COVID-19 pandemic. Specifically, we applied natural language processing 
(NLP) techniques, in particular, statistical topic clustering techniques that detect tweets 
surrounding similar topic clusters. We also applied previously machine learning-trained and 
validated algorithms to tag each tweet with a sentiment valence (unpleasantness / 
pleasantness), as well as intensity scores of four different emotions – anger, fear, sadness and 
joy. 
Raw Twitter data collection 
We started to set up our data collection app on early February 2020 by querying Twitter’s 
standard search API1 using three keywords "corona", "wuhan" (many people refer to the virus 
as "wuhan virus" at initial stages when official names were not yet announced), and "ncov" 
(WHO first named the virus as "2019-ncov"). On 11 February 2020, upon WHO officially 
renamed the disease as "COVID-19", we added "covid" as a new search keyword. Simple 
sharing of these tweets (i.e., retweets) are not collected for the dataset. 
The API returns the tweet content with a rich range of attributes. For example, we were able 
to download the following 12 attributes in our database2. Table 6 illustrates the downloaded 
attributes with a tweet example. 
 tweet_ID: The unique identifier for this tweet 
 tweet_created_at: The UTC time when this tweet was created  
 text: The actual UTF-8 text of the tweet 
 retweet_count: Number of times this tweet has been retweeted 
 favorite_count: Number of times this tweet has been liked  
 hashtag_text: Name of the hashtag, minus the leading ‘#’ character 
 user_ID: The unique identifier for the user who created the tweet 
 location: The user-defined location in this account’s profile 
 followers_count: Number of followers this account currently has 
                                                            
1 Twitter’s standard search API: https://developer.twitter.com/en/docs/tweets/search/overview/standard 
2 Twitter’s data dictionaries provide details of the full range of retrievable attributes: 
https://developer.twitter.com/en/docs/tweets/data-dictionary/overview/tweet-object 
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 friends_count: Number of users this account is following 
 statuses_count: Number of tweets (including retweets) issued by the user  
 user_created_at: The UTC datetime that the user account was created on Twitter 
 
Table 6. An example tweet that illustrates the attributes  
tweet_
ID 
tweet_
create
d_at 
text retw
eet_c
ount 
favo
rite_
coun
t 
has
hta
g_t
ext 
user
_ID 
loc
ati
on 
follow
ers_co
unt 
frie
nds
_co
unt 
statu
ses_c
ount 
user
_cre
ated
_at 
12506
07486
98326
0000 
2020-
04-16 
10:10:
34 
Only a 
COVID-19 
vaccine will 
allow return 
to normalcy: 
UN chief 
https://t.co/y
D6a10KpFK 
https://t.co/N
act9MtyvO 
1 1 null 3787
4853 
Sg 1,048,
141 
118 394,
831 
2009
-05-
05 
14:4
8:23 
 
In compliance with Twitter’s content redistribution terms, the Twitter data in our released 
dataset only includes the tweet_ID attribute. Users shall use tweet_ ID to retrieve the other 
attributes through the standard search API from Twitter. 
It is useful to note that a known limitation of Twitter’s standard search API is that it does not 
guarantee the retrieved tweets are exhaustive or complete. In other words, it retrieves relevant 
but not all the tweets that match the search keywords. 
Topic clusters attributes identification 
Although all the retrieved tweets are relevant to at least one of the four COVID-19 related 
keywords, there are many facets or subtopics people have covered in the tweets’ text content. 
We applied an unsupervised topic clustering technique called Latent Dirichlet Allocation 
(LDA) to facilitate the understanding of the subtopics. LDA is a probabilistic generative 
model which learns a multinomial distributions of latent topics in a given document and 
words in a given topic (Blei et al., 2003). The advantage of LDA is that it is independent of 
the corpus size which makes it algorithmically efficient to learn topic clusters within a corpus 
with a large number of tweets such as ours. 
First, we pre-processed each raw tweet by converting it to ASCII characters, removing 
accented characters, forming bigrams and trigrams, filtering out stopwords (including most 
rare and most frequent words), and performing text tokenization. These pre-processed tweets 
were then converted into a bag-of-words (BoW) corpus. The training data’s date range is 28 
January to 27 May 2020, which consists of 51 million tweets. Next, we randomly sampled 
1% of the BoW corpus and trained an LDA model whose inference was performed using 
online variational Bayes (Hoffman et al. 2010). The quality of the topic model was evaluated 
using metrics including perplexity and coherence scores (Chang et al. 2009). Lastly, for each 
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tweet in the dataset, we assigned a relevance label (“1” or “0”) based on its contribution to 
the document (‘1’ if contribution > 0.01 or 1/number of topics).  
We obtained the top ten topics that received a relatively high coherence scores (c_v measure, 
mean = 0.575) from a model optimized by learning 100 topics and hyper-parameters α as a 
fixed normalized asymmetric Dirichlet prior (1/topic_number) and η = 0.909.  
Table 7 shows example tweets that are tagged with the corresponding topic clusters that they 
are relevant to, respectively. The first ten examples show tweets that are solely relevant to 
each of the ten topic clusters. The last example shows that a tweet can be relevant to multiple 
topic clusters simultaneously. 
Table 7. Examples of the tweets and their corresponding topic tagging results 
Example tweets topic_ 
1 2 3 4 5 6 7 8 9 10 
Remember when doja cat said corona was just the flu 1 0 0 0 0 0 0 0 0 0 
STAY SAFE from CORONAVIRUS There is currently no 
antiviral treatment or vaccine to prevent Coronavirus (COVID-
19) 
0 1 0 0 0 0 0 0 0 0 
No.  It is a part of One Belt One Road. #ChinaVirus WHO says 
Wuhan coronavirus outbreak is not yet a pandemic 
0 0 1 0 0 0 0 0 0 0 
Bill Gates: This is how long it may take before Americans can be 
completely safe from COVID-19 
0 0 0 1 0 0 0 0 0 0 
Florida’s COVID-19 website guru blasts bosses, hints at data 
suppression  
0 0 0 0 1 0 0 0 0 0 
Municipality closes 336 shops in all six governorates for 
violating corona rules 
0 0 0 0 0 1 0 0 0 0 
@Naveen_Odisha @narendramodi @MoHFW_INDIA 
@PrakashJavdekar @drharshvardhan @dr_arunsahoo  I request 
to postpone our… 
0 0 0 0 0 0 1 0 0 0 
Previously its DAM funds. now ita corona fund.  pochna sirf ye 
tha k DAM fund kaha tk pohancha 
0 0 0 0 0 0 0 1 0 0 
apparently child abuse cases are going up and the excuse is that 
parents are stressed over covid-19. im sorry but 
0 0 0 0 0 0 0 0 1 0 
today i found out weed kills the corona virus and i ain’t been 
worried since 
0 0 0 0 0 0 0 0 0 1 
PICS: Built in 10 days – 1000 bed hospital opens to battle 
coronavirus in Wuhan All 4 Women 
1 1 1 0 1 0 0 0 0 0 
 
It is useful to note that we obtained ten topics out of 100 extracted from 500,000-odd data 
points, which is a 1% sample from the full dataset, due to the high computational cost in 
using even larger samples. Our aim here is to apply NLP techniques and demonstrate how 
sub-topics detected from the full data could help to gauge some important aspects of COVID-
19 conversations in social media. Conceivably, a larger sample could represent the topics 
better, and as a future work, we could use a bigger sample (10%). On the other hand, training 
an LDA model with data from specific twitter accounts, smaller and more focused date range, 
particular countries of interest, or certain hashtags, would yield more targeted and meaningful 
results. Hence, another future extension is to package the topic modelling software with the 
dataset to help researchers with seamless fine-grained topic tagging. 
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Sentiment valence and emotions intensity scores attributes inference 
As sentiments and emotions are subjective information embedded in the unstructured text 
content, it is a necessity to extract such information with targeted tools. We used CrystalFeel, 
a collection of five machine-learning trained algorithms to extract the sentiment and emotions 
scores, which had features including affective lexicons, parts-of-speech, n-grams, and word 
embeddings (Gupta and Yang 2018) trained using tweets manually annotated with intensity 
ground truth values (Mohammed and Bravo-Marquez, 2017; Mohammed et al., 2018).  
As reported in Gupta and Yang (2018)’s evaluation experiments, the CrystalFeel algorithms’ 
accuracies in terms of Pearson correlation coefficient (r) is 0.816 on valence intensity, and 
are 0.708, 0.740, 0.700 and 0.720 on joy intensity, anger intensity, fear intensity and sadness 
intensity3. The predictive validity of the valence, joy, anger, fear and sadness intensity scores 
on other NLP tasks has also been studied and demonstrated in the context of predicting news 
social popularity (Gupta and Yang 2019), in predicting the ingredients of happy moments 
(Gupta et al., 2019), and in detecting propaganda techniques in news articles (Krishnamurthy 
et al., 2020). 
Hence, each tweet in the dataset is tagged with the following five attributes related to the 
sentiment valence and emotions intensity scores.  
 valence_intensity_score: A real-valued score with its normal range as from 0 to 1, 
where 0 - this text expresses highest possible intensity of unpleasant feelings; 1 - this 
text expresses highest possible intensity of pleasant feelings 
 anger_intensity_score: A real-valued score with its normal range as from 0 to 1, 
where 0 - this text expresses lowest possible intensity of anger; 1 - this text expresses 
highest possible intensity of anger 
 fear_intensity_score: A real-valued score with its normal range as from 0 to 1, where 
0 - this text expresses lowest possible intensity of fear; 1 - this text expresses highest 
possible intensity of sadness 
 sadness_intensity_score: A real-valued score with its normal range as from 0 to 1, 
where 0 - this text expresses lowest possible intensity of sadness; 1 - this text 
expresses highest possible intensity of sadness 
 joy_intensity_score: A real-valued score with its normal range as from 0 to 1, where 
0 - this text expresses lowest possible intensity of joy; 1 - this text expresses highest 
possible intensity of joy 
Table 8 shows five example tweets tagged with these five attributes. The first example shows 
a tweet with a moderate sentiment valence score (i.e., neither very negative nor very 
positive), and the other four examples show tweets with relatively high intensity score for 
joy, anger, fear and sadness dimensions. 
  
                                                            
3 According to CrystalFeel’s demo site (www.crystalfeel.socialanalyticsplus.net), the predictive accuracies are 
further improved over the most recent version of the algorithms (which we used for processing the present 
dataset), which arrived at Pearson correlation coefficient (r) value of 0.860 on sentiment intensity, and of 0.791, 
0.814, 0.775 and 0.766 on emotion intensities in predicting joy, anger, fear and sadness. 
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Table 8. Examples tweets and their corresponding sentiment valence and emotions 
intensity scores attributes 
Example tweets valence_ 
intensity_
score 
anger_ 
intensity_
score 
fear_ 
intensity_
score 
sadness_  
intensity_
score 
joy_ 
intensity_
score 
Community hospital Bright Vision 
transfers all patients to make room 
for stable COVID-19 cases 
0.505 0.391 0.444 0.423 0.334 
Seeing this face for just a few 
minutes on her 97th birthday today 
made my heart so happy! #Greatful 
#COVID #Nana  
0.930 0.143 0.177 0.209 0.822 
To any fellow nationalist celebrating 
boris getting the corona virus are 
nothing less than an absolute cunt.  
0.318 0.665 0.520 0.495 0.260 
Being higher risk of covid has me all 
over the place. Appt is in about 90 
mins . Im scared , worried and 
anxious 
0.231 0.542 1.074 0.670 0.174 
When u cant handle shit any longer 
and u feel hopeless #COVID_19 
starting to make my depression 
worse 
0.076 0.617 0.836 0.940 0.077 
 
It shall be noted that, in certain cases such as the fourth example in Table 8, the intensity 
score may be exceeding the [0, 1] normal ranges, which indicates that these cases represented 
extreme intensities beyond the algorithms’ original training samples. 
Sentiment category  
To facilitate more straightforward interpretation, we also converted CrystalFeel algorithm’s 
sentiment valence intensity score (quantitative value as “valence_ intensity_score”) into to a 
categorical label (qualitative value as “sentiment_category”) using the following logic.  
 
//  # Initialize the sentiment category in a “neutral or mixed” class 
1  sentiment_category = "neutral or mixed"; 
//  # Assign the sentiment category based on the degree of the valence intensity  
2  if(valence_intensity_score <= 0.30): 
3            sentiment_category = "very negative"; 
4  elif(valence_intensity_score < 0.48): 
5          sentiment_category = "negative"; 
6  elif(valence_intensity_score > 0.70): 
7          sentiment_category = "very positive"; 
8  elif(valence_intensity_score > 0.52): 
9          sentiment_category = "positive"; 
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Therefore, each tweet has an additional sentiment_category attribute. Table 9 shows the five 
tweets examples tagged with their corresponding sentiment categories, qualitatively 
indicating the sentiment each tweet is mainly expressing. 
 sentiment_category: A categorical value indicating the sentiment a tweet is 
expressing, with a value being either “very negative”, “negative”, neutral or mixed”, 
“positive”, “very positive” 
Table 9. Examples of the tweets data and their corresponding sentiment categories 
Example tweets sentiment_category 
Community hospital Bright Vision transfers all patients to make room for 
stable COVID-19 cases  
neutral or mixed 
To any fellow nationalist celebrating boris getting the corona virus are 
nothing less than an absolute cunt.  
negative  
Being higher risk of covid has me all over the place. Appt is in about 90 
mins . Im scared , worried and anxious 
very negative 
When u cant handle shit any longer and u feel hopeless #COVID_19 
starting to make my depression worse 
very negative 
Seeing this face for just a few minutes on her 97th birthday today made 
my heart so happy! #Greatful #COVID #Nana  
very positive 
 
Most dominant emotion category 
As the underlying dominant emotion behind the sentiments carries more information than the 
overall valence or sentiment, we also converted CrystalFeel’s joy, anger, fear and sadness 
intensity scores into an emotion category value to facilitate interpretation.  
To achieve this, we applied a logic that leverages all the valence and emotions intensities 
scores from CrystalFeel’s outputs. We first use valence_intensity_score as the first-line 
criterion as this dimension that has very high accuracy, i.e., 0.816 in terms of Pearson 
correlation with human annotated ground truth values. We then use the relative intensity 
comparing the three primary negative emotions, anger, fear and sadness to assign a 
corresponding dominant emotion category. The following script describes the conversion 
logic: 
 
 
//  # Initialize the sentiment category in a "no specific emotion" class  
1 emotion_category = "no specific emotion"; 
//  # Assign the emotion category when valence intensity score exceeds 0.52 
2  if(valence_intensity_score > 0.52): 
3          emotion_category = "joy or other positive expression"; 
//  # Assign the emotion category when valence intensity score falls below 0.48 
4  elif(valence_intensity_score  < 0.48): 
5          emotion_category = "anger"; 
6                 if((fear_intensity_score > anger_intensity_score) and (fear_intensity_score 
> = sadness_intensity_score )): 
7                  emotion_category = "fear"; 
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8                      elif((sadness_intensity_score > anger_intensity_score) and 
sadness_intensity_score > fear_intensity_score)): 
9                  emotion_category = "sadness"; 
 
 
Therefore, each tweet has an additional emotion_category attribute, indicating the dominant 
emotion as detected in the tweet. Table 10 shows the five tweets examples tagged with the 
dominant emotion categories. 
 emotion_category: A categorical value indicating the most dominant emotion a tweet is 
expressing, with a value being either “anger”, “fear”, “sadness”, “joy or other positive 
expression”, “no specific emotion”  
Table 10. Examples of the tweets data and their corresponding emotion category results 
Example tweets emotion_category 
Community hospital Bright Vision transfers all patients to make room for 
stable COVID-19 cases  
no specific emotion 
To any fellow nationalist celebrating boris getting the corona virus are 
nothing less than an absolute cunt.  
anger 
Being higher risk of covid has me all over the place. Appt is in about 90 
mins . Im scared , worried and anxious 
fear 
When u cant handle shit any longer and u feel hopeless #COVID_19 
starting to make my depression worse 
sadness 
Seeing this face for just a few minutes on her 97th birthday today made my 
heart so happy! #Greatful #COVID #Nana  
joy or other positive 
expression 
 
Methodological note on score-to-category conversion for future research 
The CrystalFeel algorithms’ accuracy in determining valence, fear, anger, sadness and joy 
intensity scores are systematically validated in prior research (Gupta and Yang 2018), and are 
subsequently tested for predictive validities in other NLP tasks (Gupta and Yang 2019; Gupta 
et al. 2019; Krishnamurthy et al., 2020). It is recommended to examine the use of the 
sentiment and emotions intensity scores directly without conversions. 
Meanwhile, the sentiment and emotion categories are obtained based on a conversion logic. 
The conversion principle that allows each tweet to be labelled with one of the five emotion 
categories (i.e., “fear”, “anger”, “sadness”, “joy or other positive expression”, “no specific 
emotion”) follows a conceptual simplification that a dominant emotion exists for each tweet, 
though some tweets can express “mixed emotions” (Berrios et al. 2015), such as express high 
fear-joy or high anger-sadness simultaneously.  
Hence, we recommend that other conversion logic may be explored in future research. For 
example, Mohammad et al. (2018) suggest to use the mid-scale threshold, i.e., 0.5, to 
differentiate high-intensity vs. non-high-intensity anger, fear, sadness or joy emotions. The 
selection of the threshold should be considered based on the applications, for example, when 
using the sentiments and emotions as outcome variables or predictor variables.  
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Data Availability 
The full dataset described in this paper is available for download at 
http://resources.socialanalyticsplus.net. We ran the topic models every month and will 
provide an update of the database at the start of each month. A live, hourly refreshed 
visualization dashboard is accessible via http://corona2019.socialanalyticsplus.net.  
Code Availability 
Interested readers may check our source scripts for processing the topic models at 
http://resources.socialanalyticsplus.net. 
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Supplementary information  
Appendix A. The publicly available interface for downloading the dataset 
COVID-19 Twitter dataset with latent topics, sentiments and emotions attributes  
The dataset is available as a .csv file with over 63 million tweet_IDs and their corresponding topics, 
sentiments and emotions attributes. It covers COVID-19 related English tweets posted by more 
than 13 million unique users since 28 January to 1 July 2020. The detailed technical description can 
be found here. 
Complete a simple registration to receive a link to download the dataset. 
 
 
Appendix B. Readme for using the dataset 
COVID-19 Twitter dataset with latent topics, sentiments and emotions attributes  
We processed over 63 million COVID related tweets’ text content using natural language 
processing techniques and machine-learning based algorithms, which tags each tweet with 
additional attributes that are helpful to quantify the information about the tweet’s topics, sentiments 
and emotions.  
This folder consists of the three files: 
1. tweets_topics_sentiments_emotions (5k sample).csv 
This is a very small, randomly selected sample of the full dataset. It can be used to quickly 
understand the data structure and attributes. 
2. tweets_topics_sentiments_emotions.csv 
This is the full 63 million tweets csv file. The file is approximately 6 GB. It is recommended to use 
python+pandas to view and manipulate the document. 
There are a total of 19 columns: tweet_ID (the unique identifier for this tweet), the keywords we 
used to query the Twitter API, and the following 17 latent topics, sentiments and emotions 
attributes. 
1) topic_1: A binary value of 0 or 1, where 0 – this tweet is not relevant to this topic; 1 – 
this tweet is relevant to this topic 
2) topic_2: A binary value of 0 or 1, where 0 – this tweet is not relevant to this topic; 1 – 
this tweet is relevant to this topic 
3) topic_3: A binary value of 0 or 1, where 0 – this tweet is not relevant to this topic; 1 – 
this tweet is relevant to this topic 
4) topic_4: A binary value of 0 or 1, where 0 – this tweet is not relevant to this topic; 1 – 
this tweet is relevant to this topic 
5) topic_5: A binary value of 0 or 1, where 0 – this tweet is not relevant to this topic; 1 – 
this tweet is relevant to this topic 
6) topic_6: A binary value of 0 or 1, where 0 – this tweet is not relevant to this topic; 1 – 
this tweet is relevant to this topic  
7) topic_7: A binary value of 0 or 1, where 0 – this tweet is not relevant to this topic; 1 – 
this tweet is relevant to this topic 
8) topic_8: A binary value of 0 or 1, where 0 – this tweet is not relevant to this topic; 1 – 
this tweet is relevant to this topic 
9) topic_9: A binary value of 0 or 1, where 0 – this tweet is not relevant to this topic; 1 – 
this tweet is relevant to this topic 
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10) topic_10:  A binary value of 0 or 1, where 0 – this tweet is not relevant to this topic; 1 – 
this tweet is relevant to this topic 
11) valence_intensity_score: A real-valued score with its normal range as from 0 to 1, where 
0 - this text expresses highest possible intensity of unpleasant feelings; 1 - this text 
expresses highest possible intensity of pleasant feelings 
12) anger_intensity_score: A real-valued score with its normal range as from 0 to 1, where 0 - 
this text expresses lowest possible intensity of anger; 1 - this text expresses highest 
possible intensity of anger 
13) fear_intensity_score: A real-valued score with its normal range as from 0 to 1, where 0 - 
this text expresses lowest possible intensity of fear; 1 - this text expresses highest 
possible intensity of sadness 
14) sadness_intensity_score: A real-valued score with its normal range as from 0 to 1, where 
0 - this text expresses lowest possible intensity of sadness; 1 - this text expresses highest 
possible intensity of sadness 
15) joy_intensity_score: A real-valued score with its normal range as from 0 to 1, where 0 - 
this text expresses lowest possible intensity of joy; 1 - this text expresses highest possible 
intensity of joy 
16) sentiment_category: A categorical value indicating the sentiment a tweet is expressing, 
with a value being either “very negative”, “negative”, neutral or mixed”, “positive”, 
“very positive” 
17) emotion_category: A categorical value indicating the most dominant emotion a tweet is 
expressing, with a value being either “anger”, “fear”, “sadness”, “joy or other positive 
expression”, “no specific emotion” 
In compliance with Twitter’s content redistribution terms, the Twitter data in our released dataset 
only includes the tweet_ID attribute. Users can use tweet_ ID to retrieve the other attributes (see 
examples below) through the standard search API from Twitter 
(https://developer.twitter.com/en/docs/tweets/search/overview/standard).  
 tweet_ID: The unique identifier for this tweet 
 tweet_created_at: The UTC time when this tweet was created  
 text: The actual UTF-8 text of the tweet 
 retweet_count: Number of times this tweet has been retweeted 
 favorite_count: Number of times this tweet has been liked  
 hashtag_text: Name of the hashtag, minus the leading ‘#’ character 
 user_ID: The unique identifier for the user who created the tweet 
 location: The user-defined location in this account’s profile 
 followers_count: Number of followers this account currently has 
 friends_count: Number of users this account is following 
 statuses_count: Number of tweets (including retweets) issued by the user  
 user_created_at: The UTC datetime that the user account was created on Twitter 
3. tweets dataset_gupta_vishwanath_yang.pdf 
This is the resource paper that describes the detailed data collection and processing methods. If you 
use this dataset and find it useful, please cite the source as: 
Gupta, R., Vishwanath, A., and Yang, Y. (2020), COVID-19 Twitter dataset with latent topics, 
sentiments and emotions attributes, Working Manuscript, Institute of High Performance Computing 
 
 
