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Abstract
We derive the first law of black hole mechanics for physical theories based on a local, covariant
and gauge-invariant Lagrangian where the dynamical fields transform non-trivially under the ac-
tion of some internal gauge transformations. The theories of interest include General Relativity
formulated in terms of tetrads, Einstein-Yang-Mills theory and Einstein-Dirac theory. Since the
dynamical fields of these theories have some internal gauge freedom, we argue that there is no
natural group action of diffeomorphisms of spacetime on such dynamical fields. In general, such
fields cannot even be represented as smooth, globally well-defined tensor fields on spacetime. Con-
sequently the derivation of the first law by Iyer and Wald cannot be used directly. Nevertheless,
we show how such theories can be formulated on a principal bundle and that there is a natural
action of automorphisms of the bundle on the fields. These bundle automorphisms encode both
spacetime diffeomorphisms and internal gauge transformations. Using this reformulation we define
the Noether charge associated to an infinitesimal automorphism and the corresponding notion of
stationarity and axisymmetry of the dynamical fields. We first show that we can define certain
potentials and charges at the horizon of a black hole so that the potentials are constant on the
bifurcate Killing horizon, giving a generalised zeroth law for bifurcate Killing horizons. We fur-
ther identify the gravitational potential and perturbed charge as the temperature and perturbed
entropy of the black hole which gives an explicit formula for the perturbed entropy analogous to
the Wald entropy formula. We then obtain a general first law of black hole mechanics for such
theories. The first law relates the perturbed Hamiltonians at spatial infinity and the horizon, and
the horizon contributions take the form of a “potential times perturbed charge” term. We also
comment on the ambiguities in defining a prescription for the total entropy for black holes.
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1. INTRODUCTION
In [1] Lee and Wald provided a construction of the phase space, Noether current and
Noether charge for Lagrangian field theories where the dynamical fields can be viewed as
tensor fields on spacetime (or more generally maps from spacetime into another finite-
dimensional manifold). Using this construction, Iyer and Wald [2, 3] have given a derivation
of the first law of black hole mechanics for arbitrary (in particular non-stationary) pertur-
bations off a stationary axisymmetric black hole in any diffeomorphism covariant theory of
gravity where the gravitational dynamical field is a Lorentzian metric and the matter fields
are smooth tensor fields on the spacetime manifold. They also identified the corresponding
entropy as the integral over a horizon cross-section of the Noether charge associated with
the action of diffeomorphisms generated by the horizon Killing field. This formulation of
the Noether charges and first law has been useful in analysing solutions to Einstein-matter
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theories [4–9], and stability of black holes [10, 11] and perfect fluid stars [12].
Even though the results of [1–3] encompass a wide variety of theories, there are situations
of physical interest where their analysis cannot be directly applied. In particular, we would
like to derive a first law of black hole mechanics for gravity formulated in terms of orthonor-
mal coframes (i.e. vielbeins), Einstein-Yang-Mills theory and Einstein-Dirac theory. In all
these cases the dynamical fields of the theory have some internal gauge freedom under the
action of a group. As we will discuss below this internal gauge freedom is the main reason
we cannot directly use the results of [1–3] to derive a first law. Since all the “fundamental”
fields in the Standard Model of particle physics have such gauge freedom, it is of interest
to formulate the first law when such dynamical fields are present in the theory. The main
obstructions to using the formalism of [1–3] for charged fields are as follows.
The first obstruction is that fields with internal gauge transformations cannot, in gen-
eral, be represented as globally smooth tensor fields on spacetime. A typical example from
Maxwell electrodynamics is when the source is a magnetic monopole. In the presence of a
magnetic monopole the Maxwell gauge field (or vector potential) Aµ cannot be chosen to be
smooth everywhere (in any choice of gauge; see Problem 2. § Vbis [13]). As is well-known,
this “singularity” in the Maxwell gauge field is an artefact of trying to make a global choice of
gauge. Even in the absence of monopoles, the most “convenient” choice of gauge might make
the Maxwell vector potential singular; see [14] for a discussion of the Reissner-Nordstro¨m
black hole where, in the traditional choice of gauge, the vector potential is singular on the
bifurcation surface. Similarly, in Yang-Mills theories the dyanmical gauge fields AIµ might
not be representable as smooth tensor fields on spacetime. The analysis of [1] assumes from
the outset that a global choice of gauge can be made to represent Yang-Mills gauge fields
as tensor fields on spacetime. To derive the first law for Yang-Mills theory, Sudarsky and
Wald [4, 5] also assume that a choice of gauge has been made so that the “gauge-fixed”
fields are smooth everywhere, and moreover, are stationary (i.e. £tA
I
µ = 0) in that choice
of gauge. Similarly, for a coframe formulation of gravity (and also to describe spinor fields),
one introduces a Lorentz gauge field (or spin connection) ωµ
a
b which might not be smooth
everywhere in some chosen gauge (see § III. [15]). In fact, for non-parallelisable manifolds,
there does not even exist a globally smooth choice of coframes eaµ. In all of these cases
the obstruction is that a globally smooth choice of gauge can only be made under certain
topological restrictions. Even when we can make a global gauge choice it is far from obvious
that a gauge choice can be made such that the gauge-fixed fields are stationary in that gauge
(see § 4 [14] for a related discussion). Thus, it is of interest to have a formulation of the first
law for theories like Yang-Mills and coframe gravity that does not require a choice of gauge
a priori.
The second obstruction arises in defining the action of diffeomorphisms of spacetime on
dynamical fields with internal gauge transformations. To formulate a first law of black hole
mechanics, we need a notion of a stationary solution to the equations of motion. When the
3
dynamical fields are usual tensor fields on the spacetime M , there is a natural action of
the diffeomorphism group of the spacetime M on tensor fields which can be used to define
stationarity by the action of the Lie derivative with respect to the corresponding vector
fields. However, when the dynamical fields transform under some internal gauge transfor-
mation, we cannot distinguish the action of a diffeomorphism of the spacetime manifold
from the action of a diffeomorphism along with an arbitrary (spacetime dependent) internal
gauge transformation. That is, we only have a notion of “diffeomorphisms up to a gauge
transformations”. Similarly in general, a stationary (axisymmetric) black hole will only
be “stationary (axisymmetric) up to an internal gauge transformation” i.e. £tψ = gauge
where ψ denotes the charged dynamical fields.1 Thus, the full group of transformations of
the dynamical fields of the theory is not simply a product group of diffeomorphisms and
internal gauge transformations. Without such a separation of diffeomorphisms and internal
gauge transformations we have to consider the full group of transformations to define the
appropriate notion of Noether charge to obtain a first law.
There have been numerous attempts to sidestep this problem. One approach is to use the
usual Lie derivative on spacetime, ignoring the internal gauge structure of the fields [20–23].
A straightforward computation shows that such a Lie derivative (acting on the Yang-Mills
gauge fields AIµ for instance) depends on the gauge choice made. Thus any definition of
Noether charges, stationarity and first law using such Lie derivatives on charged fields will
also depend on the choice of gauge used. In [4, 5] stationarity of the Yang-Mills gauge
fields was defined by requiring a global choice of gauge so that the gauge-fixed fields AIµ
on spacetime are annihilated by the Lie derivative along the stationary Killing field. It is
far from obvious that such a global choice of gauge exists, even when a global gauge choice
can be made, and as we will show, this assumption is actually a restriction on the types of
Yang-Mills fields considered in [4, 5].
One could alternatively attempt to define the infinitesimal action of a diffeomorphism of
spacetime by a “gauge covariant Lie derivative” and use the vanishing of this Lie derivative
to define stationarity and axisymmetry. For example in Ch.10 [24] the action of a diffeo-
morphism along a vector field X ≡ Xµ ∈ TM is defined through a “gauge covariant Lie
derivative” of a Yang-Mills gauge field AIµ (here the I index only refers to the Yang-Mills
Lie algebra) as
£ˆXA
I
µ := X
νF Iνµ (1.1)
where F Iµν is the curvature 2-form for the gauge field A
I
µ. Similarly, to obtain a first law for
a coframe formulation of gravity, Jacobson and Mohd [15] use a Lorentz-Lie derivative for
1Such a notion of “stationarity up to gauge” was already used in [16–19] where nevertheless, the dynamical
fields are assumed to be tensor fields on spacetime.
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the coframes by 2 (see also [25] and references in [15])
£ˆXe
a
µ := £Xe
a
µ + λ
a
be
b
µ
with λab := Eµ[a£Xe
b]
µ = X
µωµ
ab + Eµ[aeb]ν∇µX
ν
(1.2)
where the £X is computed ignoring the internal indices and ωµ
ab is the Lorentz connection
on spacetime. Likewise, there have been many attempts to define a Lie derivative for spinor
fields (viewed as fields on spacetime). A definition of Lie derivative for spinors with respect
to a Killing field of the metric was put forth by Lichnerowicz [26], and then generalised for
arbitrary vector fields by Kosmann [27] by prescribing that one use the same formula as
that given by Lichnerowicz but for any vector field (see also [25] and Supplement 2. [28]).
The Kosmann prescription can be formalised on a principal bundle through the notion of
a Kosmann lift (see [29, 30] and the references therein).3 The Lichnerowicz-Kosmann-Lie
derivative acts on Dirac spinor fields Ψ according to
£ˆXΨ := X
µDµΨ−
1
8
∇[µXν][γ
µ, γν ]Ψ (1.3)
where Dµ is the covariant spin derivative on Dirac spinor fields with respect to a torsionless
spin connection. Even though these definitions of Lie derivative are gauge covariant, it is a
straightforward computation to verify that
[£ˆX , £ˆY ] = £ˆ[X,Y ] + gauge (1.4)
and the gauge-term does not vanish except when (1) F I = 0 for “Lie derivative” in
Eq. 1.1 (2) either Xµ or Y µ is a conformal Killing field of the metric for the Lorentz-Lie
derivative Eq. 1.2 and the Lichnerowicz-Kosmann-Lie derivative Eq. 1.3 (see [25] for a proof).
Thus even though, the linear maps Xµ 7→ £ˆX in Eq. 1.1-Eq. 1.3 are gauge-covariant, none
of the above prescriptions for the Lie derivative implement the Lie algebra for the diffeo-
morphism group of spacetime and the Noether currents derived from these notions of a Lie
derivative cannot be interpreted as Noether currents associated to diffeomorphisms.
Further, if the dynamical fields ψ of the theory are chosen to be stationary with respect
to these modified Lie derivatives, i.e. £ˆXψ = 0 then they are obviously “stationary up to
internal gauge transformations”. But it might not be possible to choose a globally smooth
gauge representative of the dynamical fields so that they are stationary in this modified
sense, particularly when we cannot make a global choice of gauge.
The main aim of this work is to address these issues directly, by formulating physical
theories with charged dynamical fields on a principal bundle (see § A.1 for details). All
2[15] define the Lorentz-Lie derivative to act on arbitrary tensors, including the Lorentz connection, carrying
a representation of the Lorentz group, but we only present the coframes to be brief. They also use the
symbol K to denote the Lorentz-Lie derivative in honour of Kosmann.
3Also note that the “spinorial Lie derivative” prescription in [31] annihilates the metric for any vector field
— making every vector field a “Killing field” and all spacetimes stationary — which is clearly not desirable.5
the charged fields are legitimate (globally well-defined and smooth) tensor fields on the
principal bundle. A smooth global choice of gauge exists only when the principal bundle
is trivial, and only in that case can we write the charged fields as smooth tensor fields on
spacetime. However, working directly on a principal bundle avoids the issue of making any
choice of gauge, and thus, we can handle theories defined on non-trivial principal bundles
where there is no way to represent the fields as smooth tensor fields on spacetime. We shall
similarly formulate the Lagrangian, Noether currents and charges directly on the principal
bundle without making any gauge choices. The principal bundle also provides the neces-
sary structure to consider the full group of transformations of the dynamical fields as the
group of automorphisms of the bundle manifold. The automorphisms of the bundle then
encode both diffeomorphisms and internal gauge transformations, and we will not need to
“artificially” single out the action of just diffeomorphisms. Infinitesimal actions of these
automorphisms are then generated by (standard) Lie derivatives with respect to vector fields
on the bundle. Using this we define the appropriate notions of “stationarity (and axisym-
metry) up to gauge transformations” for charged dynamical fields as automorphisms of the
bundle that project down to the stationary (axisymmetric) diffeomorphisms of spacetime
(see Def. A.3). We then generalise the constructions of [1] to define the symplectic form on
arbitrary (non-stationary) perturbations of the dynamical fields, and the Noether current
and Noether charge associated with any bundle automorphism. Next, we describe the main
results of this paper, which include a derivation of a generalised zeroth law for bifurcate
Killing horizons, and the first law of black hole mechanics for stationary and axisymmetric
black holes which arise from solutions to the equations of motion, for theories with charged
dynamical fields.
We are interested in static or stationary-axisymmetric, asymptotically flat black hole
spacetimes with bifurcate Killing horizons determined by dynamical fields which have non-
trivial internal gauge transformations. We expect our results can be generalised to space-
times with different asymptotics but we stick to the asymptotically flat case. We refer the
reader to § 3 for a more detailed description of the spacetimes under consideration.
As our first result we show in Theorem 1 that on any bifurcate Killing horizon in spacetime
(not necessarily a solution to any equations of motion) we can define certain potentials V Λ at
the horizon which are constant along the entire bifurcate Killing horizon. This can be viewed
as a generalised zeroth law for bifurcate Killing horizons. These potentials are defined solely
in terms of the dynamical gauge fields of the theory (for instance, a Yang-Mills gauge field
or the Lorentz gauge field for gravity) and get no direct contributions from any other matter
fields. In Cor. 3.1, we show that the perturbed Hamiltonian δHK associated to the horizon
Killing field Kµ at the bifurcation surface can be put into a “potential times perturbed
charge” form where the charges are determined by the dependence of the Lagrangian on
the curvatures of the dynamical gauge fields of the theory. Then, in Theorem 2, we provide
a new perspective on the temperature TH and perturbed entropy δS of the black hole by
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identifying them with the potential and perturbed charge, respectively, corresponding to
the Lorentz connection in a first-order formulation of gravity. Thus, the temperature and
perturbed entropy can be viewed on the same footing as any other potentials and perturbed
charges of any matter gauge fields (like Yang-Mills gauge fields) in the theory. This also gives
us an explicit formula for the perturbed entropy in direct parallel with the Wald entropy
formula [2, 3].
Our main result (Theorem 3) is a general formulation of the first law of black hole
mechanics for theories with charged dynamical fields, where the dynamical fields solve the
equations of motion obtained from a gauge-invariant Lagrangian. The first law is obtained
as an equality between the perturbed boundary Hamiltonian δHK associated to the horizon
Killing field Kµ evaluated at the bifurcation surface and at spatial infinity, and takes the
form
TH δS + V
′ΛδQ′Λ = δEcan − Ω
(i)
H
δJ(i),can (1.5)
for any perturbation which solves the linearised equations of motion off a stationary, ax-
isymmetric (up to internal gauge transformations) black hole background which solves the
equations of motion. The left-hand-side terms are the potentials and charges of the black
hole on the bifurcation surface defined in Theorem 1 and Cor. 3.1. The first term consists of
the temperature and perturbed entropy of the black hole, identified with the gravitational
potential and perturbed charge (Theorem 2), while the second term is the contribution of
the non-gravitational gauge fields (such as Yang-Mills fields). The quantities on the right-
hand-side are the perturbed canonical energy (associated to the stationary Killing field tµ)
and angular momenta (associated to the axial Killing fields φµ(i); here the index (i) is used to
denote the multiple axial Killing fields in greater than 4-spacetime dimensions) defined at
spatial infinity (Eq. 4.1). The form of the perturbed canonical energy and angular momenta
at infinity depends on the theory under consideration and also the asymptotic fall-off con-
ditions on the fields, and they contain contributions from both the gravitational dynamical
fields and other matter dynamical fields in the theory. For instance, in Einstein-Yang-Mills
theory, δEcan contains both the perturbed ADM mass and a “potential times perturbed
charge” term from the Yang-Mills gauge field at infinity (see § 5.2). Similarly, δJcan con-
tains both the perturbed ADM angular momentum and the perturbed angular momentum
of the Yang-Mills fields.
Note that for Einstein-Yang-Mills theory, Sudarsky and Wald [4] get a vanishing Yang-
Mills potential term at the horizon because of their assumption that there exists a smooth
choice of gauge such that the gauge-fixed Yang-Mills fields are stationary £KA
I
µ = 0. We
will argue that in general such a gauge choice cannot be made, and the “potential times
perturbed charge” at the horizon can be set to vanish only in special situations (at the
cost of changing the contributions to perturbed canonical energy and angular momenta at
infinity; see Remark 5.2). The existence of this non-vanishing term at the horizon was
also pointed out in [14], though they could not write the term in terms of potentials and
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perturbed charges for non-abelian Yang-Mills fields.
We also show that the ambiguities in defining the Noether charge for a Lagrangian do not
affect the first law and the perturbed entropy. We also discuss the ambiguities in defining a
total entropy for a stationary axisymmetric black hole. We argue that a second law of black
mechanics could fix at least some of these ambiguities in the total entropy. Since we do not
know of a general derivation of the second law for arbitrary theories of gravity (except in
the case of General Relativity), we do not make an attempt to define the total entropy or a
notion of dynamical black hole entropy in this paper.
Even though we use a first-order coframe formulation for gravity, the general form of the
first law described above is applicable to any Lagrangian theory for gravity where some fields
with internal gauge freedom are considered as dynamical fields instead of the metric [32–34]
including, higher-derivative theories of gravity [35] with Lagrangians depending on torsion,
curvature and finitely many of their derivatives. One can also include “non-metricity”,
metric-affine theories of gravity [36, 37] by a simple extension of the formalism. On the
matter side, we can include all the charged matter fields in the Standard Model of particle
physics. We also expect that our results can be generalised to include supersymmetric
theories following, for instance, [38].
Despite this generality, there remain some potentially physically interesting theories that
are not covered by our formalism. These include higher p-form gauge theories in the pres-
ence of magnetic charges (see [17, 39, 40] for work in this direction) and Chern-Simons
Lagrangians which are only gauge-invariant up to a total derivative term. The entropy con-
tribution of gravitational Chern-Simons Lagrangians was computed from a spacetime point
of view in [41, 42] (using a “modified Lie derivative”), and in [43] (using a modification of
the symplectic current). We shall defer the analysis of Chern-Simons theories from a bundle
point of view to a forthcoming paper [44].
* * *
The remainder of this work is organised as follows. We describe the principal bundle
formulation of dynamical fields and gauge-invariant Lagrangians in § 2 and give a general
form for the symplectic potential, symplectic current, and Noether charge for any bundle
automorphism (i.e. combined diffeomorphisms and gauge transformations) for such theories.
We define the horizon potentials and charges, and derive a generalised zeroth law for bifurcate
Killing horizons in § 3. In § 4 we give a formulation of the first law of black hole mechanics
for the theories under consideration. In § 5 we use this formalism to derive a first law
for General Relativity in a first-order tetrad formulation, Einstein-Yang-Mills theory and
Einstein-Dirac theory. The appendix § A collects some technical definitions and formulae
along new results which will be used in the main arguments of the paper.
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NOTATION
We will use an abstract index notation for vector spaces and tensor fields whenever
convenient. Tensor fields on spacetime (or some base space for a principal bundle) will be
denoted by indices µ, ν, λ, . . . from the middle of the lower case Greek alphabet, e.g. Xµ
is a vector field and σµ is a covector field on spacetime. Similarly, lower case Latin indices
m,n, l, . . . denote tensors on a principal bundle, e.g. Xm is a vector field and σm is a covector
field on a principal bundle.
It will be convenient to often use an index-free notation for differential forms and vector
fields. We will use the factor and sign conventions of Wald [45] when translating differential
forms to and from an index notation and use the symbol ≡ to denote such a translation.
When using an index-free notation we denote differential forms by a bold-face symbol, for
instance, a differential k-form on a principal bundle is denoted by σ ≡ σm1...mk = σ[m1...mk ]
and for a vector field Xm, we denote the interior product by X · σ ≡ Xm1σm1...mk and the
Lie derivative by £Xσ = X · dσ + d(X · σ). When using an index-free notation (and for
scalars which have no indices) we will also use an underline to distinguish between functions,
differential forms and vector fields on the base space from those on the principal bundle i.e.
ϕ is a function, and σ ≡ σ[µ1...µk] a k-form, respectively on M , and X · σ is the interior
product, on the base space.
Upper case indices I, J,K, . . . from middle of the Latin alphabet will denote elements of
a finite-dimensional Lie algebra g e.g. XI is an element of a Lie algebra and cIJK = c
I
[JK]
denotes the structure constants. We write the Lie bracket on g as [X, Y ]K = cKIJX
IY J .
The Killing form on g is a bilinear, symmetric form defined by
kIJ := c
L
IKc
K
JL (1.6)
The Killing form is invariant under the adjoint action of the group G on its Lie algebra
g. It is non-degenerate if and only if g is semisimple, and hence defines a metric on the
Lie algebra. Further, when the group G is compact the Killing form is negative definite.
Throughout the paper we stick to the semisimple case and use kIJ and its inverse k
IJ to
raise and lower the abstract indices on elements of g.
Upper case letters A,B, . . . from the beginning of the Latin alphabet denote elements of
a vector space V with some representation R of a finite-dimensional group G. The action
of any g ∈ G on any element ϕA ∈ V under the representation R is denoted by R(g)ϕ;
omitting the indices for simplicity. The corresponding action r of a Lie algebra element
XI ∈ g is denoted (using the abstract index notation) by XIrI
A
Bϕ
B. We shall also use
α, β, . . . as indices to denote some collection of fields, each of which can be tensor fields
valued in different vector spaces (for example in Eqs. 2.5 and 2.7).
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2. DYNAMICAL FIELDS AND LAGRANGIAN THEORIES ON A PRINCIPAL
BUNDLE
Fields with internal gauge freedom under the action of a group G (which we assume to be
semisimple) are usually written as tensor fields on spacetime M valued in some vector space
which transform under a representation of G. As noted in the Introduction, in general such
fields can only be represented locally as smooth tensor fields. Since we are interested in the
first law of black hole mechanics which is a global equality relating quantities defined at the
horizon to those defined at spatial infinity, it will be very convenient to have globally well-
defined smooth dynamical fields to describe the physical theory. Such fields with internal
gauge transformations under some group G can be defined globally on a G-principal bundle
P . For details of principal bundle formalism we refer to the classic treatment of [13, 28, 46–
48].4 We briefly recall the essential concepts needed below, while some new technical results
are collected in § A.
Let π : P → M be a G-principal bundle over M . Denote the space of vertical vector
fields by V P containing vector fields Xm whose projection vanishes i.e. (π∗)
µ
mX
m = 0.
The space of horizontal k-forms is denoted ΩkhorP containing differential forms σ such that
X ·σ = 0 for all vertical vector fieldsXm. Recall that differential forms on the base space that
are invariant under internal gauge transformations are isomorphic to horizontal differential
forms on the bundle i.e. π∗ΩkM ∼= ΩkhorP (see Example 5.1 in § II.5 [47]). Similarly,
the space of horizontal k-forms which are valued in a vector space V transforming under a
representation R of the groupG is denoted ΩkhorP (V, R); these correspond to gauge-covariant
differential forms on spacetime.
Since we are interested in theories with gravity described by some orthonormal coframes,
we choose P to have the structure5
P = PO ⊕ P
′ (2.1)
where PO is a Lorentz bundle, and P
′ is a principal bundle with structure group G′ corre-
sponding to other internal gauge transformations of the matter fields; the structure group
of P is then G = O(d − 1, 1) × G′. As described in § A.1, the coframes ea are horizontal
forms on P , while the frames Ema are represented by vector fields. The gauge fields of the
theory are represented by a connection AI on P which is a 1-form valued in the Lie algebra
g transforming in the adjoint representation Ad. For the bundle P in Eq. 2.1 it is of the
form
AI =
(
ωab,A
′I′
)
∈ Ω1P (g,Ad) (2.2)
where ωab is a Lorentz SO(d− 1, 1)-connection on PO and A
′I′ is a G′-connection on P ′.
4Note that these references may use different conventions for numerical factors and signs for differential forms
when converting to and from an index notation. Throughout this paper we use the conventions of [45].
5Most of our results generalise straightforwardly to the more general case where the Lorentz bundle PO is
simply a subbundle of principal bundle P .
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Now we describe our strategy to write charged fields with internal gauge transformations
as tensor fields on the bundle P instead of the spacetime M . First let us consider the case of
a charged scalar field i.e. a (local) function ϕA on M valued in some vector space V which
has a representation R of the internal gauge group G. The field ϕA is represented on the
principal bundle P as an equivariant function valued in V i.e. by ϕA ∈ Ω0P (V, R). The
main example of such a charged scalar field we’ll consider is the Dirac spinor field in § 5.3
in which case the group G is the spin group Spin0(3, 1) and the corresponding bundle is a
spin bundle PSpin (described in § A.1). Another example of such a field is the Higgs field of
the Standard Model where the group G is taken to be SU(2)× U(1).
To write more general charged tensor fields on P it will be convenient to express them
in terms of their frame components as follows. Let σAµ be a charged covector field and
and ηµA a charged vector field on M valued in some vector space V with some internal
gauge transformation. Locally choosing a set of frames and coframes, we write the frame
components as
σAa := σ
A
µE
µ
a ; η
a
A := η
µ
Ae
a
µ (2.3)
Now we can view the frame components σAa and η
a
A as scalar fields valued in R
d ⊗ V with
internal gauge transformations under both O(d − 1, 1) and G′. Then, we can consider the
frame components as globally smooth functions valued in Rd ⊗ V on the bundle P , in the
same manner as the charged scalar field discussed above. Similarly, we can write any charged
tensor field — with arbitrary tensor structure and with internal gauge transformations under
the full structure group G = O(d − 1, 1) × G′ — on P in terms of its frame components,
the frames and coframes. Henceforth we will always represent charged tensor fields defined
on spacetime M by their frame components on the bundle P written as charged scalars ϕA
where now the A index includes the frame component indices.
Using the covariant exterior derivative D associated to the connection AI in Eq. 2.2
we can similarly represent the covariant derivatives of any charged tensor field in terms of
their frame components on the principal bundle. We write the frame components of the
k-derivatives of ϕA on the bundle P using the shorthand ϕAa1...ak where
ϕAa1...ak := Eak ·D(. . . Ea1 ·Dϕ
A) = Eak ·Dϕ
A
a1...ak−1
Thus we can describe all the dynamical fields with internal gauge transformations and their
covariant derivatives as globally smooth tensor fields on the bundle P without making any
choice of gauge.
The other problem that arises if the dynamical fields have some internal gauge freedom
is that we can only define a notion of “diffeomorphisms up to a gauge transformation”, and
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consequently there is only notion of “stationarity up to internal gauge transformations”.
As discussed in the Introduction § 1, if one uses the ordinary Lie derivative on spacetime
(ignoring the internal gauge transformations), the result is not gauge-invariant. Also, the
various attempts at defining “covariant Lie derivatives” (Eqs. 1.1–1.3) do not implement the
Lie algebra of diffeomorphisms of spacetime (see Eq. 1.4).
Since we have defined the dynamical fields on a principal bundle P , the source of this prob-
lem becomes more apparent. For theories with dynamical tensor fields defined on spacetime
M , the group of transformations is the group of diffeomorphisms of spacetime i.e. Diff(M).
Similarly, for theories with dynamical fields defined on the bundle P the group of transforma-
tions consists of automorphisms of the principal bundle (see § I.5 [47]). The automorphism
group of P has the semi-direct product structure Aut(P ) ∼= Diff(M) ⋉ AutV (P ). Here
AutV (P ) is the normal subgroup of vertical automorphisms that do not move the points in
the base space M i.e. these correspond to internal gauge transformations. Since, AutV (P )
is a normal subgroup, the action of internal gauge transformations leaving the spacetime
points fixed is well-defined. However, without picking a gauge choice there is only a notion
of “diffeomorphisms up to internal gauge transformations” and any attempt to define an
action of just diffeomorphisms of M on charged fields is doomed to fail. In fact from Eq. 1.4
we see that even when one defines some “gauge covariant Lie derivative” one has to con-
sider diffeomorphisms and internal gauge transformations simultaneously. Thus, again we
are lead to work directly with fields defined on the principal bundle with Aut(P ) acting as
the full group of transformations. The corresponding Lie algebra of infinitesimal automor-
phisms aut(P ) consists of vector fields on the bundle which act on charged fields by the usual
Lie derivative. We then define stationary (axisymmetric) charged fields as fields that are
preserved under those automorphisms of the bundle P which project to stationary (axisym-
metric) diffeomorphisms of spacetime M (see Def. A.3). Viewed from the base spacetime
this gives the appropriate notion of dynamical fields being stationary (axisymmetric) up to
gauge. This point of view has the further advantage that we can treat both diffeomorphisms
and gauge transformations simultaneously using standard tools of differential calculus on
the bundle.
Even though in general there is no unique way to associate a given diffeomorphism of
spacetime to an automorphism of the bundle, if we require that the automorphism preserves
a given connection on the bundle, we can prove that the non-uniqueness is given by a
global symmetry (if any exist) which keeps the chosen connection fixed at every point (see
Lemma A.1 and Remark A.1). As we will show, in Einstein-Yang-Mills theory, when such
a global symmetry of the solution Yang-Mills connection does not exist we cannot set the
Yang-Mills potential at the horizon to vanish and we get a new non-vanishing “potential
times perturbed charge” term at the horizon for the first law, generalising the results of
[4, 5, 14] on the first law for Einstein-Yang-Mills theory.
Similarly, if an automorphism of the Lorentz bundle PO is required to preserve the
coframes, then it is uniquely determined by the corresponding isometry of the spacetime
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metric (see Lemma A.2). This uniqueness essentially implies that for a Killing field of the
spacetime metric, the Lie derivative on the bundle coincides with the Lorentz-Lie derivative
Eq. 1.2 on coframes and the Lichnerowicz-Kosmann-Lie derivative Eq. 1.3 on spinors (see
Eqs. A.28 and A.35). Thus, even though our Noether charges for arbitrary automorphisms
differ from those derived by [15] for a coframe formulation of gravity, we get the same first
law for stationary spacetimes for the first-order formulation of gravity.
Now that we have defined the dynamical fields (and the Lagrangian of the theory; see
the next § 2.1) on the bundle P instead of the spacetime M , we can derive a first law of
black hole mechanics. Note that we do not make any choice of gauge and consider the full
group Aut(P ) instead of just diffeomorphisms of M . Most of the computations proceed in
direct analogy to the computations of [1–3] except they are carried out on the bundle. The
only additional task is to check that the relevant quantities are infact gauge-invariant (or
covariant), which is easily done by verifying that the computations yield horizontal forms
on the bundle.
1. The form of the gauge-invariant Lagrangian
On spacetime the Lagrangian is a d-form L ∈ ΩdM and we further assume that the
Lagrangian is invariant under internal gauge transformations.6 Thus we can pullback the
Lagrangian L from the spacetime M to the bundle P that is, we consider the Lagrangian
of the theory as a real horizontal d-form on the P given by L ∈ ΩdhorP .
We will take the Lagrangian to depend on the frames Ema , the coframes e
a, the connection
AI Eq. 2.2, the frame components ϕA of charged tensor fields, and their finitely many
covariant derivatives ϕAa1...ak (written as functions on P ; see the discussion above). We
also allow dependence on the curvature F I and the torsion T a, and finitely many of their
covariant derivatives.
Any antisymmetrisation in the derivatives of the tensor fields ϕA can be converted to
terms with lower order derivatives and torsion and curvature terms using
2ϕA[ab] = −T
c
abϕ
A
c + F
I
abrI
A
Bϕ
B (2.4)
where T cab = Eb · Ea · T
c and F Iab = Eb · Ea · F
I are the frame components of the torsion
and curvature. Using this on higher order antisymmetrised derivatives we can write all
derivative terms in terms of completely symmetrised derivatives and derivatives of torsion
and curvature. Then in a similar manner we can eliminate any antisymmetrised derivatives
of the torsion and curvature. Finally, using Eq. A.17 we eliminate any dependence of the
Lagrangian on DT a in favour of the Lorentz curvature Rab and the coframes e
a. For later
6For instance, in this paper we do not consider theories with a Chern-Simons Lagrangian deferring their
analysis to future work [44].
13
convenience we introduce the shorthand
χα := {ϕA, T cab, F
I
ab} (2.5)
and the frame components of their completely symmetrised derivatives by χαa1...ai .
Thus the dependence of the Lagrangian on the dynamical fields can be written as7
L(Ema , e
a,AI , {χαa1...ai}) ∈ Ω
d
horP (2.6)
where 0 ≤ i ≤ k counts the number of completely symmetrised derivatives of the corre-
sponding fields in Eq. 2.5. As discussed above the frames Ema on the bundle are only defined
up to vertical vector fields, so we also demand that the Lagrangian depend on the frames so
that L[Ema ] = L[E
′m
a ] whenever E
′m
a −E
m
a is a vertical vector field. The full set of dynamical
fields of the theory then includes the coframes ea, the connection AI and the frame compo-
nents of the charged tensor fields ϕA which we collectively denote as a differential form on
P valued in a collective vector space V
ψα := {ea,AI , ϕA} ∈ Ωdeg(α)P (V) (2.7)
Here and henceforth, we use the notation deg(α) to denote the degree of the differential
form corresponding to the dynamical field ψα with an α index i.e.
deg(α) = {deg(a), deg(I), deg(A)} = {1, 1, 0} (2.8)
The Lagrangian is further required to be a local and covariant functional of the fields in
the sense of Def. A.4 i.e. for any automorphism of the bundle f ∈ Aut(P ) we have
f ∗L[ψ] = L[f ∗ψ] ∀f ∈ Aut(P ) (2.9)
where it is implicit that on the right-hand-side that f also acts on the derivatives of ψ. If
Xm ∈ aut(P ) is the vector field generating the automorphism f then the above equation
implies that
£XL[ψ] = L[£Xψ] ∀X
m ∈ aut(P ) (2.10)
Note that since we assume that the Lagrangian is gauge-invariant, we have
£XL[ψ] = 0 ∀X
m ∈ autV (P ) (2.11)
7Note that we simply assume that the Lagrangian is independent of any background fields and do not attempt
to prove a “Thomas replacement theorem” as done in Lemma 2.1 [3].
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2. Equations of motion, the symplectic potential and symplectic current
With the above described Lagrangian the equations of motion of the theory are obtained
by a variation of the Lagrangian with respect to the dynamical fields Eq. 2.7. To consider
such variations, we take any smooth 1-parameter family of dynamical fields ψα(λ) with
ψα(0) = ψα corresponding to the background dynamical fields of interest. Define the first
variation or perturbation about ψα by
δψα :=
d
dλ
ψα(λ)
∣∣∣∣
λ=0
(2.12)
We also use the symbol δ to denote variations of any functional F of the dynamical fields
defined in the same way i.e.
δF [ψ] :=
d
dλ
F [ψ(λ)]
∣∣∣∣
λ=0
(2.13)
Since the difference of two connections is horizontal and all the other dynamical fields
are already horizontal the perturbations of the dynamical fields Eq. 2.7 given by δψα ∈
Ω
deg(α)
hor P (V) are all horizontal forms on P . Further, since Ea · e
b = δba holds at each λ of the
1-parameter family of frames and coframes, we have δEa · e
b = −Ea · δe
b. Since the frames
are considered equivalent if their difference is vertical we have
δEma = −(Ea · δe
b)Emb = −E
m
b E
n
a δe
b
n (2.14)
and we can convert all variations of the Lagrangian of the form Eq. 2.6 obtained from frame
variations to variations of the dynamical coframe fields as
δL
δEma
δEma =
(
−
δL
δEnb
EnaE
m
b
)
δeam (2.15)
The variation of the Lagrangian can be written in the form (we will prove this in
Lemma 2.1):
δL = E˜
m1...mdeg(α)
α δψ
α
m1...mdeg(α)
+ dθ(ψ; δψ) (2.16)
where the equations of motion E˜α : Ω
deg(α)
hor P (V) → Ω
d
horP (V
∗) are the following functional
derivative
E˜
m1...mdeg(α)
α =
δL
δψαm1...mdeg(α)
(2.17)
The symplectic potential θ denotes the “boundary term” in the variation and depends locally
and covariantly on the background ψ and linearly on the perturbation δψ and its derivatives.
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For subsequent computations it will be very convenient to express the equations of motion
purely as differential forms rather than linear maps valued in differential forms as in Eq. 2.17.
Defining the equations of motion Eα corresponding to the variation of each dynamical field
ψα (Eq. 2.7), with k ∈ deg(α) = {1, 1, 0} (Eq. 2.8) by
Eα ≡ (Eα)m1...md−k =
(d− k)!k!
d!
δLm1...md−kl1...lk
δψαn1...nk
δl1n1 · · · δ
lk
nk
∈ Ωd−khor P (V
∗) (2.18)
a straightforward computation shows that the variational principle can be written in the
more convenient form
δL = Eα(ψ) ∧ δψ
α + dθ(ψ; δψ) (2.19)
This rewriting of the variational principle (as opposed to Eq. 2.16) will simplify a lot of
the later computations as compared to similar ones in [1, 3]. That the equations of mo-
tion Eq. 2.18 are horizontal forms expresses the well-known fact that gauge-invariant La-
grangians give gauge-covariant equations of motion. The dynamical fields ψα which satisfy
the equations of motion Eα(ψ) = 0 form the subspace of solutions. Given a solution ψ
α,
any perturbation δψα is called a linearised solution if it satisfies the linearised equations of
motion δEα = 0 at ψ
α.
The variational principle Eq. 2.19 implies that dθ is a horizontal form but we can show
θ itself can be chosen to be horizontal (i.e. gauge-invariant) in the following lemma which
is an extension of Lemma 3.1 [3] to the bundle.
Lemma 2.1 (horizontal symplectic potential). For any Lagrangian of the form specified in
Eq. 2.6, the symplectic potential θ(ψ; δψ) can be chosen to be a horizontal form on P of the
form
θ = (−)d−2ZI ∧ δA
I + (−)d−2Za ∧ δe
a + θ′ ∈ Ωd−1hor P (2.20)
with
θ′ = −
k∑
i=1
(Eai ·Z
a1...ai
α ) δχ
α
a1...ai−1
(2.21)
Here
ZI ≡ (ZI)m1...md−2 =
(d− 2)!2!
d!
δLm1...md−2l1l2
δF In1n2
δl1n1δ
l2
n2
∈ Ωd−2hor P (g
∗) (2.22a)
Za ≡ (Za)m1...md−2 =
(d− 2)!2!
d!
δLm1...md−2l1l2
δT an1n2
δl1n1δ
l2
n2
∈ Ωd−2hor P (R
d∗) (2.22b)
would be the equations of motion obtained if the curvature F I and torsion T a, respectively,
are viewed as an independent fields. Similarly
Za1...aiα =
δL
δχαa1...ai
(2.23)
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would be the equations of motion if the all the derivatives up to the i-th derivative of χα
Eq. 2.5 (but not higher derivatives) are viewed as independent fields.
Proof. The proof proceeds by varying the Lagrangian Eq. 2.6 considering all the fields and
their derivatives as independent and then “integrating by parts” the variations due to the
derivatives. Write the variation of the Lagrangian as
δL =
k∑
i=0
U a1...aiα δχ
α
a1...ai
+ [· · · ]
where here (and throughout the rest of this proof) [· · · ] denotes terms proportional to δea
and δAI and
U a1...aiα :=
∂L
∂χαa1 ...ai
(2.24)
is a horizontal d-form valued in the appropriate representation of the structure group and
we fix the index permutation symmetries of U to be the same as the corresponding field
χ. Note that we have used ∂ in Eq. 2.24 to emphasise that we have not performed any
“integration by parts” yet. To get the form of the variational principle we have to rewrite
the terms obtained by a variation of the derivatives of χα in terms of variations of χα by
“integrating by parts”. Consider the variation due to the i-th derivatives as
U a1...aiα δχ
α
a1...ai
= U a1...aiα δ
(
Eai ·Dχ
α
a1...ai−1
)
= U a1...aiα
[
−(Eai · δe
b)Eb ·Dχ
α
a1...ai−1
+ Eai · δDχ
α
a1...ai−1
]
= (−)d+1Eai ·U
a1...ai
α ∧Dδχ
α
a1...ai−1
+ [· · · ]
= Y a1...ai−1α δχ
α
a1...ai−1
+ dθ(i) + [· · · ]
where the second line uses Eq. 2.14. The term Y then contributes to the variation with
respect to the (i − 1)-th derivative term. Thus define recursively, for any 0 ≤ i ≤ k, the
term obtained by a variation of the Lagrangian considering the derivatives up to the i-th
derivative of χα, but not higher derivatives, as independent
Za1...aiα :=


U a1...aiα for i = k
U a1...aiα +D
(
Eai+1 ·Z
a1...ai+1
α
)
for 0 ≤ i < k
Using this the variation due to the i-th derivative term has the terms
Y a1...aiα = D
(
Eai+1 ·Z
a1...ai+1
α
)
θ(i) = − (Eai ·Z
a1...ai
α ) δχ
α
a1...ai−1
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Iterating the above computation for each derivative order we can write
δL = Zαδχ
α +
k∑
i=1
dθ(i) + [· · · ]
The second term above gives us the term in θ′ in Eq. 2.21. From the collective notation
Eq. 2.5, the first term has variations of the charged tensor fields ϕA (which contribute to the
equation of motion) as well as those of the curvature and torsion. We then convert the terms
obtained from the variations of the curvature and torsion to variations of the connection and
coframes.
ZabI δF
I
ab = Z
ab
I δ(Eb · Ea · F
I) = (−)d−2d(ZI ∧ δA
I) + [· · · ]
Zabc δT
c
ab = Z
ab
c δ(Eb · Ea · T
c) = (−)d−2d(Za ∧ δe
a) + [· · · ]
(2.25)
where ZI = Eb ·Ea ·Z
ab
I and Za = Ec · Eb ·Z
bc
a , and are explicitly given by Eq. 2.22.
Thus, in the total variation of the Lagrangian we can collect all terms proportional to
δea, δAI and δϕA into the respective equations of motion and an exact form
δL = Eα ∧ δψ
α + dθ
with θ given by the claim of the lemma.
The above algorithm for choosing a horizontal θ has some ambiguities which we enumerate
next.
(1) For some µ(Ema , e
a,AI , {χαa1...ai}) ∈ Ω
d−1P , we can add a exact form dµ ∈ ΩdhorP to
the Lagrangian without changing the equations of motion (i.e. the dynamical content
of the theory) as
L 7→ L+ dµ (2.26)
Since we restrict to horizontal Lagrangians, we only consider dµ that are horizontal
forms, but we do not demand that µ itself be horizontal i.e. gauge-invariant in contrast
to [3]. For instance, dµ could be the integrand of a topological invariant of the bundle
(for example, the Euler density), in which case µ itself would not be horizontal. This
shifts the symplectic potential as
θ(δψ) 7→ θ(δψ) + δµ
Note that we can apply Lemma 2.1 to the Lagrangian L + dµ and conclude that δµ
is horizontal i.e. invariant under internal gauge transformations, even if µ is not.
(2) Given a choice of Lagrangian, the variational principle Eq. 2.19 only determines the
symplectic potential up to the addition of a local, covariant and horizontal (d−1)-form
λ′(ψ; δψ) which is linear in the perturbation δψ and dλ′ = 0. Using Lemma A.3 (with
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ψα as the “background field” and δψα as the “dynamical field”) we get, λ′ = dλ for
some local and covariant horizontal form λ(ψ; δψ) ∈ Ωd−2hor P . Thus, this additional
ambiguity in the symplectic current is
θ(δψ) 7→ θ(δψ) + dλ(δψ) (2.27)
Using the symplectic potential we define the symplectic current as an antisymmetric
bilinear map on perturbations (see [1, 3])
ω(ψ; δ1ψ, δ2ψ) := δ1θ(δ2ψ)− δ2θ(δ1ψ)− θ([δ1, δ2]ψ) ∈ Ω
d−1
hor P (2.28)
In the above definition we have considered the perturbations δψ as vector fields on the
space of field configurations evaluated at the background given by ψ. The commutator
[δ1, δ2]ψ := δ1δ2ψ − δ2δ1ψ depends on how one chooses to extend these vector fields away
from the background ψ in configuration space, even though the symplectic current ω at
ψ is independent of this choice. If the variations δ1 and δ2 are extended to correspond to
“independent” one-parameter families of dynamical fields then the commutator vanishes,
which suffices for most situations. On the other hand, if the variations are extended to
correspond to the same infinitesimal action of bundle automorphisms the commutator is
non-vanishing in general (this is useful, for instance, when considering Einstein-fluid systems;
see [12]).
Note that the symplectic current Eq. 2.28 is a horizontal form and hence gauge-invariant,
in the sense that it is invariant under any vertical automorphism f ∈ AutV (P ) of the
bundle. However, it does not vanish if we substitute one of the perturbations, say δ2ψ, by a
perturbation £Xψ generated by an infinitesimal vertical automorphism X
m ∈ autV (P ) (see
Lemma 2.5).
By taking a second variation of the Lagrangian the symplectic current can be shown to
be a closed form on solutions (see [1, 49]) that is
Lemma 2.2 (closed symplectic current). The symplectic current is closed when restricted
to solutions and linearised solutions.
Proof. Consider a second variation of the Lagrangian Eq. 2.6
δ1δ2L = δ1Eα ∧ δ2ψ
α + Eα ∧ δ1δ2ψ
α + dδ1θ(δ2ψ)
Using the identity (δ1δ2 − δ2δ1 − [δ1, δ2])L = 0 we have:
0 = δ1Eα ∧ δ2ψ
α − δ2Eα ∧ δ1ψ
α − Eα ∧ [δ1, δ2]ψ
α + dω (2.29)
Restricting the above on solutions ψ and linearised solutions δψ we have dω = 0.
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Since the sympectic current ω is a horizontal form on P there is a corresponding gauge-
invariant form on spacetime which we denote by ω. Given a Cauchy surface Σ, the symplectic
current defines a symplectic form WΣ on perturbations as
WΣ(ψ; δ1ψ, δ2ψ) :=
∫
Σ
ω(ψ; δ1ψ, δ2ψ) (2.30)
From Lemma 2.2 we can conclude that the symplectic form is conserved on linearised
solutions i.e. if Σt is a time-evolved Cauchy surface thenWΣ(ψ; δ1ψ, δ2ψ) = WΣt(ψ; δ1ψ, δ2ψ),
whenever ψ is a solution, δ1ψ and δ2ψ are linearised solutions with boundary conditions such
that there is no symplectic flux at infinity.
The µ-ambiguity in the Lagrangian Eq. 2.26 does not affect the symplectic current and
from the λ-ambiguity Eq. 2.27 we have
ω(δ1ψ, δ2ψ) 7→ ω(δ1ψ, δ2ψ) + d [δ1λ(δ2ψ)− δ2λ(δ1ψ)− λ([δ1, δ2]ψ)]
which adds a boundary term to the symplectic form WΣ
WΣ 7→ WΣ +
∫
∂Σ
[δ1λ(δ2ψ)− δ2λ(δ1ψ)− λ([δ1, δ2]ψ)] (2.31)
where λ is the unique gauge-invariant differential form on M corresponding to λ.
Following [3], we will use the symplectic form to derive the first law of black hole mechanics
and show that the above ambiguities do not effect the first law. At this point one can
generalise the entire analysis of [1] to construct the phase space and Poisson brackets for
such theories which is certainly of independent interest. Since we are primarily interested in
the first law of black hole mechanics, we turn next to the definition of the Noether charge
for any bundle automorphism. The first law then follows from the relation between the
symplectic form defined above and the Noether charge (see Lemma 2.5).
3. Noether current, Noether charge and boundary Hamiltonians
As is well known, Noether’s theorem associates gauge symmetries of a Lagrangian theory
to conserved currents and charges (see [1] for instance). The Lagrangians we are considering
are both covariant under diffeomorphisms of the base spacetime M as well as invariant
under internal gauge transformations. Though, as discussed earlier, there is no natural
group action of the diffeomorphisms of M on the dynamical fields with non-trivial internal
gauge transformations and we only have a notion of “diffeomorphism up to internal gauge”.
Thus, we cannot separately define Noether currents associated to only diffeomorphisms and
have to consider the full gauge group of the theory given by the group of automorphisms
20
Aut(P ) of the principal bundle P . Thus, we will define Noether currents associated to any
automorphism in Aut(P ) by adapting the procedure used in [1] to work directly on the
principal bundle instead of the base spacetime.
We denote the variation obtained by the bundle automorphism generated by a vector
field Xm ∈ aut(P ) as δXφ := £Xφ. Since we have assumed that the Lagrangian is covariant
under such automorphisms, to each automorphism we can associate a Noether current as
follows. For the gauge-invariant Lagrangians under consideration dL ∈ Ωd+1hor P , and hence
dL = 0. Then for the variation of the Lagrangian under an automorphism we have
δXL = £XL = X · dL+ d(X ·L) = d(X ·L) (2.32)
The Noether current corresponding to any Xm ∈ aut(P ) is defined by (see [1]):
JX := θ(δXψ)−X ·L (2.33)
Here we note that if Xm ∈ autV (P ) generates vertical automorphisms of the bundle i.e.
internal gauge transformations we have X ·L = 0.
We can define the Noether charge associated to the Noether current JX as follows. Con-
sider the following computation:
dJX = dθ(δXψ)− d(X ·L) = δXL− Eα ∧ δXψ
α − δXL
= −Eα ∧£Xψ
α
(2.34)
By adapting the procedure in [49] to work on the bundle we can define a Noether charge
without using the equations of motion (“off-shell”). To do this, we first define the following
linear maps from infinitesimal automorphisms of the bundle to horizontal forms, which are
generalised versions of the constraints and Bianchi identities (see [1, 49]).
The constraints are linear maps C : aut(P )→ Ωd−1hor P given by
C(X) := (−)d−deg(α)+1Eα ∧X ·ψ
α
= (−)d
[
Ea(X · e
a) + EI(X ·A
I)
] (2.35)
and in the second line we have used Eqs. 2.7 and 2.8. Since C(X) is a horizontal form on the
bundle we can consider the corresponding gauge-invariant (d− 1)-form C(X) on spacetime.
The pullback of C(X) to any Cauchy surface then are the constraint equations that hold
for any initial data for dynamical fields which correspond to a solution to the equations
of motion. Note that none of the charged tensor fields ϕA and their equations of motion
contribute to the constraints, since we consider the frame components of tensor fields as the
dynamical fields. Further, ifXm ∈ autV (P ) then from Eq. 2.7 only the connectionA
I and its
equation of motion EI contribute to the constraints corresponding to gauge transformations.
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The Bianchi identities B : aut(P )→ ΩdhorP are linear maps given explicitly by
B(X) := −Eα ∧X · dψ
α + (−)d−deg(α)dEα ∧X ·ψ
α
= −Ea ∧ (X · T
a) + (−)d−1DEa(X · e
a) + Ea ∧ e
b(X · ωab)
− EI ∧ (X · F
I) + (−)d−1DEI(X ·A
I)
− EA(X ·Dϕ
A) + EAϕ
B(X ·AI)rI
A
B
(2.36)
where in the second equality we have used Eq. 2.7 and written all terms as manifestly
horizontal forms. Note that the second line only depends on the gravitational connection
ωab while the rest depend on the full connection A
I on P (see Eq. 2.2). These Bianchi
identities above are a generalisation of the ones for diffeomorphism covariant theories given
in [1, 49] to include all automorphisms of the bundle i.e. both gauge transformations as well
as diffeomorphisms.
Using Eqs. 2.35 and 2.36, we can rewrite Eq. 2.34 in the following form
d [JX − C(X)] = B(X) (2.37)
Using the arguments in § IV. [49], we can show that the Bianchi identities B(X) vanish
identically on all dynamical fields even those that do not satisfy the equations of motion.
Proposition 2.1 (Bianchi identities). The Bianchi identities B(X) vanish for any dynam-
ical field ψα for all Xm ∈ aut(P ).
Proof. Since B(X) is a horizontal form denote the corresponding gauge-invariant form on
spacetime by B(X) ∈ ΩdM . Then we can show that B(X) = 0 using same argument as in
§ IV. [49]. Thus B(X) = π∗B(X) = 0 for any ψ and all X ∈ aut(P ).
Using the above we can define the Noether charge without using any equations of motion.
Lemma 2.3 (Noether charge). For any infinitesimal automorphism Xm ∈ aut(P ) there
exists a horizontal (d − 2)-form QX ∈ Ω
d−2
hor P called the Noether charge, such that the
Noether current JX can be written in the form
JX = dQX + C(X) (2.38)
Proof. Since B(X) = 0, from Eq. 2.37 we have d [JX − C(X)] = 0. Then using Lemma A.3
(with Xm as the “dynamical field” and ψα as a “background field”) we conclude that there
exists a QX ∈ Ω
d−2
hor P (which depends linearly on X
m and finitely many of it derivatives)
such Eq. 2.38 holds.
Lemma 2.3 shows that the Noether charge exists but for any theory based on a Lagrangian
of the form Eq. 2.6 we can obtain an explicit useful expression for the Noether charge (this
generalises Prop. 4.1 [3]) as follows
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Lemma 2.4 (Form of the Noether charge). The Noether charge QX for X
m ∈ aut(P ) can
be chosen to be of the form
QX = ZI(X ·A
I) +Za(X · e
a) ∈ Ωd−2hor P (2.39)
where ZI and Za are as in Lemma 2.1 and can be computed directly from the Lagrangian
using Eq. 2.22.
Proof. To get an explicit form for the Noether charge we start with Eq. 2.33 and use the
form of the symplectic current given by Lemma 2.1 to compute
θ(δXψ) = (−)
d−2ZI ∧£XA
I + (−)d−2Za ∧ £Xe
a + θ′(δXψ)
Using Eq. A.4 for the Lie derivatives of the connection and coframes, we can write the first
two terms as
(−)d−2ZI ∧
[
X · F I +D(X ·AI)
]
+ (−)d−2Za ∧
[
X · T a +D(X · ea)− (X ·Aab)e
b
]
= d
[
ZI(X ·A
I) +Za(X · e
a)
]
+ [· · · ]
where thoughout this proof the [· · · ] represents a local, covariant, and horizontal d− 1 form
which is linear in Xm and independent of its derivatives. A similar computation for the θ′
term only gives [· · · ]-type terms since the χαa1...ai are all functions i.e. 0-forms. Thus, using
Eq. 2.33 the Noether current can be written as
JX = d
[
ZI(X ·A
I) +Za(X · e
a)
]
+ [· · · ]
where we have again absorbed X · L into the [· · · ]-term. Adding the constraints C(X) in
Eq. 2.35, which are also of [· · · ]-type, to both sides we get
JX − C(X)− d
[
ZI(X ·A
I) +Za(X · e
a)
]
= [· · · ]
Since d [JX − C(X)] = 0 from Eq. 2.37 and Prop. 2.1, we get that the right-hand-side is a
closed horizontal (d−1)-form that does not depend on derivatives of Xm. Using Lemma A.3
(with Xm as the “dynamical field” and ψα as a “background field”) we conclude that right-
hand-side vanishes and we get
JX = C(X) + d
[
ZI(X ·A
I) +Za(X · e
a)
]
Thus the Noether charge can be chosen to be of the form in Eq. 2.39.
Note here that only the coframes and connection contribute explicitly to the form of the
Noether charge since we have converted all other tensor fields and their derivatives into
functions (using the coframe and frames). Consequently the form of the Noether charge
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given by Lemma 2.4 is much simpler than the corresponding one in Prop. 4.1 [3]. Further
the expression Eq. 2.39 for the Noether charge is completely specified by the dependence of
the Lagrangian on the curvature and torsion.
The ambiguities Eqs. 2.26 and 2.27 in the Lagrangian and the symplectic potential lead
to the following ambiguities in the Noether current and Noether charge
JX 7→ JX + d(X · µ) + dλ(δXψ)
QX 7→ QX +X · µ+ λ(δXψ) + dρ
(2.40)
where ρ is an extra ambiguity in the Noether charge, since the charge is defined by the
Noether current only up to a closed and hence exact form (see Lemma A.3). We note that
the form of the Noether charge given by Lemma 2.4 is not unambiguous. If the terms µ and
λ have suitable dependence on the curvature and torsion they can contribute non-trivially
to the Noether charge.
The utility of the above formalism in deriving a first law stems from the following relation
between the symplectic current and the Noether charge. The proof follows by a simple
computation on the bundle P , in exact parallel to the ones on spacetime in [1, 3, 10, 49].
Lemma 2.5. For any perturbation δψ andXm ∈ aut(P ), the symplectic current ω(δψ,£Xψ)
is related to the Noether charge QX by
ω(δψ,£Xψ) = d [δQX −X · θ(δψ)] + δC(X) +X · (Eα ∧ δψ
α) (2.41)
Proof. Consider a variation of Eq. 2.33 with a given fixed Xm
δJX = δθ(δXψ)−X · δL
= δθ(δXψ)−X · dθ(δψ)−X · (Eα ∧ δψ
α)
= δθ(£Xψ)−£Xθ(δψ) + d(X · θ(δψ))−X · (Eα ∧ δψ
α)
(2.42)
The first two terms on the right-hand-side can be rewritten in terms of the symplectic current
using Eq. 2.28 to get
ω(δψ,£Xψ) = δJX − d(X · θ(δψ)) +X · (Eα ∧ δψ
α)
= d [δQX −X · θ(δψ)] + δC(X) +X · (Eα ∧ δψ
α)
(2.43)
From Lemma 2.5 we see that for linearised solutions δψα we have
ω(δψ,£Xψ) = d [δQX −X · θ(δψ)] (2.44)
and the corresponding symplectic form Eq. 2.30 on a Cauchy surface Σ is an integral of a
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boundary term on ∂Σ.
WΣ(ψ; δψ,£Xψ) =
∫
∂Σ
δQ
X
−X · θ(δψ) (2.45)
Here we have used the fact that both QX and θ are horizontal (i.e. gauge-invariant) forms
on P and thus can be represented as gauge-invariant forms Q
X
and θ on spacetime M .
Further, since θ is horizontal, only the projection X ≡ Xµ = (π∗)
m
µX
µ contributes in the
second term, but the Noether charge Q
X
depends on the full vector field Xm ∈ aut(P ).
As discussed in [3], a boundary Hamiltonian for the dynamics generated by Xm exists if
and only if there is a function HX on the space of solutions such that its variation is given
by
δHX = WΣ(ψ; δψ,£Xψ) =
∫
∂Σ
δQ
X
−X · θ(δψ) (2.46)
which is equivalent to the existence of Θ(ψ) ∈ Ωd−1M so that
∫
∂Σ
X · θ(δψ) = δ
∫
∂Σ
X ·Θ(ψ) (2.47)
Note here that Θ need not be covariant or gauge-invariant in its dependence on the dynam-
ical fields. Thus the boundary Hamiltonian becomes
HX =
∫
∂Σ
Q
X
−X ·Θ(ψ) (2.48)
The existence of the Hamiltonian HX is intimately related to the boundary conditions
at ∂Σ on the dynamical fields ψ, the perturbation δψ, and the vector field Xm; for general
field configurations and arbitrary perturbations the Hamiltonian might not exist or may
not be unique. Imposing boundary conditions so that the symplectic form WΣ(ψ; δψ,£Xψ)
is finite ensures that the perturbed Hamiltonian δHX is also well-defined. But, even if
we choose boundary conditions so that δHX is well-defined (it is manifestly covariant and
gauge-invariant as it is defined in terms of horizontal forms on P ) there still might not exist
a unique, or covariant, or gauge-invariant Hamiltonian HX .
3. HORIZON POTENTIALS AND CHARGES, AND THE ZEROTH LAW FOR
BIFURCATE KILLING HORIZONS
We describe next the spacetimes for which we will derive a zeroth law for bifurcate Killing
horizons and a first law of black hole mechanics.
To formulate the zeroth law for bifucate Killing horizons, we will consider dynamical
fields ψα which determine a d-dimensional spacetime M with a bifurcate Killing horizon
H := H + ∪H − and let the bifurcation surface be B := H + ∩H −. The horizon Killing
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field Kµ is null on H and vanishes on B. We denote the corresponding infinitesimal au-
tomorphism on the bundle by Km, which preserves the background dynamical fields i.e.
£Kψ
α = 0. The possible ambiguity in the choice of such Km is given in Lemma A.1,
Remark A.2 and Lemma A.2. For the zeroth law, we do not demand that the spacetime
described above be determined by solutions to the equations of motion Eα = 0 (Eq. 2.18)
nor do we require any asymptotic conditions.
FIG. 1. Carter-Penrose diagram of the black hole exterior spacetime (M,gµν).
For the first law of black hole mechanics we will consider stationary and axisymmetric dy-
namical fields ψα (Eq. 2.7) which determine a d-dimensional, asymptotically flat, stationary
and axisymmetric black hole spacetime with Lorentzian metric gµν with a bifurcate Killing
horizon as described above. For the bundle P (Eq. 2.1) on which we have formulated the
theory, we choose as the base space M , the exterior (including the horizon) of the black hole
(see Fig. 1). The metric gµν onM is determined by the coframes e
a in the standard manner.
Thus, we can now identify the abstract Lorentz bundle PO in Eq. 2.1 with the bundle FOM
of orthonormal frames determined by gµν .
Since, the dynamical fields ψα are defined on the bundle P we define stationarity and
axisymmetry of ψα using Def. A.3 which we summarise as follows. Let tµ denote the time
translation Killing field, i.e. the Killing field that is timelike near infinity, and φµ(i) the
axial Killing fields (we use the index (i) to account for more than one axial Killing fields
at infinity in greater than 4 dimensions). Then, there exist infinitesimal automorphisms,
tm, φm(i) ∈ aut(P ;ψ) which preserve the dynamical fields i.e. £tψ
α = 0 = £φ(i)ψ
α on the
bundle P , which project to the corresponding stationary and axial Killing fields tµ and φµ(i)
respectively. The ambiguity in the choice of such tm and φm(i) is given in Lemma A.1 and
Lemma A.2. In this case, the horizon Killing field is Kµ = tµ + Ω
(i)
H
φµ(i) (where Ω
(i)
H
are
constants representing the horizon angular velocities) is null on H and vanishes on B. We
denote the corresponding infinitesimal automorphism on the bundle by Km = tm +Ω
(i)
H
φm(i).
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We will use the notion of asymptotic flatness defined as follows.8 There exist asymptot-
ically Minkowskian coordinates (t, xi) near spatial infinity, with r :=
√∑
i(x
i)2 being the
asymptotic radial coordinate and ηµν ≡ diag(−1, 1, . . . , 1) be the asymptotic flat metric in
these coordinates. We require the asymptotic fall-off of the metric to be
gµν = ηµν +O(1/r
d−3) (3.1)
with each derivative of the metric falling-off faster by a factor of 1/r. To prescribe the
fall-off conditions for the dynamical fields defined on the bundle, we lift the asymptotic
radial coordinate r (viewed as a function on M near infinity) to the bundle near spatial
infinity. Then, the fall-off conditions on dynamical fields on the bundle are prescribed as
their behaviour in 1/r; the precise fall-off conditions are chosen depending on the equations
of motion of the theory under consideration so that the solution metric behaves as in Eq. 3.1.
We expect our results can be generalised to spacetimes with different asymptotics but we
stick to the asymptotically flat case.
In the formulation of the first law we will also consider an asymptotically flat Cauchy sur-
face Σ which smoothly terminates at the bifurcation surface B. We further assume that the
embeddings of Σ and B inM are regular i.e. they admit smooth no-where vanishing normals.
* * *
Next, we show that the black hole spacetime described above satisfies a generalisation
of the zeroth law for bifurcate Killing horizons in the sense that, we can define certain
potentials which are constant on the bifurcate Killing horizon H . The term “zeroth law”
for this result is justified by Theorem 2 (see Remark 3.4), where we show that the horizon
potential contributed by the gravitational Lorentz connection can be identified with the
surface gravity of the black hole.
To prove the zeroth law we first show that the Lie-algebra-valued function K · AI is
covariantly constant on the bundle over the bifurcate Killing horizon.
Proposition 3.1. Let the principal bundle P restricted to the bifurcate Killing horizon H
be PH . Then, the pullback of D(K ·A
I) to PH vanishes i.e.
D(K ·AI)
∣∣
PH
= 0 (3.2)
Proof. First let PB be the restriction of the principal bundle to the bifurcation surface B.
Since the horizon Killing field satisfies Kµ|B = 0, the corresponding vector field K
m is
vertical on PB. As a result we have K · F
I
∣∣
PB
= 0, since F I is a horizontal form.
8One could define asymptotic flatness for principal bundles more rigorously, generalising those in Ch. 11 [45],
however for our purposes it will suffice to specify the fall-off of the fields in terms of some asymptotic radial
coordinate.
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Now, consider any cross-section B′ of the bifurcate Killing horizon H . Along the flow
generated by the vector field Kµ, B′ limits to the bifurcation surface B (see § 2 [50]).
Similarly, the principal bundle PB′ limits to PB under the flow along the integral curves of
the corresponding vector field Km on the bundle PH . Clearly, the pullback of K · F
I to
the integral curves of Km vanishes, and so consider then K · F I
∣∣
PB′
. Taking the limit of
K · F I
∣∣
PB′
along the flow of Km as PB′ → PB, we have K · F
I
∣∣
PB′
→ 0. Since, Km is an
infinitesimal automorphism which preserves the connection AI , £K(K · F
I)
∣∣
PH
= 0 and
since the curvature and Km are smooth on the bundle PH we must have K · F
I
∣∣
PB′
= 0,
and thus
K · F I
∣∣
PH
= 0 (3.3)
Thus, using Eq. A.4 for the Lie derivative along Km of the connection we have
0 = £KA
I
∣∣
PH
= K · F I
∣∣
PH
+ D(K ·AI)
∣∣
PH
= D(K ·AI)
∣∣
PH
(3.4)
To define the horizon potentials we will expand the covariantly constant Lie-algebra-
valued function K ·AI on PH in a suitable choice of basis of the Lie algebra g. To motivate
the construction first consider the case where g = su(2) (which can be thought of as the
Lie algebra of 3-dimensional Euclidean rotations) and the basis of su(2) given by the Pauli
matrices {σIx, σ
I
y , σ
I
z} where σ
I
z is diagonal. Now, we note that any given element of su(2)
can be aligned with σIz by the adjoint action of some element in the group SU(2) (i.e. any
direction in 3-dimensional Euclidean space can be rotated to align with the Z-axis). In
particular, we align K · AI with σIz and define the corresponding “potential” V by the
expansion K ·AI = V σIz .
The above construction for su(2) can be generalised to any semisimple Lie algebra g by
picking a maximal abelian subalgebra of diagonalisable elements called a Cartan subalgebra
(for su(2) the Cartan subalgebra can be chosen to be spanned by σIz as done above) and
the corresponding Weyl-Chevalley basis of g; the relevant properties of this construction are
recalled in § A. In the following we assume that a Cartan subalgebra h of g has been picked
and denote the basis of h by hIΛ where the index Λ enumerates the chosen basis.
Using the properties of a Cartan subalgebra of g (see § A) we define the horizon potentials
V Λ at a point of the bifurcate Killing horizon H as follows.9
Proposition 3.2 (Horizon potentials at a point). Let h be some fixed choice of Cartan sub-
algebra of g and let hIΛ given by the simple coroots be a choice of basis of h (see Property (3)).
For any point x ∈ H on the horizon there exists a point u ∈ PH such that π(u) = x and
9Our strategy to define the horizon potentials in terms of the Cartan subalgebra parallels the one used in
§ V. [51] to define global charges in Yang-Mills theory.
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K ·AI(u) ∈ h. Thus, in the chosen basis of h we can write
K ·AI(u) = V ΛhIΛ (3.5)
The set of coefficients V Λ is determined up to the action of the Weyl group of g (see Prop-
erty (4)), irrespective of the chosen point u ∈ π−1(x) and the chosen simple coroots hIΛ. We
call the coefficients V Λ in the above expansion, the horizon potentials.
Proof. For any point x ∈ H , the fibre of the principal bundle PH over x is π
−1(x) ∼= G. Note
that K ·AI is a g-valued function with the adjoint representation of G. Using footnote 18,
there exists some point u ∈ π−1(x) in the fibre where K ·AI(u) ∈ h. Then, using the chosen
basis hIΛ of h we can define the coefficients V
Λ as in Eq. 3.5 at the point u ∈ PH .
Suppose there exists another point u˜ ∈ π−1(x) such that K ·AI(u˜) ∈ h and hence Eq. 3.5
holds with some other set of coefficients V˜ Λ. From footnote 18, the new set of potentials
V˜ Λ are related to the original set V Λ by the action of some element of the Weyl group on
h. Similarly by Property (4), the possible choice of simple coroots are given by the action
of the Weyl group on the original choice hIΛ.
Thus, the potentials V Λ are well-defined at any point on the horizon up to the action of
the Weyl group of g.
By parallel-transporting the covariant constantK·AI (from Prop. 3.1) and using Prop. 3.2
as the definition of the horizon potentials we show that the potentials can be consistently
chosen to be constant over the entire horizon. This gives us the following generalised zeroth
law for bifurcate Killing horizons.
Theorem 1 (The zeroth law for bifurcate Killing horizons). The horizon potentials V Λ
given by Prop. 3.2 can be chosen to be constant on the horizon
dV Λ
∣∣
H
= 0 (3.6)
Proof. Let x, x′ ∈ H be any two points on the horizon connected by a path γ, and let
Eq. 3.5 hold at some choice of u ∈ π−1(x) as discussed in Prop. 3.2. Let Γ be the unique
path in PH starting at u which is horizontal with respect to the given connection A
I and
projects to the path γ (see Prop. 3.1 § II.3 [47]), and let u′ ∈ π−1(x′) be the endpoint of Γ.
From Prop. 3.1 we have D(K ·AI)
∣∣
PH
= 0. This implies that we can obtain K ·AI(u′) by
parallel-transportingK ·AI(u) along Γ to always point in the same Lie algebra direction, and
further since K ·AI is covariantly constant on PH , the result is independent of the choice
of path γ on the horizon. Thus, K ·AI(u′) ∈ h and Eq. 3.5 holds at the point u′ ∈ π−1(x′)
with the same set of potentials V Λ. Since the chosen points x, x′ are arbitrary and K ·AI
is smooth, the potentials V Λ must be constant on the entire horizon.
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Remark 3.1 (Ambiguity in the horizon potentials). The first set of ambiguities in the horizon
potentials arises due to our choice of a fixed Cartan subalgebra h. From Property (1) we
see that different choices of h will lead to equivalent sets of horizon potentials.
The other ambiguity in the horizon potentials arises due to our choice of the vector field
Km on the bundle. From Lemma A.1, given the horizon Killing field Kµ on spacetime M ,
the ambiguity in the corresponding vector field Km on P is given by Km 7→ K˜m = Km+Y m
where Y m is a vertical vector field so that Y · AI ∈ g is covariantly constant everywhere
(not just on the horizon) on P . Further, if there are other dynamical charged tensor fields
(such as the ϕA in Eq. 2.7) in the background, then Y m is also required to preserve them
i.e. Y m must also satisfy Eq. A.8. If a non-trivial Y m exists for the given dynamical fields
ψα (Eq. 2.7), the new choice K˜m will define a new set of potentials V˜ Λ at the horizon.
This ambiguity in the potentials does not affect the zeroth law Eq. 3.6 since V˜ Λ are also
constant on the horizon. However, there might exist some Y m so that we can reduce the
number of linearly independent potentials. From Remarks A.1 and A.2 we see that this
ambiguity Y m corresponds to a global symmetry of all the dynamical fields ψα. Thus, the
number of linearly independent horizon potentials are ambiguous if the dynamical fields ψα
have a global symmetry on P . In that case, we can use Y m to redefine the vector field
Km on P so that some, or all, of the horizon potentials vanish. This redefinition of the
horizon potentials also changes the terms at infinity in the first law (see Remark 5.2 for the
case of Einstein-Yang-Mills theory). Note however, for some given choice of ψα that there
might not exist any global symmetries and in general one cannot set the horizon potentials
to vanish. Also from Lemma A.2, Km is uniquely determined on the Lorentz bundle part
of P (Eq. 2.1) and so this ambiguity does not affect the potentials due to the gravitational
Lorentz connection.
Remark 3.2 (Independent potentials). From Property (1), the maximum number of non-zero
horizon potentials V Λ is the dimension of h i.e. the rank of g. Thus, there are at most l
non-zero potentials for each of the simple Lie algebras of rank l in Cartan’s classification (see
Theorem A § 2.14 [52]). For SU(2)-Yang-Mills theory, this reduces to the case considered
by Sudarsky and Wald [4], where they find only one Yang-Mills potential. The analysis can
be easily extended to include abelian Lie algebras (which are, by definition, neither simple
nor semisimple) to find l horizon potentials for an abelian Lie algebra of dimension l.
* * *
Using the horizon potentials defined in Prop. 3.2 we show that the perturbed boundary
Hamiltonian δHK on B associated to the infinitesimal automorphism K
m can be put into
a “potential times perturbed charge” form for any theory under consideration, when the
dynamical fields ψα satisfy the equations of motion and the perturbation δψα satisfies the
linearised equations of motion.
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Corollary 3.1 (Perturbed Hamiltonian and charges on the bifurcation surface). The per-
turbed Hamiltonian on the bifurcation surface B associated to Km can be written as a “po-
tential times perturbed charge” term of the form
δHK |B = V
ΛδQΛ (3.7)
where the horizon potentials V Λ are as defined in Prop. 3.2 and the charges QΛ are defined
by
QΛ :=
∫
B
ZIh
I
Λ (3.8)
where ZIh
I
Λ is the gauge-invariant (d − 2)-form on M such that ZIh
I
Λ = π
∗
(
ZIh
I
Λ
)
, with
ZI given by Eq. 2.22a.
Proof. We first evaluate the perturbed Hamiltonian on the bifurcation surface using Eq. 2.46.
By Lemma 2.1, the symplectic potential θ is horizontal and the second term in Eq. 2.46
vanishes at the bifurcation surface since Km|PB is vertical. Similarly, the second term in
the form of the Noether charge Eq. 2.39 for Km vanishes. Thus, the perturbed horizon
Hamiltonian associated to Km is
δHK |B =
∫
B
δQ
K
=
∫
B
δZI (K ·A
I)
where in the last equality we again use the fact that Km is vertical and δAI is horizontal.
Then, using the definition of the horizon potentials (Eq. 3.5) and the zeroth law (Eq. 3.6)
we get the form of the perturbed Hamiltonian in Eq. 3.7 with the charges QΛ given by
Eq. 3.8.
Remark 3.3 (Independent charges). We note, from Property (3), that only the projection
of ZI to the chosen Cartan subalgebra contributes to the charges in Eq. 3.8. Further, from
Property (2), the maximum number of non-zero charges QΛ is the dimension of h i.e. the
rank of g. For SU(2)-Yang-Mills theory there is only one Yang-Mills charge as found in [4].
We can show that the ambiguities in the symplectic potential Eqs. 2.26 and 2.27 and
the Noether charge Eq. 2.40 do not affect the perturbed Hamiltonian δHK |B (the following
argument also apply to the perturbed Hamiltonian at spatial infinity). These ambiguities
give rise to the following change
δQK −K · θ(δψ) 7→ δQK −K · θ(δψ) + δλ(δKψ) + dδρ−K · dλ(δψ)
= δQK −K · θ(δψ) + δλ(δKψ)−£Kλ(δψ) + d [K · λ(δψ) + δρ]
Since Km is an infinitesimal automorphism which preserves the background dynamical fields
ψα we have
δλ(δKψ) = δλ[ψ;£Kψ] = λ[ψ;£Kδψ] = £Kλ(δψ)
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and thus
δQK −K · θ(δψ) 7→ δQK −K · θ(δψ) + d [K · λ(δψ) + δρ]
Since λ and ρ are local and covariant horizontal forms, the integral of δQ
K
− K · θ(δψ)
over a closed surface (the bifurcation surface B), and consequently the perturbed boundary
Hamiltonian δHK |B (from Eq. 2.46), is unambiguous. Since the potentials are defined inde-
pendently of these ambiguities, from Eq. 3.7 we see that the charges QΛ are also unaffected
by these ambiguities.
1. Temperature and entropy as the horizon potential and charge for gravity
In the following, we show that the gravitational potential and the perturbed gravitational
charge corresponding to the Lorentz connection ωab can be identified (up to conventions of
numerical factors) with the temperature and perturbed entropy of the black hole respectively.
Thus, the first-order formulation of gravity in terms of the coframes ea and the Lorentz
connection ωab on the Lorentz bundle PO gives a new point of view on the temperature and
perturbed entropy of the horizon. In particular, the temperature and perturbed entropy can
be viewed on the same footing as the potentials and perturbed charges of any matter gauge
fields in the theory. Further, we give an explicit formula for the gravitational charge which
is a direct parallel of the Wald entropy formula [2, 3].
Theorem 2 (Temperature and perturbed entropy). The gravitational potential (correspond-
ing to the Lorentz connection ωab on the Lorentz bundle PO in Eq. 2.1) at the bifurcation
surface B only has non-vanishing values in a 1-dimensional vector space spanning the abelian
Lie algebra so(1, 1) corresponding to local Lorentz boosts of the frames E˜ma normal to B in
M . Let ǫ˜ab = E˜b · E˜a · ε˜2 be the frame components of the binormal to B along normal frames
E˜ma . Then, −ǫ˜
ab forms a basis of so(1, 1) so that the gravitational potential and charge can
be written as
Vgrav = κ ; Qgrav = −
∫
B
Zabǫ˜
ab (3.9)
where κ is the surface gravity of B. In Eq. 3.9 Zabǫ˜
ab is the unique gauge-invariant form on
spacetime that pullsback to Zabǫ˜
ab on the bundle. Zab can be computed from Eq. 2.22a for
the Lorentz connection ωab, and thus, the gravitational charge formula is in direct parallel
to the Wald entropy formula [2, 3].
Thus, we can define the temperature and the perturbed entropy of the bifurcate Killing
horizon as
TH :=
1
2π
Vgrav ; δS := 2πδQgrav (3.10)
Proof. Since, for a stationary axisymmetric black hole, Km ∈ aut(P ; ea) is an infinitesimal
automorphism which preserves the coframes, we have from Lemma A.2
K · ωab = 1
2
Ea · Eb · dξ + (K · e
c)Ccab
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where ξ = (K · ea)ea is the pullback to the bundle of the Killing form ξ ≡ ξµ = gµνK
ν and
the contorsion Cabc is defined in Eq. A.20. The vector field K
m is vertical on PB and using
usual definition of the surface gravity κ we can write the Killing form on the bifurcation
surface as dξ|B = 2κε˜2, where ε˜2 is the binormal to B (see § 12.5 [45]). Thus we have
K · ωab|PB = −κE
b · Ea · ε˜2 (3.11)
where ε˜2 is the binormal ε˜2 lifted to the bundle PB. Note that the torsion terms vanish due
to Km being a vertical vector field on PB.
The surface gravity is constant on a bifurcate Killing horizon (see [50] and also Remark 3.5
below) i.e. dκ|PB = 0, and using Eq. 3.4 for the Lorentz connection, we getD(E
b·Ea·ε˜2)|PB =
0. Thus the Lorentz bundle PO|B, identified with the orthonormal frame bundle FOM |B of
the background solution metric, can be reduced to the bundle of adapted orthonormal frames
(see § VII.1 [48]) i.e. PO|B ∼= FOB ⊕ FNB where FOB is the orthonormal frame bundle of
B and FNB is the O(1, 1)-bundle of frames normal to B in M . Denote the adapted normal
frames in FNB by E˜
m
a .
From Prop. 1.4 in §VII.1 [48] we see that the connection ωab|PB can be written as a direct
sum of a O(d− 2)-connection on FOB and an abelian O(1, 1)-connection ωN on FNB. The
invariant tensor ǫ˜ab = E˜b · E˜a · ε˜2 acts as a projector to this abelian O(1, 1)-connection as
ωN :=
1
2
ωabǫ˜
ab. Thus, Eq. 3.11 becomes K · ωN = κ i.e. the surface gravity is the verti-
cal part ofKm (with respect to the background connection) in the normal frame bundle of B.
A choice of Cartan subalgebra h of the Lorentz Lie algebra is spanned by boosts in so(1, 1)
normal to B and some choice of commuting rotations in so(d−2). Since, K ·ωab only points
in the so(1, 1)-part we have (choosing −ǫ˜ab as a basis of so(1, 1))
Vgrav = K · ωN = κ
and the corresponding charge, using Eq. 3.8
Qgrav = −
∫
B
Zabǫ˜
ab
and Zab is given by Eq. 2.22a for the Lorentz connection ω
a
b. Thus, the gravitational charge
is determined in direct parallel to the Wald entropy formula [2, 3] for any theory of gravity
formulated in terms of the coframes and a Lorentz connection.
Note that since the coframes completely fix the form of the infinitesimal automorphism
Km (see Lemma A.2) we cannot eliminate the temperature and the perturbed entropy by a
redefinition of Km in any spacetime. For General Relativity, the gravitational charge can be
computed to be Qgrav =
1
8pi
Area(B) (see § 5.1) and we get the usual notion of temperature
and perturbed entropy for black holes.
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Remark 3.4 (Zeroth law). The gravitational potential i.e. the surface gravity κ, was shown
to be constant on bifurcate Killing horizons in [50] without using the Einstein equations.
Thus, in view of Theorem 2, we can see that Theorem 1 can be seen as a “generalised
zeroth law for bifurcate Killing horizons” (analogous to the result of [50]) showing that the
potentials defined in Prop. 3.2 are always constant on a bifurcate Killing horizon without
using any equations of motion.
Remark 3.5 (Other versions of the zeroth law). Ra´cz and Wald [53] showed that if the
surface gravity has non-vanishing gradient on any null geodesic generator of a (not necessar-
ily bifurcate) Killing horizon then there necessarily exists a parallel-propagated curvature
singularity on the horizon, without using the Einstein equations. If one uses the Einstein
equations and the dominant energy condition on matter fields, then the surface gravity was
shown to be constant on any (not necessarily bifurcate) Killing horizon in [54]. The results
of [53, 54] can also be viewed as different versions of “the zeroth law”.
4. THE FIRST LAW FOR GAUGE-INVARIANT LAGRANGIANS
Next, we formulate the first law of black hole mechanics for a stationary-axisymmetric
black hole solution described at the beginning of § 3. The first law is obtained by evaluating
the symplectic form on any Cauchy surface Σ for Xm = Km where Km is the infinitesimal
automorphism that projects to the horizon Killing fieldKµ. Since the black hole is stationary
and axisymmetric £Kψ
α = 0, using Eq. 2.45 for the symplectic form, the first law is an
equality of the perturbed boundary Hamiltonians δHK evaluated at the bifurcation surface
and at spatial infinity.
The perturbed Hamiltonian on the bifurcation surface was already put into a “potential
times perturbed charge” form in Cor. 3.1. Near spatial infinity, we can lift the asymptotic
Minkowski radial coordinate r (viewed as a gauge-invariant function) to the bundle P .
We choose the dynamical fields and their perturbations to fall-off suitably in 1/r so that
the symplectic form WΣ is finite. The particular choice of fall-off in general depends on the
specific Lagrangian theory under consideration. For the infinitesimal automorphisms tm and
φm(i) we define the canonical energy and canonical angular momentum as the corresponding
Hamiltonians (whenever they exist) at infinity (see [3]).
Ecan := Ht|∞ =
∫
∞
Q
t
− t ·Θ
J(i),can := − Hφ(i)
∣∣∣
∞
= −
∫
∞
Q
φ(i)
− φ
(i)
·Θ
(4.1)
where Θ is as described by Eq. 2.47. Thus, the perturbed Hamiltonian at infinity associated
to Km = tm + Ω
(i)
H
φm(i) becomes δHK |∞ = δEcan − Ω
(i)
H
δJ(i),can. In all the examples we
consider in § 5, only the Einstein-Hilbert Lagrangian contributes a non-zero Θ at infinity
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and for all other cases K · θ falls off fast enough that we can choose Θ = 0. Note that
in 4-dimensions, we might need to impose faster fall-off conditions or some suitable gener-
alisation of the Regge-Teitelboim parity conditions [55] on the dynamical fields and their
perturbations for the J(i),can to be well-defined; we assume that such choices have been made
to get a well-defined canonical angular momentum.
This leads to our main result in the following theorem which gives us a general formulation
of the first law of black hole mechanics.
Theorem 3 (The first law of black hole mechanics). Consider any theory with a local,
covariant and gauge-invariant Lagrangian of the form Eq. 2.6. Let ψα be a solution corre-
sponding to a stationary axisymmetric black hole with a bifurcate Killing horizon (described
at the beginning of § 3) and δψα be an arbitrary linearised solution. Then the first law of
black hole mechanics takes the form
TH δS + V
′ΛδQ′Λ = δEcan − Ω
(i)
H
δJ(i),can (4.2)
where, on left-hand-side the first term consists of the temperature and perturbed entropy of
the black hole as described in Theorem 2 and the second term is the potential and perturbed
charge of the connection A′I
′
(see Eq. 2.2) described in Prop. 3.2 and Eq. 3.8, and the terms
on the right-hand-side being defined at infinity by Eq. 4.1.
Proof. The first law is obtained by evaluating the expression Eq. 2.45 with Xm = Km on a
hypersurface Σ which goes from the bifurcation surface B to spatial infinity. For a stationary
axisymmetric black hole £Kψ
α = 0 and the left-hand-side of Eq. 2.45 vanishes and then the
first law equates the perturbed boundary Hamiltonian of Km at B to the one at infinity.
δHK |B = δHt|∞ − Ω
(i)
H
δHφ(i) |∞ (4.3)
Using Cor. 3.1, Eq. 2.2, Theorem 2 and Eq. 4.1 we get the first law Eq. 4.2.
At this point, we emphasise that we have not assumed any choice of gauge in the above
form of the first law, and in fact this form holds even when the principal bundle is non-trivial
and no choice of gauge can be made.
As discussed after Cor. 3.1, the perturbed Hamiltonian at B, and also at infinity is not
affected by the ambiguities in the Lagrangian and the symplectic potential. However there
is an ambiguity in choosing the vector field Km on the bundle P (see Lemma A.1 and Re-
marks A.1 and A.2) corresponding to a global symmetry of the background dynamical fields
ψα if any exists. Note that the vector field Km is uniquely determined over the Lorentz
bundle PO part (from Lemma A.2) and thus, the temperature and perturbed entropy, as well
as, the gravitational contributions to the canonical energy and canonical angular momentum
are unambiguous. Thus, the possible ambiguity in choosing Km leads to a simultaneous
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redefinition of the horizon potentials V ′Λ and charges Q′Λ, and the contributions to the
canonical energy and angular momenta at infinity of any non-gravitational fields. One can
use such an ambiguity to set some, or possibly all, of the horizon potentials at the horizon
to vanish (see Remark 3.1) at the cost of changing the contributions to the canonical energy
and canonical angular momenta (see also Remark 5.2 for Einstein-Yang-Mills theory). Even
though this ambiguity affects the individual terms, the form of the first law Eq. 4.2 holds
for any choice of Km on the bundle.
Even though δHK is unambiguously defined (given a choice of K
m), the Hamiltonian HK
(if it exists) is not. Consider first the Hamiltonian at the bifurcation surface B (the analysis
proceeds similarly for spatial infinity). Since the θ contribution vanishes at B, the choice of
Θ has the ambiguity ∫
B
K ·Θ 7→
∫
B
K ·Θ−
∫
B
K ·Λ
where
∫
B
K ·Λ is some topological invariant of B (possibly depending on the embedding of
B in M) and does not change under variations. Similarly for the Noether charge at B we
have the ambiguities ∫
B
Q
K
7→
∫
B
Q
K
+
∫
B
K · µ
Thus the ambiguity in the Hamiltonian HK is of the form
HK 7→ HK +
∫
B
K ·Λ+
∫
B
K · µ
But we have already shown that δHK is unambiguous. Thus, any contribution of the am-
biguities µ and Λ to the boundary Hamiltonian can be considered as a topological charge.
Similarly, we can have topological charge contributions to the Hamiltonian at spatial in-
finity. In the gravitational case, the topological charges at spatial infinity can be fixed
by requiring that flat Minkowski spacetime have vanishing ADM mass and ADM angu-
lar momentum. Nevertheless, it is possible to have topologically non-trivial solutions to
Yang-Mills theory which result in non-trivial topological charges (e.g. magnetic monopole
charges) at the horizon. In fact such topological charges do arise in Yang-Mills theory when
we add the µ-ambiguity to the Lagrangian (§ 5.2). Similarly, the addition of the Euler
density to the Einstein-Hilbert Lagrangian corresponds to the µ-ambiguity Eq. 2.26 where
µ is not horizontal10 (see § 5.1) and does contribute a topological term to the Noether
charge at B [56]. Even though these topological charges do not affect the first law of black
hole mechanics for stationary black holes, they do affect any attempt to define a total en-
tropy and charge for stationary black holes purely from the first law, as we shall discuss later.
10Iyer and Wald [3] only considered µ that were gauge-invariant in which case the µ-ambiguity does not affect
the Hamiltonian at B.
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Since the perturbed entropy is given by the perturbed gravitational charge, Iyer and
Wald [2, 3] prescribe that the total entropy (known as the Wald entropy) for a stationary
axisymmetric black hole be defined as the gravitational charge
SWald := Qgrav = −
∫
B
Zabε˜
ab (4.4)
This prescription has the advantage that the entropy SWald satisfies the first law and is the
same on any cross-section of the horizon of a stationary axisymmetric black hole since, JK =
0 on the horizon [57] . But this prescription is not unambiguous. For instance, an alternative
definition of the entropy as S = SWald + C(B) where C(B) is a topological invariant of the
bifurcation surface B also satisfies the first law, since C(B) does not change under linearised
variations [58]. In fact the µ-ambiguity Eq. 2.26 in the Lagrangian contributes a topological
charge of precisely this nature. In the case of General Relativity, as pointed out by [56, 58],
the gravitational charge does acquire such a topological contribution (the Euler number
of B) when the Euler density is added to the Einstein-Hilbert Lagrangian in 4-dimensions
even though the equations of motion are unaffected (also see § 5.1). The area theorem for
General Relativity in 4-dimensions (along with an energy condition) guarantees that the
entropy defined as the area of a horizon cross-section always increases and thus satisfies the
second law of black hole mechanics (see [59], Prop. 9.2.7 [60] or Theorem 12.2.6 [45]). If
one includes the topological charges of the horizon in the definition of the entropy then the
second law is violated even for General Relativity (see [15, 58, 61]). Thus, it seems that
a version of the second law is needed to fix at least some of the ambiguities in defining
the total entropy even for a stationary black hole. To consider the second law one has to
consider non-stationary black hole configurations where the entropy prescription Eq. 4.4
can have more ambiguities which vanish only in the stationary case [57]. Unfortunately, a
general formulation of the second law for an arbitrary theory of gravity including arbitrary
matter fields remains out of reach; though it has been investigated in special situations
for higher curvature gravity [62, 63]. In the absence of a second law, the first law Eq. 4.2
only determines the perturbed entropy δS. In light of this we will refrain from giving a
prescription for the total entropy S for stationary black holes or for a dynamical entropy for
non-stationary ones.
5. EXAMPLES
In this section we use the formalism described above to derive the first law of black hole
mechanics for the first-order coframe formulation of General Relativity, Einstein-Yang-Mills
theory and Einstein-Dirac theory. The Lagrangians considered in this section are of the form
L = Lgrav+Lmatter, where the gravitational Lagrangian Lgrav only depends on the coframes
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ea and a Lorentz connection ωab on the Lorentz bundle PO and not on the matter fields.11
It will be convenient to work in the first-order formalism where we consider the coframes
ea and the Lorentz connection ωab as independent fields. We will write the equations of
motion obtained by varying the Lagrangian with respect to the coframes and the Lorentz
connection as
Ea − T a = 0 ; Eab − Sab = 0 (5.1)
where the gravitational contributions to the equations of motion are
Ea ≡ (Ea)m1...md−1 =
1
d
δ(Lgrav)m1...md−1l
δean
δln
Eab ≡ (Eab)m1...md−1 =
1
d
δ(Lgrav)m1...md−1l
δωabn
δln
(5.2)
and the matter contributions are
T a ≡ (Ta)m1...md−1 = −
1
d
δ(Lmatter)m1...md−1l
δean
δln
Sab ≡ (Sab)m1...md−1 = −
1
d
δ(Lmatter)m1...md−1l
δωabn
δln
(5.3)
i.e. T a is the energy-momentum and Sab is the spin current of the matter fields, both written
as (d−1)-forms. We note here that when the matter Lagrangian depends on the gravitational
Lorentz connection used, T a does not give the usual symmetric energy-momentum tensor
[36, 37].
Remark 5.1 (Second-order formalism). If one insists on having vanishing torsion from the
outset (i.e. one works in the second-order formalism) then the Lorentz connection is com-
pletely determined by the coframes (see Remark A.3) and one can use Eq. A.18 (and Eq. 2.14)
to convert all the variations of the torsionless connection to variation of the coframes. In that
case, the second equation of motion in Eq. 5.1 is deleted but the “new” energy-momentum
tensor T a gets contributions from the spin current [36, 37].
We consider the first-order formulation of General Relativity with the gravitational La-
grangian to be given by the Palatini-Holst Lagrangian. We show that the gravitational
charge Eq. 3.9 is given by the area of the bifurcation surface and thus we reproduce the
usual identification between the perturbed entropy and perturbed area of the bifurcation
surface. Similarly, (up to terms involving torsion) Eq. 4.1 reproduces the ADM mass and
ADM angular momentum and we get the usual first law of black hole mechanics for General
Relativity. For the matter Lagrangian we consider the two cases of Yang-Mills Lagrangian
for gauge fields of any semisimple group, and the free Dirac Lagrangian for spinor fields.
11For the case of dilaton gravity considered in [3] the gravitational Lagrangian does depend on an additional
scalar field. We will not consider such examples in this section but they are covered in the more general
formulation in § 4.
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These examples can be generalised to include chiral spinor fields with Yang-Mills charge,
charged scalar fields such as the Higgs field, and thus, the entire Standard Model of particle
physics. We shall work out the details in 4-spacetime dimensions but the computations
can be easily generalised to other dimensions. We also illustrate the topological charge
ambiguities that arise in the definitions of the Hamiltonian and the entropy.
1. Palatini-Holst
To start let us consider the first-order formulation of General Relativity in 4-spacetime
dimensions in vacuum. A derivation of the first law in this case was recently given in [15] by
using a generalised notion of Lie derivatives of the coframes called the Lorentz-Lie deriva-
tive. As discussed in § 2 the Lorentz-Lie derivative defined in [15] depends non-linearly on
the coframes and does not form a Lie algebra for diffeomorphisms of spacetime. Thus, the
Lorentz-Lie derivative is not the generator of any group action on the coframes. We will
write the first-order Palatini-Holst action on the oriented Lorentz bundle i.e. for this section
P = PSO over spacetime M and use the notion of the Lie derivative on the bundle to obtain
a first law. When a vector field Xm is an automorphism which preserves the coframes the
bundle notion of Lie derivative coincides with the Lorentz-Lie derivative defined by [15].
Thus, even though the Noether charge we define for arbitrary automorphisms of the frame
bundle in not equivalent to that of [15] we get the same results for the first law for stationary
axisymmetric black holes.
The dynamical fields for the first-order formulation of General Relativity are the coframes
ea ∈ Ω1horP (R
4) and the Lorentz connection ωab ∈ Ω
1P (so(3, 1)). The Palatini-Holst La-
grangian for General Relativity can be written as:
LPH =
1
32pi
φabcd e
a ∧ eb ∧Rcd ∈ Ω4horP (5.4)
where φabcd := ǫabcd +
2
γ
ηa[cηd]b is an SO(3, 1)-invariant tensor with γ being the Barbero-
Immirzi parameter. This tensor satisfies the index symmetries φabcd = φcdab and φabcd =
−φbacd = −φabdc. The ǫ-term is the usual Palatini-Einstein-Hilbert Lagrangian and the
γ-term corresponds to the Holst Lagrangian [64]. The corresponding Lagrangian form on
spacetime is
LPH =
1
16π
ε4
(
R−
1
2γ
εµνλρRµνλρ
)
Note that the last term vanishes (using Eq. A.17) when one restricts, a priori, to a torsionless
connection.
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A variation of the Lagrangian gives δLPH = Ea ∧ δe
a + Eab ∧ δω
ab + dθ where:
Ea = −
1
16pi
φabcd e
b ∧Rcd
Eab =
1
16pi
φabcd e
c ∧ T d
θ = 1
32pi
φabcd e
a ∧ eb ∧ δωcd
(5.5)
while the symplectic current is:
ω = 1
16pi
φabcd e
a ∧ (δ1e
b ∧ δ2ω
cd − δ2e
b ∧ δ1ω
cd) (5.6)
In vacuum the equation of motion Eab = 0 implies that T
a = 0 [64]. Since we define the
Noether current and Noether charge “off-shell” we will not make use of this fact. Also, in
§ 5.3 the torsion can be sourced by the spin current of matter fields and so it will be useful
to keep this term to analyse the effects of torsion.
A straightforward computation gives the Noether current Eq. 2.33 for Xm ∈ aut(P ) as:
JX = θX −X ·L = dQX + Ea(X · e
a) + Eab(X · ω
ab) (5.7)
with the Noether charge QX =
1
32pi
φabcd e
a ∧ eb(X ·ωcd) ∈ Ω2horP .
Now, consider Xm ∈ aut(P ; ea,ωab) i.e. an infinitesimal automorphism that preserves
the coframes and the connection. From Lemma A.2 such an automorphism is uniquely
determined by a Killing field of the spacetime metric determined by the coframes. The
Noether charge for such an Xm becomes:
QX =
1
16π
1
4
φab
cdea ∧ eb (Ec · Ed · dξ + 2(X · e
e)Cecd)
= −
1
16π
(
⋆ [dξ − 2(X · ea)Ca] +
1
γ
[dξ − 2(X · ea)Ca]
) (5.8)
where ξ = (X · ea)ea, ⋆ is the horizontal Hodge dual operation on differential forms on the
Lorentz bundle Eq. A.14 and we have written the contorsion Eq. A.20 as a horizontal 2-form
as Ca :=
1
2
Cabce
b ∧ ec.
To get the first law for a stationary axisymmetric black hole solution (see § 4) we use the
infinitesimal automorphism Xm = Km = tm + ΩH φ
m which projects to the horizon Killing
field Kµ on M . Since Kµ vanishes on the bifurcation surface the θ-term and the contorsion
terms do not contribute. Using ∗dξ|B = −2κε2 where ε2 is the volume form on B we have:
∫
B
Q
X
= −
1
16π
∫
B
(
∗dξ +
1
γ
dξ
)
=
κ
8π
∫
B
ε2 =
κ
2π
1
4
Area(B) (5.9)
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Thus, following Theorem 2, the perturbed entropy for General Relativity is
δS =
1
4
δArea(B) (5.10)
Next we compute the canonical energy and angular momentum using Eq. 4.1 and show
that they correspond to the ADM mass and ADM angular momentum up to torsion terms.
Since the spacetime is asymptotically flat, near spatial infinity the spacetime is asymp-
totically Minkowskian, and the Lorentz bundle is asymptotically trivial. Then, near in-
finity there is a section (i.e. choice of gauge) s∞ : M → P such that the pullbacks
ea ≡ eaµ = (s
∗
∞
)mµ e
a
m and ω
a
b ≡ ω
a
bµ = (s
∗
∞
)mµ ω
a
bm satisfy the asymptotic conditions
ea = ea
M
+O(1/r) ; ωab = O(1/r
2) (5.11)
where the asymptotic coframes ea
M
are adapted to the asymptotic Minkowskian coordinates
as
ea
M
=
(
dt, dx, dy, dz
)
(5.12)
To compute the canonical energy Eq. 4.1, consider the pullback of t · θ(δϕ) through the
section s∞ at infinity. Using the fall-off conditions on the pullback of the dynamical fields
at infinity Eq. 5.11 we can write s∗
∞
(t · θ) = δ(t ·Θ) where:
t ·Θ = t ·
(
1
32π
φabcde
a ∧ eb ∧ ωcd
)
=
1
16π
φabcd(t · e
a)eb ∧ ωcd +Q
X
(5.13)
Note, that Θ is not gauge-invariant under the action of the Lorentz group O(d−1, 1). Using
Eq. 4.1 The canonical energy at infinity is given by
Ecan = −
1
16pi
∫
∞
φabcd(t · e
a)eb ∧ ωcd
Note here that the Noether charge contribution to the canonical energy actually cancels
out. As discussed in [3] this accounts for the “factor of 2” discrepancy in the Komar for-
mula for the ADM mass relative to the one for ADM angular momentum. Also note that
this cancellation is much more easily obtained in the computation presented here than the
corresponding one in [3]. We next show that the above expression for the canonical energy
reproduces the well-known ADM mass formula.
Let rµ be the outward pointing spatial conormal to a 2-sphere at infinity with the volume
form ε2 and hµν be the asymptotic spatial metric on the Cauchy surface Σ. The Einstein-
Hilbert term gives
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− 1
16pi
∫
∞
ǫabcd(t · e
a)eb ∧ ωcd = − 1
16pi
∫
∞
ε2 ǫabcdt
σeaσe
b
µω
cd
ν tλrρε
λρµν
= − 3!
16pi
∫
∞
ε2 t
σtλrρω
cd
ν δ
[λ
σ E
ρ
cE
ν]
d
= 1
8pi
∫
∞
ε2 rρE
ρ
c (E
dη∇ˆνe
c
η)(t
λtλE
ν
d − t
νtλE
λ
d )
= 1
8pi
∫
∞
ε2 rρE
ρ
c (∇ˆνe
c
η)(−g
νη − tνtη)
= − 1
8pi
∫
∞
ε2 r
[λhν]µeλa (∂µe
a
ν − Γ
σ
µνe
a
σ)
(5.14)
where in the third line we written the Lorentz connection in terms of the derivatives of the
coframes and in the last line in terms of the Christoffel symbols.
Using the asymptotic conditions Eq. 5.11 the first term can be written as
− 1
8pi
∫
∞
ε2 ∂µ
(
rλhνµ
M
ea
M[λeν]a
)
= − 1
16pi
∫
∞
d ∗2 [r · (e
a
M
∧ ea)] = 0 (5.15)
where hνµ
M
is the flat spatial Cartesian metric on the asymptotic Cauchy surface and ∗2 is
the 2-dimensional Hodge dual on the asymptotic sphere. The second term, depending on
the Christoffel symbols, can be written as
1
8pi
∫
∞
ε2 r
λhνµΓ[λν]µ =
1
16pi
∫
∞
ε2 r
λhνµ (∂νhλµ − ∂λhνµ − Tµνλ) (5.16)
using the definition of the Christoffel symbols (with torsion)
Γλνµ =
1
2
(
∂µgνλ + 2∂[νgλ]µ
)
+ 1
2
(
−Tµνλ + 2T(νλ)µ
)
Now computing the Holst-term contribution to the canonical energy we have
− 1
8piγ
∫
∞
(t · ea)eb ∧ ωab = −
1
8piγ
∫
∞
(t · ea)(dea − T a)
= 1
16piγ
∫
∞
ε2 t
µενλTµνλ
(5.17)
Thus we get the total canonical energy as:
Ecan =
1
16pi
∫
∞
ε2 r
λhνµ (∂νhλµ − ∂λhνµ) +
1
16pi
∫
∞
ε2
(
−rλhνµ + 1
γ
tµενλ
)
Tµνλ (5.18)
The first term can be recognised as the usual formula for the ADM mass MADM , while the
second is the canonical energy contributed by the presence of any torsion at infinity.
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Now for the canonical angular momentum, the φ ·θ-term does not contribute when pulled
back to the sphere at infinity and we get (here φ ≡ φµ)
Jcan = −
∫
∞
Q
φ
= 1
16pi
∫
∞
∗
[
dφ− 2φµCµ
]
+ 1
γ
[
dφ− 2φµCµ
]
= 1
16pi
∫
∞
∗dφ− 1
16pi
∫
∞
ε2
[
−ε˜νλ + 1
γ
ενλ
]
φµCµνλ
(5.19)
where the first term is the Komar formula for the ADM angular momentum JADM and
second is the angular mometum due to any torsion at infinity (ε˜µν is the binormal to the
2-sphere at infinity).
As noted before in vacuum, the equation of motion Eab = 0 ensures that the torsion
vanishes everywhere and the canonical energy and angular momentum are exactly the ones
given by the ADM quantities. This is also the case if any matter sources for torsion fall-off
suitably at infinity, as happens in the case of the Dirac field § 5.3. We note that, when the
torsion due to matter sources does not fall-off fast enough the Barbero-Immirizi parameter
γ does contribute to the canonical energy and angular momentum at infinity.
Thus, we get the usual first law for vacuum General Relativity
κ
2π
1
4
δArea(B) = δMADM − ΩH δJADM (5.20)
To illustrate the µ-ambiguity Eq. 2.26, we consider the following three topological terms,
that can be added to the Palatini-Holst Lagrangian in 4 dimensions.
LE =
1
2
ǫabcdR
ab ∧Rcd
LP = R
a
b ∧R
b
a = −R
ab ∧Rab
LNY = T
a ∧ T a − e
a ∧ eb ∧Rab
The first is the Euler character of the Lorentz bundle over M (also known as the Gauss-
Bonnet invariant), the second is the corresponding Pontryagin character, and the third is
the Nieh-Yan character [65–67], which exists only for a connection with torsion. Each of
these terms are exact forms L = dµ where the corresponding µ’s can be computed to be12
µE =
1
2
ǫabcdω
ab ∧
(
Rcd − 1
3
ωce ∧ ω
ed
)
µP = ω
a
b ∧
(
Rba −
1
3
ωbc ∧ ω
c
a
)
µNY = e
a ∧ T a
12The explicit expression for µE seems to be largely absent from the literature except in [22], and in [68] where
it is given in terms of the Dirac matrices.
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Note that µP is just the Chern-Simons term for the Lorentz bundle, µE is similar but
with the “trace” taken with a ǫabcd, and µNY can be viewed as the Chern-Simons term for
torsion. These terms contribute the following additional terms to the Noether charge at the
bifurcation surface
QK |E = ǫcdabR
cd(K · ωab) = 1
2
ǫcdabR
cd(Ea · Eb · dξ)
QK |P = −2Rab(K · ω
ab) = −Rab(E
a · Eb · dξ)
QK |NY = −ea ∧ eb(K · ω
ab) = −1
2
ea ∧ eb(E
a · Eb · dξ)
and hence integrating the corresponding gauge-invariant forms over B gives
∫
B
Q
K
∣∣∣
E
= −2κ
∫
B
⋆ǫ˜abR
ab = 2κ
∫
B
ǫabR
ab
∫
B
Q
K
∣∣∣
P
= 2κ
∫
B
ǫ˜abR
ab
∫
B
Q
K
∣∣∣
NY
=
∫
B
dξ = 0
(5.21)
The Euler contribution is the Euler class of the tangent bundle TB i.e. the Euler character-
istic of B. The Pontryagin contribution is, similarly, the Euler class of the normal bundle
of B in M . Since, we have smooth, no-where vanishing normals to B, the Euler class of
the normal bundle must vanish (see Prop. 11.17 in [69]).13 Further, we see that the Holst
Lagrangian is LHolst ∼ −LNY +T
a∧T a, and is thus an exact form up to terms not involving
the curvature. This explains why the Holst term does not contribute to the Noether charge
at the horizon.14 The Noether charge contributions Eq. 5.21 are purely topological and do
not contribute to the perturbed entropy, and due to the asymptotic fall-off conditions they
do not contribute to the canonical energy and angular momentum at infinity. Hence none
of the above terms affect the first law. But they do affect a prescription for a total entropy
as discussed towards the end of § 4. As shown in [56, 58], the Euler term in the Noether
charge leads to violations of the second law in General Relativity if one prescribes that the
total entropy be given by the gravitational charge.
2. Yang-Mills
Next let us consider Einstein-Yang-Mills theory where the Yang-Mills connection A′I
′
in Eq. 2.2 is a dynamical field governed by the Yang-Mills Lagrangian Eq. 5.22. Since we
have worked out the gravitational contribution in § 5.1 in this section we only deal with the
Yang-Mills connection, and so, for simplicity omit the “primes” and write the Yang-Mills
connection as AI .
13This can also be shown by an explicit computation of this term, and the fact that the extrinsic curvature of
B in M vanishes (see [15]).
14See [70] for an Euclidean path integral approach to the Holst and Nieh-Yan terms in the Lagrangian.
44
The contribution of Yang-Mills fields to the first law was worked out by Sudarsky and
Wald [4, 5] under the assumption that one can pick a global choice of gauge i.e. an everywhere
smooth section s : M → P (see § A.1).15 They then consider the pullback AIµ = (s
∗)mµ A
I
m
of the Yang-Mills connection as a tensor field on spacetime. They further assume that the
section s can be chosen so that AIµ is stationary with respect to the horizon Killing field K
µ.
As discussed in § 2, these assumptions are too restrictive to cover all Yang-Mills fields
that are of interest. As noted before, sections on a principal bundle exist if and only if the
bundle is trivial. For a non-trivial bundle there exist no global sections and the Yang-Mills
connection cannot be considered as a globally well-defined tensor field on spacetime. It is
far from clear that even for a trivial bundle a section s can be chosen so that for a given
connection AI , the pullback s∗AI ≡ AIµ is both smooth everywhere and is annihilated by
the Lie derivative with the horizon Killing field Kµ. Using this assumption Sudarsky and
Wald conclude that the Yang-Mills fields do not contribute to the first law at the bifurcation
surface as the Yang-Mills potential on B vanishes since KµAIµ|B = 0. In fact, as argued by
Gao [14], the Maxwell gauge field on the Reissner-Norsto¨rm spacetime, in the standard choice
of gauge, is singular on the bifurcation surface. Working instead on some other cross-section
of the horizon where the Maxwell vector potential is smooth, Gao finds a “potential times
perturbed charge” term at the horizon for Maxwell fields. [14] also finds that Yang-Mills
fields do contribute at the horizon but their contribution cannot be put into a “potential
times perturbed charge” form without additional gauge choices which might be incompatible
with the assumed stationarity of AIµ (see § 4 [14]).
Our formalism allows us to work on arbitrary non-trivial bundles for Yang-Mills fields
without making any choice of gauge, and we only assume that the Yang-Mills connection on
the principal bundle is Lie-derived up to a gauge transformation i.e. £KA
I = 0 where Km
is an infinitesimal automorphism of the bundle which projects to the horizon Killing field
Kµ. Using this, we find potentials for the Yang-Mills fields that are constant on the horizon
(Theorem 1) and that the Yang-Mills fields do contribute a “potential times perturbed
charge” term at the bifurcation surface (Cor. 3.1) without assuming any choice of gauge.
Thus, the following will be a generalisation of the results of [4, 5, 14].
The Yang-Mills Lagrangian can be written for any structure group G using a non-
degenerate, symmetric bilinear form on its Lie algebra g, which is invariant under the
adjoint action of G on its Lie algebra. Since we have assumed that the Lie algebra g of
the structure group is semisimple we will use the Killing form kIJ (Eq. 1.6) as such a non-
degenerate, symmetric, invariant bilinear form.16 Further, any semisimple Lie algebra can be
decomposed uniquely into a direct sum of simple Lie algebras (see § 1.10 [52] or § 11.2 [71]),
and thus the Yang-Mills Lagrangian for g can be written as a sum of Yang-Mills Lagrangians
15Sudarsky and Wald also assume that the Yang-Mills group G is compact, and is SU(2), but this restriction
can be easily removed.
16Our convention for the Killing form differs from that of [4] by a sign and a factor of 2.
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of the same form for each simple factor (with possibly different coupling constants). We
can also include abelian groups (which, by definition, are neither simple nor semisimple)
into the theory by using the natural product on their Lie algebra Rn. For instance, to get
Maxwell electromagnetism we can use kIJ → −2 and g
2 → µ0 in Eq. 5.22.
With the above discussion, we write the Yang-Mills Lagrangian on the bundle as:
LYM =
1
4g2
(⋆F I) ∧ F
I =
1
8g2
ε4
(
F 2
)
∈ Ω4horP (5.22)
where F 2 := (Ea · Eb · F I)(Ea · Eb · F I) and g
2 is the Yang-Mills coupling constant. On
spacetime M we get the usual Lagrangian LYM =
1
8g2
ε4F
I
µνF
µν
I .
The first variation gives δLYM = −T a ∧ δe
a + EI ∧ δA
I + dθ(YM) with:
EI = −
1
2g2
D ⋆ F I
θ(YM) = 1
2g2
⋆ F I ∧ δA
I
(5.23)
where we have used the first form of the Lagrangian. The symplectic current contribution
takes the form ω(YM) = 1
2g2
[
δ1(⋆F I) ∧ δ2A
I − δ2(⋆F I) ∧ δ1A
I
]
.
To compute the energy-momentum 3-form T a, it is convenient to use the second form of
the Lagrangian Eq. 5.22. Varying with the tetrad we have
1
8g2
δe(ε4F
2) = 1
8g2
1
3!
ǫabcdδe
a ∧ eb ∧ ec ∧ ed F 2 + 1
8g2
ε4δe
[
(Ea · Eb · F I)(Ea · Eb · F I)
]
= 1
8g2
[
− 1
3!
ǫabcde
b ∧ ec ∧ ed F 2
]
∧ δea + ε4
1
2g2
(Ea · Eb · F I)(δEa · Eb · F I)
The first term can be written in the form
1
8g2
[
− 1
3!
ǫabcde
b ∧ ec ∧ ed F 2
]
∧ δea = 1
2g2
[
⋆ea
(
−1
4
F 2
)]
∧ δea
and the second term as (using Eq. 2.14)
ε4
1
2g2
(Ea · Eb · F I)(δEa · Eb · F I) = −ε4
1
2g2
(Ec · Eb · F I)(Ea ·Eb · F I)Ec · δe
a
= 1
2g2
[
(Ec · ε4)(E
c · Eb · F I)(Ea · Eb · F I)
]
∧ δea
= 1
2g2
[
⋆ec(E
c · Eb · F I)(Ea · Eb · F I)
]
∧ δea
putting these together we have
T a = −
1
2g2
⋆ ec
[
(Ea · Eb · F I)(Ec · E
b · F I)− 1
4
ηacF
2
]
46
To find the Noether current consider the following computation for some Xm ∈ aut(P ):
X ·LYM =
1
8g2
X · (ε4F
2) = 1
8g2
1
3!
ǫabcd(X · e
a) eb ∧ ec ∧ edF 2
= − 1
2g2
[
⋆ea
(
−1
4
F 2
)]
(X · ea)
(5.24)
θ
(YM)
X =
1
2g2
⋆ F I ∧ £XA
I = 1
2g2
⋆ F I ∧
(
X · F I +D(X ·AI)
)
= 1
2g2
⋆ F I ∧X · F
I + 1
2g2
D
(
⋆F I(X ·A
I)
)
− 1
2g2
D ⋆ F I(X ·A
I)
(5.25)
The first term in θ
(YM)
X can be written as
1
2g2
⋆ F I ∧X · F
I = 1
2g2
⋆ F I ∧ 1
2!
X · (ea ∧ eb)(Eb ·Ea · F I)
= 1
2g2
1
2!2!
ǫefcde
c ∧ ed(Ef · Ee · F I) ∧ eb(Eb · Ea · F I)(X · e
a)
= 1
2g2
⋆ ec(Eb ·Ec · F
I)(Eb · Ea · F I)(X · e
a)
This gives the Noether current:
J
(YM)
X =
1
2g2
⋆ ec
[
(Eb · Ec · F
I)(Eb · Ea · F I)−
1
4
ηacF
2
]
(X · ea)
+ EI(X ·A
I) + 1
2g2
D
(
⋆F I(X ·A
I)
)
= dQ
(YM)
X + EI(X ·A
I)− T a(X · e
a)
(5.26)
The terms with EI and T a contribute to the constraints of Einstein-Yang-Mills theory (see
Eq. 2.38) and the Noether charge contribution is:
Q
(YM)
X =
1
2g2
⋆ F I(X ·A
I) (5.27)
which is of the general form given in Lemma 2.4.
Now consider a stationary-axisymmetric connectionAI which satisfies the Einstein-Yang-
Mills equations on a stationary axisymmetric black hole spacetime. This means that the
horizon Killing field Km is an infinitesimal automorphism that preserves the Yang-Mills
conection £KA
I = 0. The extent to which Km is determined by its projection Kµ on M is
given by Lemmas A.1 and A.2. Following the computations in Theorem 1–Cor. 3.1 we can
write the Noether charge of Yang-Mills fields at the horizon as
∫
B
Q(YM)
K
= V ΛQΛ
where V Λ is the Yang-Mills potential and QΛ is the Yang-Mills electric charge (also see [51])
given by
QΛ =
1
2g2
∫
B
∗F Ih
I
Λ (5.28)
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where the hIΛ are some fixed basis of a fixed choice of Cartan subalgebra on the horizon as
defined in § 3, and the contribution to the first law at B becomes
δ
∫
B
Q(YM)
K
= V ΛδQΛ (5.29)
To compute the contribution at infinity, first consider the vector field tm which gives the
canonical energy Ecan. We choose the Yang-Mills fields to satisfy the asymptotic conditions
F I = O(1/r2)
which also gives δAI = O(1/r). We immediately see that θ(YM) = 1
2g2
⋆F I ∧ δA
I = O(1/r3)
and does not contribute to the first law.
Since tm is an infinitesimal automorphism which preserves the connection we see that
0 =
(
£tF
I
)
|P∞ = D(t · F
I)− cIJK(t ·A
J)FK
= −cIJK(t ·A
J)FK +O(1/r3)
0 = (£tA
I)|P∞ = t · F
I +D(t ·AI)
= D(t ·AI) +O(1/r2)
Up to higher order terms in 1/r, we can repeat the procedure in Theorem 1–Cor. 3.1 to get
contribution of Yang-Mills fields to the canonical energy as
E(YM)can =
∫
∞
Q(YM)
t
= V ΛQΛ
with the Yang-Mills electric charge Eq. 5.28 but evaluated at infinity. Note that aymptoti-
cally the Yang-Mills equation of motion at infinity becomes
0 = EI |P∞ = −
1
2g2
D ⋆ F I = O(1/r
3)
=⇒ D(⋆F Ih
I
Λ) = d(⋆F Ih
I
Λ) = O(1/r
3)
where we used the basis hIΛ of the fixed Cartan subalgebra defined in § 3. Thus, the Yang-
Mills charge can be computed over any “sufficiently large” surface homologous to a sphere.
Further
δ(t ·AI)|∞ = (t · δA
I)|∞ = O(1/r) (5.30)
and the variation of the potential term falls off faster at infinity and we have the first law
contribution at infinity as
δE(YM)can = δ
∫
∞
Q(YM)
t
= V ΛδQΛ (5.31)
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In a similar manner (assuming faster fall-off for the asymptotic fields if necessary), the
Yang-Mills contribution to the canonical angular momentum is
J (YM)can = −
∫
∞
Q(YM)
φ
= − 1
2g2
∫
∞
(φ ·AI) ∗ F I (5.32)
The first law of black hole mechanics in Einstein-Yang-Mills then can be written as
TH δS + (V
ΛδQΛ)
∣∣
B
= δMADM + (V
ΛδQΛ)
∣∣
∞
− ΩH
(
δJADM + δJ
(YM)
can
)
(5.33)
Remark 5.2 (Yang-Mills potentials at horizon and infinity). When the Yang-Mills structure
group is abelian the charge at B and infinity are equal (using the abelian Yang-Mills equation
of motion). Thus, the abelian Yang-Mills term in the first law can be written as a “difference
in potentials times perturbed charge”
(
V Λ
∣∣
∞
− V Λ
∣∣
B
)
δQΛ. Further, the ambiguity in the
choice of the vector field Km (for a given horizon Killing field Kµ) is given by a Rn-valued
constant function λ; here n is the dimension of the abelian structure group (see Remark A.1).
By a suitable choice of λ we can always set the potentials at the horizon to vanish, while
shifting the potentials at infinity by a constant.
Even for a non-abelian structure group, if there exists a vertical vector field Y m ∈ V P
corresponding to a global symmetry of AI (which is a solution to the Einstein-Yang-Mills
equations) as described in Lemma A.1, we can use Y m to redefine our choice of the horizon
Killing field Km on the bundle. Using, this freedom we can set some, or possibly all, of
the horizon potentials to zero but at the cost of changing the potentials at infinity. The
cases where we can set all potentials at the horizon to vanish correspond to the analysis of
Sudarsky and Wald [4, 5]. For arbitrary connectionsAI , which solve the Einstein-Yang-Mills
equations, there may not exist any such global symmetry (which corresponds to the existence
of global solutions to DλI = 0, see Remark A.1). Thus, it seems that the first law as derived
in [4, 5] applies only to special cases and in general, the first law for Einstein-Yang-Mills
takes the form above (also see the related discussion in [14]).
As an illustration of the µ-ambiguity (Eq. 2.26) we add a topological term to the Yang-
Mills Lagrangian using the Chern character of the bundle as 17
LC :=
1
2
F I ∧ F
I = dµC (5.34)
where µC is the Chern-Simons form
µC =
1
2
(
AI ∧ F
I − 1
6
cIJKA
I ∧AJ ∧AK
)
(5.35)
17In particle physics literature this is also known as the θ-term; where the θ refers to the conventional coupling
constant in front of LC and is unrelated to the symplectic potential.
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The corresponding Noether charge for Km then gets an additional contribution
∫
B
Q
K
= V ΛQ˜Λ (5.36)
where the Yang-Mills magnetic charge is
Q˜Λ =
∫
B
F Ih
I
Λ (5.37)
The magnetic charge is purely a topological charge that does not vary under perturbations
and hence does not contribute to the first law.
3. Dirac spinor
As the third case of interest we consider spinor matter fields in Einstein-Dirac theory.
The principal bundle of interest in this case is PSpin with the structure group Spin
0(3, 1)
(see § A.1 for details). The Dirac Lagrangian can be written as:
LDirac := ε4
(
1
2
Ψ /DΨ−
1
2
/DΨΨ−mΨΨ
)
(5.38)
where ε4 is the horizontal volume 4-form on PSpin Eq. A.13 and /D is the Dirac operator
Eq. A.32. Note that we have admitted a connection with torsion and so this Lagrangian is
not equivalent to usual Dirac Lagrangian which uses the torsionless Levi-Civita connection
Eq. A.18 (see § V.B.4 [72]); the dynamics of the Dirac field does depend on the choice of
spin connection used. If one assumes that the connection is torsionless from the outset, then
one has to work in the “second-order formulation”. Since the following computations are
easier in the first-order formalism, we will continue to use an independent connection with
torsion to obtain a first law for Einstein-Dirac theory. The computations in the second-order
formalism can be performed in exactly the same manner (see Remark 5.1).
To get the Dirac equation and the symplectic potential compute first the variation with
the Dirac spinor fields:
ε4
(
Ψ /DδΨ
)
= ε4
(
ΨγaEa ·DδΨ
)
= −(Ea · ε4)Ψ ∧ γ
aDδΨ
= D
[
(Ea · ε4)Ψγ
aδΨ
]
−D
[
(Ea · ε4)Ψγ
a
]
δΨ
(5.39)
where the second equality in the first line uses the vanishing of a horizontal 5-form. The
first term in the last line contributes to the symplectic potential θ while, using Eq. A.13 the
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second term can be written as:
−D
[
(Ea · ε4)Ψγ
a
]
δΨ = −
1
3!
D
(
Ψγaǫabcde
b ∧ ec ∧ ed
)
δΨ
= −ε4
(
/DΨδΨ
)
−
1
3!
ΨγaǫabcdT
b ∧ ec ∧ edδΨ
(5.40)
Similarly computing the variation with respect to the Dirac cospinor field Ψ we have
δΨLDirac = EδΨ+ δΨ E + dθ
(Dirac) with
E =
[
( /D −m)Ψ− 1
3!
T bba(γ
aΨ)
]
ε4
E =
[
(− /D −m)Ψ + 1
3!
T bba(Ψγ
a)
]
ε4
θ(Dirac) = 1
2
(Ea · ε4)
(
ΨγaδΨ− δΨγaΨ
)
= 1
2
(⋆ea)
(
ΨγaδΨ− δΨγaΨ
)
(5.41)
where we have used the frame components of the torsion T cab := E
b · Ea · T c and the
horizontal Hodge dual Eq. A.14. On spacetime M , the Dirac equation E takes the form
E =
[
( /D −m)Ψ− 1
3!
T ννµ γ
µΨ
]
ε4
We again, note that this is not equivalent to the usual Dirac equation since we chose a
spin connection with torsion [72] — setting the torsion to vanish however does give us the
standard Dirac equation.
For the energy-momentum form we have to compute the variation with the tetrad. For
this we rewrite
ε4Ψ /DΨ =
1
4!
ǫabcde
a ∧ eb ∧ ec ∧ edΨγeEe ·DΨ
= − 1
3!
ǫabcde
b ∧ ec ∧ ed ∧ (ΨγaDΨ)
Then
δe(ε4Ψ /DΨ) = −
1
2
ǫabcde
b ∧ ec ∧ (ΨγdDΨ) ∧ δea
and
−δe(ε4mΨΨ) =
1
3!
ǫabcde
b ∧ ec ∧ ed(mΨΨ) ∧ δea
Thus, we have δeLDirac = −T a ∧ δe
a with the energy-momentum
T a = ǫabcde
b ∧ ec ∧
[
1
4
(
ΨγdDΨ−DΨγdΨ
)
− 1
3!
edmΨΨ
]
= (⋆ea)
(
1
2
Ψ /DΨ− 1
2
/DΨΨ−mΨΨ
)
− 1
2
(⋆eb)
(
ΨγbEa ·DΨ− Ea ·DΨγ
bΨ
)
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For the spin current compute the variation due to the connection:
δω
1
2
(
ε4Ψ /DΨ
)
= −
1
16
ε4
(
Ψγc[γa, γb]ΨEc · δω
ab
)
=
1
16
(Ec ·ε4)
(
Ψγc[γa, γb]Ψ
)
∧ δωab (5.42)
where the last equality uses the vanishing of a horizontal 5-form. Thus we have δωL =
−Sab ∧ δω
ab where the spin current is:
Sab := −
1
16
(Ec · ε4)
(
Ψγc[γa, γb]Ψ + Ψ[γa, γb]γ
cΨ
)
= −
1
16
(⋆ec)
(
Ψγc[γa, γb]Ψ + Ψ[γa, γb]γ
cΨ
) (5.43)
To compute the Noether current and Noether charge we need a notion of a “Lie derivative”
for spinor fields. As discussed in § 1 the prescriptions for defining a Lie derivative on spinors
in the existing literature [29–31] are not satisfactory. Since we view spinors as fields defined
on the spin bundle PSpin we can use the natural notion of Lie derivatives with respect
to a vector field Xm ∈ aut(P ) on the bundle which we will show (see Eq. A.35) reduces
to the definition given by Lichnerowicz [26] in the case Xm projects to a Killing vector
field. Using Eq. A.4 the Lie derivative on spinor fields on the bundle can be written as
£XΨ := X · dΨ = X ·DΨ+
1
8
X · ωab[γ
a, γb]Ψ. The Noether current then is
J
(Dirac)
X = −T a(X · e
a)− Sab(X · ω
ab) (5.44)
The energy-momentum and spin current terms on the right-hand-side contribute to the
constraints. Thus the Noether charge contribution of the Dirac fields can be chosen to
vanish i.e. Q
(Dirac)
X = 0, as we expect from the general formula in Lemma 2.4.
For the first law, stationary axisymmetric Dirac fields i.e. £KΨ = 0 do not explicitly
contribute to the black hole entropy since the Dirac field contribution to the Noether charge
vanishes identically. Near infinity, the Dirac field Ψ falls off faster than 1/r3/2, in which
case t · θ(Dirac) falls-off faster than 1/r3. Since the Noether charge contribution of the Dirac
field vanishes, the Dirac field does not explicitly contribute to boundary integral defining the
canonical energy (Eq. 4.1). These fall-offs also ensure that the torsion terms in the gravita-
tional canonical energy in Eq. 5.18 vanish. Similarly, there is no explicit Dirac contribution
to the boundary integral for the canonical angular momentum and the torsion terms in the
gravitational canonical angular momentum Eq. 5.19 also vanish. Thus, the first law of black
hole mechanics with spinor fields governed by the Einstein-Dirac Lagrangian Eq. 5.38 retains
the form Eq. 5.20.
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Appendix A: Mathematical aside
In this section we collect some useful mathematical formulae and new results needed in
the main arguments of the paper.
First we recall the definition of a Cartan subalgebra and the properties of the corre-
sponding Weyl-Chevalley basis for a semisimple Lie algebra g, which are needed to define
the horizon potentials in § 3.
Definition A.1 (Cartan subalgebra). A Cartan subalgebra h of a complex semisimple Lie
algebra g is a maximal abelian Lie subalgebra such that the adjoint action of h on g (given
by the Lie bracket) is diagonalisable (see §2.1 [52]).
Properties A.1 (Properties of a Cartan subalgebra). We list below the key properties of
Cartan subalgebras we will need in the following.
(1) Any two Cartan subalgebras of a semisimple complex Lie algebra g are isomorphic
under the adjoint action of some element of the corresponding group G (Theorem F.
§2.10 [52]); the dimension of the Cartan subalgebras is called the rank of g.
(2) The Killing form kIJ is non-degenerate on any Cartan subalgebra of g (§ 2.3 [52]).
(3) For any given choice of Cartan subalgebra h (of dimension l), there exists a choice of
basis for g (of dimension n) — the Weyl-Chevalley basis — given by {hIΛ, a
I
i }. Here,
hIΛ with Λ = 1, 2, . . . , l are a choice of simple coroots (see § 2 [52]) and form a basis
of h. The remaining basis elements aIi for i = 1, 2, . . . , n− l are orthogonal to h with
respect to the Killing form kIJ (see § 2.8 and 2.9 [52] for details).
(4) Given a choice of the simple coroots hIΛ any other choice can be obtained by the action
of a finite subgroup of G — called the Weyl group of g (§ 2.11 [52]). The action of the
Weyl group elements on the hIΛ is generated by certain permutations and sign changes
(see § 2.14 [52] for a description of the simple coroots and the Weyl group for simple
Lie algebras).
(5) Any given element XI ∈ g can be mapped into a chosen Cartan subalgebra h by the
adjoint action of some element of the group G [73]. For a given XI ∈ g, all possible
choices of the corresponding element in h under the above map, are related by the
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action of the Weyl group on h; since the Weyl group is a finite group there are only
finitely many possible choices.18
The above properties of a Cartan subalgebra strictly hold for a complex semisimple Lie
algebra. When, the Lie algebra g of the theory under consideration is a real semisimple
Lie algebra, we first take its complexification (which is also semisimple; see § 11.3 [71]) to
apply the Cartan subalgebra construction above, and then in the end take the real form
corresponding to the original real Lie algebra g (see § 11.10 [71]).
1. Principal fibre bundles
Consider a G-principal bundle π : P → M . Let AI ∈ Ω1P (g,Ad) be a connection on
P and let the corresponding covariant exterior derivative D : ΩkP (V;R) → Ωk+1hor P (V;R)
on equivariant differential forms valued in a vector space V on P (see § II.5. [47] and
§ Vbis.A.4 [13]). If σA ∈ ΩkhorP (V;R) is a horizontal equivariant form (corresponding to
gauge covariant fields on spacetime) then
DσA = dσA + (AIrI
A
B) ∧ σ
B (A.1)
where r is the representation of the Lie algebra g on V. The covariant derivative D acting
on the connection itself defines the curvature 2-form F I ∈ Ω2horP (g,Ad) as
F I := DAI = dAI + 1
2
cIJKA
J ∧AK (A.2)
where cIJK are the structure constants of the Lie algebra. The curvature further satisfies
the Bianchi identity
DF I = dF I + cIJKA
J ∧ FK = 0 (A.3)
which can be directly checked using Eq. A.2.
If f : P → P is an automorphism of the principal bundle P we denote the corresponding
diffeomorphism of M by f so that π ◦ f = f ◦ π. Let the group of automorphisms of P
be Aut(P ) and the corresponding Lie algebra of vector fields aut(P ) ⊂ TP . A vertical
automorphism is an f ∈ Aut(P ) which projects to the identity on the base space M i.e.
f = 1M . The vector fields in the Lie algebra aut(P ) act on equivariant differential forms
by the usual Lie derivative. Using Eqs. A.1 and A.2 we can write the Lie derivative of
equivariant forms in terms of the covariant exterior derivative as
£Xσ
A = X ·DσA +D(X · σA)− (X ·AI) rI
A
Bσ
B
£XA
I = X · F I +D(X ·AI)
(A.4)
18This last statement can be proved by writing an element of h in a basis given by the simple coroots, and
then applying the results of the first theorem in § 10.3 [74].
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for σA ∈ ΩkhorP (V;R) and the connection A
I . Note both £Xσ
A and £XA
I are horizontal
forms (and hence gauge covariant). When Xm ∈ autV (P ) this corresponds to infinitesimal
internal gauge transformations.
Given some equivariant differential form σA there might exist some bundle automor-
phisms which keep σA invariant.
Definition A.2 (Automorphism which preserves σA). An automorphism of the bundle
f ∈ Aut(P ) is an automorphism which preserves some given equivariant differential form
σA ∈ ΩkP (V;R) if f ∗σA = σA. Similarly Xm ∈ aut(P ) is an infinitesimal automorphism
which preserves σA if £Xσ
A = 0. For a given σA, denote the subgroup of the automor-
phisms preserving σA by Aut(P ;σA) ⊆ Aut(P ), and the corresponding Lie subalgebra of
infinitesimal automorphisms aut(P ;σA) ⊆ aut(P ).
Since for the first law we are interested in stationary and axisymmetric field configura-
tions, we define a notion of stationarity (axisymmetry) for a charged field σA defined on a
bundle P over a base space M with a stationary (axisymmetric) metric as bundle automor-
phisms which preserve σA and project to the stationary (axisymmetric) isometries of some
given metric gµν on M .
Definition A.3 (Stationary and/or axisymmetric field). For a stationary and/or axisym-
metric spacetime M with a metric gµν , a charged field σ
A defined on a bundle P → M
is called stationary if there exists a one-parameter family ft ∈ Aut(P ;σ
A) which projects
to a one-parameter family f
t
of stationary isometries of gµν . Similarly, σ
A is axisymmetric
if there exists a one-parameter family fφ ∈ Aut(P ;σ
A) which projects to a one-parameter
family f
φ
of axisymmetric isometries of gµν .
The corresponding stationary (and axial) infinitesimal automorphism vector field tm (and
φm) projects to the stationary (and axial) Killing vector tµ (and φµ) of gµν , respectively.
A diffeomorphism of the base space does not uniquely determine an automorphism of the
bundle. But if we require that the automorphism preserve the connection (for example, if
the Yang-Mills connection is stationary) then we can classify this ambiguity as follows.
Lemma A.1 (Uniqueness of an infinitesimal automorphism that preserves a connection).
For a given connection AI on P , any Xm ∈ aut(P ;AI) is uniquely determined by its pro-
jection (π∗)
µ
mX
m ∈ TM up to a vertical vector field Y m ∈ autV (P ) such that
D(Y ·AI) = 0 (A.5)
if any such non-trivial Y m exists on P .
Proof. Any Xm ∈ aut(P ;AI) satisfies (using Eq. A.4)
0 = £XA
I = X · F I +D(X ·AI) (A.6)
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If Xm ∈ V P i.e. (π∗)
µ
mX
m = 0 this means X · AI is a covariantly constant g-valued
function (since F I is a horizontal form). So if Xm and X ′m are such that Xµ = (π∗)
µ
mX
m =
(π∗)
µ
mX
′m, then Y m = Xm − X ′m ∈ V P and λI = Y · AI satisfies Eq. A.5. Since the
connection is an isomorphism between V P and Ω0P (g), any such choice of λI uniquely fixes
the ambiguity Y m.
Remark A.1. The ambiguity Y m in the above lemma corresponds to a global symmetry of
the chosen connection in the following sense. Taking Lie derivative of the connection with
respect to Y m we have
£YA
I = D(Y ·AI) = 0
i.e. the gauge transformation fY ∈ AutV (P ) generated by Y
m keeps the connection invariant
and hence AI and f ∗YA
I correspond to the same physical field configuration at every point.
Connections with such a non-trivial automorphism fY are called reducible while connections
for which no such non-trivial automorphism exists are called irreducible (see § 4.2.2 [75]).
For a compact structure group, the space of irreducible connections is known to be an open
and dense subspace of the space of all connections [76–78].
Remark A.2 (Infinitesimal automorphism that preserves some charged fields). Consider the
case where we have both a connection AI and some charged field σA (we consider a scalar
field for simplicity) which transforms under a representation r of the Lie algebra g on the
bundle P . If Xm is an infinitesimal automorphism that preserves both AI and σA then, in
addition to Eq. A.6, we have
0 = £Xσ
A = X ·DσA − (X ·AI) rI
A
Bσ
B (A.7)
This imposes a further restriction on the ambiguity Y m ∈ autV (P ) in the choice of X
m given
by Lemma A.1 i.e. Y m has to satisfy the additional condition
0 = (Y ·AI)rI
A
Bσ
B (A.8)
i.e. the gauge transformation generated by Y m keeps both the connection AI and the field
σA invariant at every point. The question of whether any non-trivial Y m exists depends
on the chosen connection AI and field σA. As we will see in Lemma A.2, for the Lorentz
connection ωab and the coframes e
a, there is no non-trivial ambiguity.
* * *
To derive a first law for a coframe formulation of gravity we write the orthonormal
coframes and the Lorentz gauge field on a principal bundle over spacetime M . Since our
treatment is a bit non-standard, we review the relevant constructions in this section.
Consider the linear frame bundle FM which is a GL(d,R)-principal bundle over M ; the
details can be found in § I.5 [47], § III.B.2 and Vbis.A.5. [13]. The fibre of FM over any
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point x ∈M is the set of all possible choices of linearly-independent frames Eµa at x. When
writing Lagrangians that depend explicitly on the frames Eµa it would be inconvenient to
have an explicit dependence on the point in FM . To avoid this, we consider the frames
as vector fields (instead of points) on the frame bundle as follows. Locally, at any point
u = (x, Eµa ) ∈ FM and for any X
a ∈ Rd define a Rd
∗
-valued vector field Ema ∈ TuFM(R
d∗)
by
(π∗)
µ
m(X
aEma ) = X
aEµa (A.9)
This construction can be extended globally to define frames Ema as smooth vector fields on
FM . Note we consider two frames Ema and E
′m
a as equivalent (defined as vector fields on
FM) iff E ′ma − E
m
a ∈ V P (R
d∗) since they project to the same frame Eµa on M . The frames
Ema are non-degenerate on horizontal forms in the sense
Ea · σ = 0 ⇐⇒ σ = 0 ∀ σ ∈ Ω
k
horP (A.10)
We define the coframes ea on FM in the standard way as the canonical form or soldering
form (see Prop. 2.1 § 3.2 [47]). The coframes are non-degenerate in the sense
X · ea = 0 ⇐⇒ Xm ∈ V P (A.11)
Choosing a preferred Lorentzian metric ηab = diag(−1, 1, . . . , 1) on R
d the bundle FM
can be reduced to an orthonormal frame bundle FOM with structure group O(d − 1, 1) i.e
the Lorentz group. Any choice of a reduction of the frame bundle FM to an orthonormal
frame bundle FOM gives rise to a metric on M and conversely a choice of metric gµν on
M gives a reduction of the frame bundle to some subbundle of orthonormal frames (see
Example 5.7 Ch. I [47]). The orthonormal frame bundle F
(g)
O M determined by gµν then
consists precisely of those frames that are orthonormal in the sense
gµνE
µ
aE
ν
b = ηab (A.12)
Thus, to formulate a theory of gravity in terms of orthonormal coframes, it seems one
should work on some choice of orthonormal frame bundle F
(g)
O M , but such a choice will
necessarily give us a fixed metric gµν on spacetime. Since the orthonormal coframes e
a
µ are
dynamical fields of the theory, we do not have an a priori fixed metric on spacetime. More-
over, consider an automorphism f of the frame bundle FM . In general, the corresponding
projection f ∈ Diff(M) need not preserve a given metric gµν on M . Thus, an arbitrary
automorphism f ∈ Aut(FM) will map the subbundle F
(g)
O M determined by gµν to F
(g′)
O M
determined by g′µν = (f
∗)−1gµν . Thus, it will be problematic to pick a particular orthonor-
mal frame bundle if one wants to consider the coframes as dynamical fields and the action
of diffeomorphisms on the dynamical fields of the theory.
We circumvent this issue as follows. We will consider an abstract principal Lorentz bundle
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PO with structure group O(d− 1, 1) which has globally well-defined coframes e
a = eam and
frames Ema , which are non-degenerate in the sense of Eqs. A.10 and A.11, similar to the
ones defined on the frame bundle above. Once, we have some specific choice of coframes
ea obtained by solving the equations of motion of the theory, we can identify the abstract
bundle PO with the orthonormal frame bundle F
(g)
O M determined by the solution metric
gµν = ηabe
a
µe
b
ν .
We can similarly construct the oriented Lorentz bundle PSO (by choosing a preferred
orientation ǫa1...ad) and the proper Lorentz bundle P
0
SO (by choosing a time-orientation) as
abstract principal bundles with structure groups SO(d−1, 1) and SO0(d−1, 1). Henceforth,
we will always work on the above defined Lorentz bundle instead of the frame bundle. We
will use the Lorentz bundle PO to formulate general theories of gravity in terms of the
coframes. For the Lagrangian of General Relativity (§ 5.1) we will need to introduce an
orientation and hence we work on the oriented Lorentz bundle PSO. Similarly to define
spinor fields we will need the proper Lorentz bundle P 0SO (§ 5.3).
On the oriented Lorentz bundle PSO we have a preferred orientation ǫa1...ad given by the
completely anti-symmetric symbol with ǫ01...d−1 := 1. Using this orientation we can define
the horizontal volume form on PSO as
εd :=
1
d!
ǫa1...ade
a1 ∧ . . . ∧ ead ∈ ΩdhorPSO (A.13)
which is the lift through π of the volume form εd ≡ εµ1...µd on M . For a horizontal form
σA ∈ ΩkhorPSO(V, R) define the horizontal Hodge dual ⋆ : Ω
k
horPSO(V, R)→ Ω
d−k
hor PSO(V, R)
as:
⋆ σA :=
1
(d− k)!k!
ǫa1...ak b1...bd−k
(
Eak · . . . · Ea1 · σ
A
)
eb1 ∧ . . . ∧ ebd−k (A.14)
or in terms of the frame components as
(⋆σ)Ab1...bd−k =
1
k!
ǫa1...ak b1...bd−k σ
A
a1...ak
(A.15)
Note, that the horizontal Hodge dual maps equivariant horizontal forms to equivariant
horizontal forms. It is straightforward to verify that for an invariant form σ, if σ = π∗σ
then ⋆σ = π∗(∗σ) where ∗ is the Hodge dual acting on differential forms on M .
The O(d−1, 1)-connection on the Lorentz bundle PO is ω
a
b ∈ Ω
1PO(g) with ω
ab = −ωba.
The curvature and torsion of ωab are defined by
Rab := Dω
a
b = dω
a
b + ω
a
c ∧ ω
c
b (A.16a)
T a := Dea = dea + ωab ∧ e
b (A.16b)
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and satisfy
DT a = Rab ∧ e
b (A.17)
Remark A.3 (Levi-Civita connection). In the torsionless case T a = 0, there is a unique
Lorentz connection, the Levi-Civita connection ω˜ab which can be expressed as
ω˜ab = −E
[a · deb] +
1
2
(
Ea · Eb · dec
)
ec (A.18)
Any Lorentz connection with torsion can be written in terms of the Levi-Civita connection
as
ωab = ω˜
a
b + Cc
a
be
c (A.19)
where contorsion Ccab = Cc[ab] is defined by
Ccab :=
1
2
(Tcab − Tabc − Tbca) (A.20)
with Tcab = Eb · Ea · T c being the frame components of the torsion form Eq. A.16b. One
can work with coframes and the contorsion (or the torsion) as independent dynamical fields
instead of the coframes and the connection ωab. However, the computations are much
simpler in the latter case. Thus, in the main body of the paper we will always consider
the Lorentz connection ωab as independent of the coframes e
a i.e. we work in the first-
order formalism, but we provide Eqs. A.18–A.20 for readers interested in the second-order
formalism for gravity.
Next we consider the possible automorphisms of the Lorentz bundle PO that preserve
the orthonormal coframes. From Lemma A.1 we know that an infinitesimal automorphism
preserving the connection is determined only up to a covariantly constant function but we
can show that if Xm is an infinitesimal automorphism that preserves the coframes, it is
completely determined by a Killing vector field on M as follows (see [18] for a spacetime
version of this result).
Lemma A.2 (Uniqueness of the infinitesimal automorphism which preserves orthonor-
mal coframes). Given an automorphism which preserves some chosen orthonormal coframes
Xm ∈ aut(PO; e
a) so that £Xe
a = 0, the projection Xµ = (π∗)
µ
mX
m is a Killing vector field
for the metric gµν = ηabe
a
µe
b
ν on M determined by the chosen coframes.
Further, given any connection ωab on PO, X
m is uniquely determined by Xµ as follows.
Denote the Killing form corresponding to the Killing vector field Xµ as ξ ≡ gµνX
ν and its
lift to PO as ξ := π
∗ξ = (X · ea)ea then the vertical part of X
m with respect to the chosen
connection ωab is given by
X · ωab =
1
2
Ea · Eb · dξ + (X · e
c)Ccab (A.21)
where the contorsion Ccab is defined by Eq. A.20.
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Proof. For some chosen coframes ea let, Xm ∈ aut(PO; e
a) be an infinitesimal automorphism
preserving ea i.e. £Xe
a = 0. It immediately follows that the projection X ≡ Xµ = (π∗)
µ
mX
m
satisfies
£X(ηabe
a
µe
b
ν) = £X(gµν) = 0 (A.22)
Thus, Xm projects to a Killing vector for gµν .
Using Eqs. A.4 and A.16b we have
0 = £Xe
a = X · T a +D(X · ea)− (X ·ωab)e
b (A.23)
and taking the interior product of Eq. A.23 with Emc we immediately get
X · ωab = E[b ·D(X · ea]) + E[b ·X · T a] (A.24)
For the Killing form ξ = (X · ea)ea we have
dξ = Dξ = D(X · ea) ∧ ea + (X · e
a) T a
=⇒ Ea · Eb · dξ = 2E[b ·D(X · ea]) + (X · ec)Ea · Eb · T c
(A.25)
Substituting this into Eq. A.24 we can write
X · ωab = 1
2
Ea · Eb · dξ − 1
2
(X · ec)Ea · Eb · T c − E
[a ·X · T b] (A.26)
Using the frame components of the torsion 2-form and Eq. A.20, we get Eq. A.21. The
right-hand-side depends only on Xµ (and its first derivative) and the torsion of the chosen
connection. So we see that any Xm ∈ aut(PO; e
a) is uniquely determined by its projection.
Using Lemma A.2 we show that for an automorphism preserving some orthonormal
coframes, the Lie derivative on the bundle coincides with the Lorentz-Lie derivative of
[15, 25]. We consider a scalar field σa that transforms under the local Lorentz transfor-
mations for simplicity. The Lie derivative on the bundle with respect to Xm ∈ aut(PO; e
a)
is then (using Eqs. A.4 and A.21)
£Xσ
a = X ·Dσa −
(
1
2
Ea · Eb · dξ + (X · e
c)Ccab
)
σb (A.27)
Picking a local section and denoting the projection X ≡ Xµ = (π∗)
µ
mX
m we get (in the
torsionless case)
£ˆXσ
a = XµDµσ
a +
(
EaµEbν∇[µXν]
)
σb
= £Xσ
a +
(
Xµωµ
ab + Eµ[aeb]ν∇µX
ν
)
σb
(A.28)
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The first line is (up to differences in sign and factor conventions) the Lie derivative on
Lorentz tensors defined in [25]. In the second line, £X is the Lie derivative computed by
ignoring the internal index a and the second term coincides with λab (Eq. 1.2) used by [15].
* * *
Next we collect our notational conventions for spinor fields (see [79–81], Problem 4 of
§Vbis. [13], and Ch.1 [28] for details of the construction of spinor fields). We note that
these references use the “mostly minus” signature for the Lorentzian metric but to conform
to the earlier sections we stick to the “mostly plus” signature making appropriate changes
in signs according to Remark 3.8 [79]. We will stick to the case of a 3 + 1-dimensional
spacetime (for general dimensions and signature see [28]).
Consider the Clifford algebra generated by an identity element 1 and the Dirac matrices
γa which satisfy (see [79]):
{γa, γb} := γaγb + γbγa = −2ηab1 (A.29)
The group Spin0(3, 1) is embedded in the Clifford algebra according to Definition 2.4 of [79].
The Dirac matrices also implement the double cover homomorphism Spin0(3, 1)→ SO0(3, 1)
as detailed in Prop. 2.6 of [79]. The complex representation of the Clifford algebra as a matrix
group on C4 (see Theorem 2.2 of [79]), induces a representation of Spin0(3, 1) on D ∼= C4
which is the vector space of Dirac spinors. Similarly, we denote the dual vector space of
Dirac cospinors by D∗ ∼= C4. To avoid a proliferation of indices, we will use the standard
“matrix-type notation” for spinors.
We denote the Dirac adjoint map or Dirac conjugation by , so that in our conventions
for u ∈ D∗ and v ∈ D
(uv) = v u ; (γa) = −γa ; (vv) = vv ∈ R (A.30)
To consider spinor fields on spacetime we need the notion of a spin structure on M that
is a Spin0(3, 1)-principal fibre bundle FSpinM of spin frames together with a 2-to-1 bundle
homomorphism to the proper orthonormal frame bundle F 0SOM which is equivariant with
respect to the double cover map on the respective structure groups. To formulate Dirac
fields on a spacetime M with a fixed metric gµν and orientation, we can choose some spin
structure FSpinM corresponding to the proper frame bundle F
0
SOM determined by the given
metric and orientation on M . However, as discussed before for the Lorentz bundle, this is
problematic when considering theories where the metric (or the coframes) themselves are
dynamical fields. As before we circumvent this, by considering a choice of spin bundle PSpin
corresponding to a proper Lorentz bundle P 0SO in a manner similar to the spin structure
FSpinM corresponding to F
0
SOM . Once we have solved the equations of motion to get a
metric, we can identify PSpin with a spin structure FSpinM given by that metric.
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On the spin bundle PSpin, we can lift the Lorentz connection ω
a
b on P
0
SO to a connec-
tion on PSpin as ωspin := −
1
8
ωab[γ
a, γb]. We can similarly lift other structures such as the
coframes and frames, the horizontal volume form Eq. A.13, and the horizontal Hodge dual
Eq. A.14.
A Dirac spinor field Ψ ∈ Ω0PSpin(D) is a function on the spin bundle PSpin valued in the
Dirac spinor representation D and similarly, a Dirac cospinor field is Φ ∈ Ω0FSpinM(D
∗).
The spin covariant exterior derivative for Ψ ∈ Ω0PSpin(D) and Φ ∈ Ω
0PSpin(D
∗) is given by:
DΨ = dΨ−
1
8
(ωab[γ
a, γb]) Ψ ; DΦ = dΦ+
1
8
Φ (ωab[γ
a, γb]) (A.31)
and the Dirac operator /D on Dirac spinor fields and cospinor fields is given by
/DΨ := γaEa ·DΨ ; /DΦ := (Ea ·DΦ)γ
a (A.32)
Note that in our conventions /DΨ = − /DΨ.
Any infinitesimal automorphism Xm ∈ aut(PSpin) then acts on the Dirac spinor field
through the Lie derivative
£XΨ := X · dΨ = X ·DΨ+
1
8
(X · ωab)[γ
a, γb]Ψ (A.33)
Consider now an Xm preserving some orthonormal frames. By Lemma A.2, such an Xm
always projects to a Killing field Xµ of the metric onM determined by the chosen coframes,
and is uniquely determined using Eq. A.21. For such vector fields the Lie derivative Eq. A.33
on the bundle of the Dirac spinor field reads (in the torsionless case)
£XΨ = X ·DΨ+
1
8
(
1
2
Ea · Eb · dξ
)
[γa, γb]Ψ (A.34)
Viewed on spacetime with X ≡ Xµ being a Killing field of the given metric, this becomes
£XΨ = X
µDµΨ−
1
8
(
∇[µXν]
)
[γµ, γν ]Ψ (A.35)
which is Eq. 1.3, the Lie derivative of spinors with respect to the Killing field Xµ as defined
by Lichnerowicz [26] (see also [25, 27]).
2. Local and covariant functionals on a principal bundle
In constructing physical theories on the bundle we will require that the Lagrangian be a
locally and covariantly constructed functional of the dynamical fields on the bundle which
we define as follows.
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Definition A.4 (Local and covariant functional). A functional F [Φ] on a G-principal bundle
P depending on a set of fields Φ and finitely many of its derivatives (with respect to an
arbitrary derivative operator which is taken to be part of Φ) is a local and covariant functional
if for any f ∈ Aut(P ) we have
(f ∗F)[Φ] = F [f ∗Φ] (A.36)
where it is implicit that on the right-hand-side f also acts on the derivatives of Φ. If Xm is
the vector field generating the automorphism f then the above equation implies that
£XF [Φ] = F [£XΦ] (A.37)
Each of F and Φ can have arbitrary tensorial structure on P and be valued in some
representation of the structure group.
For many of the crucial results in the main body we will need to ensure that a closed
differential form on P is in fact, (globally) exact. For instance, such a result is used in
the classification of the ambiguities in the symplectic potential (Eq. 2.27), and is needed to
ensure that a horizontal (i.e. gauge-invariant) Noether charge exists for any Noether current
(Lemma 2.3). Under certain assumptions on a differential form σ and its dependence on
certain fields Φ, which we detail next, we show that if σ is closed then it is exact. We shall
show this in direct analogy to Lemma 1 [82] (this result can also be derived using jet bundle
methods and the variational bicomplex ; see Theorem 3.1 [83]) and the assumptions on σ
given below are geared towards generalising the algorithm of Lemma 1 [82] to work with
differential forms on the bundle P .
Assumptions A.1 (Assumptions for Lemma A.3). Let Φ = {φ, ψ} be a collection of two
types of fields — φ are the “dynamical fields” and ψ are the “background fields” (distin-
guished by the assumptions listed below), and let σ[Φ] ∈ ΩpP with p < d (where d is the
dimension of the base space M) be a p-form on a principal bundle P so that
(1) σ is a horizontal form on P which is invariant under the action of the structure group
G on P i.e. σ[Φ] ∈ ΩphorP .
(2) σ[Φ] is a local and covariant functional of the fields Φ = {φ, ψ} as in Def. A.4.
(3) The “dynamical fields” φ are sections of a vector bundle over P which is equivariant
under the group action G on P , and the action of any automorphism f ∈ Aut(P ) on
φ is linear (i.e. preserves the vector bundle structure).
(4) σ[Φ] depends linearly on up to k-derivatives of the “dynamical fields” φ.
With the above assumptions on σ we can prove the following (generalising Lemma 1 [82])
Lemma A.3 (Generalised Lemma 1 [82]). Let σ[Φ] ∈ ΩphorP and Φ = {φ, ψ} be as assumed
in Assumptions A.1. If dσ[Φ] = 0 for all “dynamical fields” φ and any given “background
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fields” ψ, then there exists (globally) a differential form η[Φ] ∈ Ωp−1hor P which, similarly
satisfies Assumptions A.1 but depends linearly on at most (k− 1)-derivatives of φ such that
σ = dη.
Further, if k = 0 i.e. σ does not depend on derivatives of the “dynamical fields” φ, then
σ = 0.
Proof. To begin, we note that connections on a principal bundle P are not sections of a
vector bundle, (see Remark 1, Ch. IV [46]). Thus, any choice of connection on P would be
part of the “background fields” ψ.19 We assume that a choice of such a connection has been
made and denote the corresponding (horizontal) covariant derivative operator on P by Dm
and the covariant exterior derivative by D.
By Assump. (3), the derivative operator Dm can be used to take horizontal derivatives of
φ; the derivatives of φ along the vertical directions are fixed by the equivariance requirement.
Furthermore, any antisymmetric derivatives of φ can be written in terms of lower order
derivatives and the curvature (and possibly torsion on a Lorentz bundle) of the chosen
connection; thus, we only need to consider totally symmetrised derivatives of φ. Thus, using
Assump. (2) and Assump. (4) we can write the p-form σ as
σ ≡ σm1...mp =
k∑
i=0
S(i)m1...mp
n1...ni
AD(n1 · · ·Dni)φ
A (A.38)
where, each of the tensors S(i) are local and covariant functionals of the “background fields”
ψ and we have used an abstract index notation on the “dynamical fields” φ ≡ φA. Eq. A.38 is
the direct analogue of Eq. 2 [82] on the principal bundle P . Note here that, since all of them-
indices are horizontal and the n,A-indices are contracted away, σ tranforms as a horizontal
form under the action of any automorphism f ∈ Aut(P ) as required in Assump. (1).
Again using Assump. (1) we have
dσ = Dσ ≡ (p+ 1)
k∑
i=0
D[l
{
S(i)m1...mp]
n1...ni
AD(n1 · · ·Dni)φ
A
}
(A.39)
Since, dσ = 0 for all “dynamical fields” φ and the horizontal symmetrised derivatives of
φ can be specified independently at any point of P , we can directly apply the arguments
of Lemma 1 [82] to Eq. A.39. Note, that in each step of the algorithm of Lemma 1 [82],
the m-indices are always horizontal and the n,A-indices are contracted away. Thus the
algorithm of [82] gives us a horizontal (p− 1)-form η on P so that σ = dη where η has an
expansion similar to Eq. A.38 except that it depends linearly on at most, (k−1)-derivatives
of φ. Thus, the form η manifestly satisfies Assumptions A.1 and the claim of this lemma.
The algorithm of [82] further shows that when k = 0 we have σ = 0.
19Note, that even though [82] assumes in the beginning that the “background fields” ψ also are sections of a
vector bundle, it is not required for the proof of Lemma 1 [82] as discussed towards the end of § II [82].
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We point out that all of Assumptions A.1 are crucial to prove Lemma A.3. Assump. (1)
was used in the first equality in Eq. A.39 to convert the exterior derivative d to the covariant
exterior derivative D (which does not hold if σ is, either not invariant under the G-action, or
not horizontal) to get an expansion in terms of derivatives of φ which is the first step in using
the algorithm of [82]. As already noted, Assumps. (2) and (4) are needed to write down the
expansion Eq. A.38. Finally, Assump. (3) is already used to formulate Assump. (4), since
a vector bundle structure is necessary for the notion of σ depending linearly on φ and its
derivatives as in Eq. A.38. Similarly, the assumptions of equivariance of φ and linear action
of f ∈ Aut(P ) on φ in Assump. (3), are necessary to ensure that the expansion Eq. A.38 —
and the corresponding expansion for η obtained by applying the algorithm of [82] — give us
horizontal forms on P . Assump. (3) also ensures that we can use any connection, as part of
the background fields ψ, to define the horizontal covariant derivatives of φ. This is crucial
since only the horizontal derivatives of φ can be freely specified at any point of P and one
needs a connection to define horizontal derivatives.
In our applications of Lemma A.3 in the main body of the paper, the “dynamical fields”
φ will either be (1) the perturbations δψα of the dynamical fields ψα (Eq. 2.7) of the theory
which are equivariant horizontal forms valued in some vector space carrying a representation
of G, or (2) infinitesimal automorphisms Xm ∈ aut(P ) of the principal bundle P . In both
cases the “dynamical fields” φ can be considered as sections of vector bundles over P in
accordance with Assump. (3).
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