Abstract-Existing generalization theories analyze the generalization performance mainly based on the model complexity and training process. The ignorance of the task properties, which results from the widely used IID assumption, makes these theories fail to interpret many generalization phenomena or guide practical learning tasks. In this paper, we propose a new Independent and Task-Identically Distributed (ITID) assumption, to consider the task properties into the data generating process. The derived generalization bound based on the ITID assumption identifies the significance of hypothesis invariance in guaranteeing generalization performance. Based on the new bound, we introduce a practical invariance enhancement algorithm from the perspective of modifying data distributions. Finally, we verify the algorithm and theorems in the context of image classification task on both toy and real-world datasets. The experimental results demonstrate the reasonableness of the ITID assumption and the effectiveness of new generalization theory in improving practical generalization performance.
INTRODUCTION
During the past decades, machine learning generalization studies have been devoted to exploring the factors influencing model performance on unseen data, i.e., the generalization performance. Statistical learning-based solutions can be mainly divided into two groups: (1) The first group is based on the model complexities. Early studies like VC dimension [1] and Rademacher Complexity [2] pointed out that the model complexities serve as the sufficient condition of PAC learnability. ( 2) The second group considers the influencing factors in the training process. Typical theories claimed that model generalization performance depends on the characteristics of training process like uniform stability [3] , robustness [4] , and implicit or explicit regularization [5] [6] .
However, in recent years, both groups fail in explaining many generalization phenomena, and thus work poorly in providing practical guidance, especially in the context of the large-scale neural network models. To name a few, the typical neural network models like VGG [7] usually contain parameters beyond the number of the training data but mostly achieve good generalization performance. This fact contradicts the theory in the first group that higher model complexity contributes to worse generalization per-formance. Regarding the second group, a recent study [8] constructs two models with unique hypothesis space and training process but achieves a completely different generalization performance. The failure in explaining these phenomena demonstrates that there exist factors influencing the model generalization performance beyond model complexity and training process.
It is easy to conceive that the property of tasks to be solved also influences on the generalization performance. The task property often manifests itself in the data generating process and the derived data distribution. Many existing studies have actually reported such evidences: the No Free Lunch theorem [9] claimed that model generalization performance largely depends on specific tasks, [10] conducted a random test experiment and found that model generalization is closely related to the characteristics of the training dataset, and [11] succeeded to improve model generalization by considering the dataset characteristics such as handling data imbalance problem.
A natural question arises: why most generalization theories sidestep considering these task properties? We ascribe this to the commonly imposed Independent and Identically Distributed (IID) assumption. Under the IID assumption, the tasks and the dataset characteristics are no longer necessary in quantifying the discrepancy between the training and the testing distributions, which derives the generalization bound without considering the specific data distribution. However, the IID assumption suffers from two recognized issues: (1) it does not hold in most cases due to the poor coverage of training data and the complexity of realworld tasks. [12] demonstrated through experiments that most of the existing datasets are non-identically distributed. [13] found that high correlations exist in both temporal and spatial samples. Applying IID-based theories on these non-IID tasks has demonstrated devastated performance [12] . ( 2) The IID assumption derives a task-free generalization bound which fails to guide the practical learning tasks.
One example comes from data augmentation, which demonstrates its effectiveness in improving generalization performance while adds unrealistic data and inevitably changes the distribution of the training set [14] [15] . Traditional IIDbased generalization theories fail to explain the improved generalization from changed data distribution or theoretically guide the new design of data augmentation solutions.
In this paper, we bypass the IID assumption and introduce a new Independent and Task-Identically Distributed (ITID) assumption. The ITID assumption well considers the properties of tasks into the data generating process. Based on the ITID assumption, we derive a new generalization bound depending on both the task property and model invariance capability. To leverage the new generalization bound for practical guidance, we further provide operational algorithms to help improve model generalization performance by optimizing the training data distribution and enhancing the model invariance capability. The main contributions of this work can be summarized in four-fold:
• Data generating assumption: we introduce a new ITID assumption to the data generating process, which enjoys two advantages: (1) it is more realistic to fit most real-world tasks; (2) it well considers the task property and provides prescriptive guidance for generalization improvement.
• Theoretical generalization bound: we derive taskrelated generalization bound based on the ITID assumption in both special and general cases. The new generalization bound well explains many phenomena conflicting with the existing generalization theories.
• Algorithmic prescriptive guidance: we design a data augmentation algorithm with a theoretical guarantee to improve the generalization capability by enhancing model invariance. The algorithm serves as one inspiring example to leverage the proposed ITIDbased theory to improve generalization performance in practical tasks.
• Extensive experimental validation: we conduct experiments on both the toy data and the real-world Cifar-10 dataset to validate the derived task-based generalization bound as well as the effectiveness of the invariance enhancement algorithm in improving generalization performance.
In the remainder, in Section 2, we provide the necessary notations and introduce related work to better position our work. In Section 3, we formally introduce the ITID assumption and derive the task-related generalization bound under the ITID assumption. In Section 4, we apply the new generalization theory to propose a practical data augmentation algorithm to improve generalization performance. In Section 5, we report the experimental results on toy data and Cifar-10 dataset to validate the derived theories. Section 6 concludes this paper with discussions and future work.
PRELIMINARY AND RELATED WORK
PAC-learnability serves as the basis of most generalization theories. To better understand as well as position our work, this section first introduces some key notations and then reviews the related work in PAC-learnability with its many variants.
Notations
To guarantee a consistent understanding, we follow the typical notations used in traditional machine learning theories [16] . We denote z as a data instance which has two parts: the input x ∈ X and the label y ∈ Y, where X is the input space and Y is the label space. Denoting H as the hypothesis set, we use h ∈ H : X → Y to indicate the specific hypothesis function that maps the input to the label space. With training set S = {z 1 , z 2 , ..., z n } as a set of n instances, the empirical risk for the hypothesis h on the training set S is denoted as L S (h) : H → R + and calculated as:
where I is an indicator function outputing 1 if h(x i ) = y i , and 0 if otherwise.
PAC Learnability Theory
Generalization theories concern more on the expected prediction risk in practice instead of the empirical risk in the training set. PAC learning theory [17] serves to model the expected risk based on the generating process of the dataset. Using D X to denote a distribution over the input space X , generating the training set S involves first sampling the input x from D X , and then obtaining the label y from an unknown target function f : X → Y. Under this data generating process, the expected risk L D X ,f : H → R + for given hypothesis h is calculated as:
Based on the above expected risk, PAC learnability is formally defined as follows [17] :
A hypothesis class H is PAC learnable if there exists a function m H : (0, 1) 2 → N and a learning algorithm with the following property: ∀ , δ ∈ (0, 1), if the number of training set n ≥ m H ( , δ), the algorithm returns a hypothesis h ∈ H such that, with probability of at least 1 − δ,
PAC learnability enables the evaluation of whether a correct hypothesis can be learned from the training set and also derives an upper bound to the expected risk when it is PAC learnable. Notably, there are two assumptions behind the PAC learning theory: (1) realizability assumption, that there exists a perfect hypothesis h * ∈ H satisfying L D X ,f (h * ) = 0; and (2) IID assumption, that the data is independently drawn from a unique distribution. Since these assumptions are not naturally held in practice, many previous studies have been devoted to relevant modifications and discussions, which are reviewed in the next two subsections respectively.
Agnostic PAC Learnable Theory
The realizability assumption is hard to satisfy since the target function f is agnostic in most cases. Agnostic PAC learning [18] is proposed to address this problem by assuming a new data generating process that an instance z = (x, y) is directly drawn from the distribution D X ,Y over the instance space X × Y. In this context, the target function f is no longer needed, and the expected risk can then be calculated as:
Agnostic PAC learnability is formally defined as follows:
A hypothesis class H is agnostic PAC learnable if there exist a function m H : (0, 1) 2 → N and a learning algorithm with the following property: ∀ , δ ∈ (0, 1), if the number of training set n ≥ m H ( , δ), the algorithm returns a hypothesis h ∈ H such that, with probability of at least 1 − δ,
Agnostic PAC learnability relaxes the realizability assumption and theoretically bounds the expected risk discrepancy between the given hypothesis and the best hypothesis in the same class. However, since the real distribution D X ,Y is still unknown in most cases, modeling the discrepancy to the best hypothesis is not adequate to evaluate the actual generalization performance of the given hypothesis. Later generalization theories use its sufficient conditionuniform convergence, to derive bound to the discrepancy between empirical and expected risk (i.e., generalization gap) so as to evaluate the practical generalization performance. The uniform convergence states that:
A hypothesis class H is agnostic PAC learnable if there exist a function m H : (0, 1) 2 → N with the following property: for ∀ , δ ∈ (0, 1), for any hypothesis h ∈ H, with probability of at least 1 − δ,
Following uniform convergence, many previous generalization theories employ the IID assumption to instantiate the bound in the above equation, with terms of model complexity like VC dimension [1] and Rademacher Complexities [2] . Our new generalization theory in this paper is also based on the classical uniform convergence and concerns the discrepancy between the empirical risk and the expected risk. However, without employing the IID assumption, we assume a new task-correlated data generating process and derive the bound of generalization gap involving with also the task property and data distribution.
Non-IID Generalization Theories
Non-IID generalization theories origin from the needs to address tasks that either violate the independently distributed assumption like recommender systems involving with time series samples, or violate the identical distributed assumption like active learning with distribution and target changing over time.
To solve these non-IID tasks, pioneering researchers have managed to relax the IID assumption mainly in two directions. Some researchers make efforts to model the dependence in sampling, and assume that the data are drawn from α/β/φ-mixing process [19] [20] [21] . Meanwhile, some other studies attempt to address the changes in distributions, by imposing additional assumptions for the changes [22] [23] [24] [25] . There also exist studies combining the two directions, like [26] .
Instead of solving specific tasks which obviously violating the IID assumption, this paper is motivated to address more general learning tasks which are conventionally treated as satisfying the IID assumption in generalization analysis. Taking the task of image classification as an example, we relax the identically distributed assumption and assume that image data is generated related to its belonging category. Since the focus of this paper is actually on modifying the identical distribution assumption, in the following, we review in more detail the related studies in the direction of independent but non-identically distributed generalization theories and discuss their relation to this paper.
The main idea of the past independent non-identically distributed generalization theories is adding a new constraint, which is weaker than the IID assumption, to the data generating process. For example, [22] [27] [28] constrain the L1-Norm between distributions, [23] needs the number of distributions to be fixed, [29] assumes that the distribution changes follow simple structures, [24] considers a condition that distribution changes are arbitrary but happen rarely, [25] introduces a new measure of discrepancy from domain adaption to substitute the L1-Norm.
These work suffer from two main problems. Firstly, these studies are motivated to address specific tasks and the imposed constraints only work on the corresponding data generating process. This limits its application to general learning tasks. Secondly, these studies focus more on quantifying the discrepancy between the real and IID assumption, with derived descriptive conclusions that larger discrepancy leads to weaker generalization bounds. However, the distribution discrepancy influence generalization in a more complex way. For instance, the data augmentation methods like mix-up [14] and random-erasing [15] generate instances which do not actually exist. Since the added unrealistic data inevitably changes the data distribution, those generalization theories simply constraining the distribution discrepancy fails to explain the observed improved generalization performance.
Our new generalization theory provides a solution to both problems: (1) The new data generating assumption is addressing more general tasks and expected to be satisfied in most cases. We evaluate the generalization performance based on model capability instead of on the deviated data distribution, making it fitting to different data generating scenarios. (2) By introducing task-correlated generative variables into the data generating process, we succeed to examine the correlation between generalization performance and task properties. The derived generalization bound is related to both the task complexity and model invariance capability. Furthermore, based on the task-related generalization bound, we provide prescriptive guidance to improve generalization performance in practical tasks. 
ITID ASSUMPTION AND TASK-RELATED GENER-ALIZATION BOUND
This section first introduces the ITID assumption to consider task property into the data generating process. Based on the ITID assumption, task-related generalization bound is then derived in both special and general cases.
Generative Variable and ITID Assumption
Before elaborating the ITID assumption, we first introduce an alternative way to examine the data generating process. We discuss that one reason why the conventional IID assumption is violated in most scenarios is that the assumption directly applies on the original instance space X × Y. Taking an image classification task as example, the input images even belonging to the same category may vary significantly from each other ( Fig.1-top illustrates some dog images with very different appearances). It is easy to see that the data patterns in the input instance space are too complex to constrain. To address the complexity in instance space, we introduce an intermediate level to the data generating process which is controlled by Generative Variable. We denote the generative variables as those unique factors leading to various data input patterns. As illustrated in Fig.1 -bottom, the generative variables controlling the generating of the dog images include the dog size, position, background and legs, tail, nose patter, etc. These generative variables reduce the complexity in generating data inputs and thus facilitate the analysis of data distributions and generalization performance in a controllable level.
We now formalize the data generating process based on the above introduced generative variables. Suppose the target task involves with m generative variables:
We further use g = (g (1) , g (2) , ..., g (m) ) to denote a specific instantiation of random vectors G = (G (1) , G (2) , ..., G (m) ), and G is a set which consists of all the possible values of G. The process of input generating from generative variables is encoded in the generating function φ : G → X . The data generating process on the original instance space and generative variables is illustrated in Fig.2(a) ,(b) respectively. We now consider the task properties into the generative variable-based data generating process. By examining the generative variables illustrated in Fig.1 -bottom, we find that although all the generative variables contribute to the generation of input X, only part of them are closely correlated to the tasks. Coarsely representing the task as the target concept label dog, the left 3 generative variables in Fig.1 bottom may lead to different generations of X, but only have unstable correlations with the label dog. We call these generative variables as task-uncorrelated generative variables G U if they do not necessarily change as the task (e.g., the 1. We will use exemplar to denote the sample from G×Y and instance to denote the sample from X × Y in the rest of this paper. target concept) changes. The right 3 generative variables in Fig.1-bottom , however, are bound to be different when the target concept dog appears or not. We call these generative variables as task-correlated generative variables G Y if they necessarily change as the task changes. The complete data generating process on task-correlated and task-uncorrelated generative variables are illustrated in Fig. 2(c) .
After partitioning the generative variables according to their correlation to tasks, we re-examine the problem of IID assumption. If we assume the generating function from G to X is a one-to-one mapping, the IID assumption over X ×Y equivalently applies over G ×Y, which constrains that for all generated instances the sampled task-uncorrelated generative variables have the identical distribution. With background as the example task-uncorrelated generative variable and dogs in the training image set are with a grass background, IID assumption actually imposes an unrealistic assumption that for all test cases the dogs also have a grass background.
The above discussion inspires our new assumption on the data generating process. Instead of constraining the original instance space or all the generative variables, we assume identical and independent distribution only on the task-correlated generative variables. This leads to the new ITID assumption which is formally defined as follows: 
where G c Y is the complementary set of G Y in G. In ITID assumption, we call G Y task-correlated generative variables, and
We can see that the ITID assumption is a reasonable relaxation to the IID assumption. By constraining the identical assumption only on the task-correlated generative variables, ITID allows the data to be sampled from different instance distributions. The differentiation of generative variables according to their correlation to the solved tasks enjoys two advantages: (1) The introduction of task-uncorrelated generative variables succeeds to maintain the diversity in the input space X 3 , e.g., the variables of brightness, color, background, etc. can address the major variation in images that do not decisively affect the target concept label. (2) Identical distribution is necessary to evaluate the generalization performance on unseen data based on observed data. The introduction of task-correlated generative variables preserves this necessity on conditions of not violating the real data distribution as much as possible. It also enables the 2. For simplicity, we assume the generative variables are discrete. 3. It is recognized in previous studies that task-uncorrelated inputs can influence the generalization performance [30] . However, the correlations to tasks were examined at the original instance level (e.g., image pixels for image classification task), which limits its applicability.
consideration of task properties into the data generating process and later generalization analysis.
Generalization Bound based on the ITID Assumption
Compared with the IID assumption, the ITID assumption describes the relationships between the generative variables and the tasks, and relaxes the constraints on taskuncorrelated generative variables. Under the ITID assumption, we can theoretically analyze how the task properties influence the generalization performance.
Since the ITID assumption is based on the generative variables, to analyze the generalization performance under the ITID assumption, we further introduce another definition regarding the hypothesis characteristic on generative variables, hypothesis determination.
Definition 2. (Hypothesis determination on generative variables)
Given a subset of generative variables G l ∈ G, hypothesis h ∈ H is G l -determining if and only if 4 :
whereŶ is the prediction of hypothesis h, and H(Ŷ |G l ) is the condition entropy. In addition, hypothesis space
According to the definition, H(Ŷ |G l ) suggests that the predictionŶ is uniquely and sufficiently determined given the generative variables G l . In other words, for any two
, their hypothesis predictions are guaranteed to be the same: h(x i ) = h(x j ) with probability 1. The determination on G l also indicates that the hypothesis prediction is invariant to other generative variables, G c l . Therefore, if a hypothesis h is G l -determining, we can alternatively call h is G c l -invariance. In the following, we provide an example to help understand this definition and also instantiate generative variables in specific tasks. Example 1. Suppose we have a specific task with input of three dimensions X = (X (0) , X (1) , X (2) ). The generating function is identity mapping φ(g) = g, and thus the generative variable set
). Given the hypothesis space is
, a 0 , a 1 ∈ R}, then the predictions of the hypotheses in H only depend on
According to the definition of hypothesis determination, it is desired that the hypothesis predictions only depend on the task-correlated generative variables. In the above example, if task-correlated generative variable set
The predictions of the G Y -determining models will not be influenced by the task-uncorrelated generative variables. As the marginal distributions over the taskcorrelated generative variables are identical according to the 4 . It is noted that the hypothesis determination can be equivalently defined by mutual information:
ITID assumption, the generalization bounds and the statistical inequalities which are based on the IID assumption still hold. In the following, we first derive the generalization bound for this special case when the hypothesis is G Ydetermining:
, for any hypothesis h ∈ H, with probability of at least 1 − δ, we have
where n is the size of the training set S, K is the number of labels in the label space Y, and T is the number of different variable configurations of G Y .
The proof of Theorem 6 is provided in Appendix-A. This generalization bound is different from the traditional bounds as it shows that the generalization performance also depends on the task complexity T and the number of label classes K. This provides an alternative way to examine generalization performance beyond the model complexity and training process. However, G Y -determining is an ideal assumption, which is difficult to be satisfied in most cases. We are more interested to derive the new task-related generalization bound in general cases, so as to improve generalization performance in practical tasks. To this goal, we introduce the following definition to record the level of violating the G Y -determining (i.e., dependence on G U ) for a specific hypothesis.
γ-G U -dependence makes it possible to analyze more general cases when G Y -determining is not satisfied. By varying the value of γ, γ-G U -dependence can theoretically cover arbitrary learning tasks. Therefore, we derive the following task-related generalization bound for general cases:
where m H is derived from any uniform convergency bound under G Y -determining constraint: if n ≥ m H ( , δ), with probability of at least 1 − δ, we have
The proof of Theorem 7 is provided in Appendix-B. The three terms in the above generalization bound in Eqn. (11) indicate respectively the expected risk for the best hypothesis, the generalization upper bound for G Ydetermining (which is related to the task complexity as stated in Theorem 1), and the influence of task-uncorrelated 5 . Similar to G l -determining, γ-G U -dependence can also be defined using mutual information as:I(Ŷ ; G U |G Y ) ≤ γ generative variables on hypothesis prediction. Give specific task, the generative variables and the task complexity are fixed, therefore the practical generalization performance is largely affected by the third term γ, i.e., how much the prediction is influenced by the task-uncorrelated generative variables.
We are now ready to use the new generalization bound to explain the random label phenomenon [8] mentioned in the Introduction. After changing the instance labels, the marginal exemplar distribution D i (G Y , Y ) of the training set is no longer identical to the testing set. It can also be viewed that the original task-correlated generative variables transfer to task-uncorrelated generative variables. The new task-uncorrelated generative variables increase the influence γ to prediction, which leads to the decreased generalization performance. We can also understand this theorem by recalling the continuous efforts in obtaining invariance in computer vision studies. Viewing position, size, angle as the task-uncorrelated generative variables, the shared goal is to obtain the translation, scale and rotation invariance in both hand-crafted and deep neural features [31] . We can see that the new generalization bound provides a theoretical explanation to the improved generalization performance from feature invariance.
APPLICATION: ENHANCING THE INVARIANCE OVER TASK-UNCORRELATED GENERATIVE VARI-ABLES
According to the above ITID-based generalization theory, models will have lower generalization bound by increasing its invariance over task-uncorrelated generative variables. This section aims to apply the proposed generalization theory to provide prescriptive guidance to improve generalization performance. Specifically, we derive three additional theorems to respectively address the feasibility of manipulating single generative variables, the measure to evaluate the influence of generative variables, and the way to obtain invariance via balancing training data distribution. We then employ these theorems to explain the effectiveness of existing data augmentation solutions.
Addition Rule for Model Influence
In Theorem 7, γ represents the upper bound of I(Ŷ ; G U |G Y ), which is the influence of all the taskuncorrelated generative variables on model predictions. However, as the task-uncorrelated generative variables G U are hard to enumerate, it is difficult to decrease γ directly on the whole set. Therefore, we propose the following theorem that there exist an upper bound of model influence follows addition rule, which ensures the feasibility of reducing model influence by manipulating single generative variable.
Theorem 3.
Suppose thatŶ is the predictions of hypothesis h, and we have N task-uncorrelated generative variables:
then h is γ-G U -dependence. Where I represents the mutual information.
The proof of Theorem 8 can be seen in Appendix-C. It divides the total influence of all the task-uncorrelated generative variables into the sum of the influences of each task-uncorrelated generative variable. Therefore, if we have some prior knowledge for a part of the task-uncorrelated generative variables, we can decrease γ by attenuating the influence of these known task-uncorrelated generative variables.
Choosing Influential Generative Variables
As the model capacities are limited, people can not choose to obtain the invariance of all the variables. The problem thus turns to choose the most influential task-uncorrelated generative variables.
Theorem 8 provides off-the-shelf measure
U . However, its value is hard to calculate: (1) the task-correlated generative variables G Y is difficult to enumerate; (2)Ŷ represents the predictions of the final models, which is unknown before training when evaluating the influence of
We address the first problem by using I(Ŷ ; G U . Calculating the relative value is sufficient to determine which task-uncorrelated generative variable is more influential. Since G Y is identical for all the task-uncorrelated generative variables, removing it will not affect the evaluation of relative influence.
For solving the second problem, the key is how to effectively predict the properties of the final model before training it. We consider exploring the relationship between the empirical distribution and the optimal predictions. To quantify this relationship, we first expand the output of the hypothesis to real numbers [18] : from Y to [0, 1] K , where K is the number of the labels. Then we introduce a new definition of the hypothesis h : X → [0, 1] K . For clarity, we denote Q = (Q 0 (x), Q 1 (x), ..., Q K (x)) = h(x) to represent the output scores when x is the input. In general, if x is given, the sum of the scores of all possible labels will be 1: y∈Y Q y (x) = 1. After modifying the definition of the hypothesis, the definition of G l -determining also changes accordingly as follows. 
where I is the mutual information.
As Q is a function of G = (G l , G 
Under the constraint of strict-G l -determining, the output values of the hypothesis can be calculated as a function over G l . In this way, we can use the empirical distribution of the training set over (G l , Y ) to calculate the cross-entropy loss. The following Theorem 4 is derived to show that if the optimal models obtain minimum cross-entropy loss, their output values will be determined by the empirical distribution over (G l , Y ). Theorem 4. Suppose that the hypothesis class H is strict-G ldetermining, and the optimal hypothesis h ∈ H is obtained by cross-entropy loss with empirical risk minimization. The output values (Q 0 , Q 1 , ..., Q K ) of the optimal hypothesis h (x) under such settings will be
where P S represents the empirical distribution of training set S.
The proof of Theorem 9 can be seen in Appendix-D. According to Theorem 9, the output values of the optimal models can be estimated by the empirical distributions of training set: we can use I S (Y ; G 
where H S means the empirical entropy. As H S (Y ) is fixed in the training set, we finally transfer the evaluation of model influence to calculating the conditional entropy H S (Y |G U has on the model predictions. That is to say, a task-uncorrelated generative variable with heavy distribution bias on labels Y , will have a large impact on the model generalization performance. The above theorem is also consistent with the observations in agnostic data selection bias and causality feature learning [32] . Still using the task-uncorrelated background in dog image classification task as example, if the grass background appear with a dog in all training images, we will have H S (Y |G (i) U = grass) = 0. According to Theorem 4, it indicates that the grass background will seriously influence the predictions of the final models, and may deteriorate the model generalization if background grass in the testing images appear without dogs.
Obtaining Invariance by Balancing Training Set
After choosing the influential task-uncorrelated generative variables, the remaining problem is how to obtain invariance over these generative variables. There are two major ways to achieve this goal. One is designing models obtaining more invariance on task-uncorrelated generative variables. For example, CNNs exploit the convolutional and pooling layers to obtain translation invariance to some extent [33] [31] . The other is modifying the data distributions, by explicitly importing new data via data augmentations [34] or implicitly constraining the loss functions [5] . This subsection fails into the second way and introduces the following theorem to reduce the influence of task-uncorrelated generative variables by explicitly balancing training data distributions. We will leave the attempts of model design and other distribution modification solutions in future studies.
Theorem 5. Suppose that the hypothesis class H is strict-G l -determining, and obtain the optimal hypothesis h ∈ H is obtained by cross-entropy loss with empirical risk minimization. Given a generative variable subset G t ⊂ G l , we have the sufficient condition for that the optimal h is strict-G t -invariance on the training set S:
G
h is strict-G t -invariance Therefore, assume G t contains many influential taskuncorrelated generative variables, we can obtain invariance over G t by balancing the training data distributions and make those generative variables statistically independent with all the other generative variables and the labels.
Combining Theorem 3,4,5, leads to an integrated solution summarized as Algorithm 1 (abbreviated as InvarTG). InvarTG provides a practical procedure to lower generalization bound by obtaining invariance over the taskuncorrelated generative variables.
Explanation on the Data Augmentation
Data augmentation is devoted to optimizing data distribution and has achieved improved generalization performance in many scenarios [14] [15] . We can find that data augmentation solutions share many similarities with the above introduced theorems to obtain invariance. Actually, data augmentation can serve as one typical way to instantiate the Balance method in InvarTG algorithm. In this subsection, we will use data augmentation as an example to help better understand the proposed theorems as well as provide a theoretical explanation to the effectiveness of data augmentation.
The effectiveness of data augmentation in improving generalization performance is recognized not only due to the increased training data size: with the same size of training data, different data augmentation solutions will obtain different generalization performances [35] . This critically contradicts with the traditional generalization theories whose generalization bound only concerns about the number of training data. Moreover, many data augmentation solutions like color jitter, random-erasing, mix-up add new samples rarely appearing in real scenarios, which obviously violates the IID assumption. This further invalids the traditional generalization theories in explaining the effectiveness of data augmentation.
On the contrary, while most data augmentation solutions inevitably change the training data distributions, they maintain the same marginal distribution over the task-correlated
Algorithm 1 Obtaining Invariance over Task-uncorrelated Generative variables (InvarTG)

Input:
-the raw training set, S; -the set of task-uncorrelated generative variables,
..N ; -the target threshold for imbalanced generative variables, thrd; -the training algorithm, T rain; -a method to manipulate the value of G U in training samples to get an augmented new set, Balance; Output:
-a model with lower generalization bound, h * ;
Choosing a target task-uncorrelated generative variable which have the minimum
Using a method to modify U T in training set S, so that U T will be statistically independent with other variables, S ← Balance(S, U T );
Training with the new training set and get the model, h * ← T rain(S ); 7: return h * ; generative variables. Taking the dog image classification task as an example, color jitter changes the object colors (i.e., task-uncorrelated generative variable), but the intrinsic features of dogs such as the appearance of legs, w. or w/o. tail (i.e., task-correlated generative variable) remain unchanged. The compatibility of the ITID assumption makes it possible to explain the effectiveness of data augmentation by employing the proposed generalization theory. According to the proposed task-related generalization theory, in addition to increasing training data size, data augmentation also contributes to the improved generalization by balancing the data distribution regarding generative variables. For example, traditional data augmentation solutions of random cropping, random rotation, and color jitter respectively balance the data distribution regarding existing regular task-uncorrelated generative variables of position, angle, and color. In this way, the influence of those taskuncorrelated generative variables on model prediction is reduced so as to lower the overall generalization bound and improve the generalization performance.
The proposed theory is also helpful in explaining many new advanced data augmentation solutions. These new augmentation solutions, such as random erasing [15] , mixup [14] , RICAP [36] , usually generate very different samples from the original training set, yet obtain better generalization performance than traditional augmentation solutions. According to the proposed generalization theory, these solutions actually introduce new task-uncorrelated generative variables to help better balance the existing ones. For example, occlusion is one regular task-uncorrelated generative variables existing in many object classification tasks, which is difficult to be balanced via traditional data augmentation. To reduce its influence on model prediction, random erasing introduces additional rectangle noise to randomly erase a part of the input image, which decreases the dependence between occlusion and label distributions. The question is, since rectangle noise rarely exists in original data and can be viewed as a new task-uncorrelated generative variable, will it increase the total influence γ? Note that when adding the new of task-uncorrelated generative variables, their parameters (like the area and aspect ratio in random erasing 6 ) are sampled independently with the inputs and the labels. According to Theorem 5, optimal models are guaranteed to learn invariance to these independently distributed taskuncorrelated generative variables. This explains the reason that these data augmentation solutions add very different training samples but lead to better generalization performance.
EXPERIMENTAL VALIDATION
The application of the proposed generalization theory involves with three key conclusions: (1) Influence measure. Theorem 9 proves that the conditional entropy in the training dataset H S (Y |G (3) Generalization improvement. Theorem 7 and Theorem 8 together prove that model will have a lower generalization bound by enhancing invariance over task-uncorrelated generative variables. In this section, we design experiments on both toy data and a real-world image dataset to validate these conclusions as well as demonstrate the effectiveness of the proposed theory in improving generalization performance.
Validation on Toy Data
Experimental Settings
We design a toy task of binary classification (label c = {0, 1}). Each class c consists of 5,000 instances x (i) c ∈ R 20 , with half as training data, half as testing data. The goal is to learn a hypothesis h ∈ H : R 20 → {0, 1}. We first construct a dataset following the IID assumption: training and testing data of class c are sampled from the identical multivariate Gaussian distribution x
20 , c ∈ R 20×20 denote the fixed mean vector and semi-positive covariance matrix for class c , respectively.
To validate the proposed generalization theory on ITID assumption, we need first to instantiate generative variables. Same as Example 1, we assume identity mapping as the generating function: φ(g) = g, i.e., the input features have one-to-one mapping with the generative variables. To distinguish between task-correlated and -uncorrelated generative variables, we restrict the training and testing data to sample from identical input distributions corresponding to task-correlated generative variables, and from different 6 . More evidence and discussions on this are provided in the experimental validation -Section 5.2. c . The testing instance is then sampled from the new distribution:
This process is illustrated in Fig.3 . In this way, we construct a toy dataset satisfying the proposed ITID assumption: the testing instances are sampled from different distributions but maintain the same marginal distribution over the taskcorrelated generative variables.
Other experimental settings are as follows. Regarding the hypothesis, the models to be learned in toy experiments are fixed as generalized linear models with sigmoid function. Regarding the training process, the optimization target is empirical risk minimization with binary cross-entropy loss, and the training algorithm is stochastic gradient descent with 0.01 learning rate and 0.9 momentum. Besides, the batch size is 256, and all the models are trained with 100 epochs. To get a stable result, we randomly generate 100 different toy datasets with the above generating process. The results reported in the following validation experiments are averaged over the 100 toy datasets..
Validation of Influence Measure
Given task-uncorrelated generative variable set G U , the target is to validate whether H S (Y |G and the absolute weights in h original , we order the taskuncorrelated generative variables from the highest to the lowest to get the estimated rank and ground-truth influence rank respectively. Fig.3(a) compares the estimated ranks (y-axis) to the ground-truth influence ranks (x-axis). It can be seen the estimated influence rank curve is close to the reference line y = x, which means that H S (Y |G (i) U ) accurately approximates the real influence of task-uncorrelated generative variables. Note that the estimated-influence rank slightly deviates from the reference line when the influence rank is lower than 8. This result is possibly due to the very small influence of these input features (the influence weights are generally between [0, 0.8] for rank 8 ∼ 10), which makes their relative ranks unstable in different toy datasets.
Validation of Invariance Acquisition
According to Theorem 10, the models can obtain invariance over task-uncorrelated generative variables which are statistically independent with the other generative variables and labels. To validate this, for each of the 10 task-uncorrelated generative variables, we modify the training data distributions to make it statistically independent, and then examine its influence change before and after the modification. Specifically, given task-uncorrelated generative variables G (i) U , we implement the Balance operation by substituting the corresponding input dimension with a random value sampled from the uniform distribution over [0, 1] . The new model is trained on this modified training dataset to derive model h balanced . To avoid the intervene between different generative variables, we conduct the above process for each individual task-uncorrelated generative variable and record its weight value in model h balanced . Fig.3(b) shows the absolute weight values learned in models before and after balancing modification (annotated as h original and h balanced , respectively). To guarantee a consistent experimental discussion, we keep the x-axis as the same in Fig.4a . It is shown that in spite of the very different weight values in the original model, all task-uncorrelated generative variables obtain the model weight of almost 0 after balanced modification. This validates Theorem 10 that the Balance operation can help model acquire invariance over target generative variables.
Validation of Generalization Improvement
According to Theorem 7 and Theorem 8, a model will have lower generalization bound when enhancing invariance over task-uncorrelated generative variables. To validate this, following the same settings in the above experiments, we examine and compare the performance of the trained h original and h balanced in the testing dataset. The result is shown in Fig.3(c) . It can be seen that after balancing the task-uncorrelated generative variables, the learned models achieve consistently improved testing performance. Moreover, the more influence the task-uncorrelated generative variable (with higher influence rank), the more improvement h balanced can achieve after enhancing the variance over it. This further demonstrates the theoretically proved relationship between invariance enhancement and generalization performance.
Validation on Real-world Dataset
Experimental Settings
In addition to the validations in the toy dataset, we also conducted experiments on real-world image classification tasks with deep learning models. Specifically, we select the CIFAR-10 dataset [37] , consisting of 60,000 32 × 32 color images in 10 classes, with 6,000 images per class. Among the 60,000 images, 50,000 constitutes the training set and the rest 10,000 constitutes the testing set. To avoid the biased conclusion from certain model, we report experimental results using three commonly-used CNN structures: VGG-16 [7] , ResNet-20 [38] , DenseNet-40-12-BC [39] . The model hyperparameters are empirically set: the batch size is 128, the weight decay is 1e −4 , the learning rate is 0.1 at the beginning and changes to 0.01/0.001 at 150/225 epochs respectively.
Validation of Influence Measure
In practical tasks, it is usually not easy to explicitly determine all generative variables. We turn to validate the following corollary from Theorem 9 to indirectly validate the influence measure conclusion.
Corollary 2.
Given the optimal hypothesis h satisfying Theorem 9, we have the training error
where E x∈S is the expectation over S.
The proof of Corollary 3 can be seen in Appendix-F. Corollary 3 shows that if Theorem 9 is satisfied, the mean of the maximum output values can accurately estimate the training accuracy. Fig.5 compares the curves of the estimated training errors calculated according to Corollary 3 with the curves of true training errors during the training process. All three examined model structures show consistently similar tendencies between these two curves. Note that training error is regularly calculated according to model predictions instead of specific output values. Therefore, with the observed close relationship between training errors and maximum output values, we can validate Corollary 3 and also Theorem 9 in real-world tasks to some extent.
The experimental results are shown in Fig.5 . One interesting observation is that the estimated error curve and true error curve are close to each other during the whole training process. According to Corollary 3, we only expect the closeness when convergence after training. One possible reason is that the generative variable set that model determines dynamically changes during the training process. Given temporal determining generative variable set G l , CNN models can quickly obtain minimum cross-entropy losses to obtain an optimal hypothesis that is strict-G l -determining. Therefore, the continuous closeness between the two curves demonstrates the updated determining/invariant generative variable set of the optimal hypothesis. This explanation can also be supported by the experimental results in recent CNN visualization studies [40] . It is shown that the CNN convolutional filters converge first on the lower layers and then to the higher layers. As the converged filters are only sensitive to some specific patters, we can roughly regard these specific patterns as generative variables. Therefore, the converged lower layers actually first learn invariance over certain generative variables and the higher layers then optimize this invariant generative variable set during the training process. In this way, deep models can gradually obtain invariance over as many taskuncorrelated generative variables as possible to improve generalization performance.
Validation of Invariance Acquisition
Theorem 10 proves that the optimal models will have invariance over the statistically independent task-uncorrelated generative variables. We consider employing a data augmentation method to introduce new task-uncorrelated generative variables whose parameters can be obtained and manipulated easily. In this way, we can control the parameter distributions as statistically independent or dependent on the labels Y , to validate the effect of statistical independence on model invariance acquisition. We use random-erasing [15] as the example data augmentation method, and choose its two parameters as the task-uncorrelated generative variables to be modified: the area and the aspect ratio of the erasing rectangles, which are denoted as G settings P 0 , P 1 are designed to respectively represent the case of full independence and dependence. As for P 0 , G (1) U and G (2) U are independent both with the labels Y and with each other:
U ∼ U nif orm(0, 1).
U still follow the uniform distribution U nif orm(a, b), but the distribution parameter [a, b] is dependent on the labels Y . Table 1 lists the allocated values of [a, b] for different labels, e.g., when sample label is 0, we have G
To examine the effect of different levels of dependence, we define the final distribution as the mixture of the two reference settings:
P α = P 0 , with probability 1 − α P 1 , with probability α
where α ∈ [0, 1] controls the level of dependence.
Regarding the measure of model invariance, we examine how much the new models learned from augmented training dataset change the predicted labels. Specifically, we randomly apply random-erasing to the original training set where the augmented samples follow P α , and employ the learned new model to output predictions for the testing instances. The above process repeats 100 times and we calculate the prediction changing ratio as how many of the testing instances obtain predicted labels different from the original model. The results are shown in Fig.6 . It is shown that model tends to change its prediction when α increases for all three examined CNN structures, indicating that highly dependent task-uncorrelated generative variables will lead to higher influence on the model prediction. This validates our conclusion for invariance acquisition that statistical independence is desired for the task-uncorrelated generative variables to ensure the model invariance.
Two more discussions on Fig.6 : (1) When α = 0, we can find that there is still about 10% chance to change the model predictions, rather than 0% indicating complete model invariance. Such a phenomenon might be because that while the added two new generative variables are controlled to be statistically independent and have no influence to model output, as discussed in Section 4.4, random-erasing yet modifies the distribution of some existing generative variables like occlusion so as to change the model prediction. (2) The prediction changing ratio non-trivially increases only when α > 0.8, i.e., the task-uncorrelated generative variables are heavily dependent on the labels. This indicates that while statistical independence theoretically guarantees full model invariance, not-too-heavy dependence is adequate to maintain a stable model prediction to some extent. This observation is very important to practical implementations: in real-world tasks, it is very difficult to balance a taskuncorrelated generative variable to be strictly independent, the goal can thus be simplified to weaken the dependence of task-uncorrelated generative variables. The effectiveness of random-erasing can also be explained from this perspective: although the augmented dataset cannot guarantee full independence between the task-uncorrelated generative variable of occlusion and the labels, the introduced erasing masks succeed to weaken this dependence and contribute to observable performance improvement.
Validation of Generalization Improvement
The above experiment derives different levels of invariance by adjusting P α . Following the same setting, we examine the relationship between generalization performance and model invariance over the task-uncorrelated generative variables. Fig.7 shows the curve of test error versus prediction changing ratio. It is shown that the generalization performance is positively correlated with the model invariance, which validates the generalization improvement conclusion in real-world tasks. Moreover, among the three examined CNN structures, we observe that ResNet and DenseNet achieve better generalization performance than VGG when task-uncorrelated generative variables strongly influence the model prediction (i.e., prediction changing ratio> 20%). One possible reason is that ResNet and DenseNet are equipped with stronger mechanisms to address the dependent task-uncorrelated generative variables, which also explains their recognized superior performance in many tasks. We will be working in future studies how to apply the proposed generalization theory from a model design perspective to obtain invariance over the task-uncorrelated generative variables.
Improvement for Data Augmentation
Note that the proposed generalization theory is based on the ITID assumption, which requires a unique marginal distribution over the task-correlated generative variables. However, many data augmentation solutions like random erasing are potential to change the distribution of taskcorrelated generative variables, which decrease the generalization performance. In this subsection, we conduct a simple experiment to reduce this potential to affect taskcorrelated generative variables and examine its relationship to the generalization performance. By examining the Cifar-10 dataset, we find that the main objects usually appear in the center of the images. This inspires us to modify the distribution of erasing positions to appear beyond the center and help avoid affecting the taskcorrelated generative variables. Specifically, two parameters control the erasing position in random erasing, horizontal and vertical coordinates G To realize the idea of not affecting the task-correlated generative variables that usually appear near the center, we design a new distribution M 0 with probability density function p m0 (x) = 4|x − 0.5|. To facilitate the comparison, we also design another distribution M 1 with probability density function p m1 (x) = 2 − 4|x − 0.5|. The probability density curves of M 0 and M 1 are shown in Fig.8-a . It is obvious that the erasing following M 0 will appear more at the periphery, while erasing the following M 1 will appear more at the center of images and have a higher probability to change the marginal distribution of task-correlated generative variables. Fig.8(b)-(d) show the test error in four experimental settings: (1) raw, the original training set without data augmentation; (2) uniform, the random erasing method with traditional uniform distribution on the erasing position; (3) periphery, the random erasing method with position parameters following M 0 ; and (4) center, the random erasing method with position parameters following M 1 . As can be seen, when restricting the erasing positions near the periphery area, the performance of periphery consistently outperforms the other random erasing settings. While, center achieves inferior performance than uniform, further validating that affecting the distribution of task-correlated generative variables will violate the ITID assumption and tends to deteriorate the generalization performance.
As a result, we summarize two guidelines from the proposed generalization theory in data augmentation design and other methods optimizing data distributions: (1) balancing the task-uncorrelated generative variables to reduce their dependence with other generative variables and the 7 . Horizontal and vertical coordinates are represented as the ratio to the length and width of image:
label; (2) not affecting the distribution of task-correlated generative variables to maintain the task property.
CONCLUSION AND FUTURE WORK
In this work, we introduce intermediate generative variables into the data generating process, which considers the correlation with solved tasks to establish a new ITID assumption. The derived generalization bound based on the ITID assumption shows that gaining a model with invariant taskuncorrelated generative variables is very important for good generalization. Applying our theory can get an algorithm to improve the generalization performance, and interpret the mechanism of the data augmentation. The experiments on a toy dataset and Cifar-10 dataset show that our theory can improve the generalization performance in practice.
The future work can be divided into theoretical and application directions. The future theoretical directions include: (1) Obtaining invariance to task-uncorrelated generative variables shares many commonnesses with the information bottleneck theory [41] [42] . It will be interesting to analyze the layer-wise transformation in deep neural networks from the perspective of hypothesis determination update on generative variables. (2) In this paper, the generalization bound is derived based on Gibbs classifiers. Applying Bayesian classifiers [43] has the potential to derive a tighter generalization bound. (3) The current generalization theory is formalized and applied in the context of single-type input, e.g., image in this paper. It is worth extending it to address learning tasks with multi-type input, .e.g., recommendation tasks with input X = user, item and label Y = rate.
The future application directions include: (1) Obtaining invariance to task-uncorrelated generative variables provides theoretically guaranteed objective to model data augmentation design as an optimization problem. We will also instantiate the task-uncorrelated and -correlated generative variables in real-world tasks and dataset by combining with the existing generative models (e.g., Generative Adversarial Network). (2) Regarding the way of modifying data distribution for invariance enhancement, data sampling solutions can also be explored in addition to the data augmentation algorithm introduced in this paper. It is noted that the focal loss can be viewed as implicitly increasing invariance to task-uncorrelated generative variables via data sampling. (3) From the perspective of generative variables, the adversarial example phenomenon can be explained that the adversarial perturbation changes task-uncorrelated generative variables and model is heavily influenced by those variables. Therefore, we can apply the new generalization theory to improve adversarial robustness by either modifying data distribution or developing models determining more on task-correlated generative variables.
Proof. According to the ITID assumption, all the distributions which the data are sampled from have the same marginal distribution D(G Y , Y ). At the same time, G Ydetermining means that the predictions will be identical with the same value of G Y , so we can use ψ h to represent the predictions from hypothesis h for G Y . As a result, we can get the expected risk by using the distribution
Suppose that
then the expected risk can be written as:
The empirical risk can be written as:
where N gi,τi represents the number of samples that have G Y = g i and Y = τ i , and n is the size of training set. We further have:
Note that the choice of the hypothesis h only affected τ i , and the above new upper bound is independent of τ i , so theoretically this conclusion can fit to all possible hypothesis. Considering that the random vector (N gi,lj ) is multinomial distributed with parameters n and D(g i , l j ), then according to the Breteganolle-Huber-Carol inequality (Proposition A6.6 of [44] ), we have
Hence, the following holds with probability of at least 1 − δ
Combing with Eqn. (24) ,we finally get
B PROOF OF THEOREM 7
Before proving theorem, we first derive the following lemma.
Lemma 1.
Suppose that P (Y ) is a probability distribution defined on the K label space Y,
then we have: max
Proof. Note that 0 ≤ P (Y ) ≤ 1, when H(Y ) ≥ 2log2, the conclusion is trivial. So we focus on the case when 0 ≤ H(Y ) ≤ 2log2. For simplicity, we denote p i = P (Y = y i ), and have
Without loss of generality, let p 1 be the maximum of {p i } i=1..K , the problem transfers to find the lower bound of p 1 . In the following, we first obtain the minimum of H(Y ) when p 1 is determined, then use the minimum to prove the Eqn. (32) . In simpler terms, we use the constraint to substitute p K , we have t(p 1 ) = H(Y ) =
As −H(Y ) is convex and derivable, the minimal of H(Y ) must be the boundaries. By examining all the boundary points, we can get one of the minimal:
Note that such substitution ignores the constraint of p K , so we should validate whether the minimal meets the raw constraints. As p K = 1 − p 1 meets the constraints, it is also the minimal of Equation 33 , and
(2) Note that t(p 1 ) is concave and 0.5 ≤ p 1 ≤ 1, we have
With Lemma 1, we can started to prove Theorem 7.
Proof. to Theorem 2 Since the hypothesis space H is γ-G Y -determining, we have
which denotes that
and
According to lemma 1, we have
so
(45) Note that arg max Y P (Ŷ |G Y ) is a G Y -determining model, so the predictions are different from such model with probability P A . Then we can get the following bound: if n ≥ m H ( 2 , δ), with probability of at least 1 − δ, we have
Then, as the learning algorithm is based on empirical risk minimization, we have:
Therefore we derive the final conclusion: if n ≥ m H ( 2 , δ), with probability of at least 1 − δ, we have
(48)
C PROOF OF THEOREM 8
Theorem 8. Suppose thatŶ is the predictions of hypothesis h, and we have N task-uncorrelated variables:
Proof.
Note that (G Y , G U ) represents all the generative variables, so we have H(Ŷ |G Y , G U ) = 0. Then
Therefore, h is γ-G Y -determining.
D PROOF OF THEOREM 9
Theorem 9. Suppose that the hypothesis class H is strict-G ldetermining, and the optimal hypothesis h ∈ H is obtained by cross-entropy loss with empirical risk minimization. The output values (Q 0 , Q 1 , ..., Q K ) of the optimal hypothesis h (x) under such settings will be
Proof. The cross entropy loss on training set S is:
As h is strict-G l -determining, it will provide a constant output value for the same G l and the same label. We use ψ h : G l × Y → [0, 1] to denote the mapping. Note that Q y (x) is the y th output value of h when the input is x, we have:
We have another alternative representation of cross entropy loss:
with the following constraints:
As minimizing cross entropy loss is a convex optimization problem, we can obtain minima when gradients are all zero:
So the optimal hypothesis will be:
Q y (x) = ψ h (G l (x), y) = P S (Y = y|G l = G l (x)) (58)
E PROOF OF THEOREM 10
Theorem 10. Suppose that the hypothesis class H is strict-G l -determining, and obtain the optimal hypothesis h ∈ H is obtained by cross-entropy loss with empirical risk minimization. Given a generative variable subset G t ⊂ G l , we have the sufficient condition for that the optimal h is strict-G t -invariance on the training set S: G t is statistically independent with G c t and Y on the training set S. where G c t is the complementary set of G t in G l . Proof. According to Theorem 9, we have
Note that P S (G, Y ) = P S (Y |G) P S (G), and G t is statistically independent of G c t and Y . Therefore, we have 
the hypothesis is strict-G t -invariant on the training set S.
F PROOF OF COROLLARY 2
Corollary 3. Given the optimal hypothesis h satisfying Theorem 9, we have the training error
Proof. As h satisfies Theorem 9 and the prediction is the label with maximum output value, if the input is x, the hypothesis will derive the prediction:
so the training error can be written as:
According to Theorem 9:
L S (h ) = 1 − E g∈S P S (Y = arg max 
