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2
1 Introduction
This paper is to serve as a key to the projective (homogeneous) model developed by Charles Gunn.
The goal is to explain the underlying concepts in a simple language and give plenty of examples. It is
targeted to physicists and engineers and the emphasis is on explanation rather than rigorous proof.
All results stated without proof are left as an exercise for the reader. Gunn’s model is described in
his PhD thesis [3] and in his paper “On the Homogeneous Model Of Euclidean Geometry” published
in Guide to Geometric Algebra in Practice ed. by Dorst, L. and Lasenby, J., 2011, Springer [4]. The
projective model supplements and enhances vector and matrix algebras. It also subsumes complex
numbers and quaternions.
x
y
P
Q
v
v
(3, 1)
Figure 1: Points and vectors in R2.
Consider points P and Q with the coordinates
(−4, 2) and (−1, 3), respectively (see Figure 1).
The points define an oriented line segment
−→
PQ
extending from P to Q, which is called a vector.
Let v =
−→
PQ. In terms of the coordinates, v is
obtained by subtracting P from Q, which gives
v = (3, 1). In this representation, there is noth-
ing to distinguish vector v from a point at (3, 1).
In fact, vectors are usually attached to the ori-
gin, so that vector v can also be visualised as
connecting the origin (0, 0) and the point (3, 1).
Viewed as oriented line segments that stem from
the origin, vectors can be used to represent 1-
dimensional subspaces of a vector space, i.e. lines
which pass through the origin. Grassmann al-
gebra is an extension of this idea to arbitrary
subspaces, e.g. planes and 3-dimensional hyper-
planes passing through the origin. These sub-
spaces are represented by multivectors. Grassmann algebra uses the outer product, which does not
require a metric. When a metric is available, the inner product of two vectors can be defined, which
in combination with the outer product gives rise to the geometric product and Clifford algebra.
Clifford algebra is the algebra of linear subspaces of a vector space. Its geometric product captures
various geometric relations between the subspaces.
An introduction to Clifford algebra, also known as geometric algebra, and numerous examples of its
application in physics and engineering can be found in the following books:
Geometric Algebra for Computer Science. An Object Oriented Approach to Geometry
by Dorst, L. Fontijne, D. and Mann, S., 2009, Elsevier/Morgan Kaufmann [2].
Geometric Algebra for Physicists
by Chris Doran C., Lasenby A., 2003, Cambridge University Press [1].
Clifford algebra is tied to linear subspaces, i.e. lines, planes, etc which pass through the origin, so
it suffers from some of the same problems that afflict vector algebra. Namely, locations in space
are represented by vectors, fundamental geometric objects such as lines do not have a direct repre-
sentation, and so on. Both vector and Clifford algebras model translations, linear shifts in space,
by addition with a vector representing the shift. However, this only works for vectors representing
locations in space. It fails for other geometric objects.
These problems are addressed in projective geometry. The idea is to embed the target n-dimensional
space Rn, whose geometry we want to model, into a vector space Rn+1 with one extra dimension (the
3
model space) and represent geometric objects in the target space with linear subspaces of the model
space. To help distinguish target and model spaces, I will refer to the n-dimensional target space as
Tn, rather than Rn. The model space for Tn is an (n+ 1)-dimensional space, which will be denoted
by Rn+1. The target space is initially non-metric (later on, when a metric is introduced, T will be
replaced with another symbol to indicate the metric space, e.g. E for Euclidean space).
The projective model uses projective geometry and Clifford algebra to model geometric objects and
their transformations in Euclidean and other homogeneous metric spaces. The key feature of the
projective model is its use of the dual space Tn∗, which provides the top-down view of geometry
in the target space. The dual space Tn∗ is embedded in the dual model space R(n+1)∗. The metric
is defined on the dual model space R(n+1)∗, so it assumes a prominent role in the projective model.
Most algebraic manipulations are performed in the dual model space where the metric and, therefore,
Clifford algebra are defined.
Projective geometry augmented with Clifford algebra provides a unified algebraic framework for
describing points, lines, planes, etc, and their transformations, such as rotations, reflections, projec-
tions, and translations. Geometric relations between various objects are captured by the geometric
product, facilitating efficient solution of geometric problems.
A modern introduction to projective geometry (without the use of Clifford algebra) can be found in
Perspectives on Projective Geometry: A Guided Tour Through Real and Complex Geometry
by Richter-Gebert, J., 2011, Springer [6].
The following classic by Felix Klein provides an elementary introduction to many relevant issues
Elementary mathematics from an advanced standpoint. Geometry by Felix Klein, 1939 [5].
Brief outline of the projective model
1) Define the dual space Tn∗ and discuss its relationship with the target space Tn
2) Explain the top-down and bottom-up views of geometry
3) Embed Tn into the target model space Rn+1 and Tn∗ into the dual model space R(n+1)∗
5) Model points, lines, and planes as linear subspaces of the model spaces
6) Use multivectors in Rn+1 and R(n+1)∗ to represent linear subspaces
7) Establish an isomorphism between the target model space Rn+1 and the dual model space R(n+1)∗
8) Define a metric on the dual model space R(n+1)∗
9) Use Clifford algebra of the dual model space R(n+1)∗ to study geometry in the target space Tn
I will first develop the model in the 2-dimensional space since it already contains most of the essential
features of the model but is relatively simple. This will be followed by the 3- and 4-dimensional spaces
and a brief description of the 1-dimensional space. To facilitate understanding, all 3D figures in this
tutorial are interactive and can be activated within Acrobat Reader.
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2 2-dimensional geometry
The non-metric aspects of the projective model are based on projective geometry and Grassmann
algebra. The most relevant concepts from projective geometry are introduced in the next section.
Of these, the most important is the concept of projective duality and the related concept of the
top-down view of geometry.
2.1 Projective foundations
2.1.1 Projective duality
In projective geometry, duality is defined in a way that does not require a metric. In the target space
T2, a line that does not pass through the origin can be defined by the equation
ax+ by + 1 = 0, (1)
where a and b are fixed, while x and y are variable and (x, y) is in T2. So, to define a line in T2 one
needs to specify a pair of numbers (a, b). Let L be a line in T2 defined by −x− 3y+ 1 = 0. The line
is determined by specifying the coefficients (a, b) = (−1,−3). The dual space T2∗ is a linear space of
the coefficients (a, b) that define lines in T2 via Equation (1). The meaning of (a, b) = (0, 0) will be
clarified below. Equation (1) fixes a correspondence between lines in the target space T2 and points
in the dual space T2∗. For instance, L corresponds to a point Q in T2∗ with the coordinates (−1,−3).
I will also say that Q is dual to L and write Q = L∗. Equally, L is dual to Q, i.e. L = Q∗.
Equation (1) is symmetric with respect to (a, b) and (x, y). One can view x and y as fixed and a
and b as variable. This defines a line in the dual space T2∗. Let K be a line in T2∗ defined by
−a− 1
2
b+1 = 0. The line is determined by specifying a point P in T2 with the coordinates (−1,−1
2
).
Consequently, the target space T2 can be viewed as a linear space of the coefficients (x, y) that define
lines in T2∗ via Equation (1). Points in the target space T2 correspond to lines in the dual space T2∗.
K is dual to P , i.e K = P ∗, and equally P is dual to K, i.e. P = K∗ (see Figure 2).
The duality transformation J is defined on points and lines in the dual space T2∗ and gives the
corresponding dual lines and points in the target space T2. For instance, J(Q) = Q∗ = L for the
point Q in T2∗ and the line L in T2, J(K) = K∗ = P for the line K in T2∗ and the point P in T2.
For the inverse transformation, I have J−1(P ) = P ∗ = K and J−1(L) = L∗ = Q.
For each point or line in T2, there is an identical point or line in T2∗. For instance, the point
P I = (a, b) = (−1,−1
2
) is identical to P = (x, y) = (−1,−1
2
) and the line LI = {(a, b)|−a−3b+1 = 0}
is identical to L = {(x, y)| − x − 3y + 1 = 0}. The same applies to points and lines in T2∗. For
instance, the point QI = (x, y) = (−1,−3) is identical to Q = (a, b) = (−1,−3) and the line
KI = {(x, y)| − x − 1
2
y + 1 = 0} is identical to K = {(a, b)| − a − 1
2
b + 1 = 0}. The identity
transformation I is defined on points and lines in the dual space T2∗ and gives the identical points
and lines in the target space T2. For instance, I(Q) = QI and I(K) = KI . Both duality and
identity transformations relate geometric objects of the dual space T2∗ to geometric objects of the
target space T2. The duality transformation turns points into lines and lines into points, whereas
the identity transformation gives points for points and lines for lines. The definition of the identity
transformation is illustrated in Figure 3.
Consider a point P in T2 and the corresponding line P ∗ in T2∗. Draw a line in T2∗ which passes
through the point P I and the origin of T2∗. Its intersection with the line P ∗ will be called the central
point of P ∗ (see Figure 4 where P = (−1,−1
2
)). For P = (xP , yP ), the coordinates of the central
5
xy
L = Q∗ = J(Q)
P = K∗ = J(K)
(a) T2
a
b
K = P ∗
Q = L∗
(b) T2∗
Figure 2: Target and dual spaces and the mutual correspondence between points and lines
x
y
L
P
KI = I(K)
QI = I(Q)
(a) T2
a
b
LI
P I
K
Q
(b) T2∗
Figure 3: Identity transformation
point of the dual line P ∗ are given by
ac =
−xP
x2P + y
2
P
, bc =
−yP
x2P + y
2
P
. (2)
These expressions are non-metric. The central point of a line passing through the origin is at the
origin by definition. For P = (−1,−1
2
), the central point of P ∗ is at C(P ∗) = (0.8, 0.4). Identical
construction can be carried out for points in T2∗ and their dual lines in T2. For Q = (aQ, bQ), the
6
coordinates of C(Q∗) are given by
xc =
−aP
a2Q + b
2
Q
, yc =
−bQ
a2Q + b
2
Q
. (3)
For Q = (−1,−3), the central point of the line Q∗ is at C(Q∗) = (0.1, 0.3).
a
b
P I
P ∗
central point
Figure 4: The central point of the line P ∗ in T2∗
In Euclidean space, the line that passes through
the point QI and the origin is perpendicular
to the line Q∗. So that the central point is
the point of the closest approach to the origin.
The distance from the origin to C(Q∗) equals
dC(Q∗) =
√
0.12 + 0.32 = 1/
√
10. On the other
hand, the distance from the origin to QI equals
dQI =
√
(−1)2 + (−3)2 = √10. So, these dis-
tances are inversely related. This is true in gen-
eral in Euclidean space, i.e. dC(Q∗)dQI = 1 for
any finite point Q, except the origin. Note that
in other metric spaces another point on the line
Q∗ could be closer to the origin.
Since Equation (1) is symmetric with respect to
(a, b) and (x, y), the target and dual spaces play
equal roles in projective geometry. In fact, I
could choose to refer to T2∗ as the primary space
and call T2 the dual space.
2.1.2 Top-down view of geometry
Consider a point P in T2 with the coordinates (−1,−1
2
). Its dual line P ∗ is defined by −a− 1
2
b+1 = 0.
There is a relationship between the points that lie on P ∗ and the lines in T2 passing through the
point P . To understand this relationship, consider the points (1, 0), (0, 2), (0.8, 0.4), (2.3,−2.6),
(−0.7, 3.4), which all lie on the dual line P ∗. Every point in this list corresponds to a line in T2,
e.g. (0.8, 0.4) corresponds to a line defined by 0.8x + 0.4y + 1 = 0. Thus, I find five lines in T2
corresponding to the five points. Plotting these lines reveals that they all intersect at the point P
(see Figure 5). In fact, this is true for any point on P ∗, i.e. the dual line of any point on P ∗ passes
through P .
The dual lines of the points that lie on P ∗ form a sheaf1 of lines in the target space T2, in which every
line passes through the point P , with the exception of the line that also passes through the origin.
Thus, a point can be viewed as a sheaf of lines, which gives rise to the top-down view of geometry. In
the top-down view of T2, lines are considered fundamental and lower-dimensional objects, i.e. points,
are build from lines as their intersection. So, a point is viewed as a derivative object represented by
a sheaf of lines passing through the point. This contrasts with the bottom-up view of geometry, in
which points are fundamental and higher-dimensional objects, i.e. lines, are build from points as their
union or extension. It takes at least two points to define a line in the bottom-up view. Similarly, it
takes at least two lines to define a point in the top-down view.
In view of the above, it can be said that the dual space T2∗ enables the top-down view of geometry
in the target space T2. Similar construction can be carried out for points in the dual space T2∗. So,
it can equally be said that the target space T2 enables the top-down view of the dual space T2∗.
1It is also called a pencil of lines attached to a finite point P .
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xy
(2
.3
,−2
.6
)
∗
(0.8, 0.4) ∗
(−0.7, 3.4)
∗
(1
,0
) ∗
(0, 2)∗P
(a) T2
a
b
(2.3,−2.6)
(0.8, 0.4)
(−0.7, 3.4)
(1, 0)
(0, 2)
P ∗
(b) T2∗
Figure 5: Points on line P ∗ in T2∗ and the corresponding lines in T2
2.1.3 Points at infinity
A point at infinity2 in T2 is represented by a stack3 of lines. A stack of lines is a set of lines in T2,
in which every line is defined by
ax+ by + d = 0, (4)
where a and b are fixed and d spans all possible values in R. For instance, the lines defined by
2x − y + 1
2
= 0, 2x − y + 1 = 0, and 2x − y − 2 = 0 belong to the same stack. Identical definition
applies in T2∗. Note that in Euclidean space, a stack of lines consists of parallel lines.
x
y
Pi
Qi
(a) T2
a
b
Q∗i
P ∗i
K0
(b) T2∗
x
y
Ri
Si
(c) T2
a
b
R∗i
S∗i
K0
(d) T2∗
Figure 6: Approaching a point at infinity in T2 and the corresponding line K0 in T2∗
To gain some intuition about points at infinity, consider the following example. Let Ld be a line
in T2 defined by 1
2
x − y + d = 0, where d ∈ R, and K0 be a line in T2∗ defined by 2a + b = 0.
In the target space T2, consider a series of points {Pi}∞i=0, where Pi = 2i(1, 12). The points of the
2 This terminology is appropriate for Euclidean space, since any point at infinity in E2 is at the infinite distance
from the origin. In other metric spaces, points at infinity can be at a finite distance from the origin. However, points
at infinity correspond to stacks of lines rather than sheaves, regardless of the metric.
3It can also be called a pencil of lines attached to a point at infinity.
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series lie on the line L0, i.e. Ld with d = 0, and the series approaches infinity as i → ∞. The dual
lines P ∗i converge to the line K0 as i → ∞ (see Figure 6(ab)). Another series of points {Qi}∞i=0,
where Qi = 2
i(−1,−1
2
), consists of the points that lies on L0 as well but it approaches infinity in
the opposite direction. However, the dual lines Q∗i converge to the same line K0 as i → ∞. Now
consider series {Ri}∞i=0 and {Si}∞i=0, where Ri = 2i(1, 12) + (−25 , 45) and Si = 2i(−1,−12) + (−25 , 45).
Points Ri and Si lie on the line L1, i.e. Ld with d = 1, which belongs to the same stack of lines as
L0. The dual lines R
∗
i and S
∗
i intersect at the point (
1
2
,−1), which is dual to L1, and both R∗i and
S∗i converge to K0 as i→∞ (see Figure 6(cd)). This result holds in general for any line Ld from the
stack {Ld|d ∈ R}, i.e. approaching infinity along any of the lines in the stack yields the same line
K0 in T2∗. It is natural to conclude that the line K0 is dual a point at infinity in T2 which can be
approached by moving along any of the lines in the stack.
x
y
(1,
−2)
∗
(0.
5,−1
)
∗
(−0.
5, 1
)
∗
(−1,
2)
∗
(−0.
25,
0.5
)
∗
(0.
25,
−0.5
)
∗
I(K0)
(a) T2
a
b
(1,−2)
(0.5,−1)
(−0.5, 1)
(−1, 2)
(−0.25, 0.5)
(0.25,−0.5)
K0
(b) T2∗
Figure 7: Points on line K0 in T2∗ and the corresponding stack of lines in T2
There is a relationship between the points that lie on K0 and the lines in the stack {Ld|d ∈ R}.
Consider the points (−1, 2), (−0.5, 1), (−025, 0.5), (0.25,−0.5), (0.5,−1), and (1,−2), which all lie on
the line K0. Every point in this list is dual to a line in T2. Plotting the dual lines shows that they
belongs to the stack {Ld|d ∈ R} (see Figure 7). The same hold for any point on K0, i.e. the dual
line to any point on K0 belongs to the same stack. So, the stack {Ld|d ∈ R} consists of the lines
dual to the points on K0, with the exception of the line that passes through the origin.
The same construction can be carried out for any stack in T2, resulting in different points at infinity
in T2. A stack of lines represents a single points at infinity in T2. This point can be approached
by moving to infinity along any of the lines in the stack, in either direction along each line. In the
top-down view, points at infinity are not fundamentally different from the finite points. One can say
informally that the lines in the stack intersect at a point at infinity.
Exactly the same reasoning applies in the dual space T2∗, where points at infinity are represented by
stacks of lines in T2∗, which in turn correspond to lines in T2 passing through the origin.
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2.1.4 Extending lines with points at infinity
Points can be viewed as sheaves of lines. The sheaf of a point which lies on the line L defined by
−x − 3y + 1 = 0 is shown in Figure 8(a). If I move the point along the line and away from the
origin, the appearance of its sheaf near the origin starts to resemble the stack of lines that contains
L (see Figure 8(bc)). So, it is natural to consider the point at infinity represented by the stack (see
Figure 8(d)) as belonging to the line L. I will also say that this point at infinity lies on L.
x
y
L
(a) T2
x
y
L
(b) T2
x
y
L
(c) T2
x
y
L
(d) T2
Figure 8: Line L and its point at infinity as a stack of lines
From now on, every line in T2 is extended to infinity by adding the relevant point at infinity to the
set of finite points that constitute the line. Exactly the same applies in T2∗.
Completing the definition of a sheaf of lines.
According to the description of a sheaf of lines I gave previously, a sheaf consists of all lines that
pass through a single point, except for the line that also passes through the origin. Indeed, the
missing line does not correspond to any finite point on the line dual to the point defined by the
sheaf. However, I have just extended the dual line by a point at infinity. This point corresponds
to a line in the target space which passes through the point defined by the sheaf and through the
origin. In other words, the point at infinity on the dual line corresponds to the missing line. Since,
the point at infinity lies on the dual line, it is natural to add the missing line to the definition of a
sheaf. Thanks to this amendment, a sheaf can be said to consist of all lines passing through a single
point, without exception. This completes the definition of a sheaf given previously.
2.1.5 The line at infinity
If (a, b) = (0, 0), none of the finite points (x, y) ∈ T2 satisfies Equation (1). Consider the following
sequence of lines in the target space T2:
{Li}∞i=0,where Li = {(x, y)| − x− 3y + 2i = 0}. (5)
The sequence approaches infinity as i→∞. In other words, the limit of this sequence is the line at
infinity. Li corresponds to the point L
∗
i in T2∗. As i→∞, the sequence of points {L∗i }∞i=0 converges
to the origin (0, 0) of T2∗ (see Figure 9(ab)). The same is true for any sequence of lines approaching
the line at infinity in T2 (see Figure 9(cd) for another sequence).
So, the origin of T2∗ corresponds to the line at infinity in T2. Similarly, the origin of the target space
T2 corresponds to the line at infinity in T2∗.
Incidence of points and lines in the target and dual spaces.
In the target space T2, consider a finite point P 6= (0, 0) and a line L that does not pass through
10
xy
Li
(a) T2
a
b
L∗i
(b) T2∗
x
y
(c) T2
a
b
(d) T2∗
Figure 9: Approaching the line at infinity in T2 and the origin in T2∗
the origin. If P lies on L, then the point L∗ lies on the line P ∗ in T2∗. To understand this, consider
the following reasoning. Since L passes through P , it belongs to the sheaf of lines around P . Each
line in the sheaf, including L, corresponds to a point in the dual space T2∗ which lies on the line
P ∗. Therefore, the point L∗ also lies on P ∗. This relation between the target and dual spaces is
illustrated in Figure 10 for P = (−1, 2
3
), Q = (1
2
, 1
6
), and L = {(x, y)| − x − 3y + 1 = 0}. Similar
reasoning applies to points at infinity. Consider a point R at infinity in T2, whose stack includes L.
Each line in the stack, including L, corresponds to a point in the dual space T2∗ which lies on the
line R∗. Therefore, the point L∗ also lies on R∗.
x
y
L
P
Q
(a) T2
a
b
L∗
P ∗
Q∗ R
∗
P I
QI
(b) T2∗
Figure 10: The incidence relation between target and dual spaces
Completing the definition of a stack of lines.
My previous description of a stack of lines is missing a line passing through the origin. This missing
line corresponds to a point at infinity which lies on the dual line that defines the stack. So, it is
natural to include it in the description of the stack. Moreover, the dual line passes through the origin
of the dual space, but the origin corresponds to the line at infinity in the target space. So, I include
the line at infinity in the definition of the stack as well. From now on, I assume that every stack of
lines includes the line at infinity and, therefore, every point at infinity lies on the line at infinity.
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2.1.6 Orientation of finite points (sheaves)
In the bottom-up view of geometry, points lack an orientation, but higher-dimensional objects, e.g.
lines, can be assign an orientation. A line has two possible orientations, both capturing a direction
along the line. Consider the points which comprise the line and imagine stepping from point to point,
moving in one direction along the line. This gives one of the orientations. Now imagine stepping
through the same points in the opposite direction. This will give the other orientation. This way of
orienting a line is point-based and, therefore, belongs to the bottom-up view of geometry.
x
y
(a) clockwise
a
b
K
(b) left-to-right
x
y
(c) counterclockwise
a
b
K
(d) right-to-left
Figure 11: Line orientation in T2∗ and the induced point orientation in T2
x
y
(a) (0, 1) (clockwise)
a
b
(b) 0a+b+1 = 0 (left-to-right)
x
y
(c) (1, 14 ) (clockwise)
a
b
(d) a+ 14b+1 = 0 (left-to-right)
Figure 12: Line orientation in T2∗ and the induced point orientation in T2 (additional examples)
In the top-down view, lines are fundamental and lower-dimensional objects, e.g. points, can be
assigned an orientation. A point in the top-down view is a sheaf of intersecting lines. As I step from
line to line in the sheaf, I perform circular motion around the point where the lines intersect. I can
step through the lines in the clockwise or counterclockwise direction. Selecting a sense of circular
motion, clockwise or counterclockwise, determines the orientation of the point.
Depending on the stance, i.e. bottom-up or top-down, I can orient lines with points or points with
lines. This applies equally to the target space T2 and the dual space T2∗. Moreover, the bottom-
up orientation of lines in T2∗ and the top-down orientation of the corresponding points in T2 are
consistent. Indeed, if I adopt the bottom-up view of the dual space T2∗, I can orient K = {(a, b)| −
a − b + 1 = 0} in T2∗ as shown in Figure 11(bd). The line K corresponds to a sheaf of lines in
T2 intersecting at (−1,−1). The bottom-up orientation of K, left-to-right as seen from the origin,
induces the clockwise orientation of the sheaf (see Figure 11(a)). The same line with the opposite
orientation, i.e. right-to-left, induces the counterclockwise orientation of the sheaf (see Figure 11(c)).
Note that stepping through the line that passes through the origin (0, 0) in T2 corresponds to stepping
through a point at infinity in T2∗. Additional examples are shown in Figure 12.
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2.1.7 Orientation of points at infinity (stacks) and lines
In the top-down view, a point at infinity is identified with a stack of lines. I can step from line to line
in the stack in two opposite directions. Selecting one of these directions determines the orientation
of the point at infinity. If I adopt the bottom-up view of T2∗, I can assign a specific point-based
orientation to a line in T2∗ dual to the stack. Consider K0 = {(a, b)|2a+b = 0}, which corresponds to
a stack of lines in T2 and, therefore, to a point at infinity in T2. As I step from point to point along
the line K0, I step from one line in the stack to another as shown in Figure 13. Note that stepping
through the origin of T2∗ corresponds to stepping through the line at infinity in T2. Stepping through
the point at infinity on the line K0 corresponds to stepping through a line passing through the origin
in T2.
If an oriented finite point can be viewed as a sheaf of rotating lines intersecting at the finite point,
then an oriented point at infinity, i.e. an oriented stack of lines, can be viewed informally as a set of
lines undergoing a kind of rotation around the point at infinity.
x
y
(a) K∗0
a
b
(b) K0
x
y
(c) K∗0 (opposite orientation)
a
b
(d) K0 (opposite orientation)
Figure 13: Orientation of a point at infinity in T2
x
y
(a) point at infinity N
x
y
L
(b) oriented line L
x
y
(c) N (opposite orientation)
x
y
L
(d) L (opposite orientation)
Figure 14: Orienting a line with a point at infinity
Lines lack an orientation in the top-down view, but I can give them an orientation by noting that
each finite line L is closely related to a stack of lines representing the point at infinity that lies on
L. So, I can orient L by adopting a top-down orientation of the relevant point at infinity. This is
illustrated in Figure 14, where L = {(x, y)| − x+ 3y + 1 = 0}.
This definition can be extended to the line at infinity, which can be oriented either towards the origin
or away from the origin.
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2.1.8 Embedding
The target model space R3 consists of triples (w, x, y), where (1, x, y) is identified with (x, y) ∈ T2,
and the dual model space R3∗ consists of triples (d, a, b), where (1, a, b) is identified with (a, b) ∈ T2∗.
In other words, T2 is a plane embedded in R3 at w = 1, and T2∗ is a plane embedded in R3∗ at
d = 1. Neither T2 nor T2∗ are linear subspaces since they do not pass through the origin of their
model spaces. T2 can be obtained from the xy-plane by shifting it from w = 0 to w = 1, and T2∗
can be obtained from the ab-plane by shifting it from d = 0 to d = 1 (see Figure 15).
(a) point P as intersection of T2 and SP (b) line P ∗ as intersection of T2∗ and SP∗
Figure 15: Embedding and representation (a point in T2 and its dual line)
A 1-dimensional linear subspace of R3 represents a point in T2 as follows. Consider a finite point
P = (x, y) in T2 . Thanks to the embedding, it can be viewed as a point in R3 with the coordinates
(1, x, y). There is a line SP which passes through the origin (0, 0, 0) of R3 and intersects T2 at (1, x, y),
i.e. SP intersects T2 at P (see Figure 15(a) where P = (−1,−12)). SP is a linear subspace of R3 since
it passes through the origin of R3 and it is 1-dimensional since it is a line. There is a one-to-one
correspondence between the point P and the linear subspace SP . Indeed, selecting a 1-dimensional
linear subspace which intersects T2 determines the intersection point uniquely, and selecting a finite
point in T2 determines the linear subspace uniquely. In this way, SP is a 1-dimensional linear subspace
of R3 that represents the point P in the target space T2.
Essentially the same construction applies to the 2-dimensional linear subspaces of R3, which represent
lines in T2. Consider a finite line L in T2. Thanks to the embedding, it can be viewed as a line in R3.
There is a plane SL which passes through the origin of R3 and intersects T2 at L (see Figure 16(a)
where L is defined by 1
2
x − 1
3
y + 1 = 0). SL is a linear subspace of R3 since it passes through the
origin and it is 2-dimensional since it is a plane. There is a one-to-one correspondence between
the line L and the linear subspace SL. Selecting a 2-dimensional linear subspace which intersects
T2 determines the intersection line uniquely, and selecting a finite line in T2 determines the linear
subspace uniquely. In this way, SL is a 2-dimensional linear subspace of R3 that represents the line
L in the target space T2.
Exactly the same construction can be carried out for points and lines in the dual space T2∗, which
are represented by the linear subspaces of the dual model space R3∗. See Figure 15(b), where this
14
(a) line L as intersection of T2 and SL (b) point L∗ as intersection of T2∗ and SL∗
Figure 16: Embedding and representation (a line in T2 and its dual point)
(a) point N as a stack of lines represented by SN (b) line N
∗ as intersection of T2∗ and SN∗
Figure 17: Embedding and representation (point at infinity in T2 and its dual line
construction is applied to the line P ∗ in T2∗, which is dual to the point P in T2. The line P ∗ is
represented by the 2-dimensional linear subspace SP ∗ . See also Figure 16(b), where the construction
is applied to the point L∗ in T2∗, which is dual to the line L in T2. The point L∗ is represented by
the 1-dimensional linear subspace SL∗ .
Points at infinity in T2 are represented by the 1-dimensional linear subspaces of R3 that do not
intersect T2 (all such subspaces lie in the xy-plane). For example, consider a point at infinity N in
T2 shown in Figure 17(a) as a stack of lines. It is represented by the 1-dimensional linear subspace
SN . The point at infinity N is dual to the line N
∗ in T2∗, which is represented in R3∗ by the 2-
dimensional linear subspace SN∗ . The line at infinity in T2 is represented by the xy-plane in R3; its
dual is the d-axis in R3∗. Exactly the same construction applies to points at infinity and the line at
infinity in T2∗. Namely, the ab-plane represents the line at infinity in T2∗, while the 1-dimensional
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linear subspaces in the ab-plane represent points at infinity in T2∗.
I will refer to the subspace SP ∗ in R3∗ as dual to the subspace SP in R3, since they represent dual
geometric objects in T2 and T2∗. Similarly, I will refer to SL∗ as dual to SL, and SN∗ as dual to SN .
The duality transformation J is thus extended to the linear subspaces of R3 and R3∗. For instance,
J(SP ∗) = SP , J(SL∗) = SL, and J(SN∗) = SN , i.e. a 1-dimensional linear subspace of R3 corresponds
to a 2-dimensional linear subspace of R3∗ and vice versa. I also extend the identity transformation I
to the linear subspaces of R3 and R3∗. For instance, I(SL∗) is a 1-dimensional linear subspace of R3
which passes through (1, 1
2
,−1
3
) in R3, whereas SL∗ is a 1-dimensional linear subspace of R3∗ passing
through the point (1, 1
2
,−1
3
) in R3∗.
2.2 Grassmann algebra
Non-metric relations between linear subspaces of R3 (and R3∗) are described by Grassmann algebra.
I introduce the following notation for the basis of R3: e0 = (1, 0, 0), e1 = (0, 1, 0), e2 = (0, 0, 1), so
that (w, x, y) = we0 + xe1 + ye2. And for R3∗: e0 = (1, 0, 0), e1 = (0, 1, 0), e2 = (0, 0, 1), so that
(d, a, b) = de0 + ae1 + be2. The superscript indices will be used for the basis vectors in the target
space and the subscript indices for the basis vectors in the dual space.
The basis of the Grassmann algebra of the dual model space R3∗ (denoted by
∧
R3∗) consists of
one scalar, three vectors, three bivectors, and one pseudoscalar (trivector). General multivectors are
formed by linear combinations of scalars, vectors, bivectors, and trivectors. I will use the symbol
∧ to denote the outer product in ∧R3∗. For vectors a,b, c ∈ R3∗, the outer product exhibits the
following properties:
1) a ∧ b = −b ∧ a (anticommutative),
2) (αa + βb) ∧ c = αa ∧ c + βb ∧ c (distributive),
3) a ∧ (b ∧ c) = (a ∧ b) ∧ c (associative).
It follows that a ∧ a = 0 for any vector a ∈ R3∗. For brevity, I will use a simplified notation for the
outer product between the basis vectors. For instance, e10 = e1 ∧ e0, e210 = e2 ∧ e1 ∧ e0, etc. So, the
basis of
∧
R3∗ consists of the following 23 = 8 multivectors:
1,
e0, e1, e2,
e12, e20, e01,
I3 = e012.
I will usually drop the subscript of the pseudoscalar I3 and write I = e012. I will use capital Roman
letters in bold font for bivectors in
∧
R3∗, e.g. P,Q (pseudoscalar I is an exception). So, a general
multivector in
∧
R3∗ can be written as
M = s+ a + P + αI, (6)
where s, α ∈ R. By definition, α ∧M = αM for any scalar α and multivector M . The multivector
components are graded according to the dimension of the subspace they symbolise, e.g. scalars are
grade-0 and bivectors are grade-2. Multivectors of each grade form a linear subspace of
∧
R3∗.
∧k R3∗
will denote the linear subspace of k-vectors, e.g.
∧2R3∗ for bivectors. Note that ∧0R3∗ = R and∧1R3∗ = R3∗. A multivector is called even if it consists of the components whose grade is even,
e.g. scalars, bivectors, etc. 〈M〉k yields the grade-k component of multivector M , e.g. 〈M〉2 = P.
Multivectors consisting of a scalar and a pseudoscalar are called Study numbers. In
∧
R3∗, Ak∧Bl = 0
if k+ l > 3, where Ak is a k-vector and Bl is an l-vector. For instance, the outer product between any
two bivectors in
∧
R3∗ is zero, P∧Q = 0. For even multivectors in general and, therefore, for scalars
and bivectors in particular, the outer product with an arbitrary multivector M is commutative:
α ∧M = M ∧ α, P ∧M = M ∧P. For instance, P ∧ a = a ∧P.
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A blade, or a simple k-vector, is a multivector that can be written as the outer product of k vectors.
Scalars and vectors are simple by definition. In
∧
R3∗, bivectors and trivectors are also simple4. For
instance, e12 = e1 ∧ e2 is the outer product of two vectors and, therefore, it is a simple bivector. A
simple k-vector symbolises a k-dimensional linear subspace of R3∗. A multivector that mixes different
grades, e.g. M = 1− 2e01, is not a k-vector and does not symbolise a subspace.
The Grassmann algebra of the target model space R3 has similar properties. To avoid confusion, I
will use the symbol ∨ to denote the outer product in the Grassmann algebra of R3, which will be
denoted by
∨
R3. The same simplified notation for bivectors and trivectors will be used in
∨
R3,
e.g. e12 = e1 ∨ e2.
A note on notation. Focusing on T2, it is beneficial to use the symbol ∨, reminiscent of the set-
theoretic symbol ∪ (the union), for the Grassmann algebra of R3, since multivectors of ∨R3 enable
the bottom-up view of T2 where lines are build from points as their union or extension. On the
other hand, the Grassmann algebra of R3∗ enables the top-down view of T2 where points are build
from lines as their intersection. So it is natural to use the symbol ∧, which is reminiscent of the
set-theoretic symbol ∩ (the intersection).
A vector u ∈ ∨R3 symbolises a 1-dimensional linear subspace of R3 consisting of vectors x = αu,
where α ∈ R. All vectors that belong to this subspace can be found by solving
x ∨ u = 0. (7)
Indeed, αu ∨ u = 0, so vectors αu, α ∈ R, satisfy Equation (7). Such vectors provide the only
solution to Equation (7), since any vector that is not completely in the subspace will form a non-zero
bivector with u.
A bivector B = u ∨ v ∈ ∨R3 symbolises a 2-dimensional linear subspace of R3 consisting of vectors
x = αu + βv, where α, β ∈ R. Vectors that belong to this 2-dimensional subspace can be found by
solving
x ∨B = 0. (8)
Indeed, (αu+βv)∨(u∨v) = αu∨(u∨v)+βv∨(u∨v) = α(u∨u)∨v−βv∨(v∨u) = 0−β(v∨v)∨u = 0,
and any vector that is not completely in the 2-dimensional subspace will form a non-zero trivector
with B.
Consider the 2-dimensional linear subspace SL shown in Figure 16. It can be represented by the
bivector B = (e0 + 3e2) ∨ (e0 − 2e1) = −2e0 ∨ e1 + 3e2 ∨ e0 − 6e2 ∨ e1 = −2e01 + 3e20 + 6e12, since
the subspace SL passes through the points (1,−2, 0) and (1, 0, 3). Substituting x = we0 + xe1 + ye2
into Equation (8) yields (we0 + xe1 + ye2) ∨ (−2e01 + 3e20 + 6e12) = 6we012 + 3xe120 − 2ye201 =
(6w + 3x − 2y)e012 = 0 and, therefore, 6w + 3x − 2y = 0. To find the intersection of SL with T2, I
impose w = 1 and obtain 6 + 3x− 2y = 0, which is equivalent to the definition of the line L shown
in Figure 16.
In the dual model space R3∗, in order to find all vectors a that lie in the subspace symbolised by a
vector s or a bivector P, one needs to solve
a ∧ s = 0 (9)
or
a ∧P = 0, (10)
respectively.
4An example of a non-simple bivector is e01 + e23 in
∧
R4∗.
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For instance, the linear subspace SL∗ shown in Figure 16 can be represented by s = e0 +
1
2
e1 − 13e2.
Substituting s and a = de0 + ae1 + be2 into Equation (9) yields
(de0 + ae1 + be2) ∧ (e0 + 12e1 − 13e2) =
d
2
e01 − d3e02 + ae10 − a3e12 + be20 + b2e21 =
( b
2
+ a
3
)e21 + (−d3 − b)e02 + (a− d2)e10 = 0,
which is equivalent to
a =
d
2
, b =
−d
3
.
To find the intersection of SL∗ with T2∗, I impose d = 1 and obtain a = 12 , b = −13 , i.e. the point
(1
2
,−1
3
) in T2∗.
For a blade Ak in
∧
R3∗, I define the linear subspace represented by the blade as follows:
Sub(Ak) = {a ∈ R3∗|a ∧ Ak = 0}. (11)
Similar definition applies to blades in
∨
R3.
2.3 Visualising bivectors and trivectors
For brevity, I consider
∨
R3 only but exactly the same ideas apply to
∧
R3∗.
A vector v is completely characterised by its three defining properties:
1) The subspace that vector v represents in R3. The subspace consists of vectors x ∈ R3 which
satisfy x ∨ v = 0. This defines a line passing through the origin of R3. This subspace is called
the attitude of v.
2) There are two possible directions along the attitude and v points in one of these directions,
which is the vector’s orientation. Vectors with the same attitude but pointing in the opposite
directions have opposite orientations.
3) There are many vectors distinct from v that share the same attitude and orientation. For
instance, 2v has the same attitude and orientation, but it is obviously different from v. All
such vectors are distinguished by a positive scalar factor, which is called the weight. A vector’s
weight is a relative concept. It relates two vectors that share the attitude and orientation. For
instance, the weight of 2e0 with respect to e0 equals 2.
Given a certain attitude and orientation, it is often convenient to pick a reference vector and define
the weight of other equally oriented vectors in the same attitude with respect to the chosen reference
vector. It may sometimes be convenient to incorporate the orientation into weight by considering
negative weights, which gives vectors in the same attitude but with the opposite orientation. Weight
is a pre-metric concept, it does not require a metric. Even when a metric is defined, a vector’s weight
is not related and may not be equal to the length of the vector. For instance, there are non-zero
vectors in Minkowski space whose length is zero, but their weight is not zero; only the origin has zero
weight. Generally it is not meaningful to compare the weights of vectors with different attitudes.
Vectors’ lengths and angles between them, as drawn on paper or screen, do not necessarily refer to
their metric lengths and angles. I use the weight to decide a vector’s length and draw vectors in
different subspaces as if their weight is comparable.
For scalars, the attitude is the origin of R3, the orientation is the sign, and the weight is the scalar’s
value with respect to 1 or −1, e.g. −3 has the same orientation as −1 and the weight of 3 with
respect to −1.
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(a) Bivectors B and B1 (b) Trivector T
Figure 18: Visualising oriented blades
Vectors and scalars are defined by their attitude, orientation, and weight. The same characteristics
can be used to define and visualise simple bivectors and other blades.
The attitude of a bivector is a 2-dimensional subspace it represents and its orientation is a specific
sense of rotation around the origin. I visualise bivectors as filled circles, disks, centred on the origin
and lying in the bivector’s subspace. The circle’s area, understood in Euclidean sense, represents
the bivector’s weight with respect to a reference bivector in the same attitude. The orientation is
visualised with arrows indicating a certain direction of motion along the circle. A bivector is thus
oriented with vectors attached to the boundary of the disk representing the bivector (actually a
single vector is enough). A disk is a 2-dimensional object and its boundary is a circle, which is
1-dimensional, and, therefore, it can be oriented with a 1-dimensional object, i.e. a vector.
Consider the bivector B = e1∨(e2−2e0) in∨R3 shown in Figure 18(a). In accord with the Euclidean
conventions adopted for the purpose of visualisation, I use the bivector B1 = e
1 ∨ ( 1√
5
e2− 2√
5
e0) as a
reference bivector in this subspace. The weight of B with respect to B1 equals
√
5, i.e. B =
√
5B1, so
I draw the circle representing B with the area equal to
√
5. The area of the smaller circle representing
B1 equals 1.
Trivectors represent 3-dimensional subspaces. A trivector can be depicted as a filled sphere with
its volume representing the trivector’s weight. Its orientation is defined by attaching a specific
bivector to the sphere, which serves as the boundary, i.e. a 3-dimensional object is oriented with a
2-dimensional object. A trivector is shown in Figure 18(b) (three orienting bivectors are shown, but
one is sufficient). Its orientation is consistent with a rotation from e0 to e1, followed by a rotation
from e1 to e2, and then from e2 back to e0 as shown in Figure 18(b). The volume of the sphere,
representing the trivector’s weight, equals 40. So the depicted trivector T = 40e0 ∨ e1 ∨ e2.
The way bivectors and trivectors are oriented is applicable to vectors and other blades in gen-
eral. A vector, which is a line segment, is oriented by attaching a specific 0-dimensional ori-
entation, i.e. scalar orientation (+1 or −1), to the boundary of the line segment. A line seg-
ment is depicted in Figure 19. I orient it by assigning the negative scalar orientation to the
lower left end and the positive scalar orientation to the upper right end. This yields 2e0 + e1
shown in Figure 20, where it is depicted with the negatively oriented end point at the origin.
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wx
e0
e1
−1
+1
Figure 19: 2e0 + e1
w
x
e0
e1
Figure 20: same
This follows traditional practice of visualising
vectors, but the way this vector is drawn in Fig-
ure 19 is more consistent with the depiction of
other blades. Indeed, if bivectors and trivectors
are visualised as rounds (circles and spheres), it
is natural to depict vectors as point pairs centred
on the origin.
Bivectors and trivectors are frequently drawn as
parallelograms and parallelepipeds, but this way
of depiction ties them to the outer product of
specific vectors. A given bivector or trivector
can be represented by a multitude of different
vectors. For instance, e0 ∨ e1 and e0 ∨ (e1− 2e0) represent the same bivector, but the corresponding
parallelograms are distinct. This property may be useful in applications, but when a bivector or
trivector is not tied to specific vectors, it is preferable to draw them as an oriented circle or sphere.
2.4 The metric and Clifford algebra
In the projective model, the inner product is defined in the dual model space R3∗. I assume that the
standard basis vectors are orthogonal, i.e. ei · ej = 0 for i 6= j. The inner product of vectors a1 and
a2 is given by
a1 · a2 = d1d2e0 · e0 + a1a2e1 · e1 + b1b2e2 · e2, (12)
where a1 = d1e0 + a1e1 + b1e2 and a2 = d2e0 + a2e1 + b2e2. As will be demonstrated below, the inner
product provides the measure of angles and distances between geometric objects in the target space.
Thus, the target space becomes a metric space5.
The following list of options for the inner product defines some metric spaces of interest:
e0 · e0 e1 · e1 e2 · e2 T2
0 1 1 E2 Euclidean
1 1 1 E2 Elliptic (spherical)
−1 1 1 H2 Hyperbolic
0 1 −1 M2 Minkowski (pseudo-Euclidean)
1 1 −1 dS2 de-Sitter
−1 1 −1 AdS2 Anti de-Sitter
For instance, a1·a2 = +a1a2+b1b2 in Euclidean space and a1·a2 = −d1d2+a1a2−b1b2 in Anti de-Sitter
space. The metric is called degenerate if ei ·ei = 0 for some i = 0, 1, 2; the corresponding metric space
is also called degenerate. The sign of e0 · e0 is indicative of the curvature, while e0 · e0 = 0 implies
that the space is flat (zero curvature). Euclidean and Minkowski spaces are flat and degenerate; the
other spaces listed above are non-degenerate. Elliptic space is closely related to spherical geometry
(without going into details, I note that Elliptic space is equivalent to spherical space where the
antipodal points are identified). Minkowski, de-Sitter, and Anti de-Sitter spaces admit a relativistic
kinematic structure.
The Clifford algebra of R3∗ is an algebra of multivectors in
∧
R3∗ with the geometric product that
has the following properties on arbitrary multivectors A,B, and C:
1) A(B + C) = AB + AC and (B + C)A = BA+ CA (distributive),
5Metric spaces defined in the projective model are known as Cayley-Klein geometries.
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2) A(BC) = (AB)C (associative),
3) αA = Aα for α ∈ R (commutative for scalars),
4) ab = a · b + a ∧ b for vectors a,b ∈ R3∗.
(following conventions, I do not use any symbol for the geometric product; so, the absence of any
symbol between multivectors implies geometric multiplication).
Unlike the inner and outer products, the geometric product is generally neither commutative nor anti-
commutative. In
∧
R3∗, the geometric product between a k-vector Ak and an l-vector Bl generally
includes multivectors of grades |k − l| and k + l (the latter only if k + l < 4). For instance, the
geometric product of two vectors (grade-1) includes a scalar (grade-0) and a bivector (grade-2). The
outer product of Ak and Bl is inherited from the Grassmann algebra and satisfies
Ak ∧Bk = 〈AkBl〉k+l. (13)
The inner product of Ak and Bl is defined by
Ak ·Bl = 〈AkBl〉|k−l|. (14)
This definition extends by linearity to arbitrary multivectors, e.g. (a + P) ·Q = a ·Q + P ·Q, where
a ·Q = 〈aQ〉1 is a vector and P ·Q = 〈PQ〉0 is a scalar. For arbitrary multivectors, the commutator
is defined by
A×B = 1
2
(AB −BA). (15)
The inner and outer products satisfy the following useful equalities independent of dimension:
a · (b ∧ c) = (a · b)c− (a · c)b,
a · (b ∧ c ∧ d) = (a · b)c ∧ d− (a · c)b ∧ d + (a · d)b ∧ c,
(a ∧ b) · (c ∧ d) = (a · d)(b · c)− (a · c)(b · d),
(a ∧ b) · (c ∧ d ∧ g) = ((a ∧ b) · (c ∧ d)) g− ((a ∧ b) · (c ∧ g)) d + ((a ∧ b) · (d ∧ g)) c,
(a ∧ b)× (c ∧ d) = (b · c)a ∧ d + (a · d)b ∧ c− (b · d)a ∧ c− (a · c)b ∧ d.
(16)
Some of the properties of the geometric product depend on dimension. In
∧
R3∗, the following
applies:
ab = a · b + a ∧ b (scalar + bivector), a · b = b · a, a ∧ b = −b ∧ a,
aP = a ·P + a ∧P (vector + trivector), a ·P = −P · a, a ∧P = P ∧ a,
aI = a · I (bivector), a · I = I · a,
PQ = P ·Q + P×Q (scalar + bivector), P ·Q = Q ·P,
PI = P · I (vector), P · I = I ·P.
(17)
It follows that MI = IM for any multivector M and
a · b = 1
2
(ab + ba), a ∧ b = 1
2
(ab− ba), a× b = a ∧ b,
a ·P = 1
2
(aP−Pa), a ∧P = 1
2
(aP + Pa), a×P = a ·P
P ·Q = 1
2
(PQ + QP), P×Q = 1
2
(PQ−QP).
(18)
The reverse of multivector M = s+ a + P + αI is given by M˜ = s+ a−P− αI. The reverse of the
geometric product of multivectors A and B satisfies A˜B = B˜A˜. The grade involution of multivector
M is given by M̂ = s − a + P − αI and satisfies ÂB = ÂB̂ for any multivectors A and B. Since
〈˜M〉k = 〈M˜〉k and 〈̂M〉k = 〈M̂〉k, the outer and inner products satisfy similar relationships, i.e.
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A˜ ∧B = B˜ ∧ A˜, A˜ ·B = B˜ · A˜, Â ∧B = Â ∧ B̂, and Â ·B = Â · B̂. Furthermore, A˜×B = B˜ × A˜
and Â×B = Â× B̂ follow from the definition of the commutator.
The norm of multivector M is defined by
‖M‖ = |MM˜(MM˜)1| 14 , (19)
where (X)1 reverses only the grade-1 component of multivector X, e.g. (1 + e2)1 = 1 − e2. Note,
however, it does not satisfy the triangle inequality in general, e.g. ‖(e0 + e1) + (e0 − e1)‖ = 2, but
‖e0 + e1‖+ ‖e0 − e1‖ = 0 in H2, and ‖M‖ = 0 does not necessarily imply M = 0. Nevertheless, the
utility of this nomenclature will become apparent in the following. If the norm is not zero, M has
the inverse given by
M−1 =
M˜(MM˜)1
MM˜(MM˜)1
. (20)
For a blade Ak, the product AkA˜k yields a scalar, so ‖Ak‖ = |AkA˜k| 12 and A−1k = A˜k/(AkA˜k). The
same applies to even multivectors and Study numbers.
The existence and form of the inverse depends on the metric, e.g., for a = e0+e1, the inverse a
−1 = a
in Euclidean space and a−1 = 1
2
a in Elliptic space, since aa˜ = aa = (e0 + e1)(e0 + e1) = e
2
0 + e
2
1 =
e0 · e0 + e1 · e1 which equals 1 in Euclidean space and 2 in Elliptic space. In Minkowski space,
a = e1 +e2 lacks the inverse, since aa˜ = e
2
1 +e
2
2 = 1−1 = 0. Blades that have a non-zero component
along e0, e.g. e01, do not have the inverse in Euclidean and Minkowski spaces. The pseudoscalar
I does not have the inverse in degenerate spaces, since I˜I = e0e1e2e2e1e0 = e
2
0e
2
1e
2
2 = 0. On the
other hand, in non-degenerate spaces, the inverse I−1 exists, e.g. I−1 = I˜ in Elliptic space. The
inverse of an even multivector E = 1 + e12 is given by E
−1 = 1
2
(1− e12) in Euclidean space. Indeed,
EE−1 = (1 + e12)12(1− e12) = 12(1− e12 + e12− e12e12) = 12(1 + e12e21) = 12(1 + e21e22) = 12(1 + 1) = 1.
The exponential function is defined on an arbitrary multivector X by
eX =
∞∑
n=0
Xn
n!
. (21)
eX+Y = eXeY holds for commuting multivectors, i.e. XY = Y X. The Taylor expansion can be used
to define various other functions of multivectors, such as
sinX =
∞∑
n=0
(−1)nX2n+1
(2n+ 1)!
, cosX =
∞∑
n=0
(−1)nX2n
(2n)!
. (22)
These functions depend on the metric. For instance, sin e0 = e0 sin 1 in Elliptic space and sin e0 = e0
in Euclidean space.
Even multivectors form a subalgebra, since the sum and the geometric product of two even multi-
vectors is an even multivector. In a 3-dimensional space, an even multivector can be written as the
sum of a scalar and a bivector, e.g.
E = s+ p12e12 + p20e20 + p01e01. (23)
In Elliptic space, the subalgebra of even multivectors is isomorphic to the algebra of quaternions.
2.5 Orthogonality in R3∗ with elliptic metric
In
∧
R3∗ with the elliptic metric, the pseudoscalar I is invertible and the expression
A⊥k = AkI
−1 (24)
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(a) R3∗ (b) R3∗
Figure 21: Orthogonality in
∧
R3∗ with elliptic metric
defines a blade A⊥k whose subspace is orthogonal to the subspace of the blade Ak, i.e.
p · a = 0 for any p ∈ Sub(A⊥k ) and a ∈ Sub(Ak). (25)
In
∧
R3∗, the grade of blade A⊥k equals 3− k.
For instance, the bivector e01 represents the da-plane, the plane that contains e0 and e1. Its orthog-
onal subspace is represented by e01I
−1 = e01e210 = e01e102 = e20e
2
1e2 = e2. Similarly, the subspace
orthogonal to e1 is represented by e1I
−1 = e1e210 = −e1e120 = −e21e20 = −e20. A scalar represents
a 0-dimensional subspace that consists of the zero vector only, i.e. the origin of R3∗. Since the inner
product with the zero vector is zero for any vector in R3∗, the origin of R3∗ represented by a scalar
is orthogonal to the whole of R3∗ represented by the pseudoscalar, and vice versa. For instance,
2⊥ = 2I−1 = 2e210 = −2e012 and I⊥ = II−1 = 1.
Orthogonality is illustrated for a = 2e0− e1 + 2e2 and P = 2e12− 2e20− e01 = (e0 + e1)∧ (e0 + 2e2)
in Figure 21, where aI−1 = (2e0 − e1 + 2e2)e210 = −2e12 + e20 − 2e01 = (e0 + 2e1) ∧ (e0 − e2) and
PI−1 = (2e12 − 2e20 − e01)e210 = 2e0 − 2e1 − e2.
The formula (24) can be generalised to arbitrary multivectors in
∧
R3∗ by
M⊥ = MI−1. (26)
Since (αA + βB)⊥ = αA⊥ + βB⊥ for any multivectors A, B and α, β ∈ R, M⊥ can be computed
using linearity and the following table
M 1 e0 e1 e2 e12 e20 e01 e012
MI−1 −e012 −e12 −e20 −e01 e0 e1 e2 1
Since (26) relies on the geometric product, it cannot be applied in a non-metric context. However,
it is easy to define a transformation O :
∧
R3∗ → ∧R3∗ that acts in the same way as M⊥, i.e.
O(M) = M⊥, but does not use the geometric product. The orthogonality transformation O is
defined on the basis blades as follows:
M 1 e0 e1 e2 e12 e20 e01 e012
O(M) −e012 −e12 −e20 −e01 e0 e1 e2 1
In addition, O is assumed to be linear, i.e.
O(αA+ βB) = αO(A) + βO(B) (27)
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for arbitrary multivectors A,B and α, β ∈ R. So, O(M) can be computed for any multivector M
by using linearity and applying the table above. The transformation O is thus independent of the
metric and O(M) = M⊥ if the metric is elliptic. Note that applying the transformation twice results
in the same multivector but with the opposite orientation, i.e. O(O(M)) = −M .
Table
M 1 e0 e1 e2 e12 e20 e01 e012
O−1(M) e012 e12 e20 e01 −e0 −e1 −e2 −1
defines the inverse O−1 :
∧
R3∗ → ∧R3∗ on the basis blades, which extends to arbitrary multivectors
by linearity. O−1(O(M)) = M as expected.
2.6 Duality transformation on multivectors and the join
A 2-dimensional subspace of the target model space R3 is defined by
dw + ax+ by = 0, (28)
where d, a, b are fixed coefficients and w, x, y are coordinates of a variable vector x = we0+xe1+ye2.
This equation is not metric, but due to its form it can be written in R3∗ with the elliptic metric as
a · xI = 0, (29)
where a = de0 + ae1 + be2 is a fixed vector in R3∗ and xI = I−1(x) = we0 + xe1 + ye2 is a variable
vector in R3∗ (I−1 is the inverse of the identity transformation). It follows that the linear subspace
represented by xI is orthogonal to Sub(a). Therefore, this subspace can be represented by the blade
O(a) in
∧
R3∗. Moreover, the blade I(O(a)) in
∨
R3 represents a linear subspace of R3 consisting
of vectors x = we0 + xe1 + ye2 which satisfy Equation (28). For instance, consider the wz-plane in
R3 defined by x = 0. In this case, a = e1 and I(O(e1)) = I(−e20) = −e20, but the subspace of R3
represented by −e20 coincides with the wz-plane.
Imposing additional constraints d = 1 and w = 1 gives ax + by + 1 = 0, which defines the duality
relationship between the line L = {(x, y)|ax+ by + 1 = 0} in T2 and the point (a, b) in T2∗. Exactly
the same relationship is captured by a ∈ R3∗, which represents (a, b), and I(O(a)) in ∨R3, which
represents L.
A 1-dimensional subspace of the target model space R3 can be defined as the intersection of two
2-dimensional subspaces: {
d1w + a1x+ b1y = 0,
d2w + a2x+ b2y = 0,
(30)
where d1, a1, b1 and d2, a2, b2 are fixed coefficients and w, x, y are coordinates of a variable vector
x = we0 + xe1 + ye2. This 1-dimensional subspace represents a point in the target space T2 and, if
the metric is elliptic, consists of vectors x which satisfy both
a1 · xI = 0 and a2 · xI = 0, (31)
where a1 = d1e0 + a1e1 + b1e2 and a2 = d2e0 + a2e1 + b2e2. These two equations are equivalent to
(a1 ∧ a2) · xI = 0. (32)
So, the subspace represented by xI is orthogonal to Sub(a1 ∧ a2). It can be represented by O(a1∧a2),
which is a vector in R3∗. Then, the vector I(O(a1 ∧ a2)) represents a 1-dimensional subspace of R3
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defined by (30). For instance, x = 0 and y = 0 define the w-axis in R3. In this case, a1 = e1,
a2 = e2, and I(O(e1∧e2)) = I(O(e12)) = I(e0) = e0, but e0 represents a linear subspace of R3 which
coincides with the w-axis.
The subspaces of dimension 0 and 3 are special cases, but they conform to the same pattern observed
above. The 0-dimensional subspace, i.e. the origin, can be defined as the intersection of three 2-
dimensional subspaces: 
d1w + a1x+ b1y = 0,
d2w + a2x+ b2y = 0,
d3w + a3x+ b3y = 0.
(33)
This 0-dimensional subspace can be represented by I(O(a1∧a2∧a3)), which is a scalar. So the origin
of R3 can be represented dually by the trivector T = a1 ∧a2 ∧a3 and directly by the scalar I(O(T )).
The 3-dimensional subspace of R3 coincides with the whole space. It can be defined by 0w+0x+0y =
0, which corresponds to the origin of R3∗ represented by a scalar α in
∧
R3∗. So the 3-dimensional
subspace can be represented dually by α and directly by I(O(α)), which is a trivector in
∨
R3.
To summarise, I(O(Ak)) directly represents the same linear subspace of R3 as that represented dually
by a blade Ak ∈
∧
R3∗. For vectors and bivectors, these subspaces represent points and lines in T2
and T2∗ related by duality. Therefore, the duality transformation can be defined on blades in
∧
R3∗
by J(Ak) = I(O(Ak)). Both O and I are linear and admit general multivectors, so I can define the
duality transformation J :
∧
R3∗ → ∨R3 on an arbitrary multivector X ∈ ∧R3∗ by
J(X) = I(O(X)). (34)
On the basis blades, the duality transformation is given by
X 1 e0 e1 e2 e12 e20 e01 e012
J(X) −e012 −e12 −e20 −e01 e0 e1 e2 1
This table and the property of linearity can be used to compute J for any arbitrary multivector. The
inverse J−1 :
∨
R3 → ∧R3∗ for an arbitrary multivector Y ∈ ∨R3 is given by
J−1(Y ) = O−1(I−1(Y )). (35)
On the basis of
∨
R3, I get
Y 1 e0 e1 e2 e12 e20 e01 e012
J−1(Y ) e012 e12 e20 e01 −e0 −e1 −e2 −1
J−1(J(X)) = X as expected.
The join.
The duality transformation makes it possible to define the join of two multivectors A and B in the
dual model space
∧
R3∗ as follows
A ∨B = J−1(J(A) ∨ J(B)), (36)
where I use the same symbol ∨ for the join in ∧R3∗ as the one used for the outer product in ∨R3.
The join is metric-independent, since it only depends on the duality transformation and the outer
product in
∨
R3.
For a vector a = de0+ae1+be2 and a bivector P = we12+xe20+ye01 in
∧
R3∗ the following equality
holds
a ∧P = (a ∨P)I, where a ∨P = dw + ax+ by. (37)
Note that a ∨P = 0 if the point dually represented by P lies on the line dually represented by a.
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The join of bivectors P = wPe12 + xPe20 + yPe01 and Q = wQe12 + xQe20 + yQe01 is given by
P ∨Q = (yPxQ − xPyQ)e0 + (wPyQ − wQyP )e1 + (wQxP − wPxQ)e2. (38)
It is a vector representing the line that passes through the points dually represented by P and Q.
For wP = 1 and wQ = 1, the equation that defines the line becomes
(xQ − xP )y = (yQ − yP )x+ xQyP − xPyQ. (39)
The join of a multivector with the pseudoscalar yields the same multivector, i.e. M ∨ I = M . In∧
R3∗, Ak ∨Bl = 0 if k+ l < 3, where Ak is a k-vector and Bl is an l-vector. For instance, a∨b = 0
and α ∨P = 0. Furthermore, a ∨P = P ∨ a and P ∨Q = −Q ∨P.
The equality P×Q = (P ∨Q)I holds for any bivectors P and Q in ∧R3∗.
The inner product of a k-blade Ak and an l-blade Bl, where k ≤ l, is related to the join and the
outer product as follows:
Ak ·Bl = (AkI) ∨Bl,
(Ak ·Bl)I = Ak ∧ (BlI).
(40)
For instance, a · b = (aI) ∨ b and (a ·P)I = a ∧ (PI). The equalities (40) are applicable in R4∗ and
R5∗ as well.
2.7 Generalising duality transformation to R(n+1)∗
The duality transformation defined above for n = 2 can be easily generalised to the case of arbitrary
n. Since it is linear, it is sufficient to define Jn :
∧
R(n+1)∗ → ∨Rn+1 on the basis blades of ∧R(n+1)∗.
For a basis blade eS, where S is a list of indices for this blade, I define
Jn(eS) = e
S˜⊥ , (41)
where S⊥ is a list of indices complementary to S such that S⊥S is an even permutation of 01 . . . n,
and S˜⊥ is the reversion of the indices in S⊥, e.g. 0˜123 = 3210. It is assumed that e∅ = 1 and
e∅ = 1 (note that I use the same notation for scalars in
∧
R3∗ and
∨
R3 for simplicity). The
reversion has no effect on an empty list or a list consisting of one index, e.g. ∅˜ = ∅ and 1˜ = 1. For
example, S = 1 yields S⊥ = 20 for n = 2, since S⊥S = 201 is an even permutation of 012, so that
J2(e1) = e
2˜0 = e02 = −e20. The transformation Jn extends to arbitrary multivectors by linearity,
e.g. J3(2e0−e23) = 2J3(e0)−J3(e23). The duality transformation thus defined is independent of the
metric.
To understand this definition, observe that eS⊥S = e01...n = In+1 for any basis blade eS in
∧
R(n+1)∗.
So, in
∧
R(n+1)∗ with the elliptic metric,
eSI
−1
n+1 = eS I˜n+1 = eS e˜S⊥S = eS e˜S⊥eS = eS e˜S e˜S⊥ = e˜S⊥ = eS˜⊥
and
Jn(eS) = I(O(eS)) = e
S˜⊥ , (42)
where I and O are the appropriate identity and orthogonality transformations.
The inverse transformation is defined on an arbitrary multivector Y ∈ ∨Rn+1 by
J−1n (Y ) = O
−1(I−1(Y )), (43)
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which gives J−1n (e
S) = eSIn+1 = eSI
−1
n+1I
2
n+1 for the elliptic metric. Since I
2
n+1 = −1 if n = 1, 2 and
+1 if n = 3, 4, the following applies
J−1n (e
S) =
{
− e
S˜⊥ , if n = 1, 2
+ e
S˜⊥ , if n = 3, 4
(44)
regardless of the metric. Therefore, in
∧
R4∗ and
∧
R5∗, J−1n can be obtained from Jn by lowering
and raising the indices, e.g. J4(e230) = e
41 gives J−14 (e
230) = e41. In
∧
R2∗ and
∧
R3∗, in addition
to lowering and raising the indices it is also necessary to change the sign, e.g. J2(e12) = e
0 gives
J−12 (e
12) = −e0.
Table 1: T3, R4, and R4∗
Bivectors
S 10 20 30 23 31 12
S⊥S 3210 1320 2130 0123 0231 0312 even permutations of 0123
S⊥ 32 13 21 01 02 03
S˜⊥ 23 31 12 10 20 30
Other multivectors
S ∅ 0 1 2 3 123 320 130 210 0123
S⊥S 3210 3210 0231 0312 0123 0123 1320 2130 3210 0123
S⊥ 3210 321 023 031 012 0 1 2 3 ∅
S˜⊥ 0123 123 320 130 210 0 1 2 3 ∅
Table 2: T4, R5, and R5∗
Bivectors
S 10 20 30 40 23 31 12 41 42 43
S⊥S 43210 41320 42130 12340 01423 02431 03412 03241 01342 02143
S⊥ 432 413 421 123 014 024 034 032 013 021
S˜⊥ 234 314 124 321 410 420 430 230 310 120
Trivectors
S 234 314 124 321 410 420 430 230 310 120
S⊥S 01234 02314 03124 04321 32410 13420 21430 14230 24310 34120
S⊥ 01 02 03 04 32 13 21 14 24 34
S˜⊥ 10 20 30 40 23 31 12 41 42 43
Other multivectors
S ∅ 0 1 2 3 4 1234 2340 3140 1240 3210 01234
S⊥S 43210 43210 04321 04132 04213 01234 01234 12340 23140 31240 43210 01234
S⊥ 43210 4321 0432 0413 0421 0123 0 1 2 3 4 ∅
S˜⊥ 01234 1234 2340 3140 1240 3210 0 1 2 3 4 ∅
The formula (41) alone is not sufficient in the case of
∧
R2∗, because 01 is the only possible even
permutation of 01, which gives J1(1) = −e01, J1(e1) = e0, J1(e01) = 1. Using the orthogonality
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transformation directly gives J1(e0) = −e1. I also get the following for the inverse: J−11 (1) = e01,
J−11 (e
0) = e1, J
−1
1 (e
1) = −e0, J−11 (e01) = −1.
The transformation Jn is an isomorphism in the sense that a blade Ak ∈
∧
R(n+1)∗ represents dually
the same geometric object in Tn as that represented directly by Jn(Ak) ∈
∨
Rn+1. The target and
dual Grassmann algebras are not isomorphic with respect to the outer product, i.e. Jn(A ∧ B) 6=
Jn(A) ∨ Jn(B).
2.8 Representing orientation and weight with blades
Since blades in
∨
R3 and
∧
R3∗ are oriented, their orientation can be used to represent the orien-
tation of points and lines in T2. The orientation in T2 inherited from
∨
R3 is called the bottom-up
orientation, while
∧
R3∗ provides the top-down orientation.
The point at the origin of T2 is represented by the bivector e12 as shown in Figure 22. It is natural
to assign the orientation of e12 as a bivector in R3∗ to represents the counterclockwise orientation
of the point at the origin of T2. In general, any bivector in
∧
R3∗ can be written as we12 + e0 ∧ a,
where α ∈ R and a ∈ R3∗. Its dual is a vector we0 + J(e0 ∧ a) in R3. I assign the counterclockwise
orientation to the points represented dually by we12+e0∧a with w > 0, and the clockwise orientation
to those with w < 0. This is illustrated in Figure 23 for a counterclockwise point at (−1,−1
2
).
In the bottom-up view of T2, points lack an orientation but the representing vectors in R3 do have
an orientation. The finite points are represented by vectors x = we0 + xe1 + ye2, where w 6= 0. The
finite points represented by vectors with w > 0 can be thought of as having the positive bottom-
up orientation, and those with w < 0 as having the negative bottom-up orientation. The positive
bottom-up orientation corresponds to the counterclockwise top-down orientation, while the negative
bottom-up orientation corresponds to the clockwise top-down orientation. Hence, points shown in
Figures 22(a) and 23(a) have the positive orientation.
Any bivector that can be written as e0 ∧a, where a ∈ R3∗, represents a point at infinity in T2. Since
e0 ∧ e0 = 0, it is sufficient to consider vectors a that lie in the ab-plane, i.e. a = ae1 + be2. The
relationship between such bivectors and the top-down orientation of the points at infinity they dually
represent is illustrated in Figures 24 and 25, where the top-down orientation is shown with a solid
vector in T2. The top-down orientation of a point at infinity dually represented by e0∧a is consistent
with the direction of I(a) = ae1 + be2 in R3 and (a, b) in T2. As there is a natural isomorphism
between vectors in the ab-plane of R3 and vectors in T2, I will tacitly identify such vectors in R3 with
the corresponding vectors in T2. So, the top-down orientation of a point at infinity dually represented
by e0 ∧ a is provided by I(a) seen as a vector in T2.
Points at infinity in T2 are directly represented by vectors x = xe1+ye2, which lie in the plane w = 0.
The bottom-up orientation of such points is consistent with the orientation of the representing vector
in R3, as illustrated in Figures 24(a) and 25(a), where the bottom-up orientation is shown with a
dashed vector. So, the bottom-up orientation of a point at infinity dually represented by e0 ∧ a is
provided by J(e0 ∧ a) = −be1 + ae2 seen as a vector in T2. The bottom-up orientation of points at
infinity is somewhat misleading as it suggests that a point at infinity is located in the direction of
the orienting vector, but the same point lies at infinity in the opposite direction.
A similar relationship exists between vectors in R3∗ and oriented lines in T2. Consider a line L
defined by ax+ by + d = 0. This line can be represented dually by a = de0 + ae1 + be2 and directly
by J(a). The relationship between the line’s top-down orientation and a is illustrated in Figure 26,
where the top-down orientation is shown with a solid vector in T2. Since the value of d has no effect
on the line’s orientation and is only responsible for the line’s shift from the origin, it can be ignored.
To obtain the top-down orientation, take I(a) = de0 +ae1 +be2 and remove the component along e0,
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(a) R3 (b) R3∗
Figure 22: The origin of T2 with the counterclockwise orientation and e12 in R3∗
(a) R3 (b) R3∗
Figure 23: The counterclockwise point (−1,−1
2
) in T2 represented directly by J(P) = 2e0− 2e1− e2
and dually by P = (e0 + e1) ∧ (e0 + 2e2) = 2e12 − 2e20 − e01
which yields x = ae1 + be2 in R3 and (a, b) in T2. The line is oriented towards the origin if d > 0 and
away from the origin if d < 0 (compare Figures 26 and 27). The line at infinity in T2 corresponds
to the origin of T2∗ and, therefore, can be represented by de0, where d 6= 0. The line at infinity is
oriented towards the origin if d > 0 and away from the origin if d < 0.
The line L is represented directly by J(a), which can be used to get the bottom-up orientation. To
get the orienting vector along the line, obtain J(a) and eliminate the component along e12, since it
only causes a shift of the line from the origin without affecting its orientation. If a = de0 +ae1 + be2,
then J(a) = −de12− ae20− be01 and setting d = 0 yields B = −ae20− be01, which can be written as
B = e0 ∨ x, where x = −be1 + ae2 can be identified with (−b, a) in T2 and provides the bottom-up
orientation of L. This is illustrated in Figures 26(a) and 27(b), where the bottom-up orientation is
shown with a dashed vector in T2.
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(a) R3 (b) R3∗
Figure 24: A point at infinity in T2 represented directly by J(e0 ∧ a) = −2e1 − e2 and dually by
e0 ∧ a, where a = −e1 + 2e2 (the point lies on a line defined by −x+ 2y = 0)
(a) R3 (b) R3∗
Figure 25: The same point at infinity as in Figure 24 but with the opposite orientation, i.e. a =
e1 − 2e2
The bottom-up orientation of the line at infinity is either clockwise or counterclockwise, depending
whether the points at infinity, which constitute the line at infinity, are traversed in the clockwise or
counterclockwise direction. So, for instance, e12 is counterclockwise and −e12 is clockwise.
A point in T2 does not have a weight. However, since the blade it is dually represented by does
have a weight, it is natural to use the blade’s weight as a characteristic of the point itself, i.e. the
point’s weight is identified with the blade’s weight. The same applies to a line, whose weight can be
identified with the weight of the blade that dually represents the line.
Summary (from
∧
R3∗ to T2 )
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(a) R3 (b) R3∗
Figure 26: Line L defined by −1
2
x+ y + 1 = 0 and dually represented by a = 2e0 − e1 + 2e2 in R3∗
and directly represented by J(a) = −2e12 + e20 − 2e01 = (e0 + 2e1) ∨ (e0 − e2)
(a) R3 (b) R3∗
Figure 27: Same line as in Figure 26 but with the opposite orientation, i.e. a = −2e0 + e1 − 2e2
Bivectors → points in T2:
P = e12 + xe20 + ye01 → a counterclockwise (positive) point at (x, y).
αP, α > 0 → same as above but with a different weight.
−P → same as P but with the opposite orientation (clockwise, or negative).
N = e0 ∧ (ae1 + be2) → a point at infinity which lies on the line ax + by = 0; its top-down and
bottom-up orientations are given by (a, b) and (−b, a) respectively.
αN, α > 0 → same as above but with a different weight.
−N → same as N but with the opposite orientation.
Vectors → finite lines in T2 and the line at infinity:
a = de0 + ae1 + be2 → a line in T2 defined by ax + by + d = 0; the line’s top-down and bottom-up
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orientations are given by (a, b) and (−b, a) respectively.
αa, α > 0 → same line with a different weight.
−a → same line with the opposite orientation
de0 → the line at infinity in T2 (in the top-down view, it is oriented towards the origin if d > 0 or
away from the origin if d < 0).
In the following, I identify blades in R3∗ with the geometric objects in T2 that these blades dually
represent. For instance, when referring to a as a line and P as a point, I mean a line in T2 dually
represented by a and a point in T2 dually represented by P, respectively. This terminology will apply
to the dual representation only. I will use blades in R3∗ to label geometric objects in T2.
2.9 Euclidean plane E2
For a line a = de0 + ae1 + be2 and a point P = we12 + xe20 + ye01, I have a
2 = a2 + b2, P2 = −w2,
‖a‖ = (a2 + b2)12 , and ‖P‖ = |w|. Points at infinity and the line at infinity have zero norm. A finite
line a and a finite point P are normalised if ‖a‖ = 1 and ‖P‖ = 1. Note that a normalised point can
be either clockwise or counterclockwise.
The point at infinity e0 ∧ a lies on a line a and gives the orientation of the line. In figures, I depict
it as an arrow with a small base. The base can be thought of as a small segment of one of the lines
in the stack representing the point at infinity. The arrow indicates the top-down orientation of the
stack. Speaking informally, it selects one of the two possible directions of rotation around the point
at infinity. When a point at infinity is depicted in this fashion, it can be placed anywhere in the
figure since that has no effect on the stack or its orientation. For the line a = 2e0 − 2e1 − e2 shown
in Figure 28(a), I have e0 ∧ a = e0 ∧ (−2e1 − e2) = e20 − 2e01. The length of the arrow and its
direction are consistent with the vector (−2,−1). On the other hand, aI = (2e0 − 2e1 − e2)e012 =
−2e20 − e01 = e0 ∧ (−e1 + 2e2) is a point at infinity that lies in the direction perpendicular to the
line a. The point at infinity aI is called the polar point of a.
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Figure 28: Basic properties of points and lines in E2
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Figure 29: The join of two points in E2
The inner product a·P gives a line passing through P and is perpendicular to a. An example is shown
in Figure 28(b), where a = 2e0−2e1−e2 and P = e12−3e20−3e01, which gives a·P = −3e0+e1−2e2.
The line a ·P is normalised if both a and P are normalised.
For a normalised counterclockwise point P and a normalised line a, I have a ∧ P = ±rI, where
r = |d + ax + by| is the distance between the point and the line (the plus sign obtains if the line is
oriented towards the point). Since a ∧ P = (a ∨ P)I, I get r = |a ∨ P|. Furthermore, |d| gives the
distance between the line and the origin (the sign of d is positive if the line is oriented towards the
origin, otherwise it is negative).
For a finite point P = we12 + xe20 + ye01, I get e0 ∧ P = wI and PI = −we0, the latter being the
line at infinity weighted by w. For a point at infinity N = e0 ∧ (ae1 + be2), I get e0 ∧N = 0, i.e. N
lies on the line e0, and NI = 0.
The join P ∨Q of two finite points gives a line passing through the points. For example, the join of
P = e12 +
1
2
e20 + e01 and Q = e12 + 2e20 + 2e01 yields P ∨Q = e0 + e1 − 32e2 (see Figure 29(a)).
The commutator P × Q is a point at infinity that lies in the direction perpendicular to the line
passing through P and Q; the commutator’s orientation is from Q to P if both points have the same
orientation. This is consistent with the equality P ×Q = (P ∨Q)I. For normalised points P and
Q, the distance r between them is given by
r = ‖P ∨Q‖. (45)
So, for the points used in the example, I get ‖P ∨Q‖ =
√
12 +
(−3
2
)2
=
√
13
2
.
Joining P = e12 +
1
2
e20 + e01 and the point at infinity N = e0 ∧ (23e1 − e2) results in P ∨ N =
2
3
e0 +
2
3
e1 − e2, which is a line that contains both P and N (see Figure 29(b)). The orientation of
P∨N coincides with the orientation of N if P is counterclockwise. The join of two points at infinity
gives the line at infinity.
For normalised parallel (and anti-parallel) lines,
ab = ±1 + a ∧ b, (46)
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Figure 30: Parallel lines in E2
where a ∧ b is a point at infinity, oriented from a to b if both lines have the same orientation (or
from b to a if the orientations are opposite, i.e. the lines are anti-parallel). The distance between the
lines can be found by computing ‖e12 ∨ (a ∧ b)‖, provided that the lines are normalised. Examples
are shown in Figure 30.
For normalised intersecting lines a and b,
ab = cosα + P sinα, (47)
where α ∈ (0, pi) is the angle between the orientation arrows of the lines a and b and P = a ∧
b/ sinα is a normalised point where the lines intersect. The resulting point P can be clockwise or
counterclockwise depending on the orientation of the lines. So, the angle α between the normalised
lines a and b is defined by
cosα = a · b. (48)
For example, consider lines a = 1√
5
(2e0 − 2e1 − e2) and b1 = 1√8(e0 + 2e1 − 2e2), which have been
normalised. The lines and their orientation are shown in Figure 31(a). Computing the inner and
outer products gives
ab1 = a · b1 + a ∧ b1 = − 1√10 + 3√10(e12 + 12e20 + e01),
so that the point P1 where the lines intersect is counterclockwise and is located at (
1
2
, 1), while
α1 = arccos
(
− 1√
10
)
≈ 108◦. On the other hand, for b2 = −b1, I get
ab2 = a · b2 + a ∧ b2 = 1√10 − 3√10(e12 + 12e20 + e01),
so that the intersection point P2 is clockwise and α2 = arccos
(
1√
10
)
≈ 72◦ (see Figure 31(b)).
A geometric object, i.e. a line or a point, can be split into projection and rejection with respect
to another geometric object as long as it is invertible. This split is captured naturally by the
two components of the geometric product. For instance, a = (ab)b−1 = (a · b + a ∧ b)b−1 =
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Figure 31: Intersecting lines in E2
(a ·b)b−1 +(a∧b)b−1, where proj(a; b) = (a ·b)b−1 is the projection of a line a on a finite line b and
rej(a; b) = (a ∧ b)b−1 is the rejection of a by b. Note that the attitude of proj(a; b) coincides with
that of b. (P · b)b−1 is the projection of a point P on a finite line b and (P∧ b)b−1 is the rejection
(the same applies to a point at infinity N). This is illustrated in Figure 32(a), where a = 1
2
e0 − e1,
P = e12 − e20 − 2e01, N = −e01, and b = 14(2e0 − 2e1 − e2). Observe that both (P · b)b−1 and
(N · b)b−1 lie on the line b.
The projection of a line a on a finite point P is given by (a ·P)P−1; the rejection (a∧P)P−1 yields
the line at infinity. The projection of a finite point Q on P is given by (Q ·P)P−1 and the rejection
of Q by P is a point at infinity (Q×P)P−1. Since N ·P = 0, the rejection (N×P)P−1 of a point
at infinity N by P coincides with N. See Figure 32(b).
There are two ways to define a reflection in E2 depending on whether one takes the top-down or
bottom-up view. Both reflections yield the same result in terms of attitude and weight, but the
orientation may be different.
The reflection of a line a in a finite line b defined by −bab−1 is consistent with the top-down
orientation of a. It is illustrated in Figure 33(a), where a = 1
4
(−2e0 + 2e1 + e2) and b = e1 + e2.
Observe that the top-down reflection of a perpendicular line yields the same line. Indeed, if a ·b = 0,
then −bab−1 = −(b∧a)b−1 = (a∧b)b−1 = abb−1 = a. On the other hand, the top-down reflection
of a parallel line reverses its orientation. For the line at infinity, −be0b−1 = e0. Note also that the
orientation and weight of the line in which the reflection is carried out have no effect on the reflection.
The top-down reflection of a point in a line can be understood by applying suitable line reflections.
For instance, consider the top-down reflection of a point at infinity N in b, which is given by bNb−1.
See Figure 33(b) where N = e0 ∧ (−e1 + 2e2). The point at infinity N is a stack of lines and its
orientation is the direction of stepping through the lines in the stack. Reflecting each line in the stack
yields a new stack, which corresponds to bNb−1. The same formula applies to the reflection of finite
points, i.e. bQb−1 for a point Q. An example is shown in Figure 33(b) where Q = e12 − e20 − e01.
Note that the reflected point has the opposite orientation, i.e. clockwise. Indeed, since the sheaf of
lines representing Q is counterclockwise, reflecting each line in the sheaf yields a clockwise sheaf of
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Figure 32: Projection and rejection in E2
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Figure 33: Reflection in a line in E2
lines intersecting at the point bQb−1. Since a point can be written as the intersection of two lines,
the top-down reflection of the point Q = q1 ∧ q2 in a line b can be found by reflecting q1 and q2 in
b and intersecting the reflected lines. Namely, bQb−1 = b(q1 ∧ q2)b−1 = (−bq1b−1) ∧ (−bq2b−1).
The minus signs cancel out.
The top-down reflection of a line a in a finite point Q is given by QaQ−1. The reflection of a in
Q is equivalent to the reflection of a in any two perpendicular lines intersecting at the point Q. In
other words, the reflection in a point is equivalent to the consecutive reflections in two perpendicular
lines. A finite point Q can be represented as the intersection of two lines, one of which is parallel to
36
xy
b
Q
QbQ−1
N
QNQ−1
(a)
x
y
R
Q
RQR−1
(b)
Figure 34: Reflection in a point in E2
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Figure 35: Scaling in E2
a and the other is perpendicular. Since the top-down reflection of a in a perpendicular line leaves
a unchanged, the top-down reflection of a in Q is equivalent to the reflection in a line that passes
through Q and is parallel to a. This is illustrated in Figure 34(a).
RQR−1 gives the top-down reflection of Q in a finite point R. An example for R = e12 + e20 and
Q = e12 − e20 − e01 is shown in Figure 34(b). If Q = q1 ∧ q2, then RQR−1 = R(q1 ∧ q2)R−1 =
(Rq1R
−1) ∧ (Rq2R−1). So the reflection of Q in R can be constructed by reflecting the lines
which constitute Q and taking the intersection of the reflected lines. The resulting orientation of the
reflected point is the same as that of the original point. Indeed, reflecting each line in the sheaf dually
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represented by Q gives a sheaf of lines intersecting at RQR−1 with the same top-down orientation
as Q. In general, (−1)klAkBlA−1k gives the top-down reflection of a blade Bl in an invertible blade
Ak.
I assume that the bottom-up reflection of a point Q in a finite point R is given by RQR−1, which
implies that the bottom-up orientation of the reflected point is the same as that of the original
point, e.g. if Q is positively oriented, then RQR−1 is also positively oriented. The bottom-up
reflections of objects other than points are constructed from point reflections. For instance, the
reflection of a line a = P1 ∨ P2, which passes through the points P1 and P2, in a point Q is
obtained by reflecting P1 and P2 in Q and then taking the join of the reflected points. Namely,
QaQ−1 = Q(P1 ∨P2)Q−1 = (QP1Q−1) ∨ (QP2Q−1).
I further assume that the bottom-up reflection of a point Q in a line b is given by bQb−1, which
implies that the bottom-up orientation of the reflected point is the opposite of the original point,
e.g. if Q is positively oriented, then bQb−1 is negatively oriented. The bottom-up reflection of a line
a = P1 ∨P2 in an invertible line b can be constructed by reflecting P1 and P2 in b and taking the
join of the reflected points. Namely, bab−1 = b(P1 ∨ P2)b−1 = (bP1b−1) ∨ (bP2b−1). Note that,
unlike the top-down reflection, the bottom-up reflection of a line in another line does not require the
minus sign. The bottom-up reflection of a line c in b is shown in Figure 33(a) for c = e0 +
2
3
e1 +
1
6
e2.
The bottom-up reflection of a perpendicular line reverses its orientation and that of the parallel line
maintains its orientation.
In general, the bottom-up reflection is given by (−1)nk(l−1)AkBlA−1k , where n is the dimension of
the metric space. Since n = 2 in E2, the above expression for the bottom-up reflection simplifies to
AkBlA
−1
k in E2.
Scaling can be obtained by considering the following combination of projection and rejection:
scale(a; b, γ) = proj(a; b) + γrej(a; b), (49)
which scales a by a factor of γ with respect to b; γ = 1 gives a. Equation (49) can also be written
as scale(a; b, γ) = a + (γ − 1)(a ∧ b)b−1 or scale(a; b, γ) = γa + (1 − γ)(a · b)b−1. In general,
scale(Ak;Bl, γ) = proj(Ak;Bl) + γrej(Ak;Bl) scales Ak with respect to an invertible blade Bl as long
as the geometric product of Ak and Bl can be split into two components for projection and rejection.
Scaling is illustrated in Figure 35, where b = e1 + e2, P = e12 + 2e01, a =
1
5
(−3e0 + 4e1 + 3e2),
Q = e12 + e01, and the scaling factor γ = 3. Scaling a line with respect to another line changes its
norm and scaling elements at infinity changes their weight.
Rotations and translations in E2 can be obtained via two consecutive reflections in lines a and b,
which satisfy a2 = 1, b2 = 1. For the intersecting lines, abPb−1a−1 gives the rotation of a point
P around the point a ∧ b by twice the angle between the lines a and b. If a and b are parallel,
abPb−1a−1 gives the translation of P in the direction perpendicular to a and b by twice the distance
between the lines. Note that (ab)−1 = b−1a−1 and so the transformations can be written as SPS−1,
where S = ab and a2 = 1, b2 = 1.
Multivectors that can be written as the product of an even number of lines, all of which square to
unity, form a group called the Spin group. I will refer to them as spinors. Spinors are thus responsible
for rotations and translations in E2. Spinors are even multivectors and each spinor satisfies SS˜ = 1,
so that S−1 = S˜. Moreover, any proper motion6 in E2, e.g. rotation or translation, can be generated
by a spinor that has the form S = eA for some bivector A.
Spinors form a group with respect to the geometric product, i.e. the product of two spinors is a spinor
and the inverse of a spinor is a spinor. It is not an algebra though, since the sum of two spinors is
6A proper motion is equivalent to a solid body motion, whereas an improper motion also includes a reflection.
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Figure 36: Rotation and translation in E2
generally not a spinor. The Spin group is a smooth manifold, in which the product and the inverse
are smooth functions, so it is a Lie group. In Euclidean space, this group consists of multivectors
eA, where A is an arbitrary bivector. Lie algebra of the Spin group consists of bivectors, with the
commutator used for multiplication in the algebra. Indeed, the commutator of two bivectors is a
bivector and, therefore, belongs in the algebra. The cross product satisfies Jacobi identity
(A×B)× C + (B × C)× A+ (C × A)×B = 0, (50)
where A,B,C are bivectors, so the Lie algebra is not associative, i.e. (A×B)× C 6= A× (B × C) ,
but it is anti-commutative since A×B = −B × A.
Consider a spinor
R = e−
1
2
αR = cos α
2
−R sin α
2
, (51)
where a finite point R = e12 + xe20 + ye01 is normalised and counterclockwise, and
T = e−
1
2
λe0∧a = 1− 1
2
λe0 ∧ a, (52)
where a = ae1 + be2 is normalised.
RPR−1 is a point that results from the counterclockwise rotation of P around R by the angle α > 0;
the rotation is clockwise if α < 0. TPT−1 is a point that results from the translation of P by λ
in the direction of (a, b), which is perpendicular to a. RbR−1 and TbT−1 give the same as above
for a line b. Figure 36(a) shows an example of the counterclockwise rotation of P = e12 + 3e20,
b = e0 − 12e2, and N = e0 ∧ e2 by a spinor R = e−
1
2
pi
4
R, where R = e12 + e20 is normalised and
counterclockwise. Figure 36(b) shows the translation of P = e12 + 3e20 and b =
1
4
(2e0− 2e1−e2) by
the spinor T = 1 −
√
5
2
e0 ∧ a, where a = 1√5(−2e1 + e2) is normalised. Translation has no effect on
points at infinity. If the line to be rotated passes through the point of rotation, i.e. b∧R = 0 and so
bR = −Rb, the expression for rotation simplifies: RbR−1 = b(cosα+R sinα) = (cosα−R sinα)b.
In general, the rotation and translation of multivector M is performed with RMR−1 and TMT−1,
respectively. For instance, the rotation generated by the spinor R can be applied to the spinor T ,
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which gives T ′ = RTR−1 = 1 −
√
5
2
(e0 ∧ a′). T ′ translates by the same amount as T but in the
direction perpendicular to a′ = RaR−1.
2.10 Linear functions
A linear function f : R3∗ → R3∗ is defined on vectors in the dual model space R3∗ or lines in T2 and
satisfies the following properties:
f(a + b) = f(a) + f(b),
f(αa) = αf(a).
(53)
In this section, for the sake of example I will consider the function
f(a) = a + a ·P, (54)
where P = e12 + 2e20 +
3
2
e10 is fixed and the metric is Euclidean. The action of f on a line a is shown
in Figure 37(a). It is equivalent to 1) a counterclockwise rotation by 45◦ around the projection of P
on the line a and 2) an increase of the weight by a factor of
√
2.
The definition of a linear function f can be extended to bivectors by
f(a ∧ b) = f(a) ∧ f(b). (55)
This implies that the action of f on a∧b, which results from intersecting lines a and b, is equivalent
to the intersection of the lines f(a) and f(b). In other words, the action of f commutes with the outer
product.
For the linear function defined by (54), the right-hand side of Equation (55) can be expressed in
terms of a bivector A = a ∧ b as
f(A) = A + A×P− (A ·P)P. (56)
Indeed, substituting the definition of f into (55) and expressing the relevant inner and outer products
via the geometric product, I get
f(a ∧ b) = f(a) ∧ f(b) = (a + a ·P) ∧ (b + b ·P)
= (a + 1
2
aP− 1
2
Pa) ∧ (b + 1
2
bP− 1
2
Pb)
= 1
2
(a + 1
2
aP− 1
2
Pa)(b + 1
2
bP− 1
2
Pb)− 1
2
(b + 1
2
bP− 1
2
Pb)(a + 1
2
aP− 1
2
Pa)
= 1
2
(ab− ba) + 1
4
(ab− ba)P− 1
4
P(ab− ba)
− 1
8
(ab− ba)P2 − 1
8
P(ab− ba)P + 1
4
(aPb− bPa)P
= a ∧ b + (a ∧ b)×P− ((a ∧ b) ·P)P,
where I used P(a ∧ b)P = 2((a ∧ b) ·P)P− (a ∧ b)P2 and aPb− bPa = −2(a ∧ b) ·P, which is a
scalar.
The action of f on a finite point A and a point at infinity N is illustrated in Figure 37(b). Equa-
tion (56) can be rewritten as
f(A) = A(1−P2) + (A×P)P + A×P, (57)
which becomes
f(A) = 2
(
A + (1
2
− 1)(A×P)P−1 + 1
2
A×P) (58)
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Figure 37: Linear function f
if the metric is Euclidean (P2 = −1 and P−1 = −P). So, the action of f on a point A consists of
1) scaling A with respect to P by 1
2
, which gives a point in the middle between A and P, and 2)
shifting the result in the direction perpendicular to the line connecting A and P by half the distance
between A and P, followed by 3) increasing the weight by 2.
Since the geometric action of f is quite simple, it can be inverted as follows. For b = f(a), consider
the line b1 = b ·P and the line b2 that results from scaling b with respect to P by a factor of 2, i.e.
b2 = b + (2− 1)(b ∧P)P−1. These two lines intersect at a point which lies on a, so a can be found
by adding b1 and b2 with some suitable weights. Guided by this geometric insight, it is easy to find
that
f−1(b) = 1
2
(
b + (b ∧P)P−1 − b ·P) (59)
is indeed the inverse of f. Simple geometric reasoning also leads to the following expression for the
inverse of f on points:
f−1(B) = 1
2
(B−B×P). (60)
Indeed, A can be obtained from B = f(A) by shifting B in the direction perpendicular to the line
connecting P and B by the amount equal to the distance between P and B.
A linear function f can be defined on trivectors (pseudoscalars) as follows
f(a ∧ b ∧ c) = f(a) ∧ f(b) ∧ f(c). (61)
For the function defined by (54), I have f(I) = f(e0) ∧ f(e1) ∧ f(e2) = e0 ∧ (−32e0 + e1 + e2) ∧ (2e0 −
e1 + e2) = 2e0 ∧ e1 ∧ e2, i.e. f(I) = 2I. In general, for any linear function f, there is a unique scalar
α such that f(I) = αI. The scalar α is called the determinant of f and denoted by det (f), so that
f(I) = det (f)I. (62)
For a scalar a, I define f(a) = a. This definition is motivated by the fact that a∧ b = ab for a, b ∈ R,
so that f(1) = f(1 ∧ 1) = f(1) ∧ f(1) = f(1)2, which suggests f(1) = 1. Thus, f defined originally on
lines is extended to multivectors as follows:
f(a+ a + A + αI) = a+ a + a ·P + A + A×P− (A ·P)P + 2αI. (63)
41
In Euclidean space, its inverse is given by
f−1(b+ b + B + βI) = b+ 1
2
(
b + (b ∧P)P−1 − b ·P + B−B×P + βI) . (64)
Furthermore, f(A ∧ B) = f(A) ∧ f(B) hold for any multivectors A,B ∈ ∧R3∗; the same applies to
the inverse f−1 and det (f−1) = (det f)−1. Note that the above expression for f−1 is not applicable in
spaces other than Euclidean. In fact, the function f defined by (54) is not invertible in Minkowski
space since det f = 0 if the metric is Minkowski.
For any line ap that passes through the point P, I have ap∧P = 0 and, therefore, f(ap) = ap+apP =
ap(1 + P) and f(ap) = (1 − P)ap. Vectors dually representing lines that pass through P form
a 2-dimensional linear subspace of R3∗. The action of f on this subspace is characterised by two
eigenvalues, the left-eigenvalue λ1 = 1−P and the right-eigenvalue λ2 = 1 + P, so that f(ap) = λ1ap
and f(ap) = apλ2. The action of either eigenvalue on ap consists of a counterclockwise rotation
around P by 45◦ followed by increasing the weight by
√
2, e.g. f(ap) = λ1ap =
√
2
(
1√
2
− 1√
2
P
)
ap
and f(ap) = apλ2 =
√
2ap
(
1√
2
+ 1√
2
P
)
. These two distinct representations of the same action can
be combined in f(ap) =
√
2SapS
−1, where S = e−
1
2
pi
4
P. For the line at infinity de0 weighted by d, I
have f(de0) = de0. So, a 1-dimensional subspace of R3∗ consisting of vectors de0, where d ∈ R, is
characterised by the eigenvalue λ3 = 1. Since any line a can be decomposed into a line that passes
through P and the weighted line at infinity by means of projection and rejection, the function f
defined by (54) can be written as
f(a) =
√
2e−
1
2
pi
4
P(a ·P)P−1e12 pi4P + (a ∧P)P−1. (65)
Moreover, det (f) = λ1λ2λ3 = 2 and tr (f) = λ1 + λ2 + λ3 = 3, where tr (f) is the trace of f.
These properties can be extended to points as follows. For two lines ap and bp, which both pass
through the point P, f(ap ∧ bp) = f(ap) ∧ f(bp) =
√
2
√
2ap ∧ bp = 2ap ∧ bp. Indeed, rotating the
lines ap and bp around P by the same angle does not change ap ∧bp; only the weight of the bivector
increases since the weight of each line increases. In other words, f(P) = 2P. On the other hand,
f(e0 ∧ ap) = f(e0) ∧ f(ap) = e0 ∧ (ap + apP) = e0 ∧ [ap(1 + P)] = e0[ap(1 + P)] = (e0ap)(1 + P) =
(e0 ∧ ap)(1 + P) and f(e0 ∧ ap) = (1 − P)(e0 ∧ ap). Since any point at infinity N can be written
as e0 ∧ ap for some ap, I have f(N) = N(1 + P) and f(N) = (1 − P)N. So,
∧2R3∗ splits into two
subspaces: a 1-dimensional subspace consisting of αP, where α ∈ R, with the eigenvalue µ1 = 2 and
a 2-dimensional subspace consisting of points at infinity with the left-eigenvalue µ2 = 1−P and the
right-eigenvalue µ3 = 1 + P. Therefore,
f(A) = 2(A ·P)P−1 +
√
2e−
1
2
pi
4
P(A×P)P−1e12 pi4P. (66)
The above analysis is explicitly geometric in nature and independent of coordinate, in contrast with
the standard analysis based on matrices and coordinates, which is summarised below for comparison.
In the standard basis, I have
f(de0 +ae1 +be2) = de0 +a(−32e0 +e1 +e2)+b(2e0−e1 +e2) = (d− 32a+2b)e0 +(a−b)e1 +(a+b)e2,
and, therefore, the action of the function f on lines can be represented by a matrix multiplication as
follows da
b
→
1 −32 20 1 −1
0 1 1
da
b
 . (67)
The determinant of the matrix equals 2, its eigenvalues consist of one real number 1 and two complex
numbers 1 ± i, where i is the imaginary unit. There is one real eigenvector corresponding to the
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subspace of the line at infinity with different weights and two complex eigenvectors corresponding to
the subspace of finite lines passing through the point P.
Vectors of the dual model space R3∗ can be interpreted as linear functionals that act on vectors
of the target model space R3 and yield real numbers, i.e. a : R3 → R for any a ∈ R3∗. In the
standard basis, the action of the functional a = de0 + ae1 + be2 is defined by a[x] = dw + ax + by
for x = we0 + xe1 + ye2. This definition is not metric, but in Elliptic space, I have a[x] = a · xI ,
where xI = I−1(x) and I−1 is the inverse of the identity transformation. For a linear function f, the
adjoint f¯ : R3 → R3 is defined implicitly by
f(a)[x] = a[¯f(x)]. (68)
The action of f(a) on x is equivalent to the action of a on f¯(x). In other words, instead of acting on
x with f(a), it is possible to get the same result by acting on f¯(x) with a. The adjoint is a linear
function too, but it is defined on vectors of the target model space R3, whereas f is defined on vectors
of R3∗. A linear function f acts on the dual representation of lines and the adjoint f¯ acts on the direct
representation of points. The adjoint is defined on vectors, but it can be extended to multivectors of∨
R3 by using the outer product ∨ in the same fashion f is extended to multivectors of ∧R3∗. For
instance,
f¯(s) = s,
f¯(x ∨ y) = f¯(x) ∨ f¯(y),
f¯(x ∨ y ∨ z) = f¯(x) ∨ f¯(y) ∨ f¯(z),
(69)
where s is a scalar and x,y, z are vectors in R3. The determinant of the adjoint, defined by f¯(e012) =
det (¯f)e012, equals that of the function f, i.e. det f = det f¯. If f has the inverse f−1, the following
equalities hold:
f−1(M) = J−1f¯(JM)/ det f¯ for M ∈ ∧R3∗,
f¯(W ) = J f−1(J−1W )/ det f−1 for W ∈ ∨R3, (70)
where J is the duality transformation (I use a simplified notation, e.g. JM = J(M), for readability).
Moreover, the adjoint f¯ is also invertible and f¯−1 = f−1. So, the action of the adjoint f¯ is related
to the action of the inverse f−1 if it exists. However, the adjoint f¯ is more general than the inverse,
since it is defined uniquely even if f is not invertible.
A linear function f can be expressed in terms of the inverse of its adjoint, if the inverse exists, as
follows:
f(M) = J−1f¯−1(JM)/ det f¯−1. (71)
Since f¯−1(W1 ∨W2) = f¯−1(W1) ∨ f¯−1(W2) for any multivectors W1,W2 ∈
∨
R3, it follows that
f(A ∨B) = J−1f¯−1(J(A ∨B))/ det f¯−1 = J−1f¯−1(J(A) ∨ J(B))/ det f¯−1
= J−1 [¯f−1(JA) ∨ f¯−1(JB)]/ det f¯−1 = J−1[JJ−1f¯−1(JA) ∨ JJ−1f¯−1(JB)]/ det f¯−1
= J−1f¯−1(JA) ∨ J−1f¯−1(JB)/ det f¯−1 = f(A) ∨ f(B) det f¯−1 = f(A) ∨ f(B)/ det f
and, therefore,
f(A ∨B) = f(A) ∨ f(B)
det f
, (72)
which implies f(A ∨ B ∨ C) = f(A) ∨ f(B) ∨ f(C)/(det f)2 for the join of three multivectors. I
substitute P ∨ Q ∨ R and use the fact that the join of three points P,Q,R is a scalar, so that
f(P ∨Q ∨R) = P ∨Q ∨R, to obtain
(det f)2 =
f(P) ∨ f(Q) ∨ f(R)
P ∨Q ∨R . (73)
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In Euclidean space E2, 1
2
|P ∨Q ∨ R| gives the area of a triangle defined by the normalised points
P,Q,R, so
(det f)2 =
‖f(P)‖
‖P‖
‖f(Q)‖
‖Q‖
‖f(R)‖
‖R‖
AREA[f(P), f(Q), f(R)]
AREA[P,Q,R]
(74)
and, therefore, (det f)2 measures the amount by which the area of a triangle changes under the action
of the linear function f, multiplied by the change in the weight of the points that define the corners
of the triangle.
Substituting a = ei and x = e
j into Equation (68), I get f(ei)[e
j] = (f0ie0 + f1ie1 + f2ie2)[e
j] = fji
and ei [¯f(e
j)] = ei [¯f0je
0 + f¯1je
1 + f¯2je
2] = f¯ij, so that f¯ij = fji, where the first and second indices
refer to the rows and columns of the matrix, respectively. In other words, in the standard basis, the
matrix representation of the adjoint f¯ equals the transpose of the matrix representation of the linear
function f. For f defined by Equation (54), I have
f¯(e0) = f¯00e
0 + f¯10e
1 + f¯20e
2 = f00e
0 + f01e
1 + f02e
2 = e0 − 3
2
e1 + 2e2,
f¯(e1) = f¯01e
0 + f¯11e
1 + f¯21e
2 = f10e
0 + f11e
1 + f12e
2 = e1 − e2,
f¯(e2) = f¯02e
0 + f¯12e
1 + f¯22e
2 = f20e
0 + f21e
1 + f22e
2 = e1 + e2,
and, therefore,
f¯(we0+xe1+ye2) = w(e0− 3
2
e1+2e2)+x(e1−e2)+y(e1+e2) = we0+(−3
2
w+x+y)e1+(2w−x+y)e2.
So, the action of f¯ in the standard basis is indeed given bywx
y
→
 1 0 0−3
2
1 1
2 −1 1
wx
y
 . (75)
To illustrate how Equations (70) work, I compute f−1(e0) in terms of the adjoint. I have
f¯(e12) = f¯(e1) ∨ f¯(e2) = (¯f01e0 + f¯11e1 + f¯21e2) ∨ (¯f02e0 + f¯12e1 + f¯22e2)
= (¯f11f¯22 − f¯21f¯12)e12 + (¯f21f¯02 − f¯01f¯22)e20 + (¯f01f¯12 − f¯11f¯02)e01
and, therefore,
J−1f¯(Je0) = (¯f11f¯22 − f¯21f¯12)e0 + (¯f21f¯02 − f¯01f¯22)e1 + (¯f01f¯12 − f¯11f¯02)e2
= (f11f22 − f12f21)e0 + (f12f20 − f10f22)e1 + (f10f21 − f11f20)e2,
which gives
f−1(e0) = [(f11f22 − f12f21)e0 + (f12f20 − f10f22)e1 + (f10f21 − f11f20)e2]/ det f.
This expression determines the first column of the matrix of f−1. Similar expressions can be derived
for f−1(e1) and f−1(e2), which givesda
b
→ 1
2
2 72 −120 1 1
0 −1 1
da
b
 . (76)
for the matrix of f−1 in the standard basis. The matrix depends on the basis used to express the
coordinates, whereas Equation (64) is independent of coordinates.
Consider a linear function that satisfies
f(MI) = f(M)I (77)
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for any multivector M . Substituting M = a gives f(aI) = f(a)I, so the action of f on the polar point
of a is consistent with its action on the line itself. Substituting M = 1 gives f(I) = f(1)I = I and,
therefore, det f = 1 and f is invertible. Since a · b is a scalar and a · b = (aI) ∨ b , I have
a · b = f(a · b) = f((aI) ∨ b) = f(aI) ∨ f(b) = (f(a)I) ∨ f(b) = f(a) · f(b)
and, therefore,
a · b = f(a) · f(b). (78)
For a = b, Equation (78) gives ‖a‖ = ‖f(a)‖ and, therefore, the function f preserves the angles
between lines. Since P ∨Q is a line, I have ‖P ∨Q‖ = ‖f(P ∨Q)‖ and, therefore,
‖P ∨Q‖ = ‖f(P) ∨ f(Q)‖. (79)
P ·Q is a scalar and P ·Q = (PI)∨Q, so P ·Q = f(P) · f(Q), which for P = Q gives ‖P‖ = ‖f(P)‖.
Therefore, f preserves the distances between points as well.
Defining a linear function on lines in E2 and extending it to multivectors as was done above is one
way to obtain a linear function defined on multivectors. Obviously, this procedure does not exhaust
all possible linear functions defined on multivectors. These functions satisfy
f(A+B) = f(A+ f(B),
f(αA) = αf(A),
(80)
for α ∈ R and A,B ∈ ∧R3∗. For instance g(a) = e0 ∧ a defines a linear function g : R3∗ → ∧2R3∗,
acting on vectors and yielding bivectors. Furthermore, one can consider linear functions acting across
spaces. For instance h(P) = e1 ∨ J(P) defines h : ∧2R3∗ → ∨2R3, acting on bivectors in the dual
model space and yielding bivectors in the target model space. In the standard basis, linear functions
such as g :
∧
R3∗ → ∧R3∗ and h : ∧R3∗ → ∨R3 can be represented by 8× 8 matrices.
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3 3-dimensional geometry
3.1 Points and planes
In the target space T3, a plane that does not pass through the origin can be defined by
ax+ by + cz + 1 = 0, (81)
where a, b, and c are fixed and x, y, and z are variable; (x, y, z) is in T3. To define a plane, one needs
to specify three numbers (a, b, c). The dual space T3∗ is a linear space of the coefficients (a, b, c),
where every point defines a plane in the target space T3 via Equation (81).
(a) T3 (b) T3∗
Figure 38: Mutual correspondence between points and planes
An example is shown in Figure 38, where a point Q in T3∗ with the coordinates (a, b, c) = (1
2
,−1
3
, 1)
is dual to the plane Q∗ in T3 defined by 1
2
x− 1
3
y+z+1 = 0. The duality and identity transformations
are defined in the same way as in the 2-dimensional case, except that in T3 and T3∗, points correspond
to planes and vice versa. For instance, QI = I(Q) = (x, y, z) = (1
2
,−1
3
, 1) is a point in T3 identical
to Q, and Q∗ = J(Q) is a plane in T3 dual to the point Q in T3∗. The central point C(Q∗) of the
plane Q∗ is defined as a point where the line in T3 that passes through the point QI and the origin
of T3 intersects Q∗. It is given by
C(Q∗) = − (a, b, c)
a2 + b2 + c2
. (82)
In Euclidean space,
dQIdC(Q∗) = 1, (83)
where dQI is the distance from the origin to point Q
I and dC(Q∗) is the distance from the origin to
the central point of the plane Q∗.
Similarly, a point P in T3 with the coordinates (x, y, z) is dual to the plane P ∗ in T3∗ defined by
Equation (81), where x, y, and z are seen as fixed coefficients and a, b, c are variable. The dual
plane P ∗ enables the top-down view of the point P . Every point on the plane P ∗ corresponds
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(a) T3 (b) T3∗
Figure 39: Top-down view of a point in T3
to a plane in T3 passing through the point P . So, a point in the top-down view is a set of all
planes intersecting at the point, called a bundle of planes. An example is shown in Figure 39 where
P = (x, y, z) = (−1, 2, 1
2
) and the dual plane P ∗ in T3∗ is defined by −a + 2b + 1
2
c + 1 = 0. Three
planes from the bundle of planes around P are shown in Figure 39(a), the corresponding points T3∗,
which lie on the plane P ∗, are shown in Figure 39(b).
3.2 Lines
Let L be a line in T3 defined by 
p12y − p31z + p10 = 0,
p23z − p12x+ p20 = 0,
p31x− p23y + p30 = 0,
(84)
where the parameters satisfy
p10p23 + p20p31 + p30p12 = 0. (85)
In this system, only two equations are linearly independent. For instance, the third equation follows
from the first two and the constraint (85). Given that there are three variables involved in (84), the
system define a line. Furthermore, (84) implies
p10x+ p20y + p30z = 0 (86)
for any point (x, y, z) on the line.
For a line shown in Figure 40(a), the parameters have the following values: (p23, p31, p12) = (1,−1,−13)
and (p10, p20, p30) = (0,−13 , 1). The line passes through the points (1, 0, 0) and (0, 1, 13). Each point
on the line L corresponds to a plane in T3∗. Seven such planes are shown in Figure 40(b); the
corresponding points on the line L are shown in Figure 40(a). The planes intersect along the line L∗
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(a) T3 (b) T3∗
Figure 40: A line in T3 and its dual line in T3∗
defined by 
p30b− p20c+ p23 = 0,
p10c− p30a+ p31 = 0,
p20a− p10b+ p12 = 0,
(87)
where the parameters have the same values as above. The equality
p23a+ p31b+ p12c = 0 (88)
holds for any point (a, b, c) on L∗. In Euclidean space, L is parallel to the vector (p23, p31, p12) and
perpendicular to the vector (p10, p20, p30).
In the bottom-up view of T3∗, the line L∗ is a set of points, each of which corresponds to a plane
in T3 passing through the line L (see Figure 41). The planes that pass through L form a sheaf7 of
planes around L. So, in the top-down view, a line is a derivative geometric object represented by a
sheaf of planes. The top-down view of the line L is illustrated in Figure 41(a). Its dual line L∗ is
shown in Figure 41(b).
Let p0(L) be the plane passing through the line L and the origin of T3. The intersection point of the
dual line L∗ and the plane p0(L)I in T3∗, which is identical to p0(L), defines the central point of the
line L∗. Its coordinates are given by
ac = −p20p12 − p30p31
p210 + p
2
20 + p
2
30
, bc = −p30p23 − p10p12
p210 + p
2
20 + p
2
30
, cc = −p10p31 − p20p23
p210 + p
2
20 + p
2
30
. (89)
For a line that passes through the origin, the central point is at the origin by definition. To find the
central point of the line L, consider the plane q0(L
∗) passing through L∗ and the origin of T3∗ and
its identical plane q0(L
∗)I in T3. The line L intersects q0(L∗)I at the central point of the line. The
coordinates of the central point are as follows:
xc =
p20p12 − p30p31
p223 + p
2
31 + p
2
12
, yc =
p30p23 − p10p12
p223 + p
2
31 + p
2
12
, zc =
p10p31 − p20p23
p223 + p
2
31 + p
2
12
. (90)
7It is also called a pencil of planes.
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(a) T3 (b) T3∗
Figure 41: The top-down view of a line in T3
In Euclidean space,
dC(L)dC(L∗)I = 1, (91)
where dC(L) is the distance from the origin of T3 to the central point C(L) of L and dC(L∗)I is the
distance from the origin to C(L∗)I , which is the identical counterpart of the central point C(L∗).
Note that the central point is not affected by the identity transformation, i.e. if C(L) is the central
point of L, then C(L)I is the central point of LI .
The sheaf of planes representing L intersects the plane q0(L
∗)I along a structure equivalent to a sheaf
of lines residing inside q0(L
∗)I . In fact, the relationship between this sheaf of lines and the line L∗,
which lies in the plane q0(L
∗), is identical to that observed in the 2-dimensional space. A sheaf of
planes is a simple extension of a sheaf of lines into one extra dimension.
3.3 Points, lines, and the plane at infinity
Consider any finite plane in T3 and move it to infinity in any direction. This gives the plane at
infinity in T3. The dual point in T3∗ converge to the origin of T3∗, so the origin of T3∗ is dual to the
plane at infinity in T3. Similarly, the origin in the target space T3 is dual to the plane at infinity in
T3∗.
A line at infinity in T3 is represented by a stack of planes, which consists of all planes given by
ax+ by + cz + d = 0, (92)
where the coefficients (a, b, c) are fixed and d spans all possible values in R. Taking any finite line
in T3 and moving it to infinity results in a specific line at infinity. The corresponding line in T3∗
moves towards the origin. In the limit, it arrives at the origin of T3∗. So, any line at infinity in T3
corresponds to a line in T3∗ that passes through the origin of T3∗.
For example, let K0 be a line in T3∗ defined by (87) with (p10, p20, p30) = (0,−13 , 1) and (p23, p31, p12) =
(0, 0, 0). This line is shown in Figure 42(b). The points on K0 correspond to the planes in T3 which
comprise a stack of planes, i.e. a line at infinity dual to K0 and denoted by K
∗
0 . Some planes from
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(a) T3 (b) T3∗
Figure 42: A stack of planes in T3 and its dual line in T3∗
the stack are shown in Figure 42(a). One can think of the line K∗0 as the intersection of the planes
in the stack. The concept of a stack of planes is a simple extension of the concept of a stack of lines
in T2.
Moving a finite point in T3 to infinity in a given direction results in a specific point at infinity. It
corresponds to a plane in T3∗ passing through the origin of T3∗. Moving the same point to infinity in
the opposite direction yields the same plane in T3∗. So, similar to the 2-dimensional case, the same
point at infinity can be obtained by approaching infinity in two opposite directions.
For example, let r0 be a plane in T3∗ defined by −a + 2b + 12c = 0. This plane passes through the
origin of T3∗ (see Figure 43(b)). Points in T3∗ which lie on the plane r0 corresponds to a set of planes
in T3 defined by ax + by + cz + 1 = 0, where the coefficients (a, b, c) satisfy −a + 2b + 1
2
c = 0. In
Euclidean space, this set consists of the planes that are parallel to vector (−1, 2, 1
2
). Three planes
from this set are shown in Figure 43(a). These planes form a structure in T3 related to the one shown
in Figure 39, which depicts the top-down view of a finite point.
Once the infinite points and lines are defined, I can extend finite lines by points at infinity and finite
planes by lines at infinity in the same way I extended finite lines in T2 by points at infinity in T2.
With this extension, I augment the description of a sheaf of planes by the relevant plane passing
through the origin. I also augment a bundle of planes by the plane at infinity and the relevant plane
passing through the origin. Likewise, bundles of planes representing points are augmented.
3.4 Embedding and Grassmann algebra
The target space T3 is embedded in the target model space R4 and the dual space T3∗ is embedded
in the dual model space R4∗ in the same way as in the 2-dimensional case. Namely, (1, x, y, z) in
R4 is identified with (x, y, z) in T3 and (1, a, b, c) in R4∗ is identified with (a, b, c) in T3∗. So, T3 is a
3-dimensional hyperplane embedded in the target model space R4 at w = 1, and T3∗ is a hyperplane
at d = 1 in the dual model space R4∗.
The intersection of linear subspaces of R4 with T3 gives points, lines, and planes in T3. In particular,
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(a) T3 (b) T3∗
Figure 43: A point at infinity in T3 and its dual plane in T3∗
1-dimensional linear subspaces of R4 represent points, 2-dimensional subspaces represent lines, and
3-dimensional subspaces represent planes in T3. The subspaces that do not intersect T3 represent
geometric objects at infinity. The same applies to linear subspaces in R4∗. The duality and identity
transformations are extended to linear subspaces of the model spaces R4 and R4∗.
I will use the following notation for the basis in R4: e0 = (1, 0, 0, 0), e1 = (0, 1, 0, 0), e2 = (0, 0, 1, 0),
e3 = (0, 0, 0, 1), so that (w, x, y, z) = we0 + xe1 + ye2 + ze3. And for R4∗: e0 = (1, 0, 0, 0), e1 =
(0, 1, 0, 0), e2 = (0, 0, 1, 0), e3 = (0, 0, 0, 1), so that (d, a, b, c) = de0 + ae1 + be2 + ce3. The subscript
indices refer to the basis of the dual model space R4∗ and the superscript indices refer to the target
model space R4.
The basis of Grassmann algebra
∧
R4∗ consists of 24 = 16 multivectors:
1,
e0, e1, e2, e3,
e10, e20, e30, e23, e31, e12,
e123, e320, e130, e210,
I4 = e0123.
I will use I instead of I4 when there is no ambiguity. Capital Roman letters in bold font will be used
for trivectors in
∧
R4∗, which dually represent points in T3. Capital Greek letters in bold font will
be used for bivectors in
∧
R4∗, which dually represent lines in T3. So, a general multivector in R4∗
can be written as
M = s+ a + Λ + P + αI, (93)
where s, α ∈ R.
In
∧
R4∗ most bivectors are not simple, i.e. they cannot be written as the outer product of two
vectors. For instance, the bivector e01 + e23 is not simple. A trivial calculation reveals that (e01 +
e23) ∧ (e01 + e23) = 2I. If a bivector Λ is simple, then Λ ∧Λ = 0. The reverse is true as well, i.e. if
Λ ∧Λ = 0, then Λ is simple.
In general, a bivector Λ can be written as
Λ = p10e10 + p20e20 + p30e30 + p23e23 + p31e31 + p12e12. (94)
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Computing the outer product of Λ with itself yields
Λ ∧Λ = −2(p10p23 + p20p31 + p30p12)I. (95)
So, Λ is simple if
p10p23 + p20p31 + p30p12 = 0. (96)
If Λ is simple, it represents a linear subspace in R4∗ which can be obtained by solving
a ∧Λ = 0. (97)
Substituting a = de0 + ae1 + be2 + ce3 and Λ given by (94) yields
(de0 + ae1 + be2 + ce3) ∧ (p10e10 + p20e20 + p30e30 + p23e23 + p31e31 + p12e12)
= (ap23 + bp31 + cp12)e123 + (dp23 + bp30 − cp20)e023+
+ (dp31 + cp10 − ap30)e031 + (dp12 + ap20 − bp10)e012 = 0,
which is equivalent to 
ap23 + bp31 + cp12 = 0,
dp23 + bp30 − cp20 = 0,
dp31 + cp10 − ap30 = 0,
dp12 + ap20 − bp10 = 0.
(98)
Of these equations only two are linearly independent, so the system defines a plane in R4∗ whose
intersection with T3∗ is found by setting d = 1, which gives a line in T3∗. In other words, simple
bivectors in R4∗ represent lines in T3∗ and, therefore, they dually represent lines in the target space
T3.
The subspace represented by a vector s in R4∗ is found by solving
a ∧ s = 0. (99)
For example, s = (2, 1
2
,−1
3
, 1) = 2(1, 1
4
,−1
6
, 1
2
) represents a 1-dimensional subspace given by
a ∧ s = (de0 + ae1 + be2 + ce3) ∧ (2e0 + 12e1 − 13e2 + e3) =
(2a− d
2
)e10 + (2b+
d
3
)e20 + (2c− d)e30 + (b+ c3)e23 + ( c2 − a)e31 + (−a3 − b2)e12 = 0,
which is equivalent to
2a =
d
2
, 2b =
−d
3
, 2c = d, b = − c
3
,
c
2
= a,
a
3
=
−b
2
.
For d = 1, I get a point in R4∗ with the coordinates a = 1
4
, b = −1
6
, c = 1
2
, which dually represents a
plane in T3 defined by 1
4
x− 1
6
y + 1
2
z + 1 = 0.
A trivector P represents a 3-dimensional hyperplane in R4∗, which can be obtained by solving
a ∧P = 0. (100)
For example, for P = 2e123 + e320 + 3e130 + 4e210 = 2(e123 +
1
2
e320 +
3
2
e130 + 2e210), I get
(de0 + ae1 + be2 + ce3) ∧ (2e123 + e320 + 3e130 + 4e210) = (2d+ a+ 3b+ 4c)e0123 = 0,
and
2d+ a+ 3b+ 4c = 0,
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which is a hyperplane in R4∗. Its intersection with T3∗ is obtained by setting d = 1, which gives a
plane defined by 2 + a + 3b + 4c = 0 or 1
2
a + 3
2
b + 2c + 1 = 0. This plane corresponds to the point
(1
2
, 3
2
, 2) in the target space T3.
Grassmann algebra of the target model space R4 is defined in a similar way and exhibits similar
properties. As before, I will use the symbol ∨ for the outer product in ∨R4.
The duality transformation J :
∧
R4∗ → ∨R4 is defined on the standard basis by the following table
X 1 e0 e1 e2 e3 e10 e20 e30 e23 e31 e12 e123 e320 e130 e210 e0123
J(X) e0123 e123 e320 e130 e210 e23 e31 e12 e10 e20 e30 e0 e1 e2 e3 1
It extends to general multivectors by linearity. The inverse transformation is obtained by lowering
and raising the indices.
The join of multivectors A and B in the dual model space R4∗ is defined by
A ∨B = J−1(J(A) ∨ J(B))). (101)
The wedge and the join possess the following properties in T3:
a ∧ b is a line at the intersection of the planes a and b
a ∧ b is a line at infinity if a and b belong to the same stack but do not coincide
a ∧ b = 0 if a and b represent the same plane
a ∨ b = 0
a ∧Λ is a point where the plane a and the line Λ intersect
a ∧Λ = 0 if the line Λ is in the plane a
a ∨Λ = 0
a ∧ b ∧ c is a point at the intersection of the three planes a, b, and c
Λ ∨P is a plane that passes through the line Λ and the point P
Λ ∨P = 0 if the point P lies on the line Λ
Λ ∧P = 0
P ∨Q is a line that passes through the points P and Q
P ∨Q = 0 if P and Q represent the same point
P ∧Q = 0
P ∨Q ∨R is a plane that passes through the points P, Q, and R
The following equalities hold:
Λ ∧Φ = (Λ ∨Φ)I,
a ∧P = −(a ∨P)I, (102)
where
Λ ∨Φ = −(p10q23 + p20q31 + p30q12 + p23q10 + p31q20 + p12q30) (103)
for Λ = p10e10 + p20e20 + p30e30 + p23e23 + p31e31 + p12e12 and Φ = q10e10 + q20e20 + q30e30 + q23e23 +
q31e31 + q12e12, and
a ∨P = −(dw + ax+ by + cz) (104)
for a = de0 + ae1 + be2 + ce3 and P = we123 + xe320 + ye130 + ze210.
3.5 Orientation
Since a sheaf of planes in T3 is an extension of a sheaf of lines in T2, it can be oriented in a similar
fashion. Thus, the top-down orientation of a finite line in T3 is defined by selecting a specific sense
of rotation around the line. A bivector Λ0 = p23e23 + p31e31 + p12e12 represents a plane in R4∗ that
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(a) T3 (b) T3∗
Figure 44: The top-down and bottom-up orientation of a line
lies entirely in the hyperplane d = 0 and does not intersect T3∗ at any finite point. It represents a
line at infinity in T3∗, which is dual to a sheaf of planes in T3 whose axis passes through the origin of
T3. So, Λ0 dually represents a line L0 in T3 passing through the origin. For instance, a line dually
represented by Λ0 = e23−e31− 13e12 is shown in Figure 44(a). Λ0 is defined in R4∗ but it lies entirely
in the hyperplane d = 0, so it can be identified with a bivector in T3∗, which is shown in Figure 44(b).
Similarly, the bivector I(Λ0) is defined in R4 but lies entirely in the hyperplane w = 0, so it can
be identified with a bivector in T3, whose orientation is shown with an arc in Figure 44(a). This
orientation determines the top-down orientation of L0. In other words, the top-down orientation
of L0 is determined by the orientation of I(Λ0) = e
23 − e31 − 1
3
e12 seen as a bivector in T3. The
relationship between the orientation of Λ0 and L0 is illustrated in Figure 44.
The line L0 shown in Figure 44(a) is directly represented by J(Λ0) = e
10−e20− 1
3
e30 = e0∨x, where
x = −e1 + e2 + 1
3
e3 can be identified with a vector in T3, which provides the bottom-up orientation
of the line L0 and is shown in Figure 44(a).
On the other hand, Λ∞ = p10e10 + p20e20 + p30e30 represents a line passing through the origin of
T3∗ and, therefore, dually represents a line at infinity in T3, which corresponds to a stack of planes.
The bivector Λ∞ can be written as Λ∞ = e0 ∧ a, where a can be assumed to lie entirely in the
hyperplane d = 0, i.e. a = ae1 + be2 + ce3, since any non-zero component along e0 cancels out by
the outer product with e0. For example, Λ∞ = −13e20 + e30 = e0 ∧ (13e2 − e3) dually represents a
stack of planes in T3, i.e. a line at infinity, shown in Figure 45(a). The orientation of I(a) = 1
3
e2−e3
seen as a vector in T3 determines the top-down orientation of the stack of planes, as illustrated in
Figure 45. The same line at infinity is directly represented by the bivector J(Λ∞) = −13e31 + e12,
which can be seen as a bivector in T3 since it lies entirely in the hyperplane w = 0. It provides the
bottom-up orientation of the line at infinity, which can be defined as a particular sense of rotation
in the planes of the stack.
Note that e0 ∧ a can be viewed as the intersection of a plane a and the plane at infinity, which is
dually represented by e0.
The bivector Λ = Λ0 + Λ∞, where Λ0 = e23 − e31 − 13e12 and Λ∞ = −13e20 + e30 = e0 ∧ a, is simple
and, therefore, dually represents a line in T3. The line is finite since Λ0 6= 0, but unlike Λ0, the line
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(a) T3 (b) T3∗
Figure 45: Orienting a line at infinity in T3
Λ is shifted from the origin since Λ∞ 6= 0. However, its top-down orientation is still determined by
the orientation of the bivector I(Λ0) as illustrated in Figure 46. Similarly, its bottom-up orientation
is the same as that of the line Λ0. The addition of Λ∞ to a line passing through the origin causes it
to shift from the origin but it has no effect on the orientation. The direction of the shift depends on
the direction of I(a) seen as a vector in T3 and the amount of the shift depends on the ratio of the
weights of Λ0 and Λ∞. In Euclidean space, the shift is perpendicular to I(a) seen as a vector in T3.
The line can be visualised easily by computing its central point.
The trivector e123 dually represents the origin of T3. I identify its top-down orientation with the
orientation of e123, which is referred to as right-handed. On the other hand, −e123 is the origin with
the left-handed orientation. A finite point with the right-handed orientation and located at (x, y, z)
in T3 is dually represented by Prh = e123 +xe320 +ye130 +ze210. The same point with the left-handed
orientation is dually represented by Plh = −Prh = −e123 − xe320 − ye130 − ze210. The point in T3
dually represented by Prh is directly represented by J(Prh) = e
0 + xe1 + ye2 + ze3 and is assumed
to have the positive bottom-up orientation, whereas J(Plh) = −e0 − xe1 − ye2 − ze3 represents the
same point with the negative bottom-up orientation. Hence, I will also use the notation P+ = Prh
and P− = Plh.
Any trivector that can be written as e0∧Λ, where Λ is a line, dually represents a point at infinity in
T3. It can be seen as the intersection of a finite line and the plane at infinity. Note that it is sufficient
to consider lines passing through the origin, since any shift from the origin is canceled out by the
outer product with e0. Points at infinity inherit their top-down and bottom-up orientation from lines.
The top-down orientation of e0 ∧ Λ is determined by the orientation of I(Λ0) seen as a bivector in
T3 (Λ0 refers to the component of the line Λ which passes through the origin). The bottom-up
orientation is determined by the orientation of the vector x = J(e0 ∧ Λ), which lies entirely in the
hyperplane w = 0 and, hence, can be seen as a vector in T3. The other way to get the same bottom-
up orientation is to express J(Λ0) as e
0 ∨ x. In both cases, if Λ0 = p23e23 + p31e31 + p12e12, then
x = −p23e1−p31e2−p12e3 and the bottom-up orientation is provided by the vector (−p23,−p31,−p12)
in T3.
The top-down orientation of a plane in T3 is closely related to the top-down orientation of the line at
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(a) T3 (b) T3∗
Figure 46: A finite line in T3 shifted from the origin
(a) T3 (b) T3∗
Figure 47: Orienting a plane in T3
infinity that lies in the plane. If a plane is dually represented by a = de0+ae1+be2+ce3, the top down
orientation is found by taking I(a), removing the component along e0, and considering the result as
a vector in T3. So, the top-down orientation of a plane dually represented by a = de0+ae1+be2+ce3
is given by the vector (a, b, c) in T3 (see Figure 47, where a = −e0 + 12e1 + 2e2 + e3). The same plane
is directly represented by the trivector J(a) = de123 + ae320 + be130 + ce210. Since the component
along e123 is responsible for the shift from the origin only and has no effect on the orientation, it
can be ignored. This gives the trivector T = ae320 + be130 + ce210 = e0 ∨ B, where the bivector
B = −ae23 − be31 − ce12 lies entirely in the hyperplane w = 0 and can be seen as a bivector in T3.
The bivector B provides the bottom-up orientation of the plane. The bottom-up orientation of a
plane selects a sense of rotation in the plane.
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In the top-down view, the plane at infinity de0 is oriented towards the origin if d > 0 and away from
the origin if d < 0. In the bottom-up view, it is either right-handed if d > 0 or left-handed if d < 0.
Summary (from
∧
R4∗ to T3)
Trivectors → Points in T3:
P = e123 + xe320 + ye130 + ze210 → a right-handed (positive) point at (x, y, z).
αP, α > 0 → same as above but with a different weight.
−P → same as P but with the opposite orientation (left-handed or negative).
N = e0 ∧ Λ0 where Λ0 = p23e23 + p31e31 + p12e12 → a point at infinity that lies on a line Λ0; its
top-down orientation is given by I(Λ0) = p23e
23 + p31e
31 + p12e
12, while the bottom-up orientation
by J(e0 ∧Λ0) = −p23e1 − p31e2 − p12e3, both seen as blades in T3.
αN, α > 0 → same as above but with a different weight.
−N → same as N but with the opposite orientation.
Simple bivectors → Lines in T3:
Λ0 = p23e23 +p31e31 +p12e12 → a line passing through the origin of T3 and coinciding with the linear
subspace of the vector (p23, p31, p12) with the top-down orientation given by I(Λ0) = p23e
23+p31e
31+
p12e
12 and bottom-up orientation by J(e0 ∧Λ0) = −p23e1 − p31e2 − p12e3.
Φ = e0∧a0 where a0 = ae1+be2+ce3 → a line at infinity in T3 that lies in the plane ax+by+cz = 0;
its top-down orientation is given by I(a0) = ae
1 + be2 + ce3, or (a, b, c), and bottom-up orientation
by J(e0 ∧ a0) = −ae23 − be31 − ce12.
Λ = p10e10 + p20e20 + p30e30 + p23e23 + p31e31 + p12e12, p10p23 + p20p31 + p30p12 = 0 → a finite line in
T3 consisting of (x, y, z) = ±(p23, p31, p12)τ + (xc, yc, zc), where τ ∈ R and (xc, yc, zc) is the centre of
the line; the orientation of Λ is the same as that of Λ0.
Vectors → finite planes in T3 and the plane at infinity:
a = de0+ae1+be2+ce3 → a plane in T3 defined by ax+by+cz+d = 0; the top-down orientation by
I(a0) = ae
1 + be2 + ce3, where a0 = ae1 + be2 + ce3, and the bottom-up orientation by J(e0 ∧ a0) =
−ae23 − be31 − ce12.
αa, α > 0 → same plane with a different weight.
−a → same as a but with the opposite orientation.
de0 → the plane at infinity in T3 (in the top-down view, towards the origin if d > 0 or away from
the origin if d < 0).
3.6 The metric and Clifford algebra
The standard basis vectors are assumed to be orthogonal. For vectors a1 and a2 in R4∗, the inner
product is given by
a1 · a2 = d1d2e0 · e0 + a1a2e1 · e1 + b1b2e2 · e2 + c1c2e3 · e3, (105)
where a1 = d1e0 + a1e1 + b1e2 + c1e3 and a2 = d2e0 + a2e1 + b2e2 + c2e3, with the following list of
options for the inner product of the standard basis vectors:
e0 · e0 e1 · e1 e2 · e2 e3 · e3 T3
0 1 1 1 E3 Euclidean
1 1 1 1 E3 Elliptic
−1 1 1 1 H3 Hyperbolic
0 1 1 −1 M3 Minkowski (pseudo-Euclidean)
1 1 1 −1 dS3 de-Sitter
−1 1 1 −1 AdS3 Anti de-Sitter
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For instance, a1 · a2 = −d1d2 + a1a2 + b1b2 + c1c2 if the metric is hyperbolic. Adopting one of these
options yields a specific metric geometry in T3.
In
∧
R4∗, the geometric product between a k-vector Ak and an l-vector Bl includes at most three
multivectors of grades |k − l|, |k − l|+ 2, and k + l. It exhibits the following properties:
ab = a · b + a ∧ b (scalar + bivector), a · b = b · a, a ∧ b = −b ∧ a,
aΛ = a ·Λ + a ∧Λ (vector + trivector), a ·Λ = −Λ · a, a ∧Λ = Λ ∧ a,
aP = a ·P + a ∧P (bivector + pseudoscalar), a ·P = P · a, a ∧P = −P ∧ a,
aI = a · I (trivector), a · I = −I · a,
ΛΦ = Λ ·Φ + Λ×Φ + Λ ∧Φ (scalar + bivector + pseudoscalar),
Λ ·Φ = Φ ·Λ, Λ ∧Φ = Φ ∧Λ,
ΛP = Λ ·P + Λ×P (vector + trivector), Λ ·P = P ·Λ,
ΛI = Λ · I (bivector), Λ · I = I ·Λ,
PQ = P ·Q + P×Q (scalar + bivector), P ·Q = Q ·P,
PI = P · I (vector), P · I = −I ·P.
(106)
For completeness, note the following relations:
a ∨P = −P ∨ a, Λ ∨P = P ∨Λ, P ∨Q = −Q ∨P, Λ ∨Φ = Φ ∨Λ.
It follows that
a · b = 1
2
(ab + ba), a ∧ b = 1
2
(ab− ba), a× b = a ∧ b,
a ·Λ = 1
2
(aΛ−Λa), a ∧Λ = 1
2
(aΛ + Λa), a×Λ = a ·Λ,
a ·P = 1
2
(aP + Pa), a ∧P = 1
2
(aP−Pa), a×P = a ∧P,
Λ ·Φ + Λ ∧Φ = 1
2
(ΛΦ + ΦΛ), Λ×Φ = 1
2
(ΛΦ−ΦΛ),
Λ ·P = 1
2
(ΛP + PΛ), Λ×P = 1
2
(ΛP−PΛ),
P ·Q = 1
2
(PQ + QP), P×Q = 1
2
(PQ−QP).
(107)
The following identities are useful: Λ×P = −(Λ∨P)I, P×Λ = (P∨Λ)I, P×Q = −(P∨Q)I.
The reverse and grade involution of multivector M = s + a + Λ + P + αI are given by M˜ =
s+ a−Λ−P +αI and M̂ = s− a + Λ−P +αI, respectively. As in R3∗, A˜B = B˜A˜ and ÂB = ÂB̂
for any multivectors A and B. The same expressions apply to the inner and outer products and the
commutator. I also define (M)14 = s− a + Λ + P− αI for reversing the sign of grades 1 and 4. In
general, (M)G reverses the sign of all grades in M that are in the list of grades G, so that M˜ = (M)23
and M̂ = (M)13.
The norm of multivector M is defined by
‖M‖ = |MM˜(MM˜)14|
1
4 . (108)
If the norm of M is not zero, its inverse is given by
M−1 =
M˜(MM˜)14
MM˜(MM˜)14
. (109)
For blades, AkA˜k is a scalar. So, the expressions for the norm and the inverse simplify:
‖Ak‖ = |AkA˜k|
1
2 , A−1k =
A˜k
AkA˜k
. (110)
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The algebra of even multivectors in
∧
R4∗ is 8-dimensional and consists of multivectors
E = u+ p10e10 + p20e20 + p30e30 + p23e23 + p31e31 + p12e12 + vI, (111)
where u, v ∈ R. This algebra is associative and, therefore, it cannot be isomorphic to the algebra of
octonians which is 8-dimensional too but not associative. In fact, the algebra of even multivectors
in
∧
R4∗ is isomorphic to the algebra of biquaternions.
3.7 Euclidean space E3
For a plane a = de0 + ae1 + be2 + ce3, a line Λ = p10e10 + p20e20 + p30e30 + p23e23 + p31e31 + p12e12,
where p10p23 + p20p31 + p30p12 = 0, and a point P = we123 + xe320 + ye130 + ze210, the norm is given
by
‖a‖ =
√
a2 + b2 + c2, ‖Λ‖ =
√
p223 + p
2
31 + p
2
12, ‖P‖ = |w|. (112)
Furthermore, a2 = a2 + b2 + c2, Λ2 = −(p223 + p231 + p212), and P2 = −w2. A normalised point can be
right-handed (positive) or left-handed (negative). Points, lines, and the plane at infinity have zero
norm.
The line at infinity e0 ∧ a provides the orientation of a plane a. I will depict it as an arrow attached
to a small circular base, which can be seen as a small segment of one of the planes in the stack
that represents the line at infinity. The arrow indicates the orientation of the stack. On the other
hand, aI is a point at infinity which lies in the direction perpendicular to the plane a (it is called the
polar point of a). I will depict it as a short line segment indicating the direction towards the point
at infinity and an arc around it indicating its orientation. Note that even though this depiction is
similar to that of a finite line, the set of planes in T3 representing a point at infinity is different from
a sheaf of planes, which represents a finite line. The plane a = e0 +
1
4
e1− e2 + e3, the line at infinity
e0 ∧ a associated to it, and its polar point aI are shown on Figure 48(a).
(a) (b)
Figure 48: Basic properties of points and planes in E3
The line that is perpendicular to a plane a and passes through a point P is obtained by taking the
inner product a ·P (see Figure 48(b) where P = e123 + e320− e130 + 3e210). Recall that the top-down
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view of a point is a bundle of planes which consists of all planes passing through the point. The dot
product picks out the bundle’s planes that are perpendicular to a, which results in a sheaf of planes
whose line of intersection passes through P and is perpendicular to a. For a positively oriented point
P indicated in the figures by the subscript +, the orientation of the line a ·P and the plane a conform
to the right-hand rule. The distance between the point and the plane is given by |a ∨ P| if both a
and P are normalised. Moreover, a∨P is negative if a is oriented towards a positively oriented point
P. In general, |d| gives the distance from the origin to a normalised plane a = de0 + ae1 + be2 + ce3
and d is positive if the plane is oriented towards the origin.
For a finite point P = we123 + xe320 + ye130 + ze210, I get PI = we0, which is the plane at infinity
weighted by w.
For two points P = e123 +e320 and Q =
1
2
e123 +
1
2
e130 +
1
6
e210, the join P∨Q = −16e20 + 12e30 + 12e23−
1
2
e31 − 16e12 is a line that passes through the points (see Figure 49(a)). The distance r between P
and Q is given by
r = ‖P ∨Q‖ (113)
if the points are normalised. Taking normalisation into account, the distance between the points
evaluates to
√
19
3
. The commutator P × Q is a line at infinity whose stack consists of the planes
perpendicular to the line P ∨ Q. The orientation of P × Q and P ∨ Q conform to the right-hand
rule if both points are right-handed (or left-handed). Similar results obtain for the join P ∨ N of
a finite point P and a points at infinity N as shown in Figure 49(b) where P = e123 + e320 and
N = e0 ∧ (12e23 − 12e31 − 16e12).
For normalised parallel (and anti-parallel) planes, ab = ±1 + a ∧ b, where Φ = a ∧ b is a line at
infinity that lies in both planes. The sign of the scalar component is positive if both planes are
oriented in the same direction (parallel planes) and negative otherwise (anti-parallel planes.) The
orientation of Φ is from a to b if both planes are oriented in the same direction. Otherwise, it is
from b to a. The line at infinity Φ = a ∧ b for a = e0 − 16e2 + 12e3 and b = −12e0 − 13e2 + e3 is
shown in Figure 50(a). The distance between the planes is given by ‖e123 ∨ (a ∧ b)‖ if both planes
are normalised. For normalised intersecting planes a and b, the geometric product yields
ab = cosα + Λ sinα, (114)
where Λ = a ∧ b/ sinα and
cosα = a · b (115)
defines the angle α between the planes, or more precisely the angle between the orientation directions
of the planes. The normalised planes a = 3√
34
(−e0+e1+ 43e2−e3) and b = 6√70(−e0+e1+ 56e2+ 12e3)
shown in Figure 50(b) intersect along the line Λ = 1√
19
(−e20 + 3e30 + 3e23 − 3e31 − e12), which is
also normalised by construction. For the angle between the planes, I get α ≈ 54◦.
The dot product Λ ·P of a point P and a line Λ is a plane that passes through P and is perpendicular
to Λ. Moreover, if both the point and the line are normalised, then the resulting plane is also
normalised. For instance, the dot product of P = e123 + 2e320 + e130 and Λ = −e20 + e23 yields
Λ ·P = 2e0− e1 (see Figure 51(a)). The join P∨Λ of a point P and a line Λ is a plane that passes
through both the point and the line. The distance from P to Λ is given by ‖Λ∨P‖ if both P and Λ
are normalised. This is illustrated in Figure 51(b), where Λ∨P = −e0+e2+e3. Since both the point
and the line are normalised, the distance between them equals ‖Λ ∨ P‖ = √12 + 12 = √2. Recall
that Λ×P = −(Λ∨P)I for any bivector Λ. So, the commutator Λ×P is a point at infinity in the
direction perpendicular to the plane Λ ∨P. The planes Λ ·P and Λ ∨P are perpendicular to each
other and their intersection ΛP = (Λ ·P)∧ (Λ∨P) gives a line passing through P and perpendicular
to Λ. For the point and the line used in Figure 51, I get ΛP = e10 − 2e20 − 2e30 + e31 − e12.
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(a) (b)
Figure 49: The join of two points in E3
(a) (b)
Figure 50: Parallel and intersecting planes in E3
The join P∨Q∨R of three points P, Q, and R is a plane that passes through them. For instance,
the join of the normalised right-handed points P = e123, Q = e123 +e320, and R = e123 +e130 located
at (0, 0, 0), (1, 0, 0), and (0, 1, 0), respectively, yields −e3, i.e. the plane z = 0 with the downward
orientation. The area of the triangle defined by the points is given by 1
2
‖P∨Q∨R‖ if the points are
normalised. The join of four points is a scalar and 1
3!
|P∨Q∨R∨S| gives the volume of a 3-simplex8
defined by points P, Q, R, and S if they are normalised.
On the other hand, a ∧ b ∧ c is a point where the planes a, b, and c intersect. For instance,
e1∧e2∧e3 = e123 is a normalised point at the origin, with the right-handed orientation. a∧Λ yields
8A 3-simplex is a tetrahedron. In general, n-simplex is a generalisation of the concept of triangle to n dimensions.
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Figure 51: Points and lines in E3
a point where Λ intersects a. For instance, e1 ∧ e23 is a point where the x-axis, dually represented
by e23, intersects the plane x = 0, dually represented by e1. If the line is parallel to the plane, a
point at infinity is obtained.
(a) (b)
Figure 52: Lines and planes in E3
The dot product a ·Λ of a plane a and a line Λ is a plane that contains Λ and is perpendicular to
a. If both the plane and the line are normalised, then ‖a ·Λ‖ = cosα, where α is the angle between
the line and the plane (a ·Λ = 0 if Λ is perpendicular to a). The top-down view of a line is a sheaf
of planes. The dot product picks out one of the sheaf’s planes, the one that is perpendicular to a.
This is illustrated in Figure 52(a), where a = e1 and Λ =
1
2
(−1
3
e20 + e30 + e23 − e31 − 13e12). The
trivector e0 ∧Λ is a point at infinity where Λ intersects the plane at infinity (see Figure 52(b)). ΛI
is a line at infinity whose stack consists of the planes perpendicular to Λ.
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(a) (b)
Figure 53: Visualising a non-simple bivector in E3
Any non-simple bivector Λ can be uniquely decomposed into a line Λ0 that passes through the origin
and a line at infinity Λ∞ = e0 ∧ a. Shifting the focus to the dual model space for a moment, I note
that the bivector Λ0 and the vector a lie in the 3-dimensional subspace of R4∗ where d = 0. Using
Euclidean metric I can decompose a into two components, a = a‖+ a⊥, where a‖ lies in the plane of
the bivector Λ0 and a⊥ is perpendicular to Λ0. This defines two lines at infinity in E3, Λ∞‖ = e0∧a‖
and Λ∞⊥ = e0 ∧ a⊥. Then, Λ1 = Λ0 + Λ∞‖ is a finite line parallel to Λ0 and shifted from the
origin in accord with a‖, whereas Λ2 = Λ∞⊥ is a component of Λ∞ that cannot be combined with
Λ0 to produce a line. Planes that belong to the stack dually represented by Λ∞⊥ are perpendicular
to the line Λ1. Thus, in Euclidean space, a non-simple bivector Λ = Λ1 + Λ2 can be visualised as
a compound object consisting of a finite line and a line at infinity perpendicular to it in the sense
explained above (see Figure 53(a)). The lines Λ1 and Λ2 are called the axes of a non-simple bivector
Λ, the finite axis and the axis at infinity.
Since IΛ0 is a line at infinity whose stack consists of the planes perpendicular to Λ0, I can assume
Λ∞⊥ = aIΛ0 for some scalar factor a. To find a, I compute Λ∨Λ = (Λ0+Λ∞‖+Λ∞⊥)∨(Λ0+Λ∞‖+
Λ∞⊥) = 2Λ0 ∨Λ∞⊥ + 2Λ0 ∨Λ∞‖ + 2Λ∞‖ ∨Λ∞⊥, where the last two terms vanish since Λ0 + Λ∞‖
and Λ∞‖+Λ∞⊥ are simple bivectors. So, Λ∨Λ = 2Λ0∨Λ∞⊥ = 2Λ0∨ (aIΛ0) = 2aΛ0 ·Λ0 = 2aΛ ·Λ
and
Λ1 = (1− aI)Λ, Λ2 = aIΛ, and a = Λ ∨Λ
2Λ ·Λ . (116)
A non-simple bivector is visualised in Figure 53(b) by displaying its axes.
The configuration arising from the cross product of a finite line and a line at infinity is shown
in Figure 54(a) for Λ = 2e20 + e23 and Φ = −e10 + 12e20 − e30, which gives a line at infinity
Λ×Φ = −e20 − 12e30.
If Λ and Φ are parallel as shown in Figure 54(b), the commutator is a line at infinity, with the
orientation pointing from Φ to Λ (or Λ to Φ if the lines are anti-parallel). For Λ = 2e20 + e23 and
Φ = −e20+e23, I get Λ×Φ = −2e20+e30. The distance between the lines is given by ‖e123∨(Λ×Φ)‖
if the lines are normalised. Note that the join of parallel or anti-parallel lines is zero.
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(a) (b)
Figure 54: Commutator of lines in E3
(a) (b)
Figure 55: Commutator of lines in E3 (continued)
For normalised lines Λ and Φ, the geometric product is as follows:
ΛΦ = − cosα + Λ×Φ± I r sinα, (117)
where α = arccos (−Λ ·Φ) is the angle between the lines (more precisely, the angle between their
bottom-up orientation vectors), r is the distance between the lines (the sign depends on the relative
orientation of the lines), and the commutator Λ×Φ is in general a non-simple bivector whose finite
axis passes through both lines and is perpendicular to both of them. Since Λ ∧Φ = (Λ ∨Φ)I, the
distance r can be computed from |Λ ∨Φ| = r sinα if α 6= 0, pi.
If Λ and Φ intersect, the commutator is a finite line that is perpendicular to both Λ and Φ, as shown
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(a) (b)
Figure 56: Projection on and rejection by a plane in E3
in Figure 55(a), where Λ = 2e30 + e23, Φ =
1√
13
(3e23 − 2e31) and, therefore, α = arccos 3√13 ≈ 34◦,
d = 0, and Λ×Φ = 1√
13
(−4e10 − 6e20 + 2e12) is a simple bivector.
The commutator of two finite non-intersecting lines is a non-simple bivector. For example, Ω =
2e20 + 2e30 + e23 and Φ =
1√
13
(3e23 − 2e31) give Ω×Φ = 1√13(−4e10 − 6e20 + 6e30 + 2e12), which is
not simple (see Figure 55(b)). Ω can be obtained from Λ = 2e30 + e23, shown in Figure 55(b) with a
dotted line, by shifting it downward by 2. So, the angle α between Ω and Φ is the same as the angle
between Λ and Φ. I get r = 2 for the distance as expected. The commutator splits into a finite line
and a line at infinity perpendicular to it: Ω×Φ = 1√
13
(−4e10 − 6e20 + 2e12) + 6√13e30.
Projection and rejection in E3 can be defined by splitting the geometric product between two blades
into two components in the same way it was done in E2. Projection and rejection are illustrated in
Figures 56, 57, 58. In general, the geometric product of two finite lines consists of three components
rather than two: the inner product, the commutator, and the outer product. If the two lines intersect,
the outer product is zero and, therefore, the geometric product splits naturally into two components,
which give the projection and rejection. On the other hand, if the lines do not intersect, I can assemble
the three elements of the geometric product into two components as follows. The commutator can
be split into the two axes, which can then be combined with the inner and outer products in two
different ways resulting in two distinct projections and two distinct rejections. Firstly,
proj1(Φ; Λ) = (Φ ·Λ + (Φ×Λ)fa)Λ−1,
rej1(Φ; Λ) = ((Φ×Λ)ia + Φ ∧Λ)Λ−1,
(118)
where (Φ×Λ)fa and (Φ×Λ)ia are the finite and the infinite axes of the commutator, respectively.
The line proj1(Φ; Λ) is parallel to Φ and intersects Λ at the point where the finite axis (Φ × Λ)fa
intersects Λ (see Figure 59a).
Secondly,
proj2(Φ; Λ) = (Φ ·Λ + (Φ×Λ)ia)Λ−1,
rej2(Φ; Λ) = ((Φ×Λ)fa + Φ ∧Λ)Λ−1,
(119)
where I swapped the finite axis and the axis at infinity. Projection and rejection of the second kind
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(a) (b)
Figure 57: Projection on and rejection by a point in E3
(a) (b)
Figure 58: Projection on and rejection by a line in E3
are illustrated in Figure 59(b). They can be described as rotational projection and rejection since
they corresponds to a rotation of Φ without translation, the projection is parallel to Λ and the
rejection is perpendicular to it. On the other hand, projection and rejection of the first kind can
be called translational projection and rejection since they corresponds to a translation of Φ without
rotation, where both the projection and rejection are parallel to Φ and the projection passes through
Λ, while the rejection is at infinity.
Note that the projection of any geometric object at infinity on a finite point is zero. Also note that
the rejection of a plane by a finite point is a plane at infinity.
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(a) (b)
Figure 59: Projection and rejection of a line on/by another line
(a) (b)
Figure 60: Auxiliary objects
The join of a line and a point can be used to define two auxiliary geometric objects of interest, as
illustrated in Figure 60(a). The join of two points can be used to define planes shown in Figure
60(b).
The top-down reflection of a plane a in an invertible plane b is given by−bab−1. The top-down reflec-
tion of lines and points in an invertible plane can be constructed from the suitable plane reflections.
For instance, if a line Λ is written as the intersection of two suitable planes, e.g. Λ = a1∧a2, then the
top-down reflection of Λ in b is given by bΛb−1 = b(a1 ∧ a2)b−1 = (−ba1b−1) ∧ (−ba2b−1). Simi-
larly, for a point P = a1∧a2∧a3, I get −bPb−1 = −b(a1∧a2∧a3)b−1 = (−ba1b−1)∧ (−ba2b−1)∧
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(a) (b)
Figure 61: Top-down reflection in a plane in E3
(−ba3b−1). Examples are given in Figure 61. The top-down reflection of a plane a in an invertible
line Λ is given by ΛaΛ−1. It can be thought of as two consecutive reflections in two perpendicluar
planes intersecting at the line Λ. The top-down reflection of lines and points in the line Λ can be con-
structed from suitable plane reflections as before, e.g. ΛPΛ−1 = (Λa1Λ−1)∧ (Λa2Λ−1)∧ (Λa3Λ−1).
See Figure 62 for examples. The top-down reflection of a plane a in an invertible point Q is given
by −QaQ−1. This can be thought of as three consecutive reflection in three perpendicular planes
intersecting at Q. As each of the three reflections carries the minus sign, it is retained in the final
expression. The other reflections in an invertible point are constructed from suitable plane reflections
(see Figure 63). In general, the top-down reflection of a blade Bl in an invertible blade Ak is given
by (−1)klAkBlA−1k .
Observe the similarity between the reflection of points at infinity and finite lines. This is related to the
fact that a point at infinity is the intersection point of a suitable finite line with the plane at infinity.
Moreover, a point at infinity shares its orientation with the orientation of the finite line. Lines at
infinity and finite planes exhibit the same similarity. Indeed, a line at infinity is the intersection of
a suitable plane with the plane at infinity, and they share the orientation as well. The reflection of
a line in a finite point does not change its top-down orientation and, therefore, it is equivalent to a
translation. The reflection of lines in E2 and planes in E3 exhibits similar correspondence. Note that
the reflection of a line in a plane which is parallel to it results in a line with the opposite top-down
orientation. This is consistent with the fact that a line is a sheaf of planes in the top-down view.
Therefore, in order to obtain its reflection in a given plane, one needs to reflect each plane in the
sheaf, which obviously produces the opposite top-down orientation. The same analysis can be applied
to other reflections.
The bottom-up reflection of a point P in an invertible point Q is assumed to be given by QPQ−1. If
a line Λ can be written as the join of two points, e.g. Λ = P1 ∨P2, then the reflection of Λ in Q is
given by the join of the corresponding point reflections. Furthermore, I get (QP1Q
−1)∨(QP2Q−1) =
−Q(P1 ∨P2)Q−1 and, therefore, the bottom-up reflection of Ω in Q is given by −QΩQ−1. Similar
analysis for a plane a gives QaQ−1 for the bottom-up reflection of a in Q. I further assume that
the bottom-up reflection of P in an invertible line Λ and in an invertible plane b are given by
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(a) (b)
Figure 62: Top-down reflection in a line in E3
ΛPΛ−1 and bPb−1 respectively. The bottom-up reflection of lines and planes in invertible lines
and planes is constructed by means of suitable point reflections and the join. For instance, I get
(bP1b
−1)∨ (bP2b−1) = −b(P1 ∨P2)b−1 and, therefore, the bottom-up reflection of Ω in b is given
by −bΩb−1. I also get (bP1b−1) ∨ (bP2b−1) ∨ (bP3b−1) = b(P1 ∨P2 ∨P3)b−1, so the bottom-up
reflection of a in b is given by bab−1. In general, the bottom-up reflection of a blade Bl in an
invertible blade Ak is given by (−1)nk(l−1)AkBlA−1k , where n is the dimension of the space, e.g. n = 3
in E3.
(a) (b)
Figure 63: Top-down reflection in a point in E3
If a blade Ak can be split into projection and rejection with respect to an invertible blade Bl, i.e.
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(a) (b)
Figure 64: Rotation and translation in E3
Ak = proj(Ak;Bl) + rej(Ak;Bl), then scaling Ak by a factor of γ with respect to Bl is given by
scale(Ak;Bl, γ) = proj(Ak;Bl) + γrej(Ak;Bl). (120)
The right-hand side can also be written as Ak + (γ − 1)rej(Ak;Bl). For lines, two kinds of scaling
can be defined depending on whether one uses rotational or translational projection and rejection.
Any proper motion is E3 can be obtained via an even number of consecutive reflections in normalised
planes which square to unity. The definition and properties of the Spin group in E2 equally apply to
E3 if I replace lines in E2 with planes in E3, e.g. a spinor in E3 can be written as the product of an
even number of planes, all of which square to unity. Moreover, any proper motion can be generated
by a spinor that has the form S = eA for some bivector A. Three distinct kinds of proper motion
are possible in E3: rotation, translation, and simultaneous rotation and translation along the axis of
rotation. The latter is obtained when A is a non-simple bivector.
In E3, a spinor can be written as
S = e−
1
2
(α−λI)Λ, (121)
where α, λ ∈ R and Λ is a normalised line, i.e. a simple bivector that satisfies ‖Λ‖ = 1. When it
acts on a blade Ak as
SAkS
−1, (122)
it results in 1) a rotation of Ak by the angle α around the line Λ (the sense of rotation is the same as
the orientation of Λ for α > 0) and 2) a translation by λ in the direction of the top-down orientation of
IΛ if λ > 0 (note that in E3 the top-down orientation of IΛ coincides with the bottom-up orientation
of Λ). A pure rotation results if λ = 0, while α = 0 gives a pure translation. A translation can also
be performed with a spinor
T = e−
1
2
λe0∧a, (123)
where e0 ∧ a is a line at infinity and a is a normalised plane.
For the spinor R = e−
1
2
αΛ, where α = pi
2
and Λ = −e10 + e12, its action on P = e123 − 2e320 + e130
and Φ = e10−2e20 +2e30−e31−e12 gives RPR−1 = e123−e130 and RΦR−1 = 3e10 +3e30 +e23−e12
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shown in Figure 64(a). Applying T = e−
1
2
λe0∧a, where λ = 2 and a = e3, to the same point and line
gives TPT−1 = e123 − 2e320 + e130 + 2e210 and TΦT−1 = −e10 − 2e20 + 2e30 − e31 − e12 shown in
Figure 64(b). Since a in the spinor T is perpendicular to Λ, bivectors e0 ∧ a and Λ commute and,
therefore, their action can be combined in a single spinor S = e−
1
2
(α−λI)Λ. Indeed, −IΛ = e0 ∧ a for
Λ = −e10 + e12 and a = e3.
The same applies to rotation and translation of planes, e.g. RbR−1 gives a rotation of b by the spinor
R. Translation of points and lines at infinity does not change them. In general, combined rotational
and translational action of a spinor S on multivector M is given by SMS−1.
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4 4-dimensional geometry
4.1 Introduction
In this section on the 4-dimensional geometry, I will make use the intuitions developed in the previous
sections. I will rely on Grassmann and Clifford algebras to develop the insight into the properties
of geometric objects in four dimensions, since effective visualisation is difficult. However, the basic
setup of the model is similar to that in the 2- and 3-dimensional cases. It is briefly summarised
below.
In the target space T4, a 3-dimensional hyperplane which does not pass through the origin can be
defined by
ax+ by + cz + ht+ 1 = 0, (124)
where a, b, c, and h are fixed and x, y, z and t are variable. The dual space T4∗ is a linear space
of the coefficients (a, b, c, h), where every point defines a hyperplane9 in the target space T4 via
Equation (124). For instance, Q = (a, b, c, h) = (0, 0, 0, 2) in T4∗ is dual to the hyperplane Q∗ in T4
given by t = −1
2
. On the other hand, P = (x, y, z, t) in T4 is dual to the hyperplane P ∗ in T4∗ defined
by Equation (124), where x, y, z, and t are seen as fixed coefficients and a, b, c, h are variable. For
instance, P = (x, y, z, t) = (0,−3, 0, 0) in T4 is dual to the hyperplane P ∗ in T4∗ given by b = 1
3
.
The dual hyperplane P ∗ enables the top-down view of the point P . Every point in the hyperplane
P ∗ corresponds to a hyperplane in T4 passing through P . So, P can be identified with a set of
all hyperplanes passing through the point, a bundle of hyperplanes. The bundle has two possible
orientations and thus provides the top-down orientation of the point P . At least four hyperplanes
are needed to define a point as their intersection.
A line in T4∗ is dual to a plane in T4. Let L be a line in T4∗ and L∗ is its dual plane in T4. Points
which lie on L correspond to a set of hyperplanes in T4, intersecting along the plane L∗. This set of
hyperplanes is a simple extension of a 2-dimensional sheaf of lines into two extra dimensions (recall
that a sheaf of planes in T3 is an extension of a 2-dimensional sheaf into one extra dimension). So,
in the top-down view, a plane in T4 is represented by a sheaf of hyperplanes intersecting along the
plane. The plane’s top-down orientation is given by the sense of rotation of the hyperplanes in the
sheaf. At least two hyperplanes are needed to define a plane as their intersection.
A plane in T4∗ is dual to a line in T4. Points which lie on the plane correspond to the hyperplanes in
T4 intersecting along the dual line. In the top-down view, a line in T4 is represented by a bundle of
hyperplanes intersecting along the line. This bundle has two possible orientations and provides the
top-down orientation of the line. Note that the bundle of hyperplanes that defines a line is distinct
from the bundle that defines a point, even though I use the same term for both. At least three
hyperplanes are required to define a line as their intersection.
The origin of T4∗ corresponds to the hyperplane at infinity in T4, while the origin of T4 corresponds
to the hyperplane at infinity in T4∗. In the top-down view, the hyperplane at infinity can be oriented
either towards the origin or away from the origin.
A stack of hyperplanes consists of all hyperplanes
ax+ by + cz + ht+ d = 0, (125)
where (a, b, c, h) is fixed and d spans all possible values in R. A stack of hyperplanes represents a
plane at infinity in T4, which can be thought of as the intersection of the hyperplanes in the stack.
The orientation of the stack provides the top-down orientation of the plane at infinity it represents.
9In this section, a hyperplane refers to a 3-dimensional hyperplane unless stated otherwise.
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A plane at infinity in T4, i.e. a stack of hyperplanes, is dual to a line in T4∗ passing through the
origin. A line at infinity in T4 is dual to a plane in T4∗ passing through the origin. Similarly, lines and
planes in T4 passing through the origin are dual to planes and lines at infinity in T4∗, respectively. A
point at infinity in T4 is dual to a hyperplane in T4∗ passing through the origin, while a hyperplane
in T4 passing through the origin is dual to a point at infinity in T4∗.
4.2 Embedding and Grassmann algebra
I will use (w, x, y, z, t) to refer to vectors in the target model space R5 and (d, a, b, c, h) for vectors
in the dual model space R5∗. The target space T4 is embedded in the target model space R5 and the
dual space T4∗ is embedded in the dual model space R5∗ in the same way as in the lower-dimensional
cases. Namely, (1, x, y, z, t) in R5 is identified with (x, y, z, t) in T4 and (1, a, b, c, h) in R5∗ is identified
with (a, b, c, h) in T4∗. So, T4 is a 4-dimensional hyperplane embedded in the target model space
R5 at w = 1, and T4∗ is a 4-dimensional hyperplane at d = 1 in R5∗. The intersection of linear
subspaces of R5 with T4 gives points, lines, planes, and hyperplanes in T4. The same applies to
linear subspaces in R5∗. The duality and identity transformations, defined in the same fashion as in
the lower-dimensional case, are extended to linear subspaces of the model spaces R5 and R5∗.
I employ the following notation for the standard basis of R5:
e0 = (1, 0, 0, 0, 0), e1 = (0, 1, 0, 0, 0), e2 = (0, 0, 1, 0, 0), e3 = (0, 0, 0, 1, 0), e4 = (0, 0, 0, 0, 1),
so that (w, x, y, z, t) = we0 + xe1 + ye2 + ze3 + te4.
And in R5∗:
e0 = (1, 0, 0, 0, 0), e1 = (0, 1, 0, 0, 0), e2 = (0, 0, 1, 0, 0), e3 = (0, 0, 0, 1, 0), e4 = (0, 0, 0, 0, 1),
so that (d, a, b, c, h) = de0 + ae1 + be2 + ce3 + he4.
The basis of Grassmann algebra
∧
R5∗ consists of 25 = 32 multivectors:
1,
e0, e1, e2, e3, e4,
e10, e20, e30, e40, e23, e31, e12, e41, e42, e43,
e234, e314, e124, e321, e410, e420, e430, e230, e310, e120,
e1234, e2340, e3140, e1240, e3210,
I4 = e01234.
Note that e3210 = e0123 but e321 = −e123. As usual, I will use I = I4.
The duality transformation J :
∧
R5∗ → ∨R5 is defined on the basis by the following table
X 1 e0 e1 e2 e3 e4 e1234 e2340 e3140 e1240 e3210 e01234
J(X) e01234 e1234 e2340 e3140 e1240 e3210 e0 e1 e2 e3 e4 1
X e10 e20 e30 e40 e23 e31 e12 e41 e42 e43
J(X) e234 e314 e124 e321 e410 e420 e430 e230 e310 e120
X e234 e314 e124 e321 e410 e420 e430 e230 e310 e120
J(X) e10 e20 e30 e40 e23 e31 e12 e41 e42 e43
It extends to general multivectors by linearity. The inverse transformation is obtained by lowering
and raising the indices.
The join of multivectors A and B in
∧
R5∗ is defined by
A ∨B = J−1(J(A) ∨ J(B))). (126)
I will use capital Roman letters in bold font for four-vectors in
∧
R5∗, which dually represent points
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in T4, capital Greek letters for trivectors, which dually represent lines (if the trivector is simple),
and small Greek letters for bivectors, which dually represent planes (if the bivector is simple). So, a
general multivector in R5∗ can be written as
M = s+ a + σ + Λ + P + αI, (127)
where s, α ∈ R.
In a 5-dimensional space, most bivectors and trivectors are not simple, i.e. they cannot be written as
the outer product of two vectors and three vectors, respectively. For instance, trivector e104 + e234
is not simple. A bivector σ is simple if and only if σ ∧ σ = 0. A trivector Λ is simple if and only if
Λ ∨ Λ = 0 (note that Λ ∧ Λ = 0 for any trivector in R5∗). In other words, a trivector is simple if
and only if its dual bivector is simple. In general, σ ∧ σ is a point and Λ ∨Λ is a hyperplane.
Computing the outer product of a bivector
σ = p10e10 + p20e20 + p30e30 + p40e40 + p23e23 + p31e31 + p12e12 + p41e41 + p42e42 + p43e43 (128)
with itself yields
σ ∧ σ = −2(p23p41 + p31p42 + p12p43)e1234+
+ 2(p23p40 + p30p42 − p20p43)e2340 + 2(p31p40 + p10p43 − p30p41)e3140
+ 2(p12p40 + p20p41 − p10p42)e1240 − 2(p10p23 + p12p30 + p20p31)e3210.
So, σ is simple if 
p23p41 + p31p42 + p12p43 = 0,
p20p43 − p30p42 − p23p40 = 0,
p30p41 − p10p43 − p31p40 = 0,
p10p42 − p20p41 − p12p40 = 0,
p10p23 + p20p31 + p30p12 = 0.
(129)
If σ is simple, it represents a linear subspace in R5∗. It can be obtained by solving
a ∧ σ = 0 (130)
for a = de0 + ae1 + be2 + ce3 + he4, which gives
ap23 + bp31 + cp12 = 0,
dp23 + bp30 − cp20 = 0,
dp31 + cp10 − ap30 = 0,
dp12 + ap20 − bp10 = 0,

hp23 = bp43 − cp42,
hp31 = cp41 − ap43,
hp12 = ap42 − bp41,

ap40 = dp41 + hp10,
bp40 = dp42 + hp20,
cp40 = dp43 + hp30.
(131)
Of these equations, the last three are linearly independent. The other equations follow from the last
three and the constraints (129). Given that the last three equations in (131) involve five variables,
they define a plane in R5∗. Its intersection with T4∗ is found by setting d = 1, which gives a line
in T4∗. Let L be a line at the intersection of T4∗ and the 2-dimensional subspace represented by σ.
The same simple bivector σ dually represents a linear subspace in R5 defined by
x ∨ J(σ) = 0, (132)
where x = we0 + xe1 + ye2 + ze3 + te4. Using the duality transformation gives
x∨(p10e234 + p20e314 + p30e124 + p40e321 + p23e410 + p31e420 + p12e430 + p41e230 + p42e310 + p43e120) =
= +(xp10 + p20y + zp30 + tp40)e
1234−
− (wp10 + yp12 − zp31 − tp41)e2340 − (wp20 + zp23 − xp12 − tp42)e3140−
− (wp30 + xp31 − yp23 − tp43)e1240 − (wp40 + xp41 + yp42 + zp43)e3210 = 0
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and, therefore, 
xp10 + yp20 + zp30 + tp40 = 0,
wp10 + yp12 − zp31 − tp41 = 0,
wp20 + zp23 − xp12 − tp42 = 0,
wp30 + xp31 − yp23 − tp43 = 0,
wp40 + xp41 + yp42 + zp43 = 0.
(133)
In this system, only the first and the last equations are linearly independent. They define a 3-
dimensional subspace in R5 whose intersection with T4, obtained by setting w = 1, gives L∗, which
is a plane dual to the line L. The plane L∗ in T4 is represented dually by the bivector σ ∈ ∧R5∗
and directly by the trivector J(σ) ∈ ∨R5.
The central point of the plane L∗ is defined as the intersection point of L∗ and p0(LI), which refers
to the plane passing through the line LI and the origin of T4. A vector x lies on the plane p0(LI) if
x ∨ (e0 ∨ I(σ)) = 0 and, therefore, its coordinates in the standard basis satisfy
yp43 − zp42 − tp23 = 0,
zp41 − xp43 − tp31 = 0,
xp42 − yp41 − tp12 = 0,
xp23 + yp31 + zp12 = 0.
(134)
Only two of these equations are linearly independent, so the system defines a plane in T4. Solving
Equations (133) and (134) yields the coordinates of the central point:
xc =
p20p12 − p30p31 − p40p41
p223 + p
2
31 + p
2
12 + p
2
41 + p
2
42 + p
2
43
, yc =
p30p23 − p10p12 − p40p42
p223 + p
2
31 + p
2
12 + p
2
41 + p
2
42 + p
2
43
,
zc =
p10p31 − p20p23 − p40p43
p223 + p
2
31 + p
2
12 + p
2
41 + p
2
42 + p
2
43
, tc =
p10p41 + p20p42 + p30p43
p223 + p
2
31 + p
2
12 + p
2
41 + p
2
42 + p
2
43
.
(135)
Note that the plane L∗ shares a common line at infinity with the attitude of
B‖(L∗) = p41e23 + p42e31 + p43e12 + p23e41 + p31e42 + p12e43, (136)
which is viewed as a bivector in T4, rather than R5. The orientation of B‖(L∗) provides the bottom-up
orientation of the plane L∗. The top-down orientation of the plane L∗ is provided by
B⊥(L∗) = p23e23 + p31e31 + p12e12 + p41e41 + p42e42 + p43e43. (137)
The bivector e0 ∧ p, where p = −p10e1 − p20e2 − p30e3 − p40e4, defines a plane at infinity in T4 with
the top-down orientation provided by I(p) = −p10e1−p20e2−p30e3−p40e4, which is seen as a vector
in T4 rather than R5. Since σ is simple and Equalities (129) are satisfied, I(p) lies in the attitude
of the bivector B⊥(L∗). It determines the direction in which the attitude of B‖(L∗) must be shifted
from the origin to arrive at the plane L∗. This configuration is similar to the one that defines a line
shifted from the origin in T3.
The central point of the line L in T4∗ is defined as a point where L intersect q0((L∗)I), which refers
to the hyperplane passing through the plane (L∗)I and the origin of T4∗ ((L∗)I is the identical
counterpart of the plane L∗). A point in T4∗ represented by a vector a = de0 + ae1 + be2 + ce3 + he4
lies in the hyperplane q0((L
∗)I) if a ∧ (e0 ∧ I−1(J(σ))) = 0, which gives
ap10 + bp20 + cp30 + hp40 = 0. (138)
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The central point of the line L is obtained by intersecting L with the hyperplane q0((L
∗)I), which
gives the coordinates
ac = −p20p12 − p30p31 − p40p41
p210 + p
2
20 + p
2
30 + p
2
40
, bc = −p30p23 − p10p12 − p40p42
p210 + p
2
20 + p
2
30 + p
2
40
,
cc = −p10p31 − p20p23 − p40p43
p210 + p
2
20 + p
2
30 + p
2
40
, hc = −p10p41 + p20p42 + p30p43
p210 + p
2
20 + p
2
30 + p
2
40
.
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The line L shares a common point at infinity with the attitude of p = −p10e1− p20e2− p30e3 − p40e4
seen as a vector in T4∗. If the space is Euclidean, I get dC(L∗)dC(L)I = 1 for the distance dC(L∗)
from the central point of the plane L∗ to the origin of T4 and the distance dC(L)I from the identical
counterpart of the central point C(L) to the origin.
For a trivector
Λ = s234e234 + s314e314 + s124e124 + s321e321+
+ s420e420 + s430e430 + s410e410 + s230e230 + s310e310 + s120e120 (140)
the join with itself yields
Λ ∨Λ = −2(s410s230 + s420s310 + s430s120)e0 − 2(s120s314 − s124s310 − s410s321)e1
−2(s124s230 − s120s234 − s420s321)e2 − 2(s234s310 − s230s314 − s430s321)e3
−2(s410s234 + s420s314 + s430s124)e4,
(141)
and so Λ is simple if 
s410s230 + s420s310 + s430s120 = 0,
s120s314 − s124s310 − s410s321 = 0,
s124s230 − s120s234 − s420s321 = 0,
s234s310 − s230s314 − s430s321 = 0,
s410s234 + s420s314 + s430s124 = 0.
(142)
A simple trivector corresponds to a 3-dimensional linear subspace in R5∗, whose vectors a satisfy
a ∧Λ = 0, which gives 
as234 + bs314 + cs124 + hs321 = 0,
ds234 + bs430 − cs420 − hs230 = 0,
ds314 + cs410 − as430 − hs310 = 0,
ds124 + as420 − bs410 − hs120 = 0,
ds321 + as230 + bs310 + cs120 = 0,
(143)
and, therefore, the trivector represents a plane in T4∗, obtained by setting d = 1. Let K be the plane
at the intersection of Λ and T4∗. The same trivector Λ dually represents a linear subspace in R5,
whose vectors x satisfy x ∨ J(Λ) = 0, which gives
xs410 + ys420 + zs430 = 0,
ws410 + ys124 − zs314 = 0,
ws420 + zs234 − xs124 = 0,
ws430 + xs314 − ys234 = 0,

ts410 = ys120 − zs310,
ts420 = zs230 − xs120,
ts430 = xs310 − ys230,

xs321 = ws230 + ts234,
ys321 = ws310 + ts314,
zs321 = ws120 + ts124.
(144)
Setting w = 1 gives the intersection of the subspace with T4, i.e. the line K∗ in T4 dual to the plane
K and dually represented by the trivector Λ. In the standard basis, the coordinates of the central
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point of the line K∗ are given by
xc = −s314s430 − s124s420 − s321s230
s2234 + s
2
314 + s
2
124 + s
2
321
, yc = −s124s410 − s234s430 − s321s310
s2234 + s
2
314 + s
2
124 + s
2
321
,
zc = −s234s420 − s314s410 − s321s120
s2234 + s
2
314 + s
2
124 + s
2
321
, tc = −s234s230 + s314s310 + s124s120
s2234 + s
2
314 + s
2
124 + s
2
321
,
(145)
and the coordinates of the central point of K are given by
ac =
s314s430 − s124s420 − s321s230
s2410 + s
2
420 + s
2
430 + s
2
230 + s
2
310 + s
2
120
, bc =
s124s410 − s234s430 − s321s310
s2410 + s
2
420 + s
2
430 + s
2
230 + s
2
310 + s
2
120
,
cc =
s234s420 − s314s410 − s321s120
s2410 + s
2
420 + s
2
430 + s
2
230 + s
2
310 + s
2
120
, hc =
s234s230 + s314s310 + s124s120
s2410 + s
2
420 + s
2
430 + s
2
230 + s
2
310 + s
2
120
.
(146)
In Euclidean space, the distances of the central points of the line K∗ and the plane KI are related in
the usual way. Note that the line K∗ shares a common point at infinity with the attitude of the vector
(s234, s314, s124, s321) in T4. So, points that lie on K∗ satisfy (x, y, z, t) = ±(s234, s314, s124, s321)τ +
(xc, yc, zc, tc), where τ ∈ R and (xc, yc, zc, tc) is the central point of the line. The top-down orientation
of the line is provided by I(Λ0) = s234e
234 + s314e
314 + s124e
124 + s321e
321 seen as a trivector in T4,
while the bottom-up orientation is provided by x = −s234e1−s314e2−s124e3−s321e4 seen as a vector
in T4 (x satisfies J(Λ0) = e0 ∨ x as in the lower-dimensional cases).
Any trivector that can be written as e0 ∧ σ, where σ is a plane, dually represents a line at infinity
in T4. This line can be thought of as the intersection of the plane σ and the hyperplane at infinity.
The top-down orientation of the line at infinity coincides with the orientation of σ. A line at infinity
in T4 could be depicted as a small planar segment, indicating all possible directions towards the
line at infinity, and a 2-dimensional arc complementary to the planar segment to indicate the line’s
top-down orientation. This depiction would be similar to that of a line at infinity in T3, except that
in T4 the top-down orientation is given by a complementary arc rather than a complementary arrow.
The subspace represented by a vector s in R5∗ is found by solving a∧ s = 0 for a = de0 +ae1 + be2 +
ce3 + he4. For example, s = 3e0 − e1 + 2e4 represents a 1-dimensional subspace in R5∗ given by
(de0 + ae1 + be2 + ce3 + he4) ∧ (3e0 − e1 + 2e4) = (3a+ d)e10 + (3h− 2d)e40 + be12 − ce31
− (2a+ h)e41 − 2be42 − 2ce43 = 0,
which implies 3a = −d, 3h = 2d, 2a = −h, b = 0, c = 0 and for d = 1 yields a point in T4∗ at
(−1
3
, 0, 0, 2
3
). So, s = 3e0 − e1 + 2e4 dually represents the hyperplane −13x+ 23t+ 1 = 0, which is the
same as −x+ 2t+ 3 = 0. The top-down orientation of this hyperplane is provided by x = −e1 + 2e4,
viewed as a vector in T4. de0 directly represents the origin of T4∗ and, therefore, dually represents
the hyperplane at infinity in T4. I assume it to be oriented towards the origin if d > 0 and away
from the origin if d < 0.
Let Q be a point in T4∗ directly represented by s = de0 + ae1 + be2 + ce3 + he4. It is dual to the
hyperplane Q∗ defined by ax+ by + cz + ht+ d = 0. The central point of Q∗ is defined as a point in
T4 where Q∗ intersects the line passing through QI and the origin of T4. It is given by
C(Q∗) = − (a, b, c, h)
a2 + b2 + c2 + h2
. (147)
In Euclidean space, dQIdC(Q∗) = 1 for the distance dQI between Q
I and the origin and the distance
dC(Q∗) between the central point of the hyperplane Q
∗ and the origin.
A four-vector P represents a 4-dimensional hyperplane in R5∗, which can be obtained by solving
a ∧P = 0. For example, for P = 2e1234 + e2340 + 3e3140 + 4e1240 − e3210, I get
(de0+ae1+be2+ce3+he4)∧(2e1234+e2340+3e3140+4e1240−e3210) = (2d+a+3b+4c−h)e01234 = 0,
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which implies 2d + a + 3b + 4c − h = 0. The 4-dimensional hyperplane’s intersection with T4∗ is
obtained by setting d = 1, which gives a 3-dimensional hyperplane defined by 2 + a+ 3b+ 4c−h = 0
or 1
2
a+ 3
2
b+2c− 1
2
h+1 = 0. This hyperplane corresponds to the point (1
2
, 3
2
, 2,−1
2
) in the target space
T4. The point is positively oriented. In general, a point P = we1234 +xe2340 + ye3140 + ze1240 + te3210
is assumed to be positively oriented if w > 0 and negatively oriented otherwise. I will use the same
terminology for the top-down and bottom-up orientation, since the positive top-down orientation
corresponds to the positive bottom-up orientation (the same for the negative orientation).
Any four-vector that can be written as N = e0∧Λ, where Λ is a line (it is sufficient to consider lines
passing through the origin), dually represents a point at infinity. It is located at the intersection of
the line Λ and the hyperplane at infinity and its orientation coincides with the orientation of Λ. It
could be depicted as a small linear segment indicating the direction towards the point at infinity and
a complementary trivector, an oriented sphere, to indicate the point’s top-down orientation. This
depiction would be similar to that of a point at infinity in T3, except that in T4 a point at infinity
is oriented with a complementary oriented sphere rather than an arc.
The wedge and the join possess the following properties:
a ∧ b is a plane at the intersection of the hyperplanes a and b
a ∧ b is a plane at infinity if a and b belong to the same stack but do not coincide
a ∧ b = 0 if a and b represent the same hyperplane
a ∨ b = 0
a ∧ σ is a line where the hyperplane a and the plane σ intersect
a ∧ σ = 0 if the plane σ is in the hyperplane a
a ∨ σ = 0
a ∧Λ is a point where the hyperplane a and the line Λ intersect
a ∧Λ = 0 if the line Λ is in the hyperplane a
a ∨Λ = 0
a ∧ b ∧ c is a line at the intersection of the three hyperplanes a, b, and c
a ∧ b ∧ c ∧ d is a point at the intersection of the four hyperplanes a, b, c, and d
a ∧P = 0 if the point P lies in the hyperplane a
σ ∧ ρ is a point where the planes σ and ρ intersect
σ ∧ ρ = 0 if the planes σ and ρ have a common line or coincide
σ ∧Λ = 0 if the plane σ and the line Λ intersect
σ ∧P = 0
σ ∨P is a hyperplane that contains both the plane σ and the point P
σ ∨P = 0 if the point P lies on the plane σ
Λ ∧Φ = 0
Λ ∨Φ is a hyperplane that contains both lines Λ and Φ
Λ ∨Φ = 0 if the lines Λ and Φ lie in the same plane
Λ ∧P = 0
Λ ∨P is a plane that contains both the point P and the line Λ
Λ ∨P = 0 if the point P lies on the line Λ
P ∧Q = 0
P ∨Q is a line that passes through the points P and Q
P ∨Q = 0 if P and Q represent the same point
P ∨Q ∨R is a plane that passes through the points P, Q, and R
P ∨Q ∨R ∨ S is a hyperplane that passes through the points P, Q, R, and S
The following equalities hold:
σ ∧Λ = (σ ∨Λ)I,
a ∧P = (a ∨P)I, (148)
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where
σ∨Λ = −(p10s234 +p20s314 +p30s124 +p40s321 +p23s410 +p31s420 +p12s430 +p41s230 +p42s310 +p43s120)
(149)
and
a ∨P = dw + ax+ by + cz + ht. (150)
Summary (from
∧
R5∗ to T4)
Four-vectors → Points in T4:
P = e1234 + xe2340 + ye3140 + ze1240 + te3210 → a positive point at (x, y, z, t).
αP, α > 0 → same as above but with a different weight.
−P → same as P but with the opposite orientation (negative).
N = e0 ∧ Λ → a point at infinity that lies on the line Λ; the top-down orientation is given by
I(Λ0) = s234e
234 + s314e
314 + s124e
124 + s321e
321 and the bottom-up orientation by J(e0 ∧ Λ0) =
−s234e1 − s314e2 − s124e3 − s321e4.
αN, α > 0 → same as above but with a different weight.
−N → same as N but with the opposite orientation.
Simple trivectors → Lines in T4:
Λ0 = s234e234 + s314e314 + s124e124 + s321e321 → a line passing through the origin of T4 and coinciding
with the linear subspace of the vector (s234, s314, s124, s321); the top-down orientation is given by
I(Λ0) = s234e
234 + s314e
314 + s124e
124 + s321e
321 and the bottom-up orientation by J(e0 ∧ Λ0) =
−s234e1 − s314e2 − s124e3 − s321e4.
Λ, with Λ∨Λ = 0→ a finite line in T4 whose points are given by (x, y, z, t) = ±(s234, s314, s124, s321)τ+
(xc, yc, zc, tc), where τ ∈ R and (xc, yc, zc, tc) is the centre of the line; the orientation of Λ is the same
as that of Λ0.
Φ = e0 ∧ σ0 → a line at infinity in T4 which lies in the plane σ0; the orientation of Φ is the same
as that of σ0.
Simple bivectors → Planes in T4:
σ0 = p23e23 + p31e31 + p12e12 + p41e41 + p42e42 + p43e43, with σ0 ∧ σ0 = 0 → a plane passing
through the origin of T4 whose attitude coincides with that of the bivector B‖ = p41e23 + p42e31 +
p43e
12 + p23e
41 + p31e
42 + p12e
43; the top-down orientation is given by the bivector I(σ0) = B⊥ =
p23e
23 + p31e
31 + p12e
12 + p41e
41 + p42e
42 + p43e
43 and the bottom-up orientation by J(e0 ∧σ0) = B‖.
σ, σ ∧ σ = 0 → a finite plane in T4 whose points are given by (x, y, z, t) = τx + ρy + (xc, yc, zc, tc),
where x ∧ y = B‖, τ, ρ ∈ R and (xc, yc, zc, tc) is the centre of the plane (vectors x and y are in T4
rather than R5); the orientation of σ is the same as that of σ0.
η = e0∧a0 where a0 = ae1 + be2 + ce3 +he4 → a plane at infinity in T4 which lies in the hyperplane
ax+by+cz+ht = 0; its top-down orientation is given by I(a0) = ae
1+be2+ce3+he4 and bottom-up
orientation by J(e0 ∧ a0) = −ae234 − be314 − ce124 − he321.
Vectors → finite hyperplanes in T4 and the hyperplane at infinity:
a = de0 + ae1 + be2 + ce3 +he4 → the hyperplane ax+ by+ cz+ht+ d = 0; its top-down orientation
is given by I(a0) = ae
1 + be2 + ce3 + he4, where a0 = ae1 + be2 + ce3 + he4, and the bottom-up
orientation by J(e0 ∧ a0) = −ae234 − be314 − ce124 − he321.
αa, α > 0 → same hyperplane with a different weight.
−a → same hyperplane with the opposite orientation.
de0 → the hyperplane at infinity in T4 (in the top-down view, towards the origin if d > 0 or away
from the origin if d < 0).
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4.3 The metric and Clifford algebra
For vectors a1 and a2 in R5∗, the inner product is given by
a1 · a2 = d1d2e0 · e0 + a1a2e1 · e1 + b1b2e2 · e2 + c1c2e3 · e3 + h1h2e4 · e4, (151)
where a1 = d1e0 + a1e1 + b1e2 + c1e3 + h1e4 and a2 = d2e0 + a2e1 + b2e2 + c2e3 + h2e4, with the
following list of options for the inner product of the standard basis vectors:
e0 · e0 e1 · e1 e2 · e2 e3 · e3 e4 · e4 T4
0 1 1 1 1 E4 Euclidean
1 1 1 1 1 E4 Elliptic
−1 1 1 1 1 H4 Hyperbolic
0 1 1 1 −1 M4 Minkowski (pseudo-Euclidean)
1 1 1 1 −1 dS4 de-Sitter
−1 1 1 1 −1 AdS4 Anti de-Sitter
For instance, a1 · a2 = −d1d2 + a1a2 + b1b2 + c1c2 + h1h2 if the metric is hyperbolic. Adopting one of
these options results in a specific metric geometry in T4.
In
∧
R5∗, the geometric product of a k-vector Ak and an l-vector Bl includes at most three multi-
vectors of grades |k − l|, |k − l|+ 2, and k + l. It exhibits the following properties:
ab = a · b + a ∧ b (scalar + bivector), a · b = b · a, a ∧ b = −b ∧ a,
aσ = a · σ + a ∧ σ (vector + trivector), a · σ = −σ · a, a ∧ σ = σ ∧ a,
aΛ = a ·Λ + a ∧Λ (bivector + four-vector), a ·Λ = Λ · a, a ∧Λ = −Λ ∧ a,
aP = a ·P + a ∧P (trivector + pseudoscalar), a ·P = −P · a, a ∧P = P ∧ a,
σρ = σ · ρ + σ × ρ + σ ∧ ρ (scalar + bivector + four-vector), σ · ρ = ρ · σ, σ ∧ ρ = ρ ∧ σ,
σΛ = σ ·Λ + σ ×Λ + σ ∧Λ (vector + trivector + pseudoscalar), σ ·Λ = Λ · σ, σ ∧Λ = Λ ∧ σ,
σP = σ ·P + σ ×P (bivector + four-vector), σ ·P = P · σ,
ΛΦ = Λ ·Φ + Λ×Φ + (Λ ∨Φ)I (scalar + bivector + four-vector), Λ ·Φ = Φ ·Λ, Λ ∨Φ = Φ ∨Λ,
ΛP = Λ ·P + (Λ ∨P)I (vector + trivector), Λ ·P = −P ·Λ, Λ ∨P = P ∨Λ,
PQ = P ·Q + P×Q (scalar + bivector), P ·Q = Q ·P.
MI = M · I and MI = IM for any multivector M .
Note the following relations: a ∨P = P ∨ a, σ ∨P = −P ∨σ, Λ ∨P = P ∨Λ, P ∨Q = −Q ∨P,
σ ∨Λ = Λ ∨ σ, σ ∨P = −P ∨ σ, Λ ∨Φ = Φ ∨Λ.
It follows that
a · b = 1
2
(ab + ba), a ∧ b = 1
2
(ab− ba), a× b = a ∧ b,
a · σ = 1
2
(aσ − σa), a ∧ σ = 1
2
(aσ + σa), a× σ = a · σ
a ·Λ = 1
2
(aΛ + Λa), a ∧Λ = 1
2
(aΛ−Λa), a×Λ = a ∧Λ
a ·P = 1
2
(aP−Pa), a ∧P = 1
2
(aP + Pa), a×P = a ·P
σ · ρ + σ ∧ ρ = 1
2
(σρ + ρσ), σ × ρ = 1
2
(σρ− ρσ),
σ ·Λ + σ ∧Λ = 1
2
(σΛ + Λσ), σ ×Λ = 1
2
(σΛ−Λσ),
σ ·P = 1
2
(σP + Pσ), σ ×P = 1
2
(σP−Pσ),
Λ ·Φ + (Λ ∨Φ)I = 1
2
(ΛΦ + ΦΛ), Λ×Φ = 1
2
(ΛΦ−ΦΛ),
Λ ·P = 1
2
(ΛP−PΛ), (Λ ∨P)I = 1
2
(ΛP + PΛ), Λ×P = Λ ·P
P ·Q = 1
2
(PQ + QP), P×Q = 1
2
(PQ−QP).
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The following identities are useful: σ ×P = (σ ∨P)I, P×Q = (P ∨Q)I.
The reverse and grade involution of multivector M = s + a + σ + Λ + P + αI are given by M˜ =
s + a − σ − Λ + P + αI and M̂ = s − a + σ − Λ + P − αI, respectively. As in lower dimensions,
A˜B = B˜A˜ and ÂB = ÂB̂ (the same applies to inner and outer products and the commutator). I
will also make use of (M)14 = s− a +σ+ Λ−P +αI. In the subscript notation, I have M˜ = (M)23
and M̂ = (M)135. For a Study number N = α + βI, the conjugate is defined by N = α− βI.
The norm of multivector M is defined by
‖M‖ = |NN |18 , where N = MM˜(MM˜)14. (152)
If the norm is not zero, the inverse of M is given by
M−1 =
M˜(MM˜)14N
NN
. (153)
For blades, this simplifies to
‖Ak‖ = |AkA˜k|
1
2 , A−1k =
A˜k
AkA˜k
. (154)
The algebra of even multivectors in
∧
R5∗ is 16-dimensional and consists of multivectors E = u +
σ + P, where u ∈ R.
4.4 Euclidean hyperspace E4
For a hyperplane a, a plane σ (simple bivector), a line Λ (simple trivector), and a point P the norm
is given by
‖a‖ =
√
a2 + b2 + c2 + h2, ‖σ‖ =
√
p223 + p
2
31 + p
2
12 + p
2
41 + p
2
42 + p
2
43,
‖Λ‖ =
√
s2234 + s
2
314 + s
2
124 + s
2
321, ‖P‖ = |w|.
(155)
Unlike the 2- and 3-dimensional cases, P2 = w2 in E4. Furthermore, a2 = ‖a‖2, σ2 = −‖σ‖2,
Λ2 = −‖Λ‖2. Note that the above expressions for σ and Λ do not apply to non-simple bivectors
and trivectors.
Possible geometric configurations in E4 are similar to those observed in E3. A notable exception is
a configuration involving two planes intersecting at a point if σ ∧ ρ 6= 0. I will call such planes
complementary if σ · ρ = 0 and σ × ρ = 0. On the other hand, if two planes intersect along a
line, there is a hyperplane that contains both planes and the configuration is 3-dimensional in that
hyperplane. Two planes intersecting along a line can be perpendicular in the 3-dimensional sense if
σ · ρ = 0, but they are not complementary.
The plane at infinity e0 ∧ a has the same top-down orientation as a hyperplane a, while the point
aI is at infinity in the direction perpendicular to a. The point aI is called the polar point of the
hyperplane a. The line a · P passes through P and is perpendicular to a, so that aI lies on the
line a · P for any point P. The distance between a and P is given by |a ∨ P| if both a and P are
normalised. The plane a · Λ passes through Λ and is perpendicular to a. The angle α between a
normalised line Λ and a normalised hyperplane a satisfies ‖a · Λ‖ = cosα. The hyperplane a · σ
passes through σ and is perpendicular to a, while ‖a ·σ‖ = cosα gives the angle α between them if
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they are normalised. The dot product a · b = cosα gives the angle α between a and b if they are
normalised.
The hyperplane Λ ·P passes through P and is perpendicular to Λ. The plane Λ∨P passes through
both Λ and P, while ‖Λ∨P‖ gives the distance between the line and the point if they are normalised.
The line P ∨ Q passes through both points and ‖P ∨ Q‖ gives the distance between them if they
are normalised. The plane σ · P passes through P and is complementary to σ. The planes σ and
σ ·P intersect at the projection of P on σ. The hyperplane σ ∨P contains both σ and P, while the
distance between σ and P is given by ‖σ ∨P‖, provided they are normalised.
The hyperplane Λ ∨Φ contains both lines Λ and Φ, but Λ ∨Φ = 0 if the lines intersect. In E4, the
configuration involving two lines is 3-dimensional in the hyperplane Λ∨Φ. It is essentially identical
to that observed in E3, with only minor modifications. For instance, Λ ·Φ = − cosα gives the angle
α between the lines. It is equal to the angle between Λ and the translational projection of Φ on Λ.
Moreover, ‖Λ ∨ Φ‖ = r sinα, where r is the distance between the lines. The commutator Λ × Φ
is a non-simple bivector unless the lines intersect. Recall that in E3 the commutator of two lines
can be written as the sum of a finite line and a line at infinity perpendicular to it. This structure
is completely determined in the hyperplane Λ ∨ Φ, which is essentially a 3-dimensional Euclidean
space. By extending this structure into the forth dimension perpendicular to Λ ∨Φ, one obtains a
finite plane derived from the finite axis and a plane at infinity derived from the axis at infinity. This
4-dimensional structure is captured by the commutator Λ × Φ, which can be decomposed into the
two complementary planes.
The hyperplane σ · Λ passes through Λ and is perpendicular to σ, so that Λ ∧ (σ · Λ) = 0 and
σ · (σ ·Λ) = 0. On the other hand, σ ∧ (σ ·Λ) is a line in the hyperplane σ ·Λ. Both lines Λ and
σ∧ (σ ·Λ) lie in σ ·Λ. In fact, the configuration involving σ and Λ is determined by the relationship
between the lines Λ and σ ∧ (σ ·Λ), which is 3-dimensional in character. For instance, the angle α
between σ and Λ, which satisfies ‖σ ·Λ‖ = cosα for the normalised objects, coincides with the angle
between Λ and the line σ ∧ (σ · Λ). Moreover, |σ ∨ Λ| = r sinα gives the distance r between the
lines and, therefore, the distance between Λ and σ. So, there is a unique point on Λ whose distance
to σ is minimal. The commutator σ ×Λ is a non-simple trivector in general.
If a trivector Φ is not simple and finite, Φ ∨Φ 6= 0 and Φ ·Φ 6= 0, it can be uniquely decomposed
into two simple trivectors, Φ = Φfc + Φic, representing a finite line and a line at infinity, where
Φfc =
(
1− (Φ ∨Φ)I
2Φ ·Φ
)
Φ, and Φic =
(Φ ∨Φ)I
2Φ ·Φ Φ. (156)
Φfc is the finite component of Φ and Φic the infinite component. Both Φfc and Φic lie in the 3-
dimensional hyperplane Φ∨Φ. If Φ is not simple but Φ·Φ = 0, e.g. Φ = e120+2e430, it can be written
as Φ = e0 ∧ pi, where pi is a non-simple bivector (pi can be assumed to pass through the origin).
Then the decomposition of Φ depends on whether pi can be decomposed into two complementary
planes. Note that Φ ∨Φ is a hyperplane at infinity in this case.
Let pi be a non-simple bivector. If (pi·pi)2 6= (pi∧pi)2, pi can be split uniquely into two complementary
planes, pi = pi1 + pi2. Otherwise the decomposition is not unique. Squaring pi = pi1 + pi2 and using
the complementarity of pi1 and pi2 yields
pi1pi2 =
1
2
pi ∧ pi,
pi21 + pi
2
2 = pi · pi.
(157)
Note also that pi1 and pi2 commute with pi1 ∧ pi2 and pi commutes with pi ∧ pi. Squaring the first
equation above and combining it with the second yields the following quadratic equation
pi41,2 − (pi · pi)pi21,2 + 14(pi ∧ pi)2 = 0 (158)
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for pi21 and pi
2
2. In Euclidean space E4, (pi · pi)2 ≥ (pi ∧ pi)2 ≥ 0 is satisfied. If (pi · pi)2 > (pi ∧ pi)2
and (pi ∧ pi)2 6= 0, Equation (158) has two solutions
pi21,2 =
1
2
(
pi · pi ±
√
(pi · pi)2 − (pi ∧ pi)2
)
. (159)
Both pi21 and pi
2
2 are non-zero and, therefore,
pi1 =
1
2
(pi ∧ pi)pi2/pi22, pi2 =
1
2
(pi ∧ pi)pi1/pi21,
which gives
pi1 = pi/(1 +
1
2
pi ∧ pi/pi21), pi2 = pi/(1 + 12pi ∧ pi/pi22) (160)
and
pi1 =
(1− 1
2
pi ∧ pi/pi21)pi
1− 1
4
(pi ∧ pi)2/pi41
, pi2 =
(1− 1
2
pi ∧ pi/pi22)pi
1− 1
4
(pi ∧ pi)2/pi42
. (161)
If (pi · pi)2 = (pi ∧ pi)2, then pi21 = pi22 = 12pi · pi and pi = pi1,2(1 + pi ∧ pi/pi · pi) but multivector
(1 +pi∧pi/pi ·pi) is not invertible and, therefore, there is no unique solution (note that in this case pi
is not invertible either). The decomposition into complementary planes is not unique. For instance,
pi = e12 + e34 can be decomposed into pi1 = e12 and pi2 = e34 or into pi
′
1 =
1
2
(e12 + e34 + e23 + e41)
and pi′2 =
1
2
(e12 + e34 − e23 − e41).
If (pi ∧ pi)2 = 0 and pi · pi 6= 0, then pi ∧ pi is a point at infinity and pi21 = pi · pi, pi22 = 0. pi can be
decomposed into a finite plane and and a plane at infinity as follows:
pi1 =
(
1− pi ∧ pi
2pi · pi
)
pi, pi2 =
pi ∧ pi
2pi · pipi. (162)
Finally, pi · pi = 0 implies that pi is simple (a plane at infinity).
Projection and rejection in E4 are defined in the usual way. For instance, the projection of a hy-
perplane a on a hyperplane b is given by (a · b)b−1, while the rejection is given by (a ∧ b)b−1. If
the geometric product consists of three terms, as is the case for σρ, σΛ, and ΦΛ, one can split the
commutator into two components and define two kinds of projection and rejection. Projection and
rejection can be used to define scaling in the same way as in E2 and E3.
The reflection of a blade Bl in an invertible blade Ak is given by (−1)klAkBlA−1k for the top-down
reflection and (−1)nk(l−1)AkBlA−1k for the bottom-up reflection (n is the space dimension). For
instance, the top-down reflection of a hyperplane a in a hyperplane b is given by−bab−1. Since n = 4
in E4, the bottom-up reflection formula simplifies to AkBlA−1k in E4. Similar to other dimensions, all
top-down reflections can be understood in terms of reflections in suitable hyperplanes, On the other
hand, the bottom-up reflection are constructed from point reflections.
Any proper motion in E4 can be obtained by performing an even number of consecutive reflections
in hyperplanes, which square to unity. A spinor in E4 is defined as the product of an even number
of hyperplanes, which all square to unity. So, any proper motion can be generated by a spinor.
Moreover, any proper motion can be generated by a spinor that has the form S = eA where A is a
bivector. Depending on the properties of the bivector, different kinds of proper motion are obtained.
For multivector M in E4, the proper motion induced by a spinor S is obtained by computing SMS−1.
The spinor S assumes one of the following forms:
S = e−
1
2
λe0∧a, where ‖a‖ = 1, yields a translation by λ along lines perpendicular to the hyperplane
a in the direction of the top-down orientation of a.
S = e−
1
2
ασ, where σ is a finite plane and ‖σ‖ = 1, yields a rotation by the angle α around the plane
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σ, the axis of rotation, in the direction of the top-down orientation of σ. Note that points and lines
that lie on the axis are not affected by the rotation, so the axis is invariant.
S = e−
1
2
(α−λaI)σ, where σ is a finite plane, ‖a‖ = 1, ‖σ‖ = 1, and a · σ = 0, yields a combination
of a rotation as above and a translation along lines perpendicular to a in the direction that depends
on the orientation of a and the axis of rotation; a · σ = 0 implies (aI) ∨ σ = 0, i.e. the point at
infinity aI lies on the axis of rotation σ and, therefore, ensures that the translation occurs in one of
the directions parallel to the axis.
S = e−
1
2
(ασ1+βσ2), where α 6= β and planes σ1 and σ2 are normalised and complementary, yields a
combination of a rotation by the angle α around σ1 and a rotation by the angle β around σ2. In
other words, this spinor yields a double rotation around two complementary axes. The point σ1∧σ2
where the axes intersect is not affected by the double rotation. Other points and lines that lie on
the axes undergo a simple rotation, that is they do not leave the axes. For instance, points in σ1 are
rotated by the angle β around σ1 ∧ σ2, and points in σ2 are rotated by the angle α. In this sense
the axes of a double rotation are invariant.
S = e−
1
2
α(σ1+σ2), where the planes σ1 and σ2 are normalised and complementary as above but
α = β, yields an isoclinic rotation by the angle α. It is characterised by many invariant axes since
σ = σ1 + σ2 cannot be uniquely decomposed into two complementary planes. The point σ1 ∧ σ2 is
invariant under the isoclinic rotation. Note, however, that not every plane that passes through the
point σ1 ∧ σ2 is invariant.
So, there are five distinct kinds of proper motions in E4: translation, simple rotation, rotation and
translation in the axis, double rotation, and isoclinic rotation.
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5 1-dimensional geometry
In a 1-dimensional space, points in the target space correspond to points in the dual space. These
spaces are embedded in the model spaces in the standard way. The standard basis of R2 consists
of e0 = (1, 0) and e1 = (0, 1), so that x = we0 + xe1, and the standard basis of R2∗ consists of
e0 = (1, 0) and e1 = (0, 1), so that a = de0 + ae1. The basis of Grassmann algebra of
∧
R2∗ consists
of: 1, e0, e1, e01. The duality transformation and its inverse are defined on the basis by
X 1 e0 e1 e01
J(X) −e01 −e1 e0 1
Y 1 e0 e1 e01
J−1(Y ) e01 e1 −e0 −1
The join of two multivectors in
∧
R2∗ is defined in the usual way: a ∨ b = J−1(J(a) ∨ J(b)), which
for a1 = d1e0 + a1e1 and a2 = d2e0 + a2e1 yields a1 ∨ a2 = −(d1a2 − a1d2). On the other hand,
a1 ∧ a2 = (d1a2 − a1d2)e01 and, therefore, a ∧ b = −(a ∨ b)e01 for any vectors a and b.
w
x
T1
J(a)
(a) R2
d
a
T1∗
a
(b) R2∗
Figure 65: The duality relationship between points in T1 and points in T1∗
If x 6= 0, then a = −xe0+e1 directly represents a point in the dual space T1∗ at a = −1/x, and dually
represents a point in the target space T1 at x. These points satisfy the usual duality relationship
ax+ 1 = 0. (163)
The same point in T1 is directly represented by J(a) = e0 + xe1 (see Figure 65 where a = −1
2
and
x = 2). A finite point dually represented by a = −xe0 + e1 will be considered positively oriented (x
could be positive or negative), while the same point represented by −a = xe0− e1 will be negatively
oriented. The point shown in Figure 65(a) is positively oriented.
αa dually represents the same point but with a different weight and −a dually represents the same
point but with the opposite orientation. αe01 dually represents α in T1 and a scalar in
∧
R2∗ dually
represents the whole T1. The join of two points is a scalar and, therefore, gives the whole space T1.
e0 dually represents the point at infinity in T1 and e1 dually represents the origin.
Euclidean, elliptic, or hyperbolic space is selected by choosing the appropriate metric:
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e0 · e0 e1 · e1 T1
0 1 E1 Euclidean
1 1 E1 Elliptic
−1 1 H1 Hyperbolic
Since the spaces are 1-dimensional, no kinematic structure can be defined.
Resulting Clifford algebra exhibits the following properties:
ab = a · b + a ∧ b (scalar + pseudoscalar), a · b = b · a, a ∧ b = −b ∧ a,
ae01 = a · e01 (vector), a · e01 = −e01 · a.
The following identities apply:
a · b = 1
2
(ab + ba), a ∧ b = 1
2
(ab− ba), a ∧ b = −(a ∨ b)e01.
A multivector in
∧
R2∗ can be written as
M = s+ de0 + ae1 + αe01. (164)
Its norm is defined by
‖M‖ = |MM˜(MM˜)1|
1
4 , (165)
where M˜ = s+ de0 + ae1−αe01 and (M)1 = s− de0− ae1 +αe01. For multivectors with a non-zero
norm, the inverse is given by
M−1 =
M˜(MM˜)1
MM˜(MM˜)1
. (166)
This simplifies to a−1 = a/a2 for vectors and E−1 = E˜/(EE˜) for even multivectors. The bivector
e01 is not invertible in E1, but e−101 = −e01 in E1, and e−101 = e01 in H1. Note also that e201 = 0 in
E1, e201 = −1 in E1, and e201 = 1 in H1. Since αa = aα and βe01a = −aβe01, I get aE = E˜a for any
vector a and any even multivector E = α + βe01. If EE˜ = 1, I get aE = E
−1a.
The algebra of even multivectors consists of multivectors E = α + βe01 and is, therefore, 2-
dimensional. It is isomorphic to complex numbers if the metric is elliptic, which implies e201 = −1,
so that the bivector e01 can play the role of the imaginary unit.
5.1 Euclidean line E1
In Euclidean space E1, the norm of a = de0 + ae1 is given by ‖a‖ = |a|. The distance r between two
points dually represented by normalised vectors a = −xe0 + e1 and b = −ye0 + e1 is given by
r = |a ∨ b| = |x− y|. (167)
The polar point ae01 of a finite point a is the point at infinity, weighted by the weight of a.
A point is proper if the square of the representing vector is positive, a2 > 0. Any finite point is
proper in E1. Spinors in E1 are multivectors that can be written as the product of an even number
of normalised proper points. Furthermore, any spinor can be written as either S = eαe01 = 1 + αe01
or −eαe01 . Since e1exe01 = e1(1 + xe01) = e1 − xe0, I can replace a = −xe0 + e1 with
a = e1e
xe01 , (168)
which is a useful representation as it helps simplify many algebraic manipulations. Since spinors are
even multivectors and each spinor satisfies SS˜ = 1, I have
e1S = S
−1e1. (169)
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The translation by λ, in the direction of positive x if λ > 0, of a point dually represented by a is given
by TaT−1, where T = e−
1
2
λe01 = 1− 1
2
λe01. T is a spinor and, therefore, TaT
−1 = aT−2 = aeλe01 , so
Equation (168) can be interpreted as the translation of e1, the origin of E1, by x. There is only one
kind of proper motion in E1, translation, and any translation can be generated by a suitable spinor.
The top-down reflection of a in b is given by −bab−1. It reverses the orientation of a. The bottom-
up reflection is given by bab−1. It preserves the orientation a. Scaling a by γ with respect to b is
the usual combination of projection and rejection, scale(a; b, γ) = (a · b)b−1 + γ(a ∧ b)b−1. Using
(168) and (169), the following equalities can be readily obtained:
x[TaT−1] = x[a] + λ, (170)
x[−bab−1] = x[b]− (x[a]− x[b]), (171)
x[scale(a; b, γ)] = x[b] + γ(x[a]− x[b]), (172)
where x[de0 + ae1] = −d/a gives the point in T1 dually represented by a = de0 + ae1.
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A Practical Considerations
In general, it is not practical to perform symbolic computations with Clifford algebra by hand. To give an
extreme example, the geometric product of two multivectors in R5∗ includes 1024 terms. It is too onerous
and error prone to perform symbolic manipulations manually. For this tutorial, I performed most symbolic
computations with the Geometric algebra module for sympy, which is described at
http://docs.sympy.org/dev/modules/galgebra/GA/GAsympy.html
Its usage to compute the geometric product of two multivectors m1 and m2 in R3∗ is illustrated below
from sympy import *
from sympy.galgebra.GA import *
set_main(sys.modules[__name__])
e0,e1,e2 = MV.setup(’e0 e1 e2’, ’# 0 0, 0 # 0, 0 0 #’)
MV.set_str_format(str_mode=2)
s1,d1,a1,b1,w1,x1,y1,p1 = symbols(’s1 d1 a1 b1 w1 x1 y1 p1’)
s2,d2,a2,b2,w2,x2,y2,p2 = symbols(’s2 d2 a2 b2 w2 x2 y2 p2’)
m1 = s1 + d1*e0+a1*e1+b1*e2 + w1*e1*e2+x1*e2*e0+y1*e0*e1 + p1*e0*e1*e2
m2 = s2 + d2*e0+a2*e1+b2*e2 + w2*e1*e2+x2*e2*e0+y2*e0*e1 + p2*e0*e1*e2
print m1*m2
Computation with Clifford algebra is not routinely available in popular programming languages. For nu-
merical computations and visualisation, I made use of Asymptote available at
http://asymptote.sourceforge.net/
Asymptote includes a high-level graphics and general programming language based on C++ and is designed
to provide 2D and 3D plotting capabilities for LaTeX.
An elementary example of using Asymptote to compute the join of two points and display the resulting line
is given below
struct MV {
real s, d, a, b, w, x, y, p;
void operator init(real s, real d, real a, real b, real w, real x, real y, real p) {
this.s = s;
this.d = d; this.a = a; this.b = b;
this.w = w; this.x = x; this.y = y;
this.p = p;
}
}
void write(MV m) { unravel m; write(s,d,a,b,w,x,y,p); }
MV join(MV m1, MV m2) {
from m1 unravel s as s1, d as d1, a as a1, b as b1, w as w1, x as x1, y as y1, p as p1;
from m2 unravel s as s2, d as d2, a as a2, b as b2, w as w2, x as x2, y as y2, p as p2;
MV m = MV(0,0,0,0,0,0,0,0);
unravel m;
s = -(-a1*x2-a2*x1-b1*y2-b2*y1-d1*w2-d2*w1-p1*s2-p2*s1);
d = -(-d1*p2-d2*p1+x1*y2-x2*y1);
a = -(-a1*p2-a2*p1-w1*y2+w2*y1);
b = -(-b1*p2-b2*p1+w1*x2-w2*x1);
w = p1*w2+p2*w1;
x = p1*x2+p2*x1;
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y = p1*y2+p2*y1;
p = p1*p2;
return m;
}
MV P = MV(0,0,0,0,1,2,1,0);
MV Q = MV(0,0,0,0,1,-1,-1,0);
MV v = join(P,Q);
write(v);
import graph;
size(5cm,5cm);
axes("$x$", "$y$", min=-(5,5), max=(5,5));
unravel P; dot((x,y));
unravel Q; dot((x,y));
unravel v;
pair n = (b,-a);
pair centre = -(a,b)*d/(a^2+b^2);
path line = (centre-5*n/length(n))--(centre+5*n/length(n));
draw(line);
References
[1] Chris Doran and Anthony Lasenby. Geometric algebra for physicists. Cambridge University Press, 2003.
[2] Leo Dorst, Daniel Fontijne, and Stephen Mann. Geometric Algebra for Computer Science (Revised
Edition): An Object-Oriented Approach to Geometry. Morgan Kaufmann, 2009.
[3] Charles Gunn. Geometry, Kinematics, and Rigid Body Mechanics in Cayley-Klein Geometries. PhD
thesis, Universita¨tsbibliothek, 2011.
[4] Charles Gunn. On the homogeneous model of euclidean geometry. In Guide to Geometric Algebra in
Practice, pages 297–327. Springer, 2011.
[5] Felix Klein. Elementary Mathematics from an Advanced Standpoint, Geometry (1908). Reprinted Dover,
New York, 1939.
[6] Jurgen Richter-Gebert. Perspectives on projective geometry: a guided tour through real and complex
geometry. Springer, 2011.
89
