In this paper we present a domain decomposition approach for the coupling of Boltzmann and Euler equations. Particle methods are used for both equations. This leads to a simple implementation of the coupling procedure and to natural interface conditions between the two domains. Adaptive time and space discretizations and a direct coupling procedure lead to considerable gains in CPU time compared to a solution of the full Boltzmann equation. Several test cases involving a large range of Knudsen numbers are numerically investigated.
Introduction
Boltzmann-and uid dynamic equations (such as Euler or Navier-Stokes equations) are used to model hypersonic gas ows. Numerical simulations of such ows are useful for example in the design of space vehicles, in particular, in understanding the behavior of the early phases of reentry ights. Such ows are usually far from any kind of local equilibrium states. This means that variants of the Boltzmann equation have to be used as rst principle equations instead of uid dynamic equations. However, when the mean free path of molecules becomes small -for example during the reentry -standard numerical methods for the Boltzmann equation become exceedingly expensive in computing time. Therefore, gas dynamics equations should be used if possible, i.e. in other words, near local equilibrium states and outside of shock and boundary layers. These considerations prompt the use of domain decomposition strategies, where the Boltzmann equation is to be solved only in regions others than those mentioned above.
Essentially three problems have to be solved in order to compute a solution of the domain decomposition problem: First one has to choose suitable codes for Boltzmann and Euler equations. Second, the regions, where the uid dynamic equations can be used, have to be determined. Once this is done the third problem is the matching of the Boltzmann code with the Euler or Navier-Stokes solver. We refer to 18, 17, 5, 4, 21, 11, 13, 14, 28] for di erent domain decomposition approaches. In this paper Boltzmann and Euler equations are solved by particle methods. Numerical codes for the Boltzmann equation are usually based on particle methods, see 1, 2, 3, 23] . Although for the Euler equations a variety of other methods exist, we did choose for the domain decomposition approach a particle method as well, since they are particularly suited for the coupling to the Boltzmann code. To determine the equilibrium or Euler domains automatically we use an approach derived from Grad's thirteen moment ansatz, see 27, 26, 15] . The two equations are coupled together by a natural condition guaranteeing the equality of uxes at the interface. Moreover, we use an adaptive grid re nement procedure for the spatial and temporal discretization. The re nement is adapted to the stability requirements on the time step in each of the domains.
The main focus of the present paper is a study of the coupled solution for the whole range of mean free paths and of the possible gain in CPU time, which depends strongly on the size of the mean free path. In particular, the use of an adaptive time and space discretization in the two domains yields a considerable gain in CPU time. CPU time is shown to be smaller by a factor 10 and more compared to a full Boltzmann solution for certain situations and ranges of the mean free path.
The paper is organized in the following way: Section 2 describes shortly the equations to be coupled and the numerical codes to solve them. Section 3 describes in more detail the coupling algorithm. Section 4 gives a presentation of our numerical results and a comparison of the CPU times for di erent Knudsen numbers.
Equations and Numerical Methods

Equations
The Boltzmann equation describes the time evolution of a distribution function f(t; x; v) for particles of velocity v 2 R 3 at point x 2 D R 
If the particle approximation of the initial value f(0; x; v) of (4) is given by some discrete measure P N j=1 j (x j ;v j ) , then the time evolution of this particle ensemble is simply N X j=1 j (x j +tv j ;v j ) :
During the free ow boundary and interface conditions are taken into account.
In a second step the homogeneous Boltzmann equation @f @t = 1 J(f; f) (5) is solved. To simulate equation (5) by a particle method an explicit Euler step is used and equation (5) is written in the discretized form f( t; v) = f(0; v) + t J f; f](0; v): (6) f( t; v) is then used in the next time step as the new initial condition for the free ow. One considers equation (6) One observes that, to guarantee the positivity of the function f( t; v), we need the following restriction on the time step 1 ? t k 0: (8) This means that for ! 0 the time step t has to be shrinked with , the equations are becoming sti . The method becomes exceedingly expensive for small Knudsen numbers.
Particle method for solving the Euler equation
For small Knudsen numbers and outside of shock and boundary layers the solution of the Euler equations is a good alternative to the solution of the full Boltzmann problem. In these regimes the solution of the kinetic problem is approximated by the Euler equations with good accuracy. Moreover, to obtain stability for the Euler equations one does not need to ful ll the restrictive condition (8) , but only the usual CFL condition for Eulers equations.
We solve the Euler equations by a particle method based on kinetic schemes. Here, we give only a short description of the method which will be used in the calculation and refer to 10], 16], 24], 25] for further details about kinetic schemes and particle methods based on kinetic scheme.
One de nes the macroscopic quantities ; u; T as the moments of a distribution function f(t; x; v):
Then one tries to nd a simple evolution for the density f such that this evolution approximates the compressible Euler equations for ; u; T. This evolution consists of two steps as in the Boltzmann case. In each time step we proceed as follows:
First, a simple free ow is performed, i.e. we solve: @f @t + v @f @x = 0:
The particle approximation is done as in the Boltzmann case.
Second a projection onto an equilibrium distribution function G = G ; u; T](v), which is uniquely de ned by the rst ve moments, is performed. The projection is given by computing the moments ; u; T of f and determining the associated equilibrium function G ; u; T](v). The resulting function is then used as the initial distribution for the next free ow step. The particle approximation of the projection step is done by calculating the moments ; u; T of the particle distribution after the free ow evolution. The particles are then generated again according to the new equilibrium distribution G ; u; T]. The class of equilibrium distribution functions G
is chosen in such a way that the approximation of the Euler evolution is guaranteed. We consider an equilibrium class of the form
where : R 3 ?! R 3 is an integrable function with 
The Domain Decomposition Algorithm
In this section we describe the coupling algorithm in more detail. To compute an approximation of the stationary solution of the Boltzmann problem by a direct coupling procedure we proceed in the following way: In each time step Boltzmann and Euler domains are determined using a criterion described in subsection 3.1. This leads to a separation of the computational domain D into a Boltzmann domain D B and an Euler domain D E . To obtain suitable boundary conditions at the interface between the two domains, the equations are coupled together in a natural way: The use of a particle method based on a kinetic scheme for the Euler equations leads to coupling conditions based on the equality of uxes at the interface. This is described in (3.2). Boltzmann and Euler equations are then solved for one time step in their respective domains by the methods described in section 2 taking coupling and boundary conditions into account. To save CPU time by the coupling procedure the essential point is to use a space and time discretization which is adapted to the sti ness of the problem. These aspects are described in section (3.3).
Criteria of local equilibrium
As discussed above, the Euler equations are valid if the Boltzmann distribution function is near to a local equilibrium distribution of the form (2) . Therefore, a test is needed whether the particle distribution is close to a Maxwellian or not.
To obtain a criterion the distribution function f(t; x; v) is written in the form f = f M (1 + ):
where f M is the local Maxwellian with rst ve moments ; u and T equal to those of f. denotes the deviation from the equilibrium, (12) ; (19) where k k E is the Euclidean norm of the stress tensor matrix. k k gives a criterion of equilibrium, which identi es the Boltzmann and Euler cells during the simulation. Heat ux vector and stress tensor have to vanish in order to yield the closure relations for the Euler equations. If k k is small compared to unity, the particle system is close to a Maxwellian distribution. Otherwise, it is far away from it.
We mention that if we do not take into account the stress tensor and consider only the heat ux vector then the present ansatz turns out to be equivalent to the criterion of local thermal equilibrium used by Kreuzer, Meixner, Boyd et al. 19, 6, 22] . Similarly, if we neglect the e ect of the heat ux vector in (19) , then a criterion similar to the one used by Leipmann et al. 20] is obtained.
In our experience, taking into account only the heat ux vector or only the shear stress tensor, one does not obtain a good criterion. For example, to capture the nonequilibrium domain in the shock region, the consideration of the heat ux vector is su cient. However, on the boundary and in the wake the shear stress is signi cant. Finally, we mention that since we solve both Boltzmann and Euler equations by a particle method, one can compute heat ux vector and stress tensor easily for both equations. In particular, a nonvanishing heat ux and stress tensor can also be obtained in the Euler cells after performing the free ow step.
The above criterion yields domains which depend on the Knudsen number. For large, a large Boltzmann domain is obtained, whereas for very small the Boltzmann domain is essentially reduced to a small shock and boundary layer. See Figure 1 for an example.
Coupling conditions
The coupling conditions for the two equations at the interface between Boltzmann and Euler domain are given by the following:
Consider After the projection step in the kinetic scheme we have the following situation: The boundary condition for the free ow equation for the distribution function f E in the kinetic scheme in D E is given by f E (t; x; v) = f B (t; x; v); v n < 0
for x 2 I. Since the distribution function in the Euler domain is an equilibrium distribution, the outgoing function is an equilibrium distribution. Therefore, we can compute the ux at the boundary as 
The above conditions are naturally realized in the particle scheme. The particles are simply transfered from Boltzmann to Euler cells or vice versa in the free ow step, keeping their velocities. Then they are handeled by the projection and collision procedure, respectively. This has to be adapted, if di erent time steps and grid sizes are used.
Choice of time step and adaptive grid re nement
An adaptive time step and choice of the spatial grid is essential to gain CPU time.
Using the same grid and step size in both domains one does not obtain a major gain in CPU time. Instead one has to take into account the stability criterion in a proper way.
The size of the time step for the Boltzmann equation is given by (8), i.e. in particular by the value of the Knudsen number. As mentioned above, in order to gain CPU time one has to use the possibility of choosing a larger time step for the Euler equations: The time step for the Euler equations is only governed by accuracy requirements and the CFL condition and does not depend on the Knudsen number. These considerations lead to the use of small time steps in the Boltzmann domain according to the value of the mean free path. In contrast, in the Euler domain larger time steps are used. We mention that the choice of di erent time discretization in the two domains leads to the implementation of an inner time loop for the Boltzmann equation for each Euler time step.
For the Boltzmann region the spatial grid size has to be choosen according to the values of the mean free path. Since the solution in the Euler domain is only varying slowly in space (on a macroscopic time scale) the use of coarser grids in the Euler domain is appropriate. In other words the space discretization is choosen for both equations according to the time discretization. An example of such a grid structure is shown in Figure 2 .
Using now the same total number of particles for all calculations in the computational domain one can observe how much CPU time is gained by the adaptive choice of the time step. In this case CPU time is only gained by using the time step appropriate to the stability requirements and not by a reduction of the number of particles. See Table 1 for a comparison of the CPU time.
A further gain in CPU time is achieved by using the di erence in the spatial grid size in Boltzmann and Euler domain. To obtain approximately the same velocity discretization -which is determined by the number of particles per cell -we use on the average in each spatial cell no matter whether it is Euler or Boltzmann the same number of particles. This is achieved by determining the total number of particles from the number of cells used in the calculation. It leads to a strong reduction of particles for ows with larger Euler domain, i.e. ows with small Knudsen numbers, compared to a full Boltzmann solution. A further gain in CPU time is obtained in this way, see Table 2 .
Numerical results
We consider the hypersonic ow of monatomic gas around an ellipse. The Boltzmann equation (1) We perform all calculations (full Boltzmann, hybrid code and Euler code) using in one series of comparisons the same total number of particles. In another series we perform calculations with approximately the same number of particles in each cell. The second series yields the correct comparison of the CPU times due to the statements in subsection 3.3.
The value of k k is computed straightforwardly for Boltzmann and Euler cells using the particle approximations of the distribution functions. As a criterion of local equilibrium we assume that, if k k is less than a small number in each cell, then we denote this cell an Euler cell, otherwise it is a Boltzmann cell. Then collisions in Boltzmann cells and a projection onto the Kaniel or Maxwell distribution in the Euler cells are done. We mention that a kinetic scheme based on the projection onto the Maxwellian ts better to the above described criterion to determine the equilibrium domains. However, the projection onto Kaniel is faster.
We perform the above process in every cell and at every time step. During the simulation of one Euler time step a number of Boltzmann time steps has to be performed in an inner loop. in the whole domain. This yields a large gain in CPU time for these situations compared to a full Boltzmann solution. We compute numerical solutions for mean free paths ranging from = 0:1m to = 0:006m. The results are compared with those of the pure Boltzmann and Euler code. Figures 3 and 4 show the results for the stationary state for mean free path 0:1m. Figure 3 shows contour plots of density (on the left) and temperature (on the right) for pure Boltzmann code, hybrid code and pure Euler code (from above). Figure 4 shows the temperature values along the horizontal line in the middle of the computational domain. One observes here that the Euler shock is thinner than the Boltzmann shock. Using a scheme for the Euler equations, which captures the shock in a better way, this e ect would have been stronger. In the following gures the mean free path is chosen as 0:025m. In Figures 5 and 6 all solutions are plotted on the coarse Euler grid, although, obviously, a ne grid has to be used in the Boltzmann domain for the computation. In both cases hybrid code and full Boltzmann solver essentially yield the same results Table 1 we did note the CPU time for a full Boltzmann simulation together with the CPU time of the coupled solution and the full Euler solution. Table 1 shows the comparison for the same total number of particles in the whole computational domain. The CPU times are given in minutes. Table 2 shows a comparison of the CPU time for a total number of particles proportional to the number of cells used in the calculation. One observes for a mean free path of = 0:0125m a gain in CPU time by a factor 13. For mean free path = 0:006m a full Boltzmann solution is already extremely time consuming. For the coupled solution with 20 particles per cell on the average the CPU time was approximately 440 min. 
Conclusions
The adaptive coupling procedure proposed in this paper is easily implemented due to the use of particle codes for Boltzmann and Euler equations. The domain decomposition algorithm allows a transition from large to very small Knudsen numbers. The gain in CPU time compared to a full Boltzmann solution is considerably using time steps and spatial discretizations appropriate to the problem Although standard codes for the Euler equations are faster than the above particle method, such a method is most appropriate for a coupling procedure like the one presented in this work.
