Item response theory (IRT) is widely used for test analyses. Most models of IRT assume that a subject's responses to different items in a test are statistically independent. However, actual situations often violate this assumption. Thus, conditional independence (CI) tests among items given a latent ability variable are needed, but traditional CI tests suffer from biases. This study investigated a latent conditional independence (LCI) test given a latent variable. Results show that the LCI test can detect CI given a latent variable correctly, whereas traditional CI tests often fail to detect CI. Application of the LCI test to mathematics test data revealed that items that share common alternatives might be conditionally dependent. key words: item response theory, Bayesian network model, local independence, conditional independence test, latent variable
Introduction
Lord and Novick [1] used a modern mathematical statistical approach to formulate the basic constructs of the item response theory (IRT). Since then, a great deal of research effort has been spent in developing their idea from different perspectives (e.g., statistical theory and parameter estimation algorithms). There are many possible IRT models, which differ in the mathematical form of the item characteristic function and/or the number of parameters specified in the model, for example, the Rasch model [2] , the normal ogive model [1] , the two parameters logistic model [3] , and the three parameters logistic model [4] . There are more general and well-known IRT models such as the graded response model [5] , the free response model [6] , the partial credit model [7] , and the nominal response model [8] . All IRT models incorporate one or more parameters describing the subject. IRT rests on three basic postulates: (1) The performance of a subject for a test item can be predicted (or explained) by a set of factors called traits, latent traits, or abilities. (2) The relation between the subject's item performance and the set of traits underlying item performance can be described using a monotonically increasing function called an item characteristic function or item characteristic curve. (3) When the ability variables influencing the test performance are held constant, the subject's responses to any pair of items are statistically independent, which is often called local independence. It should be particularly noted that assumption (3) ferent items in a test are statistically independent (Fig. 1 ). For this assumption to be true, a subject's performance for one item must not affect, either positively or negatively, the response to any other item in the test. Regarding this conditional independence (CI) assumption, Yen [9] previously pointed out that actual situations often violate this assumption. Furthermore, many previous studies [10] - [13] have shown that the parameter estimation often fails when the CI assumption is violated. Consequently, CI tests among items given a latent variable are necessary for the application of IRT to test data. However, it is difficult to realize the CI test given a latent variable. Considering this problem, several CI tests given a latent variable have been proposed. For example, Yen's Q 3 statistic [9] is defined as the correlation coefficient of two items' fitting errors between the expected and actual responses. Chen and Thissen's G 2 statistic [10] is the log-likelihood ratio of an observed frequency to an expected frequency derived from an IRT model. These statistics marginalize out the latent variable and provide CI tests of only the two target items. Namely, the traditional methods implicitly assume that the CI tests of two variables are not affected by any other two items' dependencies when the latent variable is marginalized out. However, in the present study, we found through some simulation experiments that this assumption does not hold. That is, we show that the other two variables dependencies affect the CI test of the two target variables even when the latent variable is marginalized out.
To solve this problem, we propose a new CI test between two items given a latent variable. The unique feature of our method is a CI test of the target items given all the other items, which are assumed to be mutually dependent (complete structured variables). In addition, we use Bayesian network IRT [14] , which alleviates the CI assumption given the latent variable, to calculate our CI test. We Copyright c 2011 The Institute of Electronics, Information and Communication Engineers also prove that our CI test correctly detects the dependency of the target variables given the latent variable even when two other items are dependent. The effectiveness of our test was confirmed in some simulation experiments. This paper is organized as follows. Section 2 briefly reviews IRT. Section 3 explains the traditional CI tests. Section 4 describes the problems of the traditional CI tests. Section 5 presents our proposal for solving the problem. Section 6 describes some experiments in comparison with traditional CI tests and Sect. 7 presents examples of application to real data. Section 8 discusses the results and presents our conclusions.
IRT
IRT represents the probability of an examinee answering an item correctly as a function of the examinee's latent ability variable θ. In the usual dichotomous response formulation of IRT, the correctness of the i-th item in a test is indicated by a random response variable X i taking the value 1 for a correct response and 0 for an incorrect response. For example, a two-parameter logistic (2PL) model [4] , which is the most popular IRT model, is expressed by
where item parameters a i and b i are called the "discrimination parameter" and "difficulty parameter", respectively. When the discrimination parameters of all items are equivalent, this model is called the one-parameter logistic model or Rasch model [2] . When one more item parameter, called the "guessing parameter", is added to the 2PL model, the model is called the three-parameter logistic (3PL) model [4] .
The likelihood function of the 2PL model is given by
where X = { x ji } ( j = 1, · · · , N; i = 1, · · · , m)
0 for the j−th examinee s incorrect response to the i−th item 1 for the j−th examinee s correct response to the i−th item θ = { θ j } ( j = 1, · · · , N) θ j : the j−th examinee s latent ability variable
N : number of examinees m : number of items Equation ( 2) assumes that a subject's responses to different items are conditionally independent given the variable θ. This assumption is called the "local independence" of items. However, as described in Sect. 1, in actual educational assessment, many factors violate the local independence assumption. For example, Yen [9] pointed out the following causes of local dependence of items: external assistance or interference, speed, fatigue, practice, item or response format, passage dependence, item chaining, explanation of a previous answer, and scoring rubrics or raters.
If we apply the IRT model to data that do not satisfy the local independence assumption, it will suffer seriously biased estimates. Therefore, it is important to detect items that violate the local independence assumption and remove them in order to estimate parameters reliably.
Previous Work on CI Detection Given a Latent Variable
Several methods for testing CI between a pair of items given a latent variable have been proposed. Yen [9] proposed the use of the Q 3 statistic as a score for identifying pairs of items that display CI given a latent variable. The Q 3 statistic of the i-th and i -th items is the correlation coefficient of the following d hi and d hi :
where x hi denotes the score of the h-th examinee for the i-th item,θ h denotes the estimate of the h-th examinee's estimated latent variable, andP i (θ h ) represents the probability of the correct answer given the estimated parameters. Actually, Q 3 requires estimates of latent variables and item parameters. These estimates are obtained assuming local independence of all items, even when some items are locally dependent. Thus, the estimates are biased and cause error in local independence detection. Moreover, Q 3 has a high computational cost because it requires estimation of the latent variable. Another statistic suggested for identifying CI given a latent variable is the G 2 statistic developed by Chen and Thissen [10] . Unlike Q 3 , G 2 does not require any estimation of latent variables. The G 2 statistic is calculated through the following procedure.
Let N x i x i be the number of examinees whose responses to the i-th item X i and i -th item X i are x i and x i (x i , x i = 0, 1), respectively; let N be the total number of examinees. Under a null hypothesis, the expected number of examinees with x i and x i is given by
Here,P i (θ) is the item characteristic curve in which item parameter estimates are substituted. The G 2 statistic is computed as
Although G 2 integrates out the latent variable, it still requires estimates of item parameters. Since these estimates are obtained under the local independence assumption, the same problem as that of Q 3 occurs: detection bias caused by parameter estimation bias.
The following simulation experiments demonstrated this problem.
Problems of Previous Work
Yen's Q 3 statistic [9] and Chen and Thissen's G 2 statistic [10] implicitly assume that the CI tests of two items are not affected by the dependencies of any other two items when the latent variable is marginalized out. In this section, we describe how we applied these tests to two locally independent items when some other items were locally dependent.
Method
We considered the following six structures in our simulation experiments.
Three structures each consisted of 7 items. The following three cases were assumed: (a) completely independent case, (b) one pair dependent case, and (c) two pairs dependent case. In case (a), all items are locally independent (Fig. 2) . This is the case assumed by traditional methods. In case (b), one pair of items were locally dependent, and the other pairs of the items were locally independent ( Fig. 3 ). In case (c), two pairs of items were locally dependent, and the other pairs of the items were locally independent ( Fig. 4) .
The other three structures each consisted of 20 items. The following three cases were assumed: (d) completely independent case ( For these cases, item parameters were determined as follows. 
Parameters of locally independent items In all cases, some
items were locally independent of the other items. In Figs. 2-7, such items are not linked to the other items by arcs. Parameters of such items were generated randomly from the following distributions:
Parameters of locally dependent items
In cases (b) and (c), some items were assumed to be locally dependent. The responses to some items changed the difficulty of other items. Items that changed difficulty parameters of other items were designated "parent" items, and items with difficulty parameters that were changed by parent items were designated "child" items. Parameters of parent items were generated in the same way as independent items. When an examinee answered the parent item correctly, the difficulty parameter of the child item was assumed to be smaller. Otherwise, that parameter was assumed to be larger. Parameters of child items were generated as 
where b i0 denotes the difficulty parameter of the i-th child item when the answer to the parent item was incorrect, and b i1 denotes the difficulty parameter when the answer to the parent item was correct.
These parameters were used to generate 10,000 examinees' responses randomly. In this way, 1000 sets of data were generated for each case.
In all cases, X 1 and X 2 were locally independent. Local independence between X 1 and X 2 was tested by Yen's Q 3 [9] and Chen and Thissen's G 2 [10] .
Results
Frequency distributions of Q 3 in cases (a), (b), and (c) are shown in Fig. 8 . The solid line is the distribution when items other than the target pairs were locally independent, which is a necessary assumption for Q 3 . Compared with the distribution in case (a), values of Q 3 in cases (b) and (c) were larger.
When the number of items was 20 ( Fig. 9 ), the distributions in cases (e) and (f) did not fit the distribution in case (d).
Frequency distributions of G 2 in cases (a), (b), and (c) are shown in Fig. 10 . In cases (b) and (c), excessively large However, when the number of items was 20 ( Fig. 11 ), the distribution in case (e) fitted the distribution in case (d).
On the other hand, the distribution in case (f) did not fit the distribution in case (d).
These results show that, when the number of locally dependent items other than the targets increases, the statistics of traditional CI tests are seriously biased. Therefore, this bias might cause bias of CI detection.
Proposed Method
The traditional CI tests implicitly assume that all items except the two target items are conditionally independent given a latent variable. However, our simulation experiment revealed that these CI tests are biased when this assumption does not hold. Here, we propose a new method to solve this problem. Our method uses the Bayesian network IRT model [14] , which alleviates the local independence assumption of traditional IRT models.
Bayesian Network IRT
Bayesian network IRT [14] is an IRT model that relaxes the CI assumption given a latent variable. This model introduces different item parameters for responses to other items. An item whose response changes the item parameter value of the i-th item is designated the parent item of the i-th item. Consequently, the Bayesian network IRT model is regarded as an IRT model containing parent items. This model is described in detail below.
Let a certain examinee's response pattern to m items be
where x i = 0 for an incorrect response 1 for a correct response .
When B s encodes the CI assertions in a model, the joint probability of scores is given by
where
1 for the j−th response pattern to parent items of the i−th item 0 for the other patterns p i : number of parent items of the i−th item, X i j : j−th response pattern to parent items of the i−th item, ξ i : parameter vector forX i j
The dependence structure among items in the Bayesian network IRT model can be expressed as a directed graph. In the graph, two conditionally dependent items are linked by a directed arc, whereas conditionally independent items are not linked. The direction of the arc indicates the parent and child: the arc's tail is the parent item and its head is the child item. For example, in the structure shown in Fig. 12 , dependencies exist between X 3 -X 4 , X 3 -X 5 , and X 4 -X 5 . X 3 is the parent of X 4 and X 5 , and X 4 is the parent of X 5 .
Bayesian network IRT can express a conditional item characteristic curve given the responses to other items. For example, item 3 in Fig. 12 is the parent item of item 4, and the item characteristic curve of item 4 P(X 4 = 1|θ, ξ 4 ,X 4 j ) can be written as
where a 4 is the discrimination parameter of item 4 and b 4x 3 is the difficulty parameter of item 4 when the response to item 3 is x 3 (x 3 = 0, 1).
In this paper, we use the concept of this model to propose a new CI test given a latent variable.
Furthermore, it should be noted that in Bayesian network IRT, the order of test items should be fixed because the parameter estimates are affected by the order. However, our purpose in this paper is to detect the local dependency of two items, so the detection results are not affected by varying the order.
Conditional Mutual Information Measure
The conditional mutual information measure is a measure of dependence between two random variables. It is used for learning the Bayesian network skeletons, for example, in the PC algorithm [15] and MMPC algorithm [16] . When X, Y, and Z are random variables, the conditional mutual information between X and Y given Z, which is written as I(X; Y|Z), is calculated as follows.
Moreover, in the Bayesian network IRT model [14] , conditional dependence between two items given a latent variable is measured using the following conditional mutual information measure.
To calculate Eq. (10), we need to know the structure B s and item parameters ξ. In this study, we assumed a structure B s in which all items are mutually dependent (Fig. 13 ). Such a structure is designated as a completely dependent structure (complete graph) and denoted B c s . The direction of the arc from a previously shown item to a later shown item is determined by the test item order.
Let the target items be X i and X i . Assuming B c s means that all items except the targets, which are denoted X ¬ii , are regarded as parents of the targets. In this case, if the topology order of items is given, the conditional probabilities given X ¬ii correspond to the conditional probabilities given the estimated latent ability variableθ because, according to Neyman factorization theorem [17] , an examinee's response pattern is sufficient for estimation of the latent variable θ when the number of items is sufficiently large. Consequently, in this study we define the following I(X i ; X i |X ¬ii , ξ, B c s ), in which an examinee's response pattern X ¬ii substitutes for his/her latent ability variable θ in Eq. (10).
Definition 1: I(X
where m : number of items X i : i−th item X i : i −th item X ¬ii : all items except X i and X i x ¬ii j : j−th response pattern to X ¬ii ( j = 0, · · · , (2 m−2 − 1)) ξ : item parameters of the model Namely, I(X i ; X i |X ¬ii , ξ, B c s ) is the conditional mutual information measure between X i and X i given all items except X i and X i .
Using Eq. (11), we can derive the following theorem.
Theorem 1: When I(X i ; X i |X ¬ii , ξ, B c s ) = 0 for ∀i, i , the i-th and i -th items are conditionally independent given a latent variable.
When I(X i ; X i |X ¬ii , ξ, B c s ) > 0 for ∀i, i , the i-th and ith items are conditionally dependent given a latent variable.
Then, I(X i ; X i |X ¬ii , ξ, B c s ) = 0 when and only when
When all items are assumed to depend on the latent variable θ, as shown in Fig. 12 , for ∀i, i , both the i-th and ith items are made marginally dependent by integrating out θ: the dependence structure of the items is a probability network model of a completely dependent structure, as shown in Fig. 14. An examinee's response pattern is sufficient for estimation of the ability variable θ. Neyman factorization theorem [17] states that, when x = (x 1 , . . . , x n ) is a random variable with probability density function f (x; θ), a necessary and sufficient condition for a statistic t(x) to be sufficient for θ is that
where q(t(x); θ) is the probability density function of t(x) and r(x) is a function of x that does not depend on θ. In Eq (7) , the values of the variablesX i j , x i , and u i j are fixed when an examinee's response pattern x is given. Consequently, Eq (7) can be regarded as the probability function of the response pattern x given parameters θ, ξ, and B s . Therefore, the response pattern is sufficient for estimating θ when ξ and B s are given, so θ in (10) can be replaced by the corresponding response pattern. For sufficiently large m,
These are the main ideas of this paper. Accordingly, if
for ∀i, i , j, then
Consequently, when I(X i ; X i |X ¬ii , ξ, B c s ) = 0 for ∀i, i , the i-th and i -th items are conditionally independent. In the same manner, when I(X i ; X i |X ¬ii , ξ, B c s ) > 0 for ∀i, i , the i-th and i -th items are conditionally dependent.
Equation (11) includes four conditional probabilities, which are parameters of Bernoulli distributions. The maximum likelihood estimates of those parameters are obtainable aŝ
where the number of examinees whose response pattern is x ¬ii j is defined as N x i x i j , and
Substituting them into Eq. (11), we get the proposed conditional mutual information measure between the i-th and i -th items as follows. 15 Frequency distributions of LCI test statistic of locally independent pairs (number of items: 7).
The response pattern X ¬ii contains a lot of missing data. If we ignore the missing data, then Eq (21) can be transformed into
where J is the number of observed patterns. Therefore, even though the number of items m is large, the actual amount of computation is O(N). According to Eqs. (3) and (4), the amount of computation for traditional CI tests is also O(N).
As mentioned in Proof 1, the main idea of this paper is to obtain the conditional probability given a latent variable, with replacing θ by X ¬ii using Neyman's theorem. This reduces the computational costs to O(N) from O(2 m ). That is, the amount of computation for our method is the same as that for traditional methods.
Using I(X i ; X i |X ¬ii , ξ, B c s ) in Eq. (22), we can define the following latent conditional independence (LCI) test given a latent variable.
Definition 2: (Latent conditional independence (LCI) test)
If I(X i ; X i |X ¬ii , ξ, B c s ) ≥ ε → the i-th and i -th items are conditionally dependent when a latent variable is given else → the i-th and i -th items are conditionally independent when a latent variable is given, where ε is a certain threshold. The LCI test can correctly detect CI given a latent variable even when items other than the target pairs are mutually dependent. When the LCI test was applied to the same simulation data as used in Sect. 4, differences between the distributions were reduced ( Figs. 15 and 16 ). It means that the LCI test was not affected by other item dependencies.
Evaluation of LCI Test
This section evaluates how correctly the LCI test can detect CI between two items given a latent variable.
Method
When a data set contains locally dependent items and a CI test is applied to such a data set, item pairs are classified into one of four categories:
• dependent pairs incorrectly judged as independent (a) • dependent pairs correctly judged as dependent (b) • independent pairs correctly judged as independent (c) • independent pairs incorrectly judged as dependent (d)
To evaluate the performances of detecting local dependencies, we obtained ratio a/(a + b). Moreover, we also obtained ratio c/(c + d) to evaluate performances of detecting local independencies.
In Sect. 4, we generated data that contained locally dependent pairs of items. We applied the proposed LCI test and two traditional CI tests to these data and calculated the two abovementioned ratios.
Furthermore, we generated data using the structure (Fig. 17 ) estimated from an actual test [14] , which is called "case (g)". The estimated item parameters are given in Appendix A. For details of item contents, see [14] . The number of examinees was 10,000, and 10 sets of data were generated.
For all the experiments, 0.01, 0.05, and 0.10 were used as the LCI test thresholds ε, and performances were compared.
Results
The results for cases (b) and (c) are given in Table 1 . All CI Fig. 17 Structure from actual test (Note: although the latent variable θ is implicit in this graph, all items depend on θ.). tests detected more than 90 percent of the local dependencies, and G 2 detected the greatest number of local dependencies. However, traditional CI tests often failed to detect local independencies, whereas the LCI test detected local independencies with high accuracy. This means that the LCI test could avoid overfitting problems which the traditional CI tests suffered from in these cases.
The results for cases (e) and (f) are given in Tables 2. Although the overfitting problem of G 2 was mitigated in case (e), G 2 still suffered from this problem in case (f). When ε was 0.01 or 0.05, the LCI test also failed to detect local independencies. However, when ε was 0.10, the LCI test kept high accuracy for detecting both dependencies and independencies in cases (e) and (f).
The results for case (g) is given in Table 3 . Whereas G 2 and Q 3 often failed to detect local independencies, the LCI test detected both dependencies and independencies accurately when ε was 0.01. However, when ε was 0.10, the LCI test failed to detect local dependencies. Therefore, for the LCI test, a method of investigating an appropriate ε must be explored.
Summarizing the results, we can say that traditional CI tests suffer from the overfitting. On the other hand, when an appropriate threshold is determined, the LCI test can correctly detect both local independence and local dependence. However, since the performance of the LCI test is highly sensitive to the choice of threshold ε, a suitable method of determining the threshold, for example, by bootstrapping or cross validation, must be used.
Application to Real Data
In this section, our method is applied to real data.
Method
A mathematics test answered by 367 freshmen at five national universities in Tokyo was analyzed. The test contained seven items. Items Q1, Q2, and Q3 were questions about inequalities of the second degree, and Q3 required the correct response to Q2. Items Q4, Q5, Q6, and Q7 were questions about logical expressions. See Appendix B for details.
Results
The values of the LCI test statistics are given in Table 4 . When the threshold ε was 0.10, only Q2 and Q3 were locally dependent. In contrast, when ε was 0.01, 17 out of 21 pairs were locally dependent. In this section, we interpret the result when ε was 0.05. Pairs of items that were judged to be locally dependent are shown linked in Fig. 18 . Between the second-degree-inequality items (Q1, Q2, and Q3) and the logical-expression items (Q4, Q5, Q6, and Q7), almost all values of LCI statistics were smaller than ε. In contrast, within the logical-expression items, most of the Fig. 18 Pairs whose LCI statistics were greater than 0.05. values were larger than ε. These results indicate that items belonging to different areas were locally independent given a latent variable.
The largest LCI was between Q2 and Q3. Since Q3 explicitly required the correct response to Q2, this local dependence might reflect the item makers' intentions.
Within the logical-expression items (Q4, Q5, Q6, and Q7), four pairs were judged to be locally dependent. These four items share the same alternatives. Such sharing of alternatives might cause local dependence.
Conclusion
In this study, we investigated the latent conditional independence (LCI) test given a latent variable to detect conditionally independent items. The performances were compared with those of traditional conditional independence (CI) tests such as Q 3 and G 2 . There were two main findings.
First, when some items that are not targets are conditionally dependent given a latent variable, traditional CI test statistics are seriously biased. On the other hand, the LCI test statistic is robust irrespective of other items. Secondly, when an appropriate threshold ε is chosen, the LCI test can detect both local independencies and local dependencies, whereas traditional CI tests often fail to detect local independencies. The application of the LCI test to actual data suggests that the sharing of alternatives might cause conditional dependence.
However, some problems remain unsolved. As described in this paper, we knew which item was the parent because items in the test data were sequentially arrayed. For cases in which directions are unknown, a method of determining the parent item is necessary. In addition, the performance of the LCI test is highly sensitive to the choice of ε. Therefore, methods of determining an appropriate value of ε, for example, by bootstrapping or, cross validation, should be used. When these problems have been solved, the LCI test should be more useful. 3.246 X 9 |X 7 = 1 0.981 0.697 X 9 |X 7 = 0 3.969 X 10 |X 3 = 1 1.129 −0.440 X 10 |X 3 = 0 2.217 X 11 |X 5 = 1 1.313 0.212 X 11 |X 5 = 0 2.647 X 12 |X 10 = 1, X 11 = 1 1.534 0.330 X 12 |X 10 = 0, X 11 = 1 3.366 X 12 |X 10 = 1, X 11 = 0 2.216 X 12 |X 10 = 0, X 11 = 0 3.366 X 13 |X 12 = 1 1.226 −0.130 X 13 |X 12 = 0 2.896 X 14 |X 13 = 1 1.372 −0.153 X 14 |X 13 = 0 3.004 X 15 |X 9 = 1, X 14 = 1 1.227 2.649 X 15 |X 9 = 0, X 14 = 1 3.370 X 15 |X 9 = 1, X 14 = 0 3.384 X 15 |X 9 = 0, X 14 = 0 3.844
Appendix B: Test Used in Section 7
Please answer Q1 through Q7. Q1. The area of the trapezoid PBCR is ? .
Q2. The area of PQR is
Q3. If S < 24 holds, then x must be in the range of ? < x < ? .
[2] Fill in boxes A through D selecting for each box one option from 0 through 3 below. You may select the same options as many times as you wish. m and n are natural numbers. There are three conditions: p, q, and r. p: m + n is divisible by 2. q: n is divisible by 4. r: m is divisible by 2, and n is divisible by 4. Let the negation of condition p bep and let the negation of condition r ber. Then, Q4. p is A for r.
Q5.p is B forr.
Q6. "p and q" is C for r.
Q7. "p or q" is D for r. 
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