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RESUMO
Um grupo quase-reticulado e´ um tipo especial de grupo parcialmente
ordenado. Podemos associar C∗-a´lgebras a grupos quase-reticulados e
definir amenabilidade de forma natural. Nosso objetivo neste trabalho
e´ provar um resultado devido a Laca e Raeburn que da´ uma caracte-
rizac¸a˜o simples para as representac¸o˜es fie´is da C∗-a´lgebra de um grupo
quase-reticulado amenable. Apresentaremos tambe´m uma aplicac¸a˜o
desse teorema.
Palavras-chave: C∗-A´lgebra. Semigrupo. Isometria. Grupo quase-
reticulado.

ABSTRACT
A quasi-lattice group is a special type of partially ordered group. We
can associate C∗-algebras to quasi-lattice groups and define amenability
in a natural way. Our goal in this work is to prove a result due to
Laca and Raeburn which gives a simple characterization for the faithful
representations of an amenable quasi-lattice group C∗-algebra. We also
present an application of this theorem.
Keywords: C∗-Algebra. Semigroup. Isometry. Quasi-lattice group.
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7INTRODUC¸A˜O
A a´lgebra de Toeplitz e´ a C∗-a´lgebra gerada pelo shift unilateral
em `2(N). Pelo Teorema de Coburn, dado um espac¸o de HilbertH, uma
isometria na˜o-unita´ria em B(H) gera uma C∗-a´lgebra canonicamente
isomorfa a` de Toeplitz.
Uma poss´ıvel generalizac¸a˜o da a´lgebra de Toeplitz seria, dado um
semigrupo cancelativo a` esquerda P , considerar a C∗-a´lgebra gerada
pelos operadores λp definidos da seguinte forma:
λp : `
2(P )→ `2(P )
δs 7→ δps s ∈ P,
com {δs ∈ `2(P )/s ∈ P} denotando a base ortonormal canoˆnica de
`2(P ). Como P e´ cancelativo a` esquerda, os operadores λp esta˜o bem
definidos e sa˜o isometrias. Caso P = N, reobtemos a a´lgebra de Toe-
plitz.
Note que os operadores λp satisfazem certas relac¸o˜es como, por
exemplo,
λps = λpλs, p, s ∈ P. (1)
Assim, faz sentido definir C∗-a´lgebras universais como isometrias
indexadas por P e sujeitas a essas relac¸o˜es.
Restringindo-se ao semigrupo de elementos positivos de uma
certa classe de grupos ordenados, os chamados grupos quase-reticula-
dos, [Nica 1992] obteve outras relac¸o˜es ale´m de (1) e apresentou exem-
plos interessantes em que a C∗-a´lgebra universal coincide com a repre-
sentac¸a˜o concreta. Quando isso acontece, o grupo quase-reticulado e´
dito ser amenable.
Posteriormente, [Laca e Raeburn 1996] ampliaram esse leque de
exemplos, e provaram um teorema que caracteriza precisamente quais
sa˜o as representac¸o˜es fie´is da C∗-a´lgebra universal de um grupo quase-
reticulado amenable.
Nosso objetivo nesta dissertac¸a˜o foi apresentar uma demons-
trac¸a˜o detalhada do teorema de Laca e Raeburn e dar uma aplicac¸a˜o
desse resultado.
Ale´m do seu interesse intr´ınseco, a C∗-a´lgebra de um grupo
quase-reticulado motivou o desenvolvimento de estruturas mais gerais
em C∗-a´lgebra, como, por exemplo, de produto cruzado de uma C∗-
8a´lgebra por um semigrupo de endomorfismos em [Laca e Raeburn 1996]
e de C∗-a´lgebra de um semigrupo em [Li 2012].
Com excec¸a˜o do exemplo 7, todos os resultados aqui presentes
foram tirados de [Laca e Raeburn 1996] e [Nica 1992].
A dissertac¸a˜o esta´ estruturada da seguinte forma:
No cap´ıtulo 1, definimos grupo quase-reticulado e apresentamos
exemplos.
No cap´ıtulo 2, fazendo uso do produto e da ordem de um grupo
quase-reticulado, associamos uma C∗-a´lgebra a essa estrutura e defini-
mos amenabilidade.
No terceiro cap´ıtulo, mostramos que o coproduto de uma familia
de grupos quase-reticulados abelianos e´ amenable.
No quarto, apresentamos o ja´ referido teorema de Laca e Raeburn
e damos uma aplicac¸a˜o desse resultado.
Por fim, no apeˆndice, definimos o que entendemos por C∗-a´lgebra
universal, e provamos sua existeˆncia sob certas condic¸o˜es. Para uma
abordagem um pouco diferente e mais completa de C∗-a´lgebras univer-
sais, veja [Boava 2007, Apeˆndice A].
91 GRUPOS QUASE-RETICULADOS
Neste cap´ıtulo, definiremos e daremos exemplos de grupos quase-
reticulados. Trata-se de um grupo munido de uma ordem parcial inva-
riante por translac¸a˜o a` esquerda e com uma condic¸a˜o que lembra a de
reticulado, pore´m bem mais fraca. A`s definic¸o˜es enta˜o:
Definic¸a˜o 1. Um grupo ordenado consiste em um par (G,P ), com G
grupo discreto e P um subsemigrupo de G, satisfazendo P ∩P−1 = {e},
em que e e´ a unidade de G. Observe que P induz uma ordem parcial
invariante por translac¸a˜o a` esquerda emG dada por x ≤ y def⇐⇒ x−1y ∈
P .
Na definic¸a˜o acima, podemos imaginar P como sendo os elemen-
tos “positivos” de G. De fato, vale P = {x ∈ G/x ≥ e}.
Definic¸a˜o 2. Um grupo ordenado (G,P ) e´ dito ser quase-reticulado
se satisfizer a seguinte condic¸a˜o:
(QR) Se s, t ∈ P possuem cota superior em comum (c.s.c. daqui
para frente), enta˜o possuem uma c.s.c. mı´nima.
Exemplo 3. Seja (G,P ) um grupo ordenado cuja ordem induzida por
P e´ total. Enta˜o, (G,P ) e´ quase-reticulado. De fato, dados s, t ∈ P ,
suponha, sem perda de generalidade, s ≤ t. Enta˜o, t e´ a c.s.c. mı´nima
de s e t.
Em particular, (Z,N) e´ quase-reticulado. Aqui, estamos consi-
derando os naturais contendo o zero.
Exemplo 4. Seja {(Gi, Pi)/i ∈ I} uma famı´lia de grupos quase-
reticulados. Provemos que o produto cartesiano (
∏
i∈I Gi,
∏
i∈I Pi)
com a multiplicac¸a˜o e inversa˜o coordenada a coordenada e´ grupo quase-
reticulado. Denotaremos por ei o elemento neutro de Gi.
Suponha (pi) ∈
(∏
i∈I Pi
) ∩ (∏i∈I Pi)−1. Enta˜o, pi ∈ Pi ∩
P−1i para todo i ∈ I. Logo, pi = ei para todo i ∈ I. Portanto,
(
∏
i∈I Gi,
∏
i∈I Pi) e´ ordenado como na definic¸a˜o 1.
Provemos agora que (
∏
i∈I Gi,
∏
i∈I Pi) satisfaz (QR). Dados
(pi), (qi) ∈
∏
i∈I Pi com c.s.c. (ti), temos (pi)
−1(ti) ∈
∏
i∈I Pi, e isto
implica que pi ≤ ti para todo i ∈ I. Analogamente, qi ≤ ti para todo
i ∈ I. Para cada i ∈ I, seja si a c.s.c. mı´nima de pi, qi. Enta˜o, si ≤ ti
para todo i ∈ I e isto implica que (si) ≤ (ti). Analogamente, (pi), (qi)
sa˜o menores ou iguais que (si). Como (ti) e´ uma c.s.c. arbitra´ria de
(pi) e (qi), conclu´ımos que (si) e´ a c.s.c. mı´nima procurada.
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Exemplo 5. Seja Fn o grupo livre gerado por a1, ..., an. Seja SFn o
subsemigrupo unital de Fn gerado pelos ai, 1 ≤ i ≤ n. Provemos que
(Fn, SFn) e´ grupo quase-reticulado.
Note que cada elemento de SFn distinto da identidade escreve-se
de forma u´nica como ai1 ...aik com k ≥ 1. Ale´m disso, cada elemento
de Fn distinto da identidade escreve-se de forma u´nica como a
1
i1
...akik
com k ≥ 1, j ∈ {−1, 1} e, caso ij = ij+1, necessariamente j = j+1.
Destas observac¸o˜es, segue que SFn ∩ SF−1n = {e}.
Dado ai1 ...aik ∈ SFn, afirmamos que {s ∈ SFn/s ≤ ai1 ...aik} =
{e < ai1 < ai1ai2 < ... < ai1 ...aik}. Claramente, vale “⊃”. Re-
ciprocamente, suponha aj1 ...ajl ≤ ai1 ...aik . Suponha que exista m0
tal que 1 ≤ m0 ≤ k, jm0 6= im0 e jm = im para m < m0. Enta˜o,
(aj1 ...ajl)
−1ai1 ...aik = a
−1
jl
...a−1jm0aim0 ...aik /∈ SFn. Absurdo.
Caso na˜o exista tal m0, e seja l > k, teremos
(aj1 ...ajl)
−1ai1 ...aik = a
−1
jl
...a−1jk+1 /∈ SFn.
Absurdo tambe´m.
Dessas considerac¸o˜es, segue que aj1 ...ajl ≤ ai1 ...aik se e somente
se aj1 ...ajl e´ uma “subpalavra” inicial de ai1 ...aik .
Provamos assim que, dado t ∈ SFn, {s ∈ SFn/s ≤ t} e´ um
conjunto totalmente ordenado. Da´ı, segue que (Fn, SFn) satisfaz (QR),
pois se t e´ uma c.s.c. de s, p ∈ SFn, necessariamente s ≤ p ou p ≤ s.
Portanto, existe a c.s.c. mı´nima de s e p.
Exemplo 6. Dada {(Gi, Pi)/i ∈ I} uma famı´lia de grupos quase-
reticulados, denote por
∐
i∈I Gi o coproduto na categoria de grupos
dos Gi, tambe´m conhecido por produto livre. Denote como
∐
i∈I Pi o
subsemigrupo gerado pelas co´pias dos Pi em
∐
i∈I Gi. Afirmamos que(∐
i∈I Gi,
∐
i∈I Pi
)
e´ quase-reticulado.
Denotaremos por ei o elemento neutro de Gi e por βi : Gi →∐
j∈I Gj os homomorfismos canoˆnicos do coproduto . Note que cada
elemento de
∐
i∈I Gi diferente da identidade escreve-se de forma u´nica
como βi1(gi1)...βin(gin), com n ≥ 1, gij ∈ Gij , gij 6= eij para 1 ≤ j ≤ n
e ij 6= ij+1 para 1 ≤ j < n. Por simplicidade, um elemento deste
tipo sera´ denotado por gi1 ...gin . Assim, observe tambe´m que cada
elemento de
∐
i∈I Pi diferente da identidade escreve-se de forma u´nica
como pi1 ...pin , com n ≥ 1, pij ∈ Pij , pij 6= eij para 1 ≤ j ≤ n e ij 6=
ij+1 para 1 ≤ j < n. Desses fatos, segue que
(∐
i∈I Pi
)∩(∐i∈I Pi)−1 =
{e}.
Provemos agora que
(∐
i∈I Gi,
∐
i∈I Pi
)
satisfaz a condic¸a˜o (QR).
Tome s, t, r ∈ ∐i∈I Pi diferentes da identidade e tais que r e´ c.s.c. de
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s e t. Mostraremos que existe a c.s.c. mı´nima de s e t. Para isso,
suponha s, r, t escritos na forma canoˆnica como
s = ps1 ...psn , t = qt1 ...qtm , r = vr1 ...vrl .
Como s ≤ t, temos p−1sn ...p−1s1 vr1 ...vrl ∈
∐
i∈I Pi. Logo, n ≤ l,
s1 = r1, ..., sn = rn, ps1 = vr1 , ..., psn−1 = vrn−1 e psn ≤ vrn . Logo,
s = vr1 ...vrn−1prn , com prn ≤ vrn . Analogamente, m ≤ l e t =
vr1 ...vrm−1qrm , com qrm ≤ vrm .
Enta˜o, caso n > m, vale s > t. Caso n < m, temos s < t.
Suponha n = m e note que vrn e´ c.s.c. para srn e qtn . Seja xrn a
c.s.c. mı´nima desses dois elementos, a qual existe pois (Grn , Prn) e´
quase-reticulado. Note que vr1 ...vrn−1xrn e´ c.s.c. para s e t e e´ menor
ou igual que r. Como r era uma c.s.c. de s e t arbitra´ria, segue que
vr1 ...vrn−1xrn e´ a c.s.c. mı´nima para s e t procurada.
Note que este exemplo generaliza o anterior, pois o grupo livre
Fn e´ isomorfo a
∐n
i=1Z com SFn correspondendo a
∐n
i=1N.
Nossa definic¸a˜o de grupo quase-reticulado e´ um pouco mais geral
do que a definic¸a˜o dada nos artigos [Nica 1992] e [Laca e Raeburn 1996],
sobre os quais baseamos este texto. Nesses artigos, um grupo ordenado
(G,P ) e´ dito ser quasi-lattice se satisfizer, ale´m da condic¸a˜o (QR), a
seguinte hipo´tese:
(QL1) Se s ∈ G possui cota superior em P , enta˜o possui uma
cota superior mı´nima em P .
Em [Crisp e Laca 2002], e´ provado que (QL1) implica (QR), mas
nada e´ dito sobre a rec´ıproca ser verdadeira ou na˜o. Ocorre que se assu-
mimos apenas (QR) o teorema de Laca e Raeburn que propusemo-nos
a apresentar nesta dissertac¸a˜o continua valendo com a mesma demons-
trac¸a˜o.
Os exemplos concretos de grupos quase-reticulados que vimos ate´
o momento esta˜o no artigo de Nica e satisfazem (QL1) tambe´m. Para
justificar nossa definic¸a˜o mais geral, daremos a seguir um exemplo de
grupo quase-reticulado que na˜o satisfaz (QL1).
Exemplo 7. Considere o grupo livre F2 gerado por dois elementos a
e b e SF2 o subsemigrupo unital gerado por a e b, como no exemplo
5. Seja P := (bSF2) ∪ {e}. Naturalmente, P e´ semigrupo e, como
P ⊂ SF2, temos P ∩ P−1 = {e}. Provemos que (F2, P ) satisfaz (QR).
Seja F∞ o grupo livre gerado por {c0, c1, c2, ...} e SF∞ o subse-
migrupo unital gerado pelos ci’s. Provaremos que P e´ isomorfo a SF∞
como semigrupo.
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Como SF∞ e´ tambe´m o semigrupo unital livre gerado por
{c0, c1, c2, ...},
segue que existe um homomorfismo unital de semigrupos
ϕ : SF∞ → P
ci 7→ bai.
Provemos que ϕ e´ isomorfismo. Primeiro, a sobrejetividade. Um
elemento de P que na˜o seja o neutro escreve-se de forma u´nica como
uma palavra nas letras a e b que comec¸a com b. Vamos provar por
induc¸a˜o que para todo n inteiro positivo as palavras de P de com-
primento n esta˜o na imagem de ϕ. Suponha que essa afirmac¸a˜o seja
veradeira para um certo n ≥ 1. Dada uma palavra y de P com tamanho
n + 1, seja y′ formada pelas n primeiras letras de y. Como y′ comec¸a
com b, temos y′ ∈ P . Tome x ∈ SF∞ tal que ϕ(x) = y′.
Caso a (n+ 1)-e´sima letra de y for b, teremos ϕ(xc0) = y
′b = y.
Caso a u´ltima letra de y seja um a, defina a palavra x′ como sendo
igual a x, a menos da u´ltima letra ci de x, a qual trocamos por ci+1.
Enta˜o, ϕ(x′) = y′a = y.
Fac¸amos agora a injetividade de ϕ. Tome x, y ∈ SF∞ distin-
tos. Caso um dos dois seja o elemento neutro, evidentemente teremos
ϕ(x) 6= ϕ(y). Suponha enta˜o que nem x nem y sa˜o o elemento neutro.
Podemos escrever x e y como x = sciw e y = scjv, com s, w, v ∈
SF∞ e j 6= i. Enta˜o, ϕ(x) = ϕ(y) implica ϕ(ciw) = ϕ(cjv). Sem
perda de generalidade, suponha i < j e note qua a (i + 2)-e´sima letra
de ϕ(cjv) e´ um a. Caso w = e, ϕ(ciw) na˜o possui (i + 2)-e´sima letra.
Caso w 6= e, a (i + 2)-e´sima de ϕ(ciw) e´ um b. De qualquer forma,
ϕ(ciw) 6= ϕ(cjv). Absurdo. Conclu´ımos assim que ϕ e´ isomorfismo.
Dado um grupo ordenado (G,Q), note que, para q, p ∈ Q, temos
que p ≤ q ⇐⇒ p−1q ∈ Q ⇐⇒ q ∈ pQ. Assim, a ordem de G induzida
em Q esta´ impl´ıcita no produto de Q.
Da observac¸a˜o acima e dos fatos de que (F∞, SF∞) satisfaz (QR)
pelo exemplo 6 e P e´ isomorfo a SF∞, segue que (F2, P ) tambe´m
satisfaz (QR).
Finalmente, provemos que (F2, P ) na˜o satisfaz (QL1). Note que
ba−1b−1 e´ menor do que b e do que ba. A u´nica cota inferior em comum
de b e ba que pertence a P e´ o elemento neutro e. Pore´m, ba−1b−1 na˜o
e´ menor do que e. Conclu´ımos assim que ba−1b−1 na˜o possui cota
superior mı´nima em P .
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No entanto, quando G e´ abeliano vale que (QR) implica (QL1).
Esse e´ o conteu´do da proposic¸a˜o abaixo.
Proposic¸a˜o 8. Seja (G,P ) um grupo quase-reticulado que satisfaz
(QR) e tal que G e´ abeliano. Enta˜o, (G,P ) satisfaz (QL1).
Demonstrac¸a˜o. Dado x ∈ G, suponha x ≤ p para um certo p ∈ P .
Enta˜o, x−1p ∈ P . Da comutatividade de P , segue que p(x−1p) e´ c.s.c.
para p e x−1p. Enta˜o, por (QR), temos que existe q ∈ P c.s.c. mı´nima
para p e x−1p. Afirmamos que p−1xq e´ a c.s.c. mı´nima em P de x.
Primeiramente, observe que, de fato, p−1xq = (x−1p)−1q per-
tence a P , pois x−1p ≤ q. Tambe´m, x ≤ p−1xq, visto que p ≤ q.
Dado r ∈ P satisfazendo r ≥ x, devemos mostrar que r ≤ p−1xq.
Ora, r ≥ x implica x−1pr ≥ p. Ale´m disso, obviamente x−1pr ≥ x−1p.
Portanto, como x−1pr ∈ P e q e´ a c.s.c. mı´nima de p e x−1p, segue que
x−1pr ≥ q. Conclu´ımos assim que r ≥ p−1xq.
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2 C∗-A´LGEBRA DE GRUPO QUASE-RETICULADO
Neste cap´ıtulo, fazendo uso do produto e da ordem de um grupo
quase-reticulado, associaremos uma C∗-a´lgebra a essa estrutura.
Dado (G,P ) grupo quase-reticulado, defina, para cada p ∈ P , o
operador linear
λp : `
2(P )→ `2(P )
δs 7→ δps ∀s ∈ P.
Acima, {δs ∈ `2(P )/s ∈ P} denota a base ortonormal canoˆnica de
`2(P ). Note que λp esta´ bem definido e e´ isometria, pois leva uma base
ortonormal injetivamente em um conjunto ortonormal.
Dados p, r, s ∈ P , vale que λpλr(δs) = δprs = λpr(δs). Portanto,
λpλr = λpr, p, r ∈ P. (2.1)
Afirmamos que Imλp = span{δs/s ≥ p}. De fato, dado s ∈ P ,
λp(δs) = δps. Como ps ≥ p, temos que Imλp ⊂ span{δs/s ≥ p}.
Reciprocamente, se s ≥ p, enta˜o p−1s ∈ P . Como λp(δp−1s) = δs,
temos que δs ∈ Imλp. Logo, Imλp ⊃ span{δs/s ≥ p}.
Como, para s ∈ P , λs e´ isometria, temos que λ∗sλs = I. Por-
tanto, das contas acima segue que, para s, t ∈ P ,
λ∗s(δt) =
{
δs−1t, caso s ≤ t
0, caso contra´rio.
(2.2)
Dados s, t ∈ P , caso s e t possuam c.s.c., vamos denotar por s∨ t
a c.s.c. mı´nima de s e t. Caso s e t na˜o possuam c.s.c., diremos que
s∨t =∞. Ale´m disso, por convenc¸a˜o, definimos que s∨∞ =∞∨s =∞
para todo s ∈ P unionsq{∞}. Observe enta˜o que P unionsq{∞} com a operac¸a˜o ∨
e´ um semigrupo abeliano, idempotente e com o mesmo elemento neutro
da multiplicac¸a˜o usual de P .
Como λpλ
∗
p e´ a projec¸a˜o em Imλp, adotando a convenc¸a˜o de que
λ∞ = 0, temos a seguinte relac¸a˜o:
λpλ
∗
pλrλ
∗
r = λp∨rλ
∗
p∨r, p, r ∈ P. (2.3)
Motivados por (2.1) e (2.3), definimos C∗(G,P ) como sendo a
C∗-a´lgebra universal (para definic¸a˜o de C∗-a´lgebra universal, leia o
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apeˆndice) gerada por isometrias {vp/p ∈ P} sujeitas a`s relac¸o˜es:
vps = vpvs (2.4)
vpv
∗
pvsv
∗
s =
{
vs∨tv∗s∨t, caso s e t possuam c.s.c.
0, caso contra´rio.
(2.5)
No jarga˜o da definic¸a˜o 32 do apeˆndice, C∗(G,P ) e´ a C∗-a´lgebra
universal sobre o par ({vp/p ∈ P},R) com
R :={1− v∗pvp/p ∈ P} ∪ {vps − vpvs/p, s ∈ P}
∪ {vpv∗pvsv∗s − vp∨sv∗p∨s/p, s ∈ P e p ∨ s 6=∞}
∪ {vpv∗pvsv∗s/p, s ∈ P e p ∨ s =∞}.
Dada uma func¸a˜o W : P → A, A C∗-a´lgebra unital, defina
W∞ = 0 ∈ A. W e´ dita ser uma representac¸a˜o covariante de P se Wp
for isometria para todo p ∈ P e W satisfizer
Wps = WpWs (2.6)
WpW
∗
pWsW
∗
s = Ws∨tW
∗
s∨t. (2.7)
para quaisquer p, s ∈ P . Pela propriedade universal de C∗(G,P ),
para cada W desse tipo existe um u´nico ∗-homomorfismo unital W˜ :
C∗(G,P )→ C∗({Wp ∈ A/p ∈ P}) comutando o diagrama:
P
v //
W

C∗(G,P )
W˜vv
C∗({Wp/p ∈ P})
Seja
λ : P → B(`2(P ))
p 7→ λp.
Por (2.1) e (2.3), temos que λ e´ representac¸a˜o covariante.
Definic¸a˜o 9. Um grupo quase-reticulado (G,P ) e´ dito ser amenable
se λ˜ : C∗(G,P )→ C∗({λp/p ∈ P}) for isomorfismo.
A seguir, provamos um resultado te´cnico que sera´ utilizado em
diversos momentos nesta dissertac¸a˜o.
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Proposic¸a˜o 10. Seja W : P → A representac¸a˜o covariante de P .
Dados u, v, x, y ∈ P ,
WuW
∗
vWxW
∗
y = Wuv−1(v∨x)W
∗
yx−1(v∨x). (2.8)
Caso, v ∨ x = ∞, estamos interpretando o lado direito da igualdade
acima como sendo W∞W ∗∞ = 0.
Demonstrac¸a˜o. Por definic¸a˜o de representac¸a˜o covariante, vale que
WvW
∗
vWxW
∗
x = Wv∨xW
∗
v∨x = WvWv−1(v∨x)W
∗
x−1(v∨x)W
∗
x . (2.9)
Observe que, como v ≤ v ∨ x e x ≤ v ∨ x, temos que v−1(v ∨ x) e
x−1(v ∨ x) pertencem a P .
Multiplicando (2.9) a` esquerda por W ∗v , a` direita por Wx, obte-
mos que
W ∗vWx = Wv−1(v∨x)W
∗
x−1(v∨x).
Multiplicando agora a` esquerda por Wu e a` direita por W
∗
y , obtemos
(2.8).
Corola´rio 11. Seja W : P → A representac¸a˜o covariante. Enta˜o,
C∗({Wp/p ∈ P}) = span{WxW ∗y /x, y ∈ P}. Em particular,
C∗(G,P ) = span{vxv∗y/x, y ∈ P}.
Demonstrac¸a˜o. Pela proposic¸a˜o 10, o conjunto span{WxW ∗y /x, y ∈ P}
e´ fechado quanto ao produto. Como e´ obviamente fechado quanto a`s
demais operac¸o˜es de uma C∗-a´lgebra, segue que C∗({Wp/p ∈ P}) =
span{WxW ∗y /x, y ∈ P}.
A afirmac¸a˜o a respeito de C∗(G,P ) segue do fato de
v : P → C∗(G,P )
p 7→ vp
ser representac¸a˜o covariante.
O leitor pode perguntar-se por que escolhemos as relac¸o˜es (2.4) e
(2.5) e na˜o outras para definir C∗(G,P ). Claro, (2.4) e´ bastante natural
para uma C∗-a´lgebra universal associada a um semigrupo. Quanto a
(2.5), ocorre que [Nica 1992] percebeu que C∗({λp/p ∈ P}) possu´ıa uma
estrutura que em va´rios aspectos lembra a de um produto cruzado,
e isso tornava natural a inclusa˜o de (2.5) na definic¸a˜o de C∗(G,P ).
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Ale´m disso, com essa definic¸a˜o de C∗(G,P ), Nica obteve exemplos
interessantes de grupos quase-reticulados amenable.
Posteriormente, [Laca e Raeburn 1996] tornaram precisas as i-
deias de Nica, realizando C∗(G,P ) como um produto cruzado de uma
certa C∗-a´lgebra por um semigrupo de endomorfismos. Para tornar
nossa exposic¸a˜o mais direta, omitiremos a interpretac¸a˜o de C∗(G,P )
como um produto cruzado.
Obervamos que as definic¸o˜es de C∗(G,P ) e de amenabilidade
sa˜o independentes do grupo G que envolve o semigrupo P . Por conta
disso, um dos objetivos de [Li 2012] ao construir a C∗-a´lgebra associada
a um semigrupo unital cancelativo a` esquerda P foi reobter C∗(G,P )
quando (G,P ) fosse grupo quasi-lattice, isto e´, grupo ordenado que
satisfaz (QL1).
Na˜o conseguimos determinar se quando (G,P ) e´ quase-reticulado
mas na˜o satisfaz (QL1), a C∗-a´lgebra do semigrupo P como em [Li 2012]
e´ isomorfa a C∗(G,P ).
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3 AMENABILIDADE
Neste cap´ıtulo, provamos que o coproduto de uma famı´lia de
grupos quase-reticulados abelianos e´ amenable. Para isso, comec¸amos
provando um teorema devido a Nica que da´ uma condic¸a˜o necessa´ria e
suficiente para um grupo quase-reticulado ser amenable.
Definic¸a˜o 12. Uma aplicac¸a˜o ψ : A → B entre C∗-a´lgebras A e B
sera´ dita fiel se, para todo a ∈ A, ψ(a∗a) = 0 =⇒ a = 0. Note que,
caso ψ seja ∗-homomorfismo, a condic¸a˜o de ψ ser fiel e´ equivalente a ψ
ser injetiva.
Teorema 13. Dado um grupo quase-reticulado (G,P ), existe uma
u´nica aplicac¸a˜o linear e contrativa φ : C∗(G,P ) → C∗(G,P ) satis-
fazendo
φ(vxv
∗
y) =
{
vxv
∗
y , caso x = y
0, caso contra´rio.
(3.1)
Ale´m disso, (G,P ) e´ amenable se e somente se φ e´ fiel.
Demonstrac¸a˜o. Pelo corola´rio 11, C∗(G,P ) = span{vxv∗y/x, y ∈ P}.
Desse fato, segue que se φ existir, sera´ u´nica.
Construamos enta˜o φ como no enunciado.
Primeiramente, provemos que existe uma aplicac¸a˜o linear, posi-
tiva, contrativa e fiel E : B(`2(P )) → B(`2(P )), a qual, em linguagem
informal, toma um operador T ∈ B(`2(P )), olha para sua matriz na
base {δs/s ∈ P}, mante´m a diagonal e zera o que na˜o esta´ na diagonal.
Mais precisamente, E(T ) satisfaz o seguinte:
〈E(T )δx, δy〉 =
{〈Tδx, δy〉, caso x = y
0, caso contra´rio.
(3.2)
Para construir essa aplicac¸a˜o E, dado T ∈ B(`2(P )), defina
E(T ) : `2(P )→ `2(P )
δx 7→ 〈Tδx, δx〉δx.
Provemos que E(T ) esta bem definida. Dados αi ∈ C, xi ∈ P
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para 1 ≤ i ≤ n, temos que∥∥∥E(T )(∑αiδxi)∥∥∥2 = ∥∥∥∑αi〈Tδxi , δxi〉δxi∥∥∥2
=
∑
|αi〈Tδxi , δxi〉|2
≤ ‖T‖2
∑
|αi|2 = ‖T‖2
∥∥∥∑αiδxi∥∥∥2 .
Logo, E(T ) esta´ bem definida e E e´ contrativa. Claramente, E satis-
faz (3.2) e disso segue que E e´ linear. Afirmamos que E e´ fiel. De
fato, suponha E(T ∗T ) = 0. Enta˜o, para todo x ∈ P , temos que
〈E(T ∗T )δx, δx〉 = 〈T ∗Tδx, δx〉 = ‖Tδx‖2 = 0. Consequentemente,
T = 0.
Afirmamos que
E(λxλ
∗
y) =
{
λxλ
∗
y, caso x = y
0, caso contra´rio.
Suponha primeiro x = y. Para provar que E(λxλ
∗
x) = λxλ
∗
x, basta
provar que λxλ
∗
x e´ diagonal com relac¸a˜o a` base canoˆnica, isto e´, que
para p, q ∈ P distintos, 〈λxλ∗xδp, δq〉 = 0. Mas isso segue do fato de que
〈λxλ∗xδp, δq〉 = 〈λ∗xδp, λ∗xδq〉 e de (2.2).
Caso x 6= y, para provar que E(λxλ∗y) = 0, basta mostrar que
as entradas na diagonal da matriz de λxλ
∗
y sa˜o nulas. Ou seja, que
para p ∈ P , 〈λxλ∗yδp, δp〉 = 0. Observe que 〈λxλ∗yδp, δp〉 = 〈λ∗yδp, λ∗xδp〉.
Utilizando novamente (2.2), conclui-se que 〈λxλ∗yδp, δp〉 = 0.
Defina
D := C∗({vpv∗p/p ∈ P}) = span{vpv∗p/p ∈ P} (3.3)
e mostremos que λ˜ restrita a D e´ isome´trica. Para isso, basta provar
que para quaisquer α1, ...αn ∈ C, x1, ..., xn ∈ P vale que∥∥∥∥∥
n∑
i=1
αiλxiλ
∗
xi
∥∥∥∥∥ =
∥∥∥∥∥
n∑
i=1
αivxiv
∗
xi
∥∥∥∥∥ . (3.4)
Como
∑n
i=1 αiλxiλ
∗
xi = λ˜
(∑n
i=1 αivxiv
∗
xi
)
, segue que vale “≤”
em (3.4).
Para provar que vale “≥”, comec¸amos estimando o lado esquerdo
de (3.4). Como T :=
∑
αiλxiλ
∗
xi e´ invariante por E, temos que T e´
diagonal com relac¸a˜o a` base canoˆnica. Logo, ‖T‖ = supp∈P |〈Tδp, δp〉|.
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Como
〈λxiλ∗xiδp, δp〉 =
{
1, caso xi ≤ p
0, caso contra´rio,
temos que
‖T‖ = sup
p∈P
∣∣∣∣∣
〈
n∑
i=1
αiλxiλ
∗
xiδp, δp
〉∣∣∣∣∣ = supp∈P
∣∣∣∣∣∣
n∑
xi≤p
αi
∣∣∣∣∣∣ . (3.5)
Quanto ao lado direito de (3.4), note primeiramente que os vxiv
∗
xi
sa˜o projec¸o˜es comutativas. Enta˜o, via transformada de Gelfand, pode-
mos ver os vxiv
∗
xi como func¸o˜es caracter´ısticas 1Xi com Xi contido em
um espac¸o topolo´gico compacto X. Enta˜o,∥∥∥∑αivxiv∗xi∥∥∥ = ∥∥∥∑αi1Xi∥∥∥ .
Como
∑
αi1Xi assume um nu´mero finito de valores, deve haver
x ∈ X tal que, definindo A := {i ∈ {1, ..., n}/x ∈ Xi}, vale que A e´
na˜o-vazio e ∥∥∥∑αi1Xi∥∥∥ =
∣∣∣∣∣∑
i∈A
αi
∣∣∣∣∣ .
Queremos mostrar que existe p ∈ P tal que
A = {i ∈ {1, ..., n}/xi ≤ p}.
Seja {i1, ..., ik} uma enumerac¸a˜o para A, e defina p := xi1 ∨ ... ∨ xin .
Como x ∈ Xi para cada i ∈ A, o produto
∏
i∈A 1Xi e´ diferente de zero.
Mas esse produto esta´ identificado, via transformada de Gelfand, com∏
i∈A vxiv
∗
xi = vpv
∗
p. Conclu´ımos que deve ser p 6= ∞. Obviamente,
xi ≤ p para i ∈ A.
Suponha que exista j ∈ {1, ..., n} tal que j /∈ A e xj ≤ p. Enta˜o,
vxjv
∗
xjvpv
∗
p = vpv
∗
p . Utilizando a transformada de Gelfand, obtemos
1Xj
∏
i∈A
1Xi =
∏
i∈A
1Xi .
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Em particular, x ∈ Xj , contrariando que j /∈ A. Logo,
∥∥∥∑αivxiv∗xi∥∥∥ =
∣∣∣∣∣∣
∑
xi≤p
αi
∣∣∣∣∣∣ ≤
∥∥∥∥∥
n∑
i=1
αiλxiλ
∗
xi
∥∥∥∥∥ .
A u´ltima desigualdade acima sai de (3.5).
Portanto, λ˜|D e´ isome´trica.
Defina enta˜o φ := (λ˜|D)−1◦E◦λ˜ e note que φ e´ linear, contrativa
e satisfaz (3.1). Observe tambe´m que o seguinte diagrama e´ comutativo:
C∗(G,P ) λ˜ //
φ

C∗({λp/p ∈ P})
E

D
λ˜|D
// C∗({λpλ∗p/p ∈ P})
(3.6)
Caso (G,P ) seja amenable, provemos que φ e´ fiel. Dado a ∈
C∗(G,P ), φ(a∗a) = 0 implica E ◦ λ˜(a∗a) = 0. Como E e´ fiel e λ˜ e´
∗-homomorfismo, temos que λ˜(a∗a) = 0. Mas do fato de (G,P ) ser
amenable, segue λ˜ isomoforfismo e a = 0.
Reciprocamente, se φ for fiel e houver a ∈ C∗(G,P ) tal que
λ˜(a∗a) = 0, teremos λ˜|D ◦ φ(a∗a) = 0. Como φ e λ˜|D sa˜o fie´is, seguira´
a = 0.
No curso da demonstrac¸a˜o acima, provamos um resultado o qual
destacamos agora para uso posterior:
Proposic¸a˜o 14. Existe E : B(`2(P )) → B(`2(P )) linear, contrativa,
fiel e satisfazendo:
E(λxλ
∗
y) =
{
λxλ
∗
y, caso x = y
0, caso contra´rio.
A seguir, provaremos que, dado um grupo quase-reticulado (G,P ),
se G e´ abeliano, enta˜o (G,P ) e´ amenable. Para isso, precisaremos de al-
gumas definic¸o˜es e resultados de ana´lise harmoˆnica. Abaixo, T denota
os nu´meros complexos de mo´dulo 1.
Definic¸a˜o 15. Dado um grupo abeliano discreto G, o grupo dual Gˆ de
G e´ o conjunto de homomorfismos γ : G→ T, munido da multiplicac¸a˜o
e inversa˜o ponto a ponto. Note que Gˆ e´ um subconjunto do conjunto de
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todas as func¸o˜es de G em T, o qual denotamos por TG. Pelo teorema de
Tychonoff, TG munido da topologia produto e´ compacto. A topologia
de Gˆ sera´ a de subespac¸o de TG. Enta˜o, um net (γi) ⊂ Gˆ converge a
γ ∈ Gˆ se e somente se γi(g) converge a γ(g) para todo g ∈ G. Disso
segue que Gˆ e´ grupo topolo´gico e e´ fechado em TG. Consequentemente,
Gˆ e´ compacto.
Proposic¸a˜o 16. Seja (G,P ) um grupo quase-reticulado com G abeli-
ano. Enta˜o, (G,P ) e´ amenable.
Demonstrac¸a˜o. Dado γ ∈ Gˆ, defina
wγ : P → C∗(G,P )
p 7→ γ(p)vp.
Enta˜o, wγ e´ uma representac¸a˜o covariante de P . Pela propriedade
universal de C∗(G,P ), existe θγ : C∗(G,P ) → C∗(G,P ) satisfazendo
θγ(vp) = γ(p)vp, para todo p ∈ P .
Note que, dados γ, α ∈ Gˆ, θγα(vp) = (γα)(p)vp = γ(p)α(p)vp =
θγθα(vp). Portanto, θγα = θγθα. Ale´m disso, denotando 1 como sendo
a identidade de Gˆ, θ1 e´ a aplicac¸a˜o identidade. Segue desses fatos que
θ : Gˆ→ Aut(C∗(G,P ))
γ 7→ θγ
e´ um homomorfismo de Gˆ nos automorfismos de C∗(G,P ), i.e., uma
ac¸a˜o de Gˆ em C∗(G,P ). Afirmamos que θ e´ fortemente cont´ınua. Dado
um net (γi)i∈I ⊂ Gˆ convergindo a γ ∈ Gˆ, queremos provar que θγi(a)→
θγ(a) para todo a ∈ C∗(G,P ).
Para provar isso, note que, dados x, y ∈ P , vale que
θγi(vxv
∗
y) = γi(x)γi(y)vxv
∗
y → γ(x)γ(y)vxv∗y = θγ(vxv∗y).
Consequentemente, dado b ∈ span{vxv∗y/x, y ∈ P}, temos que
θγi(b)→ θγ(b). Tome agora a ∈ C∗(G,P ) qualquer e note que
span{vxv∗y/x, y ∈ P}
e´ denso em C∗(G,P ). Dado  > 0, tome b ∈ span{vxv∗y/x, y ∈ P} e
i0 ∈ I tais que ‖a− b‖ < 3 e i ≥ i0 =⇒ ‖θγi(b)− θγ(b)‖ < 3 . Usando
o fato de que automorfismos de C∗-a´lgebras sa˜o isome´tricos, segue que,
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para i ≥ i0,
‖θγi(a)− θγ(a)‖ ≤ ‖θγi(a)− θγi(b)‖+ ‖θγi(b)− θγ(b)‖
+ ‖θγ(b)− θγ(a)‖
< ‖a− b‖+ 
3
+ ‖b− a‖ < .
Provamos assim que θ e´ fortemente cont´ınua.
Vamos agora mostrar que existe φ fiel como no teorema 13.
Seja µ a medida de de Haar normalizada em Gˆ e defina
φ : C∗(G,P )→ C∗(G,P )
a 7→
∫
Gˆ
θγ(a)dγ.
Acima, estamos utilizando a integral de Bochner, definida para func¸o˜es
tomando valores em um espac¸o de Banach. A definic¸a˜o desse tipo de
integral e propriedades elementares podem ser encontradas em [Cohn
1994].
Temos que φ e´ linear, contrativa e provemos que e´ fiel. Dado
a ∈ C∗(G,P ) na˜o-nulo, devemos mostrar que φ(a∗a) 6= 0.
Como os θγ sa˜o isometrias, temos ‖θγ(a∗a)‖ = ‖a∗a‖ = ‖a‖2
para todo γ ∈ Gˆ.
Para cada γ ∈ Gˆ, como θγ(a∗a) e´ positivo, podemos escolher um
estado τγ : C
∗(G,P ) → C tal que τγ(θγ(a∗a)) = ‖a‖2. Defina enta˜o,
para cada γ ∈ Gˆ, o aberto Aγ :=
{
α ∈ Gˆ/τγ(θα(a∗a)) > ‖a‖
2
2
}
. Como,
para cada γ ∈ Gˆ, vale que γ ∈ Aγ , resulta que G = ∪γ∈GˆAγ .
Como Gˆ e´ compacto, podemos extrair uma subcobertura finita
{Aγ1 , ..., Aγn}. Logo, deve haver γi tal que µ(Aγi) > 0. Enta˜o,
τγi
(∫
Gˆ
θγ(a
∗a)dγ
)
=
∫
Gˆ
τγi(θγ(a
∗a))dγ ≥ ‖a‖
2
2
µ(Aγi) > 0.
Disso conclu´ımos que φ(a∗a) 6= 0. Portanto, φ e´ fiel.
Finalmente, provemos que φ satisfaz (3.1). Dado x ∈ P , note
que
φ(vxv
∗
x) =
∫
Gˆ
θγ(vxv
∗
x)dγ =
∫
Gˆ
γ(x)vx(γ(x)vx)
∗dγ
=
∫
Gˆ
vxv
∗
xdγ = vxv
∗
x.
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Dados x, y ∈ P distintos, temos que
φ(vxv
∗
y) =
∫
Gˆ
θγ(vxv
∗
y)dγ =
∫
Gˆ
γ(x)γ(y)vxv
∗
ydγ
= vxv
∗
y
∫
Gˆ
γ(xy−1)dγ
(∗)
= 0.
A igualdade (*) segue de [Hewitt e Ross 1979, Teorema 22.17 e Lema
23.19].
Utilizando o teorema 13, conclu´ımos que (G,P ) e´ amenable.
Note que, dado um grupo quase-reticulado (G,P ), se P for abe-
liano, o grupo gerado por P em G sera´ abeliano tambe´m. Como nas
definic¸o˜es de C∗(G,P ) e de amenabilidade o que interessa e´ o semi-
grupo em questa˜o, segue da proposic¸a˜o 16 que se P for abeliano, enta˜o
(G,P ) e´ amenable.
A seguir, provaremos que o coproduto de uma famı´lia de grupos
quase-reticulados abelianos e´ amenable. Esse resultado e´ devido a Laca
e Raeburn. A demonstrac¸a˜o dele e´ similar a` da proposic¸a˜o 16, pore´m
com mais tecnicalidades. Comec¸amos com um lema auxiliar.
Lema 17. Sejam (G,P ) e (H,Q) grupos quase-reticulados e suponha
que exista um homomorfismo ψ : G→ H tal que para quaisquer x, y ∈
P com x ∨ y 6=∞, vale que
ψ(x) = ψ(y) =⇒ x = y e (3.7)
ψ(x ∨ y) = ψ(x) ∨ ψ(y). (3.8)
Enta˜o span{vxv∗y/x, y ∈ P e ψ(x) = ψ(y)} e´ uma sub-C∗-a´lge-
bra de C∗(G,P ) sobre a qual λ˜ e´ injetiva.
Demonstrac¸a˜o. Observamos primeiro que, como consequeˆncia de (3.8),
ψ preserva a ordem em P . De fato, dados x, y ∈ P ,
x ≤ y =⇒ x ∨ y = y
=⇒ ψ(x) ∨ ψ(y) = ψ(x ∨ y) = ψ(y)
=⇒ ψ(x) ≤ ψ(y).
Em particular, ψ(P ) ⊂ Q.
Seja F a colec¸a˜o de subconjuntos finitos na˜o-vazios F ⊂ Q∪{∞}
tais que s ∨ t ∈ F para quaisquer s, t ∈ F . Para cada F ∈ F , defina
KF := span{vxv∗y/x, y ∈ P e ψ(x) = ψ(y) ∈ F}. Dado F ∈ F , caso
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na˜o exista x ∈ P tal que ψ(x) ∈ F , convencionamos que KF = {0}.
Para s ∈ Q ∪ {∞}, escreveremos Ks ao inve´s de K{s}.
Provemos que, para F ∈ F , KF e´ sub-C∗-a´lgebra de C∗(G,P ).
Naturalmente, KF e´ subespac¸o fechado quanto a` norma e quanto a`
involuc¸a˜o. Provemos que e´ tambe´m fechado quanto ao produto.
Para isso, dados s, t ∈ F , suponha que existam u,w, x, y ∈ P
tais que ψ(u) = ψ(w) = s e ψ(x) = ψ(y) = t. Por (2.8),
vuv
∗
wvxv
∗
y = vuw−1(w∨x)v
∗
yx−1(w∨x).
Caso w ∨ x =∞, o produto acima se anula e, portanto, esta´ em
KF . Caso w ∨ x 6=∞, temos que
ψ(uw−1(w ∨ x)) = ψ(u)ψ(w)−1ψ(w ∨ x)
= ψ(w ∨ x)
= ψ(y)ψ(x)−1ψ(w ∨ x)
= ψ(yx−1(w ∨ x)).
Como uw−1(w ∨ x) e yx−1(w ∨ x) pertencem a P e ψ(w ∨ x) = ψ(w)∨
ψ(x) = s ∨ t ∈ F , conclu´ımos que KF e´ fechado quanto ao produto.
Portanto, KF e´ sub-C∗-a´lgebra de C∗(G,P ).
Tambe´m e´ consequeˆncia das contas acima que
span{vxv∗y/x, y ∈ P e ψ(x) = ψ(y)}
e´ fechado quanto ao produto, sendo sub-C∗-a´lgebra de C∗(G,P ), por-
tanto.
Provemos que ∪F∈FKF = span{vxv∗y/x, y ∈ P e ψ(x) = ψ(y)}.
Claramente, vale “⊂”. Para provar o outro lado, note que, dados x, y ∈
P tais que ψ(x) = ψ(y), vale que vxv
∗
y ∈ Kψ(x). Portanto, para provar
“⊃”, e´ suficiente mostrar que ∪F∈FKF e´ subespac¸o.
Dados F1, F2 ∈ F , seja F1,2 := {x1 ∨ x2/x1, x2 ∈ F1 ∪F2}. Note
que F1,2 e´ finito, fechado com relac¸a˜o a ∨ e conte´m F1 ∪F2. Em parti-
cular, F1,2 ∈ F e KF1∪KF2 ⊂ KF1,2 . Provamos assim que {KF /F ∈ F}
e´ uma famı´lia dirigida de subespac¸os e, consequentemente, sua unia˜o
tambe´m e´ subespac¸o.
Afirmamos que para provar que λ˜ e´ fiel em span{vxv∗y/x, y ∈
P e ψ(x) = ψ(y)} = ∪F∈FKF basta provar que λ˜ e´ fiel em KF para
cada F ∈ F . De fato, suponha que isso seja verdade. Dado a ∈
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∪F∈FKF , temos que a = lim an, com an ∈ KFn . Enta˜o,
‖λ˜(a)‖ = lim ‖λ˜(an)‖ = lim ‖an‖ = ‖a‖.
Mostremos enta˜o que λ˜ e´ fiel em KF , para cada F ∈ F . Primeira-
mente, vamos provar que, para qualquer s ∈ Q, λ˜ e´ fiel quando restrita
a Ks. Para tanto, defina Ms := span{δz ∈ `2(P )/z ∈ P e ψ(z) = s} e
Js : Ms → `2(P )
δz 7→ δz.
Note que J∗s : `
2(P )→Ms satisfaz
J∗s (δz) =
{
δz, caso δz ∈Ms
0, caso contra´rio.
Defina Λs : Ks → B(Ms) por Λs(T ) = J∗s λ˜(T )Js, T ∈ Ks.
Provemos que Λs e´ ∗-homomorfismo. Para isso, basta mostrar que,
para T ∈ Ks, λ˜(T )(Ms) ⊂Ms.
Observe primeiro que, dados x, y ∈ P tais que ψ(x) = ψ(y) = s,
temos que λ˜(vxv
∗
y)(δy) = λxλ
∗
y(δy) = δx. Caso z ∈ P , ψ(z) = s e z 6= y,
temos por (3.7) que z∨y =∞. Consequentemente, λ˜(vxv∗y)(δz) = 0. A
partir dessas observac¸o˜es, segue que λ˜(vxv
∗
y)(Ms) ⊂ Ms. Finalmente,
como Ks = span{vxv∗y/x, y ∈ P e ψ(x) = ψ(y) = s}, conclu´ımos que,
para qualquer T ∈ Ks, λ˜(T )(Ms) ⊂Ms.
Assim, Λs e´ ∗-homomorfismo. Acabamos provando tambe´m que,
dados x, y ∈ P tais que ψ(x) = ψ(y) = s, vale que Λs(vxv∗y) = 〈·, δy〉δx.
Denote a colec¸a˜o de subconjuntos finitos de ψ−1({s})∩P por Fs.
Dado F ∈ Fs, span{vxv∗y/x, y ∈ F} e´ fechado quanto a` involuc¸a˜o. Pro-
vemos que e´ fechado quanto ao produto. Dados x, y, z, u ∈ F , devemos
mostrar que vxv
∗
yvzv
∗
u ∈ span{vxv∗y/x, y ∈ F}. De fato, por (3.7), deve
ser y = z ou y ∨ z = ∞. No primeiro caso, temos vxv∗yvzv∗u = vxv∗u.
No segundo, temos vxv
∗
yvzv
∗
u = 0. De qualquer forma, vxv
∗
yvzv
∗
u ∈
span{vxv∗y/x, y ∈ F}. Portanto, span{vxv∗y/x, y ∈ F} e´ uma sub-C∗-
a´lgebra de Ks e tem dimensa˜o finita.
Como
Ks = ∪F∈Fsspan{vxv∗y/x, y ∈ F},
temos que, para provar que Λs e´ fiel, basta mostrar que e´ fiel quando
restrita a span{vxv∗y/x, y ∈ F}, para cada F ∈ Fs. Tome enta˜o um
F desse tipo. Dados α1, ..., αn ∈ C, x1, .., xn, y1, ..., yn ∈ F , tais que
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i 6= j =⇒ (xi, yi) 6= (xj , yj) e αi 6= 0 para 1 ≤ i ≤ n, temos que
Λs(
∑
αivxiv
∗
yi)(δy1) =
∑
αi〈δy1 , δyi〉δxi =
∑
yi=y1
αiδxi 6= 0.
Logo, Λs(
∑
αivxiv
∗
yi) 6= 0. Provamos assim que Λs e´ fiel quando
restrita a span{vxv∗y/x, y ∈ F}. Pelo que ja´ observamos, segue Λs fiel.
Pela definic¸a˜o de Λs, conclui-se que λ˜ e´ fiel quando restrita a Ks.
Por fim, provemos que, dado F ∈ F , λ˜ e´ fiel em KF . Tome
T ∈ KF . Enta˜o,
T = lim
n
∑
s∈F
Tn,s, com Tn,s ∈ Ks para s ∈ F .
Por F ser finito, conclui-se que possui elemento minimal, i.e.,
existe s0 ∈ F tal que se s ∈ F e s ≤ s0, enta˜o s = s0. Afirmamos que
J∗s0 λ˜(Tn,s)Js0 = 0, para s ∈ F distinto de s0. De fato, dados x, y ∈ P
tais que ψ(x) = ψ(y) = s e δz ∈Ms0 , temos que
λ˜(vxv
∗
y)(δz) 6= 0 =⇒ y ≤ z =⇒ s = ψ(y) ≤ ψ(z) = s0,
contrariando a minimalidade de s0. Pela definic¸a˜o de Ks, conclu´ımos
que λ˜(Tn,s)(Ms0) = {0}. Consequentemente, J∗s0 λ˜(Tn,s)Js0 = 0.
Ale´m disso, pelo que ja´ provamos, ‖Tn,s0‖ = ‖J∗s0 λ˜(Tn,s0)Js0‖.
Suponha λ˜(T ) = 0. Enta˜o,
J∗s0 λ˜
(∑
s∈F
Tn,s
)
Js0 = J
∗
s0 λ˜(Tn,s0)Js0 = Λs0(Tn,s0)→ 0.
Portanto, Tn,s0 → 0 e
T = lim
n
∑
s∈F\{s0}
Tn,s.
Repetindo esse argumento #F − 1 vezes, obtemos T ∈ Ks para
algum s ∈ F . Como λ˜ e´ fiel quando restrita a Ks, segue que T = 0.
Proposic¸a˜o 18. Sejam (G,P ), (H,Q) grupos quase-reticulados e su-
ponha que exista um homomorfismo ψ : G → H como no lema 17. Se
H e´ abeliano, enta˜o (G,P ) e´ amenable.
Demonstrac¸a˜o. Argumentando como na proposic¸a˜o 16, temos que e-
xiste uma ac¸a˜o fortemente cont´ınua θ de Hˆ em C∗(G,P ) dada por
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θγ(vx) = γ(ψ(x))vx, para x ∈ P e γ ∈ Hˆ. Defina
Φ : C∗(G,P )→ C∗(G,P )
a 7→
∫
Hˆ
θγ(a)dγ.
Como na proposic¸a˜o 16, Φ e´ linear, contrativa e fiel. Provemos
que Φ e´ positiva. Dado a ∈ C∗(G,P ) e um funcional positivo τ :
C∗(G,P )→ C, temos que
τ
(∫
Hˆ
θγ(a
∗a)dγ
)
=
∫
Hˆ
τ(θγ(a
∗a))dγ ≥ 0.
Dessa conta, segue que Φ e´ positiva.
Ale´m disso, dados x, y ∈ P , temos que
Φ(vxv
∗
y) =
∫
Hˆ
θγ(vxv
∗
y)dγ =
∫
Hˆ
γ(ψ(x))γ(ψ(y)−1)vxv∗ydγ
=
{
vxv
∗
y , caso ψ(x) = ψ(y)
0, caso contra´rio.
Seja φ como no teorema 13. Note que
φ ◦ Φ(vxv∗y) =
{
vxv
∗
y , caso x = y
0, caso contra´rio.
Logo, φ ◦ Φ = φ. Suponha provado que φ e´ fiel quando restrita a`
imagem de Φ. Enta˜o, dado a ∈ C∗(G,P ), caso φ(a∗a) = 0, teremos
que φ◦Φ(a∗a) = 0. Enta˜o, como Φ e´ positiva, teremos que Φ(a∗a) = 0.
Como Φ e´ fiel, seguira´ a = 0.
Assim, tudo que temos que fazer para concluir a demonstrac¸a˜o
e´ provar que φ e´ fiel quando restrita a` imagem de Φ, que por sua vez e´
igual a span{vxv∗y/ψ(x) = ψ(y)}.
Seja E como na proposic¸a˜o 14. Temos que E◦λ˜ = λ˜◦φ. Suponha
φ(a∗a) = 0 para um certo a ∈ span{vxv∗y/ψ(x) = ψ(y)}. Como E e´
fiel e λ˜ e´ injetiva quando restrita a span{vxv∗y/ψ(x) = ψ(y)}, segue
a = 0.
Finalmente, provemos o teorema que era o principal objetivo
deste cap´ıtulo. O resultado e demonstrac¸a˜o sa˜o devidos a Laca e
Raeburn.
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Teorema 19. O coproduto (
∐
i∈I Gi,
∐
i∈I Pi) de uma famı´lia {(Gi, Pi)}
de grupos quase-reticulados abelianos e´ amenable.
Demonstrac¸a˜o. Como no exemplo 6, um elemento gene´rico de
∐
i∈I Gi
distinto da identidade escreve-se de forma u´nica como gi1 ...gin com
n ≥ 1, gij ∈ Gij , gij 6= eij para 1 ≤ j ≤ n, ij 6= ij+1 para 1 ≤ j < n.
Pela propriedade universal do coproduto, existe um homomorfismo ψ :∐
i∈I Gi →
∏
i∈I Gi que manda cada gi0 ∈ Gi0 em (gi)∈I com gi = ei
para i 6= i0.
Como
∏
i∈I Gi e´ abeliano, para usar a proposic¸a˜o 18 e concluir
que (
∐
i∈I Gi,
∐
i∈I Pi) e´ amenable, precisamos apenas mostrar que ψ
satisfaz (3.7) e (3.8) para quaisquer x, y ∈∐i∈I Pi tais que x∨ y 6=∞.
Observe que ψ(
∐
i∈I Pi) ⊂
∏
i∈I Pi. Em partcular, ψ preserva a ordem.
Como o caso em que x = y e´ trivial, vamos supor x 6= y.
Denote o elemento neutro de
∐
i∈I Gi por e. Caso y = e, pro-
vemos que ψ(x) 6= (ei)i∈I = ψ(e). Suponha x = xi1 ...xin . Seja
F := {j ∈ {1, ..., n}/ij = i1}. Note que
ψ(x)i1 =
∏
j∈F
xij ≥ xi1 > ei1 .
Consequentemente, ψ(x) 6= (ei). Obviamente, ψ(x) ∨ ψ(e) =
ψ(x ∨ e).
Finalmente, suponha x, y ∈∐i∈I Pi distintos entre si e diferentes
de e. Seja z = x ∨ y. Suponha z = zii ...zin . Enta˜o, raciocinando como
no exemplo 6, devemos ter x = zi1 ...zij−1a, com a ∈ Pij , eij < a ≤ zij
e y = zi1 ...zil−1b, com b ∈ Pil , eil < b ≤ zil . Como zi1 ...zimax{k,l} e´ cota
superior para x e y, deve ser n = max{k, l}.
Caso k < l, temos que x < y. Nesse caso, x ∨ y = y. Como
x−1y 6= e, temos, pelo que ja´ foi observado, que ψ(x) < ψ(y). Da´ı
segue (3.7) e (3.8). Analogamente caso l < k.
Finalmente, suponha l = k = n. Enta˜o x = zi1 ...zin−1a e y =
zi1 ...zin−1b. Se ψ(x) = ψ(y), temos enta˜o que ψ(a) = ψ(b). Logo, como
a, b ∈ Pin , temos que a = b, contrariando que x 6= y.
Como z = x∨y, temos que zin = a∨b, e isso implica ψ(a)∨ψ(b) =
ψ(zin). Logo,
ψ(x ∨ y) = ψ(zi1 ...zin−1)ψ(zin) = ψ(zi1 ...zin−1)(ψ(a) ∨ ψ(b))
(∗)
= (ψ(zi1 ...zin−1)ψ(a)) ∨ (ψ(zi1 ...zin−1)ψ(b))
= ψ(x) ∨ ψ(y).
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A igualdade (*) segue do fato de que, dado um grupo quase-reticulado
(G,P ) e x, y, z ∈ P tais que x ∨ y 6= ∞, temos que (zx) ∨ (zy) =
z(x ∨ y).
Exemplo 20. Considere (F2, P ) e (F∞, SF∞) como no exemplo 7.
Observe que (F∞, SF∞) pode ser identificado com (
∐
n∈NZ,
∐
n∈NN).
Segue enta˜o do teorema 19 que (F∞, SF∞) e´ amenable. Como P e´
isomorfo a SF∞ como semigrupo, conclu´ımos que (F2, P ) e´ amenable.
Em [Nica 1992], o autor prova que o grupo quase-reticulado
(Fn, SFn) do exemplo 5 e´ amenable, que e´ um caso bastante parti-
cular do teorema 19. No entanto, a demonstrac¸a˜o de Nica, inspirada
na decomposic¸a˜o de Wold de isometrias, e´ completamente diferente da
demonstrac¸a˜o do teorema 19, e mais intuitiva.
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4 REPRESENTAC¸O˜ES FIE´IS
Neste cap´ıtulo, provamos um teorema devido a Laca e Raeburn
que da´ uma condic¸a˜o elegante para uma representac¸a˜o da C∗-a´lgebra
de um grupo quase-reticulado amenable ser fiel. Como aplicac¸a˜o desse
resultado, provaremos que a C∗-a´lgebra universal gerada por um con-
junto infinito de isometrias com imagens mutualmente ortogonais e´
simples.
Primeiro, daremos uma ideia sobre a demonstrac¸a˜o do teorema.
Dados (G,P ) grupo quase-reticulado e W : P → A representac¸a˜o co-
variante, considere φ como no teorema 13 e D como em (3.3). O que
faremos e´ provar que, sob uma certa condic¸a˜o, W˜ |D e´ fiel e existe uma
aplicac¸a˜o φW : C
∗({Wp/p ∈ P}) → C∗({Wp/p ∈ P}) linear e contra-
tiva satisfazendo
φW (WxW
∗
y ) =
{
WxW
∗
y , caso x = y
0, caso x 6= y. (4.1)
Enta˜o, pelo corola´rio 11, o seguinte diagrama comutara´:
C∗(G,P ) W˜ //
φ

C∗({Wp/p ∈ P})
φW

D
W˜ |D
// C∗({Wp/p ∈ P})
Caso (G,P ) seja amenable, teremos tambe´m que φ e´ fiel. Da´ı
seguira´ facilmente que W˜ e´ fiel.
Para provar que W˜ |D e´ fiel, deveremos estimar a norma de termos
do tipo
∑n
i=1 αiWxiW
∗
xi . Esse e´ o objetivo do pro´ximo lema, cuja
demonstrac¸a˜o pode ser vista como um refinamento de argumentos do
teorema 13.
Dado A = {x1, ..., xn} ⊂ P , denotaremos x1 ∨ ... ∨ xn por σA.
Lema 21. Seja (G,P ) grupo quase-reticulado e W : P → A repre-
sentac¸a˜o covariante. Para x ∈ P ∪ {∞}, defina Lx := WxW ∗x .
Dados F um subconjunto finito de P e A ⊂ F , seja
QA :=
∏
x∈A
Lx
∏
x∈F\A
(1− Lx) = LσA
∏
x∈F\A
(1− Lx).
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No caso em que A = ∅, estamos interpretando a expressa˜o acima como
sendo Q∅ =
∏
x∈F (1− Lx). Caso A = F , QF =
∏
x∈A Lx = LσF .
Enta˜o, {QA/A ⊂ F} e´ uma decomposic¸a˜o da unidade em pro-
jec¸o˜es mutualmente ortogonais que satisfaz, para quaisquer αx ∈ C,
x ∈ F , o seguinte:
∑
x∈F
αxLx =
∑
A⊂F
(∑
x∈A
αx
)
QA (4.2)∥∥∥∥∥∑
x∈F
αxLx
∥∥∥∥∥ = max
{∣∣∣∣∣∑
x∈A
αx
∣∣∣∣∣ /A ⊂ F e QA 6= 0
}
. (4.3)
Demonstrac¸a˜o. Provemos primeiro que∏
x∈F
(Lx + (1− Lx)) =
∑
A⊂F
∏
x∈A
Lx
∏
x∈F\A
(1− Lx). (4.4)
Faremos isso por induc¸a˜o na cardinalidade de F . Caso #F = 1, i.e.,
F = {y}, temos que o somato´rio acima possui dois termos, associados
a A = {y} e A = ∅. Enta˜o, os dois lados da igualdade acima sa˜o iguais
a Ly + (1− Ly).
Dado n ≥ 1, suponha que (4.4) seja va´lido para qualquer H ⊂ P
com cardinalidade n. Provemos que (4.4) vale para um F ⊂ P com
cardinalidade n+1. Neste caso, podemos supor F = H∪{y} e #H = n.
∏
x∈H∪{y}
(Lx + (1− Lx)) =
(∏
x∈H
Lx + (1− Lx)
)
(Ly + (1− Ly))
=
∑
A⊂H
∏
x∈A
Lx
∏
x∈H\A
(1− Lx)
 (Ly + (1− Ly))
=
∑
A⊂H
Ly
∏
x∈A
Lx
∏
x∈H\A
(1− Lx) +
∑
A⊂H
∏
x∈A
Lx(1− Ly)
∏
x∈H\A
(1− Lx)
=
∑
B⊂F
y∈B
∏
z∈B
Lz
∏
z∈F\B
(1− Lz) +
∑
B⊂F
y/∈B
∏
z∈B
Lz
∏
z∈F\B
(1− Lz)
=
∑
B⊂F
∏
z∈B
Lz
∏
z∈F\B
(1− Lz).
Assim, provamos que (4.4) vale para qualquer F ⊂ P finito.
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Portanto,
1 =
∏
x∈F
(Lx + (1− Lx)) =
∑
A⊂F
∏
x∈A
Lx
∏
x∈F\A
(1− Lx)
=
∑
A⊂F
QA.
Temos assim que a unidade escreve-se como a soma das projec¸o˜es
QA. Como os QA comutam, segue que sa˜o mutualmente ortogonais.
Provemos agora (4.2):
∑
x∈F
αxLx =
∑
x∈F
αxLx
(∑
A⊂F
QA
)
=
∑
A⊂F
∑
x∈F
αxLxQA = (∗).
Se x /∈ A, LxQA conte´m um termo Lx(1−Lx). Assim, LxQA = 0. Por
outro lado, se x ∈ A, QA possui um termo Lx. Enta˜o, LxQA = QA.
Logo,
(∗) =
∑
A⊂F
(∑
x∈A
αx
)
QA.
Como os QA sa˜o projec¸o˜es mutualmente ortogonais, podemos
utilizar a transformada de Gelfand para concluir que∥∥∥∥∥∑
x∈F
αxLx
∥∥∥∥∥ =
∥∥∥∥∥∑
A⊂F
(∑
x∈A
αx
)
QA
∥∥∥∥∥
= max
{∣∣∣∣∣∑
x∈A
αx
∣∣∣∣∣ /A ⊂ F e QA 6= 0
}
.
Proposic¸a˜o 22. Seja (G,P ) grupo quase-reticulado. Se W e´ uma
representac¸a˜o covariante de P , enta˜o W˜ |D e´ fiel se e somente se
n∏
i=1
(1−WxiW ∗xi) 6= 0, para quaisquer x1, ..., xn ∈ P \ {e}. (4.5)
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Demonstrac¸a˜o. Suponha que W˜ |D e´ fiel. Dados x1, ..., xn ∈ P \ {e},(
n∏
i=1
(I − λxiλ∗xi)
)
(δe) = δe 6= 0
=⇒ λ˜
(
n∏
i=1
(1− vxiv∗xi)
)
=
n∏
i=1
(I − λxiλ∗xi) 6= 0
=⇒
n∏
i=1
(1− vxiv∗xi) 6= 0 =⇒
n∏
i=1
(1−WxiW ∗xi) 6= 0.
Assim, (4.5) se verifica.
Reciprocamente, suponha que (4.5) valha e provemos que W˜ |D
e´ fiel. Para isso, basta mostrar que, dado F ⊂ P finito, e αx ∈ C para
x ∈ F , vale que ∥∥∥∥∥∑
x∈F
αxWxW
∗
x
∥∥∥∥∥ =
∥∥∥∥∥∑
x∈F
αxvxv
∗
x
∥∥∥∥∥ . (4.6)
Obviamente, vale “≤”, pois
∑
x∈F
αxWxW
∗
x = W˜
(∑
x∈F
αxvxv
∗
x
)
.
Para provar que vale “≥” em (4.6), utilizaremos as estimativas
do lema 21.
Como
v : P → C∗(G,P )
p 7→ vp
e´ representac¸a˜o covariante, podemos tomar uma decomposic¸a˜o em pro-
jec¸o˜es {QA/A ⊂ F} da unidade de C∗(G,P ) como no lema 21. Seja
{QWA /A ⊂ F} a decomposic¸a˜o em projec¸o˜es associada a` representac¸a˜o
W .
Pelo lema 21,∥∥∥∥∥∑
x∈F
αxWxW
∗
x
∥∥∥∥∥ = max
{∣∣∣∣∣∑
x∈A
αx
∣∣∣∣∣ /A ⊂ F e QWA 6= 0
}
37
e ∥∥∥∥∥∑
x∈F
αxvxv
∗
x
∥∥∥∥∥ = max
{∣∣∣∣∣∑
x∈A
αx
∣∣∣∣∣ /A ⊂ F e QA 6= 0
}
.
Portanto, para mostrar que vale “≥” em (4.6), e´ suficiente provar
que, dado A ⊂ F na˜o-vazio, QA 6= 0 implica QWA 6= 0.
Tome enta˜o A na˜o-vazio tal que QA 6= 0. Enta˜o, σA 6= ∞.
Afirmamos que, para x ∈ F \ A, na˜o pode ocorrer σA ≥ x. Se isso
ocorresse, ter´ıamos que σA ∨ x = σA. Como QA conte´m um termo
vσAv
∗
σA(1− vxv∗x) = vσAvσA − vσA∨xvσA∨x = 0,
ter´ıamos QA = 0.
Caso σA ∨ x =∞ para todo x ∈ F \A, temos que
QWA = WσAW
∗
σA
∏
x∈F\A
(1−WxW ∗x ) = WσAW ∗σA 6= 0.
.
Suponha enta˜o que exista z ∈ F \A tal que σA < z. Temos que
QWA = WσAW
∗
σA
∏
x∈F\A
(1−WxW ∗x )
= (WσAW
∗
σA)
#(F\A) ∏
x∈F\A
(1−WxW ∗x )
=
∏
x∈F\A
(WσAW
∗
σA −WσAW ∗σAWxW ∗x )
=
∏
x∈F\A
σA<x
(WσAW
∗
σA −WσAW ∗σAWxW ∗x )
∏
x∈F\A
σA∨x=∞
WσAW
∗
σA
=
∏
x∈F\A
σA<x
(WσAW
∗
σA −WxW ∗x )
=
∏
x∈F\A
σA<x
WσA(1−W(σA)−1xW ∗(σA)−1x)W ∗σA
(∗)
= WσA
 ∏
x∈F\A
σA<x
(1−W(σA)−1xW ∗(σA)−1x)
W ∗σA.
38
(*) segue do fato de WσA ser isometria, i.e., W
∗
σAWσA = 1. Logo,
ocorre um cancelamento mu´tuo no produto.
Portanto,
‖QWA ‖ =
∥∥∥∥∥∥∥∥WσA
 ∏
x∈F\A
σA<x
(1−W(σA)−1xW ∗(σA)−1x)
W ∗σA
∥∥∥∥∥∥∥∥
=
∥∥∥∥∥∥∥∥
 ∏
x∈F\A
σA<x
(1−W(σA)−1xW ∗(σA)−1x)

∥∥∥∥∥∥∥∥
(∗∗)
> 0.
(**) e´ consequeˆncia de W satisfazer (4.5).
O pro´ximo lema serve para auxiliar-nos na construc¸a˜o de uma
φW satisfazendo (4.1), no caso em que W˜ |D e´ fiel.
Lema 23. Seja (G,P ) grupo quase-reticulado e W : P → A uma
representac¸a˜o covariante tal que W˜ |D e´ fiel. Seja F ⊂ P finito e αx ∈ C
para x ∈ F . Existe uma projec¸a˜o Q ∈ W˜ (D) satisfazendo
QWxW
∗
yQ = 0 para x, y ∈ F, x 6= y e (4.7)∥∥∥∥∥Q
(∑
x∈F
αxWxW
∗
x
)
Q
∥∥∥∥∥ =
∥∥∥∥∥∑
x∈F
αxWxW
∗
x
∥∥∥∥∥ . (4.8)
Demonstrac¸a˜o. Caso F so´ tenha um elemento, basta tomar Q = 1.
Caso ∥∥∥∥∥∑
x∈F
αxWxW
∗
x
∥∥∥∥∥ = 0,
basta tomar Q = 0. Suponha enta˜o que a norma acima e´ positiva e que
F possua mais de um elemento. Pelo lema 21, existe A ⊂ F na˜o-vazio
tal que QWA 6= 0 e ∥∥∥∥∥∑
x∈F
αxWxW
∗
x
∥∥∥∥∥ =
∣∣∣∣∣∑
x∈A
αx
∣∣∣∣∣ .
Vamos dividir o problema em casos:
Caso 1: A conte´m um u´nico elemento z.
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Neste caso, defina
Q := QWA = WzW
∗
z
∏
b∈F\A
(1−WbW ∗b ) =
 ∏
b∈F\A
(1−WbW ∗b )
WzW ∗z .
Dados x, y ∈ F , x 6= y, suponha, sem perda de generalidade, x /∈
A. O produto QWxW
∗
yQ conte´m um termo (1 −WxW ∗x )Wx = 0. Ja´
QWyW
∗
xQ possui um termo W
∗
x (1−WxW ∗x ) = 0. Ale´m disso,∥∥∥∥∥QWA
(∑
x∈F
αxWxW
∗
x
)
QWA
∥∥∥∥∥ = ∥∥QWA αzWzW ∗zQWA ∥∥
= |αz| =
∥∥∥∥∥∑
x∈F
αxWxW
∗
x
∥∥∥∥∥ .
Caso 2: A possui mais de um elemento.
Como QWA 6= 0, segue σA 6=∞. Daqui para baixo, denotaremos
σA por a. Dados x, y ∈ A com x 6= y, defina
dx,y =
{
(x−1a)−1(x−1a ∨ y−1a), caso (x−1a)−1(x−1a ∨ y−1a) 6= e
(y−1a)−1(x−1a ∨ y−1a), caso contra´rio.
Caso x−1a ∨ y−1a =∞, estamos interpretando dx,y como sendo ∞.
Note que (x−1a)−1(x−1a∨y−1a) = e implica x−1a∨y−1a = x−1a
e dx,y = (y
−1a)−1(x−1a∨y−1a) = (y−1a)−1x−1a = a−1yx−1a 6= e pois
x 6= y. Ou seja, em qualquer caso, dx,y 6= e.
Defina
Q := QWA
∏
x,y∈A
x 6=y
(WaW
∗
a −Wadx,yW ∗adx,y )
= WaW
∗
a
∏
z∈F\A
(1−WzW ∗z )
∏
x,y∈A
x 6=y
(WaW
∗
a −Wadx,yW ∗adx,y )
=
∏
z∈F\A
(WaW
∗
a −Wa∨zW ∗a∨z)
∏
x,y∈A
x6=y
(WaW
∗
a −Wadx,yW ∗adx,y ).
Note que Q e´ um produto de projec¸o˜es comutativas, logo e´ projec¸a˜o.
Dado z ∈ F \A, temos que
WaW
∗
a −Wa∨zW ∗a∨z = Wa(1−Wa−1(a∨z)W ∗a−1(a∨z))W ∗a .
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Tambe´m vale que, para x, y ∈ A distintos,
WaW
∗
a −Wadx,yW ∗adx,y = Wa(1−Wdx,yW ∗dx,y )W ∗a .
Utilizando o fato de que W ∗aWa = 1, obtemos
Q = Wa
 ∏
z∈F\A
(1−Wa−1(a∨z)W ∗a−1(a∨z))
∏
x,y∈A
x 6=y
(1−Wdx,yW ∗dx,y )
W ∗a .
Portanto,
‖Q‖ =
∥∥∥∥∥∥∥∥
∏
z∈F\A
(1−Wa−1(a∨z)W ∗a−1(a∨z))
∏
x,y∈A
x 6=y
(1−Wdx,yW ∗dx,y )
∥∥∥∥∥∥∥∥ .
Caso A = F , estamos interpretando a expressa˜o acima como
‖Q‖ =
∥∥∥∥∥∥∥∥
∏
x,y∈A
x6=y
(1−Wdx,yW ∗dx,y )
∥∥∥∥∥∥∥∥ .
Observamos que, como QWA 6= 0, temos que para z ∈ F \ A na˜o
vale a ≥ z. Equivalentemente, A = {x ∈ F/x ≤ a}. Assim, para
z ∈ F \A, a−1(a∨ z) 6= e. Ja´ observamos tambe´m que dx,y 6= e. Segue
do fato de W˜ |D ser fiel e de (4.5) que Q 6= 0.
Por fim, como para z ∈ F \ A, WzW ∗zQWA = 0, e, para x ∈ A,
WxW
∗
xQ
W
A = Q
W
A , temos que∥∥∥∥∥Q
(∑
x∈F
αxWxW
∗
x
)
Q
∥∥∥∥∥ =
∥∥∥∥∥
(∑
x∈A
αx
)
Q
∥∥∥∥∥ (4.9)
=
∣∣∣∣∣∑
x∈A
αx
∣∣∣∣∣ =
∥∥∥∥∥∑
x∈F
αxWxW
∗
x
∥∥∥∥∥ , (4.10)
provando assim (4.8).
Finalmente, provemos (4.7), i.e., para x, y ∈ F , com x 6= y,
QWxW
∗
yQ = 0. Caso x ou y estejam em F \A, um argumento ana´logo
ao do caso 1 nos da´ (4.7). Suponhamos enta˜o x, y ∈ A.
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Caso x−1a ∨ y−1a =∞, QWxW ∗yQ possui um fator
WaW
∗
aWxW
∗
yWaW
∗
a = Wx(x−1a)W
∗
x(x−1a)WxW
∗
yWy(y−1a)W
∗
y(y−1a)
= WxWx−1aW
∗
x−1aWy−1aW
∗
y−1aW
∗
y
= WxWx−1a∨y−1aW ∗x−1a∨y−1aW
∗
y = 0.
Suponha enta˜o x−1a ∨ y−1a 6= ∞. Primeiro, observemos que para
quaisquer b, c ∈ P tais que b ∨ c 6=∞, vale
Wb(Wb−1(c∨b)W ∗b−1(c∨b)) = Wb(Wb−1(c∨b)W
∗
b−1(c∨b))W
∗
bWb
= (Wc∨bW ∗c∨b)Wb
= (WcW
∗
cWbW
∗
b )Wb
= (WcW
∗
c )Wb. (4.11)
Aplicando a operac¸a˜o ∗ nas equac¸o˜es acima, resulta tambe´m que
(Wb−1(c∨b)W ∗b−1(c∨b))W
∗
b = W
∗
b (WcW
∗
c ). (4.12)
Suponha dx,y = (x
−1a)−1(x−1a ∨ y−1a) e note que QWxW ∗yQ
conte´m um fator
(WaW
∗
a −Wadx,yW ∗adx,y )WxW ∗yWaW ∗a
= WaW
∗
aWxW
∗
yWaW
∗
a −Wadx,yW ∗adx,yWxW ∗yWaW ∗a
(∗)
= Wx(Wx−1aW
∗
x−1a)(Wy−1aW
∗
y−1a)W
∗
y
−Wx(Wx−1adx,yW ∗x−1adx,y )(Wy−1aW ∗y−1a)W ∗y
= Wx(Wx−1a∨y−1aW ∗x−1a∨y−1a)W
∗
y
−Wx(Wx−1a∨y−1aW ∗x−1a∨y−1a)(Wy−1aW ∗y−1a)W ∗y
= Wx(Wx−1a∨y−1aW ∗x−1a∨y−1a −Wx−1a∨y−1aW ∗x−1a∨y−1a)W ∗y = 0.
A igualdade (*) segue das relac¸o˜es (4.11) e (4.12), e do fato de que
x ∨ a = a, y ∨ a = a, x ∨ adx,y = adx,y.
Caso dx,y = (y
−1a)−1(x−1a ∨ y−1a), basta usar o fato de que
QWxW
∗
yQ = 0 ⇐⇒ QWyW ∗xQ = 0 e repetir as contas acima.
Proposic¸a˜o 24. Seja (G,P ) grupo quase-reticulado e W uma repre-
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sentac¸a˜o covariante. Se W˜ |D e´ fiel, enta˜o existe
φW : C
∗({Wx/x ∈ P})→ C∗({Wx/x ∈ P})
linear e contrativa satisfazendo
φW (WxW
∗
y ) =
{
WxW
∗
y , caso x = y
0, caso x 6= y. (4.13)
Demonstrac¸a˜o. Dada uma combinac¸a˜o linear
∑n
i=i βiWxiW
∗
yi , seja F :=∪ni=1{xi, yi} e, para x, y ∈ F ,
αx,y :=
∑
1≤i≤n
(xi,yi)=(x,y)
βi.
Temos enta˜o que
n∑
i=i
βiWxiW
∗
yi =
∑
x,y∈F
αx,yWxW
∗
y .
Pelo lema 23, existe Q projec¸a˜o satisfazendo (4.7) e (4.8) com
αx,x no lugar de αx. Enta˜o,∥∥∥∥∥
n∑
i=i
βiWxiW
∗
yi
∥∥∥∥∥ =
∥∥∥∥∥∥
∑
x,y∈F
αx,yWxW
∗
y
∥∥∥∥∥∥ ≥
∥∥∥∥∥∥Q
 ∑
x,y∈F
αx,yWxW
∗
y
Q
∥∥∥∥∥∥
=
∥∥∥∥∥Q
(∑
x∈F
αx,xWxW
∗
x
)
Q
∥∥∥∥∥ =
∥∥∥∥∥∑
x∈F
αx,xWxW
∗
x
∥∥∥∥∥
=
∥∥∥∥∥∥∥
∑
1≤i≤n
xi=yi
βiWxiW
∗
yi
∥∥∥∥∥∥∥ .
Portanto, existe φW : span{WxW ∗y /x, y ∈ P} → C∗({Wx/x ∈
P}) linear, contrativa e satisfazendo (4.13). Como, pelo corola´rio 11,
span{WxW ∗y /x, y ∈ P} = C∗({Wx/x ∈ P}), segue o resultado.
Finalmente, podemos demonstrar o principal teorema deste ca-
p´ıtulo.
Teorema 25. Sejam (G,P ) grupo quase-reticulado amenable e W :
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P → A representac¸ao covariante. Enta˜o, a representac¸a˜o
W˜ : C∗(G,P )→ C∗({W (p)/p ∈ P})
dada pela propriedade universal de C∗(G,P ) e´ um isomorfismo se e
somente se, para quaisquer x1, ..., xn ∈ P \ {e}, vale
n∏
i=1
(1−WxiW ∗xi) 6= 0. (4.14)
Demonstrac¸a˜o. A ida e´ consequeˆncia direta da proposic¸a˜o 22.
Fac¸amos enta˜o a volta. Suponha que vale (4.14) e provemos que
W˜ e´ fiel. Pela proposic¸a˜o 22, W˜ |D e´ fiel. Enta˜o, existe φW como na
proposic¸a˜o 24. Considere o seguinte diagrama comutativo:
C∗(G,P ) W˜ //
φ

C∗({Wp/p ∈ P})
φW

D
W˜ |D
// C∗({Wp/p ∈ P})
Se W˜ (a∗a) = 0 para algum a ∈ C∗(G,P ), temos φ(a∗a) = 0.
Mas, como (G,P ) e´ amenable, temos pelo teorema 13 que φ e´ fiel,
resultando a = 0.
Exemplo 26. Utilizando o teorema 25, podemos reobter o teorema de
Coburn mencionado na introduc¸a˜o.
De fato, seja S uma isometria na˜o-unita´ria em B(H), H espac¸o
de Hilbert. Considere o grupo quase-reticulado (Z,N), que e´ amenable
pela proposic¸a˜o 16.
Defina ρ : N → B(H) por ρ(n) := Sn. Provemos que ρ e´ re-
presentac¸a˜o covariante. Dados n,m ∈ N, com n ≤ m, temos que
n ∨m = m e
Sn(Sn)∗Sm(Sm)∗ = SnSm−n(Sm)∗ = Sm(Sm)∗.
Caso n ≥ m e´ tratado analogamente.
Afirmamos que ρ˜ e´ fiel. Para poder aplicar o teorema 25, deve-
mos provar que, para n1, ..., nl > 0, vale que
l∏
i=1
(I − Sni(Sni)∗) 6= 0.
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O produto acima multiplicado por I − SS∗ resulta I − SS∗ que
e´ diferente de 0 pois S na˜o e´ unita´ria. Logo, ρ˜ e´ fiel e C∗(Z,N) ∼=
C∗({Sn/n ∈ N}) = C∗({S}). Em particular, a a´lgebra de Toeplitz e´
isomorfa a C∗(Z,N).
Como aplicac¸a˜o dos resultados obtidos ate´ o momento, provemos
o seguinte:
Proposic¸a˜o 27. Seja X um conjunto infinito. Seja OX a C∗-a´lgebra
universal gerada por um conjunto {Sx/x ∈ X} de isometrias tais que,
para quaisquer x, y ∈ X distintos, S∗xSy = 0. Enta˜o, OX e´ simples.
Demonstrac¸a˜o. Inicialmente, considere X um conjunto na˜o-vazio, na˜o
necessariamente infinito.
Seja FX o grupo livre gerado por {ax/x ∈ X} e SFX o subse-
migrupo unital de FX gerado por {ax/x ∈ X}. Pelo exemplo 6 e pelo
teorema 19, (FX , SFX) e´ grupo quase-reticulado amenable.
Afirmamos que C∗(FX , SFX) e´ isomorfa a OX . Para isso, mos-
traremos que C∗(FX , SFX) satisfaz a propriedade universal de OX .
Seja enta˜o pi : X → A uma representac¸a˜o de X em uma a´lgebra
unital A por isometrias tais que, para x, y ∈ X distintos, pi∗xpiy = 0.
Note que SFX e´ tambe´m o semigrupo unital livre gerado por
{ax/x ∈ X}. Logo, existe um homomorfismo unital de semigrupos
entre SFX e o semigrupo de isometrias de A:
ρ : SFX → A
ax 7→ pix x ∈ X.
Afirmamos que ρ e´ uma representac¸a˜o covariante de SFX . Como
ρ e´ homomorfismo de semigrupos, temos que (2.6) e´ satisfeita. Quanto
a (2.7), tome s, t ∈ SFX . Devemos provar que
ρsρ
∗
sρtρ
∗
t = ρs∨tρ
∗
s∨t. (4.15)
Caso s ou t iguais a e e´ trivial. Suponha enta˜o s e t diferentes
do elemento neutro.
Temos s = as1 ...asn e t = at1 ...atk . Caso s ∨ t = ∞, deve haver
j tal que 1 ≤ j ≤ min(n, k), sj 6= tj e, para i < j, si = ti. Enta˜o, o
produto ρsρ
∗
sρtρ
∗
t conte´m um termo pi
∗
sjpitj = 0.
Caso s ∨ t 6=∞, enta˜o, argumentando como no exemplo 5, deve
ser s ≤ t ou s ≥ t. Sem perda de generalidade, suponha s ≤ t. Neste
caso, n ≤ k e s = at1 ...atn . Enta˜o,
ρs(ρ
∗
sρt)ρ
∗
t = ρsρtn+1...tkρ
∗
t = ρtρ
∗
t .
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Como s ∨ t = t, segue (4.15).
Logo, a propriedade universal de C∗(FX , SFX) nos diz que existe
um ∗-homomorfismo ρ˜ : C∗(FX , SFX) → A que manda vs em ρs para
s ∈ SFX .
Defina
v˜ : X → C∗(FX , SFX)
x 7→ vax .
Como {ax/x ∈ X} gera SFX , segue que ρ˜ e´ o u´nico ∗-homomor-
fismo unital a comutar o diagrama abaixo:
X
v˜//
pi

C∗(FX , SFX)
ρ˜
yyA
Conclu´ımos que C∗(FX , SFX) ∼= OX .
Suponha agora que X e´ infinito. Para mostrar que C∗(FX , SFX)
e´ simples, i.e., que na˜o possui ideais na˜o-triviais, basta mostrar que
toda representac¸a˜o unital e na˜o-nula de C∗(FX , SFX) e´ fiel. Enta˜o, se
C∗(FX , SFX) possu´ısse um ideal na˜o-trivial I, a aplicac¸a˜o canoˆnica
C∗(FX , SFX)→ C∗(FX , SFX)/I
seria uma representac¸a˜o unital, na˜o-nula e na˜o-fiel de C∗(FX , SFX).
Seja ρ : C∗(FX , SFX) → A uma representac¸a˜o unital em uma
C∗-a´lgebra A 6= {0}.
Defina
γ : SFX → A
s 7→ ρ(vs).
Enta˜o, γ e´ representac¸a˜o covariante e γ˜ = ρ.
Logo, pelo teorema 25, para mostrar que ρ e´ fiel, basta mostrar
que, para quaisquer s1, ..., sn ∈ SFX \ {e}, vale que
n∏
i=1
(1A − ρ(vsi)ρ(vsi)∗) 6= 0.
Como X e´ infinito, podemos tomar x ∈ X tal que ax na˜o seja
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a primeira letra de nenhum dos si. Em particular, ρ(vsi)
∗ρ(vax) = 0
para 1 ≤ i ≤ n. Consequentemente,(
n∏
i=1
(1A − ρ(vsi)ρ(vsi)∗)
)
ρ(vax) = ρ(vax).
Como ρ(vax)
∗ρ(vax) = 1, segue ρ(vax) 6= 0. Portanto, ρ e´ fiel.
No caso em que X e´ finito, e´ provado em [Nica 1992] que
C∗({λs/s ∈ SFX})
conte´m propriamente os operadores compactos de B(`2(SFX)). Como
C∗(FX , SFX) e´ isomorfa a C∗({λs/s ∈ SFX}), conclui-se que, caso X
seja finito, C∗(FX , SFX) na˜o e´ simples.
APEˆNDICE A -- C∗-A´LGEBRA UNIVERSAL
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A.1 C∗-A´LGEBRA ENVOLVENTE
Dada uma *-a´lgebra A munida de uma C∗-seminorma || · ||A, e´
constru´ıdo em [Murphy 1990, Sec¸a˜o 6.1] um par (B, i), em que B e´ uma
C∗-a´lgebra e i : A→ B e´ um ∗-homomorfismo satisfazendo i(A) denso
em B e, para a ∈ A,
||i(a)||B = ||a||A. (A.1)
(B, i) e´ dito ser a C∗-a´lgebra envolvente de (A, || · ||A). Provemos
que a C∗-a´lgebra envolvente possui uma propriedade universal:
Proposic¸a˜o 28. Seja A uma *-a´lgebra munida de uma C∗-seminorma
|| · ||A. Seja (B, i) sua C∗-a´lgebra envolvente. Dada uma C∗-a´lgebra C
e pi : A→ C um ∗-homomorfismo satisfazendo, para a ∈ A,
||pi(a)||C ≤ ||a||A, (A.2)
existe um u´nico ∗-homomorfismo p˜i : B → C comutando o diagrama
abaixo:
A
i //
pi

B
p˜i
C
Demonstrac¸a˜o. Defina
pi′ : i(A)→ C
i(a)→ pi(a).
Por (A.1) e (A.2), pi′ esta´ bem definida e e´ um ∗-homomorfismo
cont´ınuo. Como i(A) e´ denso em B, podemos estender de forma u´nica
pi′ a um ∗-homomorfismo p˜i : B → C.
A.2 C∗-A´LGEBRA UNIVERSAL
Nesta sec¸a˜o, construiremos a C∗-a´lgebra universal gerada por
um conjunto e sujeita a certas relac¸o˜es. Antes de tornar preciso o que
queremos dizer com isso, precisaremos de algumas definic¸o˜es:
Definic¸a˜o 29. Seja X 6= ∅ um conjunto. Uma a´lgebra unital livre
sobreX e´ um par (F(X), i) em que F(X) e´ uma a´lgebra unital (sobre os
complexos) e i : X → F(X) e´ uma func¸a˜o com a seguinte propriedade:
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dada A a´lgebra unital, possivelmente igual a {0}, e φ : X → A func¸a˜o,
existe um u´nico homomorfismo unital φ˜ : F(X) → A comutando o
diagrama abaixo:
X
i //
φ

F(X)
φ˜||
A
Omitiremos a prova da existeˆncia da a´lgebra unital livre por ser
uma construc¸a˜o padra˜o em cursos de a´lgebra. Trata-se apenas de tomar
o espac¸o vetorial livre gerado pelas palavras no alfabeto X, incluindo
a palavra vazia. Observamos apenas que F(X) e´ gerada como a´lgebra
unital por i(X), ou seja, F(X) e´ a menor suba´lgebra unital de F(X)
que conte´m i(X). Ale´m disso, i : X → F(X) e´ injetiva.
Definic¸a˜o 30. Seja X 6= ∅ um conjunto. Uma *-a´lgebra unital livre
sobre X e´ um par (A(X), i) em que A(X) e´ uma *-a´lgebra unital e
i : X → A(X) e´ uma func¸a˜o com a seguinte propriedade: dada C
uma *-a´lgebra unital, possivelmente igual a {0}, e φ : X → C func¸a˜o,
existe um u´nico ∗-homomorfismo unital φ˜ : A(X) → C comutando o
diagrama abaixo:
X
i //
φ

A(X)
φ˜||
C
Proposic¸a˜o 31. Dado um conjunto X 6= ∅, existe a *-a´lgebra unital
livre A(X).
Demonstrac¸a˜o. Intuitivamente, a ideia e´ definir A(X) como sendo a
a´lgebra unital livre com geradores em X e em “X∗”. Para tornar isso
preciso, temos duas opc¸o˜es: ou consideramos (X×{1})unionsq(X×{2}) como
geradores, ou invocamos argumentos de cardinalidade para garantir a
existeˆncia de um conjunto Y com mesma cardinalidade e disjunto de
X, tomando enta˜o como geradores X unionsq Y . Vamos escolher a primeira
alternativa.
Defina Z := (X × {1}) unionsq (X × {2}). Seja enta˜o A(X) := F(Z),
i.e., a a´lgebra unital livre sobre Z. Utilizando a aplicac¸a˜o canoˆnica,
vamos supor Z ⊂ A(X).
Precisamos definir uma operac¸a˜o “∗” em A(X). Primeiro, vamos
denotar as operac¸o˜es de soma, multiplicac¸a˜o por escalar, produto de
elementos de A(X) por +, ., ×, respectivamente. Defina uma nova
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multiplicac¸a˜o por escalar em A(X) por
λ a := λ¯.a, λ ∈ C, a ∈ A(X).
Defina tambe´m um novo produto ⊗ em A(X) por
a⊗ b := b× a, a, b ∈ A(X).
Vamos denotar A(X) munida das operac¸o˜es +, , ⊗ por A(X)op. E´
fa´cil verificar que A(X)op e´ tambe´m uma a´lgebra unital.
Defina
φ : Z → A(X)op
(x, 1)→ (x, 2)
(x, 2)→ (x, 1).
Pela propriedade universal de a´lgebra unital livre de A(X), existe um
u´nico homomorfismo unital φ˜ : A(X) → A(X)op comutando o dia-
grama:
Z 
 //
φ

A(X)
φ˜zz
A(X)op
Como A(X)op, visto como conjunto e´ igual a A(X), faz sentido
ver φ˜ como uma func¸a˜o de A(X) para A(X). Dado a ∈ A(X), defina
a∗ := φ˜(a). Enta˜o, para a, b ∈ A(X) e λ ∈ C, temos que (a × b)∗ =
b∗ × a∗, (a+ b)∗ = a∗ + b∗, (λ.a)∗ = λ¯.a∗.
Provemos que ∗ e´ involutiva. Note que a → (a∗)∗ e´ um homo-
morfismo unital de A(X) em si mesmo, e que e´ a identidade quando
restrito aos geradores. Logo, pela propriedade universal, a = (a∗)∗,
para todo a ∈ A(X).
Defina
i : X → A(X)
x→ (x, 1).
Provemos que (A(X), i) e´ uma *-a´lgebra unital livre sobre X. Seja C
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uma *-a´lgebra e ψ : X → C uma func¸a˜o qualquer. Defina
ψ′ : Z → C
(x, 1)→ ψ(x)
(x, 2)→ ψ(x)∗.
Pela propriedade universal de A(X) visto como a´lgebra unital livre
sobre Z, existe um u´nico ψ˜ : A(X) → C homomorfismo unital de
a´lgebra que comuta o diagrama:
Z
  //
ψ′

A(X)
ψ˜||
C
(A.3)
Note que, para x ∈ X, ψ˜(i(x)) = ψ˜((x, 1)) = ψ′((x, 1)) = ψ(x).
Logo, ψ˜ comuta o diagrama abiaxo:
X
i //
ψ

A(X)
ψ˜||
C
(A.4)
Provemos agora que ψ˜ preserva a operac¸a˜o ∗. Defina
f : A(X)→ C
a→ ψ˜(a∗)∗.
Na definic¸a˜o de f , utilizamos a mesma notac¸a˜o para a involuc¸a˜o de C
e de A(X). Note que f e´ um homomorfismo unital que manda (x, 1)
em ψ(x) e (x, 2) em ψ(x)∗. Em particular, f tambe´m faz comutar o
diagrama (A.3). Pela unicidade de ψ˜, segue que f = ψ˜. Assim, ψ˜ e´
∗-homomorfismo.
Se T : A(X)→ C for outro ∗-homomorfismo unital comutando o
diagrama (A.4), teremos que T tambe´m faz comutar (A.3). Da´ı, T = ψ˜.
Observamos tambe´m que, como A(X) e´ gerada como a´lgebra
unital por Z, temos que A(X) e´ gerada como *-a´lgebra unital por
i(X).
Definic¸a˜o 32. Dado um conjunto X 6= ∅, uma relac¸a˜o em X e´ um
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elemento de A(X). Dado um conjunto R de relac¸o˜es em X, uma
representac¸a˜o de (X,R) e´ uma func¸a˜o g : X → C, em que C e´
uma C∗-a´lgebra unital, possivelmente igual a {0}, tal que a aplicac¸a˜o
g˜ : A(X) → C dada pela propriedade universal de A(x) satisfaz, para
a ∈ R, g˜(a) = 0.
Definic¸a˜o 33. Uma C∗-a´lgebra unital universal para (X,R) e´ um par
(A, p) em que A e´ uma C∗-a´lgebra unital, possivelmente igual a {0},
e p : X → A e´ uma representac¸a˜o que satisfaz a seguinte propriedade:
dada uma representac¸a˜o pi : X → C, existe um u´nico ∗-homomorfismo
unital pˆi : A→ C que faz comutar o diagrama abaixo:
X
p //
pi

A
pˆi~~
C
(A.5)
Definic¸a˜o 34. Um par (X,R) e´ dito ser admiss´ıvel se para todo x ∈ X
existe kx ≥ 0 tal que, para toda pi : X → C representac¸a˜o, vale
||pi(x)|| ≤ kx.
Proposic¸a˜o 35. Se (X,R) for admiss´ıvel, enta˜o possui C∗-a´lgebra
unital universal.
Demonstrac¸a˜o. Vamos definir a seguinte seminorma ||| · ||| em A(X):
|||a||| := sup
pi rep. de (X,R)
||p˜i(a)||, (A.6)
em que p˜i : A(X) → C prove´m canonicamente de representac¸o˜es pi de
(X,R).
Da admissibilidade de (X,R) e do fato de que A(X) e´ gerado
como *-a´lgebra unital por i(X), segue que |||a||| e´ finita para todo
a ∈ A(X). E´ um exerc´ıcio trivial mostrar que ||| · ||| e´ C∗-seminorma.
Seja (A, j) a C∗-a´lgebra envolvente de (A(X), ||| · |||). Seja p :=
j◦i, em que i : X → A(X) e´ a aplicac¸a˜o canoˆnica de A(X). Afirmamos
que (A, p) e´ a C∗-a´lgebra unital universal de (X,R). Note que, como
A(X) e´ unital e j(A(X)) e´ denso em A, temos que A e´ unital, embora
talvez igual a {0}.
Ale´m disso, j : A(X)→ A e´ ∗-homomorfismo unital e o diagrama
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abaixo comuta:
X
i //
p

A(X)
j
||
A
Segue que a aplicac¸a˜o p˜ : A(X) → A dada pela propriedade universal
de (A(X), i) e´ igual a j.
Por (A.6), temos que para todo a ∈ R vale j(a) = 0. Portanto,
p = j ◦ i e´ representac¸a˜o de (X,R).
Seja C uma C∗-a´lgebra unital, pi : X → C representac¸a˜o e p˜i :
A(X)→ C a aplicac¸a˜o dada pela propriedade universal de A(X). Por
(A.6), temos que, para todo a ∈ A(X), |||a||| ≥ ||p˜i(a)||. Da propriedade
universal de (A, j), segue que existe um u´nico ∗-homomorfismo pˆi : A→
C comutando o diagrama abaixo:
A(X) j //
p˜i

A
pˆi
||
C
Como j e p˜i sa˜o unitais, segue que pˆi e´ unital tambe´m.
Observe que pˆi ◦ p = pˆi ◦ j ◦ i = p˜i ◦ i = pi. Portanto, pˆi faz o
diagrama (A.5) comutar. A unicidade de pˆi sai do fato da C∗-a´lgebra
unital gerada por p(X) ser A.
Claramente, vale a rec´ıproca da proposic¸a˜o acima.
O caso em que a C∗-a´lgebra envolvente de (X,R) e´ igual a {0}
corresponde a`quele em que (X,R) na˜o possui representac¸a˜o em uma
C∗-a´lgebra unital que na˜o seja igual a {0}.
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