A Non Homogenous Poisson Process (NHPP) with its mean value function generated by the cumulative distribution function of inverse Rayleigh distribution is considered. It is modeled to assess the failure phenomenon of a developed software. When the failure data is in the form of number of failures in a given interval of time the model parameters are estimated by the maximum likelihood method. The performance of the model using four data sets is discussed in comparison with existing models.
INTRODUCTION
It is well-known that computers are used in diverse areas for various applications. The growing importance of software dictates that a reliable software is by all means essential. A software itself does not fail unless the faults within the software result in its failure. Generally, software faults are more difficult to handle. All design faults are present from the time the software is installed in the computer. A software fault inherent in a program is not dangerous unless and until it results in a failure of software. Accordingly, the concept of software reliability is rather dependent on the failure of a software and its frequency rather than the unknown number of faults latent in the software. Therefore, the term software reliability may be defined as the probability of failure free functioning of a software rather than the faults contained in it. However we cannot risk out the fact that software reliability depends on the number of faults also. In this regard, theory of probability and hence statistical analysis have become essential in the development of a model that can be used to evaluate the reliability of real world software systems. Quantifying the software quality in terms of reliability is attempted through the study of software reliability growth models.Software reliability models are statistical models which can be used to make predictions about a software system's failure rate , given the failure history of the system. The models make assumptions about a fault discovery and removal process. These assumptions determine the form of the model and the meaning of the model's parameters. Some recent works in this regard are by Akaike(1974) [12] . With this backdrop, we study the modeling of software reliability as a Non Homogenous Poisson Process (NHPP) with mean value function based on inverse Rayleigh distribution. Similar attempts based on Pareto distribution is made by Kantam and Subbarao(2009) [9] and that based on half logistic distribution is given by Srinivasa Rao et al(2011) [19] .The genesis and the development of the model with the necessary input about a Non Homogenous Poisson Process are presented in Section 2. Maximum likelihood (ML) estimation of the parameters of the developed software reliability growth model (SRGM) is discussed in Section 3. The proposed SRGM is then compared with other software reliability growth models in Section 4. The concept of cost aspect in developing a software , associated randomness and the optimum release time of a developed software with respect to cost aspect are given in Section 5. Summary and Conclusions are given in Section 6.
SRGM AS A NON HOMOGENOUS POISSON PROCESS
Suppose that we are interested in observing the occurrences of a repeatable event over a period of time. The situation relevant here can be the number of times a developed software fails in a given period of testing/operational time. As failures do not occur in a predictable way such a failure process can be identified with a random counting process, generally defined as a count of number of events that have occurred in a specified interval of time. Let it be denoted by N(t), where t is any non negative real number. 
In this equation m(t) is a positive valued, non decreasing, continuous function of t, generally tending to a finite limit 'a' as t → ∞. m(t) is called the mean value function and its derivative with respect to t is the intensity function λ(t). Equation (2) is called a Non Homogenous Poisson Process. If a software system when put to use fails with probability F(t) before time t, if 'a' stands for the unknown eventual number of failures that it is likely to experience, then the average number of failures expected to be experienced before time t is aF(t). Hence aF(t) can be taken as the mean value function of an NHPP. In the theory of probability, F(t) is called the cumulative distribution function (CDF) of a continuous non negative valued random variable. Thus an NHPP designed to study the failure process of a software can be constructed as a Poisson process with mean value function based on the cumulative distribution function of a continuous positive valued random variable. Since a number of distributions is available in statistical science, one can think of a number of NHPP models each based on a CDF. The first and foremost of such models is due to Goel and Okumoto(1979) [4] which is based on the well-known exponential distribution. Later many such models have been suggested and studied by various researchers that can be found in Wood(1996) [21] , Pham(2000) [17] and Huang et al (2007) [23] and references therein. The probability density function (pdf)of inverse Rayleigh distribution (IRD)with scale parameter b is
Its cumulative distribution function (cdf) is given by
We consider an NHPP with the mean value function given in terms of the CDF of inverse Rayleigh distribution(IRD) given as
It can be seen that m(t) tends to 'a' as t → ∞ and m(t) is a positive valued non decreasing function of t.
The reliability in the software system with the above modeling is the probability of no failures in the time interval [0,t] and is given by
In general, the reliability R(x/t) the probability that there are no failures in the interval [t,t+x] is given by
Generally, the expression given in Equation (7) is called software reliability based on NHPP and this is also called as software reliability growth model (SRGM). If the mean value function is completely specified with its parameters we can have the value of the software reliability at any time of our choice. If the parameters of the mean value function are not known they need to be estimated by a software failure data in the form of failure counts which can be used to get an estimate of the software reliability in order to assess the software quality. We present the ML estimation of parameters in an NHPP based on inverse Rayleigh distribution in section 3.
ML ESTIMATION
Suppose that software failure data are given in the form of (y i , t i ) i=1,2,...n where y i is the number of failures observed in the interval [0, t i ] i=1,2,...n with 0 < t 1 < t 2 < ... < t n . Such a data is called failure count data. The log likelihood function to get the estimates of parameters of the NHPP shall be of the form
(10) Solving the equations (9) and (10) simultaneously for a given sample data we get the ML estimates of a and b . However, these two equations admit only iterative solutions. The ML estimates for four different data sets published in Wood(1996) [21] given in Table 3 .1 using the equations (9) and (10) are given in the first part of Table 4.1. 
COMPARATIVE STUDY
The present SRGM based on NHPP model can be compared with other models also w.r.t some criteria of preference. The standard models that are considered here are those based on the in succession. The first NHPP is called Goel -Okumoto model (1979) [4] . The second NHPP is software reliability growth model based on half logistic model(2011) [19] . The third NHPP is called Yamada S-shaped software reliability growth model (1983) [14] . For a ready reference,given below are the mean value functions and associated results of differentiation useful to get the ML estimates of the parameters in our proposed model and the three competitive models. 
Now, we adopt calculation of mean square error(MSE) for model comparison. The formula is defined as Wood(1996) , the MLE of the parameters and the estimators of the mean value function are computed and thereby the values of MSE for various models. The results are given in the table 4.1. 
wherem(t) stands for MLE of m(t). For four sets of

OPTIMAL RELEASE POLICY
The cost of developing software leads to considerable expenses in a software system development. The quality of a software system usually depends upon the length of testing time. The more the testing time the more reliable the software is. However, the total cost of software development is also expected to increase. On the other hand, if the testing time is too short, though the cost of software development would be reduced we cannot avoid the customer's risk of receiving unreliable software which in turn leads to increase in cost during the operational phase. Testing is an efficient way to remove faults in software products but testing of all possible executable paths in a general program is impractical. To determine when to stop testing or when to release the software to customers keeping the expected total software cost at a minimum subject to warranty and risk is considered as an optimal release policy. A cost model is essential to define important software cost factors. It should help software developers in scheduling of resources for prompt delivery. Moreover with a reasonably sufficient reliability the model should contribute to decide an appropriate release time of the software. With these objectives several software cost models are suggested (Pham(2000) [17],Chapter 6). In this section a software cost model with risk factor as discussed in Pham(2000) [17] is adapted and the model is presented in the following lines for a ready reference. A software cost generally consists of the following components.
(i) cost to perform testing
(ii) cost incurred in removing errors during testing phase (iii) risk cost due to software failure.
Testing cost is denoted by C 1 t, where t is the total test time. C 1 is software test cost per unit time. If N(t) stands for number of errors detected by time t, expected time to remove all these errors is given by
where Y i is time to remove the i th error during testing phase, m(t) is expected number of errors detected by time t, µ y is expected time to remove an error during testing phase also called E(Y). Therefore the expected cost to remove all errors is given by C 2 m(t)µ y where C 2 is cost of removing each error per unit time during testing. The risk cost due to software failure, after releasing the software is
where C 3 is cost due to software failure and R(x/t) is survival probability of the software by x units of time given it is tested for t units of time.Therefore the total expected cost of software is given by
The value of t that minimizes the expected total cost in Equation (13) is to be calculated. Such an optimal value of t is called optimal release time. In the expression for m(t) in Equation (13) is taken and the mean value function as given by IRD and t has to be solved. The formula for such a t has to be compared with the value of t for a similar NHPP model say Goel & Okumoto(1979) [4] , half logistic model (2011) [19] , Yamada(1983) [14] etc. The expected cost function given in equation (13) will show an increasing trend and falls down at a certain time and then increases from there. The time instant at which the change in the trend is observed is taken as the optimal time at which the testing is to be stopped and the product is ready for release . This methodology of locating optimum release time is explained with the data set given in Table 5 .1. For the above data , the parameteric values of IRD are a=136.8905 and b=13.2174. After estimating these values, the goodness of fit for 25 observations showed that R=0.8057. For the above data containing count of cumulative failures, let us start at an arbitrary choice of cumulative failures, say, let us note down the time by which 100 cumulative failures are experienced. In the present example it is.. "97 cumulative failures are observed within 11 weeks". From that time onwards using the data on time t i , cumulative number of failures y i , the estimate of mean value function with the help of MLEs of the parameters which are given in Table 5 .2. is calculated . For the sake of explanation let us take the specified costs C 1 , C 2 , C 3 as C 1 = 25, C 2 = 200, C 3 = 7000,the choice µ y be kept at µ y = 0.1 (as considered by Pham (2000) [17] ). These specifications would help us to get the values of expected total software cost as given by Equation (13) . For various times and cumulative failures of the data set, our chosen time is "11 th week onwards". Therefore from 11th week onwards in the data set at each time point E(t) can be calculated . These are given in Table 5 .3 , which searches for a trend in E(t) from a rise to a fall and a rise after 11 th week onwards say 11.5 etc. It shows that E(t) gives the desired trend of rise-fall-rise at 15.5. Therefore, to release the software after 15 th week before 16 th week based on IRD is suggest. The same data based on Goel-Okumoto model suggest to release after 20 th week as worked out in Pham(2000) [17] .Based on half logistic model suggest to release after 17 th week as worked out in Srinivas et al (2011) [19] This example also indicates that IRD based NHPP suggests an earlier release than Goel-Okumoto and half logistic models at an optimal expected cost. 
CONCLUSIONS
The well known inverse Rayleigh distribution of the statistical science to develop a SRGM through NHPP is considered. Its suitability and preferability over three reliability growth models is exemplified with the help of four live data sets . The delay in releasing a software product whose failure phenomenon is approximated by our model, can be reduced in comparison with three competitive models Goel-Okumoto(1979) [4] , half logistic (2011) [19] and Yamada(1983) [14] .
