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Abstract
In this paper we study the qualitative properties of a diffusive predator–prey model subject to the homogeneous Neumann
boundary condition. By a comparison argument and iteration technique, under some hypotheses we prove that the positive constant
steady state is globally asymptotically stable. We also establish the existence and non-existence of non-constant positive steady
states (stationary patterns) by use of the degree theory and the a priori estimates.
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1. Introduction
Let u and v represent the densities of prey and predator, respectively. When the densities of prey and predator
are spatially inhomogeneous in a bounded domain Ω ⊂ RN with smooth boundary, we consider the following
predator–prey model with diffusion
ut − d1∆u = u
(
r1 − b1u − a1v1+ c1u
)
, x ∈ Ω , t > 0,
vt − d2∆v = v
(
r2 − a2vc2 + u
)
, x ∈ Ω , t > 0,
∂νu = ∂νv = 0, x ∈ ∂Ω , t > 0,
u(x, 0) = u0(x) ≥ 0, 6≡ 0, v(x, 0) = v0(x) ≥ 0, 6≡ 0, x ∈ Ω .
(1.1)
In the above, ν is the outward unit normal vector on ∂Ω and ∂ν = ∂/∂ν. The homogeneous Neumann boundary
condition means that model (1.1) is self-contained and has no population flux across the boundary ∂Ω . All the
parameters appearing in model (1.1) are assumed to be positive constants. The constants d1 and d2 are the diffusion
coefficients corresponding to u and v, and the initial data u0(x) and v0(x) are continuous functions. Since the
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variables u and v account for the densities of prey and predator, they are required to be non-negative. We note
that (1.1) has a unique global solution (u, v). In addition, in virtue of u0 6≡ 0, v0 6≡ 0, the solution is positive,
i.e., u(x, t) > 0, v(x, t) > 0 on Ω¯ for all t > 0. For the more detailed biological background of the model, one can
refer to [1] and the references therein.
The corresponding ODE version was studied in [1], where the authors obtained some results for the global stability
of the interior equilibrium. In [2,3], the authors considered (1.1) with c1 = c2 = 0 and obtained many results for
non-constant positive steady states in the so-called heterogeneous environment. On the other hand, [4] was mainly
devoted to the studies of effects of diffusion coefficients on the positive non-constant solutions to (1.1) when c2 = 0.
In [5], the authors investigated (1.1) with a homogeneous Dirichlet boundary condition and gave some results for
positive solutions. For the details, please refer to these references.
For simplicity, using the non-dimensional variables
t → b1
c1
t, u → c1u, v → a1c1b1 v, d1 →
c1
b1
d1, d2 → a1a2b1 d2,
we obtain the non-dimensionalized form of (1.1)
ut − d1∆u = u
(
a − u − v
1+ u
)
, x ∈ Ω , t > 0,
τvt − d2∆v = v
(
b − v
c + u
)
, x ∈ Ω , t > 0,
∂νu = ∂νv = 0, x ∈ ∂Ω , t > 0,
u(x, 0) = u0(x) ≥ 0, 6≡ 0, v(x, 0) = v0(x) ≥ 0, 6≡ 0, x ∈ Ω ,
(1.2)
where
a = c1r1
b1
, b = a1r2
b1a2
, c = c1c2, τ = a1a2b1 .
The main aim of this paper is to study the large-time behavior of solutions to (1.2), as well as the existence and
non-existence of non-constant positive steady states of (1.2). The steady state problem of (1.2) is the following elliptic
system
−d1∆u = u
(
a − u − v
1+ u
)
, x ∈ Ω ,
−d2∆v = v
(
b − v
c + u
)
, x ∈ Ω ,
∂νu = ∂νv = 0, x ∈ ∂Ω .
(1.3)
By direct computation, we note that the positive constant solutions of (1.3) have the following cases:
Case A: a = bc > 1+ b. Problem (1.3) has a unique positive constant solution (uˆ0, vˆ0):
uˆ0 = a − 1− b, vˆ0 = b(c + uˆ).
Case B: a > bc. Problem (1.3) has a unique positive constant solution (uˆ1, vˆ1):
uˆ1 = 12 {a − 1− b +
√
(a − 1− b)2 + 4(a − bc)}, vˆ1 = b(c + uˆ1). (1.4)
Case C: 1+ b < a < bc and (a − 1− b)2 + 4(a − bc) ≥ 0. The two possible positive constant solutions of (1.3) are
(uˆ2, vˆ2) and (uˆ3, vˆ3):
uˆ2 = 12 {a − 1− b +
√
(a − 1− b)2 + 4(a − bc)}, vˆ2 = b(c + uˆ2),
uˆ3 = 12 {a − 1− b −
√
(a − 1− b)2 + 4(a − bc)}, vˆ3 = b(c + uˆ3).
(1.5)
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The study of predator–prey models has a long history. We refer to [6,7] for background on ODE models. When
the time-depending diffusive models are concerned, one can refer to [8–10]. For non-constant positive steady states
(i.e. stationary patterns), we refer to [11–13]. On the other hand, under homogeneous Dirichlet boundary conditions,
many authors have discussed the existence of positive steady states which involves difficult a priori estimates, see
e.g., [14–16].
The paper will be organized as follows. In Section 2, we study the dissipation, persistence and stability of positive
constant steady states for (1.2). In particular, by a comparison argument and iteration technique, we prove that the
positive constant steady state (uˆ1, vˆ1) is globally asymptotically stable (see Theorem 2.2 for details). In fact, the
comparison argument and iteration technique to be used in this paper can be applied to some other models; for the
details, please see the remarks in Section 2. In Section 3, by the energy method, we give some non-existence results of
non-constant positive classical solutions of (1.3) for a certain range of the parameters. Finally, in Section 4, based on
the degree theory, we consider the existence and bifurcation of non-constant positive classical solutions for (1.3). Our
result demonstrates that stationary patterns can be found as a result of diffusion. We would like to point out that there
have been some works which are devoted to the studies of the role of diffusion or cross-diffusion in helping to create
stationary patterns from the biological processes. These include the competition models [17–19], the competition-
mutualist model [20], as well as the chemotactic model [21,22].
2. Large-time behavior of solutions to (1.2)
We first introduce a basic fact. Consider the semilinear parabolic problemα1Ut − α2∆U = U (α3 − α4U ), x ∈ Ω , t > 0,∂νU = 0, x ∈ ∂Ω , t > 0,U (x, 0) ≥ 0, 6≡ 0, x ∈ Ω , (2.1)
where αi (i = 1, 2, 3, 4) are positive constants. It is well known that there is a unique positive solution U (x, t) of
(2.1), satisfying U (x, t)→ α3/α4 as t →∞ uniformly in x .
Let (u, v) be a solution of (1.2). Clearly, the simple comparison argument yields that u(x, t) is a lower solution
of (2.1) with (α1, α2, α3, α4) = (1, d1, a, 1), and that v(x, t) is an upper solution of (2.1) with (α1, α2, α3, α4) =
(τ, d2, b, 1/c). Hence, we have
lim sup
t→∞
max
Ω¯
u(·, t) ≤ a, lim inf
t→∞ minΩ¯
v(·, t) ≥ bc. (2.2)
In the following, by the standard comparison argument and iteration technique, we shall study the dissipation,
persistence and stability of non-negative constant steady states.
2.1. Dissipation and persistence
First of all, we note that (1.2) has three trivial non-negative constant steady states, namely, E0 = (0, 0), E1 = (a, 0)
and E2 = (0, bc).
Lemma 2.1. For any solution (u, v) of (1.2),
lim sup
t→∞
max
Ω¯
u(·, t) ≤ a, lim sup
t→∞
max
Ω¯
v(·, t) ≤ b(a + c). (2.3)
Proof. The first inequality of (2.3) follows from (2.2).
By (2.2) again, for any ε > 0 sufficiently small, there exists T > 0 such that u(x, t) ≤ a + ε for all x ∈ Ω¯ and
t ≥ T . It then follows that v satisfies
τvt − d2∆v ≤ v
(
b − v
a + c + ε
)
, x ∈ Ω , t ≥ T,
∂νv = 0, x ∈ ∂Ω , t ≥ T,
v(x, T ) > 0, x ∈ Ω¯ .
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The standard comparison argument shows that
lim sup
t→∞
max
Ω¯
v(·, t) ≤ b(a + c + ε).
In view of the arbitrariness of ε, the second inequality of (2.3) holds. 
Theorem 2.1. For any solution (u, v) of (1.2).
(i) Assume that a > bc, or 1 < a ≤ bc and (a + 1)2 − 4bc ≥ 0, then
lim sup
t→∞
max
Ω¯
u(·, t) ≤ 1
2
{a − 1+
√
(a + 1)2 − 4bc} =: M < a, (2.4)
lim sup
t→∞
max
Ω¯
v(·, t) ≤ b(c + M) < b(a + c), lim inf
t→∞ minΩ¯
v(·, t) ≥ bc.
(ii) Assume that a ≤ bc. If either a ≤ 1, or a > 1 and (a + 1)2 − 4bc < 0; then
lim
t→∞ u(·, t) = 0, limt→∞ v(·, t) = bc uniformly on Ω¯ , (2.5)
i.e., E2 is globally asymptotically stable in C+(Ω¯)× C+(Ω¯).
(iii) Assume that a > b(c + M); then
lim inf
t→∞ minΩ¯
u(·, t) ≥ a − b(c + M) =: L , lim inf
t→∞ minΩ¯
v(·, t) ≥ b(c + L). (2.6)
Proof. We only prove (2.4) and the first equality of (2.5). The rest of our conclusions can be established in a similar
manner as that of Lemma 2.1. We now consider two different cases.
Case I: a > bc. By (2.2), for any ε > 0 small, there exists T > 0 such that u(x, t) ≤ a + ε and v(x, t) ≥ bc − ε
for all x ∈ Ω¯ and t ≥ T . We see that u satisfies
ut − d1∆u ≤ u
(
a − u − bc − ε
1+ a + ε
)
, x ∈ Ω , t ≥ T,
∂νu = 0, x ∈ ∂Ω , t ≥ T,
u(x, T ) > 0, x ∈ Ω¯ .
Thanks to a comparison argument and the arbitrariness of ε, we obtain that
lim sup
t→∞
max
Ω¯
u(·, t) ≤ a − bc
1+ a =: η1.
Then, for any ε > 0 sufficiently small, there exists T > 0 such that u(x, t) ≤ η1 + ε and v(x, t) ≥ bc − ε for all
x ∈ Ω¯ and t ≥ T . Hence u solves
ut − d1∆u ≤ u
(
a − u − bc − ε
1+ η1 + ε
)
, x ∈ Ω , t ≥ T,
∂νu = 0, x ∈ ∂Ω , t ≥ T,
u(x, T ) > 0, x ∈ Ω¯ .
As above,
lim sup
t→∞
max
Ω¯
u(·, t) ≤ a − bc
1+ η1 =: η2.
By an inductive argument, there exists a sequence {ηi } satisfying
ηi+1 = a − bc1+ ηi , i ≥ 1, (2.7)
and
0 < ηi+1 ≤ ηi for all i. (2.8)
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Simple analysis can yield that
ηi → 12 {a − 1+
√
(a + 1)2 − 4bc}
as i →∞, which in turn implies
lim sup
t→∞
max
Ω¯
u(·, t) ≤ 1
2
{a − 1+
√
(a + 1)2 − 4bc}.
Case II: a ≤ bc. For any ε > 0 small, there exists a T > 0 such that u(x, t) ≤ a + ε and v(x, t) ≥ bc − ε for all
x ∈ Ω¯ and t ≥ T . Hence u satisfies
ut − d1∆u ≤ u
(
a − u − bc − ε
1+ a + ε
)
, x ∈ Ω , t ≥ T,
∂νu = 0, x ∈ ∂Ω , t ≥ T,
u(x, T ) > 0, x ∈ Ω¯ .
In this case, if a − bc/(1+ a) ≤ 0, the comparison principle gives u → 0 uniformly on Ω¯ as t →∞.
We now consider the case a − bc/(1 + a) > 0. Arguments similar to Case I claim that, there exists an iteration
sequence {ηi } satisfying (2.7). Moreover, if a > 1 and (a + 1)2 − 4bc ≥ 0, this iteration sequence {ηi } satisfies (2.8)
or
ηi+1 ≤ 0 < ηi for some i ≥ 1. (2.9)
Hence, we have
lim sup
t→∞
max
Ω¯
u(·, t) ≤ M.
Until now, we obtain (2.4). On the other hand, if a ≤ 1 or a > 1 and (a + 1)2 − 4bc < 0, we may similarly obtain
an iteration sequence {ηi } satisfing (2.7) and (2.9). It is clear that u → 0 uniformly on Ω¯ as t →∞, which yields the
first equality of (2.5). 
Remark 2.1. Theorem 2.1 tells us that for any ε > 0 small, the rectangle [0,M+ε)×(bc−ε, b(a+c)+ε) is a global
attractor of (1.2) in C+(Ω¯)× C+(Ω¯), and that E0, E1 are unstable in C+(Ω¯)× C+(Ω¯). Moreover, if a > b(c + M),
the solution of (1.2) has the persistence property. The assumption a > b(c + M) seems somewhat implicit. In fact,
this assumption is equivalent to 1 ≥ a + b and a > bc, or a + b > 1 and a − bc > b(a + b − 1).
2.2. Global stability of (uˆ1, vˆ1) for model (1.2)
In this subsection, we will be devoted to the global stability of (uˆ1, vˆ1) for (1.2). For our purposes, we first give a
useful result as follows.
Proposition 2.1. Let M and L be the constants defined in (2.4) and (2.6), respectively. Assume that a > b(c + M).
The problem
z = a − b(c + y)
1+ z , y = a −
b(c + z)
1+ y , L < z ≤ y < M (2.10)
has a unique solution
z = y = 1
2
{a − 1− b +
√
(a − 1− b)2 + 4(a − bc)} = uˆ1.
Proof. It is obvious that (z, y) = (uˆ1, uˆ1) is a solution of (2.10), and if z = y, then the unique solution of (2.10) is
(uˆ1, uˆ1).
Let (z, y) be a solution of (2.10). We shall prove z ≡ y by contradiction. A direct computation gives
z = 1
2
{a − 1+
√
(a + 1)2 − 4b(c + y)}, y = 1
2
{a − 1+
√
(a + 1)2 − 4b(c + z)}. (2.11)
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As a result,
2(z − y) = {
√
(a + 1)2 − 4b(c + y)} − {
√
(a + 1)2 − 4b(c + z)}.
Suppose that z 6= y; this combined the first identity of (2.11), makes it is easy to see that
2b + a − 1− 2z =
√
(a − 1)2 + 4(a − bc − bz). (2.12)
If 2b + a − 1 ≤ 0, the left hand side of (2.12) is negative and the right hand side of (2.12) is positive. This is a
contradiction. By the assumption of the proposition (see, Remark 2.1), it is necessary that
0 ≥ a + b − 1 ≥ −b and a > bc, or a + b > 1 and a − bc > b(a + b − 1). (2.13)
Under the condition Eqs. (2.13) and (2.12) shows that
z = 1
2
{a + b − 1+
√
(a + b − 1)2 + 4(a − bc − b(a + b − 1))}.
As above, we have
y = 1
2
{a + b − 1+
√
(a + b − 1)2 + 4(a − bc − b(a + b − 1))},
which implies z = y, contradicting z 6= y. The proof is complete. 
Theorem 2.2. Assume that a > b(c + M), (uˆ1, vˆ1) is globally asymptotically stable in C+(Ω¯)× C+(Ω¯).
Proof. Its proof is similar to that of Theorem 2.1.
Let (u, v) be any solution of (1.2). In virtue of (2.4) and (2.6), for any ε > 0 small, there exists T > 0 such that
u(x, t) ≤ M + ε and v(x, t) ≥ b(c + L − ε) for all x ∈ Ω¯ and t ≥ T . It then follows that u satisfies
ut − d1∆u ≤ u
(
a − u − b(c + L − ε)
1+ M + ε
)
, x ∈ Ω , t ≥ T,
∂νu = 0, x ∈ ∂Ω , t ≥ T,
u(x, T ) > 0, x ∈ Ω¯ .
By the comparison principle and the arbitrariness of ε, we have
lim sup
t→∞
max
Ω¯
u(·, t) ≤ a − b(c + L)
1+ M =: M1.
Hence, applying the equation for v(x, t), as above, we have
lim sup
t→∞
max
Ω¯
v(·, t) ≤ b(c + M1).
As a result, for any ε > 0 small, there exists T > 0 such that u(x, t) ≥ L − ε and v(x, t) ≤ b(c + M1 + ε) for all
x ∈ Ω¯ and t ≥ T . Hence u satisfies
ut − d1∆u ≥ u
(
a − u − b(c + M1 + ε)
1+ L − ε
)
, x ∈ Ω , t ≥ T,
∂νu = 0, x ∈ ∂Ω , t ≥ T,
u(x, T ) > 0, x ∈ Ω¯ .
Again, by the comparison principle and the arbitrariness of ε,
lim inf
t→∞ minΩ¯
u(·, t) ≥ a − b(c + M1)
1+ L =: L1,
And, in turn,
lim inf
t→∞ minΩ¯
v(·, t) ≥ b(c + L1).
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It is clear that L < L1 < M1 < M . Repeating the above arguments, inductively, for i ≥ 1, there exists an increasing
sequence {L i } and a decreasing sequence {Mi } satisfying
L i+1 = a − b(c + Mi+1)1+ L i , Mi+1 = a −
b(c + L i )
1+ Mi ,
L < L1 · · · < L i < L i+1 < · · · < Mi+1 < Mi < · · · < M1 < M.
Hence, we have limi→∞(L i ,Mi ) = (L˜, M˜). Moreover, (L˜, M˜) satisfies (2.10) with (z, y) = (L˜, M˜). From
Proposition 2.1, we have L˜ = M˜ = uˆ1. This shows that u → uˆ1 uniformly on Ω¯ as t → ∞. Owing to the
comparison principle, v → vˆ1 uniformly on Ω¯ as t →∞, which completes the proof. 
Remark 2.2. Our comparison argument and iteration technique can also be applied to some other models — for
example, the ratio-dependent predator–prey model with diffusion
ut − d1∆u = u(1− u)− buvu + mv x ∈ Ω , t > 0,
vt − d2∆v = rv
(
u
u + mv − k
)
x ∈ Ω , t > 0,
∂νu = ∂νv = 0 x ∈ ∂Ω , t > 0,
(2.14)
and the classical Lotka–Volterra competition model with diffusionut − d1∆u = u(a1 − b1u − c1v) x ∈ Ω , t > 0,vt − d2∆v = v(a2 − b2u − c2v) x ∈ Ω , t > 0,
∂νu = ∂νv = 0 x ∈ ∂Ω , t > 0.
(2.15)
For (2.14), Theorem 4.1 of [12] roughly states that when d2 is not too small and d1 is large enough, then (2.14) has no
non-constant positive steady state. In [24], the authors constructed a Liapunov function and claimed that the positive
constant steady state is globally asymptotically stable when k < 1 and b(1+ k − k2) < m [24, Theorem 2.1]. By the
argument as above, we can obtain that if either 12 ≤ k < 1 and b < m, or k < 12 and b(1 + k − 2k2) ≤ m, then the
positive constant steady state of (2.14) is globally asymptotically stable. This result gives an improved non-existence
result of [12] and includes the stability result of [24]. We also obtain the same result for (2.15) as in Theorem 3.1 of
[8]. However, their methods are invalid for model (2.14) and (2.15).
From the above proof, it is not hard to see that for all the models mentioned above, our method is possible to apply
to the case where one specie is assumed to satisfy (2.1) in the absence of the other in population dynamics.
Remark 2.3. It is clear that the method can also be applied to ODE model. For example, consider the following ODE
predator–prey model [1]
du
dt
= r1u − b1u2 − a1uvk1 + u , u(0) ≥ 0,
dv
dt
= r2v − a2v
2
k2 + u , v(0) ≥ 0,
(2.16)
which is the corresponding ODE version of (1.1) with (a1, c1, c2) = ( a1k1 , 1k1 , k2).
By giving a positive invariant attracting set and constructing a suitable Liapunov function, the authors show that
the interior equilibrium is globally asymptotically stable if k1 < 2k2, 4(r1 + b1k1) < a1 and
2(a2r1k1 − a1r2k2)b1 − 2a1r1r2 > a1(a2r1(r1 + 4)+ (r22 + 1)(r1 + b1k2))
([1][Theorem 4, Proposition 5, Theorem 6]). By the result of [1], we have
a1r2
a2
<
r1k1
k2
< 2r1.
By virtue of our method, we may prove that the interior equilibrium is globally asymptotically stable if one of the
following holds:
(i) a2r1k1 > a1r2k2, if b1k1 ≥ r1 + a1r2/a2;
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(ii) (a2r1k1 − a1r2k2)b1 − a1r1r2 > a1r2(a1r2/a2 − b1k1), if b1k1 < r1 + a1r2/a2.
By simple computations, one can see that our conclusion is an improved global asymptotic stability result to (2.16).
2.3. Local stability of (uˆi , vˆi ) (i = 0, 1, 2) for model (1.2)
In this subsection, we will analyze the local stability of (uˆi , vˆi ) (i = 0, 1, 2) for (1.2). To this end, we first introduce
some notations.
In the following, we always let 0 = µ0 < µ1 < µ2 < · · · be the eigenvalues of the operator −∆ on Ω with the
homogeneous Neumann boundary condition. Set X j is the eigenspace corresponding to µ j . Let
X = {u ∈ [C1(Ω¯)]3 | ∂νu = 0 on ∂Ω},
{φ jl; l = 1, . . . , n(µ j )} be an orthonormal basis of X j ,and X jl = {cφ jl | c ∈ R2}. Here, n(µ j ) is the multiplicity of
µ j . Then
X =
∞⊕
i=1
X j and X j =
n(µ j )⊕
l=1
X jl . (2.17)
For i = 0, 1, 2, 3, denote
uˆi (a − 1− 2uˆi )
1+ uˆi =: θi ,
uˆi
1+ uˆi =: βi , βib
2 − θib =: γi (2.18)
provided that (uˆi , vˆi ) exists.
For later use, we give some simple inequalities, which can be derived by direct calculation.
Lemma 2.2. (i) If a = bc ≥ 1+ 2b, then θ0 ≤ 0 and γ0 > 0.
(ii) If a > bc and (a − 1− b)2 + 4(a − bc) ≥ (<)b2, then θ1 ≤ (>)0 and γ1 > 0.
(iii) If 1+ b < a < bc and (a − 1− b)2 + 4(a − bc) ≥ b2, then θ3 > 0 ≥ θ2.
(iv) If 1+ b < a < bc and b2 > (a − 1− b)2 + 4(a − bc) > 0, then θ3 > θ2 > 0.
(v) If 1+ b < a < bc and (a − 1− b)2 + 4(a − bc) > 0, then γ2 > 0 and γ3 < 0.
Now, we can state the result of this subsection as follows.
Theorem 2.3. (i) The positive constant solution (uˆ0, vˆ0) is uniformly asymptotically stable provided that a = bc ≥
1+ 2b.
(ii) The positive constant solution (uˆ1, vˆ1) is uniformly asymptotically stable provided that a > bc and (a − 1 −
b)2 + 4(a − bc) ≥ b2.
(iii) The positive constant solution (uˆ2, vˆ2) is uniformly asymptotically stable provided that 1 + b < a < bc and
(a − 1− b)2 + 4(a − bc) ≥ b2.
Proof. The linearization of (1.2) at (uˆi , vˆi ) is
∂
∂t
(
u
τv
)
= L
(
u
v
)
,
where
L =
(
d1∆+ θi −βi
b2 d2∆− b
)
.
For each j = 0, 1, 2, . . . , X j is invariant under the operator L, and ξ is an eigenvalue of L on X j if and only if ξ
is an eigenvalue of the matrix
A j =
(−d1µ j + θi −βi
b2 −d2µ j − b
)
.
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Now, under the assumption of the theorem, by Lemma 2.2, for i = 0, 1, 2, we have θi ≤ 0 and γi > 0. Furthermore,
det A j = d1d2µ2j + (bd1 − θid2)µ j + γi > 0, Tr A j = −(d1 + d2)µ j + θi − b < 0,
where det A j and Tr A j are respectively the determinant and trace of A j . Thus, two eigenvalues ξ
+
j and ξ
−
j of A j
have negative real parts. Note that Re ξ±0 < 0. For any j ≥ 1, the following holds:
(i) If (Tr A j )2 − 4 det A j ≤ 0, then
Re ξ±j =
1
2
Tr A j < −b2 < 0;
(ii) If (Tr A j )2 − 4 det A j > 0, then
Re ξ−j =
1
2
{Tr A j −
√
(Tr A j )2 − 4 det A j } ≤ 12Tr A j < −
b
2
< 0,
Re ξ+j =
1
2
{Tr Ai +
√
(Tr A j )2 − 4 det A j } = 2 det A j
Tr A j −
√
(Tr A j )2 − 4 det A j
≤ det A j
Tr A j
< −δ
for some positive δ which is independent of j .
The above argument shows that there exists a positive constant δ, which doesn’t dependent on j , such that for all j ,
Re ξ±j < −δ. Consequently, the spectrum of L lies in {Re ξ < −δ} (since the spectrum of L consists of eigenvalues).
The proof is complete (see, [23]). 
3. Non-existence of positive non-constant solutions
In this section, we present the results of the non-existence of non-constant positive solutions. Besides having an
interest in its own right, the non-existence result derived in this section will facilitate the existence results of the next
section. Throughout the rest of this paper, the solutions refer to the classical solutions, by which we mean solutions in
C2(Ω) ∩ C1(Ω¯).
We first give a priori positive upper and lower bounds for the positive solutions of (1.3). For notational convenience,
let us denote the constants a, b, c collectively by Λ. In order to obtain the desired bounds, we need to use the following
Harnack inequality [21].
Lemma 3.1 (Harnack Inequality). Let w ∈ C2(Ω) ∩ C1(Ω¯) be a positive solution to ∆w(x) + c(x)w(x) = 0 in
Ω subject to the homogeneous Neumann boundary condition where c ∈ C(Ω¯). Then there exists a positive constant
C∗ = C∗(‖c‖∞,Ω) such that
max
Ω¯
w ≤ C∗min
Ω¯
w.
Lemma 3.2. Assume that a 6= bc. Let d be an arbitrary fixed positive number; then there exists a positive constant
C(Λ, d,Ω) such that if d1 ≥ d, every positive solution (u, v) of (1.3) satisfies
C(Λ, d,Ω) < u(x) < a and bc ≤ v(x) < b(a + c), ∀x ∈ Ω¯ .
Proof. From Theorem 2.1, for any positive solution (u, v) of (1.3), we easily have that
u(x) ≤ M < a, bc ≤ v(x) ≤ b(c + M) < b(a + c).
Now, we suffice to verify the lower bound of u. We shall prove it by contradiction.
Let c(x) = d−11 [(a − u)− cv/(1+ u)]. Then, in view of Lemma 3.1, there exists a positive constant Ĉ(Λ, d) such
that ‖c‖∞ ≤ Ĉ(Λ, d) provided that d1 ≥ d . Thus, as u satisfies
∆u + c(x)u = 0 in Ω , ∂νu = 0 on ∂Ω .
Lemma 3.1 shows that there exists a positive constant C∗ = C∗(Λ, d,Ω) such that, when d1 ≥ d,
max
Ω¯
u ≤ C∗min
Ω¯
u. (3.1)
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Suppose that the positive lower bound of u does not hold; then there exists a sequence {d1,i }∞i=1 with d1,i ≥ d, and
the positive solution (ui , vi ) of (1.3) corresponding to d1 = d1,i , such that
min
Ω¯
ui (x)→ 0 as i →∞. (3.2)
Let wi = ui/‖ui‖∞ and (wi , vi ) satisfies the following elliptic model
−d1,i∆wi = wi
(
a − ui − vi1+ ui
)
in Ω , ∂νwi = 0 on ∂Ω ,
−d2∆vi = vi
(
b − vi
c + ui
)
in Ω , ∂νvi = 0 on ∂Ω .
Moreover, integrating over Ω by parts, we have that∫
Ω
wi
(
a − ui − vi1+ ui
)
dx = 0,
∫
Ω
vi
(
b − vi
c + ui
)
dx = 0. (3.3)
The embedding theory and the standard regularity theory of elliptic equations guarantee that there is a subsequence
of {(wi , ui , vi )}, also denoted by itself, and three non-negative functions w, u, v ∈ C2(Ω¯), such that (wi , ui , vi ) →
(w, u, v) in [C2(Ω¯)]3 as i →∞. Since ‖wi‖∞ = 1, we have ‖w‖∞ = 1. Furthermore, by (3.2), we note that u ≡ 0.
Since wi , ui , vi satisfy (3.3), so do w, u, v. It follows from the second integral identity of (3.3) that v = bc. In virtue
of a 6= bc, the first integral identity of (3.3) yields ∫Ω wdx = 0, which implies a contradiction. 
We recall that, in the previous section we have obtained some non-existence results of non-constant positive
solutions of (1.3), see Theorem 2.1(ii) and Theorem 2.2. Furthermore, applying the energy method we can state
the following non-existence of non-constant positive solutions for certain ranges of diffusion coefficients.
Note thatµ1 is the smallest positive eigenvalue of the operator−∆ subject to the homogeneous Neumann boundary
condition.
Theorem 3.1. (i) There exists a positive constant d˜1 = d˜1(Λ) such that (1.3) has no non-constant positive solutions
provided that µ1d1 > d˜1;
(ii) There exists a positive constant d˜2 = d˜2(Λ) such that (1.3) has no non-constant positive solutions provided
that µ1d2 > d˜2 and µ1d1 > a.
Proof. For any ϕ ∈ L1(Ω), we write ϕ¯ = 1|Ω |
∫
Ω ϕ dx . Let (u, v) be any positive solution of (1.3).
We first prove (i). Multiplying the corresponding differential equation in (1.3) by (u − u¯) and by 1
v
(v − v¯)
respectively, and then integrating over Ω by part, by the ε-Young’s inequality, we have
d1
∫
Ω
|∇u|2dx =
∫
Ω
{[
a − (u + u¯)− v
(1+ u)(1+ u¯)
]
(u − u¯)2 − u¯
1+ u¯ (u − u¯)(v − v¯)
}
dx
≤ a
∫
Ω
(u − u¯)2 dx +
∫
Ω
|u − u¯||v − v¯|dx
≤ [a + C(ε,Λ)]
∫
Ω
(u − u¯)2 dx + ε
∫
Ω
(v − v¯)2 dx
and
d2
∫
Ω
|∇v|2
b2(a + c)2 dx ≤ d2
∫
Ω
|∇v|2
v2
dx =
∫
Ω
(
b − v
c + u +
v¯
c + u¯
)
(v − v¯) dx
≤
(
− 1
a + c + ε
)∫
Ω
(v − v¯)2 dx + C(ε,Λ)
∫
Ω
(u − u¯)2 dx .
Here, we used Lemma 3.2. Consequently, there exists 0 < ε  1 which depends only on Λ such that∫
Ω
{d1|∇(u − u¯)|2 + d2|∇(v − v¯)|2} dx ≤ C(Λ)
∫
Ω
(u − u¯)2 dx . (3.4)
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Due to the Poincare´ inequality, we have from (3.4) that
µ1
∫
Ω
{d1(u − u¯)2 + d2(v − v¯)2} dx ≤ C(Λ)
∫
Ω
(u − u¯)2 dx .
From the above inequality, it is clear that there exists d˜1 depending only on Λ, such that u ≡ u¯ = const., in turn,
v ≡ v¯ = const., as µ1d1 ≥ d˜1, which asserts our result (i).
As above, we have
d1
∫
Ω
|∇u|2 dx ≤ (a + ε)
∫
Ω
(u − u¯)2 dx + C(ε,Λ)
∫
Ω
(v − v¯)2 dx
and
d2
∫
Ω
|∇v|2
b2(a + c)2 dx ≤ ε
∫
Ω
(u − u¯)2dx + C(ε,Λ)
∫
Ω
(v − v¯)2 dx .
The remaining arguments are rather similar to the ones given earlier, and are thus omitted. 
4. Existence of non-constant positive solutions of (1.3)
This section is concerned with the existence of non-constant positive solutions to (1.3). From now on, we always
let the parameters a, b and c be fixed and consider the diffusion coefficients d1 and d2 as the parameters. If a = bc,
since we cannot give the positive lower bound of positive solutions, we have no result regarding the existence of
non-constant positive solutions. Hence, we only discuss two cases:
Case B: a > bc; Case C: 1+ b < a < bc and (a − 1− b)2 + 4(a − bc) ≥ 0.
For simplicity, we write u = (u, v), and let uˆi = (uˆi , vˆi ), for i = 1, 2, 3, be the possible positive constant solutions
of (1.3) (see (1.4) and (1.5)). Set
D =
(
d1 0
0 d2
)
, F(u) =
(
u(a − u)− uv/(1+ u)
bv − v2/(c + u)
)
, Bi =
(
θi −βi
b2 −b
)
,
where θi , βi is given in (2.18). Then DuF(uˆi ) = Bi . Moreover, (1.3) can be written as{−∆u = D−1F(u), x ∈ Ω ,
∂νu = 0, x ∈ ∂Ω . (4.1)
Furthermore, u solves (4.1) if and only if it satisfies
f (d1, d2;u) =: u− (I−∆)−1{D−1F(u)+ u} = 0 on X, (4.2)
where (I − ∆)−1 is the inverse of I − ∆ with the homogeneous Neumann boundary condition. Direct computation
gives
Du f (d1, d2; uˆi ) = I− (I−∆)−1(D−1Bi + I). (4.3)
In order to apply the degree theory to obtain the existence of positive non-constant solutions, our first aim is to compute
the index of f (d1, d2;u) at uˆi . By the Leray–Schauder Theorem (see [25]), we have that if 0 is not the eigenvalue of
(4.3); then
index( f (d1, d2; .), uˆi ) = (−1)r with r =
∑
ξ<0
nξ ,
where nξ is the algebraic multiplicity of the negative eigenvalue ξ of (4.3).
We refer to the decomposition (2.17). As in the proof of Theorem 2.3, we see that for each X j , ξ is an eigenvalue
of (4.3) on X j if and only if ξ(1+ µ j ) is an eigenvalue of the matrix
Mi (µ j ) := µ j I− D−1Bi =
(
µ j − θid−11 βid−11
−b2d−12 µ j + bd−12
)
.
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Let γi be defined in (2.18). Write
Hi (d1, d2;µ) = d1d2 detMi (µ) = d1d2µ2 + (bd1 − θid2)µ+ γi .
Thus, Du f (d1, d2; uˆi ) is invertible if and only if, for all j ≥ 0, Hi (d1, d2;µ j ) 6= 0. We also have that, if
Hi (d1, d2;µ j ) 6= 0, then for each 1 ≤ l ≤ n(µ j ), the number of negative eigenvalues of Du f (d1, d2; uˆi ) on X jl
is odd if and only if Hi (d1, d2;µ j ) < 0 (see, [12,13]).
In conclusion, we can assert the following:
Proposition 4.1. Suppose that, for all j ≥ 0, Hi (d1, d2;µ j ) 6= 0. Then
index( f (d1, d2; .), uˆi ) = (−1)ρ, whereρ =
∑
j≥0,Hi (d1,d2;µ j )<0
n(µ j ),
where n(µ j ) is the multiplicity of µ j .
From Proposition 4.1 we see that to calculate the index of f (d1, d2; ·) at uˆi , the key step is to determine the range
of µ for which Hi (d1, d2;µ) < 0. Furthermore, it is straightforward to find, if
(bd1 − θid2)2 > 4d1d2γi , (4.4)
then Hi (d1, d2;µ) = 0 has exactly two different real roots, namely,
µ
(i)
+ (d1, d2) =
1
2d1d2
{θid2 − bd1 +
√
(θid2 − bd1)2 − 4d1d2γi },
µ
(i)
− (d1, d2) =
1
2d1d2
{θid2 − bd1 −
√
(θid2 − bd1)2 − 4d1d2γi }.
Obviously, µ(i)+ (d1, d2) and µ
(i)
− (d1, d2) are the two real roots of the matrix Mi (µ). Moveover, Hi (d1, d2;µ) < 0 if
and only if µ ∈ (µ(i)− (d1, d2), µ(i)+ (d1, d2)).
4.1. Case B: a > bc
If the positive constant solutions are uniformly asymptotically stable, we cannot expect to obtain non-constant
positive solutions bifurcating from the positive constant solutions. In view of Theorem 2.3(ii), we shall restrict this
discussion to the case a > bc and (a−1−b)2+4(a−bc) < b2, which is equivalent to θ1 > 0. Under this assumption,
the next result shows that for suitable choices of d1, there indeed exists at least one non-constant positive solution for
all sufficiently large d2.
Theorem 4.1. Suppose that a > bc and (a − 1 − b)2 + 4(a − bc) < b2, or equivalently, θ1 > 0, and satisfies
θ1/d1 ∈ (µm, µm+1) for some m ≥ 1. If σm =∑mj=1 n(µ j ) is odd, then there exists a positive constant d∗ such that
(1.3) has at least one non-constant positive solution for all d2 ≥ d∗. Recall that n(µ j ) is the multiplicity of µ j .
Proof. First, it is clear that when d2 is large enough then (4.4) with i = 1 holds, and that from Lemma 2.2, γ1 > 0.
Hence, we have µ(1)+ (d1, d2) > µ
(1)
− (d1, d2) > 0. Also
lim
d2→∞
µ
(1)
+ (d1, d2) = θ1/d1, lim
d2→∞
µ
(1)
− (d1, d2) = 0.
As θ1/d1 ∈ (µm, µm+1), it follows that there exists a d∗ such that
µ
(1)
+ (d1, d2) ∈ (µm, µm+1) and 0 < µ(1)− (d1, d2) < µ1 ∀d2 ≥ d∗. (4.5)
On the other hand, by Theorem 3.1 we know that there exists d˜1 = d˜1(Λ) > 0 such that (1.3) has no non-constant
positive solution if d1 ≥ d˜1. Moreover, taking a larger d∗ if necessary, we may assume that θ1/d1 < µ1 for all
d1 ≥ d∗ ≥ d˜1. Thus, we have
0 < µ(1)− (d1, d2) < µ
(1)
+ (d1, d2) < µ1 for any fixed d1, d2 ≥ d∗. (4.6)
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We shall show that, for any d2 ≥ d∗, under the hypotheses of the theorem, (1.3) has at least one non-constant
positive solution. On the contrary, suppose that this assertion is not true for some d2 ≥ d∗. In the following, we will
derive a contradiction by using a homotopy argument.
For such d2 and s ∈ [0, 1], we define
D(s) =
(
sd1 + (1− s)d∗ 0
0 sd2 + (1− s)d∗
)
,
and consider the problem{−∆u = D−1(s)F(u), x ∈ Ω ,
∂νu = 0, x ∈ ∂Ω . (4.7)
One easily sees that u is a non-constant positive solution of (1.3) if and only if it is such a solution of (4.7) for s = 1.
On the other hand, for 0 ≤ s ≤ 1, u is a non-constant positive solution of (4.7) if and only if it is such a solution of
the problem
h(u; s) ∆= u− (I−∆)−1{D−1(s)F(u)+ u} = 0 on X+. (4.8)
Note that
h(u; 1) = f (d1, d2;u), h(u; 0) = f (d∗, d∗;u), (4.9)
and {
Du f (d1, d2; uˆ1) = I− (I−∆)−1(D−1B1 + I),
Du f (d
∗, d∗; uˆ1) = I− (I−∆)−1(D˜−1B1 + I), (4.10)
where f (·, ·; ·) was defined in (4.2) and
D˜ =
(
d∗ 0
0 d∗
)
.
It is obvious that uˆ1 is the unique positive constant solution of (4.7) and, by the choice of d∗, (4.8) has no non-
constant positive solution for s = 0, 1. Furthermore, since σm is odd, in view of (4.5) and (4.6), Proposition 4.1
gives {
index(h(·; 1), uˆ1) = index( f (d1, d2; ·), uˆ1) = (−1)σm = −1,
index(h(·; 0), uˆ1) = index( f (d∗, d∗; ·), uˆ1) = (−1)0 = 1. (4.11)
Now, by Lemma 3.2, there exists a positive constant C = C(Λ, d1, d∗,Ω) such that for all 0 ≤ s ≤ 1, the positive
solutions of (4.7) satisfy C < u(x), v(x) < a + b(a + c) on Ω¯ . Set
Σ = {u ∈ [C(Ω¯)]2 | C < u(x), v(x) < a + b(a + c) on Ω¯ }.
Then h(u; s) 6= 0 for all u ∈ ∂Σ and s ∈ [0, 1]. By the homotopy invariance of the Leray–Schauder degree, it follows
that
deg(h(·; 0),Σ , 0) = deg(h(·; 1),Σ , 0). (4.12)
However, as both equations h(u; 0) = 0 and h(u; 1) = 0 have the unique positive solution uˆ1 in Σ , we get from (4.11)
that,
deg(h(·; 1),Σ , 0) = index(h(·; 1), uˆ1) = (−1)σm = −1,
deg (h(·; 0),Σ , 0) = index (h(·; 0); uˆ1) = (−1)0 = 1.
This contradicts (4.12). The proof is complete. 
Similarly, we have the following result, whose proof is similar to the above and thus is omitted.
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Theorem 4.2. Let S =⋃∞j=0{µ j }. Suppose that the pair (d1, d2) satisfies,
S ∩ {µ | H1(d1, d2;µ) = 0} = ∅,
S ∩ {µ | H1(d1, d2;µ) < 0} = {µ`, µ`+1, . . . , µ`+q}
for some ` ≥ 1 and q ≥ 0. If σq =∑qi=0 n(µ`+i ) is odd, then (1.3) has at least one non-constant positive solution.
Remark 4.1. We note that (ii) of Theorem 3.1 says that (1.3) has no positive non-constant solution provided that
µ1d1 > a and d2 is large enough. On the other hand, by (2.18), we also observe that the condition
uˆ1
d1(1+ uˆ1) (a − 1− 2uˆ1) =
θ1
d1
∈ (µm, µm+1)
in Theorem 4.1, for some m ≥ 1, implies that µ1d1 < a. Similarly, the assumption of Theorem 4.2 also implies that
µ1d1 < a. A similar remark also applies to the forthcoming Theorems 4.3–4.5.
4.2. Case C: 1+ b < a < bc and (a − 1− b)2 + 4(a − bc) ≥ 0
We see that (1.3) has a unique positive constant solution
uˆ2 = uˆ3 =
(
1
2
(a − 1− b), b
2
(a + 2c − 1− b)
)
provided that 1+ b < a < bc and (a− 1− b)2+ 4(a− bc) = 0. By simple computations, H2(d1, d2;µ0) = 0, which
tells us that Du f (d1, d2; uˆ2) is not invertible. In this case, our method is invalid. Hence, it is reasonable to assume
that 1+ b < a < bc and (a − 1− b)2 + 4(a − bc) > 0. So, (1.3) has two different positive constant solutions uˆ2 and
uˆ3. Owing to Lemma 2.2, we shall consider the following two cases separately:
(i) θ2 ≤ 0, i.e., 1+ b < a < bc and (a − 1− b)2 + 4(a − bc) ≥ b2,
(ii) 0 < θ2, i.e., 1+ b < a < bc and b2 > (a − 1− b)2 + 4(a − bc) > 0.
The main results below show that, under the above two cases, for all sufficiently small d2 or all sufficiently large
d2, and suitable choices of d1, non-constant positive solutions can exist.
Theorem 4.3. Suppose θ2 ≤ 0.
(i) If −γ3/bd1 ∈ (µm, µm+1) for some m ≥ 1 and σm =∑mj=1 n(µ j ) is odd, then there exists a positive constant
d∗ such that (1.3) has at least one non-constant positive solution for all d2 ≤ d∗.
(ii) If θ3/d1 ∈ (µm, µm+1) for some m ≥ 1 and σm =∑mj=1 n(µ j ) is odd, then there exists a positive constant d∗
such that (1.3) has at least one non-constant positive solution for all d2 ≥ d∗.
Proof. We only prove (i). The verification of (ii) can be done similarly.
It is obvious that if d2 is small enough, then (4.4) with i = 2, 3 holds. Direct computation gives
lim
d2→0+
µ
(3)
+ (d1, d2) = −
γ3
bd1
> 0.
If −γ3/bd1 ∈ (µm, µm+1), there exists a positive constant d∗ such that
µ
(3)
+ (d1, d2) ∈ (µm, µm+1) ∀d2 ≤ d∗. (4.13)
As in the proof of Theorem 4.1, there exists a positive constant d∗(taking larger d∗ if necessary), such that
0 < µ(3)+ (d1, d2) < µ1 ∀d1, d2 ≥ d∗, (4.14)
and (1.3) has no non-constant positive solution for all d1, d2 ≥ d∗.
We claim that the assertion of the theorem holds for this d∗. If this not true, then (1.3) has no non-constant positive
solutions for some d1 ≤ d∗. For 0 ≤ s ≤ 1, define D(s) and h(u; s) as in the proof of Theorem 4.1, and consider (4.7)
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and (4.8). Then (4.9) holds, and (4.10) becomes
Du f (d1, d2; uˆ2) = I− (I−∆)−1(D−1B2 + I),
Du f (d
∗, d∗; uˆ2) = I− (I−∆)−1(D˜−1B2 + I),
Du f (d1, d2; uˆ3) = I− (I−∆)−1(D−1B3 + I),
Du f (d
∗, d∗; uˆ3) = I− (I−∆)−1(D˜−1B3 + I).
Since θ2 ≤ 0 and γ2 > 0, we have H2(d1, d2;µ) > 0 for all µ ≥ 0. It follows from Proposition 4.1 that{
index(h(·; 1), uˆ2) = index( f (d1, d2; ·), uˆ2) = (−1)0 = 1,
index(h(·; 0), uˆ2) = index( f (d∗, d∗; ·), uˆ2) = (−1)0 = 1. (4.15)
On the other hand, we have µ(3)− (d1, d2) < 0. By Proposition 4.1, it follows from (4.13) and (4.14) that{
index(h(·; 1), uˆ3) = index( f (d1, d2; ·), uˆ3) = (−1)n(µ0)+σm = (−1)1+σm ,
index(h(·; 0), uˆ3) = index( f (d∗, d∗; ·), uˆ3) = (−1)n(µ0) = (−1)1 = −1. (4.16)
Now, as in the proof of Theorem 4.1, by the homotopy invariance of the Leray–Schauder degree,
deg(h(·; 0),Σ , 0) = deg(h(·; 1),Σ , 0). (4.17)
Both equations h(u; 0) = 0 and h(u; 1) = 0 have only the positive solutions uˆ2 and uˆ3 in Σ ; hence, by (4.15) and
(4.16) and since σm is odd,
deg(h(·; 1),Σ , 0) = index (h(·; 1), uˆ2)+ index (h(·; 1); uˆ3) = 1+ (−1)1+σm = 2,
deg(h(·; 0),Σ , 0) = index (h(·; 0); uˆ2)+ index (h(·; 0); uˆ3) = 1+ (−1)n(µ0) = 0,
contradicting (4.17). This proves our assertion. 
The following result, which is similar to Theorem 4.2, gives another criterion for the existence of non-constant
positive solutions based on the quantity µ(3)+ . Its proof is similar to that of the previous theorems and is hence omitted.
Theorem 4.4. Suppose θ2 ≤ 0. For any pair (d1, d2), if µ(3)+ (d1, d2) ∈ (µm, µm+1) for some m ≥ 1, and
σm =∑mj=1 n(µ j ) is odd, then (1.3) has at least one non-constant positive solution.
Next, we consider the case θ2 > 0.
Theorem 4.5. Suppose that θ2 > 0.
(i) If θ2/d1 ∈ (µm, µm+1) and θ3/d1 ∈ (µq , µq+1) for some m ≥ 0, q ≥ 1. Denote σm = ∑mj=0 n(µ j ),
σq = ∑qj=1 n(µ j ). If σm + σq is even, then there exists a positive constant d∗ such that (1.3) has at least one
non-constant positive solution for all d2 ≥ d∗.
(ii) If −γ3/bd1 ∈ (µm, µm+1) for some m ≥ 1. If σm =∑mj=1 n(µ j ) is odd, then there exists a positive constant
d∗ such that (1.3) has at least one non-constant positive solution for all d2 ≤ d∗.
(iii) For any pair (d1, d2) if µ
(2)
− (d1, d2) ∈ (µτ , µτ+1) for some τ ≥ 0, µ(2)+ (d1, d2) ∈ (µm, µm+1) for some
m ≥ 0, µ(3)+ (d1, d2) ∈ (µq , µq+1) for some q ≥ 1, and
∑m
j=0 n(µ j )−
∑τ
j=0 n(µ j )+
∑q
j=1 n(µ j ) is odd, then (1.3)
has at least one non-constant positive solution.
Proof. We only prove (i). The proofs of (ii) and (iii) can be accomplished similarly.
It is obvious that if d2 is large enough, then (4.4) with i = 2, 3 holds. Thus, it is easy to verify
µ
(2)
− (d1, d2) > 0, µ
(3)
− (d1, d2) < 0 if d2 is large enough,
Moreover,
lim
d2→∞
µ
(i)
+ (d1, d2) =
θi
d1
> 0, lim
d1→∞
lim
d2→∞
µ
(i)
+ (d1, d2) = 0, i = 2, 3.
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The arguments are similar to those for the previous theorems. There exists d∗  1 such that
index(h(·; 0), uˆ2) = index( f (d∗, d∗; ·), uˆ2) = (−1)0 = 1,
index(h(·; 0), uˆ3) = index( f (d∗, d∗; ·), uˆ3) = (−1)n(µ0) = −1.
Moreover, Proposition 4.1 gives
index(h(·; 1), uˆ2) = index( f (d1, d2; ·), uˆ2) = (−1)σm−1,
index(h(·; 1), uˆ3) = index( f (d1, d2; ·), uˆ3) = (−1)1+σq .
Since σm + σq is even, we have
0 = index(h(·; 0), uˆ2)+ index(h(·; 0), uˆ3) 6= index(h(·; 1), uˆ2)+ index(h(·; 1), uˆ3) = ±2.
The proof can now be completed by the arguments similar to those of Theorem 4.3. 
4.3. Bifurcation
In this subsection, we use the bifurcation theory to establish the existence of non-constant positive solutions of
(1.3). We shall only consider d2 as the bifurcation parameter, while d1 is kept fixed; the case where the roles of d1 and
d2 are exchanged can be discussed similarly. The proofs of these results are based on topological degree arguments
used earlier in this paper. We shall omit them but refer readers to similar treatments in [13].
Recall that, for i = 1, 2, 3, (dˆ2; uˆi ) ∈ (0,∞)× X is a bifurcation point of (1.3), if for any δ ∈ (0, dˆ2), there exists
d2 ∈ [dˆ2 − δ, dˆ2 + δ] such that (1.3) has a non-constant positive solution. Otherwise, we say that (dˆ2; uˆi ) is a regular
point.
Let Sp =⋃∞j=1{µ j }, and define Ni (d2) = {µ > 0 | Hi (d1, d2;µ) = 0} for d2 > 0.
Theorem 4.6 (Local Bifurcation). Let dˆ2 > 0 be fixed, and consider the point (dˆ2; uˆi ).
(i) If Sp ∩Ni (dˆ2) = ∅, then (dˆ2; uˆi ) is a regular point of (1.3).
(ii) Suppose Sp ∩Ni (dˆ2) 6= ∅ and (bd1 − θi dˆ2)2 > 4d1d2γi . If the sum∑µ j∈Ni (dˆ2) n(µ j ) is odd, then (dˆ2; uˆi ) is
a bifurcation point of (1.3).
Theorem 4.7 (Global Bifurcation). Let dˆ2 > 0 be fixed, and suppose that Sp∩Ni (dˆ2) 6= ∅, (bd1−θi dˆ2)2 > 4d1d2γi .
If the sum
∑
µ j∈Ni (dˆ2) n(µ j ) is odd, then there exists an interval (α, β) ⊂ R+ such that for every d2 ∈ (α, β), (1.3)
admits a non-constant positive solution u = u(d2). Moreover, for the following five statements:
(i) dˆ2 = α < β <∞ and Sp ∩Ni (β) 6= ∅;
(ii) 0 < α < β = dˆ2 and Sp ∩Ni (α) 6= ∅;
(iii) (α, β) = (dˆ2,∞);
(iv) (α, β) = (0, dˆ2);
(v) u(α) = uˆ` or u(β) = uˆ` where ` ∈ {2, 3} and ` 6= i ,
we have that one of (i)–(iv) holds if i = 0, 1, and that one of (i)–(v) holds if i = 2, 3.
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