The present paper establishes the self-averaging, radiative transfer limit for the twofrequency Wigner distribution for random classical waves in the paraxial approximation. Depending on the ratio of the wavelength to the correlation length the limiting equation is either a Boltzmannlike integral equation or a Fokker-Planck-like differential equation in the phase space. When the longitudinal fluctuation is dominant, the Fokker-Planck-like equation can be solved exactly. The scaling limit of the two-frequency Wigner distribution contains the asymptotic of cross-frequency correlation which determines pulse propagation in the radiative transfer regime.
Introduction
Analysis of pulsed signal propagation in random media often requires spectral decomposition of the time-dependent signal and the correlation information of two different frequency components. In the context of optical wave propagating through the atmosphere, analysis is based on the stochastic Schrödinger (paraxial) equation for the complex amplitude with a white-noise potential [16] . In the conventional approach, the analysis is in terms of the two-frequency mutual coherence function and uses various ad hoc approximations [11] . Recently, we introduced the two-frequency Wigner distribution in terms of which we derived rigorously a complete set of two-frequency all-order moment equations and solved exactly the mutual coherence function in the geometrical optics regime [6] .
In the present paper, following the same formulation as in [6] , we consider the different regime of radiative transfer and prove the self-averaging convergence of the two-frequency Wigner distribution for the paraxial wave equation. In other words, in radiative transfer, the whole hierarchy of twofrequency moment equations is reduced to a single radiative-transfer-like equation.
Let k 1 , k 2 be two (relative) wavenumbers nondimensionlized by the central wavenumber k 0 . Let the wave fields Ψ j , j = 1, 2, of k j , j = 1, 2, satisfy the paraxial wave equation in the dimensionless form [11] i ∂ ∂z
x ε 2α )Ψ j (z, x) = 0, j = 1, 2 (1) where γ is the Fresnel number, V represents the refractive index fluctuation with the correlation lengths ε 2 and ε 2α , α ∈ (0, 1] in the longitudinal and transverse direction, respectively, and µ is the magnitude of the fluctuation.
An important regime for classical wave propagation takes place when the transverse correlation length is much smaller than the propagation distance but is comparable or much larger than the central wavelength which is proportional to the Fresnel number. This is the radiative transfer regime for monochromatic waves described by the following scaling limit
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We shall refer to the conditions (2) and (3) as the two-frequency radiative transfer scaling limit.
Let us begin by reviewing the basic framework of two-frequency Wigner distribution. 
The following property can be derived easily from the definition
Hence the L 2 -norm is conserved W z 2 = W 0 2 . The Wigner distribution has the following obvious properties:
and so contains essentially all the information in the two-point two-frequency function.
The Wigner distribution W z satisfies the Wigner-Moyal equation exactly [6] ∂W z ∂z
where the operator L z is formally given as
The complex conjugate W z * (x, p) satisfies a similar equation
We use the following definition of the Fourier transform and inversion:
When making a partial (inverse) Fourier transform on a phase-space function we will write F 1 (resp. F −1 1 ) and F 2 (resp. F −1 2 ) to denote the (resp. inverse) transform w.r.t. x and p respectively.
respectively. The maximal correlation coefficient ρ(t) is given by
For Gaussian processes the correlation coefficient r(t) equals the linear correlation coefficient given by
where R(t, k) = e itξ Φ(ξ, k)dξ and the supremum is taken over all g 1 , g 2 ∈ L 2 (R d+1 ) which are supported on (−∞, 0] × R d and satisfy the constraint
There are various criteria for the decay rate of the linear correlation coefficients, see [10] . Now we make the second main assumption on the mixing property of the random potential.
Assumption 2. The maximal correlation coefficient ρ(t) is integrable:
∞ 0 ρ(s)ds < ∞. We have two main theorems depending on whether lim ε→0 ζ is positive or not. Theorem 1. Let ζ > 0 be fixed. Then under the two-frequency radiative transfer scaling (2)-(3) the weak solutions of the Wigner-Moyal equation (7) 
, the space of L 2 -valued continuous processes, to that of the following deterministic equation
where the kernel K is given by
Remark 1. In the case of α > 1, then with the choice of µ = ε α the limiting kernel becomes
The proof of such result requires additional assumptions and we will not pursue it here, cf. [7] , [5] .
Theorem 2. Assume lim ε→0 ζ = 0. Then under the two-frequency radiative transfer scaling (2)-(3) the weak solutions of the Wigner-Moyal equation (7) converges in law in the space
where D and D 0 are given by
and
In the case of α > 1, then with the choice of µ = ε α the limiting coefficients become
When k 1 = k 2 or β = 0, eq. (14) and (15) reduce to the standard radiative transfer equations derived in [5] , [7] .
Another notable fact is that eq. (15) with (16) are identical to the governing equations for the ensemble-averaged two-frequency Wigner distribution for the z-white-noise potential in the geometrical optics regime, [6] . This can be understood by the similar behaviors of the potential rapidly fluctuating in z to the z-white-noise potential while the (less) rapid fluctuation in x gives rise to self-averaging which is lacking in the z-white-noise potential. Moreover, eq. (15) with (16) is exactly solvable and the solution yields asymptotically precise information about the crossfrequency correlation, important for analyzing the information transfer and time reversal with broadband signals in the channel described by the stochastic Schrödinger equation with a z-whitenoise potential [8] (see also [2] , [3] , [4] ).
The proof of Theorem 2 is entirely analogous to that of Theorem 1 modulo minor modification and for the sake of space we will not repeat the argument other than noting that eq. (15) can also be obtained from eq. (14) in the limit ζ → 0 by a straightforward calculation.
For the proof of Theorem 1 below, we set ζ = 1 for ease of notation.
Martingale formulation
For tightness as well as identification of the limit, the following infinitesimal operator A ε will play an important role. Let V ε z ≡ V (z/ε 2 , ·). Let F ε z be the σ-algebras generated by {V ε s , s ≤ z} and E ε z the corresponding conditional expectation w.
Consider a special class of admissible functions
we have the following expression from (9) and the chain rule
In case of the test function θ that is also a functional of the media we have
and when θ depends explicitly on the fast spatial variablẽ
the gradient ∇ is a sum of two terms:
where ∇ x is the gradient w.r.t. the slow variable x and ∇x the gradient w.r.t. the fast variablex.
A main property of A ε is that
(see [12] ). We denote by A the infinitesimal operator corresponding to the unscaled process V z (·) = V (z, ·).
3.1. Tightness. In the sequel we will adopt the following notation
Namely, the prime stands for the differentiation w.r.t. the original argument
. We use the tightness criterion of [13] (Chap. 3, Theorem 4), namely, we will prove: Firstly,
Then it follows that the laws of { W ε z , θ , 0 < ε < 1} are tight in the space of D([0, ∞); R). To prove the tightness in the space C([0, ∞); L 2 w (R 2d ) let us recall that W ε z ∈ C([0, ∞); L 2 w (R 2d ) and that the Skorohod metric and the uniform metric induce the same topology on C([0, ∞); L 2 w (R 2d )). Let us note first that condition (24) is satisfied because the L 2 -norm is uniformly bounded. The rest of the argument for tightness will be concerned with establishing the second part of the criterion. For the ease of notation, we will drop the superscript ε in W as long as confusion does not arise.
Consider now the expressioñ
where δ ε V ε s is defined by (11) . It is straightforward to check that (26) solves the corrector equation
Recall that ∇x and ∇ x are the gradients w.r.t. the fast variablex and the slow variable x, respectively.
We have the fowllowing estimate.
Proof. Consider the following trial functions in the definition of the maximal correlation coefficient
It is easy to see that h s ∈ L 2 (P, Ω, F ε −2 z )g t ∈∈ L 2 (P, Ω, F + ε −2 t ) and their second moments are uniformly bounded in x, p, ε since
which is uniformly bounded for any integrable spectral density Φ. From the definition (12) we have
. Hence by setting s = t, x = y, p = q first and the Cauchy-Schwartz inequality we have
which together with (29) yields the lemma.
Inequality (29) can be obtained from the expression
as in Lemma 1. 7 We will need to estimate the iteration of L z andL * z :
which can be more easily estimated by using (27) as follows. First we have the expressions after the inverse Fourier transform
for some constant C independent of ε.
Proof. Let us considerL * zL * z θ here. The calculation for L * zL * z θ is similar.
By the Parseval theorem and the unitarity of exp (iτ ∇ y · ∇x), τ ∈ R,
The last inequality follows from the Gaussian property. Note that in the x integrals above the fast variablex is integrated and is not treated as independent of x.
Let
The same argument as that for Lemma 1 yields
Combining the above estimates we get
Now let us consider the second moment of p · ∇ xL * zL * z θ and L zL * zL * z θ:
Let
(32) f 1 (z) = εf ′ (z) W z ,L * z θ be the 1-st perturbation of f (z). Proof. We have
and sup z<z 0
SinceL * z θ is a Gaussian process andL * zL * z θ is a χ 2 -process, by an application of Borell's inequality [1] we have
where A 1 (z) and A 2 (z) are the O(1) statistical coupling terms.
Proof. First we note that
by Lemma 1 and Corollary 1.
For the tightness criterion stated in the beginnings of the section, it remains to show
Proof. Let us show first that {A i }, i = 0, 1, 2, 3 are uniformly integrable. For this we have the following estimates:
The second moments of the right hand side of the above expressions are uniformly bounded as ε → 0 by Lemmas 1 and 2 and hence A 0 (z), A 1 (z), A 2 (z) are uniformly integrable. By Proposition 2, R 1 is uniformly integrable. Therefore A ε f ε is uniformly integrable by (37).
3.2.
Identification of the limit. The tightness just established permits passing to the weak limit. Our strategy for identifying the limit is to show directly that in passing to the weak limit the limiting process solves the martingale problem with null quadratic variation. This would imply the limiting equation is deterministic. The uniqueness of the limiting deterministic equation then identifies the limit.
For this purpose, we introduce the next perturbations f 2 , f 3 . Let
where Q 1 is defined by
The symmetrized kernel has the following expressions
which, as the inverse Fourier transform tends to zero uniformly outside any neighborhood of x = y, because of Assumption 1, while stays uniformly bounded everywhere. Therefore the L 2 -norm of Q 1 tends to zero and the proposition follows.
Similar calculation leads to the following expression: For any real-valued, L 2 -weakly convergent sequence ψ ε → ψ, we have 
