Introduction
The study of the expressive power of logics is one of the major topics in mathematical logic and computer science. The general framework for such investigations can be described as follows. We begin with the question of whether a particular formalism can express some property on some class of models or not. The intuitive notion of property is given a formal expression through the concept of query and, therefore, the formal version of our initial question is whether a particular query is definable in some logic under investigation. Such questions are of great theoretical interest. However, it has been argued in [10] that, as far as knowledge representation formalisms are concerned, the comparison of two such formalisms, L 1 and L 2 , cannot be meaningfully accomplished just in terms of expressive power or the computational complexity of their inference problems. This is due to the fact that often we have the following situation: equivalent (see e.g., [5] ). We feel that the latter notation is often intuitively more clear, but on the other hand the o-notation enables us to prove Lemma 1. (The latter lemma provides a sufficient condition for proving succinctness: the reader interested in our succinctness results may start reading Lemma 1 and use that as a working definition of succinctness for the present paper.) For this reason, we present both notations, without here dwelling on their equivalence.
The sets of the natural, the positive natural and the positive real numbers are denoted N, N + , and R + , respectively. All functions we consider are mappings from R + to R + (later, we will instantiate them as functions from N + to N + , as functions that measure growth of size of formulae in a sequence). We use the following standard notation (see for example [5] ). Let f (x), g(x) denote functions of one variable, for which we will sometimes also write f and g. Unless stated otherwise, the variables c, z 0 and z range over R + . For f to be in o(g(x)) the requirement is much stronger: no matter how small the real number c is, after some point z 0 , the function f will be bound by c times g, i.e., be smaller. Equivalently:
O g(x)
= 0 (2.b)
As usual, the class poly(x) of (single-variable) polynomial functions is defined as follows. The idea of SUBEXP is that it represents a class of functions that may grow faster than polynomials, yet not as fast as a 'proper' exponential function. Examples of functions in SUBEXP are polynomial functions, log(x), and 2
poly(x)
Next, we define the notion of logic in a way that is sufficient for our purposes. For a more precise definition, the reader is invited to consult some of the standard textbooks on mathematical logic, e.g., [14] .
Definition 1 (Logic).
A logic L = Φ, | L , M is a triple where Φ is a non-empty set of formulae, M is a non-empty class of models, and | L ⊆ M × Φ is a non-empty binary relation called truth relation. If the pair (M , ϕ) ∈ | L , we write M | L ϕ and say that the formula ϕ is true in the model M .
Note that we have not yet defined formulae, the truth relation | L , and the class of models M. They are treated as parameters to be specified for the case at hand. Our only assumptions at this point are:
• Formulae are finite strings over a countable alphabet and the length of any formula ϕ, denoted |ϕ|, is the sum of the number of appearances of characters occurring in ϕ; Of course, later, when we study specific logics, we will formally define formulae, the truth relation, the class of models, and formula length.
Definition 2 (Expressivity).
Let L 1 = Φ 1 , | 1 , M and L 2 = Φ 2 , | 2 , M be two logics. We say that L 2 is at least as expressive as L 1 on the class of models M, and write L 1 M L 2 , if and only if for every formula ϕ 1 ∈ Φ 1 , there is a formula ϕ 2 ∈ Φ 2 such that for every M ∈ M, it is true that M | 1 ϕ 1 if and only if M | 2 ϕ 2 . We say that the formula ϕ 2 is equivalent to ϕ 1 on M, and write ϕ 1 ≡ M ϕ 2 . The next definition, first given in [12] and [13] , introduces the notion of succinctness as a refinement of expressivity.
Definition 3 (Succinctness)
. Let L 1 = Φ 1 , | 1 , M and L 2 = Φ 2 , | 2 , M be two logics such that L 1 M L 2 . Let F be a class of functions.
• We say that L 1 is F -succinct in L 2 on M, and write L 1 F M L 2 , if and only if there is a function f ∈ F such that for every ϕ 1 ∈ Φ 1 there is a formula ϕ 2 ∈ Φ 2 which is equivalent to ϕ 1 on M such that |ϕ 2 | f (|ϕ 1 |). We write L 1 F M L 2 if it is not the case that L 1 is F -succinct in L 2 on M.
• We say that L 1 is exponentially more succinct than L 2 Intuitively, when we say that L 1 is F -succinct in L 2 on M, not only do we mean that L 2 is at least as expressive as L 1 on M, but, in addition, we can give an F -upper bound on the size of L 2 -formulae needed to express all of L 1 on M. However, if the length of the L 2 -formulae expressing all of L 1 on M cannot be bounded from above by a sub-exponential function, we say that L 1 is exponentially more succinct than L 2 on M. We would like to stress that L 1 F M L 2 and L 2 F M L 1 can be both true at the same time (see for example [24] for one such result). Likewise, it is possible for three languages that L 1 is exponentially more succinct than L 2 which in turn is exponentially more succinct than L 3 , without L 1 being exponentially more succinct than L 3 . This is the case when some properties are more economically expressed in L 1 than in L 2 , and some (other) properties are more economically expressed in L 2 than in L 3 .
The simple proposition below follows immediately from Definitions 1, 2, 3, and our assumption about the properties of the relation | . 
It follows in particular from Proposition 1, in the case that Φ 1 = Φ 3 , and F = SUBEXP, that if a logic L 1 is exponentially more succinct than L 2 on a restricted class of models K, the same language L 1 is also exponentially more succinct than L 2 on a class of models M such that K ⊆ M.
Next, we state a lemma that provides us with a sufficient condition for proving that a logic L 1 is exponentially more succinct than another logic L 2 .
) be a strictly increasing function. Suppose that for every n ∈ N, there are two formulae α n ∈ Φ 1 and β n ∈ Φ 2 satisfying the properties:
Proof. We have to prove that for every function i(x) ∈ SUBEXP there is a formula ϕ i ∈ Φ 1 such that |θ| > i(|ϕ i |) for any formula θ ∈ Φ 2 that is equivalent to ϕ i on M. |α i | . Now, the statement follows from the condition that β i is the shortest formula that is equivalent to α i , the fact that |β i | 2 g(i) , and We finish this subsection with some comments on Lemma 1 and Definition 3.
Note that the condition f (x) ∈ O (g(x)) in the statement of the lemma is essential and cannot be replaced by g(x) ∈ O ( f (x)). To see this, consider the following example: Example 1. Suppose that for every n ∈ N, there are two formulae α n ∈ Φ 1 and β n ∈ Φ 2 satisfying the properties:
2 . |β n | = 2 n ; 3 . β n is the shortest formula in Φ 2 that is equivalent to α n on K.
It is obvious that n ∈ O (n 3 ). In this case however, we cannot use these two sequences of formulae to prove that there is an exponential succinctness gap between the logics L 1 and L 2 because the sub-exponential function 2 3 √ x bounds the length of each β n in the length of α n , i.e., |β n | = 2 3 √ |α n | . Hence, we must impose a stronger condition on the length of |β n |, namely,
To the best of our knowledge, [12] and [13] are the first papers that gave an explicit general definition of the notion of one logic being exponentially more succinct than another. Some articles (e.g. [16, [18] [19] [20] 22] ) use instances of Lemma 1 implicitly, while others define explicitly 'exponentially more succinct' as some particular instance of Lemma 1. For example, the following definition is used in [23] .
If Undoubtedly, such a definition provides a sufficient condition 1 for L 1 to be exponentially more succinct than L 2 , but, unfortunately, it does not fit results like the one in, e.g., [22] , where, in the wording above, the length of the expression R k is logarithmic in k while the length of P k is linear in k. Of course this case is covered by Lemma 1.
Multimodal logic
In this subsection, we define the logics that we study in the rest of the paper. • The set Φ ML of formulae of Multimodal Logic ML consists of all strings ψ constructed according to the rule:
Definition 4 (Formulae
• 
• The set Φ [ϕ]ML of formulae of the logic [ϕ]ML consists of the strings:
1 Provided that we are careful what 'exponential in k' means in this case as explained in Example 1. 2 We follow a common convention in modal logic that the number of modalities, or indices is finite. Allowing for infinite sets of indices would not negatively affect our main results, however. In that case, we would have two options: (1) while allowing I to be infinite, we would require that the subsets Γ that occur in the formulas must be finite. In that case, we would still have ML = K [∀ Γ ]ML and ML = K [∃ Γ ]ML. Alternatively, (2) we also allow the Γ 's that occur in formulas to be infinite. In that case, we would have ML K [∀ Γ ]ML and ML K [∃ Γ ]ML (rather than = K in both cases), a condition that is a pre-requisite for succinctness (see Definition 3) . Under the second alternative, we would also need to specify that for instance |[∀ Γ ]ϕ| is infinite whenever Γ is.
We will also refer to sets of formulae as just defined as languages. 
The smallest k for which the second item holds is called the scalar for Φ (with respect to Φ).
As an example, take Φ to be any of the sets of formulae defined above, and L = Φ, | , K , the set of formulae Φ obtained from Φ by adding the definitions of ϕ ∧ ψ, ⊥ and i ϕ. Then Φ adds linear definitions in L to Φ. In this case, 
Assume (1) holds and take an arbitrary g ∈ SUBEXP. Define f (x) = kg(x). Then f ∈ SUBEXP and hence ∃ϕ 1 
. Now fix this ϕ 1 and choose ϕ 2 ∈ Φ 2 such that ϕ 2 ≡ M ϕ 1 arbitrarily. We
, which proves that L 1 is exponentially more succinct than L 2 on M.
For the other direction, suppose
Take an arbitrary f ∈ SUBEXP and define f 1 (x) = max{ f (y) | y x}. Then we have that f 1 (x) is a non-decreasing function 3 in SUBEXP such that f 
Since this holds for arbitrary f ∈ SUBEXP, this shows that L 1 is exponentially more succinct than L 2 on M. 2
The class of models for the logics of Definition 4 and the respective truth relations are defined in the usual way (e.g., see [3] ), i.e, using Kripke models. 
Definition 7 (Kripke model
We were not completely precise in defining the truth relation | , because, technically speaking, we have to specify four truth relations corresponding to the four logics ML, [∀ Γ ]ML, [∃ Γ ]ML, and [ϕ]ML. Such precision, however, will unnecessarily complicate our exposition; moreover, it will always be clear from the context which of the truth relations we mean.
Formula size games
Formula Size Games or Adler-Immerman games were introduced in the seminal [1] as a generalisation of EhrenfeuchtFraïssé games that enable us to reason not only about the quantifier depth of a first-order formula but about its length, too. The versatility of these games stems from the fact that we can formulate a suitable version for practically any logic. However, it was noted already in [1] that unlike Ehrenfeucht-Fraïssé games, they are not truly two-player games because the second player, has in a sense an "optimal" answer to every move by the first player (the player we call Spoiler). This optimal answer can be incorporated in the definition of the game and, therefore, there is no need for a second player. What is more, these games can be replaced completely by the so-called extended syntax trees defined in the important [13] .
Here, we will adopt the middle ground position and define a suitable one-player version. We opted to keep the intuitively appealing games and give complete proofs of the properties we need. For another application of formula size games to obtaining lower bounds on the size of modal logic formulae, the reader is invited to consult [7] . 
Definition 10 (Winning condition for FSG).
We say that Spoiler wins the FSG starting at A • B in n moves if and only if there is a game tree T with root A • B and precisely n nodes such that every leaf of T is closed.
The next theorem connects the formula size games with the length of formulae of ML.
Theorem 1. Spoiler can win the FSG starting at A • B in less than k moves if and only if
there is some n < k and a formula ϕ ∈ Φ ML such that A | ϕ, B | ¬ϕ, and |ϕ| = n.
Proof. (If)
Suppose that there is a formula ϕ of size n < k such that A | ϕ and B | ¬ϕ. We prove by induction on the structure of ϕ that Spoiler can win the game starting in A • B in n moves by playing according to ϕ.
Base case
If ϕ is the propositional variable p, then Spoiler plays the atomic-move and the tree is closed, as required. It is obvious that the tree has just one node, i.e., Spoiler can win the game in |ϕ| moves by playing according to ϕ. (Only if) Suppose that Spoiler has won the formula size game starting at A • B in n < k moves. We claim that the resulting closed game tree is a parse tree of a formula ϕ of length n such that A | ϕ and B | ¬ϕ (in such a case, we will also say that Spoiler plays 'according to ϕ'). In order to prove this, we label the nodes of the tree step by step with formulae, starting with the leaves. These were labelled during the game with the propositional variables p that Spoiler used to close them. Then the rest of the nodes are labelled successively. If a node has a ¬ label and its successor is labelled with ψ , then that node is labelled with ¬ψ . If a node has an ∨ label and its two successors are labelled with ψ and χ , then that node is labelled with ψ ∨ χ , respectively. If a node has a [i] label and its successor is labelled with ψ , then that node is labelled with [i]ψ .
By a straightforward backward induction on the tree we can see that for each node C • D , the following are true.
• The string of symbols labelling the node is indeed a formula of ML.
• The formula labelling the node is true in all the models in C and false in all the models in D. Therefore, the formula labelling the root of the tree is true in all the pointed models in A and false in all the pointed models in B.
It is obvious that the game tree is a parse tree for the formula labelling the root. 2
is denoted in black, so e.g., s 1 is denoted by the black circle in M 1 at the top node.
Clearly, suitable game moves can be formulated also for the defined symbols , ⊥, ∧, and i . However, this is not essential since we are using FSG to obtain lower bounds on formula size and the introduction of these defined symbols does not lead to a substantial reduction in the size of the formulae that contain them relative to the equivalent formulae built using only the operators ¬, ∨, [i]: see Proposition 2.
Example 2. Fig. 1 shows a 4-round FSG starting in a node with two models on each side:
Only the atoms true at a given point are mentioned. There is only one index i. The big circles represent the nodes in the game tree. The current points in the models are solid. Spoiler starts by playing an or-move. He wants to exploit the fact that in one of the models on the left, q is false in the current point, whereas in the other pointed model on the left, all i-successors satisfy p. In the left branch of the or-move, all pointed models on the left satisfy ¬q, whereas all on the right satisfy q. In order to close this branch using an atomic-move, Spoiler first needs to swap the models from left to right with a not-move. In the right branch, Spoiler plays an [i]-move: he manages, for every pointed model on the right, to find a successor that fails to verify p, whereas on the left all successors do verify p. Note that the latter pointed model gives rise to two pointed models in the successor of the node. In that node, Spoiler can play an atom-move to close this branch. Note that the game tree represents a game that is played along the formula ¬q ∨ [i]p.
Consider a node C • D . It is worth noting that the or-move does not specify that Spoiler splits the set C from the pair into two disjoint sets C 1 and C 2 . If Spoiler plays according to ϕ 1 ∨ ϕ 2 for instance, the models in C that verify both ϕ 1 and ϕ 2 may well appear in both C 1 and C 2 . Also, it may be that one of those sets C 1 and C 2 is empty: the same can happen with C 1 if it results from C when Spoiler plays an [i]-move at C • D : this takes care of the case that no pointed model in C has an i-successor.
Definition 11 (Isomorphism of branches).
A branch B in a closed game tree is any path leading from the root of the tree to a closed leaf. Intuitively, isomorphism of branches means that the branches are equally long and they look the same provided that we do not take into account the two sets of pointed models labelling the respective nodes η j , η j (0 j k). It is obvious that if a game tree T has two non-isomorphic branches B 1 and B 2 , then T has at least two different branches.
Let Br(T ) denote the set of branches of a closed game tree T .
Definition 12 (Isomorphism of game-trees).
Two closed game-trees T 1 and T 2 are called isomorphic, written T 1 ∼ = T 2 , if and only if they are both parse trees of the same formula from ML.
The reader may think about this notion in the following way. If we have two closed game-trees that look identical provided that we do not take into account the sets of pointed models labelling each node, then these trees are called isomorphic.
Some properties of formula-size games are listed in the next lemma. Note that only the second item has a "modal" flavour. The rest are general properties that apply to any logic. 4 We assume the reader is familiar with the notion of bisimulation and the fact that two image-finite pointed models are modally equivalent if and only if they are bisimilar, i.e., the Hennessy-Milner theorem. For the relevant definitions, we refer to [3] . We are going to use the following notation. For any pair of pointed models A, B , the set of all closed game trees with root A • B is denoted T ( A • B ). Moreover, every T ∈ T ( A • B ) is a parse tree of some formula ψ such that A | ψ and B | ¬ψ , and by the argument just given, there is a game tree T 1 ∈ T ( A 1 • B 1 ) (T 1 being the parse tree of the same ψ ) for which T ∼ = T 1 .
Lemma 2 (Properties of FSG
7. Suppose that k > n. It follows immediately from the previous item that Spoiler can win the FSG starting at A 1 • B 1 in n moves. Therefore, k is not the minimal number of moves that Spoiler needs to win the FSG starting at A 1 • B 1 . 2
The formula size games will be the main tool for obtaining our exponential succinctness results formulated in the next sections. There, we apply the general recipe based on Lemma 1 that can be informally described as follows. Suppose that we want to prove that the logic
Then, we can apply the following strategy.
1. All the results in this paper concern cases where L 2 = ML. So we can use our version of Adler-Immerman games for L 2 as defined in Definition 9 and use the result of Theorem 1.
2. For every n ∈ N, find a formula ϕ n ∈ Φ 1 such that |ϕ n | = f (n), where f (x) is some strictly increasing function. 3. For every n ∈ N, find two sets of pointed models A n , B n ⊆ M, such that A n | 1 ϕ n and B n | 1 ¬ϕ n and prove that The two main difficulties in this strategy come from item 3. The first one is finding the right models which requires an intuitive understanding of the type of properties that are expressed more succinctly by L 1 than by L 2 . For example, it is clear that a formula of the form ¬[∀ {a,b} ]¬p is equivalent to the formula a p ∨ b p. Therefore, intuitively, the first formula expresses more efficiently that we can make either an a or b-step from the current point and reach a point that satisfies p. Hence, by stacking n boxes, as in the formula
we actually describe a number of different paths starting at the current point such that at least one of them leads to a point that satisfies p, and moreover, this number is exponential in n. Indeed, this is one of the properties we are going to exploit later. The second difficulty is proving lower bounds on the number of moves in Adler-Immerman games. This is an underdeveloped area and there are currently just two known techniques which we explain below using examples from modal logic. We would like to stress however that the main ideas are applicable to any other logic.
Diverging Pairs:
This technique was introduced in [1] . It can be roughly explained as follows. Let us assume that Spoiler can win the game starting at { (M 1 , w 1 ), (M 2 , w 2 )} • {(N 1 , v 1 ), (N 2 , v 2 )} . We want to know the size (i.e., number of nodes) of the smallest closed game tree T with root { (M 1 , w 1 ), (M 2 , w 2 )} • {(N 1 , v 1 ), (N 2 , v 2 ) } . However, when proving lower bounds, we are not really interested in the precise size of T but whether it is below or above some threshold. One possible answer then is not to look for the precise number of nodes but for the number of different branches. We can try to prove for example that T has at least two branches. One way to do this is the following. If for any pair of trees v 2 ) ), we can prove that there are two branches B 1 ∈ Br(T 1 ) and B 2 ∈ Br(T 2 ), such that B 1 B 2 , then, applying Lemma 2(6), we obtain the desired result (see also Theorem 2). We call the pairs (M 1 , w 1 ), (N 1 , v 1 ) and (M 2 , w 2 ), (N 2 , v 2 ) diverging because, intuitively, Spoiler cannot "keep them in the same branch" if he wants to win the game starting
It is obvious that the number of mutually divergent pairs gives a lower bound on the branches of T and, therefore, its size, too. Weight Function: The weight-function technique was introduced in [13] . The main idea is the following. Suppose that Spoiler can win the game starting at A • B . Again, we want to prove a lower bound on the size of the smallest T ∈ T ( A • B ). One way to do this is to define a weight function w : 2 K × 2 K → R + with the following properties. w = ( A, B ) = n 0 and for any pair of sets of pointed models C, D , We would like to stress that this artificial and very simple example was chosen so that we can showcase the main idea behind the weight function technique. We invite the reader to consult [13] for a technically sophisticated application of this method to proving lower bounds on the size of first-order formulae on the class of linear orders.
All our proofs in the next sections are based on the diverging-pairs technique and that is why we formulate it here explicitly in its full generality. 
Theorem 2 (Principle of diverging pairs). Let T ∈ T ( A • B
∈ T ( A 1 • B 1 ), T 2 ∈ T ( A 2 • B 2 ), . . . , T k ∈ T ( A k • B k ), there are k branches B 1 ∈ Br(T 1 ), B 2 ∈ Br(T 2 ), . . . , B k ∈ Br(T k ) such that B i B j for all 1 i < j k,
then T contains at least k different branches.

Proof. Suppose that T ∈ T ( A • B ). It follows from Lemma 2(6) that for 1 i k, there is a T i ∈ T (
According to the assumption, there are k branches B i ∈ Br(T i ) such that B j B l for 1 j < l k. Therefore, there are k branches B i ∈ Br(T ) such that B i ∼ = B i . Hence, T has at least k different branches. 2
Main results
Let Σ = A, I be some arbitrary but fixed signature. We consider the logics 
Therefore, all these logics are equally expressive on any class of models M ⊆ K; moreover, it is obvious that:
Our main result is that the above succinctness statements cannot be improved for the case where M is replaced by S5 (the class of models whose relations are relations of equivalence), i.e., any of the logics [∀ Γ ]ML, [∃ Γ ]ML, [ϕ]ML is exponentially more succinct than ML on S5. Using Proposition 1, we see that we have exponential succinctness results on any class of models L ⊆ K, such that S5 ⊆ L. However, we begin by presenting a proof of exponential succinctness on a class of models that is considerably simpler than S5 first, because it provides us with the opportunity to make the main idea behind all of our proofs explicit in this more transparent setting.
Succinctness on K
In this subsection, we work with a signature Σ = A, I such that I contains at least two indices a and b and A contains at least one propositional symbol p. The main result we are going to prove is the following theorem.
Theorem 3. For any logic
The case [ϕ]ML SUBEXP K ML was proven in [18] . Our proof of the two remaining statements follows the strategy described in the previous section.
Consider the two sequences of formulae, where Γ = {a, b}. We will show that every formula ψ n ∈ Φ ML that is equivalent to one of the formulae
n times p has length at least 2 n . Since the length of the latter formulae is linear in n, we will have our exponential succinctness result. To show that their equivalents in ML have exponential size, we begin by defining for each n 1, two sets of pointed models A n and B n such that
n times p.
Definition 13 (Words over an alphabet ).
Let be a set of symbols. The set of words W( ) over , and their length, are defined as follows. There is a word of length 0, denoted by ε ∈ W( ). Moreover, if δ ∈ and w ∈ W( ) is a word of length n, then wδ is a word in W( ) of length n + 1. Given a word w of length k > 0, with w = w 1 , w 2 , . . . , w k , we say that w 1 ∈ is the first element of the word, and w k is the last, while w i is the element at the i-th position in w. By W n ( ) we denote all words in W( ) of length at most n.
Definition 14 (Tree-models).
For any n 1 and any word w of length n from W({a, b}), the model A n w = A n , R, V w is constructed as follows: • A n = W n ({a, b}), the set of words over {a, b} of length at most n; 
Proof. The proof of both items is by an easy induction on n. We prove only item (a). 
The proof is by induction on n.
Base case
Let n = 1 and , w) . Therefore, all paths leading from this node to a closed leaf contain just not-moves, or-moves or atomic-moves. Hence we have the desired branch B and the statement is true for n = 1.
Induction step
Assume now that the statement is true for n. 
, j) , respectively. Since T is closed, its subtree T 1 with root 
, ε) ), such that T 1 ∼ = T and we can apply the induction hypothesis. 2
Now we are ready to complete the proof of Theorem 3. Using Lemma 3, we see that for every n 1, the pair A n , B n contains 2 n diverging pairs. It follows from Theorem 2 that every T ∈ T ( A n • B n ) is of size at least 2 n . Therefore, the proof is complete.
As an aside, note that our proof in fact demonstrates something stronger than Theorem 3: we have shown that both [∀ Γ ]ML and [∃ Γ ]ML are exponentially more succinct than ML, even on the class of binary trees BT ⊆ K (where the underlying relation on the binary trees is R a ∪ R b ).
Succinctness on S5
For M ⊆ K, results like Theorem 3 are more difficult to prove, since there are more candidates for formulae to be equivalent to either formulae in [∀ Γ ]ML or [∃ Γ ]ML. Consider once again the models (A We proceed now to our main result, namely, the following theorem. ML.
The proof of this theorem follows the same strategy as before. Let Γ = {a, b} and let ϕ 0 be the formula a a ∨ b b. 6 Consider the sequences of formulae ϑ n , σ n , ϕ n (n = 1, 2, . . .) as given in Table 3 . As an aside, note that we use conjunction and diamonds i (i ∈ I ) and ϕ in some of the definitions, but we know from Proposition 2 that this does not affect the succinctness results stated in Theorem 4.
It is easy to see that the lengths of ϑ n , σ n and ϕ n are linear in n. We will prove that every ML-formula that is equivalent to one of these formulae has length at least 2 n . Table 3 Formulae.
[
Defining suitable models
We are now going to define sets of pointed models, on which we will play FSGs. More precisely, we build sets A n and B n to show that the equivalent in ML of ϑ n is exponential in size, sets C n and D n for the equivalents in ML of σ n , and E n and F n for those equivalent to ϕ n . To talk about all those three cases in general terms, let the pair (X
From now on, all models will be S5-models, i.e., the underlying relations are equivalence relations. In our drawings, we will not include reflexive edges, and, since relations are now symmetric, we will not use arrows when denoting edges. When conceptualising our models to be defined next, it may be useful for the reader to think of them in terms of ladders. The following terminology will also be used in their description. We introduce this terminology on the basis of the model on the left of Fig. 4 . We will refer to the pointx 2 as the left foot of the ladder, and pointx 2 as the right foot. Similarly,ỳ 1 is the left top, andý 1 the right top. The pointsx 2 ,ỳ 2 ,z 2 ,x 1 ,ỳ 1 form the left support of the ladder, the pointsx 2 ,ý 2 ,ź 2 ,x 1 ,ý 1 form the right support. The left support is comprised of a path acda of indices. This is a path fromx 2 toỳ 1 : there are of course many other paths between those points (recall that there is a reflexive edge between any point and itself). Horizontal edges in the ladder will be called rungs. For instance, the pointsz 2 andź 2 form the left and right end of a rung that is labelled with the indices I \ {c, d}.
For all our models, points at the left support of the ladder are taken from {x i ,ỳ i ,z i }, while points at the right support are from {x i ,ý i ,ź i }. A pointx i is only horizontally connected, and hence forms a rung, withx i . Likewise forỳ i andý i , and forz i andź i . Hence, if we usep as an arbitrary point on the left support, byṕ we mean the only point that forms a rung with it, on the right support. The classes of models C and D are ladders with a 'third, middle support': the points on this support are indicated asx i ,ȳ i andz i (see Fig. 6 ). On such models, we will still say thatx i ,x i andx i are horizontally connected, so areỳ i ,ý i andȳ i , and another horizontal rung is formed byz i ,ź i andz i . On such models, ifp is a point on the left support, thenṕ is connected to it through a rung on the right support, andp is the point connected to it on the middle of the rung.
Recall that {a, b, c, d} ⊆ I . The pairs of sets of models (
given n, we define 2 n different models M n w , one for each word w, and we add one pointed model (M n w ,x n ) to X n , and
The word w is such that it encodes a path fromx n , the left foot of the ladder, to the left top. This path uses n steps labelled with indices from Γ = {a, b}. The indices {c, d} are used to ensure that every two occurrences of an index from Γ are separated by at least one occurrence of cd in that path. So we will not use all words to generate models: for the models in A n , B n , C n and D n , we use words from W n Γ (cdΓ ) * (see Definition 15) , while for the models in E n 2 and F n w we use words from W n (cdΓ ) * (Definition 19). In any model, for any two pointsp andṕ on the left and right support respectively, there is a step 'up' labelled i fromp iff there is a step 'up' labelled i fromṕ. Moreover, the only i's that qualify for such a vertical transition are indices from {a, b, c, d}, and, for every pointp andṕ, it is exactly one index that labels a transition 'up'. Pointsp andṕ on a rung are connected using all indices j such that there is no vertical transition possible fromp orṕ with the label j. (We'll explain later when, in the models C n ∪ D n , the three points on a rungp,p andṕ are connected.)
In terms of the formula size games, they will be played on the node X n • Y n . We now know X n will contain 2 n models, • n , that is, an element from Γ , followed by n iterations of the form cdγ , with γ ∈ Γ .
Definition 16 (Closure).
If W is a set and R ⊆ W × W a relation, we denote the reflexive, transitive and symmetric closure of R by Cl(R).
We now define the sets of models A n and B n . The reader may wish to combine reading the definition together with the text that explains it, which follows the definition. •
-R n w is defined as follows. Since w ∈ W n Γ (cdΓ ) * , it is of the form jcdw , where j ∈ {a, b}, and w ∈ W n−1
Intuitively, in the pointed model (A n w ,x n ), the word w encodes the shortest path fromx n toỳ 1 , the only point in the model that makes c true. The two models of . Given n and w = w 1 w 2 . . . w n , the left support of the ladder comprises of the pointsx n ,ỳ n ,z n ,x n−1 , . . . ,ỳ 2 ,z 2 ,x 1 ,ỳ 1 (note there is noz 1 ) and w encodes a path along those points: one can go fromx n , the foot of the left rail, toỳ 1 , the top of that rail, by the edges labelled w 1 , w 2 , . . . , w n . There is exactly the same path to travel fromx n , the foot of the right support, to the top of that support,ý 1 . In everyx j andx j (1 j n) the only way up is through an index from Γ , in everyỳ j andý j (1 < j n), the only way up is through c, and in everyz j andź j (1 < j n), the only way up is through d. Two models A 
The next observation states that, by taking the closure of each accessibility relation R i , we never add edges that are not part of the ladder construction. n only differ in their specific pointsx n andx n , the underlying structure in any two models A n w and B n w is the same. So it suffices to prove the observation for A n only. This, in turn, can be easily seen using induction on n. The claim is such that it suffices to show that the construction of the model does not force us to add any edge due to transitivity. For n = 1, all models in A 1 are depicted in Fig. 3 , and it is easily checked that for each i ∈ I , the relation R i is an equivalence relation: no edges need to be added. has at the bottom the two pointsx n andx n . From each of them, one can go 'up' using a j step, then a c-step, and then a d-step, after we have reached eitherx n orx n from which the first step 'up' is through some j ∈ Γ .
What is important here is that there are no two consecutive steps 'up' using the same index, so that no edge needs to be added to restore transitivity. By the induction hypothesis, no edges are added 'above'x n−1 andx n−1 . Moreover, for anỳ p ∈ {x n+1 ,ỳ n+1 ,z n+1 ,x n }, the pointsp andṕ are horizontally connected by exactly those indices which cannot be used to go 'up' or 'down' fromp orṕ, so that also here there is no situation where we are forced to add an additional edge in order to keep transitivity. 2
Here is another feature of our construction, which we will informally demonstrate using the models of Fig. 4 and which will be formalised in Lemma 5. We will argue that for instance the pairs (A •
that (see also Fig. 6 ):
-R n w is defined in the following way. Since w ∈ W n Γ (cdΓ ) * , it is of the form jcdw , where j ∈ {a, b}, and w ∈ W n−1 Γ (cdΓ ) * . 
Again, in the pointed model (C n w ,x n ), the word w encodes the shortest path fromx n toỳ 1 . The models (C n w ,x n ) and (C n w ,x n ) can be informally described as follows (see also Figs. 5 and 6). They are based on the ladder models (A w ,x n ) and (B w ,x n ) respectively, but there are two differences. This time, for every rung (except for the top one), we connect the pointsp andṕ on the rung with a third point,p. That is, the models (C 1 w ,x n ) and (C 1 w ,x n ) only have one such point,x 1 , and it is connected withx 1 andx 1 using the index i ∈ {a, b} for which one cannot go 'up' fromx 1 , i.e., with i = w. Let (p n ,ṕ n ) ∈ {(x n ,x n ), (ỳ n ,ý n ), (z n ,ź n )} be a pair on a new rung of the ladder model (C n w ,x n ) or (C n w ,x n ). Then we add a point m ∈ {x n ,ȳ n ,z n } and the pointsp n andṕ n are connected withp n through an edge labelled with i ∈ {a, b} such that w = j w , or in other words, the index from {a, b} that is not used to go 'up' inp n . The other difference between the models in C n ∪ D n and the models in A n ∪ B n is the valuation for the propositional variable c: for the models in (C n w ,x n ) and (C n w ,x n ) this variable is false iný 1 (the right top of the ladder) and in all points in the middle:
The following observation can be proven along the lines of Observation 1. Proof. We prove the slightly more complicated second item. The proof of item 1 is analogous. The proof works as follows.
First of all, we will quickly verify that all points in the middle of the ladder (the pointsx i ,ȳ i ,z i ) all verify ¬σ j , for all 1 j n. Then, for all σ j (1 j n) and all points p i at a support of the ladder, i.e., for p i ∈ {x i ,x i ,ỳ i ,ý i ,z i ,ź i }, we show that all σ j with j < i are true in p i , whilex j verifies σ j , butx j does not.
Let us consider an arbitrary pointed model
Since all relations in our models are reflexive and for every middle point m ∈ {x 1 } ∪ {x i ,ȳ i ,z i | 2 i n} it is true that (C n w , m) | ¬c, it follows immediately that for all j 1, we have (C n w , m) | ¬σ j .
Next we show that
A: for every 1 j n, it is true that
The proof is by induction on j. 
Base case
Let us consider now the pointsz i andź i . Again, the construction of the model C n w is such that there is an l ∈ {a, b}, such thatz i R lźi and there is no point p that is an l-successor of one of these points and at the same time (C n w , p) | ¬c.
we show that, indeed, the sequence of formulae ϕ n has equivalents ψ n in ML. This was easily seen for the sequences using ϑ n and σ n , and, although this equivalence is not needed for the sequel (after all, we are interested in the shortest formulae χ n in ML equivalent to ϕ n ), it may give the reader an additional way of looking at the models to be defined.
Proposition 5.
Define ψ n ∈ ML as follows:
Then, even on K, for all n, ϕ n and ψ n are equivalent.
Proof. First note that, by definition of ϕ 1 and ϕ 0 , we have
Which settles the claim for n = 1. Now suppose, we have proven that ϕ n and ψ n are equivalent on K.
Our next step is to show that for all n 1 we have:
We use the following equivalences for public announcements, for more details of those, see [25, Chapter 4] . Let ϕ and ψ be arbitrary formulae, e ∈ I and e ∈ A. Then ϕ ψ ≡ ϕ ∧ ϕ ψ (7) ϕ e ψ ≡ ϕ ∧ e ϕ ψ (8) ϕ (ψ 1 ∧ ψ 2 ) ≡ ϕ ψ 1 ∧ ϕ ψ 2 (9) ϕ (ψ 1 ∨ ψ 2 ) ≡ ϕ ψ 1 ∨ ϕ ψ 2 (10) ϕ e ≡ ϕ ∧ e (11) Using (7), (8) and (11), we get ϕ e (e ∧ ψ) ≡ ϕ ∧ e ϕ ∧ e ∧ ϕ ψ (12) We then obtain the following equivalences, using (5) and (12) , respectively:
We also have, by (12) again,
Using (10) and (12) ≡ ϕ n ∧ a (ϕ n ∧ a) ∨ ϕ n ∧ b (ϕ n ∧ b) (17) The equivalence (6) now follows by combining (14) , (15) and (17) .
Since ϕ n+1 is by definition ϕ n ϕ 1 , we use (6) and the induction hypothesis to conclude the equivalence of ϕ n+1 and ψ n+1 . 2
We proceed by defining suitable sets of models for the formulae ϕ n . and, finally, for j ∈ {a, b}, this atom j is true in exactly those points p on the left or right support, if p can be reached from a point q by going one step 'up' using the label j. In general, it is the case, for any j ∈ {a, b, c, d}, that if it is possible to reach a point p from q by going 'up' using an edge labelled j, then j is true in p (and on top of that, c is also true when d is true). We also have the following simple proposition, which says that in any model H
Conclusion
We presented several succinctness results on three extensions of multimodal logic. Clearly, we left some open questions which we think are worthwhile studying. In particular, we do not know whether our bounds on the number of relations and propositional symbols are optimal or not, i.e., to prove that the logic [ϕ]ML is exponentially more succinct than ML on S5, we needed a signature with at least 4 relation indices and 3 propositional variables, whereas the same result for K was achieved with only two relation indices and one propositional letter. Similarly, we needed a signature with 4 relation indices and one propositional variable to prove that [∀ Γ ]ML and [∃ Γ ]ML are exponentially more succinct than ML on S5, whereas this could be done with only two indices and one propositional variable in the K case.
It was proven in [24] that [∀ Γ ]ML is exponentially more succinct than [∃ Γ ]ML (and vice versa) on K. We conjecture that a similar succinctness result can be obtained with respect to S5. Similarly, it was shown in [15] On a more general note, some of the currently known succinctness gaps between different logics are conditional on certain assumptions (be it rather common ones) on computational complexity, e.g., [4, 10, 12, 17] . It remains to be seen whether Adler-Immerman games or other techniques can be used to eliminate the use of such conjectures on computational complexity in the proofs of the results mentioned above.
