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Resumen
El presente documento se corresponde con el Trabajo de Fin de Grado elabo-
rado para finalizar el Doble Grado de Ingenier´ıa Informa´tica y Administracio´n de
Empresas, siendo este el referido al primer grado.
En e´l, se ha recogido el proceso llevado a cabo para el desarrollo de un software
que genere automa´ticamente las palabras clave necesarias para etiquetar un art´ıculo
cient´ıfico a partir de su resumen. Para ello, ha sido necesario, en primer lugar, conocer
el Estado de la Cuestio´n, es decir, investigar que´ era exactamente un problema de
clasificacio´n multietiqueta y de que´ te´cnicas se dispon´ıan para resolverlo. Adema´s,
tambie´n fue necesario averiguar co´mo se pod´ıa transformar un texto para poder
generar de e´l una serie de atributos que explicaran su contenido.
Una vez se ten´ıan los conocimientos suficientes, se pudo pasar al ana´lisis, di-
sen˜o e implementacio´n del sistema, fases que han sido debidamente documentadas,
y puestas a prueba en la evaluacio´n. Esto se ha realizado mediante la generacio´n
de cuatro mo´dulos: extraccio´n de la informacio´n, elaboracio´n de los conjuntos de
entrenamiento, la construccio´n de los modelos y la evaluacio´n.
En cuanto a las pruebas de comportamiento realizadas, se detecto´ que la labor
de aprendizaje se dificultaba enormemente a medida que las etiquetas estaban muy
relacionadas, pues sus atributos no eran lo suficientemente diferentes co´mo para
poder diferenciarlos con claridad.
Este trabajo se cierra con un cap´ıtulo de conclusiones, donde se ha realizado un
repaso de los aspectos ma´s importantes detectados durante el desarrollo, as´ı como
las limitaciones del sistema y las l´ıneas futuras de investigacio´n.
Palabras clave: aprendizaje automa´tico, clasificacio´n multietiqueta, text mining.
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“No sirve de nada ir deprisa si no sabes do´nde vas.
Lo importante es caminar en la direccio´n correcta.”
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Cap´ıtulo 1
Introduccio´n
1.1. Prea´mbulo
Hoy en d´ıa, aunque mucha gente no tenga nocio´n de ello, el Aprendizaje Au-
toma´tico esta´ en numerosos aspectos de nuestras vidas. Ejemplo de ello puede ser la
deteccio´n automa´tica de spam en el correo electro´nico o la recomendacio´n de pro-
ductos en base a los gustos de una persona en una pa´gina web. Aunque esto pueda
parecer sencillo, pues se ve muy a menudo, en realidad no lo es tanto: hay todo un
proceso, donde se involucran complejos algoritmos y an˜os de desarrollo, para lograrlo.
Este proceso es au´n ma´s complicado cuando se trata con el lenguaje natural: para
un ser humano puede resultar fa´cil leer un texto y decir una serie de palabras que
definan su contenido. Sin embargo hay todo un campo de estudio para que dicha ge-
neracio´n se realice de forma automa´tica. De hecho, sera´ habitual que se establezcan
varias palabras, como las referidas a este trabajo: clasificacio´n multietiqueta, apren-
dizaje automa´tico y text mining. Esta apreciacio´n, que parece trivial, ha supuesto
un nuevo a´rea de desarrollo, donde se ha tenido en cuenta el cariz multietiqueta
que tienen numerosos datos. Este trabajo, precisamente, se centra en ello: se pro-
fundizara´ sobre el tratamiento automa´tico de textos que pueden contar con varias
etiquetas de contenido.
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1.2. Motivacio´n
El principal motivo por el cual se quiere desarrollar este trabajo consiste en
investigar sobre la clasificacio´n multietiqueta de textos. Adema´s, pasar del mero
conocimiento al desarrollo, es decir, de estudiar que´ te´cnicas existen para resolver
ese problema a ponerlas en pra´ctica, supone un aliciente.
Por otro lado, ma´s alla´ del simple intere´s por conocer ma´s a fondo estas te´cnicas,
se cree puede servir como punto de partida de cualquier te´cnica que se base en este
tipo de clasificacio´n, sea cual sea su a´mbito. Aunque el tema de este trabajo, como
se puede deducir del t´ıtulo, tenga como base los textos cient´ıficos, lo aprendido en
e´l sobre el tratamiento de lenguaje natural, donde se puede extraer informacio´n de
ellos de forma automa´tica, puede tener muchos ma´s usos, por ejemplo:
1. Reconocimiento de patrones en ima´genes, teniendo en cuenta que puede haber
varios en una misma imagen, por ejemplo, una foto en la que se puede visualizar
el mar y la montan˜a. (Boutell et al., 2004), (Li et al., 2011).
2. Aplicaciones me´dicas. Por ejemplo, un modelo de diagno´stico donde se puede
detectar ma´s de un s´ındrome a la vez (Liu et al., 2012) o el ana´lisis del genoma
humano (Clare y King, 2001).
3. Otras aplicaciones: relacio´n entre las emociones y la mu´sica (Li y Ogiha-
ra, 2003), prediccio´n de resolucio´n de disputas en relaciones pu´blico-privadas
(Chou, 2012)
1.3. Objetivos
El objetivo principal de este trabajo se corresponde con disen˜ar, implementar y
evaluar un software que genere automa´ticamente las palabras clave necesarias para
etiquetar un art´ıculo cient´ıfico a partir de su resumen (abstract). Para ello, se utili-
zara´n te´cnicas de Aprendizaje Automa´tico, concretamente, te´cnicas de clasificacio´n
multietiqueta.
Tomando como base dicho objetivo principal, se han descrito una serie de obje-
tivos secundarios que se pretenden alcanzar a la hora de desarrollar este proyecto:
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1. Investigar las peculiaridades de la clasificacio´n multietiqueta: tanto de los me´to-
dos para clasificar, como de las me´tricas de evaluacio´n.
2. Conocer las diferentes tecnolog´ıas existentes para desarrollar este tipo de cla-
sificacio´n.
3. Familiarizarse con el trato del lenguaje natural en tareas de Aprendizaje Au-
toma´tico.
4. Desarrollar un proyecto de principio a fin, a partir de una idea propia, com-
prendiendo las fases involucradas hasta lograrlo.
1.4. Estructura
El presente documento esta´ dividido en las siguientes secciones, de las cuales se
explicara´ brevemente su contenido:
Cap´ıtulo 1: Introduccio´n. Mediante este cap´ıtulo se busca establecer una prea´mbu-
lo donde se explique, en l´ıneas generales, por que´ se ha decidido hacer este proyecto
y que´ se pretende hacer.
Cap´ıtulo 2: Estado de la cuestio´n. Para poder llegar a desarrollar el software
mencionado, es necesario primero entender co´mo se puede hacer. Mediante el ana´li-
sis presente en este cap´ıtulo se trata de adquirir las competencias necesarias para
poder desarrollar una clasificacio´n multietiqueta de textos. Tanto a nivel teo´rico,
estudiando las te´cnicas existentes en la literatura, como a nivel pra´ctico, mediante
las herramientas existentes para llevarlo a cabo.
Cap´ıtulo 3: Descripcio´n del trabajo realizado. En este cap´ıtulo se exponen las
fases por las cuales ha pasado el proyecto de acuerdo a una determinada metodolog´ıa:
desde el ana´lisis, pasando por el disen˜o, y su posterior implementacio´n.
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Cap´ıtulo 4: Evaluacio´n. Una vez se ha desarrollado el sistema, es momento de
ponerlo en pra´ctica. En este cap´ıtulo se mencionara´n las pruebas realizadas para
corroborar el correcto funcionamiento del sistema, as´ı como las pruebas de compor-
tamiento.
Cap´ıtulo 5: Planificacio´n. 5 En esta seccio´n se ofrecera´ el plan temporal llevado
a cabo para desarrollar el presente trabajo. Mediante e´l, se podra´ observar que´ tareas
principales existen, la relacio´n entre ellas y la temporizacio´n.
Cap´ıtulo 6: Presupuesto. A fin de situar este proyecto en el contexto socio-
econo´mico actual, se ha incluido un presupuesto detallado, donde se recogen los
costes en los que ha incurrido en su realizacio´n.
Cap´ıtulo 7: Conclusiones. Para finalizar este TFG, en este cap´ıtulo se puede
encontrar aquellas reflexiones finales acerca de e´l: tanto las limitaciones del sistema
desarrollado como posibles l´ıneas futuras de desarrollo.
Cap´ıtulo 8: Bibliograf´ıa. Durante la realizacio´n de este proyecto, se ha consul-
tado numerosas fuentes, las cuales han sido debidamente mencionadas en el texto y
recogidas en esta seccio´n.
Ape´ndice A: Resumen de contenidos en ingle´s. Tal y como figura en la
normativa del Grado de Ingenier´ıa Informa´tica del Plan 2011, se debe incluir en el
TFG una parte que demuestre la competencia en ingle´s. Para ello, se ha incluido esta
seccio´n, donde se recoge una introduccio´n, un resumen de las partes ma´s relevantes
del sistema y las conclusiones finales.
Cap´ıtulo 2
Estado de la cuestio´n
2.1. Aprendizaje Automa´tico
En primer lugar, se debe mencionar que el Aprendizaje Automa´tico (AA) con-
forma una rama de la Inteligencia Artificial (IA). Por tanto, para definir que´ es el
AA, es necesario hacer un breve repaso sobre que´ es la IA.
Las definiciones de IA se suelen poder organizarse en cuatro categor´ıas (Russell y
Norving, 1995), las cuales pueden proporcionar informacio´n acerca de sus diferentes
interpretaciones:
1. Sistemas que piensan como humanos.
2. Sistemas que actu´an como humanos.
3. Sistemas que piensan racionalmente
4. Sistemas que actu´an racionalmente.
De cualquier forma, la IA trata de dotar a un sistema la capacidad de discurrir.
El nacimiento de la Inteligencia Artificial podr´ıa encontrar sus indicios mucho antes,
pero fue en 1950 cuando Alan Turing lanzo´ la siguiente pregunta: ¿Pueden las ma´qui-
nas pensar? (Turing, 1950), a fin de proponer “The imitation game”, una analog´ıa
por la cual pretend´ıa plantear la posibilidad de que un humano no pudiera reco-
nocer si estaba tratando con una ma´quina o con otro humano. De esta manera, se
inicio´ el planteamiento de la Inteligencia Artificial, te´rmino que fue acun˜ado por
15
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John McCarthy y que se formalizo´ en el verano de 1956 durante una Conferencia en
la Universidad Darmouth College (Estados Unidos) (McCarthy et al.), evento clave
para su impulso.
Ahora bien, el AA trata de ir ma´s alla´, pues se fundamenta en el intento de que
el sistema no solo discurra, sino que sea capaz de aprender. De esta manera, deber´ıa
ser capaz de, a partir de un conjunto de ejemplos que le provean de informacio´n de
la cuestio´n en concreto, resolver dicho problema de forma automa´tica, es decir, sin
la intervencio´n directa de un ser racional. Incluso, este sistema deber´ıa ser capaz de
mejorar su comportamiento tomando como base la experiencia adquirida. Dicho con
otras palabras, y toma´ndolas del libro Aprendizaje Automa´tico (Milla´n et al., 2006),
“El objetivo del AA consiste en dotar a los computadores la capacidad de adquirir
conocimientos automa´ticamente para poder resolver nuevos problemas o mejorar su
comportamiento a partir de la experiencia”. Adema´s, se defiende la idea de que, en
un futuro, casi la totalidad de las ma´quinas necesitara´n el componente de adaptacio´n
o de aprendizaje mencionado, por lo que la necesidad futura del AA sera´ clave.
2.1.1. Tareas representativas del AA
Existen tres tareas representativas de los problemas a los que se enfrenta el AA:
la clasificacio´n, la agrupacio´n y la caracterizacio´n. Tomando las definiciones que se
pueden encontrar en (Milla´n et al., 2006).
1. Clasificacio´n: bu´squeda de una relacio´n de correspondencia entre las observa-
ciones y las clases a trave´s de un conjunto de reglas de inferencia. Con otras
palabras, consiste en, partiendo de un conjunto conocido de clases, asignar a
nuevos casos una de las categor´ıas existentes.
2. Agrupacio´n o clustering : partiendo de un conjunto de ejemplos de los cuales
no se conoce su clase, encontrar las clases ma´s probables en las que se pueden
agrupar dichos ejemplos.
3. Caracterizacio´n: obtencio´n de la descripcio´n simbo´lica de un conjunto a partir
de sus componentes. De esta manera, se pueden observar los rasgos que ma´s
caracterizan la pertenencia de un ejemplo a un conjunto.
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Existe tambie´n otra tarea donde se utiliza el AA: el aprendizaje por refuerzo.
En e´l, se trata de otorgar a un agente la capacidad de decidir que´ hacer ante una
situacio´n indeterminada, tratando de maximizar o minimizar un objetivo. Adema´s,
hay dos caracter´ısticas principales en este tipo de aprendizaje (Sutton y Barto, 1998):
al no especificar al agente que´ decisiones tomar en cada momento, e´ste debera´ decidir
que´ acciones le otorgan una mayor recompensa, basa´ndose en dicho objetivo, a trave´s
del me´todo de prueba y error. La segunda caracter´ıstica se basa en que es posible que
sus acciones no tengan un efecto inmediato en la siguiente situacio´n. Por ejemplo, al
tratar de salir de un laberinto, no se sabe hasta que se ha alcanzado la salida que
las decisiones previas fueron las adecuadas.
Clasificacio´n
Como se ha podido deducir, la tarea que atan˜e a este trabajo se corresponder´ıa
con aquellas de clasificacio´n, pues se trata de, a partir de un conjunto de textos,
determinar que´ etiquetas definen su contenido.
A la hora de llevar a cabo una tarea de clasificacio´n es necesario contar, en primer
lugar, con un conjunto de ejemplos de los cuales se conozca lo suficiente para poder
extraer una serie de atributos, as´ı como el valor de una clase que los represente. A
continuacio´n, se utilizara´ un algoritmo de clasificacio´n, cuya misio´n sera´ generalizar
los atributos que describen cada clase, para as´ı poder inferir la clase de un nuevo
ejemplo. En las tareas de clasificacio´n habituales, es normal aplicar algu´n tipo de
conocimiento para determinar los atributos. Por ejemplo, si se deseara generar un
clasificador que determinara si un paciente padece una enfermedad o no, se podr´ıa
contar con la opinio´n de un experto que explicara cuales son los s´ıntomas propios o
los aspectos a tener en cuenta. Sin embargo, en la tarea que se trata de resolver en
este trabajo, se detectan varias diferencias que es preciso comentar.
En primer lugar, la seleccio´n de atributos es diferente al tratarse de un sistema
cuya entrada son textos, y de los cuales se quiere averiguar su contenido. Debido
a ello, no se puede determinar de antemano que´ atributos se van a utilizar para
categorizar cada texto, sino que se debera´ aplicar algu´n tipo de mecanismo para
ello. Por tanto, los atributos dependera´n enteramente de que´ textos se elijan para
entrenar el clasificador. Con otras palabras, no es u´til utilizar informacio´n exo´gena,
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es decir, informacio´n provista por una fuente externa, sino se dependera´ enteramente
de la informacio´n endo´gena que se logre extraer, es decir, de la informacio´n que reside
propiamente en el texto. (Sebastiani, 2002). Por su parte, se profundizara´ mas en
esta cuestio´n en la Seccio´n 2.2
En segundo lugar, tradicionalmente se ha asignado una sola clase a cada ins-
tancia. De esta forma, un clasificador podr´ıa diferenciar entre varias clases, pero no
podr´ıa determinar la pertenencia de un ejemplo a ma´s de una. Esto significar´ıa, por
ejemplo, que un clasificador no podr´ıa determinar si un texto trata sobre biolog´ıa
y matema´ticas a la vez. Sin embargo, se han desarrollado te´cnicas cuyo objetivo
es poder manejar varias clases a la vez, lo que se denomina multietiqueta. Esto, se
explicara´ ma´s a fondo en la Seccio´n 2.3.
2.1.2. Aplicaciones del Aprendizaje Automa´tico
Para citar algunas de las aplicaciones del AA, pues son muy numerosas, se ha
utilizado una divisio´n encontrada en el libro Aprendizaje Automa´tico (Milla´n et al.,
2006), segu´n la cua´l se dividen las motivaciones por las que se considera u´til el estudio
del AA, pudie´ndose obtener de ella una proyeccio´n hacia las diferentes aplicaciones:
1. Te´cnicas: construccio´n de software de forma automa´tica.
2. Comerciales: personalizacio´n de servicios y productos para el ciudadano.
3. Cient´ıficas: estudio del aprendizaje humano y ana´lisis automa´tico de grandes
cantidades de datos cient´ıficos.
Debido a la naturaleza de este trabajo, se prestara´ especial atencio´n en la u´ltima
categor´ıa, ma´s concretamente en el Big Data Mining, cuyo significado se concretara´ a
continuacio´n.
Se podr´ıa definir Big Data como un te´rmino usado para identificar set de datos
que tienen un gran taman˜o y complejidad, por lo que no pueden ser tratados por las
herramientas comunes de miner´ıa de datos. De ah´ı surge, por tanto, el concepto de
Big Data mining, que se corresponder´ıa como la capacidad de extraer informacio´n
u´til de dichos grandes set de datos que debido a su volumen, variedad y velocidad,
antes era imposible de hacer (Fan y Bifet, 2012). Existen 5 V’s que se relacionan
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con este u´ltimo te´rmino, representando los factores que han de tenerse en cuenta al
tratar con estos datos:
1. Volumen: el taman˜o de los datos se incrementa a cada segundo.
2. Variedad: los tipos de datos son muy diferentes, como texto, audio, video, etc.
3. Velocidad: los datos se generan continuamente, pero lo realmente interesante
es poder obtener informacio´n u´til en tiempo real.
4. Variabilidad: existen cambios en la estructura de los datos y co´mo los usuarios
interpretan dichos datos.
5. Valor: existe un valor de negocio asociado a ello, pues se pueden tomar deci-
siones basa´ndose en las conclusiones obtenidas.
2.2. Ana´lisis de textos
Como se ha mencionado, una de las principales diferencias en el clasificador que
se trata de desarrollar se fundamenta en la entrada del mismo. De esta manera, no se
parte de unos atributos ya definidos con anterioridad, sino que se ira´n descubriendo
a partir del tratamiento de los diferentes resu´menes escogidos. Se debe, por tanto,
realizar un ana´lisis de dichos textos a fin de determinar que´ palabras podr´ıan servir
para definir su contenido. Esta tarea se puede encuadrar en la Miner´ıa de textos
(Text Mining), donde se trata de alcanzar algu´n tipo de conocimiento u´til a trave´s
de una coleccio´n de documentos. Su similitud con la Miner´ıa de datos (Data Mining)
es evidente, pues parten de un mismo objetivo, con la salvedad de que uno trata con
textos y, el otro, con datos. No obstante, el proceso para lograrlo, en l´ıneas generales,
puede ser el mismo. Por ello, se va a presentar, en primer lugar, el proceso KDD
(Knowledge Discovery in Databases), para luego pasar a mencionar las peculiaridades
de ese me´todo cuando se trata de text mining.
2.2.1. Proceso KDD
El KDD podr´ıa definirse como el proceso organizado de identificar patrones va´li-
dos, nuevos, u´tiles y comprensibles de grandes y complejos conjuntos de datos. La
Cap´ıtulo 2. Estado de la cuestio´n 20
Miner´ıa de Datos aunque parece recoger un concepto parecido, supone en realidad el
nu´cleo del proceso KDD, pues implica la inferencia de algoritmos para explorar los
datos, desarrollando un modelo y descubriendo patrones desconocidos. Dicho modelo
es utilizado para entender feno´menos presentes en los datos, analizarlos y predecirlos
(Grigorios Tsoumakas y Vlahavas, 2005). De esta manera, el proceso KDD estar´ıa
formado por nueve pasos iterativos e interactivos, los cuales son presentados a con-
tinuacio´n.
PASO 1. Comprender el dominio de aplicacio´n
Mediante este paso preparatorio, se trata de generar la comprensio´n suficiente
para saber que´ decisiones se deben tomar en el resto de pasos del proceso. De esta
manera, se debera´n fijar los objetivos que se buscan lograr mediante el proyecto en
particular.
PASO 2. Seleccionar y crear un conjunto de datos sobre el que se busca
generar algu´n tipo de conocimiento
Al fijar en el paso anterior los objetivos, indirectamente se esta´ guiando la forma y
el lugar de donde obtener los datos. Este paso involucra todo el proceso de bu´squeda
de datos, detectando cuales esta´n disponibles y de que´ forma se podr´ıan obtener,
as´ı como la fijacio´n de los atributos que se deben recoger. Como se explico´, el proceso
KDD es iterativo, por lo que se podra´ volver sobre este punto para recolectar los datos
de nuevo si fuera necesario.
PASO 3. Preprocesamiento y limpieza
En este paso, se busca mejorar la fiabilidad de los datos mediante la aplicacio´n
de diferentes te´cnicas de limpieza, como por ejemplo eliminar datos erro´neos o tratar
con atributos de los cuales no se disponga el valor. Esta fase, dependiendo de la
naturaleza del proyecto, puede ocupar muy poco tiempo, o presentarse como una de
las mayores tareas a desarrollar.
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PASO 4. Transformacio´n de los datos
Mediante este paso, se trata de preparar y desarrollar un buen conjunto de datos
para las tareas de miner´ıa posteriores. De esta forma, se aplican me´todos relacionados
con la reduccio´n de la dimensio´n de los datos, o la transformacio´n de ciertos atributos,
como puede ser de un valor nominal a nume´rico, lo que puede provocar una reduccio´n
considerable del tiempo de ejecucio´n del algoritmo. Esta fase, aunque puede ser muy
espec´ıfica de cada proyecto en particular, es vital para el e´xito de todo el proceso
KDD.
PASO 5. Eleccio´n de la tarea miner´ıa de datos
Una vez se han completado los cuatro pasos anteriores, es momento de pasar
a las tareas propias de la miner´ıa de datos. En primer lugar, se debe fijar que´ se
quiere hacer mediante dicha miner´ıa, aunque esto ya deber´ıa haberse encaminado
cuando se determinaron los objetivos. Por ejemplo, en este paso se puede determinar
si se debe llevar a cabo una clasificacio´n o una regresio´n. Tambie´n es momento de
decidir si se busca predecir (tratar de saber que´ va a ocurrir con datos no clasificados
anteriormente) o describir (analizar que´ ocurre con los datos).
PASO 6. Eleccio´n del algoritmo de miner´ıa de datos
Una vez se ha decidido la estrateg´ıa, es momento de decidir las te´cnicas necesarias
para lograrla. En este paso, se trata de valorar las diferentes posibilidades que proveen
los algoritmos existentes, a fin de detectar cua´l se adapta mejor a las circunstancias
del proyecto. Tambie´n es momento de fijar bajo que´ circunstancias se considera ma´s
apropiada su utilizacio´n, como puede ser la aplicacio´n de validacio´n cruzada o la
evaluacio´n con un conjunto de test separado.
PASO 7. Ejecucio´n del algoritmo de miner´ıa de datos
Habiendo elegido ya el algoritmo, es el turno de su aplicacio´n. En este paso, se
trata de probar y ajustar los diferentes para´metros del algoritmo, a fin de que se
prueben las diferentes variaciones de un mismo algoritmo, obtie´ndose el que mejor
se adapta a los datos.
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PASO 8. Evaluacio´n e interpretacio´n
En este paso, se deben evaluar e interpretar los patrones obtenidos respecto a
los objetivos marcados en el paso 1. En este punto, se puede valorar el impacto que
han tenido las decisiones tomadas en la parte de preprocesamiento, por ejemplo el
an˜adir algu´n atributo y repetir todo el proceso desde ese paso. Se busca, asimismo,
centrarse en la comprensibilidad y utilidad del modelo generado.
PASO 9. Utilizacio´n del conocimiento descubierto
Una vez se ha alcanzado este punto, se considera que se puede incorporar el
conocimiento adquirido, mediante el uso del modelo desarrollado.
2.2.2. Tratamiento de textos
Existen dos problemas principales a la hora de tratar con datos, en este caso
documentos: el primero, es que la mayor´ıa de los datos esta´n en un formato que
una ma´quina no puede usar. Por lo tanto, se debe aplicar algu´n tipo de transfor-
macio´n para lograrlo. El segundo problema mencionado reside en co´mo representar
y almacenar la informacio´n extra´ıda (Rodrigues et al., 2015). Estos dos problemas
son mencionados en el proceso KDD, aunque de forma indirecta: en el paso 2 y
3 se hace referencia a la seleccio´n de atributos, y al preprocesamiento y limpieza,
respectivamente.
Cuando se trata con textos y lenguaje natural, se debe prestar especial atencio´n a
esta parte pues, potencialmente, todas las palabras podr´ıan ser un atributo. Sin em-
bargo, esto presentar´ıa un problema grave en te´rminos de complejidad. Por ello, antes
de poder generar los atributos, es necesario realizar algu´n tipo de transformacio´n a
los textos de entrada.
Por un lado, como ya se menciono´, no se pueden elegir previamente los atributos
debido a la naturaleza de los datos. El me´todo para determinar los atributos se
explicara´ en la Seccio´n 2.2.3.
Por otro lado, el preprocesamiento y limpieza difieren del tratamiento habitual
de los datos (Feldman y Sanger, 2007). Normalmente, estas tareas se basan en de-
tectar ejemplos erro´neos o campos vac´ıos, pero en este caso se deben transformar
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los textos. Esto se puede realizar mediante te´cnicas de preprocesamiento en text mi-
ning, ma´s concretamente en te´cnicas relacionadas con el procesamiento del lenguaje
natural (natural language processing o NLP). Dichas te´cnicas, tratan de procesar los
textos utilizando el conocimiento general acerca del lenguaje natural. No obstante,
las te´cnicas que se deben aplicar en la tarea que atan˜e a este trabajo son ba´sicas,
pues normalmente se determinan como tareas principales de NLP las relacionadas
con identificar aspectos morfosinta´cticos de las frases, informacio´n gramatical o de
contexto. Por ejemplo, en este trabajo ser´ıa interesante aplicar te´cnicas orientadas a
transformar las palabras de los textos a fin de que se unifiquen aquellas que repre-
sentan un mismo concepto, adema´s de retirar aquellas palabras que no aportan nada
a la tarea de clasificacio´n. De esta manera, se trata de no diferenciar entre palabras
como: robots, Robots, robo´tica, y de eliminar palabras que no recogen contenido: la,
aquel, ello.
2.2.3. Ana´lisis de frecuencia de palabras
Como ya se ha mencionado, uno de los problemas principales se deriva de la
seleccio´n de los atributos necesarios para la tarea de aprendizaje. Antes de presentar
las diferentes te´cnicas para ello, se considera u´til presentar la notacio´n que se va a
utilizar. La aplicacio´n de las te´cnicas presentadas se realiza sobre un conjunto de
documentos, (D = {d1, d2, ..., dn}), formados cada uno por un conjunto de te´rminos
o palabras (Di = (t1, t2, ..., tn)).
La aproximacio´n ma´s ba´sica consiste en medir el nu´mero de ocurrencias de cada
palabra, es decir, su frecuencia (Term Frequency), lo que se denotar´ıa como tft,d,
donde la t se refiere al te´rmino o palabra, y la d al documento donde aparece. Si se
dispusiera los siguientes documentos:
Documento 1. Mar´ıa es muy a´gil.
Documento 2. Pedro, aunque tambie´n es a´gil, es ma´s ra´pido.
Se generar´ıa una lista con las palabras que aparecen en alguno de los dos textos,
para cada una se podr´ıa calcular la frecuencia, como se observa en la Tabla 2.1.
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Marı´a tf1,1 = 1 tf1,2 = 0
es tf2,1 = 1 tf2,2 = 2
muy tf3,1 = 1 tf3,2 = 0
a´gil tf4,1 = 1 tf4,2 = 1
Pedro tf5,1 = 0 tf5,2 = 1
aunque tf6,1 = 0 tf6,2 = 1
tambie´n tf7,1 = 0 tf7,2 = 1
ma´s tf8,1 = 0 tf8,2 = 1
ra´pido tf9,1 = 0 tf9,2 = 1
Tabla 2.1: Ejemplo Term Frequency
Si se expresara en forma de vector de informacio´n, quedar´ıa de la siguiente ma-
nera:
Documento 1. [1, 1, 1, 1, 0, 0, 0, 0, 0]
Documento 2. [0, 2, 0, 1, 1, 1, 1, 1, 1]
La forma presentada de ca´lculo de frecuencia podr´ıa variar, pues aqu´ı se ha
recogido la frecuencia bruta, pero es comu´n utilizar la frecuencia normalizada, para
as´ı evitar la primac´ıa de los textos largos sobre los cortos. E´sta se calcular´ıa como
el cociente entre la frecuencia bruta de un te´rmino entre el nu´mero de te´rminos del
documento, como se muestra en la Ecuacio´n 2.1.
ntft,d =
(
tft,d
tfmax(d)
)
(2.1)
Sin embargo, la utilizacio´n de la frecuencia de los te´rminos adolece de un pro-
blema: asume que todas las palabras son igual de relevantes. Por ejemplo, si se dis-
pusiera de una base de datos de art´ıculos sobre Inteligencia Artificial, y se quisiera
saber que´ documento o documentos se refieren al te´rmino aprendizaje supervisado, se
encontrar´ıa un problema: el te´rmino aprendizaje aparecer´ıa en numerosas ocasiones,
por lo que podr´ıa dificultar la determinacio´n de la relevancia de los documentos que
s´ı trataran sobre aprendizaje supervisado.
Para solucionar esto, se puede introducir un factor de atenuacio´n, cuyo objetivo
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es reducir el efecto de los te´rminos que aparecen demasiado frecuentemente en una
coleccio´n. Dicho factor se denomina inverse document frequency o idf y se calcula
como se muestra en la Ecuacio´n 2.2.
idft = log
(
N
dft
)
(2.2)
Donde:
N : nu´mero total de documentos.
dft: Document Frequency o frecuencia del documento. Se refiere al nu´mero de
documentos que contienen el te´rmino t.
De esta manera, el valor de idf de un te´rmino poco comu´n sera´ alto, mientras
que sera´ bajo si el te´rmino es frecuente.
Tomando el ejemplo anterior, dft y idft tendr´ıan los valores mostrados en la Tabla
2.2.
Marı´a df1 = 1 idf1 =
2
1
= 2
es df2 = 2 idf2 =
2
2
= 1
muy df3 = 1 idf3 =
2
1
= 2
a´gil df4 = 2 idf4 =
2
2
= 1
Pedro df5 = 1 idf5 =
2
1
= 2
aunque df6 = 1 idf6 =
2
1
= 2
tambie´n df7 = 1 idf7 =
2
1
= 2
ma´s df8 = 1 idf8 =
2
1
= 2
ra´pido df9 = 1 idf9 =
2
1
= 2
Tabla 2.2: Ejemplo Document Frequency y Inverse Document Frequency
Ahora, se podr´ıan combinar las definiciones de la frecuencia del te´rmino y la
frecuencia inversa del documento, que se corresponder´ıa con dicho factor atenuante,
para calcular el peso otorgado a cada te´rmino de cada documento, lo que se denomina
TF-IDF (term frequency - inverse document frequency). Se puede observar en la
Ecuacio´n 2.3.
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tf-idft,d = tft,d × idft (2.3)
De esta manera, el valor de TF−IDFt,d asignado a un te´rmino t en un documento
d sera´:
Alto cuando t aparece muchas veces, pero en un nu´mero reducido de documen-
tos.
Bajo cuando un te´rmino aparece pocas veces en un documento, o aparece en
muchos documentos.
Bajo cuando un te´rmino ocurre en pra´cticamente todos los documentos.
Para la elaboracio´n de esta seccio´n se ha repasado lo expuesto en: (Salton y
McGill, 1986, pp. 117-119).
2.3. Clasificacio´n multietiqueta
A la hora de resolver un problema de aprendizaje supervisado multietiqueta,
existen dos tareas principales: la clasificacio´n multietiqueta (MLC) y el label ranking.
En el primero de ellos, se trata de dividir la decisio´n en dos conjuntos: las etiquetas
predichas y las no predichas. En el segundo, sin embargo, la decisio´n se fundamenta
en una jerarqu´ıa donde se recogen todas las clases, de ma´s relevante a menos para
una instancia en particular (Grigorios Tsoumakas y Vlahavas, 2005, 667-668). En
este trabajo, donde se trata de establecer una serie de etiquetas para cada resumen,
se ha decidido estudiar las te´cnicas correspondientes al primer grupo: MLC.
Como ya se ha explicado, la caracter´ıstica principal de la clasificacio´n multieti-
queta, tomando las siglas en ingle´s MLC correspondientes a multilabel classification,
consiste en que los ejemplos esta´n asociados a un conjunto de etiquetas, frente a
la clasificacio´n tradicional (single-label classification o SLC) donde los ejemplos solo
esta´n asociados a una etiqueta perteneciente a un conjunto de etiquetas (Nasierding
y Kouzani, 2012b).
De esta manera, se podr´ıa dar una descripcio´n formal de un problema cualquiera
multietiqueta, donde L = {λj : j = 1...q} denota un conjunto finito de etiquetas refe-
rente a una tarea de clasificacio´n multietiqueta, y D = {(xi, Yi), i = 1..m} denota un
Cap´ıtulo 2. Estado de la cuestio´n 27
conjunto de ejemplos de entrenamiento multietiqueta, siendo xi el vector de atributos;
y donde Yi ⊆ L hace referencia al conjunto de etiquetas del ie´simo ejemplo. Frente
a e´l, un conjunto de entrenamiento SLC se expresar´ıa como D = {(xi, Y ), i = 1..m}
Para resolver un problema de MLC existen dos enfoques principales: la transfor-
macio´n del problema y la adaptacio´n del algoritmos (Tsoumakas y Katakis, 2007).
En el primero de ellos, se transforma la tarea de aprendizaje en una o ma´s tareas de
SLC, mientras que en el segundo se desarrolla un algoritmo que trate expl´ıcitamente
con problemas de MLC. A continuacio´n, se va a realizar un repaso de aquellas te´cni-
cas que se encuentran en cada uno de los dos enfoques, pues su estudio es necesario
para determinar la mejor solucio´n a la hora de desarrollar el MLC de este trabajo.
2.3.1. Transformacio´n de problemas
Existen numerosas te´cnicas cuyo objetivo es transformar un problema de MLC de
tal forma que pueda ser solucionado por los me´todos tradicionales de SLC, algunas
de las cuales se van a presentar a continuacio´n. Estas son: Support Vector Machine,
Binary Relevance, BR+,Classifier Chain, Label Powerset y RAkEL.
Support Vector Machine
Uno de los primeros acercamientos para resolver problemas multietiqueta se basa
en la Ma´quina de Soporte Vectorial (Support Vector Machine o SVM). La SVM fue
presentada en 1995 como una nueva forma de resolver problemas de clasificacio´n
binaria (Cortes y Vapnik, 1995), donde se trata de separar ambas clases mediante
separadores lineales o hiperplanos. Se puede encontrar ma´s informacio´n en: (Cortes
y Vapnik, 1995) (Sua´rez, 2014).
Ante la necesidad de discriminar entre ma´s de dos clases, la SVM fue adaptada
para la clasificacio´n multietiqueta, teniendo en cuenta dos perspectivas: (Hsu y Lin,
2002):
1. One-against-all : este me´todo se basa en la construccio´n de k modelos SVM,
uno por cada clase.
2. One-against-one: en este caso, se construyen k(k−1)
2
clasificadores SVM, donde
cada uno es entrenado con los datos de dos clases.
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No´tese que en dichos enfoques, se podr´ıa utilizar cualquier modelo binario, no solo
una ma´quina SVM, aunque es habitual su utilizacio´n. De hecho, el modelo Binary
Relevance, presentado a continuacio´n, es una aplicacio´n del enfoque one-against-all.
Asimismo, Label PowerSet podr´ıa ser una aplicacio´n del segundo enfoque.
Binary Relevance
Dado un conjunto de etiquetas L = {l1, l2, ..., ln}, el me´todo denominado como
binary relevance (BR o relevancia binaria en espan˜ol) (Cherman et al., 2011) consiste
en descomponer un problema de MLC en n problemas SLC, uno por cada etiqueta
del conjunto E. De esta forma, se debera´ entrenar n clasificadores binarios a partir
de un conjunto de entrenamiento comu´n, el cual solo variara´ de un clasificador a otro
en el valor del atributo referente a la clase, pues debera´ ser q en aquellas instancias
referentes a la etiqueta en cuestion, y ¬q en los restantes. A la hora de determinar
el conjunto de etiquetas de una nueva instancia, e´sta debera´ pasar por cada uno
de los n clasificadores, siendo el resultado la agregacio´n de la salida de ellos. Su
implementacio´n, por tanto, resulta sencilla, lo que constituye una de las ventajas de
su utilizacio´n.
Una de las desventajas de este me´todo, como puede deducirse, esta´ relacionada
con el nu´mero de etiquetas de las cuales se disponga: a medida que n aumente, el
nu´mero de clasificadores aumentara´ en la misma proporcio´n. Por ello, resulta solo
apropiado para problemas que tenga un conjunto pequen˜o de L. No obstante, se debe
apreciar una gran limitacio´n del BR, pues no tiene en cuenta la relacio´n que pueda
existir entre etiquetas, ya que al transformar el conjunto de entrenamiento, esta
informacio´n se pierde. Existe una variacio´n de este me´todo llamada BR+ (Cherman
et al., 2011), la cual trata de resolver este aspecto. Para ello, incorpora como atributos
de cada ejemplo el valor del resto de las etiquetas, de tal forma que a cada instancia
se le deber´ıa incluir (n − 1) atributos. De esta manera, se estar´ıa incluyendo la
posibilidad de que el clasificador tuviera en cuenta, si es que lo hubiera, una relacio´n
entre las etiquetas. El problema resulta al intentar clasificar un nuevo ejemplo, pues
habr´ıa (n− 1) atributos de los cuales se desconocer´ıa el valor.
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Classifier Chain
El me´todo cadena de clasificadores (Classifier Chain o CC) (Read et al., 2011)
genera n clasificadores binarios, uno por cada etiqueta, de igual forma que en el BR.
Sin embargo, cada clasificador esta´ conectado con el anterior, de tal forma que an˜ade
como atributo la prediccio´n del clasificador anterior. De esta manera, se comienza con
el primer clasificador binario para la etiqueta e1, que generara´, para cada ejemplo, su
clasificacio´n. Se an˜adir´ıa, por tanto, un atributo ma´s y, por consiguiente, un valor ma´s
a cada ejemplo, que indicar´ıa la prediccio´n del primer clasificador. As´ı, el segundo
clasificador, disen˜ado para diferenciar la segunda etiqueta, tendra´ como entrada los
mismos atributos que el primer clasificador, pero con la prediccio´n para la primera
etiqueta. De esta forma, se tendr´ıa en cuenta la relacio´n entre etiquetas.
De la utilizacio´n de este me´todo se derivan dos problemas: el primero de ellos, se
basa en la eleccio´n del orden de las etiquetas para construir la cadena de clasifica-
dores, pues esto tendra´ un impacto en la informacio´n que el clasificador puede sacar
de la relacio´n entre etiquetas. Se deber´ıa, por tanto, probar diferentes combinacio-
nes generadas de forma aleatoria, evaluando el rendimiento en cada una de ellas, lo
que se puede hacer generando un conjunto de cadenas de clasificadores (Ensemble
Classifier Chain o ECC ). El segundo problema, por su parte, trata del aumento de
la complejidad al an˜adir n atributos.
Label PowerSet
El tercer me´todo se llama Label Powerset (LP) (Cherman et al., 2011) y e´ste
aplica una transformacio´n al conjunto de etiquetas con valor positivo que identifica
cada ejemplo del conjunto de datos. De esta manera, si un ejemplo tuviera las eti-
quetas l1 y l3, e´stas ser´ıan recodifcadas, pasando a ser una clase nueva denominada,
por ejemplo, y1,3. En nuestro caso particular, si un texto tratara de biolog´ıa y ma-
terma´ticas, pasar´ıa a tener una sola etiqueta, denominada: biolog´ıa matema´ticas. A
la hora de identificar un nuevo ejemplo, el resultado del clasificador ser´ıa un conjunto
de etiquetas, en lugar de una sola.
La desventaja principal de la utilizacio´n de este me´todo se deriva de la codificacio´n
de las variables, pues esta´ estrechamente ligado a cua´ntas combinaciones haya entre
ellas. De hecho, en el peor de los casos en que se dieran todas las combinaciones
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posibles de las etiquetas del conjunto L, se tendr´ıan que recodificar 2n etiquetas. Otro
problema que puede surgir al utilizar Label Powerset resulta del nu´mero de ejemplos
de cada clase, pues seguramente estara´ desbalanceado, habiendo pocos ejemplos de
alguna de ellas. Aunque en este caso s´ı se guarda la relacio´n entre las etiquetas, de
hecho, se esta´ forzando a que haya una relacio´n al codificarlo de esta manera, su
utilizacio´n esta´ muy penalizada por la complejidad exponencial que presenta.
RAkEL
Debido a dicha complejidad, se propuso un nuevo algoritmo, denominado RAkEL
(RAndom k-labELsets (Tsoumakas y Vlahavas, 2007)), que funciona de la siguiente
forma: se realiza una codificacio´n de las variables de la forma anteriormente des-
crita para generar un clasificador LP. Sin embargo, en lugar de utilizar todas las
etiquetas codificadas para entrenar un u´nico clasificador, se escogen k etiquetas, y se
entrena un clasificador. Esta operacio´n se repite las veces que se considere necesario,
obtenie´ndose m clasificadores binarios. A la hora de clasificar una nueva instancia,
e´sta debera´ pasar por los m clasificadores construidos, cada uno de los cuales gene-
rara´ una serie de clases que considera le corresponden. Para obtener su clase final,
se determinara´ un umbral, que representara´ el nu´mero mı´nimo de clasificadores en
los que debe de figurar como positiva una clase para considerarla como clase final de
la instancia. De esta manera, se estar´ıa solucionando el problema de la complejidad
y se estar´ıa manteniendo la ventaja de tener en cuenta las relaciones entre etique-
tas. La principal dificultad asociada a la aplicacio´n de este algoritmo se deriva de
una correcta eleccio´n de tres para´metros: el nu´mero de etiquetas (k), el nu´mero de
clasificadores a entrenar (m) y el umbral.
2.3.2. Adaptacio´n de algoritmos
Son numerosos los algoritmos tradicionales que han sido adaptados para tratar
con multietiqueta. Se considera que comentar que´ cambios se han realizado en dichos
algoritmos es profundizar demasiado para este trabajo. No obstante, algunos de ellos
son: C4.5, AdaBoost, BP-MLL (Back-propagation algorithm for multilabel learning),
MPP (multi-class multi-label perceptron). Se puede encontrar ma´s informacio´n en
(Tsoumakas y Katakis, 2007) y (Grigorios Tsoumakas y Vlahavas, 2005).
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2.4. Evaluar un clasificador
A la hora de evaluar el desempen˜o de un clasificador, es necesario establecer una
te´cnica para decidir sobre que´ datos se van a aplicar las me´tricas de evaluacio´n.
Una vez se han explicado dichas te´cnicas, se pasara´ a analizar las diferentes me´tricas
existentes para evaluar un clasificador multietiqueta, donde algunas de ellas son
transformaciones a partir de las me´tricas ba´sicas, por lo que tambie´n es necesario su
explicacio´n.
De esta manera, se explicara´ en primer lugar las diferentes transformaciones que
puede sufrir el conjunto de datos para la evaluacio´n; en segundo lugar, las me´tri-
cas ba´sicas, y, finalmente, los tres tipos utilizados para la evaluacio´n multietiqueta:
me´tricas basadas en ejemplos, me´tricas basadas en etiquetas y me´tricas basadas en
ranking (Nasierding y Kouzani, 2012a) (Sorower, 2010).
2.4.1. Seleccio´n del conjunto de test
Una vez se dispone de los datos, se debe plantear la cuestio´n de que´ parte sera´ uti-
lizada para entrenar, y que´ parte para evaluar el sistema. Se van a citar cuatro formas
de realizarlo: holdout, random subsampling, validacio´n cruzada y leave-one-out.
Holdout
Mediante el me´todo holdout se divide el conjunto de datos en dos partes: entre-
namiento y test, representa´ndo cada uno de ellos un porcentaje variable del conjunto
inicial. Es comu´n otorgar un porcentaje mayor al conjunto de entrenamiento. De es-
ta manera, se entrenar´ıa el modelo con el conjunto de entrenamiento, y se utilizar´ıa
para la evaluacio´n el de test, del cual se tendr´ıan dos clases: la real y la predicha por
el clasificador.
El problema principal de este me´todo es que no otorga la suficiente veracidad,
pues el rendimiento del clasificador puede venir determinado porque casualmente se
haya escogido una divisio´n buena. Adema´s, los datos que se utilicen para el conjunto
de test no se estar´ıan utilizando para entrenar, por lo que se desaprovechar´ıan datos
de entrenamiento.
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Random subsampling
Random subsampling surge como una forma de solventar el problema del me´todo
holdout. Este me´todo consiste en dividir el conjunto de datos en k divisiones, para
luego escoger de forma aleatoria algunas de esas partes para entrenar, y otras para
evaluar el desempen˜o. Adema´s, esta prueba se puede repetir varias veces, obtenie´ndo-
se la media de todas ellas.
Validacio´n cruzada
En el caso de la validacio´n cruzada de k-iteraciones (k-folds), se divide el conjunto
de datos en k particiones, utilizando k − 1 para el entrenamiento y la una restante
para el test. Esta particio´n se repetira´ k veces, siendo cada vez un conjunto diferente
el que se utilice como test, asegura´ndose de que todas las particiones formen parte
del conjunto de entrenamiento y del test. La precisio´n final sera´ calculada como la
media, a partir del valor obtenido en cada una de las iteraciones. Se ha incluido un
ejemplo en la Tabla 2.3 para facilitar la explicacio´n.
particiones
Prueba 1 E E E E T
Prueba 2 E E E T E
Prueba 3 E E T E E
Prueba 4 E T E E E
Prueba 5 T E E E E
Tabla 2.3: Ejemplo validacio´n cruzada con k = 5.
Cabe sen˜alar que el proceso anteriormente mencionado solo servir´ıa para valorar
el desempen˜o del clasificador. De esta forma, el proceso de entrenamiento se llevar´ıa
a cabo con todos los datos disponibles.
Leave-one-out
Leave-one-out es una variacio´n de la validacio´n cruzada, donde k = nu´mero de ejemplos.
De esta manera, en un conjunto de datos con N ejemplos, se efectuara´n N experi-
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mentos, dejando en cada uno de ellos solo uno de los ejemplos para la evaluacio´n. Se
puede visualizar un ejemplo en la Tabla 2.4.
Nu´mero total de ejemplos
Prueba 1 E E ... E T
Prueba 2 E E ... T E
Prueba 3 E E ... E E
... ... ... ... ... ...
Prueba N T E E E E
Tabla 2.4: Ejemplo leave-one-out.
2.4.2. Me´tricas de evaluacio´n
Me´tricas ba´sicas
Las me´tricas que se suelen utilizar para clasificacio´n de una etiqueta (Van Asch,
2013), se basan en la matriz de confusio´n (Tabla 2.5):
valores predichos
positivo negativo
valores
reales
positivo
true positive
(tp)
false negative
(fn)
negativo
false positive
(fp)
true negative
(tn)
Tabla 2.5: Matriz de confusio´n.
De esta manera, para la clasificacio´n de una clase A, se obtendr´ıa:
1. tp: instancias pertenecientes a la clase A, clasificadas correctamente como clase
A.
2. tn: instancias no pertenecientes a la clase A, que no se clasifican como clase A.
3. fp: instancias no pertenecientes a la clase A pero que se clasifican como clase
A.
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4. fn: instancias pertenecientes a la clase A, pero que no se clasifican como clase
A.
Sobre ella, se calculan las siguientes me´tricas explicadas a continuacio´n.
La precisio´n (precision), descrita en la Ecuacio´n 2.4, indica la proporcio´n de
etiquetas verdaderas acertadas, respecto a la totalidad de etiquetas predichas como
positivas. En otras palabras, mide que las instancias clasificadas como clase A sean
realmente de esa clase, aunque puede haber instancias de la clase A clasificadas como
otra clase.
precision =
tp
tp+ fp
(2.4)
La me´trica recall, descrita en la Ecuacio´n 2.5, indica la proporcio´n de etiquetas
verdaderas acertadas respecto a las instancias pertenecientes a la clase. En otras
palabras, mide que las instancias clasificadas como clase A se clasifiquen como clase
A, aunque puede haber otras instancias clasificadas como clase A sin serlo.
recall =
tp
tp+ fn
(2.5)
La me´trica accuracy, descrita en la Ecuacio´n 2.6, representa la proporcio´n de ins-
tancias correctamente clasificadas (pertenecientes y no pertenecientes) respecto al
total.
accuracy =
tp+ tn
tp+ tn+ fn+ fp
(2.6)
A fin de establecer una me´trica que recoja la precisio´n y el recall, se puede calcular
Fβ, recogido en la Ecuacio´n 2.7:
Fβ = (1 + β
2)× precision× recall
(β2 × precision) + recall (2.7)
Siendo comu´n que el valor de β sea igual a 1, genera´ndose en tal caso la medida F1.
Una vez presentadas las me´tricas ba´sicas, se pueden pasar a mencionar las dife-
rentes me´tricas existentes para evaluar clasificadores multietiqueta.
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Me´tricas basadas en ejemplos
La idea de las me´tricas basadas en ejemplos parte de lo siguiente: una vez se han
clasificado todos los ejemplos, se realiza una comparacio´n para cada uno de ellos
entre las etiquetas predichas y las reales. Despue´s, se realiza la media de todos los
ejemplos para obtener la me´trica que represente al modelo en cuestio´n.
Para realizar dicha comparacio´n entre etiquetas, hay diferentes me´todos, siendo
uno de los ma´s utilizados la distancia de Hamming o Hamming-loss, que realiza
una comparacio´n binaria. De esta forma, se realizar´ıa una diferencia de conjuntos
entre las etiquetas reales y las predichas, es decir, se aplicar´ıa el operador XOR. Por
ello, se estar´ıan teniendo en cuenta tanto una etiqueta predicha de forma incorrecta,
como una etiqueta real no predicha. Dicha me´trica tendr´ıa su mı´nimo en 0, lo que
significar´ıa que las etiquetas predichas y las reales son iguales, y su ma´ximo en 1,
que representar´ıa el caso contrario, donde no se ha acertado ninguna etiqueta.
Su expresio´n matema´tica ser´ıa ha sido recogida en la Ecuacio´n 2.8.
Hamming-loss =
1
N
N∑
i=1
Yi4 Zi
M
(2.8)
donde:
N : nu´mero total de ejemplos.
Yi: conjunto de etiquetas reales de un ejemplo i.
Zi: conjunto de etiquetas predichas de un ejemplo i.
M : nu´mero total de etiquetas.
4: operador XOR de conjuntos.
Me´tricas basadas en etiquetas
Las me´tricas basadas en etiquetas descomponen el proceso de evaluacio´n en eva-
luaciones separadas para cada etiqueta, para luego calcular la media de todas ellas.
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Las me´tricas que se utilizan normalmente para evaluar clasificadores binarios (expli-
cadas en la seccio´n me´tricas ba´sicas) pueden ser utilizadas aqu´ı, variando su forma
de calcular segu´n el enfoque.
Existen dos enfoques: el enfoque micro (micro-averaging) y el enfoque macro
(macro-averaging). En el primero de ellos, el micro, se construye la matriz de confu-
sio´n de todas las instancias, y luego se calcula la media global. En contraste, en el
enfoque macro, se calcula individualmente para cada etiqueta, y luego se obtiene la
media global.
Bmacro =
1
q
q∑
λ=1
B(tpλ, fpλ, tnλ, fnλ) (2.9)
Bmicro = B
(
q∑
λ=1
tpλ,
q∑
λ=1
fpλ,
q∑
λ=1
tnλ,
q∑
λ=1
fnλ
)
(2.10)
Donde:
B: medida de evaluacio´n binaria.
tp: true positive, tn: true negative, fp: false positive, fn: false negative.
λ: una etiqueta del conjunto de etiquetas L = {λj : j = 1..q}.
Me´tricas basadas en ranking
Las me´tricas basadas en ranking esta´n orientadas a evaluar uno de los enfoques
mencionados: label ranking, el cual no es objeto del presente trabajo. Sin embargo,
se han querido mencionar dos me´tricas habituales en este tipo de enfoque: one-error
y average-precision. Se puede encontrar ma´s informacio´n sobre ellas en (Nasierding
y Kouzani, 2012b) y (Sorower, 2010, pp.15-16).
2.5. Tecnolog´ıas aplicadas
Para el desarrollo del presente trabajo se requer´ıa lo siguiente: una fuente cient´ıfi-
ca de donde sacar los resu´menes de los textos, que contara con algu´n me´todo que
facilitara la adquisicio´n automa´tica de los mismos. Tambie´n se necesitaba una herra-
mienta de procesador de textos, para as´ı normalizarlos; as´ı como una herramienta
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que permitiera aplicar algu´n me´todo de ana´lisis de frecuencias de palabras. Final-
mente, se requer´ıa de algu´n instrumento que permitiera generar los clasificadores. La
valoracio´n de alternativas y la eleccio´n final se comenta a continuacio´n. Adema´s, se
ha incluido la herramienta que ha sido utilizada para generar la documentacio´n.
2.5.1. BibSonomy
Para la seleccio´n de los resu´menes con los cuales entrenar los clasificadores, se
valoraron diferentes pa´ginas web que cumplieran con dos requisitos fundamentales:
deb´ıan albergar una cantidad suficiente de textos cient´ıficos y deb´ıan estar categori-
zados por etiquetas. Por ejemplo, las pa´ginas webs de los perio´dicos nacionales, como
puede ser El Pa´ıs, tiene categorizados los art´ıculos por etiquetas, pudiendo un art´ıcu-
lo estar en varias categor´ıas, como podr´ıa ser banca y economı´a. Aunque esa era la
idea, faltaba el requisito del cara´cter cient´ıfico que se buscaba otorgar a este trabajo.
Adema´s, se necesitaba una descripcio´n breve del mismo, que permitiera la escalabi-
lidad del problema. De esta forma, se encontro´ BibSonomy, (BibSonomy), que es un
sistema para organizar y compartir marcadores (bookmarks) y publicaciones cient´ıfi-
cas. Adema´s, dicha pa´gina ofrece una API, mediante la cua´l se puede acceder a una
librer´ıa escrita en Java, que permite la interaccio´n directa con la pa´gina web desde
el co´digo. Esto permite el acceso y la recoleccio´n automa´tica de numersos textos,
algo necesario para obtener un nu´mero suficiente de ejemplos de entrenamiento en
un tiempo razonable.
Eclipse
Para la utilizacio´n de la API anteriormente mencionada, se decidio´ emplear el
entorno de desarrollo Eclipse (Eclipse), con el que se estaba familiarizado, por lo
que resultaba sencilla su utilizacio´n. Ma´s concretamente, se utilizo´ Eclipse IDE para
desarrolladores de Java, en la versio´n: Mars.1 Release (4.5.1).
Eclipse permite la incorporacio´n de la biblioteca que provee BibSonomy a un
proyecto, para as´ı poder utilizar los me´todos que se conectan con la pa´gina web
mencionada. Adema´s, es apto para albergar la informacio´n recogida en una estruc-
tura de datos que permita su modificacio´n, as´ı como la escritura en un fichero externo
donde guardar dichos datos.
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2.5.2. NLTK
NLTK (o Natural Language Toolkit), es decir, herramienta del lenguaje natural) es
una plataforma desarrollada en el lenguaje de programacio´n Python, la cua´l permite
el procesamiento del lenguaje natural. Dicha herramienta cuenta, entre otros, con
numerosos me´todos para normalizar textos, pudiendo eliminar mayu´sculas, palabras
frecuentes, y otras acciones similares.
En este TFG se ha utilizado NLTK para tratar con los ejemplos que se obten´ıan
directamente de la pa´gina web anteriormente mencionada, ma´s concretamente para
eliminar todo tipo de s´ımbolos, mayu´sculas o nu´meros; para eliminar textos en otros
idiomas (solo se van a tratar con textos que este´n escritos en ingle´s), para eliminar
las palabras ma´s frecuentes de un idioma (stop words) y para llevar a las palabras a
su ra´ız.
2.5.3. Scikit-Learn
Scikit-learn (Pedregosa et al., 2011) es una librer´ıa de AA desarrollada en Python,
que provee herramientas para la miner´ıa de datos y su ana´lisis.
En este TFG ha sido utilizada para efectuar el ana´lisis de la frecuencia de palabras
mediante la elaboracio´n de la matriz TF-IDF. Una de las razones por las cuales
se eligio´ esta librer´ıa se corresponde con su fa´cil acoplamiento con la herramienta
utilizada para preprocesar los textos, NLTK, la cua´l tambie´n esta´ escrita en Python.
2.5.4. Meka
Meka (Read et al., 2016) es una extensio´n multiquetiqueta basada en Weka
(Mark Hall, 2009), la cual es, a su vez, una herramienta de aprendizaje automa´tico.
De esta manera, gracias a Meka, se pueden realizar las operaciones ba´sicas que se
pueden desarrollar en Weka, as´ı como utilizar los algoritmos espec´ıficos para clasi-
ficacio´n multietiqueta (tanto de transformacio´n de problemas como de adaptacio´n
de algoritmos) propios de la clasificacio´n multietiqueta. Adema´s, una vez se realiza
la ejecucio´n, muestra al usuario numerosas me´tricas de evaluacio´n, vitales para la
valoracio´n de los diferentes modelos obtenidos. Una de las grandes ventajas de Meka
es que ofrece una interfaz gra´fica, lo que facilita su uso.
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En el caso del presente trabajo, se ha utilizado Meka para clasificar los textos
obtenidos de la pa´gina web BibSonomy. Dichos textos, fueron preprocesados con
te´cnicas de text mining, para obtener despue´s una serie de atributos que represen-
taban las palabras ma´s representativas de cada uno, a trave´s de la matriz TF-IDF,
genera´ndose as´ı el documento de entrada a Meka. Adema´s, se ha utilizado para
analizar los diferentes modelos obtenidos.
Para su utilizacio´n, el documento que sera´ utilizado para entrenar el modelo
debera´ estar en formato ARFF (Attribute-Relation File Format), el cual esta´ dividido
en dos secciones:
1. La cabecera: se debe especificar el nombre de la relacio´n, seguido del comando
-C y el nu´mero de etiquetas o clases que se van a diferenciar. A continuacio´n,
debe figurar una lista con los atributos y sus tipos, que pueden ser: nume-
ric, nominal, string y date. Si el atributo tiene un conjunto finito de valores,
pueden ser expresados entre llaves, por ejemplo: {0, 1} para etiquetas binarias.
Es habitual que la especificacio´n de las clases figure en primer lugar de los
atributos.
2. Los datos, donde se incluira´ el valor de cada atributo para cada ejemplo si-
guiendo el orden expresado en la cabecera.
Asimismo, los algoritmos que ofrece se pueden dividir en varias categor´ıas:
Me´todos de Relevancia Binaria, tales como binary relevance, classifier chains,
ensemble classifier chains entre otros.
Me´todos Label Power Set : Label powerset, RAkEL y otros.
Me´todos por parejas: son aquellos que llevan a cabo comparaciones por pares
(pairwase).
Otros me´todos: en esta categor´ıa se encuentran, entre otros, me´todos basados
en redes de neuronas, lo que se corresponder´ıa con la te´cnica de adaptacio´n de
algoritmos tradicionales a multietiqueta.
Adema´s, Meka cuenta con dos modos: el experimenter y el explorer. El primero
de ellos, permite realizar una serie de pruebas con diferentes clasificadores a la vez,
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as´ı como seleccionar el nu´mero de repeticiones y el sistema de evaluacio´n que se quiere
utilizar. Adema´s, cuando se ejecuta, permite guardar los resultados en un formato
muy u´til para su posterior interpretacio´n. El segundo de ellos, esta´ ma´s orientado
a realizar pruebas concretas, pues cada vez que se quiera probar un clasificador, se
tiene que seleccionar a mano y no de forma agregada como el anterior. Asimismo,
los resultados so´lo se podr´ıan guardar uno por uno, lo que alargar´ıa el tiempo de
recogida de los resultados.
Otras alternativas
Adema´s de Meka, existen otras herramientas que soportan la clasificacio´n mul-
tietiqueta. En este TFG se ha valorado la utilizacio´n de dos de ellas: la librer´ıa en
Python que provee Scikit-learn, y la librer´ıa en Java denominada Mulan (Tsoumakas
et al., 2011).
Scikit-learn Implementa las estrategias denominadas como one-against-all, one-
against-one, y Error-Correcting Output Coding (ECOC). Una de las ventajas de la
utilizacio´n de esta librer´ıa es que esta´ escrita en Python, el mismo lenguaje utilizado
para el preprocesamiento y limpieza de los datos, por lo que no habr´ıa sido necesario
migrar los datos a otra plataforma.
Mulan Incluye diferentes algoritmos cuyo objetivo es resolver un problema mul-
tietiqueta, tanto diferenciando entre una serie de etiquetas que son relevantes o no,
como generando una clasificacio´n ordenada de las etiquetas ma´s relevantes, as´ı como
una combinacio´n de ambas. Esta librer´ıa estaba escrita en Java, y su incorporacio´n
a un proyecto, por ejemplo en el entorno Eclipse, no es del todo sencillo.
Ambas librer´ıas, como su nombre indica, no cuentan con una interfaz gra´fica que
facilite la interaccio´n del usuario con el sistema, sino que se debe implementar en
el co´digo los me´todos que ellos proveen. Esto supone una dificultad an˜adida si no
se tiene experiencia previa con este tipo de lenguajes o herramientas, lo cual era el
caso. Por otro lado, de ello tambie´n se deriva una ventaja, la generacio´n de varios
modelos a la vez es mucho ma´s ra´pida que si se debiera hacer mediante el uso de
una interfaz, donde normalmente solo se puede generar un modelo cada vez. Aunque
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dicha flexibilidad fue tenida en cuenta a la hora de elegir que´ software utilizar, se
considero´ que Meka ofrec´ıa las herramientas necesarias para una buena resolucio´n
del problema planteado en este TFG, aunque la evaluacio´n de los modelos fuera ma´s
tediosa.
2.5.5. LATEX
Para la elaboracio´n de la documentacio´n se decidio´ utilizar LATEX, un sistema de
preparacio´n de documentos. La principal ventaja de su utilziacio´n se deriva de que
permite separar el contenido de la forma, permitie´ndo al autor centrarse en en lo
que´ quiere decir, y dejando que sea LATEX quien se ocupe de quede de una forma
profesional y presentable. Por otro lado, este sistema tiene una curva de aprendizaje
elevada, es decir, si no se tiene experiencia previa con e´l, hay un per´ıodo de tiempo
que debera´ dedicarse a investigar co´mo escribir ciertos comandos o co´mo estructurar
el documento.
Como alternativa a e´l, se podr´ıa haber utilizado Microsoft Word, una herramienta
similar al procesamiento de texto, pero se detectaron dos inconvenientes: el sistema
estaba completamente desarrollado en Ubuntu (Linux), por lo que se deber´ıa haber
utilizado o bien una ma´quina virtual o bien realizar la memoria en otro equipo. Es
cierto que Ubuntu ofrece una alternativa parecida a ella, LibreOffice Writer, pero se
considera que tiene demasiadas limitaciones. El segundo inconveniente se deriva del
trato de la bibliograf´ıa, pues e´sta se deber´ıa haber hecho en una herramienta a parte
o bien utilizar la que ofrece Word, cuya utilizacio´n es bastante engorrosa.
Adema´s, como LATEX es una herramienta de co´digo abierto, son muchas las perso-
nas que han contribuido a que su utilizacio´n sea ma´s sencilla, sobre todo para gente
principiante. En este trabajo se ha utilizado una plantilla, denominada ezthesis, que
permite emular con facilidad el formato propio de una tesis doctoral. Aunque en
proyecto no se corresponde con una tesis, se considero´ que el formato pod´ıa ser simi-
lar. Su utilizacio´n a permitido reducir enormemente el tiempo de acondicionamiento
para utilizar LATEX, as´ı como conseguir el formato profesional requerido. Adema´s,
incluye un archivo orientado a la bibliograf´ıa, mediante el cual se pueden introducir
las referencias sin ningu´n tipo de problema.
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2.5.6. Mencio´n al Marco Legal
A la hora de escoger las diferentes tecnolog´ıas utilizadas en este trabajo, se revi-
saron los aspectos legales referentes a su uso. Por ello, todas herramientas utilizadas
para el desarrollo del sistema son de software libre. En las pa´ginas web de donde
fueron descargadas as´ı se manifiesta.
La u´nica parte de este sistema donde se utiliza informacio´n externa se corresponde
con la extraccio´n de los datos de la pa´gina web BibSonomy. En ella, existe una
seccio´n referida a los te´rminos de uso, donde se explica al usuario que BibSonomy
no tiene ningu´n intere´s en el perfil privado de sus usuarios, aunque se entiende que
ellos le otorgan el uso de los materiales que publican. Asimismo, se expresa que las
publicaciones de cara´cter publico podra´n ser accedidas por otros usuarios, como lo
es en este caso.
Cap´ıtulo 3
Descripcio´n del trabajo realizado
En esta seccio´n se ha tratado de explicar el trabajo que ha sido desarrollado
para lograr el sistema. En primer lugar, se presentara´ la metodolog´ıa que ha servido
de base para desarrollar las siguientes fases, las cuales son: el ana´lisis, el disen˜o,
la implementacio´n y la evaluacio´n, aunque e´sta u´ltima fase sera´ presentada en una
seccio´n aparte.
3.1. Metodolog´ıa
Antes de comenzar a explicar el trabajo realizado, es necesario mencionar que´ me-
todolog´ıa se ha aplicado en este proyecto a fin de completar su desarrollo: el Modelo
de Ciclo de Vida. Dado que al comienzo del proyecto no se ten´ıa del todo claro co´mo
se iba a poder desarrollar, fue necesario avanzar y retroceder, a fin de que se fuera
averiguando co´mo pod´ıan resolverse determinados aspectos. Esta filosof´ıa esta´ repre-
sentada en el Modelo de Desarrollo Incremental, el cual esta´ basado en el Modelo
Iterativo basado en Casacada. E´ste u´ltimo parte de las fases que componen el Modelo
en Cascada, es decir, ana´lisis, disen˜o, codificacio´n y pruebas, pero siendo repetidas
en diferentes ciclos. El segundo modelo citado, de desarrollo incremental, se basa en
esa idea, pero en cada ciclo se va desarrollando una parte del sistema (de Calidad
del Software de INTECO, 2009). De esta manera, al dividir el problema principal
en partes ma´s pequen˜as, se logra centrar la atencio´n en la parte que se esta´ desarro-
llando sin preocuparse, todav´ıa, por las dema´s. Adema´s, como en cada ciclo se van
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repasando las fases anteriores, es posible an˜adir modificaciones si fuera necesario.
Se puede ver una representacio´n gra´fica en la Figura 3.1. Dado que este documento
representa la versio´n definitiva, no se podra´n observar dichas iteraciones ni co´mo se
ha ido desarrollando el sistema, pero su desarrollo se baso´ en dicha metodolog´ıa
Figura 3.1: Metodolog´ıa Modelo de Desarrollo Incremental
3.2. Ana´lisis
Como ya se ha explicado, el proyecto a desarrollar consiste en la clasificacio´n
multietiqueta de textos de cara´cter cient´ıfico. El objetivo final, por tanto, sera´ que, a
partir del resumen de un texto, se pueda concluir una serie de etiquetas que definan
su contenido. No era objetivo de este trabajo desarrollar una interfaz para facilitar
a un posible usuario una interaccio´n con el sistema, ni tampoco que estuviera inte-
grado en una sola plataforma. Se busca, por tanto, realizar una investigacio´n acerca
de algunos de los diferentes me´todos existentes para resolver este tipo de proble-
mas, y concluir que´ acercamiento resulta el ma´s ido´neo para ello. Debido a ello, se
utilizara´n diferentes softwares, siendo la salida de uno la entrada de otro, lo que se
denominara´ ‘sistema’.
De esta forma, las diferentes soluciones que se desarrollaron var´ıan, principal-
mente, en dos aspectos: el software elegido para desarrollar los clasificadores, y la
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eleccio´n de los clasificadores en s´ı. Dichas soluciones se comentara´n en la tercera fase
de este cap´ıtulo, es decir, en la implementacio´n. En esta, sin embargo, se pasara´n a
recoger aquellos aspectos que, independientemente del software o clasificador elegido,
sea necesario que soporten. Esto se recogera´ mediante los requisitos del sistema.
Despue´s de ellos, se presentara´n los casos de uso, que son utilizados para mostrar
la interaccio´n de un usuario o programa externo, denominado actor, con el sistema.
3.2.1. Requisitos del sistema
Tomando como base las funcionalidades requeridas, los requisitos se dividen en
dos categor´ıas:
1. Requisitos funcionales: son aquellos que representan las acciones fundamentales
que debe desarrollar el sistema, aceptando y procesando los inputs y procesando
y generando los outputs.
2. Requisitos no funcionales: son aquellos que describen co´mo debe hacer el sis-
tema lo anteriormente descrito.
Para representar cada requisito, se ha decidido utilizar las recomendaciones pre-
sentadas en el esta´ndar IEEE 830 (IEEE, 1998), adapta´ndolos a las caracter´ısticas
del presente trabajo. De esta forma, se ha desarrollado la siguiente tabla (3.1), que
albergara´ una serie de campos que se comentara´n a continuacio´n:
Identificador
Nombre
Prioridad
Necesidad
Descripcio´n
Tabla 3.1: Ejemplo representacio´n de requisitos del sistema
Los campos contenidos son:
1. Identificador: representa la identificacio´n un´ıvoca de cada requisito. Para ello,
se denominara´ cada requisito de la siguiente forma:
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Requisitos funcionales: RF-XX, donde XX se correspondera´ con la nume-
racio´n de los requisitos funcionales.
Requisitos no funcionales: RNF-XX, donde XX se correspondera´ con la
numeracio´n de los requisitos nfuncionales.
2. Nombre: otorga ma´s informacio´n sobre que´ trata el requisito, pero sin entrar
en tanto detalle como la descripcio´n.
3. Prioridad: representa la importancia asociada al requisito, existiendo tres ca-
tegor´ıas: alta, media y baja.
4. Necesidad: es una forma de clasificar los requisitos, pudiendo ser:
Esencial: el sistema no se considerara´ aceptable si no cumple esos requi-
sitos.
Condicional: el sistema se vera´ mejorado si se implementan estos requisi-
tos, pero seguira´ siendo va´lido sin ellos
Opcional: representan aquellos requisitos que suponen un an˜adido sobre
el sistema inicial.
5. Descripcio´n: recoge la explicacio´n extendida del requisito.
Requisitos funcionales
A continuacio´n, se presentan los requisitos funcionales del sistema.
Identificador RF-1
Nombre Ejemplos de entrenamiento
Prioridad Alta
Necesidad Esencial
Descripcio´n El sistema recogera´ los ejemplos de entrenamiento de
forma automa´tica.
Tabla 3.2: Requisito Funcional - 1
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Identificador RF-2
Nombre Ejemplos de entrenamiento
Prioridad Alta
Necesidad Esencial
Descripcio´n El sistema realizara´ las bu´squedas de los ejemplos a
trave´s de etiquetas que representen de que´ trata su con-
tenido.
Tabla 3.3: Requisito Funcional - 2
Identificador RF-3
Nombre Preprocesamiento y limpieza
Prioridad Alta
Necesidad Esencial
Descripcio´n El sistema preprocesara´ y limpiara´ cada ejemplo.
Tabla 3.4: Requisito Funcional - 3
Identificador RF-4
Nombre Frecuencia de palabras
Prioridad Alta
Necesidad Esencial
Descripcio´n El sistema aplicara´ algu´n tipo de ana´lisis de frecuencia
de palabras
Tabla 3.5: Requisito Funcional - 4
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Identificador RF-5
Nombre Me´todos de clasificacio´n
Prioridad Alta
Necesidad Esencial
Descripcio´n El sistema utilizara´ varios me´todos de clasificacio´n mul-
tietiqueta
Tabla 3.6: Requisito Funcional - 5
Identificador RF-6
Nombre Me´tricas de evaluacio´n
Prioridad Alta
Necesidad Esencial
Descripcio´n El sistema generara´ varias me´tricas de evaluacio´n de al-
goritmos
Tabla 3.7: Requisito Funcional - 6
Requisitos no funcionales
Los requisitos no funcionales son:
Identificador RNF-1
Nombre Nu´mero de etiquetas
Prioridad Alta
Necesidad Esencial
Descripcio´n El sistema contara´ con un nu´mero limitado de etiquetas.
Tabla 3.8: Requisito No Funcional - 1
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Identificador RNF-2
Nombre Nu´mero de etiquetas
Prioridad Alta
Necesidad Esencial
Descripcio´n El sistema soportara´ bu´squedas de ejemplos pudiendo
combinar varias etiquetas de contenido a la vez.
Tabla 3.9: Requisito No Funcional - 2
3.2.2. Casos de uso
Los casos de uso describen el comportamiento del sistema1 bajo difrentes con-
diciones, segu´n e´ste va respondiendo a las peticiones de uno de los stakeholders,
relacionado con un objetivo en particular (Cockburn, 1999). En dicha definicio´n, se
encuentran varios conceptos que es necesario explicar:
Stakeholder : algo o alguien interesado en el comportamiento del sistema.
Actor2: es un stakeholder que inicia una interaccio´n con el sistema con el ob-
jetivo de completar un objetivo.
Para lograr la descripcio´n de los casos de uso, se ha utilizado el proceso sugerido
por (Cockburn, 1999). En e´l, despue´s de fijar el alcance y los l´ımites del sistema,
algo que ya se ha hecho mediante los requisitos, se procede a averiguar los actores y
los objetivos de los mismos.
Se quiere sen˜alar que los casos de uso aqu´ı recogidos se corresponden con una
versio´n definitiva, en la que ya se ha incluido parte del disen˜o, que se estudiara´ en
la siguiente seccio´n. Se ha considerado ma´s u´til as´ı porque de esta forma se puede
profundizar ma´s en que´ herramientas concretas deben utilizar los actores y co´mo.
A la hora de describir el caso de uso, se ha decidido utilizar la siguiente tabla
(3.10), cuyos elementos se explican a continuacio´n:
1 A. Cockburn diferencia entre ‘sistema’y ‘sistema bajo construccio´n’, aunque aqu´ı se ha decidido
unificar en un solo concepto.
2 Ocurre lo mismo con la denominacio´n de actor, ya que A. Cockburn diferencia entre ‘actor’(que
lo definir´ıa como: algo o alguien con comportamiento.) y ‘actor principal’. Se ha obviado dicha
diferenciacio´n porque se considera que no es necesario en el presente trabajo.
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Identificador
Nombre
Actor
Objetivo
Descripcio´n
Precondiciones
Postcondiciones
Tabla 3.10: Ejemplo representacio´n de casos de uso
Los diferentes campos son:
Identificador: utilizado para identificar un´ıvocamente a cada caso de uso. Se
utilizara´n las letras ‘CdU-’seguido de un nu´mero que lo sen˜ale.
Nombre: identificativo muy breve que es u´til para saber de que´ trata el caso
de uso.
Actor: describe el actor que inicia el caso de uso.
Objetivo: representa el objetivo que quiere completar el actor al iniciar la in-
teraccio´n.
Descripcio´n: explicacio´n detallada del proceso que recoge el caso de uso.
Precondiciones: condiciones que deben ocurrir antes de que se produzca el caso
de uso.
Postcondiciones: estado del sistema que acaecera´ una vez se ha completado el
caso de uso.
Actores
En este caso, la u´nica persona que interactuara´ con el sistema sera´ el desarro-
llador, pues el presente trabajo no esta´ orientado a desarrollar una aplicacio´n de
cara a posibles usuarios externos. Tampoco se considera que haya sistemas externos
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que vayan a interactuar con e´l, pues, aunque se realiza una conexio´n con la pa´gina
web Bibsonomy, realmente no es dicha pa´gina quie´n inicia el proceso, sino el propio
sistema.
Dicho desarrollador interactuara´ con el sistema para lograr diferentes objetivos.
Se han identificado tres objetivos, relacionados con el proceso de desarrollo del cla-
sificador: el entrenamiento, la ejecucio´n y la evaluacio´n.
Descripcio´n de casos de uso
Identificador CdU - 01
Nombre Extraccio´n de la informacio´n y generacio´n de los conjuntos de
entrenamiento
Actor Desarrollador
Objetivo Preparar el entrenamiento del clasificador
Descripcio´n 1. El desarrollador sen˜ala la lista de etiquetas que desea que
el clasificador diferencie en el programa de Eclipse. A conti-
nuacio´n, lo ejecuta, obteniendo el archivo con los resu´menes
para cada etiqueta.
2. Despue´s, ejecuta el programa en Python, el cual preprocesa
los resu´menes y genera la matriz IF- IDF. La ejecucio´n ter-
mina con la obtencio´n de otro fichero, acorde con el formato
de Meka.
Precondiciones El desarrollador debe haber abierto Eclipse, as´ı como haber
obtenido un usuario y una contrasen˜a que validen su conexio´n
con Bibsonomy, y Python.
Postcondiciones Generacio´n de un archivo acorde con el formato de Meka.
Tabla 3.11: Caso de uso - 01
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Identificador CdU - 02
Nombre Construccio´n de los modelos
Actor Desarrollador
Objetivo Realizar el entrenamiento del clasificador
Descripcio´n 1. El desarrollador accede al modo Experimenter de Meka.
2. El desarrollador an˜ade los clasificadores que quiere entre-
nar.
3. El desarrollador an˜ade el (los) archivo(s) .arff que contie-
ne(n) los conjuntos de entrenamiento.
4. El desarrollador configura las pruebas, estableciendo el
nu´mero de repeticiones y la forma de evaluacio´n.
5. El desarrollador aplica los cambios y ejecuta la prueba.
Precondiciones - Se debe haber desarrollado el caso de uso: CdU - 01
- Se debe haber abierto Meka
Postcondiciones Visualizacio´n en la aplicacio´n de Meka de las me´tricas de eva-
luacio´n en funcio´n del modelo elegido
Tabla 3.12: Caso de uso - 02
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Identificador CdU - 03
Nombre Evaluacio´n
Actor Desarrollador
Objetivo Elegir el mejor clasificador
Descripcio´n 1. El desarrollador visualiza las diferentes me´tricas obtenidas
en la aplicacio´n Meka.
2. El desarrollador elige aquel que mejores valores haya obte-
nido, segu´n los para´metros fijados.
3. El desarrollador guarda el modelo asociado a dichos valores.
Precondiciones Se debe haber desarrollado el caso de uso: CdU - 02
Postcondiciones Obtencio´n del modelo que representa el mejor clasificador ob-
tenido
Tabla 3.13: Caso de uso - 03
3.2.3. Diagrama de secuencia
La utilizacio´n de un Diagrama de Secuencia puede ser u´til para ejemplificar el
modelado de escenarios de uso, que refleja un paso a trave´s de la lo´gica que esta´ con-
tenida en varios casos de uso (Zapata y Garce´s, 2008). En este caso, se ha utilizado
para facilitar los casos de uso anteriormente expuestos.
Figura 3.2: Diagrama de Secuencia.
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3.3. Disen˜o
3.3.1. Arquitectura del sistema
La arquitectura del software de un sistema informa´tico o programa es una es-
tructura o estructuras del sistema, que comprende los elementos del software, sus
propiedades externas, as´ı como las relaciones entre ellos. Es, por tanto, una abstrac-
cio´n del sistema que suprime detalles que no afectan a su uso o a co´mo interaccionan
con otros elementos, y donde el comportamiento de cada elemento supone una parte
de la arquitectura (Clements, 2003).
En cuanto a la estructura de la arquitectura elegida, se cree que la que ma´s se
adecu´a al sistema que se quiere desarrollar es aquella que se estructura en mo´dulos,
que representan unidades de implementacio´n y se relacionan entre s´ı mediante una
relacio´n de uso, en la que una requiere la presencia de una versio´n correcta de otra
(Clements, 2003, pp. 35-40). En este caso, habr´ıa cuatro, cuyas responsabilidades
ser´ıan las siguientes, y los cuales se pueden observar en la Figura 3.3:
Mo´dulo 1: extraccio´n de la informacio´n. Este mo´dulo se comunica con la pa´gina
web BibSonomy a trave´s de la API, y tiene como salida dos ficheros: uno con
los resu´menes en forma de texto, y otro con las etiquetas de cada resumen.
Mo´dulo 2: elaboracio´n del conjunto de entrenamiento. Este mo´dulo es el encar-
gado del procesamiento del texto y la extraccio´n de las caracter´ısticas. Como
salida, generara´ la matriz TF-IDF, que recoge los valores de dichas caracter´ısti-
cas.
• Mo´dulo 2.1: generacio´n fichero de entrenamiento. Tomando como base la
matriz anteriormente citada y el software que se vaya a utilizar a conti-
nuacio´n, en este caso Meka, se genera un determinado tipo de archivo de
entrenamiento.
Mo´dulo 3: construccio´n de los modelos y entrenamiento. A partir del fichero
de entrenamiento generado en el anterior mo´dulo, se generara´n los modelos
elegidos, realiza´ndose el entrenamiento de los mismos. Como salida de este
mo´dulo se obtendr´ıan los modelos entrenados.
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Mo´dulo 4: evaluacio´n. En este mo´dulo, se procedera´ a analizar el valor de las
me´tricas para cada uno de los modelos entrenados. En este caso, la salida ser´ıa
las me´tricas de evaluacio´n.
Tal y como se comento´ en la Seccio´n 3.1, el desarrollo de este sistema estuvo
compuesto por varios ciclos, desarrolla´ndose en cada uno de ellos un mo´dulo de los
aqu´ı referidos.
Figura 3.3: Representacio´n de la Arquitectura del Sistema
3.4. Implementacio´n
En esta seccio´n se va a comentar la implementacio´n de cada uno de los mo´dulos
identiﬁcados en la arquitectura del sistema, los cuales son: extraccio´n de los datos,
la elaboracio´n del conjunto de entrenamiento, la generacio´n de los modelos y la
evaluacio´n. Adema´s, se ha incluido una seccio´n previa, referente al acondicionamiento
del entorno de trabajo para poder comenzar la implementacio´n.
3.4.1. Preparacio´n del entorno de trabajo
El primer paso para poder comenzar a desarrollar el sistema era preparar el en-
torno necesario para ello. En un primer momento, se empezo´ a utilizar como sistema
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operativo Windows 10, pues se creyo´ que las herramientas que se iban a utilizar ad-
mit´ıan dicho sistema. Con la API de BibSonomy no hubo problema, pues se ejecutaba
en Eclipse, sin embargo, el problema se detecto´ cuando se comenzaron a utilizar las
plataformas como NLTK o Scikit-learn, para las cuales se dificultaba enormemente
su instalacio´n en Windows. Por ello, se decidio´ migrar el sistema a una configuracio´n
Linux.
Surgieron dos alternativas: utilizar una ma´quina virtual, lo cual facilitaba la ins-
talacio´n, o realizar una particio´n del disco duro, de tal forma que el sistema contara
con ambos sistemas operativos, Linux y Windows, a la vez. Dado que se intu´ıa que
el sistema requerir´ıa muchos de los recursos, sobre todo en la fase del entrenamiento,
se decidio´ llevar a cabo la segunda opcio´n, que permit´ıa explotar toda la capacidad
de la ma´quina utilizada. No obstante, esto retraso´ el desarrollo del proyecto.
Una vez realizada dicha particio´n e instalados los sistemas operativos indicados,
se procedio´ a instalar las diferentes herramientas, con los problemas derivados de
ello, pues la experiencia que se contaba era nula.
3.4.2. Extraccio´n de la informacio´n
La primera tarea que se deb´ıa acometer se correspond´ıa con la obtencio´n de los
datos. Como ya se comento´, se eligio´ la pa´gina web BibSonomy, la cual ofrece una
API. En este proyecto, se utilizo´ la librer´ıa de Java que proveen, la cual so´lo se
debe incorporar a un proyecto de Java, para as´ı disponer de sus me´todos. Mediante
esta API se deb´ıa obtener un fichero donde estuvieran recogidos los resu´menes de
cada art´ıculo buscado, as´ı como las etiquetas asociadas a cada uno de ellos. Esto se
decidio´ hacer mediante la escritura de dos ficheros separados, uno donde se escribieran
los resu´menes y, otro, donde se escribieran las etiquetas, o clases, correspondientes
a cada uno. De esta manera, el orden del fichero de etiquetas, ser´ıa una especie de
ı´ndice, donde la posicio´n en el mismo indicar´ıa a que´ resu´men hac´ıa referencia.
Una vez creados ambos ficheros, se deb´ıan establecer las etiquetas sobre las que
se quer´ıa buscar informacio´n asociada a ellos. Uno de los requisitos, recogido en la
Tabla 3.9, expresaba que se deb´ıan poder realizar bu´squedas de varias etiquetas a la
vez. Esto significa que se deb´ıa, por ejemplo, poder buscar documentos que trataran
sobre biolog´ıa y sobre algoritmos, para que as´ı tuviera sentido la clasificacio´n multi-
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etiqueta. Por ello, se establecieron dos arrays de contenido: uno donde figuraban las
etiquetas principales y otro donde se almacenaban las secundarias. De esta manera,
cuando se fuera a realizar una consulta para recoger los datos, se combinar´ıan en
orden las de un array y otro. Esto se ha tenido que hacer as´ı porque en el API de
BibSonomy las etiquetas (tags) identifican conceptos de una sola palabra, por lo que
si solo se guardara en un array, como ‘biolog´ıa algoritmos’, la bu´squeda se realizar´ıa
u´nicamente mediante el primer tag. Si se quisiera hacer una bu´squeda mediante una
sola etiqueta, bastar´ıa con dejar la posicio´n del segundo array relativo a ella vac´ıo.
Por ejemplo:
1. Array de etiquetas principales: [‘biolog´ıa’, ‘matema´ticas’, ‘algoritmo’]
2. Array de etiquetas secundarias: [‘’, ‘algoritmo’, ‘inteligencia’]
Realizar´ıa tres bu´squedas por las siguientes etiquetas: biolog´ıa; matema´ticas y
algoritmo; algoritmo e inteligencia.
Una vez realizado lo anterior, era momento de conectarse con BibSonomy, pa-
ra lo que fue necesario obtener unos credenciales, de tal forma que BibSonomy te
otorgue una clave asociada a un usuario que te permita el acceso. Una vez obte-
nido, ya se pueden realizar las bu´squedas deseadas. La API cuenta con una clase,
GetPostsQuery, el cual permite acceder a una lista de posts, habiendo selecciona-
do previamente alguna caracter´ıstica de los mismos, como en este caso, la etiqueta
o etiquetas asociadas a cada uno. De esta forma, se itero´ sobre el primer array de
etiquetas a buscar, se creo´ dicho objeto fijando como etiquetas las correspondientes
en los dos arrays mencionados, y se realizo´ la bu´squeda. Una vez se obtuvieron los re-
sultados, que son una lista de posts, se itero´ sobre ellos, de tal forma que se accedio´ al
resu´men de cada uno, y se guardo´ en un fichero, as´ı como sus etiquetas asociadas. En
el caso de que la segunda etiqueta estuviera vac´ıa, se guardo´ como null. Para separar
cada resumen, se establecio´ un separador inequ´ıvoco que facilitara la identificacio´n
de cada uno de ellos por separado.
Cuando se realizaron las diferentes pruebas, se observo´ que algunas de las pu-
blicaciones que figuraban en la pa´gina web, no contaban con resumen, por lo que el
campo relativo a e´l aparec´ıa como null. Por ello, se decidio´ contemplar esa posibi-
lidad antes de escribir en el fichero, no llegando a guardar aquellos art´ıculos de los
que no se contaba con el resumen.
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Pseudoco´digo
El pseudoco´digo referente a lo anteriormente explicado esta´ recogido en el algo-
ritmo 1.
Entrada: lista de etiquetas a buscar, credenciales necesarios para acceder a BibSo-
nomy
Salida: archivo de salida con los resu´menes de cada etiqueta buscada, fichero de
clases con la etiqueta asociada.
1: Iniciar una sesio´n en BibSonomy con los credenciales obtenidos previamente.
2: for cada ei del conjunto de etiquetas a buscar do
3: Se instancia una consulta, fijando como etiquetas de la misma e1i y e2i.
4: Se ejecuta la consulta, obteniendo una lista de posts.
5: for cada post p de la lista de posts do
6: Se accede al resumen del post pi.
7: if el resumen de pi es 6= NULL then
8: Escribir el resumen en el archivo de salida.
9: if e2i = “ ” then
10: Escribir la primera etiqueta del fichero de clases como e1i y la segunda
como null.
11: else
12: Escribir la primera etiqueta del fichero de clases como e1i y como se-
gunda e2i.
13: end if
14: end if
15: end for
16: end for
Algoritmo 1: Extraccio´n de los datos
3.4.3. Elaboracio´n del conjunto de entrenamiento
Como resultado de la ejecucio´n del me´todo anterior se generaron dos archivos:
uno con los resu´menes de cada bu´squeda, y otro con las etiquetas asociadas a cada
resumen. Como se explico´, la API estaba escrita en Java, pero el software que se
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decidio´ utilizar para generar los conjuntos de entrenamiento estaba escrito en Python.
Por ello, se deb´ıan importar ambos ficheros en una estructura de datos que se pudiera
utilizar en dicho lenguaje. Para facilitarlo, se decidio´ crear una clase que representara
un art´ıculo, el cual estar´ıa formado por el resumen y sus etiquetas, unifica´ndose, de
esta manera, los dos archivos que se hab´ıan generado en el paso anterior.
Una vez se hab´ıan importado ambos archivos, era momento de preprocesar y
limpiar los datos. Dado que los resumenes eran unidades de informacio´n que ca-
da usuario hab´ıa escrito, e´stos variaban en forma y representacio´n, por lo que era
necesario unificarlos. Para ello, se realizo´ lo siguiente:
1. Se elimino´ cualquier d´ıgito que no fuera una letra o un espacio.
2. Se llevo´ a la ra´ız cada palabra (stemming). Este paso es vital para identificar
correctamente la aparicio´n de una misma palabra, pero que difiere en su for-
ma. Por ejemplo, si no se realizara este paso, se considerar´ıan diferentes las
palabras: algoritmo y algoritmos, detectando o detecta´ramos, cuando en esen-
cia representan un mismo concepto: algoritmo y detectar. Adema´s, al llevar a
la ra´ız la palabra, tambie´n se transforman las mayu´sculas a minu´sculas, para
as´ı tampoco diferenciar entre ambos.
3. Se eliminaron aquellos resumenes que no estuvieran en ingle´s.
4. Se eliminaron las palabras ma´s frecuentes del idioma (stop words), en este
caso del ingle´s, a fin de que no interfieran en el ana´lisis de la frecuencia de las
palabras posterior.
Una vez se hubieron aplicado las modificaciones anteriores, era momento de uti-
lizar la librer´ıa scikit-learn, mediante la cual se genero´ la matriz TF-IDF. Esto se
realizo´ mediante la clase TfidfVectorizer, donde se pueden ajustar diferentes
para´metros, de los cuales solo se han utilizado cuatro:
1. norm = ‘L2’: se refiere al me´todo utilizado para la normalizacio´n de los
vectores. En este caso, se ha decidido dejar la normalizacio´n que viene por
defecto, es decir, la L2 (referida, a su vez, a la distancia Eucl´ıdea).
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2. stop words = ‘English’: aunque se comento´ en el proceso anterior que
se eliminaban las palabras frecuentes, es realmente aqu´ı cuando se lleva a ca-
bo. Se decidio´ utilizar esta funcionalidad ofrecida en lugar de realizarla por
separado.
3. analyzer=‘word’: se reﬁere a que´ unidades debe analizar (si caracteres o
palabras).
4. min df =[0.0,1.0]: indica el umbral mı´nimo de frecuencia del documento.
De esta manera, este valor se puede ajustar para obtener ma´s o menos atributos,
un paso clave para no tener demasiados, lo que podr´ıa provocar que el algoritmo
del clasiﬁcador pudiera no resolverlo, o tardara demasiado. Dicho valor se ﬁjo´,
inicialmente, en 0,05.
De esta manera, se creo´ un objeto de dicha clase con las caracter´ısticas ﬁjadas.
Sobre e´l, se puede aplicar un me´todo (fit transform), para que se genere la
matriz TF-IDF sobre el conjunto de datos que se desee, en este caso los resu´menes.
Adema´s, esta librer´ıa permite acceder a las palabras asociadas a cada peso de la
matriz, algo crucial para poder visualizar los atributos.
Se ha decidido incluir un gra´ﬁco que recoja el proceso explicado en este punto,
recogido en la Figura 3.4, para facilitar su comprensio´n.
Figura 3.4: Proceso de preprocesado y limpieza
Despue´s de que se hayan efectuado estos pasos, ya se dispone de los elementos
necesarios para generar el archivo de entrenamiento: las etiquetas, que se correspon-
der´ıan con las clases; los atributos, que ser´ıan las palabras obtenidas despue´s del
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preprocesamiento y limpieza; y, finalmente, las frecuencias asociadas a cada palabra,
generadas en la matriz TF-IDF, que ser´ıa el valor de cada atributo. La forma de dicho
archivo variara´ segu´n sea el software a utilizar para la generacio´n de los modelos.
Pseudoco´digo
El pseudoco´digo referente a lo anteriormente explicado esta´ recogido en el algo-
ritmo 2.
Entrada: archivo de salida con los resu´menes de cada bu´squeda, fichero de clases
con las etiquetas asociadas.
Salida: archivo de entrenamiento
1: Cargar el fichero de resu´menes en un array.
2: Cargar el fichero de clases en un array.
3: Crear un array de clases tipo art´ıculo, con cada resumen y sus etiquetas asociadas
a cada campo.
4: for cada resumen del array de resumenes do
5: Eliminar caracteres que no sean letras o espacios.
6: Eliminar resu´menes que no este´n en ingle´s.
7: Eliminar las stop words.
8: Transformar cada palabra en su correspondiente palabra ra´ız.
9: Guardar como nuevo resumen del objeto art´ıculo el modifcado.
10: end for
11: Se crea la matriz TF-IDF tomando como base los resu´menes modificados.
12: Se llama al algoritmo de generacio´n de fichero de entrenamiento
Algoritmo 2: : Elaboracio´n de los conjuntos de entrenamiento
Generacio´n del fichero de entrenamiento
Se ha decidido realizar una seccio´n aparte para evidenciar que el co´digo hasta
aqu´ı descrito no se deber´ıa modificar si se eligiera otro software para generar los
modelos. Hasta este punto, ya se contar´ıa con todo lo necesario para adaptar la
informacio´n segu´n sean los requerimientos de dicho software.
En este caso, se ha decidido utilizar Meka, que requiere ficheros en formato “.arff”,
Cap´ıtulo 3. Descripcio´n del trabajo realizado 63
pero tambie´n se realizaron diferentes pruebas con otras librer´ıas, como lo es la propia
que ofrece scikit-learn o MULAN, comentadas ya en la Seccio´n 2.5.
El fichero que necesitaba Meka se puede dividir en tres seccio´nes: las clases, los
atributos, y los datos. El primero de ellos, se corresponde a las etiquetas por las cuales
se realizaron las bu´squedas en el mo´dulo anterior. El segundo, a las palabras asociadas
a cada peso recogido en la matriz TF-IDF. Finalmente, el tercero esta´ compuesto
de una fila por art´ıculo, donde figuran los valores de cada documento para las dos
secciones anteriores: el valor de cada clase y los valores de la matriz TF-IDF de cada
atributo para dicho art´ıculo.
La escritura de las clases de cada documento tiene una dificultad an˜adida, pues
tienen que aparecer en el mismo orden que se presentaron en la seccio´n primera. Por
ejemplo, si se dispusiera de cuatro etiquetas: A, B, C y D, y el contenido de un art´ıculo
en part´ıcular estuviera relacionado con dos de ellas, la B y la D, en la fila de datos
que se refiriera a e´l deber´ıa de figurar: {no, si, no, si}. Esto se soluciono´ buscando
cada etiqueta de contenido del art´ıculo en el array que recog´ıa todas las etiquetas, de
tal forma que devolviera la posicio´n que ten´ıa la etiqueta buscada en el array. Este
nu´mero, indicar´ıa cua´ndo se deb´ıa escribir ‘si’.
El pseudoco´digo esta´ recogido en el algoritmo 3.
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Entrada: array de etiquetas, matriz TF-IDF, etiquetas de cada art´ıculo.
Salida: archivo tipo .arff
1: Escribir en el fichero de salida las etiquetas y sus valores posibles.
2: Escribir en el fichero de salida los atributos y su tipo.
3: for cada ejemplo do
4: if la segunda clase del ejemplo es = NULL then
5: Buscar en el array de etiquetas la posicio´n de la clase primera.
6: for cada etiqueta del array do
7: if la posicio´n coincide con la iteracio´n then
8: Escribir en el fichero de salida ‘SI’
9: else
10: Escribir en el fichero de salida ‘NO’
11: end if
12: end for
13: else
14: Buscar en el array de etiquetas la posicio´n de la clase primera.
15: Buscar en el array de etiquetas la posicio´n de la clase segunda.
16: for para cada etiqueta del array do
17: if alguna de las posiciones coincide con la iteracio´n then
18: Escribir en el fichero de salida ‘SI’
19: else
20: Escribir en el fichero de salida ‘NO’
21: end if
22: end for
23: end if
24: Escribir en el fichero de salida el valor de los atributos de la matriz TF-IDF
25: end for
Algoritmo 3: : Generacio´n del Fichero de Entrenamiento
3.4.4. Generacio´n de los modelos y evaluacio´n
Una vez se dispone del fichero de entrenamiento, se puede proceder a utilizar el
software elegido para la generacio´n de los modelos, en este caso Meka. Para ello, no
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ha sido necesario programar nada, pues se ha utilizado la interfaz gra´fica que provee,
lo cual permite reducir el tiempo de aprendizaje de uso. Por lo tanto, so´lo hubo
que configurar el entorno de la prueba, los me´todos que se quer´ıan aplicar, cargar el
fichero de entrenamiento y ejecutar el sistema. Una vez se ha ejecutado, se pueden
visualizar las me´tricas de evaluacio´n en pantalla y guardar si as´ı se requiere. Esta
parte esta´ explicada con ma´s profundidad en el cap´ıtulo 4, pero se ha querido incluir
una mencio´n aqu´ı para que se visualice el sistema en su totalidad.
Cap´ıtulo 4
Evaluacio´n
El propo´sito de esta seccio´n consiste en recoger y documentar las pruebas desa-
rrolladas. En primer lugar, se presentara´n las pruebas cuyo objetivo es comprobar el
correcto funcionamiento del sistema implementado. Una vez realizada dicha compro-
bacio´n, se puede proceder a generar los diferentes modelos, y examinar las diferentes
me´tricas de evaluacio´n que reflejan su comportamiento.
4.1. Funcionamiento del sistema
Las pruebas recogidas en esta seccio´n se refieren a las partes implementadas del
sistema, donde se tratara´ de determinar que esta´n comporta´ndose de la forma desea-
da. Se repasara´, por tanto, las pruebas que fueron pasadas a la API, implementada
en Java, y al fichero relacionado con el procesamiento del texto y la generacio´n del
fichero de entrenamiento, escrito en Python.
4.1.1. API
La primera prueba desarrollada fue referida a la API implementada. E´sta, deb´ıa
comunicarse con BibSonomy y recoger los resu´menes de los textos referidos a las
etiquetas especificadas. Se realizaron, por tanto, dos bu´squedas de forma paralela,
una de forma manual en la pa´gina web y otra a trave´s de la API. Adema´s, el co´digo
desarrollado se modifico´ para poder llevar a cabo dos pruebas:
66
Cap´ıtulo 4. Evaluacio´n 67
1. Los resu´menes de los art´ıculos a los que se acced´ıa en la API ten´ıan el mismo
contenido que en la pa´gina. Para ello, se mostraba por pantalla en el co´digo el
resumenque se hab´ıa conseguido mediante la API, y adema´s se abr´ıan algunos
de los resu´menes mostrados en la pa´gina, comproba´ndose que el contenido era
el mismo.
2. El nu´mero de resu´menes era el mismo en la API que en la bu´squeda manual.
Esto se hizo mediante un contador que recog´ıa cua´ntos resu´menes se hab´ıan
encontrado, nu´mero que tambie´n se puede visualizar en BibSonomy al realizar
una bu´squeda.
En un primer momento, se detecto´ que hab´ıa una diferencia entre los resu´menes
encontrados, obtenie´ndose ma´s en la bu´squeda manual. Profundizando un poco, se
averiguo´ el por que´: no todas las publicaciones dispon´ıan de resumen, pues este
campo puede estar en blanco si el autor no lo incluyo´ en su art´ıculo. De esta manera,
se observo´ que en la API figuraban numerosos resu´menes cuyo valor era null, lo
que se soluciono´ de forma sencilla, comprobando previamente el valor del resumen
antes de incluirlo al documento.
Tambie´n se realizaron pruebas ba´sicas de contenido, a fin de comprobar que la
informacio´n que llegaba por la API era la misma que la recogida en la pa´gina web,
as´ı como bu´squedas por varias etiquetas, para comprobar lo mismo.
Con esto, no solo se comprobo´ que la informacio´n para comenzar el entrenamiento
era la correcta, sino que tambie´n evidencio´ que el espacio de bu´squeda era menor de
lo que se cre´ıa, pues no todos los resu´menes que figuraban serv´ıan.
4.1.2. Python
Una vez se corroboro´ el correcto funcionamiento de la API implementada, se
quisieron verificar los siguientes aspectos del co´digo descrito en Python, cuyo objetivo
era elaborar los conjuntos de entrenamiento:
1. Importacio´n de los datos correcta. La separacio´n de cada resumen se llevo´ a ca-
bo mediante un separador, que fue insertado en la API. En un primer momento,
e´ste fue “abs-”, pero se observo´ que no sal´ıa el mismo nu´mero de resu´menes en
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la API y en Python, por lo que se decidio´ cambiar a un separador ma´s restric-
tivo, en este caso: “ -MiSeparador- ”, consiguie´ndose la separacio´n correcta.
2. Preprocesamiento y limpieza. Una vez aplicados los mecanismos de limpieza, se
visualizaron los resultados, a fin de comprobar que no hab´ıa s´ımbolos o nu´me-
ros, no hab´ıa resu´menes en ingle´s, y todas las palabras hab´ıan sido llevadas a
su ra´ız.
A la hora de generar la matriz TF-IDF, se verifico´ que el nu´mero de filas se
correspond´ıa con el nu´mero de ejemplos obtenidos en la API, a fin de que no se
perdiera alguno. Asimismo, se modifico´ el valor del atributo min df , visualizando
como el nu´mero de atributos se reduc´ıa a medida que ese nu´mero descend´ıa.
Finalmente, para comprobar que la escritura en el fichero era correcta, se veri-
fico´ lo siguiente:
1. El valor de los atributos escritos, correspondiente a la seccio´n de datos del
fichero “.arff”, era menor que el umbral seleccionado al generar la matriz TF-
IDF. Esto no quiere decir que no pudiera haber atributos cuyo valor no fuera
0, sino que de aquellos en que figurara algu´n valor, fuera mayor o igual que
dicho umbral.
2. El valor de las clases que figuraba para cada documento. Esto resultaba sencillo
de comprobar porque en todo momento se guarda el orden de los ejemplos. De
esta manera, los valores de las clases del fichero arff deb´ıan ser iguales que los
especificados en la API.
El fichero resultante se cargo´ en Meka, a fin de corroborar si el formato de dicho
fichero era el correcto.
4.2. Pruebas de comportamiento
El objetivo de esta seccio´n consiste en mostrar el comportamiento de los clasi-
ficadores obtenidos. Para ello, se explicara´, en primer lugar, co´mo se han disen˜ado
esas pruebas, para lo que es necesario tomar las siguientes decisiones:
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Eleccio´n del conjunto de etiquetas: a la hora de desarrollar las pruebas, se
deben elegir que´ etiquetas va a diferenciar el clasificador. Para ello, se expli-
cara´ cua´ntas se han decidido escoger, as´ı como cua´les.
Eleccio´n de la te´cnica de clasificacio´n: dado que Meka ofrece numerosos algo-
ritmos para entrenar al clasificador, se debe decidir cua´les de ellos elegir.
Eleccio´n de las me´tricas de evaluacio´n: de igual forma al punto anterior, Meka
tambie´n ofrece numerosas me´tricas, algunas ma´s interesantes que otras para el
problema a resolver.
Eleccio´n del punto de referencia (baseline): a fin de establecer un valor con
que comparar el valor de las me´tricas obtenidas para los modelos generados,
se debe elegir un me´todo ba´sico de clasificacio´n con que compararlas. De esta
forma, cualquier mejora sobre e´l, supondra´ que la labor de aprendizaje ha sido
exitosa.
Validacio´n de las pruebas: una vez se han disen˜ado las pruebas, se debe espe-
cificar el modo de proceder, es decir, el nu´mero de iteraciones y la eleccio´n del
conjunto de test para validar los resultados.
Una vez se supo co´mo se iban a llevar a cabo las diferentes pruebas, se procedio´ a
ejecutar la primera. Despue´s, se fue variando el conjunto de etiquetas segu´n se iba
observando el comportamiento de los diferentes clasificadores. En cada prueba, se
ha mostrado una tabla resumen donde se recoge que´ etiquetas fueron escogidas para
efectuar la bu´squeda, as´ı como cuantos resu´menes se obtuvieron por cada una de ellas.
Asimismo, por cada prueba, se ha incluido una tabla que recoge el valor obtenido de
las diferentes me´tricas para cada clasificador elegido.
4.2.1. Eleccio´n del conjunto de etiquetas
El primer paso a la hora de efectuar las pruebas se correspond´ıa con la seleccio´n
de clases que iba a diferenciar el clasificador. Esta decisio´n estaba restringida por
los resu´menes que ten´ıa BibSonomy, pues, aunque se quisieran realizar bu´squedas
combinadas de numerosas etiquetas, esto pod´ıa provocar que no hubiera ningu´n
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resumen en la pa´gina con tal especificacio´n. En un primer momento, se decidio´ fijar
en 4 el nu´mero de etiquetas, tenie´ndose que realizar bu´squedas con la combinacio´n
de todas ellas, es decir, 24 = 16. Gracias a que esto se hac´ıa de forma automa´tica
mediante la API, no supon´ıa ningu´n problema.
Para seleccionar las etiquetas que iba a diferenciar el clasificador, se deb´ıa esco-
ger un conjunto que, al combinar entre s´ı dichas etiquetas y realizar las bu´squedas
correspondientes, se lograra un nu´mero suficiente de resu´menes. Para lograrlo, di-
chas etiquetas deb´ıan recoger conceptos que estuvieran relacionados, de tal forma
que un art´ıculo pudiera tratar sobre ellas a la vez. Gracias a BibSonomy esta ta-
rea resulto´ ma´s sencilla, pues, al buscar por una etiqueta, muestra en una seccio´n
las etiquetas relacionadas (related tags), que son aquellas que suelen ser asignadas
juntas en un art´ıculo. Adema´s, la pa´gina web muestra los tags ma´s populares. Se
procedio´ del siguiente modo:
1. Se selecciono´ una etiqueta del conjunto de etiquetas ma´s populares.
2. Al realizar la bu´squeda seleccionada en el paso anterior, se obtuvieron las eti-
quetas relacionadas a ella. De ellas, se escogio´ una.
3. Se realizo´ la bu´squeda con la etiqueta seleccionada en el paso 2. De ella, se
calculo´ la interseccio´n de sus etiquetas relacionadas, con las obtenidas en el
paso 1 y 2. Si se obten´ıa algu´n resultado, ser´ıa la cuarta etiqueta a tener en
cuenta. Si no, se deb´ıa repetir la bu´squeda desde el paso 2.
Tras algunas pruebas, se obtuvieron las siguientes etiquetas, cuyo orden hace
referencia al paso en que se eligieron: {analysis, processing, ai, recognition}. De
esta forma, se puede asegurar que cada una de ellas tiene al resto de etiquetas como
relacionadas.
El siguiente paso consistio´ en introducir las etiquetas en la parte del sistema en-
cargada de recoger los datos, para comprobar si el nu´mero de resu´menes obtenido
era lo suficientemente grande como para aprender de e´l. Asimismo, resultar´ıa intere-
sante que las clases estuvieran balanceadas. En este paso, se detecto´ que, a medida
que se an˜adian etiquetas a la bu´squeda, el nu´mero de ejemplos descend´ıa brusca-
mente. Por ejemplo, si se trataba de buscar por las cuatro etiquetas a la vez, solo
se obten´ıan 121 ejemplos. De esta forma, se decidio´ que, en un primer momento, el
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nu´mero de etiquetas quedar´ıa restringido a 2. Por lo tanto, se realizar´ıan combina-
ciones de pares de un espacio de 4 elementos, sin repeticio´n y sin que importe el
orden: C(4, 2) = 4!
(4−2)!2! = 6.
El nu´mero obtenido de resu´menes por combinacio´n de etiquetas se puede observar
en la Tabla 4.1
Etiqueta 1 Etiqueta 2 Resu´menes
analysis ai 359
analysis processing 212
analysis recognition 264
processing ai 971
processing recognition 211
ai recognition 367
Total 2384
Tabla 4.1: Nu´mero de resu´menes prueba 1
Como se puede observar, las clases esta´n balanceadas excepto para las etiquetas
{processing, ai}, donde se ha obtenido un nu´mero superior a los dema´s.
4.2.2. Eleccio´n de la la te´cnica de clasificacio´n
Una vez se ten´ıa dispuesto el conjunto de entrenamiento, el siguiente paso con-
sist´ıa en elegir que´ algoritmos se iban a utilizar para la clasificacio´n. Como ya se
explico´, se decidio´ usar Meka, donde se pueden escoger una serie amplia de ellos. Se
decidio´ utilizar los siguientes: BR (Binary Relevance), LP (Label Power Set), ECC
(Classifier Chains), RAkEl (Random k-LabEl Pruned Sets), BPNN (Back Propaga-
tion Neural Network). La eleccio´n se llevo´ a cabo de tal forma que hubiera algunos
algoritmos basados en binary relevance (BR, CC), otros en label power set (LP, RA-
kEL) y alguno de adaptacio´n de algoritmos (BPNN). Adema´s, se eligieron aquellos
para los que se hab´ıa estudiado su funcionamiento en este trabajo.
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4.2.3. Eleccio´n de las me´tricas de evaluacio´n
Para comparar los diferentes modelos generados, se deb´ıa elegir una serie de
me´tricas de las ofrecidas por Meka que los evaluaran. De las presentadas en la Sec-
cio´n 2.4.2 (Me´tricas de evaluacio´n), se han elegido las siguientes: accuracy (accu),
hamming-loss (hamm-loss) y F1, micro y macro. Como ya fueron explicadas, so´lo se
quiere hacer una mencio´n a la me´trica F1, pues Meka otorga tres valores referentes a
ella: macro por etiqueta, macro por instancia de entrenamiento (by example), y mi-
cro, mostrando de todas ellas la media. Sin embargo, se ha observado que la me´trica
F1 macro por instancia de entrenamiento y la F1 micro, suelen mostrar valores casi
ide´nticos, por lo que se ha decidido prescindir de la F1 macro by example.
Adema´s, Meka ofrece otro tipo de me´tricas que no han sido analizadas en el
presente trabajo por no ser objeto de e´l, como por ejemplo algunas t´ıpicas de teor´ıa
de conjuntos o las basadas en ranking (one-error o average-precision). Para averiguar
si hab´ıa alguna otra me´trica que pudiera ser interesante para evaluar los modelos
generados, se han estudiado las ofrecidas, eligie´ndose solo 0-1 loss, la cual se define
a continuacio´n.
0-1 loss. Esta funcio´n asigna un coste (loss) de 1 en caso de que se falle en
la prediccio´n de la clase. Su expresio´n formal se ha recogido en la Ecuacio´n 4.1,
donde CX(E) representa la clase predicha por el clasificador X para el ejemplo E, y
C(E) la clase real de dicho ejemplo (Domingos y Pazzani, 1997). Un valor igual a 0
supondr´ıa que no se ha fallado en ninguna prediccio´n, por lo que, a medida que su
valor descienda, mejor sera´ el desempen˜o del clasificador. del clasificador.
0-1 loss = Lx(E) =
{
0 si CX(E) = C(E)
1 en otro caso
(4.1)
Se quiere sen˜alar, asimismo, que durante el estudio de las diferentes me´tricas
ofrecidas por Meka, se encontro´ otra forma de representar la accuracy, y es mediante
el ı´ndice de Jaccard o Jaccard index, que es un estad´ıstico que se utiliza para medir la
similitud y diversidad de un una muestra de conjuntos. Se ha definido en la Ecuacio´n
4.2 (Hwang y Yang, 2014).
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jaccard index(A,B) =
|A ∩B|
|A ∪B| (4.2)
A fin de facilitar el ana´lisis de los resultados, en las tablas donde se recogen
valores de cada prueba, se ha incluido una flecha hacia arriba (↑) o hacia abajo (↓)
al lado del nombre de cada me´trica. De esta forma, la primera significa que se busca
maximizar el valor de la me´trica en cuestio´n, y, la segunda, lo contrario. A modo
resumen, las me´tricas a maximizar son: accuracy (accu), F1-micro, F1-macro, y las
me´tricas a minimizar: hamming-loss (hamm-loss) y 0-1 loss.
4.2.4. Eleccio´n del punto de referencia
A la hora de analizar los valores de las diferentes me´tricas obtenidas, resulta
comu´n establecer un punto de referencia o baseline. Para ello, se elige una te´cnica de
clasificacio´n ba´sica en la que, por ejemplo, a la hora de clasificar un nuevo dato, se
asigne la clase aleatoriamente o la clase mayoritaria. De esta manera, se tendra´ una
serie de me´tricas correspondientes a una clasificacio´n sin aprendizaje. Por tanto,
cualquier mejora sobre ellas, justificara´ la labor de aprendizaje.
En este caso, se considero´ interesante que, como comparativa, se utilizara un
clasificador que asignara la clase mayoritaria a cada ejemplo. Para ello, se analizaron
las posibilidades que ofrec´ıa Meka, y se decidio´ elegir un clasificador de relevancia
binaria (BR) que utilizara para cada clasificacio´n binaria un me´todo denominado
ZeroR. En una clasificacio´n de una sola clase, este me´todo asignar´ıa la clase ma´s
frecuente a toda instancia a clasificar. En este caso, al ser multietiqueta, se aplicar´ıa
la misma idea, pero para cada etiqueta.
A modo de ejemplo, se ha generado la Tabla 4.2, que recoge las decisiones que se
tomar´ıan si se aplicara la te´cnica de zeroR para las etiquetas de la prueba 1. Dicha
Tabla, ha sido construida a partir de los resultados de la Tabla 4.1. La decisio´n de-
pendera´ del nu´mero de resu´menes totales: en este caso, se obtuvieron 2384 resu´menes
totales en la prueba 1: si la suma de cada etiqueta es mayor que la mitad (1192), se
determinara´ que se debe asignar esa clase, y, si es menor, no.
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Etiqueta Nu´mero de resu´menes Decisio´n
ai 359+971+367 = 1697 SI
analysis 359+212+264 = 835 NO
processing 212+971+211 = 1394 SI
recognition 211+367+264 = 842 NO
Tabla 4.2: Ejemplo de decisio´n del clasificador zeroR
De esta manera, para cualquier resumen que se quisiera clasificar, se le asignar´ıan
las etiquetas {ai, processing}, sin analizar ningu´n otro aspecto.
4.2.5. Validacio´n de las pruebas
A la hora de desarrollar cada prueba, se deb´ıa fijar un nu´mero mı´nimo de ejecu-
ciones de tal forma que se analizara el comportamiento de cada clasificador varias
veces, as´ı como el mecanismo de evaluacio´n respecto el conjunto de test. En este
u´ltimo caso, y al estar utilizando el me´todo experimenter de Meka, se dispon´ıan de
dos opciones: validacio´n cruzada, pudie´ndose seleccionar el nu´mero de iteraciones,
y holdout (denominado en Meka como Percentage split), pudie´ndose expresar bajo
que´ porcentaje se quer´ıa aplicar.
Finalmente, se decidio´ que cada prueba estar´ıa formada por cinco repeticiones, es
decir, cada clasificador se ejecutar´ıa cinco veces. Por otro lado, se decidio´ aplicar el
me´todo de validacio´n cruzada con 10 iteraciones, a fin de que los resultados obtenidos
fueran lo suficientemente veraces.
4.2.6. Primera prueba
Para la primera prueba, como ya se ha explicado, se utilizaron las etiquetas:
conjuntop1 = {analysis, processing, ai, recognition}, combina´ndolas de dos en dos,
obtenie´ndose los resultados motrados en la Tabla 4.3. Como se puede observar, los
resultados distan de indicar una buena labor de clasificacio´n, mejora´ndose solo en
algunos casos las me´tricas ofrecidas por el baseline. Se cree que el motivo de esto
puede estar derivado de la naturaleza de las etiquetas. Al estar tan relacionadas,
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los atributos se parecen demasiado como para poder establecer una clasificacio´n
relevante.
Accu ↑ F1 macro ↑ F1 micro ↑ Hamm-loss ↓ 0-1 loss ↓
BR – zeroR 0.5729 0.3421 0.6525 0.3475 0.5864
BPNN 0.4617 0.3692 0.5528 0.4467 0.7266
BR 0.4520 0.3605 0.5540 0.4515 0.7703
CC 0.4782 0.3744 0.5812 0.4188 0.7279
LC 0.4805 0.3932 0.5965 0.4035 0.7516
RakEL 0.4743 0.3948 0.5871 0.4199 0.7527
Tabla 4.3: Resultados prueba 1
Modificacio´n de la prueba 1
En un primer momento, se penso´ que el problema pod´ıa ser que se recog´ıan
pocos atributos, es decir, que el umbral mı´nimo (min df) seleccionado al construir la
matriz TF-IDF era demasiado alto. De esta manera, se redujo su valor de 0,05 a 0,01,
a fin de comprobar si se mejoraba el comportamiento del clasificador, provocando
que el nu´mero de atributos pasara de ser 313 a 1058. El tiempo de construccio´n del
modelo tambie´n se vio incrementado, tardando casi 4 veces ma´s que en la primera
prueba. Los resultados han sido recogidos en la Tabla 4.4. Si se comparan dichos
resultados, se podra´ observar que la mejora es ı´nfima, mientras que el tiempo de
ejecucio´n aumento´ demasiado. Por ello, se decidio´ fijar el umbral en su valor inicial,
0,5, para las dema´s pruebas.
Accu ↑ F1 macro ↑ F1 micro ↑ Hamm-loss ↓ 0-1 loss ↓
BR – zeroR 0.5729 0.3421 0.6525 0.3475 0.5864
BPNN 0.4456 0.3578 0.5317 0.4678 0.7361
BR 0.4311 0.3573 0.5380 0.4658 0.7961
CC 0.4518 0.3668 0.5583 0.4417 0.7613
LC 0.4919 0.3950 0.6025 0.3975 0.7293
RakEL 0.4876 0.3955 0.5948 0.4113 0.7303
Tabla 4.4: Resultados modificacio´n prueba 1
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4.2.7. Segunda prueba
Dados los malos resultados de la primera prueba, se trato´ de encontrar etiquetas
que estuvieran relacionadas, pero sin forzar las combinaciones. De esta manera, se
describieron cinco etiquetas diferentes, con las etiquetas que figuran en el conjuntop2,
combina´ndose de la forma mostrada en la Tabla 4.5. El nu´mero de resu´menes obte-
nido para cada una de ellas tambie´n esta´ recogido en dicha Tabla.
conjuntop2 = {analysis, processing, ai, knowledge, ontology}
Etiqueta 1 Etiqueta 2 Resu´menes
analysis processing 212
analysis ai 359
analysis knowledge 84
processing ai 971
ai ontology 257
knowledge ontology 200
Total 2083
Tabla 4.5: Nu´mero de resu´menes prueba 2
Los resultados de esta prueba han sido recogidos en la Tabla 4.6. Los mejores
resultados se pueden visualizar en los valores correspondientes al clasificador BR con
zeroR, el utilizado para el baseline, lo que significa que la labor de aprendizaje no
hab´ıa sido la correcta.
Accu ↑ F1 macro ↑ F1 micro ↑ Hamm-loss ↓ 0-1 loss ↓
BR – zeroR 0.6871 0.4699 0.7719 0.2737 0.5379
BPNN 0.6128 0.5076 0.7276 0.3266 0.7402
BR 0.6046 0.5012 0.7285 0.3278 0.8205
CC 0.5994 0.4949 0.7219 0.3337 0.7514
LC 0.5810 0.4852 0.7055 0.3534 0.7695
RakEL 0.5914 0.4957 0.7172 0.3435 0.7866
Tabla 4.6: Resultados prueba 2.
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4.2.8. Tercera prueba
Partiendo de los resultados de la prueba anterior, se decidio´ realizar una prueba
con todas las combinaciones de las etiquetas (recogidas en el conjuntop3), esto es,
C(5, 2) = 10 bu´squedas. Dichas combinaciones, as´ı como el nu´mero de resu´menes
conseguido para cada una de ellas, han sido mostrados en la Tabla 4.7.
conjuntop3 = conjuntop2 = {analysis, processing, ai, knowledge, ontology}
Etiqueta 1 Etiqueta 2 Resu´menes
analysis ai 359
analysis knowledge 84
analysis processing 212
analysis ontology 37
ai knowledge 529
ai processing 971
ai ontology 257
knowledge processing 506
knowledge ontology 1200
processing ontology 165
Total 3320
Tabla 4.7: Nu´mero de resu´menes prueba 3
Los resultados de esta prueba han sido recogidos en la Tabla 4.8. Como se puede
observar, ocurrio´ algo parecido a la segunda prueba, donde el aprendizaje parece no
aportar nada a la clasificacio´n.
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Accu ↑ F1 macro ↑ F1 micro ↑ Hamm-loss ↓ 0-1 loss ↓
BR – zeroR 0.6128 0.4579 0.7281 0.3262 0.7127
BPNN 0.5054 0.4795 0.6474 0.4229 0.9231
BR 0.4587 0.4626 0.6097 0.4749 0.9643
CC 0.5233 0.4906 0.6648 0.4022 0.8762
LC 0.5040 0.4894 0.6576 0.4108 0.9391
RakEL 0.4952 0.4917 0.6468 0.4364 0.9490
Tabla 4.8: Resultados prueba 3
4.2.9. Cuarta prueba
Mediante las pruebas anteriores se detecto´ que, si las etiquetas recog´ıan concep-
tos relacionados entre s´ı, la labor de aprendizaje se dificultaba enormemente, pues
el contenido, seguramente, ser´ıa similar. Por ello, se decidio´ utilizar dos conjuntos
de etiquetas con conceptos diferentes: conjunto1p4 = {education, learning, design}
y conjunto2p4 = {ai, analysis, processing}, y realizar bu´squedas con las combina-
ciones entre las etiquetas de cada conjunto. En total, se realizar´ıan 2 · [C(3, 2)] = 6
bu´squedas. El nu´mero de resu´menes encontrado para cada combinacio´n ha sido re-
cogido en la Tabla 4.9.
Etiqueta 1 Etiqueta 2 Resu´menes
education learning 359
education design 206
learning design 403
analysis ai 359
analysis processing 212
ai processing 971
Total 2510
Tabla 4.9: Nu´mero de resu´menes prueba 4
Los resultados de esta prueba han sido recogidos en la Tabla 4.10. En este caso,
el desempen˜o de BPNN es mejor que el realizado por BR con zeroR, por lo que se la
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labor de aprendizaje, s´ı parece aportar algo a la clasificacio´n. De hecho, si se observa
el valor de las me´tricas de los otros clasificadores, tambie´n esta´n por encima del
ofrecido por el baseline, exceptuando el de la me´trica 0-1 loss, que tiende a mostrar
unos buenos valores debido a su configuracio´n.
Accu F1 macro F1 micro Hamm-loss 0-1 loss
BR – zeroR 0.6389 0.5102 0.7397 0.3471 0.6259
BPNN 0.7269 0.5935 0.8264 0.2313 0.7085
BR 0.6982 0.5967 0.8090 0.2558 0.8074
CC 0.6993 0.5919 0.8068 0.2577 0.7093
LC 0.6905 0.5872 0.8007 0.2657 0.7267
RakEL 0.6762 0.6001 0.7937 0.2826 0.8234
Tabla 4.10: Resultados prueba 4
4.2.10. Clasificacio´n de una nueva instancia
Se ha querido mencionar, aunque no ha sido implementado en este sistema, co´mo
se podr´ıa clasificar una nueva instancia. En una tarea habitual de clasificacio´n, para
clasificar una nueva instancia, es necesario obtener su valor para los atributos que
fueron utilizados en el entrenamiento, pues es en base a dichos atributos como el
sistema clasifica. Ahora bien, los atributos en este tipo de clasificadores son obte-
nidos a partir de los textos del entrenamiento, los cuales recogen las palabras ma´s
representativas de esa coleccio´n de textos. A la hora de clasificar un nuevo texto, no
servir´ıa solo con obtener las palabras ma´s representativas de e´l, pues seguramente no
ser´ıan exactamente las mismas que los atributos con los que se entreno´ el clasificador.
En orden de proponer una forma de solventar este problema, se quiere comentar
una forma en la que podr´ıa haberse hecho. Una vez se ha preprocesado el texto que
se quiere clasificar, para lo que valdr´ıa la parte de este sistema disen˜ada para tal
fin, se obtendr´ıan sus propios atributos. Para ello, se calcular´ıa su propia matriz
TF-IDF, en la que en realidad no se tendr´ıa en cuenta ma´s documentos que e´l. Una
vez obtenidos sus atributos, se proceder´ıan a comparar con los obtenidos durante el
entrenamiento, aplica´ndose el siguiente me´todo: si el atributo i coincide con algu´n
atributo de entrenamiento, se asignara´ su valor como valor del nuevo ejemplo para
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dicho atributo de entrenamiento. Si no, su valor sera´ 0. Una vez se tuviera un vector
de atributos igual a los que se utilizaron en el entrenamiento, se podr´ıa proceder a
clasificar el nuevo resumen con el modelo elegido.
El pseudoco´digo de este proceso se ha recogido en el Algoritmo 4.
Entrada: nuevo ejemplo a clasificar, fichero de entrenamiento, modelo entrenado.
Salida: clase del nuevo ejemplo.
1: Se preprocesa el nuevo ejemplo.
2: Se obtiene la matriz TF-IDF del nuevo ejemplo.
3: for cada atributo de entrenamiento do
4: for cada atributo del nuevo ejemplo do
5: if atributo de entrenamiento = atributo del nuevo ejemplo then
6: escribir el valor del atributo del nuevo ejemplo en su vector de atributos.
7: else
8: escribir 0 como valor del atributo del nuevo ejemplo en su vector de atri-
butos.
9: end if
10: end for
11: end for
12: Introducir el nuevo vector con el valor de los atributos del nuevo ejemplo en el
modelo entrenado.
Algoritmo 4: : Clasificacio´n de una nueva instancia
4.3. Conclusiones pruebas de comportamiento
Mediante el desarrollo de las cuatro pruebas de comportamiento, se ha observa-
do la dificultad existente de los clasificadores a la hora de intentar diferenciar entre
etiquetas de a´mbitos muy parecidos. En un primer momento, se penso´ que pod´ıa ser
debido a que se recog´ıan pocos atributos para poder recoger las diferencias ma´s suti-
les, pero como se demostro´ en la modificacio´n de la prueba 1, no se produjo ninguna
mejor´ıa al recoger ma´s atributos. De hecho, so´lo se detecto´ alguna mejor´ıa cuando se
separo´ el a´mbito de conocimiento de las etiquetas. De hecho, aunque pudiera haber
resu´menes que pertenecieran a ambos a´mbitos, no se incluyeron combinaciones que
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los mezclaran, a fin de facilitar la labor de aprendizaje.
En cuanto a los clasificadores, la u´nica prueba que puede servir como referencia
es la u´ltima, donde se detecta una ligera primac´ıa en las me´tricas del me´todo BPNN
sobre las dema´s.
Cap´ıtulo 5
Planificacio´n
La primera reunio´n con el cliente, en este caso el tutor del proyecto, se produjo el
d´ıa 24 de Septiembre de 2015. En ella, se plantearon los diferentes temas que pod´ıan
ser objeto del Trabajo de Fin de Grado, basa´ndose las preferencias personales del
autor, enmarcados dentro del tratamiento del lenguaje natural. En dicha reunio´n,
se concluyo´ que ser´ıa interesante que el trabajo consistiera en el desarrollo de un
clasificador multietiqueta a partir de textos, lo que lo relacionaba con dicho lenguaje
natural. El problema principal consist´ıa en que el autor no ten´ıa conocimiento previo
sobre este tipo de clasificacio´n, por lo que los primeros cuatro meses se dedicaron a
contextualizar la idea. No obstante, cabe sen˜alar que el tiempo que se pudo dedicar a
la bu´squeda de informacio´n del tema propuesto fue reducido por la finalizacio´n de los
estudios del autor. Se puede decir, por lo tanto, que el d´ıa 21 de Enero de 2016, cuando
se produjo la segunda reunio´n, fue cuando se inicio realmente el proyecto como tal.
En cuanto a la fecha l´ımite, se corresponder´ıa con la fecha de entrega de proyecto: el
22 de Junio de 2016. La duracio´n total del proyecto, como puede observarse, ser´ıa de
154 d´ıas. En base al tiempo disponible del autor, se establecio´ cua´ntas horas pod´ıa
dedicarle segu´n una serie de periodos concretos. Esta informacio´n ha sido recogida
en la Tabla 5.1.
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Periodo Dı´as Dedicacio´n Horas
25 de enero - 27 de febrero 34 d´ıas 2h / d´ıa 68
28 de febrero - 1 de junio 95 d´ıas 3h / d´ıa 285
2 de junio - 22 de junio 21 d´ıas 5h / d´ıa 105
Total 458 horas
Tabla 5.1: Dedicacio´n por per´ıodo
A continuacio´n, se han recogido las tareas principales detectadas a la hora de
desarrollar el presente trabajo.
1. Delimitacio´n de la idea del proyecto y revisio´n del estado de la cuestio´n.
2. Fase de Ana´lisis: se deben desarrollar los requisitos, los casos de uso, y todo
diagrama que ayude a comprender que´ debe poder hacer el sistema.
3. Fase de Disen˜o: tomando como base la fase anterior, se debe disen˜ar la arqui-
tectura del sistema.
4. Preparacio´n del entorno de desarrollo: se deben instalar y preparar aquellos
elemento software que vayan a ser necesarios para la implementacio´n.
5. Fase de Implementacio´n: una vez completadas las fases anteriores, se puede
comenzar a desarrollar el sistema. En esta parte es donde ma´s problemas pue-
den surgir, pues no se cuenta con experiencia previa utilizando los sistemas
elegidos.
6. Evaluacio´n: una vez se desarrolla el sistema, se debe comenzar a probar su
correcto funcionamiento y, despue´s, evaluar los modelos generados.
7. Elaboracio´n de la documentacio´n: esta fase puede ser paralelizada respecto a las
dema´s, pues se puede ir generando la memoria a medida que se realizan dichas
fases. No obstante, no podra´ acabar sin que haya finalizado con anterioridad
la u´ltima fase.
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Tomando como base dichas tareas y las horas por periodo anteriormente referidas,
se ha estimado la dedicacio´n por tarea, recogido en la Tabla 5.2. Esto resultara´ u´til
para calcular el presupuesto ofrecido en el cap´ıtulo 6.
Tarea Dı´as Horas/d´ıa Horas totales
Ana´lisis 12 d´ıas 2h / d´ıa 24 horas
Disen˜o 7 d´ıas 2h / d´ıa 14 horas
Preparacio´n entorno 15 d´ıas 2h / d´ıa 30 horas
Implementacio´n 57 d´ıas 3h / d´ıa 171 horas
Evaluacio´n 12 d´ıas 3h / d´ıa 36 horas
Documentacio´n 153 d´ıas variable 183 horas
Total 458 horas
Tabla 5.2: Dedicacio´n por tarea
Lo anteriormente expuesto se ha recogido en el Diagrama de Gantt, observable
en la Figura 5.1, donde se puede observar la referencia temporal de cada una de ellas.
Adema´s, tambie´n puede servir para establecer una secuenciacio´n, de tal forma que
se identifique que´ tareas se deben hacer antes que´ otras, y cua´les se pueden hacer de
manera paralela.
Figura 5.1: Diagrama de Gantt
Cap´ıtulo 6
Presupuesto
En esta seccio´n se van a analizar los diferentes aspectos que pueden suponer un
coste a la hora de desarrollar este proyecto. De esta manera, se podra´ elaborar un
presupuesto que sirva como base para estimar su casote. Estos costes se han decidido
dividir en las siguientes categor´ıas:
1. Salario del personal: se corresponde con el sueldo que habr´ıan percibido las
personas involucradas en el proyecto en funcio´n de las horas dedicadas.
2. Recursos hardware: representa los equipos informa´ticos necesarios para desa-
rrollar el proyecto.
3. Recursos software: representa los programas necesarios para desarrollar el pro-
yecto.
4. Otros costes, como material fungible, viajes y dietas, y costes indirectos: hacen
referencia, por orden, a aquel material que se desgasta por el uso; a los costes
derivados de los desplazamientos y la alimentacio´n; y aquellos costes derivados
de desarrollar el proyecto, como la luz.
La cuantificacio´n de estos costes se ha intentado realizar lo ma´s fiel a la realidad
posible.
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6.1. Salario del personal
En este proyecto, solo ha habido dos personas involucradas: el tutor, que ha
servido de apoyo y gu´ıa, y el autor, que ha desarrollado el sistema representado
diferentes roles segu´n la situacio´n lo requiriera. En la Tabla 6.1 se puede observar
co´mo se ha dividido el salario de este u´ltimo a ﬁn de representar las diferentes facetas
de desarrollo.
Faceta Total horas Coste/hora Coste Total
Analista 24 horas 33e/hora 792 e
Disen˜ador 14 horas 33 e/hora 462 e
Desarrollador 201 horas 25e/hora 5.025e
Pruebas 36 horas 20e/hora 720 e
Documentacio´n 183 horas 15e/hora 2.745e
Total 458 horas 9.744 e
Tabla 6.1: Salario del personal
6.2. Recursos hardware
Para el desarrollo de este proyecto se ha necesitado lo recogido en la Tabla 6.2.
Sin embargo, dado que el proyecto no abarca toda la vida u´til de dichos recursos
hardware, se ha calculado el coste imputable al mismo, recogido en la Tabla 6.3
En dicha Tabla, se han incluido varios campos para calcular el coste imputable al
proyecto, los cuales son:
Coste: precio de mercado.
% de uso: porcentaje de uso del recurso en la realizacio´n de este proyecto.
Dedicacio´n: nu´mero de meses en los que se ha utilizado un recurso determinado.
Para ello, se ha utilizado la duracio´n del proyecto expresada en la planiﬁcacio´n,
es decir, 154 d´ıas (5,13 meses).
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Per´ıodo de depreciacio´n: para el ca´lculo de este per´ıodo, se ha utilizado la
garant´ıa ofrecida por el fabricante. En caso de que no fuera ofrecida ninguna
garant´ıa, se utilizara´ el per´ıodo que se cree que durara´ el bien en perfecto
estado.
Coste imputable: se calcula como la fraccio´n del coste en base a los valores
anteriores. Se ha incluido co´mo calcularlo en la Ecuacio´n 6.1.
Coste-imputable =
coste× % de uso× dedicacio´n
periodo depreciacio´n
(6.1)
Concepto Coste
RH 1 - Toshiba P50-A-12Z Intel i7-4700MQ/8GB/1TB/GT745M/15.6” 917,00 e
RH 2 - Microsoft Wireless Mobile Mouse 1850, nano transceptor plug-and-go 13,99 e
RH 3 - Logitech Keyboard K120 13,95 e
Total 944,94
Tabla 6.2: Recursos hardware - coste total
Concepto Coste % de uso Dedicacio´n
Periodo
depreciacio´n
Coste
imputable
RH 1 917,00 e 100 5,13 meses 24 meses 196 e
RH 2 13,99 e 100 5,13 meses 18 meses 3,99 e
RH 3 13,95 e 100 5,13 meses 24 meses 2,98 e
Total 944,94 e 202,97 e
Tabla 6.3: Recursos hardware - coste imputable
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6.3. Recursos software
Para el desarrollo de este proyecto, han sido necesarios varios programas, los
cuales se van a especiﬁcar aqu´ı. Sin embargo, no ha sido necesario ningu´n desembolso,
pues cuentan con sofrware libre o ha sido posible su acceso gracias a acuerdos con la
Universidad Carlos III de Madrid.
Concepto Precio
Ubuntu 14.04 LTS 0,00 e
Eclipse Version: Mars.1 Release (4.5.1) 0,00 e
Python: scikit-learn + nltk 0,00 e
Meka: A Multi-label Extension to WEKA 0,00 e
Gantt Project 0,00 e
Bu´squeda de documentos Licencia UC3M - 0,00 e
LATEX 0,00 e
Gantt Project - 0e 0,00 e
Total 0,00 e
Tabla 6.4: Recursos software
6.4. Otros costes
Material fungible
Concepto Precio
Cuaderno Croquera 16x21 cms, papel Bond 80 grs, 100 hojas 1,50 e
Bol´ıgrafo Bic Mediano Cristal 0,80e
Total 2,30 e
Tabla 6.5: Material fungible
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Viajes y dietas
En esta seccio´n se han decidido imputar los costes derivados por desplazamiento
para las reuniones con el tutor. El gasto en dietas no se ha decidido incluir por no
ser un gasto directamente imputable al proyecto.
Concepto Precio por viaje No de viajes Total
Viajes 6 e 4 24 e
Tabla 6.6: Viajes y dietas
Costes indirectos
Como costes indirectos, tales como la luz o internet, se ha decidido imputar un
15% de los costes directos.
6.5. Resumen de costes
Los costes directos se pueden observar en la Tabla 6.7.
Coste directos
Salario 9.744 e
Recursos hardware 202,97 e
Recursos software 0 e
Otros costes 26,30 e
Total 9973,27 e
Tabla 6.7: Resumen costes directos
Los costes indirectos, por su parte, se han calculado segu´n lo expresado en la
Ecuacio´n 6.2.
costes indirectos = costes directos× 15% = 9973, 27e × 15% = 1495, 99e (6.2)
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Por lo tanto, los costes totales del proyecto se han recogido en la Tabla 6.8.
Coste totales
Costes directos 9973,27 e
Costes indirectos 1495,99 e
Total 11469,26 e
Tabla 6.8: Costes totales
Cap´ıtulo 7
Conclusiones
Se considera que este trabajo sirve como acercamiento a cualquier problema de
clasificacio´n multietiqueta. Mediante su elaboracio´n, se ha podido detectar el vasto
conocimiento existente sobre e´l, del cual se ha podido recoger solo una parte. Son
numerosos los trabajos realizados poniendo en pra´ctica los me´todos aqu´ı menciona-
dos, pero tambie´n hay muchos otros donde se realizan variaciones sobre ellos, de tal
forma que se logre una mejora en su desempen˜o, o se adapten a un problema en par-
ticular. Cuando se estudiaron las me´tricas de evaluacio´n, se encontro´ cua´nta variedad
se propon´ıa para poder evaluar un sistema, atendiendo a cua´l fuera su naturaleza o
a que´ me´todos se utilizaran. Incluso, cuando se utilizo´ Meka, se descubrieron otras
muchas te´cnicas que podr´ıan servir. Con esta mencio´n se quiere hacer referencia a la
pequen˜a parte que este trabajo ha podido abarcar, pero que supone el primer paso
para conocer la variante multietiqueta de un problema de clasificacio´n.
Algo parecido ocurre con el text mining, pues en este trabajo so´lo se ha aplicado
una te´cnica que se centra en la frecuencia de las palabras en los textos. Sin embargo,
durante la investigacio´n, se detecto´ co´mo se han desarrollado otras formas de analizar
el lenguaje, teniendo en cuenta, por ejemplo, do´nde esta´n situadas las palabras en
una frase o que´ palabras acompan˜an a otras, algo mucho ma´s complejo.
La dificultad asociada a ello se revelo´ cuando se desarrollo´ el sistema y se fueron
encontrando los problemas que se mencionaban en la literatura, como la imposibi-
lidad de tratar con demasiados atributos o la atencio´n que requer´ıa la eleccio´n de
una buena base de datos. A medida que se llevaron a cabo las pruebas, se mani-
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festo´ co´mo la labor de aprendizaje no era tan sencilla como pod´ıa parecer, sino que
se deb´ıan localizar correctamente los ejemplos de entrenamiento. Como se comento´,
si los ejemplos trataban sobre temas muy relacionados, el clasificador no ten´ıa las
herramientas suficientes para diferenciarlos.
No obstante, se ha logrado desarrollar el software mencionado en los objetivos,
con algunas limitaciones que se comentara´n a continuacio´n, pasando por todas las
fases necesarias, y se ha logrado presentar un conocimiento ba´sico para enfrentar
cualquier problema multietiqueta, sobre todo aquellos que se basen en el ana´lisis de
textos.
7.1. L´ıneas futuras de investigacio´n y limitaciones
En esta seccio´n se han querido tratar dos asuntos: las limitaciones del sistema
desarrollado y las l´ıneas futuras de investigacio´n detectadas, es decir, que´ aspectos,
en base a lo desarrollado, podr´ıa ser interesante estudiar como continuacio´n de es-
te TFG. Para finalizar, se ha incluido un repaso sobre una serie de aspectos que se
deber´ıan haber tenido en cuenta a la hora de desarrollar el sistema, y que podr´ıan ser-
vir de gu´ıa si alguien decidiera utilizar alguna de las plataformas aqu´ı mencionadas,
como BibSonomy o Meka.
7.1.1. Limitaciones del sistema
A continuacio´n, se van a mencionar los l´ımites del sistema desarrollado. Dichos
l´ımites, podr´ıan ser solventados si se dispusiera de ma´s tiempo y conocimientos.
El sistema esta´ implementado de tal forma que solo se pueden realizar bu´sque-
das por dos etiquetas. Se hizo as´ı pensando que ser´ıa aumentado a ma´s, pero al
descubrir que en BibSonomy se reduc´ıa el nu´mero de resu´menes a medida que
aumentaba el nu´mero de etiquetas, se decidio´ que no ser´ıa prioridad el buscar
por ma´s de dos. Sin embargo, hubiera sido interesante poder realizar pruebas
con bu´squedas de varias etiquetas para ver que´ tal respond´ıa el sistema.
Para generar los archivos de entrenamiento se deben utilizar textos en ingle´s.
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La evaluacio´n de los modelos esta´ restringida a las me´tricas que ofrece Meka
en su interfaz gra´fica.
El sistema no esta´ preparado para clasificar nuevos ejemplos, aspecto que ya
se ha mencionado co´mo podr´ıa resolverse.
7.1.2. L´ıneas futuras de investigacio´n
El objetivo de esta seccio´n consiste en recoger aquellos aspectos detectados du-
rante la elaboracio´n de este trabajo que podr´ıa ser interesante seguir investigando.
En primer lugar, se quiere mencionar que todas las limitaciones expresadas en la
Seccio´n 7.1.1 marcar´ıan el punto de partida para enriquecer el sistema. Sin embargo,
tratando de mencionar temas que no han sido explorados en este trabajo por exceder
su a´mbito de actuacio´n, se han encontrado los siguientes:
Modelos y me´tricas relacionados con Label Ranking. En este trabajo, solo se
buscaba desarrollar un sistema que fuera capaz de diferenciar entre una serie de
etiquetas que podr´ıan ser atribuidas a un resumen y las que no. Sin embargo, a
medida que se estudio´ el estado de la cuestio´n, se fueron detectando menciones
a este otro tipo de clasificacio´n, donde el objetivo consiste en generar una
jerarqu´ıa ordenada de las etiquetas.
Generar un sistema de recomendacio´n de etiquetas. En el sistema desarrollado,
se han obtenido una serie de palabras que podr´ıan servir para identificar a una
etiqueta en concreto. Si se estableciera algu´n tipo de mecanismo que compa-
rara los atributos de una etiqueta y de otra, podr´ıa establecerse un grado de
similitud entre ellas. Si ese grado de similitud superara un determinado umbral,
podr´ıa considerarse que esta´n relacionadas, siendo interesante recomendar una
cuando se realizaran bu´squedas por la otra y viceversa. De hecho, BibSonomy
hace algo parecido, pues al buscar por un tag, se puede visualizar una serie
de related tags, cuya generacio´n se produce basa´ndose en etiquetas que suelen
aparecer juntas. Podr´ıa ser interesante comparar los dos me´todos menciona-
dos, adema´s de aportar algo al cara´cter social que promueven desde la pa´gina,
pudiendo recomendar etiquetas a los usuarios.
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Profundizar ma´s en los me´todos mencionados en la Seccio´n 2.3.2 Adaptacio´n
de Algoritmos, pues habr´ıa sido interesante investigar que´ modificaciones se
han propuesto sobre algoritmos originales para tratar con la clasificacio´n mul-
tietiqueta.
7.1.3. Aspectos a tener en cuenta
A medida que se iba desarrollando el sistema, se detectaron algunas decisiones que
no habr´ıan sido tomadas as´ı si se hubiera sabido las consecuencias que provocaron.
Se ha considerado u´til mencionarlas aqu´ı, pues suponen un ejemplo de factores a
tener en cuenta si se decidiera utilizar alguno de los sistemas aqu´ı descritos.
BibSonomy. A la hora de elegir que´ base de datos utilizar para obtener las instan-
cias de entrenamiento, se realizo´ una bu´squeda de posibles pa´ginas que cumplieran
con los requisitos establecidos. Sin embargo, no se encontraron muchas que los cum-
plieran. Finalmente, se decidio´ utilizar BibSonomy para as´ı poder comenzar con el
proyecto, pues en un principio parec´ıa ser suficiente para ello. Sin embargo, hubo
algunos aspectos que no se tuvieron en cuenta:
La mayor´ıa los art´ıculos con los que cuenta son en alema´n, de hecho, el grupo de
desarrollo de la pa´gina esta´ formado en su mayor´ıa por personas alemanas. Por
consiguiente, su base de datos en ingle´s es reducida. En un primer acercamiento,
se considero´ que el nu´mero de ejemplos ser´ıa suficiente, pero al observar los
resultados de las pruebas, se cree que hubiera sido interesante tener ma´s, para
as´ı enriquecer la labor de aprendizaje. Adema´s, hay un nu´mero pequen˜o de
etiquetas que cuentan con un nu´mero aceptables de resu´menes, de tal forma que
la generacio´n de diferentes conjuntos de entrenamiento estuvo muy limitada.
Seleccio´n de las etiquetas: a la hora de an˜adir una referencia en BibSonomy,
el usuario debe especificar que´ etiquetas cree que explican el contenido. El
problema se deriva de que los usuarios tienden agregar etiquetas que no recogen
realmente de que´ trata, sino referentes a, por ejemplo, la editorial (Springer),
si es un libro (book) o si la realizacio´n ha sido propia (myown). Este u´ltimo,
por ejemplo, tiene 16043 resultados. De esta forma, al depender la veracidad de
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las etiquetas de la decisio´n de cada usuario, se cree que la labor de aprendizaje
se ha visto dificultada.
Etiquetas compuestas: cuando un usuario especifica que´ etiquetas cree que de-
finen un art´ıculo que esta´ introduciendo, debe separarlas por espacios. Si el tag
es compuesto o trata de dos conceptos que suelen aparecer unidos, el usuario
debe decidir co´mo unirlas. Por ejemplo, si quisiera expresar que un art´ıculo
trata sobre Artificial intelligence, podr´ıa ponerlo como: artificial intelligence o
artificial-intelligence. Eso podr´ıa no ser un problema si, al realizar una bu´sque-
da, Bibsonomy no diferenciara en este tipo de cosas, pero los considera como
etiquetas diferentes.
Disen˜o del sistema en varias plataformas. Cuando se comenzo´ a desarrollar
el sistema, algunas herramientas obligaban el uso de determinada plataforma o len-
guaje. Por ejemplo, la API de BibSonomy es una librer´ıa que esta´ escrita en Java,
y NLTK esta´ escrita en Python. Sin embargo, Meka se decidio´ utilizar a trave´s de
su interfaz gra´fica porque se consideraba que la curva de aprendizaje era demasiado
pronunciada. No obstante, Meka puede tratar directamente con scikit-learn, como
as´ı se especifica en su pa´gina web. La ventaja principal de haber implementado Me-
ka en el co´digo de Python se habr´ıa encontrado a la hora de evaluar los diferentes
modelos, pues se habr´ıa tenido mucha ma´s flexibilidad. Por ejemplo, se podr´ıa haber
accedido a los componentes de la Matriz de Confusio´n por separado. Se cree que esto
podr´ıa haber enriquecido la evaluacio´n.
Ape´ndice A
Resumen de contenidos en ingle´s
A.1. Abstract
The present project has been developed in order to finish the Dual Degree in
Informatics Engineering and Business Administration. This document explains the
process involved in developing a software that automatically generate the main words
needed to label a scientific article from its abstract. To that end, it has been necessary
to know the state of art, that is to say, to exactly define a multi-label problem and
which techniques exists to resolve it. Furthermore, it has been necessary to know
how a text can be transformed so we can extract some attributes that explain its
content.
Once this has been done, the next phases can start: analysis, design and imple-
mentation. The mentioned phases has been appropriately documented and tested in
the evaluation. For that, four modules have been generated: information extraction,
training sets generation, model construction and evaluation.
This project ends with a chapter dedicated to the conclusions, where an overview
of the relevant aspects noticed during the development was made. In addition to
that, the limitations and the future research activities based on this project were
mentioned.
Keywords: multi-label classification, machine learning, text mining
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A.2. Introduction
Nowadays, although many people don’t notice it, machine learning is present
in many aspects of our lives. Examples include automatic spam detection in email
accounts or product recommendation based on individual preferences in a web. Alt-
hough this may seem easy, because we see it very often, it is not: there is a process,
which includes complex algorithms and years of development in order to achieve it.
This process is even more complicated when we deal with natural language: for
a human, it can be easy to read a document and to say a few words to define it.
However, there is a complete field of study when it comes to achieving an automatic
generation. In fact, it will be common to establish several words as keywords, like
those used in this project. This trivial appreciation has meant the development of a
new area of knowledge, in which this multi-label appreciation has been considered.
Precisely, this project focus on that: automatic multi-label text processing.
A.2.1. Motivation
The main reason for choosing this topic is to investigate the multi-label text
classification. In addition to that, it is interesting to move from investigation to
development, in other words, to move from knowing how a problem can be solved,
to actually resolve it.
On the other hand, this project is considered as a starting point for all multi-label
problems, their specific area does not matter. Although the topic of this project is
based on scientific texts, this knowledge can be applied in other multi-label problems.
In the following examples, the multi-label knowledge had been used to:
Image classification and recognition patterns. For example, an image showing
a mountain and a beach at the same time (Boutell et al., 2004), (Li et al.,
2011).
Medical applications: multi-label learning for detecting more that one syndrome
(Liu et al., 2012) or the study of the genome (Clare y King, 2001).
Others applications: relation between music and emotions (Li y Ogihara, 2003)
or dispute resolutions projects forecasting (Chou, 2012).
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A.2.2. Objectives
The aim of this project is to design, implement and evaluate a software that
automatically generate the main words needed to label a scientific article from its
abstract. For that matter, machine learning techniques will be used, specifically,
multi-label classification techniques.
Apart from this main objective, a few secondary objectives have been stated to
be achieved in this project:
1. To research the peculiarities of multi-label classification: from classification
methods to evaluation metrics.
2. To learn the different existing technologies for developing this type of classifi-
cation.
3. To be familiar with the natural language in machine learning tasks.
4. To develop an entire project from start to finish, based on an own idea, un-
derstanding all the stages involved in order to achieve it.
A.2.3. Structure
The present document is divided in the following sections:
Chapter 1: Introduction. The aim of this chapter is to establish a preamble
explaining the choice of the topic and the motivations for doing it.
Chapter 2: State of art. To develop the mentioned software, it is necessary to
understand how we can do it. In this chapter there is an analysis of the techniques
and evaluation metrics used for multi-label classification, a review of text mining
and a reference to the used technologies.
Chapter 3: Description of the work. The phases for developing this project,
based on a certain methodology, are explained in this chapter. These phases are:
analysis, design and implementation.
Ape´ndice A. Resumen de contenidos en ingle´s 100
Chapter 4: Evaluation. Once the software has been developed, it is time to test
it. This can be done by tests to see the correct system performance and behavioral
tests.
Chapter 5: Planning. In this section the temporal plan for developing the project
is shown.
Chapter 6: Budget. In order to place this project in the actual socio-economic
context, a detailed budget has been included.
Chapter 7: Conclusions. For closing this project, a final section with conclusions
has been included. Also, the limitations and future research lines are mentioned.
Chapter 8: Bibliography. Several sources were consulted in order to complete
this work. These sources have been referenced in the text and collected in this section.
A.3. System architecture
The system architecture most suited for the project was based on modules. In this
case, four modules were developed, as can be seen in the Figura A.1. The mentioned
modules are
1. Module 1: information extraction. This module communicates with the web
BibSonomy through an API, this is implemented in Java. The output of this
module consists in two files: one with the abstract and one with the label for
each abstract.
2. Module 2: text processing and feature extraction, this can be done by NLTK
and Scikit-learn, both written in Python. The output of this module is the
TF-IDF Matrix.
Module 2.1.: training file generation. In this module, the training file is
composed taking into account whichever software for training is gonna be used.
In this case, it is Meka.
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3. Module 3: construction of the models and training.
4. Module 4: evaluation. In this module the evaluation metrics are analysed.
Figura A.1: Representation of the system architecture
A.4. Evaluation summary
Referring to the evaluation, four behavioral test have been developed, but only
the last one provides interesting results. The ﬁrst one has also been included to show
the bad performance at the beginning of the tests.
The labels used on the ﬁrst test have been taken up in the Tabla A.1. Also, the
labels used on the fourth test have been taken up in the Tabla A.2.
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Label 1 Label 2 Abstracts
analysis ai 359
analysis processing 212
analysis recognition 264
processing ai 971
processing recognition 211
ai recognition 367
Total 2384
Tabla A.1: Number of abstracts for test 1
Label 1 Label 2 Abstracts
education learning 359
education design 206
learning design 403
analysis ai 359
analysis processing 212
ai processing 971
Total 2510
Tabla A.2: Number of abstracts for test 4
The techniques used for classification were: BR (Binary Relevance), LP (Label
Power Set), ECC (Classifier Chains), RAkEl (Random k-LabEl Pruned Sets) and
BPNN (Back Propagation Neural Network). Also, a base line was included, and it
constitutes a starting point for comparisons. The base line uses an algorithm that
gives the majority class to each instance, generated by binary relevance with zeroR.
The evaluation metrics used were: accuracy (accu), hamming-loss (hamm-loss), F1,
micro y macro and 0-1 loss.
The results for the first test can be seen in Tabla A.3. In that test, the base line
holds the best results, which mean that the training labor is not working well. The
results for the fourth test can be seen in the Tabla A.4. As shown in the mentioned
Tabla, the BPNN holds the bests results. The other test served to conclude the
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following: if the labels were meant to relate two things (like artificial intelligence and
analysis for example), the learning labor was more difficult.
Accu ↑ F1 macro ↑ F1 micro ↑ Hamm-loss ↓ 0-1 loss ↓
BR – zeroR 0.5729 0.3421 0.6525 0.3475 0.5864
BPNN 0.4617 0.3692 0.5528 0.4467 0.7266
BR 0.4520 0.3605 0.5540 0.4515 0.7703
CC 0.4782 0.3744 0.5812 0.4188 0.7279
LC 0.4805 0.3932 0.5965 0.4035 0.7516
RakEL 0.4743 0.3948 0.5871 0.4199 0.7527
Tabla A.3: Results for test 1
Accu ↑ F1 macro ↑ F1 micro ↑ Hamm-loss ↓ 0-1 loss ↓
BR – zeroR 0.6389 0.5102 0.7397 0.3471 0.6259
BPNN 0.7269 0.5935 0.8264 0.2313 0.7085
BR 0.6982 0.5967 0.8090 0.2558 0.8074
CC 0.6993 0.5919 0.8068 0.2577 0.7093
LC 0.6905 0.5872 0.8007 0.2657 0.7267
RakEL 0.6762 0.6001 0.7937 0.2826 0.8234
Tabla A.4: Results for test 4
A.5. Budget summary
In this section, the cost of the project is shown. The direct cost can be seen in
Tabla A.5. The indirect costs can be calculated following ecuation: A.1. Finally, the
total cost of the project is shown in Tabla A.6.
Ape´ndice A. Resumen de contenidos en ingle´s 104
Direct costs
Salaries 9.744 e
Hardware resources 202,97 e
Software resources 0 e
Other 26,30 e
Total 9973,27 e
Tabla A.5: Direct cost summary
indirect costs = direct costs× 15% = 9973, 27e × 15% = 1495, 99e (A.1)
Total costs
Direct costs 9973,27 e
Indirect costs 1495,99 e
Total 11469,26 e
Tabla A.6: Total costs
A.6. Planning summary
This project started on January 21, 2016, and were ﬁnished on June 22, 2016.
Its total duration being 154 days. In this period of time, the following tasks were
developed:
1. Deﬁnition of the project idea and review of the state of art.
2. Analysis phase. In this phase requirements, use cases, and other diagrams were
developed.
3. Design phase: design of the architecture of the system.
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4. Preparation of the development enviroment.
5. Implementation phase.
6. Evaluation.
7. Documentation: in this phase the present document have been developed, with
other tasks being able to be completed at the same time.
The total hours for these tasks are shown in Tabla A.7
Task Days Hours/day Horas totales
Analysis 12 days 2h / day 24 hours
Design 7 days 2h / day 14 hours
Development environment 15 days 2h / day 30 hours
Implementation 57 days 3h / day 171 hours
Evaluation 12 days 3h / day 36 hours
Documentation 153 days variable 183 hours
Total 458 hours
Tabla A.7: Hours per task
A.7. Conclusions
This work is considered to be an approach to any multi-label classification pro-
blem. Thank to the process of doing this project, a vast knowledge of the matter
has been found, although only a small part of it has been recollected in this project.
There are many articles that use the methods presented in this work, but there are
also many others which modify something about them, in order to achieve a better
performance or an adaptation to a concrete problem. When evaluation metrics were
studied, it was found how many of them exists to evaluate a system, taking into
account their nature or whichever methods were used. Even when Meka was used,
other techniques that could have been used where found. This is intended to say that
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this work did not cover all the multi-label field, but it is the first step to understand
it.
There is a similar situation with text mining, because in this work only one
technique were used, focused on the word frequency in texts. However, during the
investigation, other ways to analyse the language were found. For example, they
focus on where the words are in a sentence or what words are near what other
words, something much more complex.
The difficulty associated to it was revealed when the system were developed and
the problems mentioned in the literature were founded, like the impossibility to deal
with too many attributes or the attention that the election of a good database is
required. As tests were conducted, we could saw how the work of learning was not
as simple as it seemed: training examples should be located property. As commented
before, if training examples were very related, the classifier had not got the tools
needed in order to differentiate them.
However, the software mentioned in the objectives, with some limitations that
we comment below, was developed, and it presents the basic knowledge for dealing
with a multi-label problem, in particular the problems based on text mining.
A.7.1. Future research lines and limitations of the system
In this section, two issues are presented: the constrains of the system and the
future research lines detected.
Limitations of the system
And now, the limitations of the development system are introduced:
The system only support searches consisting in two labels. At first, it was
considered to increase that amount, but, in BibSonomy, when you search using
more than two labels, only a few abstracts are shown.
For generating training files, only English texts can be used.
The model evaluation is restricted to the evaluation metrics that Meka offers
in their graphical interface.
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The system is not prepared for classifying new examples.
Future research lines
The aim of this section is to show interesting issues that we can research in order
to continue with this work. First of all, the mentioned limitations would be the
priority.
Models and evaluation metrics related to Label Ranking. In this project, we
only want to develop a system capable of differentiating between two label sets:
related to a certain abstract and not related to it. But there is another way
to do it: the output of the classifier can be making a ranking of labels of all
classes.
Developing a label recommendation system. Based on a certain label, the sys-
tem can be modified to recommend related labels based on its similarity.
Investigating the methods mentioned on Section 2.3.2 Algorithm Adaptation.
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