Abstract. Multilevel algorithms developed for the fast evaluation of integral transforms and the solution of the corresponding integral and integro-di erentialequations rely on smoothnessproperties of the discrete kernel (matrix) and thereby on grid uniformity (see 6], 18]). However, in actual applications, e.g. in contact mechanics, in many cases a substantial increase of e ciency can be obtained using non-uniform grids, since the solution is smooth in large parts of the domain with large gradients that occur only locally.
Introduction. The numerical evaluation of integral transforms (multi-integrals) of the type:
Gu(x) = Z G(x; y)u(y)dy (1) is a common task in many elds in mathematics, physics, and engineering, including: integro-di erential equations, (Fredholm) integral equations, elasticity problems, computer graphics (radiosity), electrostatics, astrophysics, and ab-initio Hartree-Fock chemistry calculations. The evaluation can be a task by itself or be needed in the process of (numerically) solving a (system of) integro-di erential equation(s) in which case u generally is the unknown function.
Discretizing (1) on a grid generally implies that, at the expense of a discretization error, the continuous transform is replaced by a matrix multiplication, or \multi-summation", i.e., the evaluation of the n-vector Gu = Gu given the n n (dense) matrix G and the n-vector u, a task well known also from problems with gravitating masses, vortex schemes, coulombic molecular forces, and other many-body long range interactions.
If the matrix G has arbitrary entries, each of them must enter the calculations and nn (often n = n) operations must be used. In that case there can exist no way which is signi cantly faster than such a straigthforward multiplication. In many applications of interest, however the \discrete kernel" G has certain special properties that can be used. In particular, in most physical problems G ij = G(x i ; y j ) where x i 2 IR d and y j 2 IR d (i.e. x i = (x 1 i ; x 2 i ; :::; x d i ), y j = (y 1 j ; y 2 j ; :::; y d j ) where x i and y j are real numbers) and the kernel G(x; y) has some smoothness properties; usually d = d and often y j = x j . These kernels for example arise in many-body interactions, where y j is the position of the particle with \charge" u j = u(y j ), and Gu i = Gu(x i ) is the total e ect of all particles at point x i . When originating from the discretization of (1), the points x i are usually the points of a grid, and so are the points y j . However, unlike the cases referred to above, the discretization generally yields a mesh-size dependent discrete kernel G ij 6 = G(x i ; y j ); see e.g. 6].
Using speci c properties of the matrix G, a variety of approaches has been introduced to reduce the computational cost of the multi-summation Gu to below the O( nn) operations mentioned above, e.g. using far eld expansions 16 2] , where the complexity reduction is obtained by representation on a suitable set of increasingly coarse base functions. Most of these techniques have restrictions, e.g. a limited accuracy, limitation to potential type kernels, or they require a signi cant amount of matrix manipulations to arrive at the sparse matrix which enables the fast evaluation.
A simple and general approach referred to as multilevel matrix multiplication or multilevel multi-integration was introduced in 6], 7]. This algorithm only relies on the smoothness properties of the matrix G. For example in the case n = n the complexity of the evaluation up to accuracy was reduced by this approach to O(n log 1 loglog 1 ) for smooth kernels, to O(n ln( 1 )) for asymptotically smooth kernels, and to O((n logn)(log( 1 ) d ) if d > 1 and O(n ln( 1 )) if d = 1 for oscillatory kernels. Moreover, when merged with a suitable distributed relaxation and the usual multigrid solution techniques, an associated integral or integro-di erential equation (e.g., nding u given Gu)), can be solved to an error below the discretization error in an amount of work that is only a fraction larger than the work involved in a single evaluation of the discrete transform; see e.g. 6] , 18] .
In this paper the subject of fast evaluation of integral transforms with asymptotically smooth kernels is revisited. In actual applications, e.g. in contact mechanics, in many cases the function u(y) will be smooth in large parts of the domain, and large gradients will occur only locally. It is only in such regions that a ne grid is really needed. Whenever this is the case one can expect local grid re nement techniques (adaptive grids) to yield substantially reduced computing times without loss of accuracy. In addition, local grid re nements may be essential to maintain work-accuracy e ciency in the case that u has some singularity. In principle the multilevel methodology allows such local grid re nements in a very natural way. For partial di erential problems this is shown in e.g. 8], 4], and 9]. The aim of the present work is to develop such techniques for the fast evaluation of integral transforms of the above type, and for the solution of the corresponding integro-di erential equation. However, rst we restrict ourselves to the evaluation only.
In 6] the discrete transform (multisummation) was obtained by discretizing (1) on a uniform grid covering the entire domain. Indeed, if the kernel G(x; y) is smooth, then with a suitable discretization on a uniform grid the discrete kernel G ij will have the same smoothness properties, and the evaluation of Gu on a given grid can (recursively) be replaced by a restriction of u to a coarser grid, a multisummation on this coarser grid, and interpolation to the ner grid (and a local correction if the kernel has a singularity). However, on a non-uniform grid, smoothness of G(x; y) does not entail that G ij is also smooth and therefore a new algorithm had to be developed.
The novelty of this algorithm is that instead of writing the discretized transform as a single discrete transform Gu it is written in a form containing several multisummations G l U l , where for each l, G l ij = G l (x i ; y j ), with G l (x; y) being the l times integrated kernel G(x; y). Each of these multisummations can subsequently be evaluated fast relying only on the smoothness of the continuum kernels G l (x; y), which trivially follows from the smoothness of the continuum kernel G(x; y). Hence, the algorithm allows fast evaluation independent of grid uniformity. This will facilitate the introduction of local re nements, wherever needed.
In addition, due to the use of the integrated kernels, the evaluation can generally be faster and the algorithm allows a minimal (even zero) number of local corrections m and a minimal order of transfer p on the nest grid (where the bulk of the computational work is invested), and only gradually increasing m and p at coarser levels, reaching values O(ln 1 h ) at the coarsest evaluation level. The total work needed to evaluate the transform to the level of accuracy of the employed discretization adds up to O(s d+1 ) operations per gridpoint, where s is the order of discretization and d the dimension of the problem.
The algorithm was tested for a one dimensional model problem with G(x; y) = ln jy ? xj. Detailed results will be presented using both a second and fourth order discretization. For testing purposes, and to compare with 6], uniform grids covering the entire domain were considered rst. This leaves the actual application to locally re ned grid structures for the next step.
2. Discretization. For simplicity below we will restrict the description to a one dimensional problem. The generalization to d dimensional problems will be discussed in section 7.
The domain is subdivided into intervals y j ; y j+1 ]. This will be called the integration-grid. Letũ h j (y) denote an interpolation polynomial of order s, i.e. of degree s ? 1 approximating u(y) on y j ; y j+1 ]. This interpolation is done from a datagrid of points fz j g on which for each point z j , u h j = u(z j ) is given. In that case G h j u h (x) , the contribution of the interval y j ; y j+1 ] to the discrete integral transform G h u h (x), is de ned by:
Let G k (x; y) denote a \family" of kernels de ned recursively:
If G(x; y) is asymptotically smooth, so are all the new kernels. By \asymptotically smooth" we mean that G(x; y) is increasingly smooth with increasing jy ? xj. This is explained in more detail in section 3. Hence, the discrete integral transform is the sum of a series of \boundary terms" and s discrete transforms:
where: The discretization error, i.e. the di erence between (7) and (1), in the case of a uniform grid, per unit length is bounded by j h j ( 1 h) s jju (s) jj jGj; (10) where h is the mesh size, jju (s) jj the maximum of the s derivative of u in , and jGj stands for the average of jG(x; y)j over the integration domain.
Depending on the choice of the integration grid intervals relative to the datagrid, for some l all the terms in S h;l (x) may vanish, namely if U h;l j = 0 for all j. This for example holds for l = 1 if the integration intervals coincide with the intervals of the datagrid (y j = z j ). In the case of a uniform grid this also holds (except perhaps at some endpoints) for any s even and l odd (assuming integration intervals coinciding with data grid intervals, as is natural for s even) or for any s odd and l even (assuming integration interval endpoints coincide with data-grid midpoints y j = (z j + z j?1 )=2, as is natural for s odd). Hence, the number of discrete transforms to be evaluated will usually be s=2 if s is even, and (s + 1)=2 if s is odd. In the cases where (9) At this point it should be noted that the discretization of the integral as used here is the same as used in e.g. 6]. However, in 6], the common approach of condensing (6) to the form
) is used. 6] then exploits the asymptotic smoothness of G h (x; y j ) to obtain a fast evaluation algorithm. Unfortunately, the asymptotic smoothness of G h (x; y) as a function of y depends sensitively on the simultaneous uniformity of the data grid and the integration grid. The core of the new algorithm is that instead of rewriting (6) into such a single discrete transform, it is maintained in its form, and each of the discrete transforms S h;l (x) for which the aforementioned cancellations do not occur, is evaluated separately. As a result the fast evaluation will use only the asymptotic smoothness of the given continuum kernel G(x; y), and the asymptotic smoothness of the continuum kernels G l (x; y) which trivially follows from it, independently of grid uniformity. This will facilitate the introduction of local re nements, wherever needed. Also, the evaluations will be faster, since we will be able to di erentially use the smallness of U h;l j for small l (see (11) ), and the reduced degree of singularity in G l for larger l (see (4) ).
3. Kernel Softening. We assume that the kernel G(x; y) is asymptotically smooth. By this we mean that G(x; y) is increasingly smooth for larger jy ? xj, in such a way that for any given \allowed error" > 0 there exist nonnegative integers m and p for which a \softened kernel" G H (x; y) can be de ned at any \softening scale" H > 0, with the following two properties. Table 2 For the kernel G (ii) G H (x; y) is suitably smooth on the scale H. By this it is meant that, both as a function of x for any xed y, and as a function of y for any xed x, G H (x; y) can be approximated up to an error smaller than by a p-order interpolation from its values on any uniform grid with meshsize H (or smaller). This translates into the requirement that
H (x; y)j O( ) for any (x; y), where G (p) (x; y) stands for any p-order derivative of G H with respect to either x or y, and 3 is a constant depending on the interpolation geometry, 3 = 1=2 for the usual central interpolations.
With the exception of oscillatory kernels, treated in 7], most kernels arising in physics are smooth in a way that a \softening" satisfying (i) and (ii) can easily be provided with m and p rising only slowly for decreasing . In particular, a convenient softening is obtained by de ning (14) with odd = 0 if l is even, and odd = 1 if l is odd. The coe cients A k are Hindependent; for l = 2 and l = 4 and for 2 p 10 they are given in Tables 1 and 2 , together with the maximum of the p?order derivative ofG l H (x; y). An illustration of kernel softening appears in Figure 1 .
Let H denote the mesh size of any grid coarser than h and let fY J g be its gridpoints. The softening property (ii) implies that the value of G H (x; y) can be interpolated from G H (x; Y J ) with only O( ) error. In particular, for any y j on grid h there are interpolation weights w hH jJ such that: (15) for all x. Notice that the summation actually only extends over just p terms (e.g., the terms for which jy j ? Y J j < pH=2, if even p and central interpolation are used).
In the same way, if fx i g are the points of a grid h and fX I g are the points of a grid H coarser than h, there are interpolation weights w hH iI such that for all y: For smallest errors, these p?order interpolations should preferably be central. Near the boundaries non-central interpolations can be used such that all interpolation points are within the problem domain . However, usually G(x; y) is well de ned beyond the boundaries, and central interpolations can be used throughout. 4 . Fast evaluation of the discrete transforms. Let G l H (x; y) denote the softened kernel of G l (x; y) on the scale H. The integration grid points on this scale will be denoted with fY J g. Using softening requirement (I) the discrete transform S h;l (x) (8) can be written as: Assuming m n, the main computational task of evaluating S h;l (x) now is the evaluation of the softened-kernel transform (18) . From softening property (ii), i.e. equation (15) , it follows that, neglecting O( ) errors: Notice that, for a given J, the summation over j actually only involves the points j for which jy j ? y J j < pH=2, hence it is local. U H;l is simply the restriction of U h;l to the coarse (integration)grid H, a procedure referred to as anterpolation in 7] , since it is the adjoint of interpolation (15) .
Next, let fx i g denote the points of the evaluation grid h, i.e. the points in which the integral transform is to be computed, and let fX I g be the points of a similar grid but coarser, with a mesh size H. By the smoothness of G l H (x; y) with respect to the x variable, it follows from (16) Summarizing, the level-h (grid h) multisummation task (17) to obtain S h;l (x i ) for all x i in the level-h evaluation grid, is replaced by: 1. anterpolation from the level-h integration grid points y j to the level-H integration grid points Y J , according to equation (22). 2. coarse grid multi-summation, i.e. (24). 3. interpolation of the result of this summation from the level-H evaluation grid points X I to the level-h evaluation grid points x i , i.e. equation (23).
4. Addition of the local corrections M h;l (x i ) as de ned by equation (19) So far coarser grids (with respect to x and y) with mesh size H were assumed. However, H can not be chosen arbitrarily. For example H must be su ciently close to h, to keep the evaluation of (19) inexpensive. In this respect H = 2h is often convenient. However, if the number of nodes on grid h is n, than the number of nodes on grid H will be roughly N = n=2, which may still be too large to directly calculate (24). In that case, with one minor modi cation, the procedure described above to obtain S h;l (x i ) can also be applied to calculate S 2h;l 2h (X I ). Indeed, equation (24) Subsequently, using the smoothness of G l 4h , direct evaluation of S 2h;l 2h (X I ) using (24) can be replaced by an anterpolation of U 2h;l to grid 4h, a multisummation on grid 4h yielding S 4h;l 4h , interpolation of the result from evaluation grid 4h to evaluation grid 2h, and addition of the grid 2h correction M 2h;l as de ned by (27).
The above described procedure can be repeated recursively until a grid is reached at which direct summation can be done in at most O(n) operations. 5 . Parameter optimization and control. In the previous sections the basic elements of the algorithm were described. The remaining question is the selection of m and p on each of the grids (2h, 4h, etc) that will be used in the process of evaluating each of the transforms S h;l . Below the basic procedure is explained to obtain optimal values of p and m, so as to minimize computational work under the constraint that the incremental evaluation error, is smaller than an estimate for the original negrid discretization error ( = O(h s )). For the example problem G = logjy ? xj this optimization is discussed in detail in appendix B.
For any x the discretization error per unit length of integration, see x2, is bounded by: j h j ( 1 h) s jju (s) jj jGj:
(28) Due to (11) and (15), the error that results from replacing (18) Due to the use of integrated kernels it will usually be possible to employ m = 0 and a certain minimal p (derived from (31) and depending only on l) for several of the nest coarsening H ( provided the basic meshsize h is su ciently small). At large H (i.e., after several coarsening stages), m and p will start to rise, reaching nally the typical size (e.g. O(log 1 )) which in the method of 6] must be used at all coarsenings stages. The rates at which p and m increase need not actually be calculated very precisely: If they increase faster than the necessary rates, no substantial harm (i.e., increased work) is done, since most of the work is anyway still spent at the nest levels with m = 0 and a minimal p. 
From (34) it can be seen that:
ln(g) = c l + l ln(h) ? (l + 1) ln(H);
(35) with c l some constant depending on the geometry of the interpolation, order of discretization, and l. From (32), (33), and (35) it follows that, for a given nest grid mesh size h, m and p will increase logarithmically with increasing coarse grid mesh size. On the other hand, with decreasing H, both m and p decrease, and for H h they reach the limits m = 0 and p l + 1.
The implications for the amount of work performed to obtain the discrete transform are investigated below. p + 4m operations are performed per nest grid point in the anterpolation to grid 2h, the interpolation from grid 2h and the grid h correction. Adding to this the work performed on all the coarser grids, with mesh sizes 4h, .. 2 t h, then, assuming the actual multisummation is performed on a grid with H = h 1=2 , the total work per ne grid point in evaluating S h;l will be: 
B h (x i ) was computed straightforwardly. S h;2 (x i ) for all x i was computed using the fast evaluation algorithm explained in section 4 on a sequence of grids with mesh sizes h, 2h etc. These grids will be referred to as levels and are numbered, starting with the coarsest grid that will be called level 1, the next ner grid being level 2, etc. For the present calculations the coarsest grid (level 1) had 8 + 1 gridpoints (mesh size 1=4), the second coarsest 16+1, (mesh size 1=8), etc. The nest level, with n+1 gridpoints, is denoted by k, thus n = 2 k+2 . To monitor the accuracy of the fast evaluation vs. the discretization error we de ne the error E r k as the average absolute di erence between the analytical integral transform and the discrete integral transform obtained on level k when the multisummation itself is carried out on level r, (r k):
In particular E k k is the L 1 norm of the discretization error on grid k. The minimum objective to be achieved is E r k E k k for r k=2 such that the multisummation on level r requires at most O(n) operations.
As explained in section 5, the softening order p and softening width m depend on the mesh size. Table 3 and Table 4 give E r k obtained in numerical tests with such parameters, for the case s = 2, i.e. 2 nd order discretization. Indeed, the leftmost column giving the discretization error E k k con rms its second order. The results in the tables marked by asterisks denote the cases where gridlevel r, the summation grid, consists of n 1=2 + 1 points. The tables clearly show that with the fast evaluation algorithm as presented, the integral transform can be computed executing the multisummation on a grid with O(n 1=2 ) points at negligable loss of accuracy.
To get a better insight into the error introduced by the fast evaluation at the various levels we have also monitored the incremental error de ned as:
For a given k; r this quantity can be explained as the additional error introduced by the coarsening step from r + 1 to r. Table 5 and Table 6 display this quantity for the cases presented in Table 3 and Table 4 . It shows that the evaluation errors are in most relevant cases (k r k=2), one or several orders of magnitude smaller than the discretization error. As mentioned above, m and p depend on the mesh size. As an example Table 7 gives the values of p and m used on the di erent grids k ? 1; k ? 2; k ? 3 (or in terms of section 4 grids 2h, 4h, 8h) used to obtain S h;2 (x i ) as part of the computation of (G h u h ) k;r (x i ), for k = 12 as presented in Table 3 and Table 4 . Indeed, on the nest grid, and several of the coarser grids no corrections are needed at all. For larger k the number of such grids only increases. This is re ected in the amount of work needed to obtain the discrete transform, as is illustrated in Table 8 which shows the amount of work per nest grid point invested to obtain S h;2 (x i ) for all x i , as a function of the gridlevel k and the summation grid r. Notice that the leftmost column, k = r represents the amount of work per gridpoint if S h;2 (x i ) is computed by a simple multisummation on grid level k. As explained in section 5, asymptotically, i.e. for large enough k, the work per gridpoint should tend to 2p min + 1. As p min = 4 the present results clearly satisfy this prediction. The total work per grid (h) point invested to obtain the discrete transform G h u h itself can be obainted from Table 8 by adding the additional operations needed for the evaluation of B h (x i ). Table 7 m and p on the di erent grid levels k ? t used in the calculation of (G h u h ) k;r (x) as presented in Table 3 and Table 4 (k = 12, 1 t 10). Table 8 Work per gridpoint W invested to obtain S h;2 for the second order (s = 2) model problem. As a second model problem we considered (37) with u(y) = (1?y 4 ), using a s = 4 discretization. Also for this example the integral transform Gu(x) can be computed analytically, which facilitates a detailed check of the accuracy of the developed fast evaluation algorithm. As for the previous example the integration, data, and evaluation grids are chosen to coincide. For each point x i equation (6) 
Compared with the previous example to obtain the discrete integral transform G h u h , now two discrete transforms S h;2 (x i ) and S h;4 (x i ) have to be evaluated. To each of these transforms the algorithm as described in section 4 was applied separately. The values of m and p on the di erent coarser grids used in the evaluation process of S h;2 were computed as described above for the s = 2 example. The values of m and p used in the evaluation process of S h;4 (x i ) were obtained in the same way, but for this case p min was set to 6, the maximum p was set to 16, and c 4 = ?2 was used. Table 9 through 14 show the results in the same way as for the second order example. In Table 9 and Table 10 E r k is given as a function of r and k. The leftmost column of these tables, E k k , shows the anticipated 4 th order convergence of the discrete transform to the analytical transform. Each time the mesh size is halved the discretization error decreases by a factor 16. The results marked by an asterisk indicate the cases were the summation grid r contains n 1=2 + 1 points. As for the previous example for su ciently dense ne grids the algorithm allows E r k E k k with level O(n 1=2 ) points on the summation level. Table 11 and Table 12 give the incremental error IE r k as de ned by (45). These tables indicates that the selected m and p for relevant r ensure that the evaluation error is smaller than the discretization error, although not by an order of magnitude Table 13 m and p on the di erent grid levels k ? t used in the calculation of (G h u h ) k;r (x) as presented in Table 9 and Table 10 (k = 10, 1 t 7). as in many of the cases for the s = 2 model problem. As an illustration, Table 13 gives an example of the values of m and p used on the di erent grids in the evaluation of S h;2 (x i ) and S h;4 (x i ) as part of the computation of (G h u h ) k;r , for k = 10. For both discrete transforms the tendency towards m = 0 and p = p min on the nest grids (where most of the work is invested) is clearly shown. Finally Table 14 shows the total number of operations per gridpoint used in the evaluation of the two discrete transforms. Based on work estimate given in section 5 one would expect the work per gridpoint to tend to 2(p 2 min + p 4 min ) + 2 if p 2 min and p 4 min denote the values of p min used in the evaluation of S h;2 and S h;4 respectively. For the present results this would give 2 (4 + 6) + 2 = 22 operations per gridpoint. Table 14 shows that the actual work per gridpoint is about twice as large: Indeed, for such a one dimensional problem, the asymptotic behaviour would clearly show only on much ner grids; ner in fact than can be calculated with the usual computer precision.
7. Higher Dimensions. In section 2 for simplicity a one dimensional problem was addressed. Below the generalization of our approach to higher dimensions is brie y discussed. As was done in x2 for d = 1, for a given d, equation (55) can be written as the sum of a set of boundary terms, and a series of discrete transforms. In general there will be s d of these transforms. However, depending on the speci cs of the relative positions of the integration grid and the datagrid many cancellations may occur. For example for s even and datagrid and integration grid uniform and coinciding (as is natural for s even), all discrete transforms for which one of the l is odd cancel, except for contributions from the boundary. Similarly, if s is odd and the datagrid points are integration-grid midpoints, as is natural for s odd, all terms for which one of the l is even cancel. In these situations there remain only (s=2) d discrete transforms to be evaluated for s even, and ((s + 1)=2) d for odd s.
A rst estimate of the work per gridpoint to be invested for the evaluation of all discrete transforms can be obtained as follows. The anterpolation from and interpolation to the nest grid can be done one dimension at a time. If the order of tranfer p is the same for all directions, the interpolation and anterpolation each require (1?2 ?d )p operations per ne grid point. Assuming that for each discrete transform S h;l (x) we can use m = 0 and some p = p l min on the nest grid, one obtains that for even s, d+1 for su ciently large s. However, the work needed is actually smaller. If the anterpolation and interpolation are indeed done one dimension at a time, di erent orders of transfer and softening can be used in the di erent dimensions, e.g. p for the order of transfer with respect to the th dimension. The optimal way then is to interpolate rst with respect to the dimension for which p is largest, and last with respect to the dimension for which p is the lowest, and vice versa, to anterpolate with respect to the dimensions in order of ascending p , i.e. treating the lowest order rst. Organized in this way the fast evaluation of a discrete transform S h;l (x; y) with l = (l 1 ; l 2 ; :::; l d ) can use p = l +2 on the nest grid if s is even. The estimated work per gridpoint needed to obtain all discrete transforms can be computed numerically, e.g. see Table 15 where this optimal work is given as a function of s and d for s even.
To get the discrete integral transform itself we have to add the boundary terms. In d dimensions these terms in principle are multisummations over domains of dimension d ? 1. For d = 1 their evaluation has little consequences for the work per gridpoint, but for general d these evaluations should also be done using a multilevel approach. However, in many practical cases this can be avoided by adding external points with u(y) = 0 for y 2= . In that case (11) near the boundary may no longer hold and locally a larger m and p may be needed. However, the extra work involved will be small, and the algorithm in principle enables evaluation using a number of operations per ne grid point that is only a little larger than the work needed for the evaluation of all discrete transforms S h;l (x); see Table 15. 8. Comment on the harmonic kernels. For some special kernels, the integral transform (1) is equivalent to a di erential equation with special boundary conditions. The most common example is the harmonic kernel, given by: :
For this kernel, the evaluation of (1) is equivalent to solving the Poisson equation U = C d U with so-called \absorbing" boundary conditions. A multigrid solver of this problem, discretized to s order accuracy, is estimated to cost roughly W = 6sd operations per gridpoint; see Table 16. From comparing this table with Table 15 it appears that for small s and d the evaluation of the integral transform requires less work per gridpoint than solving the equivalent di erential problem. However, for larger s and d, solving the problem in its di erential form should generally be preferred. 9 . Conclusion. Initiated by the need for local grid re nement techniques in actual applications, a new algorithm has been developed for the fast evaluation of integral transforms with asymptotically smooth kernels. This new algorithm does not depend on the uniformity of the grid for creating a suitably smooth discrete kernel. Rather, it only relies on the asymptotic smoothness of the continuum kernel as it appears in the integral transform. Thereby it facilitates local grid re nements. Also, the evaluations will generally be faster; for a d dimensional problem only O(s d+1 ) operations per gridpoint are needed, if s is the order of discretization, and d the dimension of the problem. This is illustrated by the results obtained for a one dimensional model problem with logarithmic kernel. 10 . Acknowledgement. The authors wish to thank Dr. V. Mikulinsky, for his research leading to the conclusion that a new algorithm was needed, and prof. H. Lee of Murray State University, Murray, Kentucky, U.S.A., for his contribution in the initial phase of the present research. ) and p su ciently large (compared to l), in particular for the p and m as obtained from (i) either m+p=2 m, or m?m?p=2 is small, hence the contribution of this sub-region to the total integral can be shown to be small, at most requiring p to be slightly increased beyond (79).
The approximations made above are only crude estimates. In fact, there is no need for very accurate approximations here, as practical limitations, such as m and p being integers, will prevent us from obtaining the exact optimum anyway. Besides, as explained in x5, the exact rates at which p and m increase can safely be increased, as most of the work is anyway spent at the nest levels (with m = 0 and any convenient p l + 1).
