Regression analysis often requires a selection of explanatory variables X 1 , X 2 , ... X p so shrinkage coefficients can occur that can facilitate the interpretation of the regression equation obtained. In this context, the explanatory variable often has a grouping structure so that a more relevant problem is how to choose groups rather than individuals. Group LASSO and group SCAD are techniques for selecting groups of variables which in many works of literature appear to have advantages over LASSO. In this study, the percentage of live born children in the province of Bali, East Nusa Tenggara and other Indonesia provinces were analyzed and linked to the explanatory variables using the group LASSO and group SCAD methods. The classification of available explanatory variables is grouped based on the theory and results of previous studies. The results show that the best model is the group SCAD method with the smallest AIC, BIC and GCV values. Factors included in the model for Bali province are demographic factors, women's status, and autonomy and the economy. For East Nusa Tenggara province the factors that enter the model are demographics and economics, while generally for Indonesia the factors that are included in the model are demography, women's status, and autonomy and family planning.
Introduction
In regression modeling, some explanatory variables are often considered as one group.
The grouping structure appears in many statistical problem modeling. This method proposes to select the variables that concern to the grouping structure. Grouping arises for various reasons and different modeling objectives. Grouping also utilizes scientifically meaningful prior knowledge [17] . For example in the analysis of gene expression, the same biological pathway genes are considered as one group. Considerations in grouping variables depend on the context of the research. For example, if variables grouping is more meaningful in research, the groupingof the variables is better than choosing individual variables vice versa.
Grouping in the modeling process must consider the benefits obtained like model accuracy and ease of interpretation. These advantages are important to set the case for highdimensional data of which sparsity and variables selection roles are significant for estimation accuracy.
Many researchers have considered group selection problems in various statistical modeling problems. Bakin [2] proposed the Group LASSO and algorithm computation and was further developed by Yuan and Lin [30] . Other researchers also studied the theoretical nature of the Group LASSO that showed the Group LASSO was a consistent group selection method in a random design model for fixed p. Nardi and Rinaldo [23] recommends Group LASSO as its selection consistency in unrepresented conditions, false prediction, and estimation with limited eigenvalue.
Commonly, Group LASSO does not have a consistent characteristic in group selection. It is due to the penalties of the Group LASSO that do not change according to the group coefficients size and lead to biased estimation. However, Yuan and Lin [30] stated the Group LASSO penalty function which is between penalties L 1 and L 2 , an extension of the LASSO method, enables reduction of inconsistencies and asymptotic bias.
Fan and Li [10] stated that the estimator produced by the penalty function must have three characteristics which are unbiasedness, sparsity, and continuity. Fan and Li [10] also proposed the SCAD method that has those three characteristics. Fan and Peng [11] and Kim et al. [19] studied the three characteristics in the SCAD method in high dimensional data. Wang et al. and Guo et al. [13] proposed a Group SCAD approach for group selection with time-varying coefficients. Zeng and Xie [31] studied the strength of Group SCAD combined with L 2 ingroup effect selection.
The LASSO and SCAD Group methods have been widely applied in various fields, such as health, economics, social, weather and in various fields. In addition, both methods have been applied in the case of simulation data.
Population growth is the main problem facing developing countries, one of which is Indonesia. This is especially due to the high fertility rate and if left unchecked it will affect various aspects of life. Increased population growth at this time is due to a decrease in mortality rates earlier and faster than fertility. In 2017, the highest Total Fertility Rate (TFR) occurred in Bali Province at 2.1 while the lowest in East Nusa Tenggara (NTT) Province was 3.4. Considering these conditions, the case study in this study aims to analyze the factors that affect fertility in both provinces at once in Indonesia by using the percentage of live born children as a response variable. The method applied for modeling live born children in Bali Province, NTT Province and Indonesia is the Group LASSO and Group SCAD, which then select the best model from both methods using values Akaike Information Criterion (AIC), the minimum Bayesian Information Criterion (BIC) and Generalized Cross Validation (GCV).
Least Absolute Shrinkage and Selection Operator (LASSO)
Least Absolute Shrinkage and Selection Operator (LASSO)proposed by Tibshirani [28] is a regression analysis method that performs variable selection and regularization to improve the accuracy of the prediction and interpretation of the resulting statistical model. The basic idea of this method comes from Non-negative Garrotte [5] and began to become a concern after developing the Least Angle Regression (LAR) algorithm by Efron, Hastie, Johnstone, and Tibshirani [9] .
In the modeling data set, for example ( 1 , 1 ), … , ( , ) are n pairs of explanatory variables, is the response variable with = 1,2, … , and is LASSO coefficient estimators that minimize the number of equal squares with constraints L 1 [28] , then the estimator of the coefficient on LASSO is defined as follows:
with constraints:
The estimated coefficient using LASSO becomes:
(2) In equation (2) LASSO regression coefficients cannot be obtained in a closed form as in the Smallest Squares Method or Regression Ridge, but must be in the form of squares [28] . The LASSO coefficient is controlled by the parameter which is set by the constraint ≤ =1 . The small value of t causes a number of regression coefficients to be zero [14] so that the variables that have a large influence on the selected model and selected small influential variables are zero. This results in a smaller variety of estimators and efficient models.
Group LASSO
Group LASSO is a generalization of LASSO to select group variables [30] . The grouping of variables aims to facilitate the selection of variables that have similar characteristics. This method selects large group variables with a number that is not the same and gives better results than the LASSO method [16] , [21] .
In linear regression models with p predictors divided into groups and not overlapping, the model can be written as follows:
(3) With y being the vector of the response variable size × 1, is the predictor matrix variable of sized × in the j th group, = 1 , 2 , … , ′ ∈ ℝ are vectors of the regression coefficients in the j th group sized × 1 dan ℇ is the error vector. The Group LASSO estimation is defined as follows:
With ≥ 0 is the tuning parameter and 1 , … , is a positive definite matrix of sized × . Group LASSO estimators are consistently asymptotic even when the complexity of the model increases with an increasing sample size [23] .
Group Smoothly Clipped Absolute Deviation (SCAD)
Fan and Li [10] state that the estimator produced by the penalty function must have three properties, namely unbiasedness, and continuity, then propose the SCAD method which has three traits. Furthermore, Fan and Peng [11] , Kim et al. [19] studied these three properties in the SCAD method with high dimensional data. Next, Wang et al. [24] propose group SCAD to select groups with coefficients that vary in time. Furthermore, Zeng and Xie [31] used SCAD with L 2 penalties in selecting groups.
By considering linear regression models which have variable predictors as many as d divided into p groups and not overlapping, the equations are as follows:
With being the vector of the response variable sized × in the j th group, = =1 . * = 1 * , … , * ∈ is a regression coefficient vector in the j th group, is an error vector. Suppose = 1 , … , with = 1 , … , , then the Group SCAD estimation is as follows:
for > 2 and > 0, with is the tuning parameter. In equation (6) it can be seen that consists of two parts, namely square loss function and Group SCAD penalty. Group SCAD penalties are midway between L 1 penalties and SCAD penalties which can easily select groups.
Cross-Validation
Cross-validation divides data into two parts, namely training data and testing data. Training data is used to determine the value or to compile a model, while testing data is used to test goodness. The cross-validation values obtained are predictors of prediction errors [12] . One method of cross-validation type is k-fold [8] . The cross-validation that should be used is 5-fold and 10-fold cross validation because it produces a Cross Validation (CV) value with a high bias but low variability [4] . In this study, 10-fold cross validation was used to get all three models of children born alive.
Materials and Methods
This study used secondary data derived from Indonesia's 2017 Demographic and Health Survey (IDHS 2017). IDHS data is part of an international Demographic and Health Survey (DHS) program designed to collect fertility, family planning, and maternal and child health data. In line with the research objectives, the samples used in SDKI were 500 people for Bali, 1,327 people for East Nusa Tenggara (NTT), and 31,940 for Indonesia with the Fertile Age Women (WUS) as the observation unit. The response variable used was the logarithm of the percentage of live born children calculated by dividing the number of live born childrenwith the total number of children born to a woman. The result of the calculation transformed in the form of logarithms. The explanatory variables used are grouped based on the theories of Davis and Black [7] , Rusli [26] , and Upadhyay and Hindin [29] . The explanatory variables in this study were 28 which were then formed into 4 groups. Group 1: Demographic factors consist of 6 variables, Group 2: Factors of female status and autonomy consist of 6 variables, Group 3: Economic factors consisting of 9 variables and Group 4: Family Planning Factors consist of 7 variables.
The steps to get the best model on the Group LASSO and Group SCAD methods for cases of live-born children in Bali, NTT, and Indonesia were as follows: 1. Grouping explanatory variables based on theory or information in previous studies. 2. Standardizing response variables and explanatory variables so that they have zero average and a variety of one.
3. Initiating the variable coefficient value with zero. 4. Finding the optimum value of with is the controller parameter in which value is selected from the minimum CVE. In the group SCAD method, the value of a is 4. 5. Performing an iterative process to obtain a convergent value. 6 . Choosing the best model with minimum AIC, BIC and GCV values.
Results and Discussion

Stages of Forming a Model Using Group LASSO and Group SCAD
Grouping variables can utilize previous knowledge or theories that are scientifically meaningful [17] . In this study 28 predictor variables used were grouped into four groups based on previous theories. Davis and Black [7] state that fertility is influenced by social, economic and cultural factors. Mantra [22] states that factors that can affect fertility are demographic factors: composition of age, marital status, age of first marriage, and non-demographic factors: economy, women's status, urbanization, and industrialization. Rusli [26] in his research stated that fertility is influenced by social, economic, demographic, biological and contraceptive use factors. Other studies underlying the grouping of variables is Upadhyay and Hindin [29] . The four groups formed are demographic factors, factors of women's status and autonomy, economic factors and family planning factors.
The group LASSO and the group SCAD want all coefficients in one group to be nonzero (or zero) simultaneously. When in our study we have qualitative variables among predictor variables, then based on Yuan and Lin [30] these variables are formed into dummy variables which will then be selected or not simultaneously in the group selection process.
As emphasized in Simon and Tibshirani [27] , the standardization process is just as important for the group LASSO as LASSO was found first. For this reason, standardization of the LASSO and group SCAD was carried out in the response variable and predictor variable before modeling.
Selection of The Lambda Values
Estimators of group LASSO and group SCAD coefficients are obtained from the optimal selection of . his value is obtained from the minimum CVE (Cross Validation Error). Table 1 shows the optimal selected for the group LASSO and group SCAD methods for each model. It is seen that in the NTT and Indonesia models produce lambda and CVE values that tend to be almost the same in each of the LASSO and SCAD group methods. In the Bali model, the selected lambda value for the group LASSO method is 0.0441 with the CVE value (0.92), while the SCAD group method is 0.0304 with the CVE value (0.91). The group that enters the model is seen in column 5, while for the number of variables that enter the model in column 6. For the Bali and NTT models groups, 1,2 and 3 belong to the LASSO and SCAD group models, except for the NTT model for the group SCAD selected only groups 1 and 3. The Lasso and SCAD group models for Indonesia's selected groups are groups 1, 2 and 4. 
Steps of Group Selection
Estimation of the group LASSO and group SCAD coefficients is done in stages by setting the initial coefficients all to zero. In the pictures (a) and (c) shows the variable predictors selected by the group LASSO and group SCAD methods based on the group. While images (b) and (d) show the stages of the group that entered the model. Figure 1 for the group LASSO and group SCAD models, group 1 is the first group to be followed by group 2, group 3 and the last is group 4. Of the four groups, group 4 is selected from the model because it has a zero coefficient, p. this can be seen in Figures 3 (b) and 3 (d). Based on this, it can be concluded that demographic factors (group 1) consisting of variables of residence, wife's age, age at first marriage, history of pregnancy, age of husband, and marital status have a greater influence than female status and autonomy factors (group 2) and economic factors (group 3), while family planning factors (group 4) did not affect the model of childbirth in Bali Province. This condition is possible because there are several opinions and research that state that the family planning program with two children is considered to be incompatible with Balinese customs, culture, and culture. The family planning program is considered to have broken the generation of Bali which has been around for a long time, namely the breakup of generations of Nyoman and Ketut. The results of this study are supported previous studies thatstate that although family planning programs have been introduced throughout the province, success rates differ in each region. This depends on changes in the social, economic and political situation and policies in the area.
The Selection of groups in both methods for the NTT model obtained different results. The sequences of groups that enter the model in the group LASSO method are groups 1, 3, and 2. In the group of group SCAD method, 2 and 4 do not enter the model. Seen in Figure 2 (d) the lines for the two groups coincide in a straight line at zero, which means that all the coefficients in the group are zero. In this case, it can be seen that the group SCAD method is more stringent in selecting groups compared to the group LASSO method. The same thing happened in NTT province, the family planning factor did not affect the model. Based on previous research, in addition to the level of education, culture greatly influences the number of children born. This is because there is a culture that boys are the successors of the fam (family), besides that they want girls to get belies (mahr), so that if they only have sons, they still want to get a daughter. 
Selection of the Best Model
The best stages of model selection are done by determining the minimum AIC, BIC and GCV values for the three models of live born children in Bali, NTT and Indonesia. In Table 2 it can be seen that the best method for the model of childbirth in Indonesia is the SCAD group method with the values of AIC, BIC, and GCV in a row of 87,086,710; 87,184,620 and 2,728. The selection of the best model in the other two models using the values of AIC, BIC, and GCV looks a little confusing. This is because when viewed from the AIC value, the SCAD group is the best method for the Bali and NTT models, but when viewed from the BIC and GCV values, the opposite results are obtained on the two models. Therefore, in this study, we will see a plot of all AIC, BIC and GCV values obtained based on the results of the 10-fold cross validation used in this study. The plot of the AIC, BIC and GCV values for the group LASSO and group SCAD methods can be seen in Figure 4 . It can be seen that in the nine plots presented in Figure 4 , the AIC, BIC and GCV values in the group SCAD tend to be below the group LASSO especially in the area around the value CVE is the minimum, in other words the values produced in the area tend to be smaller than the group LASSO method. The greater AIC, BIC and GCV values for the group SCAD method occur when the lambda value is between 0.00 to 0.02. The values of AIC, BIC, and GCV tend to be the same for the two methods in the area after the minimum point and increasingly increase as the lambda value increases. So based on the 2017 IDHS data, the SCAD group method is a better method than the LASSO group method. 
Born Children Models in Bali Province, East Nusa Tenggara Province, and Indonesia
The selection of optimum lambda in the group LASSO and group SCAD causes the parameter coefficient estimation to shrink so that groups that are important or influential on the model are still included in the model, while the less important groups will be depreciated to zero and selected from the model so the model becomes more efficient. In the case of live born childrenin the province of Bali, NTT province and Indonesia, the group SCAD is a method that can be said to be better than the group LASSO. Estimates of the parameter coefficients in the group SCAD model for the percentage of live-born children in the province of Bali, NTT province and Indonesia are presented in Table 3 .
BALI
NTT
INDONESIA
Total Fertility Rate (TFR) is a measuring tool to see fertility rates in a region. The NTR province's TFR is always above the national figure from 1970 and is the highest national figure since 2010. Contrary to this, the province of Bali is always below the national figure and includes provinces with low TFR. The demographic factor consists of six predictor variables. In general, from the three models, it can be said that demographic factors have a positive influence on children born alive. This can be seen from the positive sign that tends to be more on the coefficient. In the Balinese model, for example, the area of residence, pregnancy history, and age of the husband have a positive influence, which means that women of childbearing age who live in urban areas do not have pregnancy complications and increase their age, more children will be born alive. The history of pregnancy appears to be the most influential variable in the model because it has the greatest coefficient value. This is in line with researchAbdullah et al [1] which states that the main cause of infant mortality in the first week of life is a complication of pregnancy and childbirth.
The second group also had a positive effect on the models of living children in the provinces of Bali and Indonesia. The better the status and autonomy of women, the more the percentage of live born childrenincreases. One of the things that need to be studied in this study is that education has a negative effect on the model, which means that the higher the education of women will reduce the percentage of live born childrenwho have.
Nine variables are used in group 3, some of which have a positive influence on the model. Four variables have a positive effect on the Bali model, while for the NTT model five variables have a positive effect. Based on this, the researcher concludes that economic factors have a positive influence on both models.
The use of contraceptives, the desire to get more children and family planning resources from magazines in group 4 have a positive influence on the model of live born childrenin Indonesia. In other words, women of childbearing age who use contraceptives, tend to not want many children, and family planning sources from magazines will increase the percentage of live born childrenthey have. The four variables that have a negative influence on the model are the desire of the husband to get children, the ideal number of children, the source of family planning from Radio and Television.
Conclusion
The formation of groups in this study is based on theory and previous research. Four groups were formed consisting of 28 predictor variables. The first group as demographic factors, the second group as a factor of women's status and autonomy, the third group as an economic factor and the last is the Family Planning (KB) group.
The method applied to the case of the percentage of live-born children in the province of Bali, East Nusa Tenggara Province and Indonesia using the 2017 IDHS data is the group LASSO and group SCAD with 10 fold-cross validation. Based on the minimum AIC, BIC and GCV values, the group SCAD can be said to be better than the group LASSO. The factors that influence the percentage of live born childrenin the province of Bali are demographic factors, factors of women's status and autonomy and economic factors. For models in NTT province, only two factors are influential, namely demographic factors and economic factors. While the factors that influence the percentage of live born childrenin Indonesia are demographic factors, factors of women's status and autonomy and family planning factors. 
