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Abstract: In this paper, the finite control set model predictive control is combined with the vector
operation technique to be applied in the control of a three-phase active power filter. Typically, in the
finite control set technique applied to three-phase power converters, eight different vectors are
considered in order to obtain the optimum control signal by minimizing a cost function. On the other
hand, the vector operation technique is based on dividing the grid voltage period into six different
regions. The main advantage of combining both techniques is that for each region the number of
possible voltage vectors to be considered can be reduced to a half, thus reducing the computational
load employed by the control algorithm. Besides, in each region, only two phase-legs are switching
at high frequency while the remaining phase-leg is maintained to a constant dc-voltage value during
this interval. Accordingly, a reduction of the switching losses is obtained. Unlike the typical model
predictive control methods which make use of the discrete differential equations of the converter,
this method considers a Kalman filter in order to improve the behavior of the closed-loop system in
noisy environments. Selected experimental results are exposed in order the demonstrate the validity
of the control proposal.
Keywords: model predictive control; vector operation; active power filter
1. Introduction
The connection of nonlinear loads to the ac grid becomes in non desirable effects such as grid
harmonics. The main task of a shunt active power filter is to compensate such harmonics, and as
a consequence to reduce, as much as possible, the total harmonic distortion (THD) of the currents
injected to the grid [1]. Different methods have been presented in the past in order to improve the
grid power quality, such as passive filters or active power filters [2–4]. Usually, the use of passive
power filters to suppress the current harmonics has been considered in the past due to their low cost.
Nevertheless, the sensitive to system parameters variation become in a resonance problem in these kind
of filters. Conversely, shunt active power filters (SAPFs) can be used to overcome the aforementioned
problems. In contrast to passive power filters, SAPFs are a flexible solution to compensate current
harmonics generated by different types of non-linear loads. Nevertheless, the control of a SAPF is a
challenging control problem since a high control bandwidth is required.
Several techniques addressed to control these kind of power converters have been presented in
the literature, such as sliding mode control (SMC) [3], optimal control [5] and model predictive control
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(MPC) [6–8]. Currently, and thanks to the potential of digital signal processors (DSPs), the MPC is
a promising control method and has several benefits such as fast tracking response, a high control
bandwidth and a very easiest way to include system nonlinearities and constraints [9].
Two different control strategies regarding the MPC algorithms can be adopted: Continuous
Control Set Model Predictive Control (CCS-MPC) and Finite Control Set Model Predictive Control
(FCS-MPC). The former is based on the prediction of the sate variables according to a discrete model
of the converter. These predictions are evaluated in a cost function over a prediction horizon in
order to obtain a sequence of the future control actions. Then, only the first value of this sequence
is considered and the algorithm is computed in each sampling period. This approach has several
advantages such as an improvement of the THD, and the fixed switching frequency. However, a high
amount of calculations are needed in order to solve the cost function which makes this option a more
complex solution. In the latter, the optimization problem is reduced to a finite number of switching
states. Here, the cost function is calculated for every switching state, each one related to a specific
voltage vector. The switching state that minimizes the error between the current and its reference is
then applied to the converter. In this way, the cost function is evaluated in a finite number of times for
each sampling period.
FCS-MPC has been applied as a new method to control power converters [10–12]. As a difference
with other techniques such as PI or PR controllers, this control method is characterized by a direct
drive of the inverter switches without the use of PWM-based techniques. To do this, the optimum
voltage vector is selected according to an specific cost function minimization.
An interesting feature of this control strategy is the very fast transient response and a similar
control bandwidth as the SMC technique. Another attractive performance is the possibility to include
some restrictions due to the flexible nature of the cost function. In general terms, the number of
voltage vectors can be larger than the number of switching states. Therefore, the main goal is to
reduce the number of computations by eliminating some vectors according to some specific conditions.
For instance in [13] the SMC technique is used as a pre-selection task. In this case, the attractive
conditions are used to decide which voltage vectors can be considered.
This paper proposes a combination of the vector operation technique with FCS-MPC in order to
reduce the number of voltage vectors. The main advantage of combining both techniques is that for
each region the number of possible voltage vectors to be considered can be reduced to a half, thus
reducing the computational load employed by the control algorithm. Besides, in each region, only
two phase-legs are switching at high frequency while the remaining phase-leg is maintained to a
constant dc-voltage value during this interval. Accordingly, a reduction of the switching losses is
obtained. Unlike the usual prediction techniques, a Kalman filter (KF) is used to predict the voltage
and current of the SAPF. This solution provides high robustness against system parameters deviations
and noise. The main advantage of this method is that the reference current is generated from the
estimated voltages at the point of common coupling (PCC) in order to obtain the reference currents
without any distortion, even in case of a highly distorted grid.
2. System Modeling
The three-phase SAPF circuit is shown in Figure 1. From this circuit, the following equations for
each phase-leg can be defined as follows:
LF
diFa
dt
=vaN − vnN − vsa (1)
LF
diFb
dt
=vbN − vnN − vsb (2)
LF
diFc
dt
=vcN − vnN − vsc (3)
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These equations can be rewritten in terms of a space vector equation:
LF
d
dt
2
3
(iFa + aiFb + a2iFc) =
2
3
(vaN + avbN + a2vcN)− 23vnN(1 + a+ a
2) +
2
3
(vsa + avsb + a2vsc) (4)
where a = ej
2pi
3 .
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Figure 1. Three-phase shunt active power filter.
Now, by taking into account that 1 + a+ a2 = 0, the aforementioned equation can be rewritten
as follows:
LF
diF
dt
= vap f − vs (5)
where
iF =
2
3
(iFa + aiFb + a2iFc) (6)
vs =
2
3
(vsa + avsb + a2vsc) (7)
vap f =
2
3
vdc(Sa + aSb + a2Sc) (8)
and Si are the switching states such that Si ∈ {0, 1}.
Equation (5) can be separated into the real and imaginary parts corresponding to the α and
β components:
LF
diFα
dt
= vap f α − vsα (9)
LF
diFβ
dt
= vap f β − vsβ (10)
Discrete-Time Model
In the FS-MPC a discrete converter model is required in order to predict the current n samples
ahead. Usually, the predicted current is calculated from the discrete differential equation. Unlike other
papers of the same topic, this paper uses a KF to estimate the current and the PCC voltages of the
SAPF. The implementation of the observer will be presented in the next subsection.
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The proposed continuous model in αβ frame is obtained by combining Equations (9) and (10) with:
dvsα
dt
= −ωovsβ (11)
dvsβ
dt
= ωovsα (12)
From (9)–(12) the following space sate model is obtained:
d
dt
x(t) = Acx(t) + Bcu(t) (13)
y(t) = Cx(t) (14)
where
Ac =

0 0 1/LF 0
0 0 0 1/LF
0 0 0 −ωo
0 0 ωo 0
 (15)
Bc =

−1/LF 0
0 −1/LF
0 0
0 0
 (16)
x =
(
iFα iFβ vsα vsβ
)T
(17)
u =
(
vap f α vap f β
)T
(18)
C =
(
1 0 0 0
0 1 0 0
)
(19)
and ωo the grid angular frequency. The space state model can be discretized according to the first
order approximation. Then, by considering a sampling period Ts we obtain:
x(k+ 1) = Ax(k) + Bu(k) + ηi(k) (20)
y(k) = Cx(k) + wi(k) (21)
where
A ∼= I + AcTs (22)
B ∼= BcTs (23)
and ηi(k) and wi(k) are the process and the measurement noise vectors respectively, which defines the
following noise and process covariance matrices:
R(k) =E{w(k)wT(k)} (24)
Q(k) =E{η(k)ηT(k)} (25)
3. Proposed Control System
The proposed control diagram is depicted in Figure 2. A KF is used in order to estimate the states
variables one sample in advance. The PI controller regulates the filter output voltage and also is used
to obtain the value of the gain k in order to calculate the reference currents. This gain and the state
estimation are the inputs of a cost function. First, a previous vector pre-selection task is done and
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only four possible vectors will be considered. Then, for each one of these selected vectors, the error
between the predicted grid current and its reference is computed in order to find the optimum one
which minimizes the error. Once the optimum is obtained, the switching state associated to this vector
is applied to the converter. In the next sections, this control algorithm is explained in detail.
Kalman
Filter
(28)–(38)iFβ
iFα
PI
control
(27)
v∗dc
vdc
Preselection table
Table 2
and
Cost Function
minimization
(26)
k
xˆ(k+ 1)
Sa
Sb
Sc
vsa vsb vsc
Figure 2. Proposed control system.
4. FCS-MPC with Reduced States
4.1. Principle
The FCS-MPC is based on the predictive control technique where the system under control has
a finite number of switching states. The goal is to obtain the optimum switching state from a cost
function which minimizes the error between a predicted state variable and its reference. According to
the power converter shown in Figure 1, eight switching states should be considered. However, if the
grid voltage is dived in six 60o regions, the number of possible switching states can be reduced to four,
as it will be shown latter. As a consequence, the computational load of the control algorithm will be
clearly reduced.
4.2. Vector Selection Based on Vector Operation
Equation (8) shows that different control switching states result in eight different voltage vectors
which are represented in Figure 3. Accordingly, the voltage vector vap f can take eight different
values for each switching state. In Table 1, the SAPF voltage,vap f , is represented according to each
switching state:
Im
Re
V2 = (1,1,0)V3 = (0,1,0)
V4 = (0,1,1)
V5 = (0,0,1) V6 = (1,0,1)
V1 = (1,0,0)
V0 = V7 = (0,0,0)
Figure 3. Voltage vectors. Notes: Re{vap f } = vap f α and Im{vap f } = vap f β.
Energies 2017, 10, 1553 6 of 14
Table 1. Switching states and voltage vectors.
Sa Sb Sc vap f
0 0 0 V0 = 0
1 0 0 V1 = 23vdc
1 1 0 V2 = 13vdc + j
√
3
3 vdc
0 1 0 V3 = − 13vdc + j
√
3
3 vdc
0 1 1 V4 = − 23vdc
0 0 1 V5 = − 13vdc − j
√
3
3 vdc
1 0 1 V6 = 13vdc − j
√
3
3 vdc
1 1 1 V7 = 0
According to the sign of the grid voltages, the grid period can be divided into six 60o regions.
Figure 4 shows one period of the three-phase grid voltages. As it can be seen, only two grid voltages
have the same sign (positive or negative) in each region, and their corresponding phase-legs are
selected as high frequency legs. Note that, the remaining phase-leg is maintained to a constant dc
voltage, vdc or −vdc which is determined according to the vector operation technique [14], as follows:
• when the sign of two grid voltages is positive, the top switch of the remaining phase-leg is set in
OFF state while the bottom switch is in ON state during this interval.
• when the sign of two grid voltages is negative, the top switch of the remaining phase-leg is set in
ON state while the bottom switch is in OFF state during this interval.
With this solution the eight possible vectors are reduced to four, in each 60o region (Figure 4).
Therefore, only four vectors will be considered in the computation of the optimum voltage vector to be
applied to the power converter.
Looking at Figure 4 and according to Table 1, the algorithm can be summarized as shown Table 2
where 1 is related to vdc and 0 to −vdc.
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Figure 4. Three-phase grid voltages and sixty degrees regions.
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Table 2. Pre-selection voltage vectors for each region.
Region vsa vsb vsc Sa Sb Sc vap f
0–60o + + − × × 0 V0, V1, V2, V3
60–120o − + − × 1 × V2, V3, V4, V7
120–180o − + + 0 × × V0, V3, V4, V5
180–240o − − + × × 1 V4, V5, V6, V7
240–300o + − + × 0 × V0, V1, V5, V7
300–360o + − − 1 × × V1, V2, V6, V7
Where symbols + and − are related to the positive or negative signs of the grid voltage and the
symbol × is related to the high frequency phase-legs. As it can be seen, the combination of the FS-MPC
with the vector operation techniques leads to a reduction to a half of the number of voltage vectors to
be considered in each region, and as a consequence, a reduction of the computational time.
4.3. Cost Function Minimization Procedure
As mentioned before, a cost function is used to select the adequate converter voltage vector which
satisfies the minimum error between the grid current and its reference. Then, the switching state which
provides the optimal voltage vector is applied to control the SAPF. Let us define the following cost
function in αβ frame:
g = |iˆ∗sα − iˆsα|+ |iˆ∗sβ − iˆsβ| (26)
where iˆ∗sα = kvˆsα and iˆ∗sβ = kvˆsβ are the reference currents obtained from the estimated PCC voltages,
and iˆsα = iˆFα + iLα and iˆsβ = iˆFβ + iLβ are the estimated grid currents, being iLα and iLβ the load
currents, and k a gain obtained from a Proportional-Integral (PI) controller, and expressed as:
k = kp(v∗dc − vdc) + ki
∫ t
−∞
(v∗dc − vdc)dτ (27)
with kp and ki the proportional and integral gains respectively.
4.4. Kalman Filter
In order to reduce the noise of the close loop system, a Kalman filter is considered in this paper as
an alternative to other prediction methods [8]. A prediction of the filter currents and the PCC voltages
are obtained in order to be used in a cost function presented in the next section. A modification in
the KF algorithm is adopted in order to compensate the delay between the control process and the
sampling instant [15]. The main idea consist on substituting the measurement y(k) for y(k+ 1) in
Equation (21). For a better understanding, a brief explanation of the KF algorithm is presented below.
However, in [15], a block diagram of the modified KF algorithm is presented in order to understand
clearly the its implementation.
The KF can be considered as an optimum state observer in presence of noise. Then, the main idea
consist of obtaining the best estimation of the states but eliminating the effect of the noise. For this
purpose the Kalman gain is computed according to the noise covariance matrix in order to minimize
the mean square error between the measured values of the states and the predicted ones. The Kalman
gain expression is as follows:
L(k) = P−(k)CT(CP−(k)CT + R(k))−1. (28)
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where P−(k) is the a priori error covariance and R(k) is given by (24). The implementation of the
traditional KF algorithm has two parts: (1) measurement update and (2) time update. The recursive
steps are defined as follows:
First, in the measurement update step, the measurements and the error covariance matrix is
computed as follows:
xˆ(k) = xˆ−(k) + L(k)(y(k)− Cxˆ−(k)) (29)
P(k) = (I− L(k)C)P−(k) (30)
where I is the identity matrix and L(k) is the Kalman gain defined in (28).
In the next step, the time update step, a new prediction of the states and the error covariance
matrix is done, that is:
xˆ−(k+ 1) = xˆ(k) + Bu(k) (31)
P−(k+ 1) = AP(k)AT + Q(k) (32)
Note that in this procedure, the algorithm is estimating the states at time k, since the measurement,
y(k), is obtained also at time k. Therefore, in order to overcome the system delay between the sampling
time and the control precoces, a modification in the traditional KF is adopted. As mentioned before,
the modified KF algorithm substitutes the value of y(k) for y(k+ 1) in order to estimate one step in
advance, thus compensating any delay in the system. Then, the modified algorithm is obtained by
substituting (29) in (31) but using y(k+ 1) instead of y(k) obtaining:
xˆ−(k+ 1) = Axˆ(k) + Bu(k) = A(xˆ−(k) + L(k)(y(k+ 1)− Cxˆ−(k))) + Bu(k)
= A(I− L(k)C)xˆ−(k) + Bu(k) + AL(k)y(k+ 1) (33)
Since the value of the sample y(k+ 1) is unknown, this term must be removed from the observer
equation. For this purpose an auxiliary variable F(k) is used:
xˆ−(k) = F(k) + L(k− 1)y(k) (34)
then
F(k) = xˆ−(k)−AL(k− 1)y(k) (35)
or at the sampling instant k+ 1:
F(k+ 1) = xˆ−(k+ 1)−AL(k)y(k+ 1) (36)
Now, using (33) in (36) the term y(k+ 1) is cancelled in the expression of F(k):
F(k+ 1) = A(I− L(k)C)xˆ−(k) + Bu(k) (37)
and replacing (34) in (37) we obtain the final recursive expression for F(k):
F(k+ 1) = A(I− L(k)C)(F(k) + L(k− 1)y(k)) + Bu(k) (38)
Equation (38) is computed recursively in order to obtain F(k). Then, F(k) is used in (34) in order
to obtain the estimated states one sample in advance. The final step is to update this estimation using
Equation (29).
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5. Experimental Results
The prototype of the SAPF is shown if Figure 5. The prototype has been built using a 4.5-kVA
SEMICRON full-bridge as the power converter and a TMS320F28M36 floating point DSP as the control
platform. The grid is generated using a PACIFIC 360-AMX source. The system parameters are listed in
Table 3.
Figure 5. SAPF prototype.
Table 3. System parameters.
Symbol Description Value
LF Filter input inductance 5 mH
C Output capacitor 1500 µF
vdc dc voltage 400 V
fs Sampling frequency 40 kHz
fsw Switching frequency 4 kHz
fgrid Grid frequency 60 Hz
Vgrid Grid voltage 110 Vrms
Lg Grid inductance 0.5 mH
kp Proportional gain 0.03
ki Integral gain 0.5
RL Load resistor 48 Ω–24 Ω
LL Load inductance 5 mH
CL Load capacitor 100 µF
Ri(k) Single phase system noise power 0.24 V2
Qi(k) Process covariance matrix 0.005I3
5.1. Response of the SAPF to Load Variations
Figure 6 show the main waveforms of the SAPF in case of a sudden load step change. The changes
in the load are from full-load to half-load and half-load to full-load. The figure shows from top to
bottom the grid currents, the non-linear load currents, the filter currents and the output voltage.
It can be observed from the figure that the distortion caused by the load is perfectly compensated
by the filter, providing sinusoidal grid currents. In order to validate the performances of the SAPF,
the harmonic spectrum of the grid current for phase-leg a is shown. Figure 7 compares the THD after
and before the compensation. Figure 7a shows the spectrum before compensation, which THD is
24.08% while Figure 7b shows the spectrum of the grid currents after the filter compensation which
THD is 2.04%. An important reduction of the THD is achieved showing the good performances of the
control algorithm.
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Figure 6. A sudden step change in the load from full-load to half-load and half-load to full-load.
From top to bottom, grid currents (5 A/div), load currents (5 A/div), filter currents (5 A/div), output
voltage (50 V/div).
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Figure 7. Cont.
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Figure 7. Grid current harmonics for phase-leg a: (a) Before compensation, (b) after compensation.
5.2. SAPF Performances under a Distorted Grid
In Figure 8 the performances of the proposed controller in the case of a distorted grid is presented.
This figure illustrates from top to bottom: the grid currents, the load currents and the distorted grid
voltages which THD is around 14%. Even in case of grid harmonics, the grid currents are practically
sinusoidal thanks to the good estimation of the grid voltages which allows to generate the reference
current only with the fundamental component of the grid voltage. This is an interesting property of
the proposed method since any synchronization system as for instance a phase-locked loop (PLL) is
not needed. Note that by augmenting the number of harmonics in system matrix (15), an estimation of
the n-harmonics can be performed.
Figure 8. Grid voltages (50 V/div) with THD = 14%, and load currents and grid currents (5 A/div).
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5.3. SAPF Performances under Grid Voltage Sags
In Figure 9 the VSI performances when a grid voltage sag is done. The sag is characterized by
a positive and negative sequences of V+ = 0.8 p.u. and V− = 0.4 p.u. respectively. The phase angle
between sequences is around φ = −pi/6. The reference currents can be obtained using only the
positive sequence of the PCC voltages according to iˆ∗a,b,c =
P∗
|vˆ+ |2 vˆ
+
a,b,c. In order to obtain the positive
sequences, the expressions presented in [16] can be used. Since the grid current tracks only the positive
sequence of the PCC voltage, the current amplitude is maintained constant during the voltage sag.
Figure 9. From top to bottom: grid currents (5 A/div), load currents (5 A/div) and grid voltages
(50 V/div) under unbalanced grid fault.
6. Comparative Analysis
In this section a comparison between the proposed control algorithm with the conventional
FCS-MPC is performed. Table 4, gives a comparison based on the execution time tex of the controller,
computational load and memory usage in bytes is performed. The computational load can be computed
according to:
Load(%) = fs × tex × 100 (39)
As shown Table 4, the execution time for the complete control algorithm is around 15 µs (this is the
case of considering only four vectors). In case of considering eight vectors (traditional FCS-MPC), the
execution time is increased up to 23 µs, as expected. The KF is designed according to [3], where only
the Kalman gain for one phase leg is computed, and considered equal for the remaining phases. This is
because the system noise is similar in the three-phase legs. With this assumption, the time employed
by the KF in the traditional FCS-MPC (eight vectors) is around 18 µs, while in case of the proposed
method (four vectors) is reduced to 10 µs. Note that, this reduction is not exactly proportional to the
number of voltage vectors. The remaining time to complete the values presented in Table 4, is due to
the remaining parts of the control algorithm.
In order to obtain the execution time, one timer of the DSP is used to measure the time of the
controller task. In the conventional FCS-MPC the prediction of the grid voltages and currents is done
eight times, one time for each vector, while with the proposed control algorithm this computation is
reduced to only four vectors in each sampling period. As it can be seen, the total time employed by the
algorithm is noticeably smaller. Thanks to this, the sampling frequency can be increased from 40 kHz
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in the conventional FCS-MPC up to 60 kHz for the proposed control algorithm. In the same way as in
SMC happens, the relation between sampling frequency and switching frequency should be around
ten. Then, the increment of the switching frequency yields to an improvement of the THD of the grid
currents. One advantage of the proposed controller is that the algorithm can be implemented in the
traditional signal processor without the necessity of using faster processor such as Field Programmable
Gate Arrays (FPGAs).
Table 4. Comparative analysis.
Algorithm fs tex Load (%) Mem. Averaged fsw THD
Conventional MPC 40 kHz 23 µs 92 11,146 4 kHz 2.1%
Proposed MPC 60 kHz 15 µs 90 8149 6 kHz 1.6%
7. Conclusions
In this paper, a combination between the FCS-MPC and the vector operation technique has been
presented. The main advantage of combining both techniques is that for each region the number
of possible voltage vectors to be considered is reduced to a half, thus reducing the computational
load of the control algorithm. Besides, in each region, only two phase-legs are switching at high
frequency while the remaining phase-leg is maintained to a constant voltage value during this interval.
Accordingly, a reduction of the switching losses is obtained. As a difference with other MPC proposals,
the proposed control algorithm make use of a KF in order to predict one sample ahead the three-phase
currents and PCC voltages. Selected experimental results have been reported to prove the validity of
the proposed controller.
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