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ABSTRACT
Cyclostationarij and finite wordlength issues which are particularly relevant 
for digital control systems operating under a fast sampling rate are considered in 
this thesis.
The properties of some cyclostationary processes which may result as a 
consequence of implementing a digital controller are investigated. A state space
translational representation of a cyclostationary process is developed and is used to 
characterize two classes of first and second order processes. A first order
approximation of a harmonic series representation is also examined.
A minimax quadratic cost function which takes into account the periodic nature 
of the statistics is defined and optimized. The resulting linear state feedback law 
improves the intersample behavior of the digitally controlled systems. In particular, 
the minimax variance regulator which is proposed as a new design method for 
regulating the output variance offers a significant improvement over the classical 
minimum variance regulator.
A conventional optimal state prediction algorithm is developed under the 
assumption that the system is driven by (wide sense) stationary disturbances. The 
consequences of cyclostationary disturbances on the optimal state estimation is also 
explored in this thesis. For a single rate case (ie. equal control and output sampling 
rates), it is shown that synchronous measurement and control is not necessarily 
optimal. A multirate state predictor is designed to produce the optimal state vector 
prediction based on some N measurements where N is the ratio between the output 
and control sampling rates.
In practice, when sampling rates are high or on-board facilities are limited, low 
precision algorithms must be implemented. In this thesis, the finite wordlength 
constraint is directly incorporated into the design of a linear quadratic Gaussian 
regulator. The optimal finite state wordlength regulator problem involves the problem
of finding the optimal Kalman filter and controller gains, and of selecting the 
optimal structure. An iterative procedure is proposed for solving these problems.
The finite coefficient wordlength consideration in the implementation of a linear 
quadratic regulator is also discussed. The integer residue correction schemes is 
incorporated in the design.
In terms of structural complexity, the optimum structure is inappropriate for 
implementation since in general all coefficients are neither zero nor one. A delay 
replaced direct form (DRDF) structure is proposed instead. The DRDF structure is a 
good candidate since it has low complexity structure and low sensitivity to 
coefficients change due to a finite coefficient wordlength implementation. The DRDF 
structure can be derived directly from a given default structure by using the 
procedures which are developed in this thesis. The procedures are developed for 
both single-input single-ouput and multi-input multi-output systems.
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CHAPTER 1
INTRODUCTION
1.1 MOTIVATION
Since the early sixties, various methods have been developed for designing 
digital compensators. The early development concerned the translation of analog 
design; digital PID-controllers [Goff (1966)] and digital re-design (or discretization of 
continuous-time controllers) [Kuo (1963)] are classical examples. Modern approaches 
which are inspired by the development of the state-space theory include optimal 
regulators, pole-placement design, observer theory and optimal filtering [Kwakernaak 
and Sivan (1972), Anderson and Moore (1979), Franklin and Powell (1980), Äström 
and Wittenmark (1984)]. Adaptive version of these design have also been investigated 
in recent years [Goodwin and Sin (1984), Äström and Wittenmark (1984)]. Most 
digital design techniques have two things in common. First, the attention is often 
focussed entirely on the sample data response ignoring the intersample behavior. 
Secondly, the compensators are typically designed assuming the availability of an 
infinite (ie. sufficiently high) precision computer system ignoring the fact that 
‘on-board’ facilities are usually limited.
From an analytical point of view, the simplest way of controlling a 
continuous-time system via a digital computer is to generate the control law as a 
pulse-amplitude-modulated (PAM) signal with constant period; that is, to produce the 
continuous control signal u(t) from the sequence (u(kTc)} which is updated at the 
rate 1/TC. At the digital-to-analog conversion times when samples u(kTc) are 
converted into the analog signal u(t) (and at the analog-to-digital conversion times 
when the analog signal y(t) is sampled to produce the sequence (y(kTc)}), the closed 
loop system has a discrete equivalent description. It is well known that the
1
2intersample (ie. between two consecutive sampling instants) response of a
continuous-time digitally controlled system can vary significantly from that observed 
at the sampling instants, particularly when controlling lightly damped open-loop 
plants using fast sampling rate digital controllers. In deterministic systems, this
phenomena is known as the intersample ripple [Tou (1959)]. In stochastic systems, 
when the systems are driven by wide sense stationary (WSS) [Papoulis (1965)] 
process disturbance and measurement noise the corresponding discrete process 
disturbance and measurement noise at the sampling instants tj(=kTc are also WSS. 
However, as is shown in [de Souza and Goodwin (1984)], the PAM signal u(t) is 
not stationary but exhibits periodic statistical properties, and consequently so will the 
system states and outputs. A process which exhibits periodic statistical properties is
called a cyclostationary process [Bennet (1958)] or equivalently, 
periodically-stationary, periodic-stationary, periodically-correlated,
periodic-nonstationary or periodically-nonstationary [Papoulis (1965), Ogura (1971), 
Stratonovich (1963), Deutsch (1954), Bendat and Piersol (1966)]. One of the major 
results of this thesis is the demonstration of the improvement in digital control 
performance that can be obtained by recognizing the periodic statistical properties of 
the continuous-time response and by taking the intersample behavior into account.
The increasing availability of microprocessors has stimulated the use of digital 
controllers [Gupta and Toong (1983), Katz (1981)]. However, the microprocessor 
based implementation of real-time digital controlling is creating more problems, 
particularly when the computation speed and arithmetic precision are critical. In the 
compensator implementation, numbers which may represent control parameters or
variables are realized using a sequence of finite register length binary digits which is
called finite wordlength (FWL) for short. High precision calculations require large 
wordlength. However, a large wordlength arithmetic slows down the computation 
speed. A short wordlength representation of a control algorithm changes the 
controller dynamics. In particular, when the sampling rate is high as usually required 
in high performance digital feedback compensators, the compensator poles are
3clustering near z=l in the complex z-plane, and therefore coefficient inaccuracies 
can change the plant dynamics considerably. In an extreme case, such inaccuracies 
can lead to instability.
The finite precision performance of digital estimators and controllers has 
received much attention over recent years. A round-off noise analysis of certain 
sampled-data and direct-digital control systems have been considered in [Knowles 
and Edwards (1965-6), Curry (1967)]. An upper bound on the effects of quantization 
in digital control systems has been developed in [Johnson (1965), Slaughter (1964), 
Bertram (1958)]. Nowadays, digital control textbooks discuss the round-off noise 
analysis [Franklin and Powel (1980), Katz (1981), Aström and Wittenmark (1984)]. 
Fixed-point implementation of Kalman predictors has been discussed in [Sripad 
(1981), Scharf and Sigurdson (1984)]. The floating-point implementation of digital 
compensators has been examined in [Rink and Chong (1979), Van Wingerden "and 
De Koning (1984)]. In these papers, the round-off residues have been described by
considering the control parameters subject to multiplicative noise. The statistics of
floating-point quantization noise can be derived by means of simulation [Phillips 
(1980)]. A more comprehensive analysis which includes scaling and structure issues 
has been investigated recently [Moroney et. al (1983), Ahmed and Belanger (1984), 
Sasahara et. al (1984)].
These papers have been concerned with the degradation in performance of a 
compensator originally designed under the assumption that the compensator will be 
implemented in infinite precision arithmetic. Actually, the wordlength should be 
directly taken into consideration when designing the compensator in the first place. 
In other words, the Kalman filter and the controller gains which are to be chosen 
for an 8-bit implementation can be very different from the corresponding gains for 
16-bit implementation. This was demonstrated in a recent paper on Kalman filter
design for state estimation [Williamson (1985)]. Another major point in this thesis is 
the demonstration of the improvement in digital control performance that can be 
obtained by including the finite precision nature of the implementation in the
4feedback compensator design.
The linear quadratic Gaussian (LQG) problem in which the state-space 
representation is used has been widely investigated [Athans (1971)] and now it can 
be found in most digital control textbooks. The (state-feedback) compensators 
designed using the LQG technique are being increasingly implemented in real 
systems. The (scalar) LQG quadratic cost (which is also called LQG performance 
index) can be used as a measure of various control/estimator objectives. The 
performance of a classical minimum variance regulator (MVR) [Aström (1970)] which 
reflects the variance of the regulated output can be represented by a certain LQG 
performance index. The FWL Kalman filter performance considered in [Sripad 
(1981), Williamson (1985)] was in fact an LQG quadratic cost. The degradation in 
compensator performance due to FWL implementation examined in [Moroney et. al 
(1983), Sasahara et. al (1984)] was derived from the LQG performance index. In 
this thesis, we restrict the investigation to (infinite-horizon) LQG problems.
1.2 CYCLOSTATIONARTTY IN THE DIGITAL REGULATION OF
CONTINUOUS-TIME SYSTEMS : CONCEPTS AND CONSEQUENCES
Cyclostationary processes which are random processes with statistical properties 
that vary periodically with time are common in random signal analysis. In electronic 
communication systems where the studies of cyclostationary processes are rooted, the 
cyclostationary processes have been recognized since the early fifties [Deutsch 
(1954)]. A cyclostationary process is defined as follows.
Definition 1.1 A random process {x(t):-°°<t<oo} is wide sense cyclostationary 
(WSCS) with period Tx if the mean function x ( t )  is periodic, and the 
autocorrelation function rx(s,t) is jointly periodic of period Tx; that is
x ( t )  = x( t+Tx) for  a l l  t (1.1a)
r x ( t , s )  = r x (t+Tx , s+Tx) for  a l l  t and s (1.1b)
More generally, a cyclostationary process is one in wich the probability density
5function (pdf) fx and the joint pdf fXy satisfy the conditions
f x ( t ) ( z ) = f x ( t + T ) ( z ) f o r  a l 1  1 and  z 
f x ( t ) x ( s ) ( Z 1 >Z 2 ) = ^ x ( t + T ) x ( s + T ) ^ Z 1 >Z 2 ^
( 1 . 2 a )
( 1 . 2 b )
for all s, t, z 1 and z 2.
□
Cyclostationary processes are usually produced when stationary processes are 
subjected to some form of periodic operation such as sampling and scanning. The 
perodic operation is often introduced intentionally to put the signal in a format 
which can be manipulated easily. A specific example is the output of a receiver 
connected to a narrow-beam radar antenna which circularly scans a field of 
stationary signal sources. The statistics of the receiver output vary periodically at the 
rate of the revolution of the antenna [Franks (1986)]. Other examples include a 
television signal which is obtained by rectangular scanning of a random video field, 
synchronous multiplexing schemes, and synchronizing and framing techniques
employed in data transmission.
The periodic operators which are frequently encountered in digital control 
applications are the analog-to-digital converter (ADC) and the digital-to-analog 
converter (DAC) systems. Specifically, consider the zero-order sample-and-hold 
operation [Franks (1969)] which converts the WSS input signal z(t) into an output 
signal y(t). The output signal y(t) is related to the input signal z(t) by
where k=0,±l ,±2,... and Tm is the sampling period and where the unit pulse p(t) is 
given by
00
y ( t )  = I  z ( k T m) p ( t - k T m) ( 1 . 3 a )
( 1 . 3 b )
0 o t h e r w i s e
The mean of the output signal y(t) can be derived from (1.3a) and is given by
6y ( t ) = E s {z ( k T m) }p ( t - k T )
k=-oo
but £{z(kTm)} = z ( t )  and
I  p ( t - k T )  = 1
k=-co
Hence
y ( t )  = z ( t )  (1.4)
From (1.3a), the autocorrelation function ry(t+5,t) of the signal y(t) can be 
evaluated as
r y ( t + 5 , t )  = I  I  H z ( k T m) z ( j T m) } p ( t + 5 - k T ra) p ( t - j T m) ( 1 . 5 )
k =-°° j=-oo
Define the periodic indicator fucntion q(t,5) as follows
q ( t , S )  = I  p ( t + 5 - k T m) p ( t - k T m) ( 1 . 5 b )
k=-oo
From  p(t) in (1 .3b), the indicator function q(t,S) is given by
r 1 0< t< T m-«
q ( t  , 6 )  -  ( 1 . 5 c )
l 0 o t h e r w i s e
Let j=k+n in (1.5). The autocorrelation function ry(t+5,t) can be rewritten as
r y ( t + 5 , t ) = I  r z (nTm) q ( t , 5+nTm) ( 1 . 6 )
n=-oo
where q(t,5) is defined in (1.5b) and rz(n^m) autocorrelation function of the
signal z(t). From (1.4) and (1.6) and from definition 1.1, the output signal y(t) is 
cyclostationary of period Tm.
The sample-and-hold operation that we considered above explains the 
input-output characteristics of a periodic system (A periodic system is a system 
which contains some form of periodic operator such as samplers or scanners). It has 
been shown in [Gardner (1972)] that an arbitrary (stable) periodic system whose
7input is WSS will produce a WSCS output. The DAC and the ADC systems 
certainly belong to a class of periodic systems. We now examine an intuitively 
obvious fact. That is, the preservation of the property of cyclostationarity by linear 
time-invariant (stable) systems. Specifically, consider a linear time-invariant system 
which can be characterized by an impulse response function h(t-<r). Assume the 
input u(t) is a WSCS of period Tc. The output y(t) is related to the input u(t) by
00
y ( t ) = /  h(t-o-)u(o-)dcr (1 .7 )
— 00
The mean of the output y(t+Tc) can be derived from (1.7), we have 
y(t+Tc ) -  S iy (t+ T c ) j
00
= / h(t+Tc -cr)u((7)d(j
-00
Let <7=7+TC, from (1.11a) we obtained
( 1 . 8 )
y(t+Tc ) = /  h (t-7 )u (7 + T c )dr
-00
But u( t+Tc ) = u( t ) and hence
y(t+Tc ) = 7 ( t )  (1 .9 )
From (1.7), we can derive the autocorelation function ry(t+Tc ,s+Tc), we get 
r y (t+Tc ,s+Tc ) = U y ( t ) y ( s ) )
00 00
= /  /  h(t+Tc -<7)h(s+Tc - 7 ) r u (<7,7)dadr (1 .10)
—00 —00
Let cr=7 +Tc and t - v +Tc, from (1.10) we obtain
00 00
r y (t+Tc ,s+Tc ) = /  /  h ( t - 7 ) h ( s - O r u (7+Tc ,v+Tc )d7 dv (1 .11)
-00  -00
But u(t) is WSCS of period Tc which implies ru(7 +Tc, v+Tc) = ru(7 ,v) and hence
r y (t+Tc ,s+Tc ) = r y ( t , s )  (1 .12)
where ry(t,s) is given by (1.10) for Tc=0. From (1.9) and (1.12) and from 
definition 1.1, the output y(t) is a WSCS of periodic Tc.
8In the design of digital state-feedback compensators, there are two sub-problems 
to be solved. The first problem concerns the selection of feedback control law
u(kTc) while the second problem deals with the reconstruction of the state vector
x(kTc). The conventional state-feedback control law design is entirely based on the 
knowledge of the system at the controlling instants tic=kTc ignoring the 
cyclostationarity of the continuous-time response. In fact, the intersample behavior 
should be taken into consideration to improve the continuous-time response of
digitally controlled continuous-time systems.
Synchronous (and uniform) sampling of measurement and control allows the 
optimal solution to the state reconstruction problem to be derived when both process 
disturbance and measurement noise are WSS. Synchronous measurement and control 
is not necessary optimal when the cyclostationary processes are considered in the
design of state reconstruction.
1.3 FINITE WORDLENGTH EFFECTS IN DIGITAL CONTROL APPLICATIONS 
AN OVERVIEW
If an infinite precision arithmetic were available for implementation, the linear 
quadratic Gaussian (LQG) problems are limited to the problem of finding the 
Kalman filter and controller gains which minimize the prescribed LQG performance 
index subject to the stability constraint. In practice, the compensators are 
implemented using finite wordlength (FWL) arithmetic. The effects of FWL
implementation of digital compensators have been investigated in recent years by 
several authors. A very recent review may be found in [Hanselmann (1987)].
There are several factors which determine how the performance of digital 
compensators are affected by the FWL implementation. The main factors include
a. arithmetic format
b. quantization noise
c. compensator structure
d. dynamic range and scaling
9We briefly review each of the factors.
1.3.1 Arithmetic Formats
Numbers which may represent either compensator parameters or variables in the 
digital computer must be taken in, stored, calculated and put out with finite 
accuracy. There are several choices of arithmetic which could be used to represent 
numbers. However, there are two types of arithmetic that commonly used both in 
digital signal processing and in digital control application; namely the fixed-point 
and the floating-point arithmetics. For a floating-point representation, the value of 
a number is represented using two numbers: the fraction or mantissa and the 
exponent. The values of the fraction and the exponent are both represented in 
fixed-point formats. The advantage of fixed-point arithmetic is that it has a faster 
computation speed and it requires less expensive hardware to implement. The 
floating-point arithmetic provides a larger dynamic range for the signals in the 
compensator. The arithmetic overflow which may occur due to the limited dynamic 
range of the fixed-point arithmetic in many cases can be prevented by introducing 
appropriate scaling factors to the compensator inputs, outputs, coefficients and states. 
Round-off noise (due to state quantization as discussed in section 1.3.2) analysis is
much simpler for the fixed-point arithmetic since the round-off noise is additive
[Sripad and Snyder (1977), Barnes et. al (1985)] whereas, the round-off noise of the 
floating-point arithmetic is multiplicative [Fettweis (1974), Rink and Chong (1979)]. 
In terms of the computation speed and the hardware complexity, the fixed-point
arithmetic is more favorable.
The non-standard arithmetics include block-floating-point arithmetic 
[Oppenheim (1970), Williamson et. al (1985)], logarithmic arithmetic [Kingsbury and 
Rayner (1971), Lang (1984)] and residue number systems [Soderstran (1977), Jenkins 
(1979), Tan and Mclnnis (1982)]. Block-floating-point arithmetic is a compromise
between the fixed-point and the floating-point arithmetics. In block-floating-point 
arithmetic, only one exponent register is used for all variables. Excluding the 
exponent register, block-floating-point arithmetic is similar to fixed-point arithmetic.
10
The use of one exponent register in block-floating-point provides a larger dynamic 
range (dynamic range will be defined in section 1.3.4) than could be achieved by 
the fixed-point arithmetic alone. The main feature of the logarithmic arithmetic is 
that the quantized values are logarithmically (ie. unevenly) spaced. The round-off 
noise of the logarithmic arithmetic is similar to the round-off noise of the 
floating-point arithmetic in that they are both multiplicative (and relative). The use 
of logarithmic arithmetic for digital control application has been investigated in [Lang 
(1984), Lamaire and Lang (1986)]. Residue number systems decompose the arithmetic 
operations such that parallel processing of sub-operations is possible in principle. 
This decomposition speeds up the computation time. The use of the residue number 
system has been investigated in [Tan and Mclnnis (1982)].
1.3.2 Quantization Noise Model
In the implementation of digital compensators, parameters and variables must be 
represented using finite number of bits. In practice, it is required to implement the 
least expensive compensator. One way to achieve this requirement is to select 
registers which can be used to represent the parameters and the variables as 
efficiently as possible; that is, to use as few bits as possible. However, short 
wordlengths change the dynamics and the performance of the compensators. The 
FWL effects on the dynamics and the performance of the compensators can be 
studied via the quantization noise model.
Basically, there are two type of quantization commonly used in digital signal 
processing. A (non-complex) number r is represented by the nearest number Q[r] 
which can be expressed using the available wordlength (determined by number of 
bits). This type of quantization is known as round-off quantization [Phillips and 
Nagle (1984)]. Another type of quantization is called truncation quantization [Phillips 
and Nagle (1984)]. The truncation is performed simply by chopping the least 
significant bits. Therefore, no extra hardware required in a truncation quantization. 
However, the quantization noise effects are reduced in a round-off quantization. The 
round-off quantization introduces no bias. Furthermore, the round-off effects are
11
more easily analyzed. In this thesis, the round-off quantization is used throughout. 
The round-off effects in digital control applications can be divided into four areas as 
follows.
a. coefficient (or parameter) quantization
b. state (or node) quantization
c. input (ADC) quantization
d. overflow
In this thesis, we assume all parameters and variables are appropriately scaled such 
that overflow can be avoided. Consequently, the overflow issue will not be 
considered.
Coefficient quantization : Coefficient quantization can change the dynamics of 
compensator considerably. Particularly when the sampling rate is (very) high, the 
poles of the compensators are clustering near the unit circle in the complex z-plane. 
A coarse quantization can lead to instability. This problem has been recognized in 
the synthesis of narrow-band digital filter [Gerheim (1984), Williamsom (1987a)] for 
which the poles are gathering near z=l in the complex z-plane.
The noise model of the coefficient quantization is to replace a quantizer by a 
linear gain block followed by an injection of an additive residue term. The analysis 
of the residue term has been investigated using a deterministic approach [Kawamata 
and Higuchi (1985)] and also using a statistical approach [Knowles and Olcayto 
(1968)]. In the deterministic analysis, the quantized value Q[z] of a number z is 
modelled as
Q[z] = z + Az (1.13)
where the residue term Az is (completely) determined by coefficient wordlength Bc 
and coefficient value z. Using the statistical approach, the residue term Az in (1.13) 
is modelled as a zero-mean ‘white’ noise process having covariance
£ { ( Az)2} = q r ( z )  ( 1 . 14a)
where q is defined by
12
q =
i
12
2 - 2 B c (1.14b)
where Bc is the coefficient wordlength, and where r(z) is a function defined by 
r 1 i f  z is  n o n -in teg e r
r (z )  = I (1 .14c)
l 0 i f  z is  in te g e r
It has been shown in [Kawamata and Higuchi (1985)] that the statistical analysis of 
finite coefficient wordlength (FCWL) effects in digital filters is only an 
approximation to the actual effects. Nevertheless, the FCWL effects are more easily 
analyzed using the statistical approach. This is the approach used in [Sasahara et. al 
(1984)].
A large coefficient wordlength slows down the computation speed of a digital 
computer. Therefore, a short wordlength is favorable. However, a short wordlength 
introduces high inaccuracies. Several discrete optimization techniques have been 
proposed for reducing the coefficient wordlength [Charalambous and Mitra (1972), 
Smith (1979), Kwan (1979)]. Another method of reducing the coefficient wordlength 
known as coefficient residue correction (CRC) is proposed in [Williamson (1985a)]. 
Specifically consider the following term
fij* Q [x j* (k T c )] (1 .15a)
where fjj* is the (i,j)t 1^-element of the quantized coefficient fjj of a coefficient 
matrix F and Q[xj*(kTc)] is the j^-element of the quantized state Q[x*(kTc)] of 
the state vector x(kTc). The CRC scheme basically replaces the term in (1.15a) by
fij* Q [x j*(kT c)] + ioi jQ IX j*(kTc)]H (1.15b)
where Q[x;*(kTc)]^j is the twice quantized value of Q[x:*(kTc)] and voj: is an 
integer restricted to a power of two so as to maintain the wordlength consistency. 
State quantization : Consider a node signal (or state) which is represented with B 
fractional bits (this signal is therefore always less than one in magnitude) and 
consider also a coefficient which is represented by Bc fractional bits. Multiplication 
of the state and the coefficient will produce a product with B+Bc fractional bits. 
This product must be quantized back to B bits to maintain wordlength consistency.
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This quantization process is called state quantization.
The quantized state Q[x*(k)] of the state vector x*(k) is given by
Q[x*(kTc )] -  x*(kTc ) + e(kTc ) (1.16a)
where e(kTc) is the finite state wordlength (FSWL) residue. Under certain 
conditions [Sripad and Snyder (1977), Barnes et. al (1985)], the fixed-point state 
quantization noise e(kTc) in (1.16a) can be modelled as a zero-mean ‘white’ noise 
process having covariance
£{e(kTc ) e ' (kTc ) } =- qlx (1.16b)
where Ix is an (nxxnx) identity matrix where nx is the dimension of the state vector 
x(kTc) and where q is defined by
q 1_12 2
-2B (1.16c)
where B is the state wordlength. Equation (1.16b) implies that each of the states is 
represented using equal fractional bits B. In general, such restriction is not 
necessary.
The FSWL effects on the compensator performance can be reduced by using 
the so called error spectrum shaping (ESS) [Abu-El-Haija and Peterson (1979)] 
technique or by using the integer residue correction (IRC) scheme proposed in 
[Williamson and Sridharan (1985b)]. Specifically consider the following term
f i j * xj*(kT c ) (1 .17)
where fjj* is defined in (1.15a) and xj*(k) is the jt^-element of the state vector 
x*(kTc). Substitute xj*(kTc) in (1.17) by the j^-elem ent of (1.16a) results in
f i j* x j *(kTc ) = f  j j*Q [xj*(kTc ) ] + f i j *e j (kTc ) (1 .18a)
The IRC scheme replaces the term fjj*Q[xj*(kTc)] in (1.18a) by
f i j * Q t x j * (kTc ) ] + * i j £ j ( k T c ) (1.18b)
where ej(k) is the j^-element of the residue vector e(k) defined in (1.16a) and the 
coefficient correction for each i and j is restricted to be an integer (often
nearest to fjj*) to avoid an extra multiplication. When fy* is close to +1, a choice 
of ^ij=~l will greatly reduce the influence of the noise ej(kTc) in (1.18a-b).
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ADC quantization : The analog-to-digital (ADC) placed at the compensator input 
(or plant output) converts the analog signal yj*(t) (the j^-element of the vector 
y*(t)) into a digital representation Q[yj*(kTc)] using Bacj bits. The quantized 
Q[yj*(kTc)] is related to the actual yj*(kTc) by
Q[yj*(kTc )] -  y j*(kTc ) + 6j(kTc ) (1 .19a)
where the residue <5(kTc) under certain conditions [Sripad and Snyder (1977), Barnes 
et. al (1985)] can be modelled as a zero-mean ‘white’ noise process having 
covariance
£ { ( y j * ( t ) ) J ) -  2 '2Bad (1.19b)
where Ba(j is the ADC wordlength. In practice, the ADC is (physically) separated 
from the (main) compensator. Therefore, the restriction to set Bacp=B is not 
necessary. In fact, it is common to make Ba(j^B. In order to avoid the effects of 
ADC quantization on the compensator peformance, Bacj should be large. However, 
the signal y(t) contains a certain quantity of noise. Therefore, a high precision ADC 
may not be useful. In summary, the required ADC worlength is primarily determined 
by the signal-to-noise ratio (SNR) of the signal to be converted.
1.3.3 Compensator Structures
In an infinite precision arithmetic, all minimal state-space representations of the 
same transfer function are equivalent. Therefore, different coordinate bases do not 
affect the compensator performance. However, compensator structure plays an 
important role in the FWL compensator design. Various criterions can be used to 
measure the FWL performance of a particular structure. The following measures are 
frequently used
a. dynamic range and scaling constraints
b. round-off noise performance
c. coefficient sensitivity
d. computation speed
e. multivariable capability
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The first four of the above criterions are common in digital filtering. The dynamic 
range and scaling constraints issues will be discussed separately in sub-section 1.3.4. 
In this sub-section, we briefly discuss the round-off noise performance and the 
coefficient sensitivity measures. The speed and the multivariable capability issues will 
be mentioned in the discussion of a particular structure below.
Round-off noise performance : In sub-section 1.3.2, we have discussed the
round-of noise (due to state quantization) model. The variance of each round-off 
noise source is given by q where q is defined by (1.16c). If a digital compensator 
were seen as a stand alone digital filter then the variance of compensator output 
would be a good measure of performance. However, in digital control applications, 
the overall (ie. closed-loop) performance is the most important consideration. 
Consequently, the LQG performance index J (which will be discussed in detail in 
chapters 4, 5 and 6) is used to measure and to compare the round-off noise 
performance of different compensator structures.
Note that the comparison of round-off noise performance of different 
compensator structures is valid only if the compensator is properly scaled (the scaling 
issue will be discussed in sub-section 1.3.4). Let and Jq be the ideal (ie. infinite
precision) and the FWL performance indices. The FWL effects on the compensator 
performance can be written as
AJ * Jq-Joo ( 1 . 20 )
The structure optimization procedures developed in [Mullis and Roberts (1976), 
Hwang (1977), Williamson (1986)] can be carried out using AJ in (1.20). The 
investigation of round-off noise peformance of digital compensators examined in 
[Moroney et. al (1983), Sasahara et. al (1984)] was essentially based on the index 
AJ defined in (1.20). The FWL performance of the estimators investigated in [Sripad 
(1981), Williamson (1985)] was also measured using AJ in (1.20).
Coefficient sensitivities : In sub-section 1.3.2, we have shown that approximating 
the coefficients (or parameters) of a compensator with a finite number of bits will 
change the compensator dynamics and hence will cause a degradation in the overall
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performance. For simplicity, all compensator coefficients are represented using an 
equal wordlength Bc. Although such restriction is not necessary in general. There are 
several ways to examine the effects of coefficient quantization in digital control
applications. A simple way is to re-compute the phase and gain margin via 
frequency response method (eg. Bode plot, Nyguist plot etc.) for set of quantized 
coefficients. Using this approach, the coefficient worlength Bc is then selected as the 
shortest wordlength such that the phase and gain margin meet the design 
requirement. Another approach is the so called pole-zero sensitivities [Williamson 
(1986)]. This technique examines the (first order) sensitivities of the poles and zeros 
of a realization to variations (due to coefficients quantization) in the parameters of
the realization. In digital filter design, a statistical approach based on first order 
sensitivities has been investigated [Crochiere (1975)]. In this technique, the shortest 
wordlength is estimated such that the amplitude of the filter transfer function is 
within a prescribed error bound. The resulting wordlength known as the statistical 
wordlength is generally non-integer. The actual wordlength is obviously selected to 
be the nearest integer to the statistical wordlength. The use of the statistical
wordlength approach in digital control applications has been investigated in [Moroney 
et. al (1980)]. Using the LQG performance index, the statistical worlength technique 
can not be derived using the first order sensitivities because the optimal nature of 
the LQG design demands all the first (partial) derivatives of the index J with 
respect to compensator coefficients are zero. Consequently, a higher order
approximation is necessary. In [Moroney et. al (1980)], a statistical wordlength 
formulation which was derived using the second order sensitivities is used to measure 
the effects of coefficient quantization. The proposed formula contains two terms. The 
first term represents the number of bits necessary to represent the integer portion of 
the coefficients and the second term provides the required number of bits for the 
fractional part of the coefficients. Another approach which is also based on the 
LQG quadratic cost is proposed in [Sasahara et. al (1984)]. This method which is an 
extension of the method developed in digital filter design [Kawamata and Higuchi
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(1985)] is based on AJ defined in (1.20) but now Jq is replaced by Jc which
represents the compensator performance for the quantized coefficients.
It is argued in [Sasahara et. al (1984)] that the structure which minimizes the 
round-off noise effects (eg. the optimum structure proposed in [Mullis and Roberts 
(1976), Hwang (1977), Williamson (1986)]) will also minimizes the effects of 
coefficients quantization. This fact has also been shown to be true in digital filter 
design [Jackson (1976)]. However, in digital filters [Bonzanigo (1974)], it is shown 
that low coefficient sensitivities does not necessarily guarantee a low round-off noise.
In an infinite precision state space realization, there are (infinitely) many 
structures which will give an equal input-output relation because one state space
description can be transformed into another description by a similarity transformation. 
Specificallly, consider a (discrete) state space realization of the form
x ((k + 1 )T C) = $x(kT c ) + Tu(kTc ) (1 .2 1 a )
y(kTc ) = Lx(kTc ) + Du(kTc ) ( 1 . 21b)
Another realization can be derived from the realization (1.21a-b) by using a 
(non-singular) similarity transformation T, results in
z ( ( k + l ) T c ) = 4>z(kTc ) + f u(kTc ) ( 1 . 22a)
y(kTc ) = Lz(kTc ) + Du(kTc ) ( 1 . 22b)
The system matrices {<J>,f,L} in (1.22a-b) are related to the system matrices {4>,r,L} 
in (1.21a-b) by
$ = T“ 14>T ; f  = T"1r  ; L = LT
The input-output characteristics of realization (1.21a-b) is equivalent to that of 
realization (1.22a-b) and it is given by a discrete polynomial H(z)
H(z) = D + L ( z I - $ ) - 1r  ( 1 . 23a )
= D + L(z l  -4>) " 1f  (1 . 23b)
The use of different structures for implementing a compensator with 
pre-computed gains has received much attention in recent years. A survey paper on 
digital controllers implementation [Hanselmann (1987)] contains a review section on 
compensator structures. Below, we briefly discuss structures which are frequently
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used.
Direct form structures : Given a transfer function H(z), a state-space structure can 
be derived directly from the coefficients of H(z). The corresponding structure is
called direct form  (DF) structure. There are several forms of DF structures [Phillip 
and Nagle (1984), Oppenheim and Schafer (1975)]. The common DF structures are 
the controllable and the observable canonical DF structures [Kailath (1980), Kuo 
(1980)]. They are called canonical because they require the minimum number of 
additions, multiplications and delays to implement a particular realization. Therefore, 
in terms of structural complexity (which is measured by the number of
multiplications required per output sample) DF structures are the simplest structures 
to implement. In terms of computation speed, DF structures posses high speed 
capability. However, there are drawbacks in DF structures. The first undersirable
property of DF structures is that the non-zero and the non-unity coefficients can be 
spread over a very large dynamic range [Hwang (1975b)]. Another drawback is that 
DF structures produce high round-off noise and also sensitive to parameter variations 
due to coefficient quantization [Chan et. al (1973), Fettweis (1972), Jackson (1976)]. 
Parallel and cascade construction of 2n(^ -order DF structures : One way to avoid 
the handicaps of (high order) DF structures is to construct several 2nc*-order DF 
structures in series (cascade) and/or parallel to form a high order structure [Jackson 
(1970b)]. A cascade structure is formed when all 2nc*-order DF structures are 
constructed in series. In the sense of round-off noise performance, optimal 
distribution of poles and zeros of cascade structures are permissible [Rader (1982)]. 
Furthermore, the round-off noise effects of each internal 2nc*-order DF structure
can also be minimized. However, the series configuration slows down the 
computation speed because output (at the end block) appears after calculations in all 
blocks have been completed. A parallel structure is formed when all 2nc*-order DF 
structures are put in parallel. A multi-input multi-output compensator can be 
implemented using a parallel structure. A third type of the structure is a 
combination of parallel and cascade construction of 2n<^ -order DF structures.
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Delay replaced direct form structures : Another way to reduce the undersirable 
properties of (high order) DF structures is to replace each delay component Z-1 in 
a DF structure by
y z~ 1
Z"1 = ---------  (1 .24)
l+ 6z - 1
where y  and 5 are certain (scalar) constants. The resulting structure is termed delay 
replaced direct form  (DRDF) structure. Several types of DRDF structures which 
correspond to different values of y  and 5 in (1.24) have been proposed in the 
digital signal processing [Agarwal and Burrus (1975), Szczupak and Mitra (1978), 
Nishimura et. al (1981), Orlandi and Martinelli (1984)]. In control applications, a 
delay operator which corresponds to 7=5=1 in (1.24) [Middleton and Goodwin 
(1986)] is used as a mean of improving the deterministic characteristic of digitally 
(finite wordlength) controlled plants. Recently, another DRDF structure which 
suggests to replace the id*1 delay operator Z_1 in a DF structure by
7kz_1
Z"1 -  ---------  (1 .25)
1+z- 1
is proposed in [Williamson (1987a)]. The scalar 7^ in (1.25) for each k is selected 
to satisfy a certain scaling constraint (will be discussed in sub-section 1.3.4). The 
resulting structure is called scaled DRDF structure. It has been shown that the 
sensitivity (due to state and coefficient quantization) performance of filters 
implemented using scaled DRDF structures can be improved. The improvement is 
significant for low pass narrow band filters.
Default structure : State-space descriptions are often derived directly from a 
mathematical model (of a plant). In this realization, each state (or node) has a 
physical meaning. Compensator structures in which each state xj(kTc) provides an 
estimate of the state xj(k) of the physical model are therefore called default 
structures. The FWL performance of compensators implemented using simple (or 
default) structures has been investigated in [Moroney et. al (1983)]. A disadvantage 
of the default structures is that they may contain an excessive number of non-zero
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and non-unity coefficients. Therefore, more multiplications per output sample are 
required than would be required by other structures.
There are many more types of structure available such as ladder and lattice 
structures, wave digital filters, normal or coupled forms [Oppenheim and Schafer 
(1975), Rabiner and Gold (1975)]. However, most of these structures are suitable 
only for digital filters. Another structure which is suitable for digital control 
applications is the optimal structure proposed in [Mullis and Roberts (1976), Hwang 
(1977), Williamson (1987a)]. This structure minimizes the round-off noise 
performance (and also reduces the effects of coefficient quantization). However in 
general, this structure suffers from the fact that it requires maximum number of 
multiplications per output sample (ie. the highest complexity structure). Nevertheless, 
in terms of round-off noise performance (and coefficient sensitivities) the optimal 
structure is good as a ‘bench-mark’ for comparing the FWL performance of 
different compensator structures.
1.3.4 Dynamic range and scaling constraints
In a finite precision algorithm, numbers either to represent compensator 
coefficients or variables are represented using finite number of bits. The dynamic 
range of a certain representation is defined to be the total numerical range of 
numbers that can be represented by the available number of bits. When the 
numerical values of certain numbers exceed the dynamic range, it is said that 
(numerical) overflow has occured. An underflow occurs when certain numbers can 
not be ‘exactly’ represented using the digits available. In fixed point arithmetic, 
overflow (and underflow) are likely to occur because of the limited dynamic range 
nature of the arithmetic. The occurrence of overflow can be avoided if the 
parameters or variables to be represented are scaled such that the dynamic range of 
parameters or variables matches the dynamic range of the numerical representation. 
Several scaling methods have been extensively discussed [Jackson (1970a), Hwang 
(1975a-b)].
Consider a state-space representation (1.21a-b). Assume the (discrete) transfer
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function U(z) of the sequence {u(kTc):-oo<k<<»} exists. The amplitude of the j^1 
state Xj(t) is then given by
|x j(k T c )l < nHj(o))llpllU(a>)lls (1 .26a)
where p>l and s satisfy
-  + -  -  1 (1.26b)
P s
and where the vector transfer function H(co) is given by
H(oj) = (zl-4>)_1r  (1 .26c)
where <t> and T are given in (1.21a). The Lp-norm denoted by n.iip in (1.26a) is 
defined by
1 o)m 1/p
l|H(o))Mp ö { _  / IH(ou) IPcko) (1 .27)
o)m 0
where o)m=2x/Tc, and the operations on the vector function H(co) are done for each 
of its components. A frequency domain scaling criterion [Jackson (1970a)] is 
defined by
llH(co) Mp = [1 1 . . .  1 ] ' (1 .28)
where H(oj) is the scaled version of H(w). If i iU(ol>)i ls<TT for some constant u where 
s satisfies (1.26b) then from (1.26a) and (1.28) we have ix(kTc) i <ü[l 1 ... 1]". 
From (1.26c), the criterion (1.28) can be interpreted as the unity average gain in 
the sense of Lp-norm (1.27) of the transfer function from input u(kTc) to each
state xj(kTc) over the frequency range [0,0^]. It has been shown in [Hwang 
(1975b)] that the Lp-norm (1.27) is monotonically increasing; that is
I lH(o>) I loo > . . .  > I |H(ou) Mp > I iH(cü) I | S > . . .  > I |H (co) 111 ( 1 . 2 9 )
where <»>p>s>l.
There are three scaling policies that are frequently considered, namely L^-norm 
(ie. bounding the frequency spectrum), L 2-norm (ie. bounding the mean-squared 
values of the magnitude of the variable) and L^norm  (ie. bounding the (absolute) 
amplitude of the variable) [Oppenheim and Schafer (1975)]. Note that the L^norm  
is the most pessimistic (or conservative) constraint. Another type of scaling method
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which is based on the time-domain ßp-norm has been described in [Hwang 
(1975a)]. Consider the case when p=2 in the frequency domain criterion (1.28) and 
let h(kTc) be the vector impulse response at the states. By Parseval's relation, the 
criterion (1.28) for p=2 implies
00
I  h(kTc ) . h(kTc ) = [1 1 . . .  1]" (1 .30)
k=0
where h(kTc) is the scaled version of h(kTc) and the multiplication on the left hand 
side of (1.30) is the dot product. The time domain counterpart of (1.26a) is given 
by [Hwang (1975a)]
Ix(kTc )I < I |h (kTc ) I Ipl lu(kTc ) 11s (1 .31)
where p>l and s satisfy (1.26b).
A time domain scaling criterion which can be used as a sufficient condition of 
the overflow constraint is defined by
Hh(kTc )llp = [ 1 1  . . .  1T (1 .32a)
where the ßp-norm denoted by il.llp in (1.32a) is defined by
II h (kTc ) 11 p ö { I  lh(kTc ) I P ) 1/P (1.32b)
k=0
If I |u(kTc)i lq<u where s satisfies (1.26b) then from (1.31) and (1.32b) we obtain 
lx(kTc) I <TT[1 1 ... 1]'. It has been shown in [Hwang (1975b)] that the ßp-norm is 
monotonically decreasing; that is
Ilh(kTc )!loo < . . .  < ||h(kTc )llp < l|h(kTc )lls < . . .  < ||h(kTc ) | |1 (1 .33)
where °°>p>s>l. Therefore, in the ßp-norm sense, C^-norm which corresponds to 
bounding the maximum magnitude of the variable is the least conservative (or most 
optimistic) constraint. The ß 2-norm scaling is usually called stochastic scaling since 
ß 2-scaling forces equal probability of overflow in each state.
Using Parseval's theorem, it has been shown [Hwang (1975a)] that
I|H(cü)|| 2 = 11 h (kT c ) 112 (1 .34)
From relation (1.34), the ordering in (1.29) and (1.33) can be rearranged as follows 
||h(kTc )ll00 < I |H (o>) 111 < ||H(u))ll2 = l|h(kTc ) | |2 < liHtaOlloo < lih(kTc )ll1 (1 .35)
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Consequently, the case p=2 in both frequency and time domain constraints is the 
most convenient scaling method to be used for analysis.
1.4 RESEARCH AREAS AND ORGANIZATION OF THE THESIS
This thesis covers two areas of research. The first concerns a study of 
cyclostationarity in the digital regulation of continuous-time systems while the second 
studies methods for improving the FWL performance of digital LQG compensators. 
The first work is divided into three categories as follows.
a. Characterization of cyclostationary processes that may occur in digital control 
applications.
b. The consequences of cyclostationarity on the state reconstruction problem.
c. Improving intersample behavior of digitally controlled continuous-time 
systems.
The second investigation is also divided into three categories as follows.
a. Reducing the effects of round-off noise (due to state quantization) on the 
performance of LQG compensators.
b. Coefficient wordlength consideration in the design of LQG compensators.
c. Implementation of high order low-complexity low-sensitivity compensators. 
Chapter 2 deals with the properties of cyclostationary processes which may
occur in control applications. We review the procedures of discretizing a 
continuous-time system when using sampling and hold interfaces. The effects of 
pre-filter on the statistics of measurement noise is also considered in this chapter. 
The continuous quadratic cost function can be used to measure the performance of 
the controlled system. However, a digital design minimizes only the dicrete index. 
Therefore, the corresponding discrete cost is required. The continuous performance is 
computed by considering the intersample responses. We review the procedures for 
computing the intersample behavior developed in [de Souza and Goodwin (1984), 
Ackermann (1985)]. We also consider a series representation of cyclostationary 
processes [Gardner and Franks (1975), Ogura (1971)]. Specifically, we shall consider
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the state space translational representation which can be used to characterize two 
classes of first and second order processes. The continuous responses resulting from a 
digital implementation of pulse amplitude modulated control signals are examined.
Finally, in this chapter we explore the properties of periodic measurement noise.
Chapter 3 considers the consequences of cyclostationary disturbances for state 
prediction. First, we consider a single rate case and allow the measurement times to 
be non-synchronous with the control instants; that is when the plant output is 
measured at instants kTc+5 where kTc denotes the times when the control signal is 
updated and 5 is a certain delay factor. The problem is to optimize the choice of 5 
such that the mean square prediction error is minimized. The problem can be
reformulated into a standard prediction problem. The multirate case is also
considered. Multirate sampling is one approach for alleviating the problem of finite 
computing capabilities of ‘on-board’ digital computers. Typically, high frequency
sampling is used for plant output measurement (ie. controller input) while low 
frequency sampling is used for control (ie. plant input) [Glasson (1983), Broussard
and Glasson (1980)]. Specifically, we consider Tc=NTm for some integer N where
Tc and Tm are respectively the control and the measurement sampling periods, and 
the state reconstruction is based on N measurements. The optimal prediction problem 
concerns the selection of a group of N measurements. As with the non-synchronous 
prediction, the multirate estimation problem can be reformulated into a conventional 
prediction problem.
Chapter 4 concerns with the discrete linear quadratic regulation (LQG) of 
continuous-time systems. The ideal (ie. infinite precision) LQG regulator design is 
briefly reviewed in this chapter. We consider both finite and infinite horizon LQG 
problems. Specifically, we consider the separation principle [Kwakernaak and Sivan 
(1972)] which allows the controller and the Kalman filter problems to be solved
separately. The necessary and sufficient conditions for the existence of stabilizing
solutions are also considered. A minimax quadratic regulator which minimizes the 
worst (ie. maximum) intersample behavior is examined. We investigate the use of a
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minimax output variance regulator which is a special case of a minimax quadratic 
regulator. It is shown that standard LQG techniques can be used to tackle the 
minimax quadratic regulation problem. Other methods of output regulation are 
reviewed. By means of examples, the performance of the proposed minimax 
regulator is compared to other methods for output regulation.
Chapter 5 concerns the design of finite wordlength linear quadratic regulators. 
As hinted earlier, the majority of results [Rink and Chong (1979), Van Wingerden 
and De Koning (1984), Moroney et. al (1983), Sasahara et. al (1984)] in control 
applications have been concerned with the degradation in performance of a 
compensator originally designed under the assumption that the compensator will be 
implemented in infinite precision arithmetic. In this chapter we consider the 
fixed-point FWL design which directly takes the wordlength into consideration. We 
shall see that the optimal FWL design involves the selection of the optimal Kalman 
filter and controller gains and choosing the optimal structure subject to a certain 
C2-scaling constraint. In this design, the integer residue correction [Williamson and 
Sridharan (1985b)] or the sub-optimal error spectrum shaping [Abu-El-Haija and 
Peterson (1982)] scheme is incorporated. The finite coefficient wordlength 
consideration in the design of LQG regulators is also considered in this chapter.
Chapter 6 concerns the implementation of a low-complexity low-sensitivity 
compensator. The optimum structure mentioned earlier suffers from the fact that it 
has the largest number of multiplications per output sample (ie. high complexity 
structure) while the direct from structure (ie. the least complex structure) produces 
high round-off noise. The delay replaced delay form structure (DRDF) [Agarwal and 
Burrus (1975), Szczupak and Mitra (1978), Nishimura et. al (1981), Orlandi and 
Mortinelly (1984), Williamson (1987)] is a good candidate. First, we consider a 
single-input single-output (SISO) DRDF implementation. In [Williamson (1987)], it is 
shown that the scaled DRDF structure can be derived directly from the given 
transfer function (hence the direct form structure). We extent this result such that 
the DRDF structure can be obtained directly from the given default structure. This
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procedure is more appropriate for control applications. Both the controllable and 
observable DRDF structures are considered. The procedure can be generalized for 
the multi-input multi-output (MIMO) system. In this chapter we develop a procedure 
which allows the MIMO-DRDF structure to be derived directly from the given 
default structure. For both the SISO and the MIMO cases, we investigate the FWL 
performance of compensators implemented using the scaled DRDF structure.
Finally, in chapter 7 we present the summary, conclusions and directions for 
future research.
1.5 ORIGINAL IDEAS PROPOSED IN THE THESIS
# State space translational representation of wide-sense cyclostationary processes 
as developed in chapter 2.
# First order approximation of harmonic series representation of wide sense 
cyclostationary processes as described in chapter 2.
# Characterization of a wide sense cyclostationary measurement noise as derived 
in chapter 2.
# The discrete minimax quadratic regulation (MMQR) of continuous-time 
systems which directly takes the intersample behavior into account as 
developed in chapter 3.
#  The discrete minimax output variance regulation (MMVR) of continuous-time 
systems as described in chapter 3.
# Non-synchronous control and output sampling to achieve optimal state 
reconstruction in the presence of cyclostationary disturbances as described in 
chapter 4.
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# The development of multirate optimal state prediction as described in 
chapter 4 when the process disturbance and/or the measurement noise are 
cyclostationary.
#  The development of algorithms for achieving the optimum finite wordlength 
linear quadratic Gaussian (FWL-LQG) regulator as discussed in chapter 5.
# An extension of the procedures for deriving the delay replaced direct form 
(DRDF) structure as described in chapter 6.
# The procedures for deriving the multi-input multi-output delay replaced 
direct form (DRDF) structure from the given default structure as developed 
in chapter 6.
CHAPTER 2
CYCLOSTATIONARY PROCESSES
2.1 INTRODUCTION
For the control of continuous-time systems it is generally more practical and 
advantageous to use digital control especially if the desired control law is to be 
adaptive. From an analytical point of view, the simplest solution is to generate the 
control law as a pulse amplitude modulated (PAM) signal with constant period. At 
the controlling instants, a linear time invariant continuous-time system under :the 
influence of continuous wide sense stationary (WSS) [Papoulis (1965)] ‘white noise’ 
disturbances has an equivalent linear time invariant description in which the
corresponding discrete disturbances are also WSS. The usual approach is to base the 
design of the discrete control sequence on this system description. Often (as in the 
case of linear regulation) the resulting control sequence is (asymptotically) WSS. 
However as it is shown in [de Souza and Goodwin 1984], the continuous control
signal is not stationary but will exhibit periodic statistical properties, and as a 
consequence so will the continuous system state and plant output. This special case 
of nonstationary processes is termed cyclostationary [Bennet (1958)], periodic
non-stalionary [Ogura (1971)] or periodically stationary [Papoulis (1965), Franks 
(1969)].
By definition [Franks (1969)], a random process (x(t)} for all t6(-<»,oo) is 
cyclostationary with period Tx if
a. the probability density function (pdf) of x(t) is identical to the pdf of 
x(t+Tx) for all t.
b. the joint pdf of x(t) and x(s) is identical to the joint pdf pdf of x(t+Tx)
and x(s+Tx) for all t and s.
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The performance measures that we consider throughout this thesis only involve 
second order statistics. Therefore, a definition which is based on lower order 
statistics is sufficient for our purposes. A random process {x(t):-o°<t<t} is said to 
be wide sense cyclostationary (WSCS) with period Tx if the mean function x( t )  is 
periodic, and the autocorrelation function rx(t,s) is jointly periodic of period Tx; 
that is
x ( t )  = x( t+Tx) for  a l l  t (2.1)
r x ( t , s )  “ r x (s+Tx , t+Tx) for  t and s (2.2)
In electronic communication systems, cyclostationary processes have been 
recognized since the fifties [Deutsch (1954), Bennet (1958)]. Cyclostationary processes 
often occur in the systems in which the stationary processes are subjected to some 
form of periodic operation such as sampling and scanning. Such periodic operation is 
often introduced intentionally to put the signal in a format which can be 
manipulated easily. Periodic operations which are commonly used in communications 
include amplitude modulation (AM), frequency shift keying (FSK), pulse amplitude 
modulation (PAM), time division multiplexing (TDM). Cyclostationary processes are 
frequently treated as if they were (purely) stationary. This can be done by averaging 
the statistical parameters such as mean, covariance etc. over one period. It has been 
shown in [Gardner (1972)] that a significant improvement in performance of certain 
receiver-filters can be obtained by recognizing that the input (ie. the received signal) 
is actually cyclostationary.
In this chapter, we investigate the properties of cyclostationary processes which 
may occur in control applications. The properties of the discrete equivalent 
representation of continuous-time linear time-invariant systems when using a 
zero-order hold digital-to-analog converter (DAC) and a periodic sampling 
analog-to-digital converter (ADC) are reviewed in section 2.2. In this section, we 
also review the effect of pre-filter placed before the ADC on the statistics of the 
measurement noise. In section 2.3, we consider the representation of cyclostationary 
processes. We develop the translational representation of a WSCS process which is
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then used to characterize two classes of first and second order processes. We also 
consider the harmonic series representation of a WSCS process in this section. The 
relevance of cyclostationary processes in stochastic control are explored in 
section 2.4. We examine the continuous time response resulting from the digital 
implementation of pulse amplitude modulated control signals. We shall see that the 
intersample variance can vary significantly from that observed at the controlling 
instants. By means of some examples, we show that increasing the control sampling 
rate (in an attempt to reduce the variance at the controlling instants) in fact 
increases the maximum intersample variance especially for lightly damped open-loop 
systems. Finally, we investigate the statistical properties of cyclostationary 
measurement noises.
2.2 DISCRETIZATION OF CONTINUOUS-TIME SYSTEMS
In this section we briefly review the method for discretizing continuous-time 
time-invariant systems assuming a zero-order hold is used in the digital to analog 
converter and a periodic sampler is used to transform the continuous signal into a 
discrete signal as shown in Fig.2.1. The continuous-time system that we consider is 
described by
x ( t )  = Ax(t) + Bu(t)  + o)(t) (2.3a)
y ( t ) = Cx( t ) + t j ( t ) (2.3b)
where the dimensions of the state, the input and the output are respectively given 
by
x ( t ) f R nx ; u ( t ) eRn,J ; y ( t ) eR ny
Note that the continuous-time model (2.3a-b) contains no delay. The dimension of 
system matrices A, B and C are respectively (nxxnx), (nxxnu) and (nyxnx). The 
processes (oo(t)} and {rj( t)} for all te(-<»,<») are assumed to be zero-mean 
independent WSS processes with respective covariance functions
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*{
ü) ( t ) -
r/( t )
[ o '  ( t )  17" ( t )  ] } =
ra)( t  , t ) ^CjOTJ (  ^  ^)
’ ** OOTJ ( ^  t ) r r/( t  , t )
n c
■*c > 0
(2 .4a)
For simplicity, we assume the processes {o)(t)} and {^(t)} are uncorrelated. 
Consequently, in (2.4a)
rWT?(t , t )  -  \PC = 0 (2 .4b)
The control signal u(t) is generated by a zero-order sample-and-hold having discrete 
input sequence (u(kTc)} where Tc is the sampling period; that is
u ( t )  = I  u(kTc )p ( t-k T c ) (2 .5 a )
k=-oo
where p(t) is a unit pulse described by
P ( t )
' 1 fo r te [0 ,T c ) 
. 0 o therw ise
(2 .5b)
The control sequence (u(kTc)} is assumed to be selected to minimize a certain 
quadratic performance index (the detail of this design will be presented in 
chapter 4). The resulting stabilizing control law (which provides a stable closed-loop 
system) is governed by
u(kTc ) = - Cx(kTc ) (2 .6 )
The equivalent discrete-time system of the system (2.3) for a sampling period 
Tc seconds can be written as follows [Kwakernaak and Sivan (1972), Sage (1974)].
x ((k + l)T c ) = 4>x(kTc ) + Tu(kTc ) + oo(kTc ) (2 .7a)
y(kTc ) = Lx(kTc ) + 7j(kTc ) (2 .7b)
where the discrete system matrices $, T and L can be computed from the 
continuous system matrices A, B and C as follows
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$ ( ( k + l ) T c> kTc ) ^  <b = e
A ( ( k + l ) T c - k T c )
(2.8a)
( k + l ) T
r ( ( k + l ) T C , kTc ) ö  r = ;  ec A ( ( k + l ) T r -<r)c '  Bdcr
fc A(Tc - c r ) _ ,J e c Bd(T
L -  C
(2.8b)
(2.8c)
equivalent discrete-time system
periodic
sampler
p re - f i l te r
zero-order
hold
continuous-t ime
system
{y(kTc )}
Fig.2.1 Discrete equivalent realization of a continuous-time system.
The discrete version of the disturbances co(t) and rj(t) are given by
u ( k T c )
( k + l ) T C
/  e 
kTc
A(Tc -<r) ci)(a) da
= S eA<^ c a ^ o i ( ( j ) d a  (2.9a)
0
=  T? ( t )  I
l t = k T c
r/ (kTc ) (2.9b)
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The covariance of the discrete process {w(kTc):-oo<k<a>} is given by [Kwakernaak 
and Sivan (1972)]
0  £  $ {(jü(kTc )üT (kTc )}
= U / C / C e A(Tc"(r)a)(<r)c/  ( t ) e A (T°  ~T W d r }
0 0
_ ; Ce A( Tc -^ )  
0
nc A'e (Tc -O’) da ( 2 .9 c )
where 0  ^ is defined by (2.4a). The effects of sampling on the statistics of the 
measurement noise tj( t) in (2.9b) is discussed later in the section. The
cross-covariance of the discrete processes (o)(kTc)} and (r;(kTc)} is given by
°0  0°
£ {u(kTc )r f  (kTc )} = £ { /  /  e A T°  a w(a)  rf ( r ) do-dr }
-00 -00
but rW7j(t,t)=0, and hence
£ (oj(kT c ) r f  (k T c )  ) -  0
From (2.9a-b), it can be seen that the discretization procedure produces the 
zero-mean processes (co(kTc)} and (i7(kTc)}.
The poles and the zeros of the discrete-time system (2.7) are related to the
poles and the zeros of the continuous-time system (2.3). The relationship between 
the poles (Xj(4>)} of the discrete-time model and the poles (Xj(A)} of the 
continuous-time plant can be seen from (2.8a); that is [Gantmacher (I960)]
X i (4>) = e Xi(A)Tc ( 2 . 1 0 )
for ie[ l ,nx] where Xj(X) denotes the i^-eigenvalue of a matrix X. A continuous
time plant is stable if all eigenvalues (Xj(A)} are located in the left-hand side of the
s-plane (ie. non-positive real value as shown by the shaded-area in Fig.2.2a). From 
relation (2.10), the corresponding discrete-time model is stable if all eigenvalues 
{Xj($)} are located inside the unit-circle in the z-plane (as shown by the shaded 
area in Fig.2.2b).
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I m
s-plane
► Re
I m
z-plane
Re
Fig.2.2 The stability regions of continuous-time and the corresponding 
discrete-time models.
Unlike the poles, the zeros of the discrete-time plant can not be obtained easily 
from the zeros of the continuous-time plant. Stable continuous-time poles (ie. poles 
in the left hand side (LHS) of the imaginary axis in the s-plane) are preserved in 
that the corresponding discrete-time poles are located inside the unit circle in the 
z-plane. But, minimum-phase continuous-time zeros (ie. zeros in the LHS in the 
s-plane) may be mapped into non-minimum phase discrete-time zeros (ie. discrete 
zeros outside the unit circle in the z-plane) [Astrom et. al (1980)].
Assume the continuous-time representation {A,B,C} in (2.3a-b) is controllable 
and observable (ie. minimal). For an arbitrary sampling period Tc, the minimality of 
the triplet (A,B,C) does not imply the representation {4>,r,L} in (2.7a-b) is 
minimal. The following lemma establishes the conditions for minimality.
Lemma 2.1 [Chen (1984)] Consider the linear continuous-time time-invariant system 
(2.3a-b) which is minimal. A sufficient condition for the corresponding discrete 
equivalent realization (2.7a-b) to be minimal is that
l-KCt
Im[Xi(A) - Xj (A)] *
for a=±l,±2,... whenever
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R e f X j C A )  -  X j ( A ) ] =  0
where Im[X] and Re[X] respectively denote the imaginary and the real part of a 
complex number X. For a single-input and single-output plant (ie. nu=ny=l), the 
above sufficient condition is also necessary.
cm
At the controlling instants t=kTc , the characteristics of the continuous system 
(2.3a-b) can be evaluated using the equivalent discrete-time description (2.7a-b) and 
(2.8a-c). But, since the system is continuous in time the intersample characteristic of 
the system must also be evaluated; that is, the performance must be determined at 
times 5 for kTc<5 <(k+l)T c . A method for evaluating the intersample characteristics 
is proposed in [de Souza and Goodwin (1984), Ackermann (1985)]. In this method, 
the intersample characteristics is evaluated at instants t=nA where n=0,l ,2 ,...,N  and 
the factor A is chosen such that TC=NA. Note that the intersample characteristics is 
evaluated after the characteristics at the controlling instant has been evaluated. At 
time t=A for 0 < A < T c the equivalent discrete time system of (2.3a-b) is described 
by
x(kTc+A) = 4>^x(kTc ) + r^u(kTc ) + o^(kTc ) ( 2 . 11a )
y(kTc +A) = Lx(kTc+A) + ^ ( k T C+A) ( 2 . 11b)
where
$4  = e M  ( 2 . 1 2 a )
A
VA = /  eA(^-°')da ( 2 . 12b)
0
and where the discrete-time disturbances (co^(kTc)} and {i7^ (kTc)} are given by
A
o>A(kTc ) = /  e A(^-<Odo- ( 2 .1 3 a )
0
Va ( kTc ) = T?(t)
t=A
( 2 . 13b)
The covariance of the sequence (co^(kTc)} can be computed in a similar way as for
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computing the covariance of the sequence {o>(kTc)}; that is
(2 .14)
0
When TC=NA, the discrete system description (2.7a-b) is related to the system 
(2.11a-b) by
The intersample characteristics of the system (2.3a-b) can be computed using 
the discrete descriptions (2.7a-b) and (2.11a-b). The result is stated in the- following 
lemma.
Lemma 2.2 Consider the minimal continuous-time system (2.3a-b) where the signal 
u(t) is given by (2.5a-b) and the stabilizing control law u(kTc) is given by (2.6). 
Consider as well the equivalent discrete representation (2.7a-b) and (2.11a-b). Then, 
at any intersample instant t=nA, n=0,l,...,N where A=TC/N, the covariance of the 
system can be described by
$  -  $3
r - rA + <$ArA + ... +
u ( k T c ) -  U(N. 1)A(kTc ) + ‘t Aö ( N_2)A(kTc ) + . . .  + <t^-1uA(kTc )
X(n4) -  4nAX(NZ\)*^1 + 
Y(nA) = LX(nA) V  + (2 .15b)
(2 .15a)
where
X(nA) ^  $ {x(kTc+nA)x '(kTc + nA )} 
Y(nA) ^  ${y (kTc +nA)y '(kTc +nA)}
^nA = ^nA " r nAc (2.15c)
and where the matrices and 0 ^  are given by
*nA -  *2 (2 .16a)
n-1
j=o
(2 .16b)
37
n-1
finA = 1 (**) j fi cC^A) j ( 2 . 16c )
J - o
and Anz^  is the covariance of the measurement noise at t=nA. The covariance X(NA) 
is given by (2.15a) for n=N.
Proof : A simple extension of the discrete system description (2.11a) results in
x(kTc+nA) = (i)n^x(kTc ) + Tn^u(kTc ) + 0)n^(kTc ) ( 2 . 17a)
y(kTc +nA) = Lx(kTc+nA) + T7^ (kTc+nA) ( 2 .17b)
where and Tn^ are given by (2.16a) and (2.16b) respectively. The discrete
sequence {cJn^(kTc)} in (2.17a) is defined by
^nA(kTc) = w( n - l  )A^kTc) + ^z\w(n -2 )z \(kTc) + •••  + ^S”lw^ (kTc ) ( 2 - 18) 
The covariance of the process (o)n^(kTc)} is given by in (2.16c). Substitution of
u(kTc) in (2.17a) using (2.6b) yields the closed loop system
x(kTc + nA) = i n^x(kTc ) + u ^ k T c )  ( 2 . 19 )
where <t>n^ is given by (2.15c). Evaluation of the covariance of the closed loop 
system (2.19) and (2.17b) gives the covariance equations (2.15a-b).
r m
Notice that in Fig.2.1 the continuous output y(t) is filtered before it is sampled.
The analog pre-filter which is in general a low-pass filter is useful for avoiding the
aliasing effect. The need for such pre-filter is known in both the digital filtering 
area [Rabiner and Gold (1975), Oppenheim and Schafer (1975)] and in digital 
control applications [Astrom and Wittenmark (1984), Franklin and Powell (1981)]. A 
conservative design procedure is to select the bandwidth of the filter to be 
sufficiently wide compare to the system bandwidth. Thus, ideally the pre-filter passes 
the Cx(t) term in (2.3b) unchanged while filtering the broadband measurement noise 
rj(t). To see the effects of the pre-filter, consider the first order low-pass filter 
governed by
z ( t )  = - a z ( t )  + a*7 ( t )  ( 2 . 20 )
Note that the input to the filter (2.20) is Tj(t) rather than cx(t) + r?(t) since it is
assumed that the breakpoint of the filter (=a) is chosen such that the filter will pass
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the term cx(t) unchanged. At the sampling instants t=kTc the filter response can be 
represented by
T
z ( (k + l) T c ) = e 'aTcz(kT c ) + e ' a ( T c -<7) ar j (a)da  (2 .21)
0
The variance of the filter output can be derived by taking the expected value of the 
square of (2.21) which yields
$ ( z 2(kTc ) )  -  \  Ac (2.22)
where Ac is the variance of the noise rj(t). In deriving the variance of (z(kTc)} in 
(2.22) the stationarity of the process tj(t) has been used to deduce that in steady 
state the variance of (z(kTc)} is constant for all k. I f  the bandwidth of the filter is 
chosen to be twice the system bandwidth (which implies a=Tc/2) then the variance 
of the filter output is inversely proportional to the sampling period Tc ; that is
£ { z 2(kTc ) } -------  (2.23)
T 1 c
In general, the dynamics of the analog pre-filter should be taken into consideration 
in the design of digital compensators. One way to io this is to include the dynamics 
of the filter in the representation of the continuous-time model (2.3a-b). The 
resulting augmented system would have (nx+nf) number of states where nf is the 
dimension of the pre-filter state. However, in the initial stages of design, the 
dynamics of the anti-aliasing filter is usually ignored. (The sensors and actuators 
dynamics are also ignored). Therefore, the term Cx(t) in (2.3b) is assumed to be 
unaffected by the pre-filter. The output y(t) in (2.3b) is approximated by
y ( t )  = Cx( t ) + r j ( t )  (2.24a)
where the filtered noise rj(t) is defined by
00
r j ( t )  = S h f ( t - a ) r ] ( a ) d a  (2.24b)
- 0 0
where hf(t) is the impulse response of the anti-aliasing filter. From (2.24a), the 
covariance of the discrete noise r/(kTc) (an approximation of i7(kTc) in (2.7b)) is
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given by
£{Tj(kTc ) r f  (kTc ) } = / h f (kTc -o-)Achf(kT c -a )d a  (2 .24c)
— 00
As a further idealization, assume that the anti-aliasing filter is an ideal low-pass 
filter defined by
h f ( t )  = —  s in  (2 7T F01) ( 2 .24d)
X t
for all t where f0 is the cut-off frequency. Note that in the frequency domain an 
ideal low-pass filter is characterized by the transfer function Hf(2xjf0) where
00
'  1
Hf ( 2 x j f )  = ■
f o r  IFI < f Q
. 0 o t h e r w i s e
Substitute hf(t) in (2.24c) by using (2.24d) yields
00 1
£ {rj(kTc )i)" (kTc ) } = /  -------  s i n 2 ( 2 x f 0a ) A c dcr
-oo x 2C 2
= 2 f0Ac (2 .25a)
Therefore, if the cut-off frequency of the anti-aliasing filter is chosen to be twice 
the system bandwidth (which implies f0=l/(2Tc)), the covariance of the discrete noise 
i)(kTc) is given by
£{T?(kTc )rTkTc )} = ----  (2 .25b)
Tc
Throughout this thesis, we ignore the dynamics of the pre-filter and consider only 
the effect of pre-filter on the measurement noise rj(t). Consequently, the covariance 
of the discrete noise Tj(kTc) defined in (2.7b) is approximated by
£{ij(kTc ) i f  (kTc )} = (2 .25c)
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2.3 REPRESENTATIONS OF CYCLOSTATIONARY PROCESSES
The analysis and/or synthesis of systems involving random processes are greatly 
expedited by the use of appropriate representations of such processes. A random 
process is frequently described using an integral representation or a series 
representation [Franks (1969)]. In this section, the series representation is used to 
represent cyclostationary processes. Using the series representation approach, a 
cyclostationary process can be represented in two ways. The first representation is 
called translational series representation [Gardner and Franks (1975)] while the 
second representation is known as harmonic series representation [Ogura (1971), 
Gardner and Franks (1975)]. We first develop the relevant translational series 
representation and then continue with the development of the harmonic series 
representation.
Definition 2.1 [Gardner and Franks (1975)] A cyclostationary process a3(t) with 
period Tw is said to have a translational series representation of order ß if there 
exists a complete orthonormal set of ß deterministic basis functions {<^p:Kp<ß} and 
a set of ß jointly WSS random sequences {{anp }:l<p<ß,-<»<n<oo} such that
00 Q 2
€1 | ö<t )  -  I  I  Onp^pCt-nT^)I 1 - 0  ( 2 . 2 6 )
n=-oo p=l
for all -oo<t<°°.
m n
In the context of this thesis, we consider a state space translational representation of 
co(t) of order ß as defined by
00
z ( t )  = Dz( t ) + I  e(kTa))p (t -k T CJ) ( 2 . 27a )
k=-oo
w( t )  = Hz ( t ) ( 2 . 27b)
where z(t)eR^ and oo(t)eR1 and where D is strictly stable (ie. \ j (D )<0  for all 
l<i<ß) and the sequence (e(kT0J)} is a zero-mean vector WSS process with 
covariance E. The unit pulse p(t) in (2.27a) is defined by (2.5b). The process u>(t)
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in (2.27b) is the output of a linear time-invariant plant driven by a zero-mean 
random amplitude PAM signal which is cyclostationary with period Tw. Thus, the 
output oj(t) is also cyclostationary with period T^. At the time instants 1 = ^ ^  for all 
integers k, the system (2.27a) can be represented as
T
z ( ( k + l ) T u ) = <t>(Ta)) z ( k T a)) + A ( T aJ-cr)e(kTa))d<r ( 2 . 2 8 a )
0
« (kTw) = HzCkT^) ( 2 .2 8 b )
where
$ ( t ) = e Dr (2 .28c)
The covariance matrix f^T^) of the process u)(t) at 1 = ^ ^  can be derived from 
(2.28a) and (2.28b). The result is
*(TU) = ‘K T o , ) * ^ ) * ' ^ )  + ®0t>)  ( 2 . 2 9 a )
Ado , )  = H*(Tw)H'  ( 2 .2 9 b )
where
*(TU) * ${z(kTJz'(kTJ}
fi(T J  * $M kTuK (k T u)}
and where
T
e(Tco) = A ( T w- a ) E r  (T^-(r)do- (2.30)
0
where
E A £{e ( k T ^ ) e " (kT^ )}
By Lyapunov's theorem [Anderson and Moore (1979)], the steady state solution of 
the discrete Lyapunov equation (2.29a) ^(T^) exists, is unique and is positive definite 
provided the pair {F,D} is completely reachable where 0(Tw)=DD' and 
I Xj(<i>(T0J)) I <1 (ie. ^(T^) is strictly stable). The covariance matrix of the process 
(o)(t)} within a period Tw can be evaluated by using the representation of system 
(2.27a) for all instants kT0J<5<(k-<-l )TC^; that is
6
z(kTw+5) = ct>(5)z(kTa)) + f  <t>( 5 -a )  e (kTw) da
o
( 2 . 3 1 a )
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oKkT^+ö) = HzCkT^+ö) (2.31b)
where <fc(5) is given by (2.28c) for 7=5. The covariance matrix of cu(t) for t=5 is 
then given by
*(6) = 4»(5)'P(TÜ))4)'(5) + 0(5) (2 .32a)
0(5) = Htf(5)lT (2.32b)
where the covariance matrix ^(T^) is given by (2.29a) and the matrix 0(5) is given 
by (2.30) for TCJ=5. The characteristics of w(t) as described by the covariance 
equation (2.32a) is illustrated in the following examples.
Example 2.1
Consider the first order representation
00
d)(t)  = - 0 u ( t )  + 0 1  e (kTc0) p ( t - k T 0J)
k=-oo
where the sequence e(kTa)) is a zero-mean independent WSS process with covariance
1 -  e - 2 ^
£ ( e 2 (kTu ) }  ----------------------
( l - e ' 0 T U ) 2
for all integers k. At 1= ^^ , it follows from (2.29a-b) that O fT ^^l. Within the 
period T^, the covariance 0(5)=rw(5,5) can be evaluated by using the equation 
(2.32a-b). More generally for kTw<t<(k+l JT^ and kTCjJ<s<(k+l JT^
r ^ t . s )  = e “^ ( t + s ) +
( 1 - e  ^  ) ( l - e  ßS ) ( l - e 2(rTu  )
( l _ e ~^TU ) 2
The covariance 0(5) which is given by rw(t,s) for t=s=5 can be shown to satisfy 
0 (5 ) < 0(1^) = 1
for all 0<5<Ta) and for all non-negative 0. The minimum of 0(5) occurs at 5mjn 
where
,~ß^mi n
1 + e
2
43
n)
1 + e -fST«,
2
Note that <5mjn-*0 as 0-*». Plots of covariance fi(5) of co(t) for all kT(i)<5<(k+l)TaJ 
for some values of ß are illustrated in Fig.2.3.
INTERSAMPLE TIME
Fig.2.3 The covariance fi(5) for 1st order systems
Example 2.2 Consider the second order representation
00
6)(t) + 2fwn« ( t )  + w2co(t) -  I  e(kTw)p (t-k T tJ)
k = -o o
where the factors f and wn are strictly non-negative and it is assumed that for 
each selected pair {f,wn} the covariance E=E(T,wn) of the sequence (efkT^)} for 
simplicity is normalized such that the covariance f^ T ^ ^ l. The covariance fi(<5) can 
be evaluated using the covariance equations (2.29a-b) and (2.31 a-b). Plots of 
covariance fi(5) of {oo(t)} for all kTa)<5<(k+l)Ta) for some combination of f and wn
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Fig.2.4 Covariance 0(6) for 2nc* order systems
are illustrated in Fig.2.4. Note that for sufficiently high values of T and wn, the 
plots of covariance fl(<5) in Fig.2.4a are similar to the curves of fi(6) in Fig.2.3. 
This fact is not surprising since it is well known in linear system theory that a 
second order system with a high damping ratio can be approximated by a first order 
system with a certain time constant. For a low damping T and a high natural 
frequency wn, the characteristics of the covariance fi(<5) for this second order 
representation can be quite complex as evidenced in Fig.2.3b whereas for a low 
natural frequency wn in Fig.2.3c the charateristics of the covariance fi(5) are more 
sinusoidal.
We now examine the harmonic series representation of cyclostationary processes.
Definition 2.2 [Ogura (1971)] A cyclostationary process <3(t) with period is said 
to have a harmonic series representation if there exist jointly WSS continuous-time
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representors (ak(t)} which are bandlimited in the interval [-1727^,1/2T(jJ] such that
<3(0
CO
I ak(t)ej27rkt/Tw
k = -o o
} = 0 ( 2 . 3 3 a )
for all -oo<t<oo where ak(t) is defined by
oo s i n ( x ( t - r  ) / T tt))
a k ( t )  = /  -------------------------  w ( t )
-oo ( i r ( t - r  ) / T (l))
e - j 2 x k r / T u  dr (2.33b)
rm
The autocorrelation f^ t.s )  of d)(t) can be derived from representation (2.33a-b);
that is
r u < t , s )  - E I  f nm( t - s ) e j 2 , r ( n t ' m s ) /T “  ( 2 . 3 4 a )
n = -o o  m =-oo
?nm(t_ s ) -  Sfan ( t ) a J ( s ) )  (2 .34b)
where a^(s) denotes the complex conjugate of am(s). Note that in (2.33a), since the 
components of <5(t) (ie. aic(t)exp(-j2irkr/T0J) for all -oo<k<°°) are individually (ie.
for each k) WSS but not jointly WSS (due to the exponential factors), it follows
[Gardner and Franks (1975)] that the (zero-mean) process (o3(t)} is WSS if and only 
if the representors (ak(t)} defined in (2.33b) are uncorrelated.
In the context of this thesis, we consider the (real) harmonic series
representation of a zero-mean cyclostationary process oo(t) as defined by
co(t) = I  [ a l k ( t  ) co s (27 rk t /T a)) + a 2k( t  ) s i n ( 2 x k t - / T a)) ] ( 2 . 3 5 a )
k=-oo
where the representors (a lk(t)} and {a2k(t)} are jointly WSS. The autocorrelation 
rw(t,s) of od(t) can be derived from representation (2.34a); that is
00 00
i o > ( t , s )  = 0-5  I  I  [ r , nm( t - s )  (cos27r (n t+m s) /T OJ + cos27r(nt  - m s ) /T ü ) +
n = -o o  m =-oo
r 2 nm(t - s ) ( c o s 2 i r ( n t - m s ) / T a) -  cos2ir  ( n t+ m s) /T ^ )  + 
r  i 2 nm(1- s ) ( s i n2x(nt+ms + s i n 2 i r ( n t - m s ) / T C()) ] ( 2 .3 5 b )
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where
r inm(t "s ) " U a l k ( t ) a l k ( s ) }  
r 2 nm(t - s ) ~ s ( a 2k^t ) a 2k^s ^  
r i 2 n m ^ 's ) ~  s { a ! k ( t ) a 2k^s ^
From (2.34b), it can be deduce that the zero-mean process (u>(t)} is WSS if and 
only if
(i) . the representors (a lk(t)} and {a2k(t)} are uncorrelated; that is
r inm(t-s ) = 0
r2nm(t-s ) = 0 
for all t*s and n*m, and
r i 2n m M  = 0 
for all t,s,n and m, and
(ii) . r inn(0) = r 2nn(0)
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Fig.2.5 Coefficients of covariance approximation fi(6)
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The covariance function n(6)=rOJ(5,6) of the process {oo(t)} at t=5 can be 
derived from the autocorrelation function rw(t,s) in (2.35b); that is
00
fi(5) = a 0 + I  a^cos (2xk5/TaJ + (2 .36a)
k-1
A first order approximation to f2(6) defined in (2.32a-b) is given by
fi(5) = a 0 + cos (2x5/1^ + < p ,)  (2.36b)
where a 0, a , and are calculated by evaluating fl(5) in (2.32a-b) by using the 
least square method. For the second order representation (2.27a-b), the functions
a 0, a , and < p , of damping ratio f and natural frequency wn are illustrated in 
Fig.2.5. Numerical results have revealed (see Fig.2.4c) that fi(5) is a good 
approximation of fi(6) for wn<7rT^1 and f < l .
2.4 RELEVANT CYCLOSTATIONARY PROCESSES IN STOCHASTIC CONTROL
In the previous section, we presented series representations of cyclostationary
processes namely the translational series and the harmonic series representations. In 
this section, we discuss the relevant cyclostationary processes in stochastic control.
First, consider the continuous-time system described by (2.3a-b) where the control 
signal u(t) given by (2.5a-b) is an output of a zero-order sample-and-hold. We 
assume the control sequence (u(kTc)} is updated using the linear state feedback law
u(kTc ) = - Cx(kTc ) (2 .37a)
The design of gain G in (2.37a) will not be discussed in this section, it will appear 
in chapters 4, 5 and 6. Substitution of u(kTc) in (2.7a) using (2.37a) yields
x( (k+1 )TC) = (4>-rc)x(kTc ) + w(kTc ) (2.37b)
where the disturbance (oj(kTc)} which is the discrete version of the continuous 
process o)(t) is given by (2.9a). Assuming oj(t) is WSS, it follows that the sequence 
(to(kTc)} is also WSS. Consequently, from (2.37b) it can be seen that the state
vector (x(kTc)} and the output (y(kTc)} are also WSS. It follows from (2.37a) that
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the control sequence (u(kTc)} is WSS. Therefore, the control signal u(t) in (2.5a-b) 
is a pulse amplitude modulated (PAM) signal with random amplitude. This particular 
signal is well known in communication applications to have periodic statistical 
characteristics [Franks (1969)]. The cyclostationarity of the signal u(t) which is 
depicted by the periodicity of the mean and the variance of u(t) can be evaluated 
directly from the representation (2.5a-b). The result is stated in the following 
lemma.
Lemma 2.3 [Franks (1969)] Consider the (scalar) control signal u(t) defined by 
(2.5a) with the unit pulse p(t) given in (2.5b). Assume the control sequence (u(kTc)} 
is zero mean WSS with correlation sequence (pu(kTc)}. Then the control signal u(t) 
is WSCS of period Tc with correlation function
00
r u ( t+ ö ,t )  = T. pu (kTc )q ( t  , 5+kTc ) (2 .38a)
k=—oo
for all 0<5<TC where q(t,5) is a periodic indicator function given by
q ( t ,5)
' 1 i f  kTc< t< (k+ l)T c -6 
. 0 o therw ise
(2.38b)
I I i I
At the controlling instant t=kTc, the closed loop variables x(kTc), y(kTc) and
u(kTc) are all WSS. But the continuous signal u(t) as it is shown in lemma 2.3
exhibits periodic statistical properties. Consequently, the continuous state vector x(t) 
and output y(t) will also exhibit periodic statistical properties [de Souza and Goodwin 
(1984)]. To see this, consider the covariance equation (2.15a-b). At time instants 
t=kTc+nA for a fixed n, the covariance X(nA) of the state vector x(kTc+nA) in 
(2.17a) are equal for all k which implies that the process {x(kTc+nA):-oo<k<co} is
stationary. However, the process is a function of n, thus the process
{x(kTc+nA):n=0,l ,2,...,N} defined in (2.17b) is cyclostationary. Using the same 
reasoning, it can be shown that the process {y(kTc+nA):n=0,l ,2,...,N} is also 
cyclostationary. The cyclostationary characteristics of digitally controlled
continuous-time systems are presented in the following illustrative examples.
Example 2.3 Consider a scalar model (2.3a) with A=-a and B=C=1. Assume for 
simplicity no measurement noise (ie. A=0) and 1^=1 in (2.4a-b). The discrete 
version of the model (2.3a) for a sampling period Tc=lsec is governed by 
(2.7)—(2.9); that is
x (k+ l) = e -a x(k) + a - 1(1 - e - a )u (k ) + o (k ) (2 .39)
where
l - e " 2a
n ö ${oj2(k)} = ---------  (2 .40)
2a
In order to show the intersample characteristics of the controlled system, the control 
law defined in (2.6) is selected such that the variance of output y(t) at the control 
instants t=kTc is minimized (this is the so called minimum variance regulator (MVR) 
[Äström (1970)], the MVR will be discussed in chapter 4). The MVR control law 
for the plant (2.39) is defined by
a e - a
u(k) - ------------- x(k) (2 .41)
1 -e~a
After substituting u(k) in (2.39) using (2.41), the covariance X(NA) of the state 
x(k+l) can be written as
X(NA) = n (2 .42)
where fi is the covariance of discrete noise (oj(k)}. Note that in (2.42) NA=TC 
(where Tc=lsec). The intersample variance can be evaluated by means of lemma 
2.2. From the covariance equation (2.15a), the intersample variance can be written 
as
( l _ e - a n A ) e - a  1_e -2anA
X(nA) = (e~an^ ---------------------- ) 2f] + -------------  (2 .43)
(1 - e _a) 2a
Fig.2.6 shows the characteristics of X(nA) for some values of a. From (2.43), it can 
be shown that for all stable a (ie. a>0) the maximum variance occurs at the 
controlling instants t=kTc. This is also evidenced in Fig.2.6.
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Fig.2.6 Intersample covariance X(nA) of 1st order system
Example 2.4 [de Souza and Goodwin (1984)] Consider a single-input single-output 
(SISO) second order plant (2.3a-b) where the system matrices A, B and C are given 
as follows
and
■ 0 1 ' ■ o ■ ■ l ■
A  = ; b  = ; cr =
. 0 - 0 . 1  . . l . . o .
As in example 2.3, the selection of the control sequence (u(kTc)} defined in (2.6) is 
based on the MVR criterion. The MVR gains denoted by G in (2.6) for different 
values of sampling period Tc are given as follows.
CO
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i . Tc = 1 s e c . ; G -  [ 2 . 0 6 7 2  1 .9 6 7 2 ]
i i . Tc = 0 . 5  s e c . ; G = [ 8 . 1 3 3 9  3 . 9 6 6 9 ]
i i i . Tc = 0 . 1  s e c . ; G = [ 2 0 0 . 6 6 7 2  1 9 .9 6 6 7 ]
Tc ( s e c ) r a t  i o w o r s t  v a r i a n c e
1 12 .8 1 3 . 9 6 5 3
0 . 5 2 5 . 0 2 1 .0 0 3 7
0 . 1 1 2 2 .5 1 0 . 0 4 0 5
Table 2.1 The effects of sampling on intersample variance of 
a 2n£* order system
t ' - 0 .5
0 . 4  0 . 6INTERSAMPLE TIME
Fig.2.7 Intersample output variance of a 2nc* order system
The resulting intersample output variance is depicted in Fig.2.7. From Fig.2.7 and 
Table 2.1, it can be seen that the ratio between the worst intersample variance and 
the variance at the control instants t=kTc increases with the sampling rate T p1.
54
Example 2.3 Consider again the SISO second order model (2.3a-b) where the 
matrices A and B are given by
0 1 ' o  ■
A  = ; b  =
. 0 0  . . l  .
INTERSAMPLE TIME
Fig.2.8 Intersample output variance of 2nc* order systems
Assume the sampling period is fixed at Tc=lsec. The output of the model is 
considered for three different choices of output vector C and for each given values 
of C we assume the state feedback gain G is selected to satisfy the MVR criterion 
mentioned in the example 2.3. We list the output vectors C and the gains G as 
follows.
i . C = [0.1 1] ; C = [0.6667 1.3333]
i i .  C = [1 1] ; C =  [1.6667 1.8833]
i i i .  C = [1 0 .1] ; C = [0.0952 1.0476]
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The intersample characteristics of the output corresponding to each pair {C,G} were 
computed by means of lemma 2.2 and the results are illustrated in Fig.2.8. It can 
be seen from Fig.2.8 that the intersample statistical response of the controlled system 
for a certain pair {C,G} is different to that of the controlled system for another 
pair {C,G}.
So far, we have only considered the case where the process disturbance and the 
measurement noise are WSS. In the following lemma, we present the characteristics 
of digitally controlled continuous-time systems in the presence of both WSS and 
WSCS disturbances.
Lemma 2.4 Consider the continuous-time SISO system (2.3a-b) with the linear state 
feedback control law u(t) defined by (2.5a-b) where the processes {o)(t)} and {rj(t)} 
are zero mean independent WSS and are uncorrelated with the state x(t), the input 
u(t) and the output y(t). Then, if the control sequence (u(kTc)} is zero mean WSS, 
the continuous processes {x(t)} and (y(t)} are zero mean WSCS of period Tc . More 
generally, if the process (oj(t)} is WSCS of period T u with m T ^nT ^ where n and 
m are integers and the ratio n/m is irreducible, then the continuous processes {x(t)} 
and {y(t)} are WSCS of period mTc ^nT^).
Proof: From lemma 2.3, the control signal u(t) defined by (2.5a) is WSCS with 
period Tc . Suppose the impulse response function of the system (2.3a) is given by 
h(t) where
h ( t )
' CeAtB for  t>0
. 0 for  t<0
The influence of the input u(t) on the output y(t) can be expressed as
00
y ( t )  = /  h(t-(7)u((r)dcr
-00
The mean function of the output y(t+Tc) is given by
00
£ { y ( t +Tc )} = /  h (t+ T c -o')${u((r)}do'
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CO
= / h (t- iO H u O + T c )}do-
-00
but £{u(i'+Tc)}=£{u(j')}=0 and hence
£ (y(t+Tc ) } = £{y (t)}  = 0
The autocorrelation function of the output y(t+Tc) is given by 
r y (t+Tc ,s+Tc ) = £ (y(t+Tc )y '(s+ T c )}
00 00
= / /  h(t+Tc -o’) r u (cr,r)h ''(s+Tc -T)dadr
-00  -00
00 00
= J /  h( t -7) r u (7+Tc , j'+Tc ) h '( s - v ) d 7di^  _
- 0 0  -0 0
The cyclostationarity of the control signal u(t) implies ru(7+Tc,j'+Tc)=ru(7,j>) and 
hence
-0 0
r M( t + T c , s+Tc ) =  f  /  h ( t - 7 ) r u (7 ,  v ) h ' ( s - ^ ) d 7 d f '
-00  -00
= r w( t , s )
The periodicity of the mean function £{y(t)} and of the autocorrelation function 
rw(t,s) establish the cyclostationarity of the output y(t) (under the influence of both 
u(t) and Gd(t) (which is WSS)). Using a similar analysis, the cyclostationarity of the 
state x(t) defined by (2.3a) can also be established. To prove the more general 
result, let the output y(t) be decomposed as 
y ( t )  = y t( t ) + y 2( t )
where y,(t) is the response due to the input u(t) and y2(t) is the output due to 
disturbance oo(t). Note that y,(t) and y2(t) are uncorrelated since u(t) and o)(t) are 
uncorrelated. The output y(t) is related to u(t) and oo(t) by
00 00
y( t )  = / h(t-cr)u(cr)da’ + /  ceA( t da
-00  - 0 0
where h(t-a) is the impulse response function of the system (2.3a) and C and A are
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defined in (2.3a). The inputs u(t) and oo(t) are both zero mean. Therefore, the 
mean function ${y(t)} is given by
${y(t+mTc )} = £ { y ( t ) }  -  0
where mTc=nTa). The autocorrelation function r(J(t+mTc,s+mTc) of the output y(t) is 
given by
( t +mTc , s+mTc ) = £{y(t+mTc )y'  (s+mTc )}
00 00
= /  /  h(t+mTc -(7)ru ((7,r)h''(s+mTc -T)d(rdr +
00
/
-00
CeA ( t +mTc -<0 r ) e (s+mTr -T ) C"dadr
where h(t) is the impulse response function (from the input u(t)) of the system 
(2.3a) and C and A are defined in (2.3a). Let cr=y+mTc and c=r+mTC) we have;
ra)(t+mTc , s+mTc ) = /  /  h( t - 7 ) r u (7+mTc , y+mTc ) h" ( s - v  ) d^dv +
-00  —00
/  /  CeA( t _7 ) rtü(7+mTc ) , r+mTc ) e A ( S ~'’) (T dydr
-00  —00
The cyclostationarity of u(t) (of period Tc) and o)(t) (of period Tw where mTc=nT J  
imply
r u (7 +mTc * *'+mTc )  = r u(7>»') 
rw(7+mTc> ^+mTc ) = r ^ y + u )
and hence
r y ( t +mTc , s+mTc ) -  ry ( t , s )
The periodicity of the mean function £{y(t)} and of the autocorrelation function 
Ty(t,s) establish the cyclostationarity of the output y(t). Using a similar analysis the 
state x(t) can also be shown to be WSCS with period nToü(=mTu). This completes 
the proof.
Remark: Suppose the control law u(kTc) is assumed to be a state feedback control 
law where the (true) state is available for control. Then, if only the measurement
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noise rj(t) in (2.3b) is WSCS of period the state x(t) will not be WSCS.
nm
Another cyclostationary process that may occur in control application, is a 
cyclostationary measurement noise. In the electronic communication this type of 
non-stationary process is not at all uncommon, see for example [Franks (1969)]. It 
usually appears as a consequence of periodic operations (such as sampling an 
scanning) which are intentionally introduced to transform the (received) signal into a 
prescribed format. In this section, we consider the (scalar) measurement signal of the 
form
y ( t )  = Cx( t ) + s ( t )  (2.44a)
where the disturbance s(t) is governed by
N
s ( t ) = E [c*q(t) coswqt + /3q ( t )  sinwqt]  (2.44b)
q=l
In the deterministic case, that is when aq(t) and ßq(t) are constant but unknown for 
all q, this type of sinusoidal disturbance may be produced by some rotational parts 
in the physical system. For example, in [Goodwin et. al (1986)] it is shown that s(t) 
in (2.44b) is the disturbance due to the rotor motion of a helicopter. A more 
general type of disturbance is formed if o^(t) and ßq(t) in (2.44b) are assumed to 
be WSS processes with the following characteristics
p ( t )  a [ M O  M O  M O  M O  . . . ön O )  (3^(t)] ' (2.45a)
£ { p ' ( 0 )  = [ m ( M  m ( M  m(a2) m(jS2) . . . m(aN) m(|3N) ] (2.45b)
$ { p ( t ) p ' ( s ) } = 0 for  t*s (2.45c)
m(M -  $ (Ofj(t)} ( 2 . 45d)
V(cq) ö $ {Qi2( t )} ( 2 . 45e)
V ( M  Ä H( ? i 2( t )} ( 2 . 45f)
V(a|3i ) * H a i ( t ) |3i ( t )} ( 2 . 45g)
59
2 ■
> I I yyj-^rw . »
Fig.2.9 A simple example of a cyclostationary disturbance
S ( p ( t ) p ' ( t ) }
•V (a,) VCa/5, ) l  0 0 | 0 0
V ( a 0 , ) V(0, )
1
1 o
1
0 | 0 0
0 0 lV (a 2) V (a 0 2) l 0 0
0 0
1
l V(a(Sj)
1
V(/J2) 1 0 0
0 0 0 0 1V (aN) 
1
V(a/%)
0 0 0 0 . . .  lV(a(5N) V(|3n )
for all ie[l,N].
When N=1 and ßq(t)=0, the disturbance s(t) in (2.44b) can be written as
s ( t )  = a 1( t ) c o s w 1t (2 .4 6 )
Fig.2.9 shows a typical realization of the disturbance s(t) in (2.46). The first and
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second moments of the signal s(t) in (2.44b) are presented in the following lemma.
Lemma 2.5 Consider the cyclostationary disturbance s(t) defined by (2.44b) where 
the processes (c*q(t)} and {0q(t)} are assumed to be WSS, and are uncorrelated with 
the characteristics given by (2.45a-h). Then, the first and the second moments of 
the disturbance s(t) are governed by 
ms ( t )  ä £{ s ( t )}
= Y. [m(a,q)cosWqt + m(|3q)sinWqt ] 
q=l
V o ( t )  ä $ ( s 2 ( t ) }
(2 .47a)
where
0 . 5 {  I  [ r 0 (q)  + r 1( q ) c o s 2 w q t + 2 r 2 ( q ) s i n 2 w qt ]}  ( 2 . 4 7 b )
q=l
r 0( i )  = V(cq) + V(0j)  (2.47c)
r , ( i )  = V ( a O  - V(0j)  ( 2 . 47d)
r 2( i )  -  V( a ß j ) ( 2 . 47e)
for all ie[l,N] and where m(aj), V(oj), V(/3j) and V(a/3j) are defined by (2.45d-g). 
Proof: The first moment ms(t) of the signal s(t) in (2.47a) can be directly derived 
by taking the mathematical expectation of the disturbance s(t) in (2.44b). The second 
moment Vs(t) of the process {s(t)} can be expressed as follows 
Vs ( t )  = £ { s 2( t )}
= £ V(Q!q)cos2Wqt + V(0q)s in2Wqt + 2V(a0q)coswqt sinWqt 
q=l
N
= ^ 0 . 5V(ofq) ( l+ co s2 w qt  ) + 0 . 5V(|3q) ( 1 -c o s 2 w q t  ) + V(a0q)  s i n2wqt ( 2 . 4 8 )  
q=l
A little arrangement of (2.48) and use the relations r 0(i), r , (i) and r 2(i) for all 
l<i<N defined in (2.47c-e) yield the second moment Vs(t) in (2.47b).
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2.5 CONCLUSIONS
The translational and harmonic series representations of the WSCS processes 
have been investigated in this chapter. A state space translational representation of 
WSCS processes has been developed and used to characterize two classes of first and 
second order processes. It has been shown by means of examples that the 
characteristics of a second order model with high damping ratio f are similar to the 
characteristics of a first order model where the time constant 0=0.5wn where wn is 
the natural frequency of the second order model. This is line with the deterministic 
properties of first and second order models. For a harmonic series representation, 
numerical results have revealed (see Fig.2.4c) that the covariance fi(5) in -(2.35b) is 
a good approximation of the covariance fi(5) in (2.36a) for a (relatively) low natural 
frequency (ie. cJn <7rT~1) and small damping ratio (ie. T<1).
It has been shown that the continuous time statistical response of digitally 
controlled linear time-invariant systems exhibit periodic characteristics known as 
cyclostationary characteristics. It can be seen from the examples presented in section 
3.4 that the higher the sampling (or the control rate) the larger the ratio between 
the (worst) intersample variance and the variance observed at the controlling instants. 
This phenomenon is more apparent for lightly-damped open-loop (ie. £<<1)  
systems. In the deterministic case, the problem of intersample dynamics has been 
recognized since the early development of the discrete control system [Tou (1959)]. 
The functional form of the intersample variance of a digitally controlled system may 
be quite complex (see for example the curves depicted in Fig.2.3 and Fig.2.4). A 
method of predicting the level of (deterministic) intersample ripple in closed-loop 
discrete systems which is based on the knowledge of the plant transfer function and 
sample-and-hold device has been outlined in [Quinn and Williamson (1985)]. But to 
our knowledge no similar results have been presented for the stochastic control 
application.
The properties of WSCS measurement noise which usually occurs as a 
consequence of periodic operations such as pulse amplitude modulation (PAM) in the
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system has been explored in section 2.4. It has been shown that each component of 
the first order moment ms(t) in (2.47a) and each deterministic component of the 
disturbance s(t) (ie. coswqt and sinwqt) in (2.44b) have equal period while for the 
second moment vs(t) in (2.47b) the period is halved. When the functions c*q(t) and 
0q(t) are constant for all t but unknown, the process (2.44b) is known as a 
sinusoidal disturbance [Goodwin et. al (1986)]. The problem of estimating the 
constants Oq and 0q for qe[l,p] where the integer p is known has been discussed in 
[Goodwin et. al (1986), Bitmead et. al (1986), Williamson (1987)].
CHAPTER 3
OPTIMAL STATE PREDICTION
3.1 INTRODUCTION
In a linear time-invariant state-space realization, the (measurable) output of a 
plant is usually a linear combination of the states with an injection of a random
disturbance (or noise). The classical filtering problem concerns the separation of the 
desired output from the noise. When the frequency spectrum of the output and the
noise is not overlapping, the output can be extracted from the noise by filtering.
The frequency spectrum of the required filter is determined by the relative frequency 
of the output and the noise, it could be a low-pass, high-pass, band-pass or 
band-stop filter [Rabiner and Gold (1975)]. The filtering problem that we consider 
in this chapter concerns the extraction of the output (or the states) from the noise 
when the frequency spectrum of the output and the noise are overlapping. This 
particular problem was first studied by [Kolmogorov (1941), Wiener (1949)]; the 
statistical properties of the output and the noise are assumed to be constant (ie. 
independent of time); in other words the output and the noise are assumed to be 
stationary processes. It has been shown that the statistical properties of the output 
and the (unwanted) noise are related to their frequency domain properties. About a 
decade later, the so called Kalman filter theory which does not require the
stationarity assumption was developed [Kalman (1960-3), Kalman and Bucy (1961), 
Kailath (1974)].
We now briefly discuss the conventional Kalman filter design problem. Consider 
a minimal continuous-time system described by
x ( t ) = A x ( t ) + B u ( t ) + w ( t )  (3.1a)
y ( t ) = Cx( t ) + rj(t) (3.1b)
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where the dimensions of the state vector x(t) and the output y(t) are given by
x ( t ) c R nx ; y ( t ) e R ny ; u ( t ) e R nu
The dimension of the matrices A, B and C are respectively (nxxnx), (nxxnu) and 
(nyxnx). The processes {co(t),T)(t):-oo<t<oo} are assumed to be zero-m ean 
independent wide sense stationary (WSS) with covariance
■w(t)
• 3 (0
[ o ) ' ( t )  r ( t ) ] j
Vc A (
( 3 . 2 )
For simplicity, we assume the cross-term  ^c=0 (when i£c*0, the resulting Kalman 
filter design requires only a little modification [Goodwin and Sin (1984)])^ We also 
assume that the output y(t) in (3.1b) is passed through an (ideal) pre-filter which 
passes the term Cx(t) unchanged and only filter the wide-band noise fj(t) defined in 
(3.1b). The pre-filtered noise is denoted by i7(t).
As described in chapter 2, the discrete-time equivalent of the continuous-time 
model (3.1 a -b ) for a sampling period Tc is given by
x ( ( k + l ) T c ) = $x (kT c ) + Tu(kTc ) + oo(kTc ) ( 3 . 3 a )
y ( kTc ) = Lx(kTc ) + 7j (kTc ) ( 3 . 3 b )
where i7(kTc) is the sampled version of the pre-filtered noise r/(t), and where
4 )
r
ATe c
J c e A(Tc -<r) Bdcr
o
L = C
The sampling period T c is selected such that the plant (3.3a-b) is also minimal. 
The covariance of the discrete processes (oo(kTc)} and {rj(kTc)} are given by
■u(kTc ) 
■’7 (kTc )
[ o)" ( kTc ) 17'  (kTc ) ]} =
n  0  -
0 A .
( 3 . 4 a )
where fi and A are given by
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n / CeA(Tc a ) n r A" (Tc - a ) , e c do (3 .4b)
A = ----  (3 .4c)
Tl c
Assume that the measurements (ie. data)
{y (kTc ): . . . ,  k -2 , k -1 , k) (3 .5 )
are available. Using the data (3.5), we intend to reconstruct (or to estimate) the 
state x((k+n)Tc) for a certain integer n. There are three categories of filtering 
problems [Anderson and Moore (1979)] depending on the choice of n; namely
a. smoothing, ie. n<0
b. filtering , ie. n=0
c. prediction, ie. n>0
We restrict the investigation to the prediction problem. The one-step ahead predictor 
[Anderson and Moore (1979), Gelb (1974)] can be written as
x ((k + l)T c ) = 4>x(kTc ) + Tu(kTc ) + K(y(kTc )-y(kT c ) ) (3 .6 a )
y(kTc ) = Lx(kTc ) (3 .6b)
where x(kTc) (which is a simplified notation for xfkTj.Kk-iyr^ is the conditional 
mean of the state x(kTc). Define the prediction error
e(kTc ) ^ x(kTc ) - x(kTc ) (3 .7 a )
The prediction error equation can be derived from the discrete model (3.3a-b) and 
the predictor equation (3.6a-b). Thus,
e ((k + l)T c ) = 4>e(kTc ) + o>(kTc ) - K(y (kTc ) -y(kTc ) ) (3 .7b)
The state prediction problem can be defined as
min ${e(kTc ) e ' (kTc )} (3 .7 c )
(K)
Furthermore, the minimization problem (3.7c) is achieved via the minimization
min t r ( P )  (3.7d)
{K}
where P is the covariance of the prediction error e(kTc) and tr(.) denotes trace of
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a matrix. The optimal Kalman filter gain K is given by
K -  $pl/  (LPL/+AT1 (3 .8a)
where the matrix P which is in fact the covariance of the prediction error e(kTc) in 
(3.7a) satisfies the algebraic Riccati equation (ARE)
P = cfePcT + fl - $PL/ (I/PL +A )-1LP<T (3 .8b)
The ARE in (3.8b) has received much attention [Martensson (1971), Kucera (1972), 
Chan et. al (1984)]. We are interested in the stabilizing solution P (ie. when P is 
real, symmetric and positive semi-definite and when the eigenvalues | Xj(<t>-KL) i <1 
for all ie[l,nx]) of the ARE in (3.8b). The following lemma establishes such
solution.
Lemma 3.1 [Chan et. al (1984)] Consider the minimal discrete-time model
(3.3a-b) and consider also the Kalman filter (3.6a-b) and the corresponding algebraic 
Riccati equation (3.8b). Suppose the covariance matrix fi (X)) defined in (3.4a-b) is 
factorized as follows
n = DD' (3.9)
Then, if the pair {4>,D} has no uncontrollable modes on the unit circle, the
stabilizing solution of the ARE in (3.8b) exists and is unique.
I I i i
Note that in (3.9), because fi>0 there exists an infinity of matrices D (and all 
satisfy (3.9)). We assume throughout the thesis that the stabilizing solution always
exists.
In this chapter, we examine the state prediction problem when the processes
M t)} and {rj(t)} in (3.1a-b) are wide sense cyclostationary (WSCS) with period Tü 
and T^. First, we examine the case when the control sampling (ie. when the control
law u(kTc) is updated) and the measurement sampling (ie. when the output y(kTc) is
measured) are non-synchronous. We then continue with the investigation of multirate 
sampling (ie. when the control and the measurement rates are different).
In section 3.2, we assume that the measurement and control instants are
non-synchronous. The consequences of cyclostationary disturbances in state prediction
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are then explored. We show that the optimal prediction is not generally achieved by 
synchronous control and output sampling. In practice, digital compensators often 
employ different sampling periods. Such systems are called multirate digital control 
systems [Glasson (1983), Brousard and Glasson (1980) and Brousard et. al (1985)]. 
In section 3.3, we consider different control and measurement sampling rates. We 
investigate the consequences of cyclostationary noises in the state reconstruction when 
the plant output is measured at a faster rate than the control change; that is,
Tc -  NTm (3.10)
for a (strictly) positive integer N where Tc and Tm are respectively the control and 
measurement sampling periods. This implies that there are N measurements available 
for constructing a full state vector x(kTc). This situation may arise when the 
on-board computer requires Tc seconds to complete the calculation for update of the 
control sequence (u(CTc)} while the measurement can be done at each instant 
tm=kTm. We show that the multirate prediction problem is similar to the 
non-synchronous state prediction problem in the sense that the optimal predictor is 
achieved by introducing a ‘delay’ between the measurement and the control instants.
3.2 NON-SYNCHRONOUS STATE PREDICTION
Consider the minimal SISO continuous-time system (3.1 a-b) but now we assume 
the processes o>(t) and rj(t) and uncorrelated, and are zero mean WSCS with period 
Tw and T^ with respective covariances
rw( t , t ) ^ n c ( t )
= ( t +T j^, t +T^) (3.11a)
r r?(t  , t )  ^ Ac ( t )
= r T?(t+T7?,t+T 7?) (3.11b)
At the controlling instants t=kTc, the discrete-time equivalent description of the 
plant (3.1a-b) are given by (3.3a-b). The covariance of the discrete processes 
(o>(kTc)} and {7j(kTc)} are given by
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N Tf c  Jr c  A(Tr - r )  , v A" (Tc - r ) , . / 1  1 o \n ( T c ) = /  /  e c / r0)( (7,T)e c dadr (3 .1 2 a )
o o 
AC(TC)
A(TC) ------------ (3 .1 2 b )
T 1 c
where AC(TC) is defined in (3.11b) for t=Tc .
Suppose now that only output y(tk) is available for measurement at the periodic 
measuring instants
t k = kTc + 0TC ( 3 . 13 )
for some 0 <  6 <  1. The timing diagram of the measurement and control instants is 
depicted in Fig.3.1. The main issue of this section is to examine the effects of the 
delay factor 8 in (3.13) on the state prediction problem. Since the measurement -and 
control instants are not synchronous, the steady state prediction equations must be 
solved across the time instants kTc at which the control changes.
u(kTc)
1 I I____________________________ I
(k-1) T c kTc (k+1)Tc (k+2)Tc
y(kTc +5)
5
Fig.3.1 Timing diagram of non-synchronous control and output sampling
For simplicity, we assume that the period of the WSCS process disturbance u(t) 
and the measurement noise r j( t) are equal to the sampling period of the 
compensator; that is, in (3.11a-b) TW=T^=TC. The discrete equivalent description of
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the continuous-time model (3.1 a-b) at the measurement instants t=kTc+5 and at the 
control instants t=kTc can be written as
x((k+1)TC) = * 1. 6x((k+«)Tc ) + r i _6u(kTc ) + <3,_5 ( (k+5)TC) (3 .14a)
x((k+1+5)TC) = <t6x ((k + l)T c ) + r 6u ((k + l)T c ) + o 6 ((k + l)T c ) (3 .14b)
where the matrices and fg are given by
*5
5ATr e c (3 .15a)
^5
5Tc. ; eA(6Tc -a) Bda (3.15b)
o
and the matrices ^ , - 5  and are also given by (3.15a) by replacing 5 with 1-5.
The discrete processes (63,_ö((k+ö)Tc)} and {oo5((k+l)Tc)} are respectively given by
ö 1_6 ((k+5)Tc ) ( l ' J ) TceA ( ( l - 6 )Tc -<T)
0
cj( (k+5)Tc+<r)do- (3 .16a)
0)5 ( (k+1 )TC) = /  CeA(6Tc <j)o)((k+l)Tc+(r)d(7 (3 .16b)
0
The output equation at the measurement instants is governed by
y ( (k+5 )TC) = Lx((k+5)TC) + rj((k+5)Tc ) (3 .17a)
where L=C and the covariance of the discrete process {i7((k+5)Tc} is given by
( <5TC)
A5 = -----------  (3 .17b)
Tc
where AC(6TC) is defined in (3.11b) for t=6Tc.
From discrete model (3.14a-b), the one-step-ahead prediction error equations 
can be derived by extending the standard prediction error equation (3.7d). The result 
is stated in the following lemma.
Lemma 3.2 Consider the discrete-time model (3.14a-b). Consider also the 
one-step-ahead predictor equations
x( (k+1 )TC I (k+5 )TC) = 4)1_5x((k+5)Tc iy ((k -l+ 5 )T c )) +
r i - 5u (kTc) + Kö(y((k+5)TC) - Lx((k+5)TCIy((k-1+6)TC) ) (3 .18a)
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x( (k+1+5)TC I y ( (k+6)TC) ) = $gx( (k+1 )TC l y( (k+5 )TC) ) +
r > ( ( k + l ) T c ) (3 .18b)
where $g, Tg are defined in (3.15a-b) and the Kalman filter gain Kg is to be 
determined for a certain delay factor 5. Define the prediction error
e(kTc ) = x(kTc ) - x(kTc | (k-1+ö)TC) (3 .19)
Then, the prediction error equations are governed by
e ((k + l)T c ) = ($ 1_6-K5L)e ((k+6)Tc ) -  K6tj((k+5)Tc ) +
Ö ,_ $ ((k+5)Tc ) (3 .20a)
fi((k+ l-« )T c ) = ($ 1-$ 6K5L)e((k+5)Tc ) + vg((k+ l)T c ) -
$ 6K5T;((k+ö)Tc ) (3 .20b)
where the sequence (v((k+l)Tc)} is defined by
v( (k+1 )TC = cü5((k + l)T c + ct»5o31_5((k+6)Tc ) (3 .20c)
and where the processes {(^-^((k+iyi^)} and {631 ((k-»-6)Tc)} are defined in 
(3.16a-b).
Proof: The prediction error equation (3.20a) was derived by subtracting the
prediction equation (3.18a) from the model (3.14a). From (3.14b) and (3.18b), we 
obtain
£ ( (k+1+5 )TC) = 4>ge ( (k+1 )TC) + oog((k+l)Tc ) (3 .21)
Substitute e((k+l)Tc) in (3.21) using (3.20a) and make use of (3.20c) to get the 
prediction error equations (3.20b).
m ~ i
The covariance matrix Vg of the zero mean process (vg((k+l)Tc)} defined in 
(3.20c) can be calculated according to
Vg ö £{vg( (k+1)TC)v g ( (k+1)TC) }
= fig + <i>5n ,_ d<t>l + 4>gXg + Xg4)g (3 .22)
where the covariance matrices fig and f^ -g  of the processes (cüg((k+l)Tc)} and 
{01_g((k+5)Tc)} respectively can be obtained from (3.16a-b) as
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n8 * Hco5((k + l)T c )a)J((k+ l)T c )}
5TC 6T
= /  ; (3 .23a)
o o
0 , - 5  *  Uü31_ 5 ((k+Ö)TC)63'1_ 5 ( (k+5)T c )}
( 1 - 5 )TC (1 — 5 ) T 
-  /  /
A" ( (1 -6  )TC -r  ) dadr
o o
(3 .23b)
The covariance matrix X5 in (3.22) can be derived from (3.16a-b), we obtain 
X5 A ${o)6((k + l)T c )a3;.5 ((k+5)Tc )}
Note that in (3.22) This follows since at 6=0 or 6=1 in (3.23c) the
covariance matrix X5=0. If 6 were allowed to be zero or one, then 6=0 (or 5=1) 
correspond to making the measurement synchronous with the control changes. For 
5=0, the prediction is made one period ahead whereas for 6=1 the prediction is 
done ‘instantaneuosly’.
If the continuous disturbance oo(t) is independent WSS then from (3.11a), 
rw(t,s)=0 unless t=s. In this case, from (3.22) and (3.23c) we have
for all 6e(0,l). Optimal state prediction when both continuous-time processes w(t) 
and T)(t) are independent WSS and uncorrelated is therefore achieved with 5=1. In 
practice, some finite delay between the measurement instant and control change is 
necessary in order to allow time tc for the calculations to be performed in which 
case tc=(l-5)Tc. This is the so called computational delay (which will be discussed 
in chapter 4).
We shall show that for the WSCS process disturbance and measurement noise, a 
synchronous measurement and control is not necessarily optimal.
5TC ( 1 - 5 ) T  
= /  / A ' ( ( l - 5 ) T c - r ) dcrdr (3 .23c)
o o
Vg = f i1 and Xg = 0
In the conventional problem, the optimal solution is given by the Kalman filter 
gain (3.8a) which minimizes the trace of the covariance matrix P of the prediction
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error e(kTc) as in (3.7d). Define Q ö to be the covariance matrix of the prediction 
errors at the control instants
Q$ 0 H e(k T c )£ '(kT c )} (3.24)
Then, the aim of the non-sysnchronous state prediction is to find a certain Kalman 
filter gain Kg which solves the following minimization problem
min tr(Q g) (3 .25)
0<5<1
The following theorem is useful for solving the non-synchronous prediction problem 
defined by (3.25).
Theorem 3.1 Consider the minimal continuous-time plant (3.1a-b) where the process 
disturbance oo(t) and measurement noise rj(t) are zero mean WSCS of period 
To^ T jj-T c with covariances defined in (3.11a-b) where fic(r)>0 and Ac(r)> 0  for all 
re[0,Tc] where Tc is the control sampling period. Assume the output y(tic) is 
available for measurement at the periodic measuring instants t^ defined in (3.13) for 
5e(0,l).
Then, for a fixed 6 c(0,1) the optimal steady state predictor which minimizes 
the criterion (3.25) is described by (3.18a-b) where the Kalman filter gain Kg 
satisfies
*5 = + kP6 I / r 1 (3 .26a)
where Pö-£{£((k+6)Tc)e"((k+ö)Tc)} where the prediction error £((k+5)Tc) is defined 
in (3.19), and satisfies the algebraic Riccati equation (ARE)
P6 = ^ P g * ;  + V5 - $>i P6I /(A 6 + LP5L / ) - 1LP5ct>; (3.26b)
where L=C in (3.1b), 4>g is given by (3.15a), the covariance matrix V g  is defined in 
(3.22) and Ag is given by (3.17b).
Furthermore the covariance matrix Qg defined in (3.24) is governed by
Qg = ^ i - 6 p5^i-5  + K$AgKg + ^1-5 (3.27a)
where f^ -g  is defined by (3.23b) and where
^ 1 - 5  = ^ i -6 " k 6l (3.27b)
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Proof: Define
X, - 8  6  * 7 i i K6 ( 3 . 28a)
Substitute Kg in (3.20b) using (3.28a), we obtain
e ( ( k + l + 5 ) T c ) = <Dl € ( (k+ö) Tc ) + v g ( ( k + l ) T c ) -
ct1K1_5 ( L£ ( ( k+6 )Tc )+r/ ((k+6 )Tc ) )  (3 . 28b)
Note that for a fixed 6e(0, l )  the processes Vg((k+1)TC) and T7((k+5)TC) are WSS. 
Thus, Pg which is the covariance matrix of the prediction error at the measurement 
instants tj(=(k+5)Tc can be derived from (3.28b), we get
P5 = + v5 -  * 1PÄK1. 5 (LP5L"+A8 ) - ' K r .6 iy<ftf ( 3 . 28c )
It is known [Gelb (1974), Anderson and Moore (1979)] that for a fixed 5e(0, l ) ,  the 
quantity tr(Pg) where Pg is defined by (3.28c) is minimized by the Kalman filter 
gain K 1 _ 5 which satisfies
K , _ 8 = <D1P5L'(LP5 L'+A5 ) - 1 ( 3 . 28d)
Substitution of K,_g in (3.28c) using (3.28d) gives (3.26b). From (3.28a) and 
(3.28d), the gain Kg in (3.26a) can be obtained. The covariance equation Qg in 
(3.27a) can be derived from the prediction equation (3.20a).
n m
Example 3.1 Consider the following first order plant 
x ( t )  = - a x ( t )  + u ( t )  + o)(t)  
y ( t ) =  x ( t ) + 17 ( t )
where the measurement noise T7(t) is zero-mean independent WSS with unity 
variance and the process disturbance o>(t) is WSCS of period T ^ =1 sec (as defined by 
the first order representation in example 2.1 of chapter 2) with the following 
statistics
r ^ ( t , s ) - 0 ( t , s )  e +
( l - e " ^ t ) ( l - e  ^S) ( l - e " 2 ^Tw)
( 1 - e  ^ ) 2
CO
VA
RI
AN
CE
S
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The processes {o)(t)} and {ry(t)} are uncorrelated (ie. ^ ^ ( t .s ) ^  for all t and s). The 
continuous-time model was discretized at the sampling period Tc=lsec.
The corresponding graphs of covariances Vg and f i^ g  defined in (3.22) and 
(3.23b) for a=2 and ß = \ are illustrated in Fig.3.2a.
0 . 4 -
0 . 2 -
0 . 1 -
0 . 4  0 . 6INTERSAMPLE TIME
Fig.3.2a Noise covariances Vg and 0 ,-g .
The plots of covariance of prediction errors Pg and Qg defined in (3.26b) and 
(3.24) respectively are depicted in Fig.3.2b. The effects of cyclostationary process 
(o)(t)} on the state prediction problem can be seen through the prediction error 
models (3.20a-b) which are driven by WSCS sequences (o31_g((k+5)Tc)} and 
{vg((k+l)Tc)}. It can be seen in Fig.3.2b that the minimum prediction error at the 
measurement instants (denoted by the minimum of Pg in Fig.3.2b) does not 
necessarily produce minimum prediction error at the control instants. As in (3.27a), 
the optimum selection of the delay factor 5 (which minimizes Qg) is determined by 
both Pg and the WSCS process (co, _g((k+6)Tc)}. From Fig.3.2b, the optimum delay 
factor 5 depicted by the minimum Qg is given by 6*=0.83.
75
go 0. 4 —
O  0 . 3 -
0. 4 0 . 6INTERSAMPLE TIME
Fig.3.2b Error covariances Q 5 and P§.
3.3 MULT IRATE OPTIMAL STATE PREDICTION
Consider the minimal continuous-time system (3.1 a-b) where the measurement 
noise rj(t) and process disturbance o>(t) are both WSCS of period and Tw with 
known covariances as described in (3.11 a-b). Suppose now only the output y(t) is 
available for measurement at the periodic measuring instant tm=jTm and also 
suppose that the discrete equivalent description of the continuous-time model 
(3.1 a-b) is required at the time instants tc=kTc where Tc and Tm are related by 
(3.10). This circumstance arises when the control signal u(t) has to be updated every 
Tc seconds.
The timing diagram of measurement and control instants is illustrated in 
Fig.3.3. From (3.10) and Fig.3.3, the measurement and the control instants are 
synchronous when nTm=kTc or when n=kN where N is defined in (3.10).
In this section, we investigate the consequences of cyclostationary processes 
(co(t)} and (r;(t)} on the multirate state prediction problem. Let y(kTc-jT m) for all
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je[0,N -l] be the measurements within a period Tc. Define the data Y(o,N) as
Y(a,N) * {y(kTc -( l+ a )T m),y (k T c -(2+ a)T m) ..................
y(kTc -(N+a)Tm) } (3 .29)
where N is defined in (3.10) and a  is an integer in the interval 0<a<N.
u(kTc )
[ u« k+1)Tc)
( k + 1 )TC ( k + 2 )TC
k Tc kTc+NTm k l ^ N T , , ,
Fig.3.3 Timing diagram of measurement and control instants
The state predictor x(kT \Y(a,N)) is constructed using the data Y(a,N) in (3.29). We 
shall show that the optimal state prediction at the instants tc=kTc is determined by 
the selection of the shift factor a  when (either one or both of) the processes {co(t)} 
and (i7(t)} are WSCS. This is similar to the selection of the delay factor 8 in the 
non-synchronous prediction problem defined in (3.25).
The discrete equivalent description of the continuous-time model (3.1a-b) for a 
sampling period Tc is given by (3.3a-b). At the measurement instants tm=nTm, the 
discrete-time equivalent description of the continuous-time plant (3.1 a-b) can be 
described as follows. For a fixed ae[0,N),
x (kTc -( i+ o + l)T m) = $mx(kTc - ( i —a+2)Tm) +
r mu(kTc -(i+ a+ 2)T m) + a)m(kTc -(i+ a+ 2)T m) (3 .30a) 
y(kTc -(i+ a+ 2)T m) = Lx(kTc - (  i+cH-2)Tm) + ij(kTc -(i-KH-2)Tm) (3.30b)
where the integer i=0,±l,±2,..., and the matrices $m, f m and L are given by
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*m -  eAT"i (3 .31a)
rm -  ;  meA(Tm' <T)BdCT (3.31b)
0
L = C (3.31c)
The covariance of the discrete processes {o>m(kTc-(i+a+2)Tm)} and 
{T?(kTc-(i+a+2)Tm)} are given by
T T
fiia  “ -f"1 / meA<Tm' <r)>-u (kTc . 7Tm+<T>kTc -YTm- r ) e A (Tm"T)d<Td7 (3.32a)
0 0
Ac ( t )
t kTc (3.32b)
where 7=i+a+2 and r^ t.s) is defined by (3.11a) and where Ac(t) is defined in
(3.11b). Note that the covariances and Aja are both determined by i and a due 
to the cyclostationarity of the processes (oo(t)} and {rj(t)}. The sequence {u(kTc)} is 
assumed to be updated every Tc seconds. Therefore, the sequence
(u(kTc-(i+a+2)Tm)} in (3.30a) can be written as
u(kTc -(i+ a+ 2)T m)
u ((k -2 )T c ) fo r N<(i+a)<2N 
u ( (k - l)T c ) fo r 0<(i+a)<N
(3.33)
The update of the sequence (u(kTc)} is illustrated in Fig.3.3.
If the one-step-ahead predictor were to be constructed at the measurement 
instant tm=nTm, for fixed i and a it would be given by
x(kTc -( i+ a + l)T m) = 4>mx(kTc -(i+a+2)T m) + r mu(kTc - ( i+a+2)Tm) +
Ki (y(kTc -(i+ a+ 2)T m)-Lx(kTc -(i+a+2)T m)) (3 .34a)
where
x(kTc -( i+ a + l)T m) ^ x(kTc -(  i+<*+l )Tml y(kTc - (  i+a+2)Tm) ) (3.34b)
is the one-step-ahead predictor, and Kj is the Kalman filter gain which is to be 
determined. Define the prediction error e(kTc-(i+a+l)Tm) as
6 (kTc - ( i+a+ l)Tm) ^ x(kTc - ( i+a+l)Tm) - x(kTc -( i+ a + l)T m) (3.35a)
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From (3.30a) and (3.34a), we obtain the prediction error equation
e (kTc - ( i+cH-1 )Tm) = 4>me (kTc - ( i+a+2)Tm) + 0Jm(kTc -(  i+a+2)Tm) -
k j(y (k T c -(i+ a+ 2)T m) - Lx(kTc -(i+ a+ 2)T m) ) (3.35b)
The optimal Kalman filter gain Kj is given by
Ki = 4>mP iL'  (A ia+L '^ L r 1 (3.36a)
where for fixed i and a the covariance Aja  is defined in (3.32b) and the covariance 
matrix Pj satisfies the ARE
Pj £ £ {e (kTc -(  i+o+1 )Tm) e ' (kTc - ( i+cH-1 )Tm)}
- Vi*. + « i a  - *mPiL' (Alc,+LP1 L ' ) - ' L P i * i  (3 .36b)
where <t>m and L are defined by (3.31a) and (3.31c) and where the the covariance 
is defined in (3.32a).
Using the one-step-ahead prediction equation (3.34a), the required predictor 
x(kTc I Y(a,N)) can be constructed. The result is stated in the following lemma.
Lemma 3.3 Consider the minimal continuous-time model (3.1 a-b) where the 
measurement and control sampling are related by the multirate sampling (3.10) for a 
certain positive integer N. Assume the process disturbance w(t) and the measurement 
noise r/(t) are both WSCS with periods Tu and T^, "uncorrelated and having 
covariances fic(t) and Ac(t) defined in (3.11 a-b). Assume Ta)=Tr.=Tc. Consider as 
well the one-step-ahead prediction equation (3.34a) with the Kalman filter gain Kj 
and the covariance Pj defined by (3.36a-b).
Then at a fixed ae[0,N], the predicted state x(kTc) (which is a simplified 
notation of x(kTc i Y(a,N))) based on the N measurement Y(a,N) in (3.29) is given
by
x(kTc - ( l + a ) T m) = <Dx((k-l)Tc - ( l + a ) T m) +
N-l
E V r mu ( ( k - 2 ) T C) + 
j = N -a - l
N-a-2
E v i r mu ( ( k - i ) T c ) + 
j - 0
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t V ' 1*! • ■ • V n- i kn]
y ( ( k - l ) T c - ( l + a ) T m) - y ( ( k - l ) T c - ( l + a ) T m) 
y ( ( k - 1 ) Tc -aT m) - y ( ( k - 1 ) Tc - a Tm)
L y ( ( k - l ) T c - (2 + a - N ) T m) - y ( ( k - l ) T c - (2 + a -N )T m)J
( 3 .3 7 a )
a
x(kTc ) = $m1+ax(kTc -( l+ a )T m) + E $mJrmi i ( ( k - l ) T c ) (3.37b)
j=0
where the matrices 4>m and r m are given by (3.31 a-b) and the Kalman filter gain 
Kj for all ie[1 ,N] are given by (3.36a).
Furthermore, the prediction error e(kTc) defined by (3.35a) is governed by
N-l
e (k T c - ( l + a ) T m) = ($ -  I  ^ N - l - j Kj+1L ) e ( ( k - 1 ) T c - ( l + a ) T m) ) +
j=0
N- l
I  <tmN - l - jo )m( ( k - l ) T c - ( l + a - j ) T m) +
j -o
N-l
I  ct,mN - l - j K i + 1r;m( ( k - l ) T c - ( l + a - j ) T m) ( 3 .3 8 a )  
j=0
a
e (kT c ) -  <tml + « e ( k T c - ( l + a ) T m) + E *m«-jo>m(kTc - ( l + a - j ) T m) ( 3 .3 8 b )
j -o
where the processes and (^m^-)} are the discrete version of the
continuous-time processes (oo(t)} and {Tj(t)}, and are defined in (3.30a-b).
Proof: The predictor (3.37a) can be derived by manipulating N of the 
one-step-ahead predictor (3.34a) and make use the relation between $ in (3.3c) and 
in (3.31a); that is
*  = *mN
The predictor x(kTc) in (3.37b) is the propagation of the predictor x(kTc-(l+a)T m) 
without the influence of the Kalman filter gains Kj. From the discrete-time model 
(3.30a), we obtain the following models
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x(kTc - ( l+ a )T m) = cfcx((k-l)T c - ( l+ a )T m) +
N - l  N - a - 2
I  ^mj r mu ((k -2 )T c ) + X 4>mJrmu ( ( k - l ) T c ) +
j = N - a - l  j=0
N - l
1 * mj<*>m((k-DTc - ( l + a - j ) T m) (3 .3 9 a )
j=0
x(kTc ) = +ax(kTc - ( l+ a )T m) +
a
1 V j ^ m (^ c - ( l + a - j ) T m) (3 .3 9 b )
j=0
The prediction error equation (3.38a) can be derived by subtracting the prediction 
equation (3.37a) from the model (3.39a). The prediction error equation (3.38b) can 
be obtained by subtracting the prediction equation (3.37b) from the model (3.39b).
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Note that the prediction errors e(kTc-(l+ a )T m) and c(kTc) in (3.38a-b) are 
both affected by the shift factor a  which determines the data Y(c*,N) in (3.29). The 
multirate state prediction problem can then be formulated as the problem of finding 
the shift factor a assuming the Kalman filter gains Kj in (3.36a) are given for all i 
in the interval l<i<N such that the prediction error at the control instants t=kTc is 
minimized; more precisely
min t r [ £ { e(kTc ) e ' (kTc ) } ]  ( 3 . 4 0 )
0<cKN
where e(kTc) is given by (3.38b). When the processes oj(t) and rj(t) are both WSS, 
the covariances in (3.32a) and Aja in (3.32b) are both constants for all i and a. 
Therefore, from (3.36a-b) it can be deduced that Kj are equal for all i 
Consequently, the optimal selection of the shift factor a in (3.40) is zero.
The following theorem establishes the multirate state predictor under the 
influence of cyclostationary disturbances.
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Theorem 3.2 Consider the minimal continuous-time model (3.1 a-b). Suppose the 
plant output y(tm) is available at the instants tm=nTm and suppose the plant input 
u(t) (which is assumed to be an output of a digital compensator) changes every T c 
seconds where the sampling periods Tc and Tm are related by the multirate 
sampling (3.10) for a certain positive integer N. Assume the process disturbance co(t) 
and the measurement noise rj(t) are both WSCS with periods and T^,
uncorrelated and having covariances fic(t) and Ac(t) defined in (3.11 a-b), and also 
assume TCi)=Trj=Tc . Consider as well the discrete-time equivalent description 
(3.30a-b).
Then, for a fixed c t e [0,N] the multirate state predictor is governed by (3.37a-b) 
and the corresponding prediction error equation is given by (3.38a-b) where the 
Kalman filter gains Kj and the covariance matrix Pj for ie[l,N ] are given by 
(3.36a-b). Moreover, the optimal multirate state predictor is the one which 
minimizes the criterion (3.40).
Example 3.2 Consider again the scalar model used in example 3.1; that is, 
x ( t )  = - a x ( t )  + u ( t )  + ü>(t) 
y ( t )  = x ( t ) + 17 ( t )
where the measurement rj(t) is zero-mean independent WSS with unity variance and 
the process disturbance co(t) is WSCS with period T ^ ls e c . ,  and where o)(t) and rj(t) 
are uncorrelated. The control signal u(t) (produced by a digital computer) changes 
every Tc=lsec. The second-order statistics of the process (w(t)} is given by
e ( t  . ( l - e ' ' 3 t) ( l - e ' ' 3s) ( l - e ' 2'3T“>)
ru ( t , s )  -  + -----------------------------------------------
(l-e" * 37“ ) 2
for all t and s in the interval [O.T^]. Within one period Tc, the plant output y(t) 
is measured 10 times. Therefore, N=10 in (3.10) and T m=0.1sec. For each fixed 
i e [1 ,N] and for a=2 and (3=1, the Kalman filter gain K[  can be computed by finding 
the steady-state solution of (3.36a-b). By means of lemma 3.3 and theorem 3.2, the
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covariance of the prediction errors e(kTc) and e(kTc-(l+a)Tm) defined in (3.38a-b) 
can be computed for each ae[0,N]. The result is presented in table 3.1. It can be 
seen in table 3.1 that the minimum prediction error at the measurement instant 
tm=kTc-6Tm (ie. a=5) does not necessarily produce minimum prediction error at the 
control instants. The optimal shift factor a  which minimizes the criterion (3.40) is 
given by a* =0.2.
a £ {e2(kTc -( l+ a )T m) } £{e 2(kTc ) )
9 0.3951 0.3961
8 0.3679 0.3867
7 0.2667 0.3672
6 0.2331 0.3238
5 0.1950 0.2661
4 0.2461 0.2626
3 0.2718 0.2215
2 0.3234 0.1943
1 0.3372 0.2121
0 0.3468 0.2347
Table 3.1 The influence of the shift factor ot on the state prediction errors 
3.4 CONCLUSIONS
In this chapter, the consequences of cyclostationary process disturbance and 
measurement noise on the state prediction problem have been investigated. In the 
single rate case (ie. when the measurement and the control sampling rate are equal), 
it has been shown that the optimal state prediction is not generally achieved by 
synchronous control and measurement sampling. We have shown that under the 
influence of cyclostationary disturbances the optimal Kalman filter gain K5 is 
determined by the delay factor 5.
In the multirate case when the measurement sampling rate is faster than the 
control sampling rate (ie. Tc=NTm for a positive integer N), it has been shown that 
due to the cyclostationarity of the process disturbance and measurement noise, the
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optimal prediction is determined by the selection of the shift factor a.
Both the non-synchronous and the multirate state prediction problems were 
solved by means of the standard algebraic Riccati technique. When the process 
disturbance and the measurement noise are both wide-sense stationary, the 
non-synchronous and the multirate state prediction problems become the conventional 
single-rate and multirate state prediction problems. When the measurement and 
control sampling rates are equal, the optimal delay factor 5 which satisfies the 
criterion (3.25) is given by 5*=1 which means the measurement and control sampling 
are synchronous and the state prediction x(kTc) is derived ‘instantaneously’ from the 
measurement y(kTc). This is unrealistic. When the measurement sampling rate is 
faster than the control sampling rate (ie. Tc=nTm), the optimal shift factor a which 
satisfies the criterion (3.40) is given by a*-=0 which means the state prediction 
x(kTc) is derived from the measurement y(kTc-T m). In fact this is the method used 
in the conventional multirate state prediction design.
CHAPTER 4
DISCRETE LINEAR QUADRATIC REGULATION
OF
CONTINUOUS-TIME SYSTEMS
4.1 INTRODUCTION
It has been shown in chapter 2 that digital control implementations produce 
cyclostationary continuous-time responses. This implies the intersample variance may 
vary significantly from that monitored at the controlling instants. Cyclostationary 
processes have long been an interest and concern in communications theory [Franks 
(1969), Gardner and Franks (1975), Ogura (1971)] but the consequences for digital 
control and estimation have received little attention. Continuous-time performance of 
discrete minimum variance regulators has been investigated in [de Souza and 
Goodwin (1984)].
In this chapter, we examine the consequences of discrete linear quadratic 
regulation of continuous-time time-invariant systems. The conventional discrete linear 
quadratic regulators are designed completely on the knowledge of the discrete data 
rensponse. For example, minimum variance regulators [Astrom (1970)] are purely 
derived from the plant output observed at discrete instants. The adaptive version of 
these regulators [Astrom (1977)] are also designed in this way. It has been outlined 
in [de Souza and Goodwin (1984)] that the classical minimum variance regulators 
which are the stochastic versions of the deterministic ‘dead-beat’ controllers often 
produce (undesirable) high intersample variance. We shall see that the high 
intersample variance can be reduced by incorporating the intersample behavior in the 
performance criterion to be optimized.
In section 4.2, we briefly review the ideal (ie. infinite precision) discrete linear
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quadratic Gaussian (LQG) regulators. (The finite precision LQG regulators will be 
discussed in chapters 5 and 6). There are two main points that we discuss in this 
section. First we review the certainty equivalence principle which allows the estimator 
and the controller to be designed separately. Then, we briefly discuss the necessary 
and sufficient conditions for the existence of the stabilizing solutions. In section 4.3, 
a quadratic cost function is introduced for the purpose of improving the intersample 
behavior of a discrete regulator when implemented on a continuous plant. 
Optimization of this performance index results in what we term the minimax 
quadratic regulator. We show that the minimax quadratic regulation problem can be 
reformulated as a standard LQG problem. A particular example of a minimax 
quadratic regulator is the minimax output variance regulator which is investigated in 
section 4.4. The performance of the minimax variance regulator is compared to 
other methods of output regulation. We demonstrate that the ill conditioning often 
associated with minimum variance regulation is due in part to the cyclostationarity 
nature of the controlled variable. It is shown that the proposed minimax solution 
offers a significant improvement over the standard methods. At the end of section 
4.4, we present some illustrative examples.
4.2 LINEAR QUADRATIC GAUSSIAN REGULATOR DESIGN
In this section, we briefly review the ideal linear quadratic Gaussian (LQG) 
regulator problem and the optimal compensator that results. We wish to design a 
discrete-time compensator for a continuous-time system and the control signal will 
be piece-wise constant. We assume that the control sequence (u(kTc)} is updated at 
the rate T^ T1.
Consider a minimal continuous-time plant described by
x ( t )  = Ax(t )  + Bu(t )  + co(t) (4.1a)
y ( t )  = Cx( t ) + rj ( t ) (4.1b)
where the state, the input and the output are respectively
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x ( t ) f R nx ; u ( t ) e R nu ; y ( t ) e R ny
and the system matrix A is (nxxnx), the input matrix B is (nxxnx) and the output 
matrix C is (nyxnx). The process disturbance co(t) and the measurement noise rj(t) 
are both zero mean wide-sense stationary (WSS), are uncorrelated and having 
covariances
£{
co(t)
??(t)
[oT ( t )  rj' ( t )  ]}
4c v
0 A,
(4 .2 a )
We assume that the output y(t) in (4.1b) is passed through an (ideal) pre-filter 
which passes the term Cx(t) unchanged and only filter the wide-band noise r/(t). 
The pre-filtered noise is denoted by rj(t). The control signal u(t) in (4.1a) is 
piece-wise constant of the form
u ( t )  = J  u(kTc )p ( t-k T c )
k = -o o
where
p ( t )
1 for  t e [ 0 , T c )
0 otherwise
(4.2b)
(4.2c)
where Tc is a certain sampling period. For the continuous-time LQG problem, the 
quadratic performance index which will be minimized, can be written as follows
* 1
J c = £ { J [x ' ( t ) C^x( t )  + u ' ( t ) R cu ( t )  ]dt  + x'  (t  , )Q0x ( t ,)} (4.3)
1 o
for some weighting matrices QCX), Q 0X) and ^ > 0 .
The equivalent discrete-time description of the continuous-time model (4.1 a-b) 
for a sampling period Tc is given by
x( (k+l )Tc ) = $x (kTc ) + Tu(kTc ) + co(kTc ) (4.4a)
y(kTc ) = Lx(kTc ) + v(kTc ) (4.4b)
where {r7(kTc)} is the sampled version of the pre-filtered noise r]( t), and the 
matrices 4), f  and L and the matrices A, B and C in (4.1 a-b) are related by
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*  -  e ATc (4 .4 c )
r  = / c eA T^c _(7) ( 4 . 4d)
0
L = C ( 4 . 4e)
The covariance of the discrete processes {co(kTc)} and (i7(kTc )} are given by 
Q ^ £ {u(kTc )oT (kTc )}
= / CeA(Tc“a ) nc e A (Tc-<7 ) d(r (4 .5 a )
o
A ^ Ur?(kTc )r;'(kTc )}
Ac
= —  (4 .5 b )
Tc
 ^ (a)(kTc ) 17" (kTc ) = 0
where and Ac are defined in (4.2a). The discrete-time version Jd of the 
performance index Jc in (4.3) for a sampling period Tc satisfies
1 im Jd = Jc
Tc^°°
where the quadratic cost Jd is given by
m-1
Jd = I  [x"(kTc ) q i x(kTc ) + 2 x '(k T c )Mdu(kTc ) + u' (kTc )Rdu(kTc ) ] + 
k=-n
x'(m Tc )Q0x(mTc ) } (4 .6 a )
where nTc and mTc correspond to t 0 and t 1 in (4.3). The weighting matrices Qd, 
Md and are related to the weighting matrices Qc and by
T 1 c
Qd = /  <$>' (o')C^4)(o’)d(7 (4 .6 b )
T 1 c
Md = /  ((7 )C^r((7 )d(r . ( 4 . 6 c )
T 1 c
Rd = RCTC + /  r  (öT)q,r(ö-)dö- ( 4 . 6d)
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where
4»(t ) = e Ar ( 4 . 6 e )
T
r ( t ) = / *(<r)do- ( 4 . 6 f )
o
The optimal compensator which minimizes the quadratic index (4.6a) subject to
the discrete plant (4.4a-b) is governed by
x((k+1)TC) = d)x(kTc ) + Tu(kTc ) + K(kTc )(y(kT c )-Lx(kTc ) ) (4 .7a)
where x(kTc) (which is a simplified notation for x(kTc iy((k)Tc)) is the estimated 
state vector and where the (nxxny) matrix K(kTc) and the ( n ^ n ^  matrix G(kTc) 
are respectively the Kalman filter and the controller gains. Notice that in (4.7b) the 
control u(kTc) depends on past values of the plant output y(mTc) up to and 
including m=k [Sage (1968), Aström and Wittenmark (1984)]. In practice, this type 
of compensator is not directly feasible for implementation since a certain time must
be allowed for the controller to compute u(kTc) from the past outputs. In other
words, some computational delay must be included in the design. The design which
allows one full sample period for the computation of the control signal u(kTc) based 
on past values of outputs y(mTc) up to and included m=k-l is presented in 
[Kwakernaak and Sivan (1972)]. But this idea would introduce inefficiency if the 
required computation time is less than one full sample period which means the
control signal u(kTc) will be available before it is actually used. This inefficiency can 
be avoided by introducing a method of skewing the sample time of the plant output 
with respect to the rest of the compensator as shown in Fig.4.1. The details of this 
method can be found in [Kwakernaak and Sivan (1972), Aström and Wittenmark 
(1984)]. Henceforth, for simplicity we assume no skewing. Note that the delay factor 
5 that we discussed in the previous chapter (see Fig.3.1) is not allowed to be less 
than the computational delay.
Now define the prediction error e(kTc) as the difference between the true state
u(kTc ) = - C(kTc )x(kTc ) (4 .7b)
x(kTc) and the estimated state x(kTc) as follows.
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e ( kTc ) ö x (kT c ) -  x (kT c ) (4 .8 )
y(t )  4
(k+1)Tc (k+2)T(
u(t) 4
(k+1)T (k+2)T
computational
delay
Fig.4.1 The computational delay requirement
From (4.4a-b) and (4.7a-b), the augmented model which includes the prediction 
error equation can be written as follows
•e ((k + l)T c )- $ -K (kTc )L 0 ■ e (kTc ) '
_1_
I -K (kTc ) ‘ ■«(kT c )-
.x ( (k + l)T c ). . K(kTc )L 4>-rC(kTc ). .x(kTc ).
i
o /^N 7? H O s-
/ ■ r? ( kTc ).
(4.9)
The LQG control problem is then defined as the problem of designing a linear 
compensator (4.7a-b) which minimizes the quadratic performance index (4.6a) subject 
to the discrete system (4.4a-b).
The optimal solution to this problem satisfies the separation theorem (also 
known as certainty equivalent principle) which implies that the optimal LQG control
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problem can be separated into two parts: the state estimator problem (that is, find 
the optimal estimate of the plant state from the observed outputs) and the linear 
feedback control problem. Hence, the linear control law u(kTc) in (4.7b) can be 
designed assuming the plant state x(kTc) is available for control. This fact has been 
widely discussed in the literature, in particular it can be found in [Kwakernaak and 
Sivan (1972), Franklin and Powell (1981), Aström and Wittenmark (1984)]. The 
result is stated in the following lemma.
Lemma 4.1 Consider the discrete system (4.4a-b) where the processes {oj(kTc)} and 
(i7(kTc)} are zero-mean discrete Gaussian with respective covariance matrices fi and 
A, and are uncorrelated. Consider also the linear compensator (4.7a-b)" and the 
quadratic performance index (4.6a) and the corresponding parameters (4.6b’-f). 
Define the covariance of the prediction error 
P(kTc ) ^ H e(k T c )e '(k T c )} 
where e(kTc) is defined by (4.8).
Then the solution of the LQG problem is given by the optimal Kalman gain 
K(kTc) which minimizes the prediction error measured by the trace of P(kTc) and 
by the optimal regulator feedback gain G(kTc) which minimizes the quadratic index
where the matrices P(kTc) and I(kTc) are the solutions of the following discrete 
Riccati difference equations
P ( ( k + 1 ) T C) = ( $ - K ( k T c ) L ) P ( k T c )($>-K(kTc ) L ) '  + 0  + K(kTc )AK(kTc ) '  (4 .11a) 
I ( k T c ) = ( $ - r C ( k T c ) r i ( ( k + l ) T c ) ( $ - r C ( k T c ) )  + Qd + G(kTc ) ' R dG(kTc )
(4.6a).
Furthermore, the gains K(kTc) and G(kTc) are given by 
K(kTc ) = $ p ( k T c ) L '  (LP(kTc )L ' + A)-1 
G(kTc ) = (Rd + r E ( ( k + i ) T c ) r r i r i ( ( k + i ) T c ) l
(4 .10a)
(4.10b)
(4.11b)
where
$ = - TRd 1 Md
G(kTc ) = C(kTc ) - Rd iMd ( 4 . l i d )
(4.11c)
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Qd “ Qd -  MdRd 'Md ( 4 . l i e )
r m
The independence of the Kalman filter gain K(kTc) from the controller gain G(TC) 
or the independence of the covariance matrix P(kTc) from I(kTc) is a consequence 
of the optimal solution. The separation principle can be shown through the 
(asymptotic) independence of the prediction error e(kTc) from the estimated state 
x(kTc) and can be established from the augmented representation (4.9) and lemma 
4.1. Define
e(kTc ) ‘
x(kTc ).
[ e '  (kTc ) x ' ( k T c ) ] }  ö
P(kTc ) P12(kTc )' 
P12 (kTc ) P22(kTc ).
( 4 . 12a)
where the covariance matrix P(kTc) is given by (4.11a). From (4.9), we obtain 
P 12( (k+1) TC) = ($-K(kTc )L)P(kTc ) L ' r ( k T c ) +
(<t-K(kTc ) L) P1 2(kTc ) (ct-rG(kTc ) ) '  -  K(kTc )AK"(kTc ) ( 4 . 12b)
where the gains K(kTc) and G(kTc) are given by (4.10a-b) and the covariance 
matrix P(kTc) is given by (4.11a). Substitute K(kTc) in (4.12b) using (4.10a), results 
in the homogenous equation
P12( (k+1) TC) = (<H-K(kTc ) L ) P 1 2 (kTc ) ( * - r G ( k T c ) ) '  ( 4 . 1 2 c )
which will asymptotically approach zero provided 4>-K(kTc)L and 4>-rG(kTc) are both 
stable.
Another type of LQG problem is to minimize the limit of the quadratic cost 
(provided such value exists)
1 t,
Jc = £{ lim  -----  /  [x" ( t ) Qc x( t )+u" ( t ) I ^ u ( t )  ]dt  ( 4 . 13 )
t , - ^ 00 2 t i “ t i
with Qc>0 and ^ > 0 .  The discrete-time version of the quadratic cost Jc is given 
by
1 m
= £{ lim  -----  £ [x" (kTc )C^x(kTc ) + 2 x ' ( k T c )Mcju(kTc ) +
m-*» 2m k=-m
u'(kTc ) ^ u ( k T c ) ] } ( 4 . 14 )
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where Qd, Md and Rd are defined by (4.6b-d). This type of LQG problem is
known as the infinite horizon problem or as steady-state problem. The LQG 
problem which minimizes the performance index (4.6a) is then called the finite  
horizon problem. The infinite time horizons (ie. m-*») both for the optimal state 
estimation and the optimal regulation reflect the steady-state nature _ of the
optimization [Sage (1968), Kwakernaak and Sivan (1972)]. The optimal solutions K 
and G are now time-invariant and are given by the steady-state solutions (if they 
exist) of the discrete algebraic Riccati equations; that is the time-invariant version of 
(4.11a-b). Note that the cost J d in (4.14) is not well defined unless the closed loop
system is asymptotically stable (ie. all eigenvalues of 4>-KL and 4>-rG are strictly
inside the unit circle). The steady-state solutions P and I  of (4.11a-b) which give 
the stabilizing gains K and G are called stabilizing solutions. The necessary and
sufficient conditions for stability of the closed loop system are stated in the following 
lemma which is discussed in detail in [Chan et. al (1984)].
Lemma 4.2 [Chan et. al (1984)] Consider the minimal continuous-time system
(4.1a-b) and the (infinite horizon) performance index Jc in (4.13) with Qc>0 and 
Rc >0, and also the corresponding discrete-time equivalent description (4.4a-b) and 
the performance index Jd in (4.14). Consider as well the linear compensator
(4.7a-b) where the (time-invariant) Kalman filter and controller gains K and G
satisfy
K = 4>PL/ (LPL'+A)T1 (4 .15a)
g = (Rd+ r i r ) - 1 r E4) (4.15b)
and the matrices P and I  satisfy the algebraic Riccati equations
P = (4>-KL) P(4>-KL)" + ft + KAK' (4 .16a)
i  = ($-rcri(<t>-rc) + Qd + c 'R dc  
where is defined in (4.11c), Qd is defined in (4.lie )  and
(4.16b)
C = C-Rd ~ 1Md (4.16c)
Suppose the matrices ft and Q are factorized as follows
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Ü £  DD"
Q = DD"
Then the Kalman filter and the controller gains K and G are stabilizing if and only 
if
(i) has no uncontrollable modes on the unit circle and
(ii) {$,D} has no unobservable modes on the unit circle.
n m
4.3 MINIMAX QUADRATIC REGULATION
Consider the minimal continuous-time time-invariant model (4.1 a-b) 'where the 
control signal u(t) is piece-wise constant defined by (4.2b-c). Assume the process 
disturbance oo(t) and measurement noise rj(t) are zero-mean and uncorrelated WSS 
with covariances defined by (4.2a). At the controlling instant t=kTc , the equivalent 
discrete-time description of the plant (4.1 a-b) is given by (4.4a-b). The intersample 
discrete-time realization of the continuous-time plant (4.1 a-b) can be written as
x ((k + 5 )T c ) = $ öx(kTc ) + r > ( k T c ) + u 6 (kTc ) ( 4 . 17a)
y ( ( k + 5 ) Tc ) = Lx( (k+5 )TC) + Tj((k+6 )TC) (4 . 17b)
where for 5 c[0,1] T5 and 0 )5 (kTc) are given by
<t>6  = e AÖ ( 4 . 17 c )
5
r 6  = /  eA(^ -cr)Bd(7 ( 4 . 1 7d)
0
5
(kTc ) = /  eA( fi- (7 )a)(c7 )d  a  ( 4 . 1 7 e )
0
It has been shown in lemma 2.3 of chapter 2 that if the sequence (u(kTc)} is 
a zero mean WSS sequence then u(t) defined in (4.1a) is zero-mean wide-sense 
cyclostationary (WSCS) and as a consequence the continuous vector state (x(t)} and 
output {y(t)} are also WSCS. It is a simple extension to show that (x(t)} is also 
WSCS when u(kTc) is given by (4.7b) for a constant gain matrix G.
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Define the covariance matrix X(5,G) as
X(5 , G) ^ ${x((k+5)Tc )x '((k+ 6)T c )} (4 .18a)
From (4.17a), we obtain the covariance equation
X(6,C) = ^X (0 ,G )^5  + (4.18b)
where X(0,G) (=X(1,G)) is given by 6=1 in (4.18a-b), and where Qg is the 
covariance matrix of (cdg(kTc)} defined in (4.17e) and is given by
n 5 = / eA(<5_a)nceA (6_(7)d(7 (4 .18c)
o
The problem of discrete control has traditionally been treated by considering only 
X(0,G) while ignoring the periodic properties of X(5,G). These characteristics are the 
statistical equivalent of the deterministic phenomena of intersample ripple [Tou 
(1959)].
Consider the following quadratic cost function 
m
J f ( {0 i ) , u) = H  5 I (kTc , [ ß[ Tc ) ) + x '((m + l)T c )Q0x((m+l)Tc )} (4 .19a) 
k=-n
where u={u(kTc)} and where 
N
K k T c .tP iT c )) = l  [ x d k + ß i  )Tc )Qi x((k+|3i )TC) + u '(k T c )Ru(kTc ) ] (4 .19b) 
i = l
with R>0, Qj>0 and e[0,1 ] for all i=l,2,...,N. The terms with x((k+/5j)Tc) in
(4.19b) indicate the inclusion of intersample behavior in the design. A simplified 
form of (4.19b) can be written as
I(kTc ,/3Tc ) = x" ( (k+0)Tc )Q, x( (k+0)Tc ) +
x '( (k + l)T c )Q2x ((k + l)T c ) + u '(kTc )Ru(kTc )) (4 .19c) 
where =<5e(0,1). We shall restrict ourselves to this form. Note that when Q ^O ,
(4.19c) is in standard LQG form. The minimization of Jf(/3=6,u) can be 
reformulated as a standard LQG design, as later developed in lemma 4.3, resulting 
in the linear control law
u(kTc ) = - C6(kTc )x(kTc ) (4 .20)
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The resulting cost at other intersample times cre[0,1 ] is given by Jf(<j,u=G5x). In 
practice, the worst intersample cost limits the control system performance. That is, 
for the fixed control law defined in (4.20) we are interested in
max J f ( a , u=Ggx) (4 .21a)
o-e [0,1 ]
The overall minimax design philosophy is then to seek the optimal control law that 
achieves
min { max J f(c r, u=C5x ) } (4.21b)
6 e [ 0 ,1  ] o-e [0 ,1  ]
Definition 4.1 The discrete minimax quadratic regulator (MMQR) is defined by the 
gain (G5(kTc)} in (4.20) such that the minimax criterion (4.21b) is accomplished.-
As we have said, the problem of minimizing the cost Jf((3=6,u) for a fixed 5 is 
well defined. However Jf(cr,u=Ggx) for fixed 5 may possess more than one 
maximizing value cr in (4.19a). A (local) optimum solution of the MMQR criterion 
can be sought by using the following procedure.
Algorithm 4.1
0. Initialize j=0, 5j=5 0 e [0,1 ]. (say 50=0.5)
1. Obtain the optimal control gain Gg  ^ defined in (4.20) (see lemma 4.1)
2. Find oj such that
f* (cr j , 5 j ) ^ J f ((Tj,u=C6 x) = max J f (cr j , u=G  ^ x) (4 .22)
J cr j  e [ 0 ,1  ] J
3. If j< 2 , set j=j+l, 6j=<Tj_1 and go to step 1, else
4. If, for ‘sufficiently small’ e 1 and e 2,
i. I 6j -  5j_ n l < e ,,  icrj -  Oj-T i < e, and
ii. |f(Oj,5j) -  f(crj_, ,5j_ t ) I < c 2 |f(öj—, , ö j- ! ) I 
terminate the algorithm, otherwise set j=j+l, 6j=crj_, and go to step 1.
n m
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Note that in step 3 and step 4 of algorithm 4.1, the new choice of 6 j is a j_ 1 
(ie. the intersample time where the worst cost occurs). This approach seems justified 
since we do wish to minimize the worst (intersample) cost. Furthermore, exhaustive 
numerical evaluation in the examples shows that the optimum choice of 5 does in 
fact coincide with the optimum cr. Even though convergence of the algorithm cannot 
be justified analytically, the optimal solution in all examples was achieved in several 
iterations (<5). Values of e ^ e ^ l O " 2 were used in all cases.
In order to find the solution to the MMQR problem we need to establish 
sufficient conditions under which the two sub-problems (ie. step 1 and step 2 of the 
algorithm) are well defined. We first examine the problem of finding the control 
sequence (u(kTc)} which minimizes Jf(5,u).
The representation of the cost function (4.19a), (4.19c) and the plant (4.17a-e) 
can be transformed into a standard form by direct manipulations. The result is 
stated in the following lemma.
Lemma 4.3 Consider the equivalent discrete-time representations (4.4a-e) and 
(4.17a-e). Consider also the quadratic performance index Jf(ß=5,u) in (4.19a) with 
I(kTc ,|3Tc) defined in (4.19c). Then, the discrete equation (4.14a) for each 56[0,1] 
can be rewritten as
x ( ( k + l ) T c ) = ct>6x ( k T c ) + r u ( k T c ) + co(kTc ) ( 4 . 2 3 a )
where
u ( k T c ) = u ( k T c ) + R 5 ’ M5x ( k T c ) 
*5 = * -  ™ 5 ^ 5
r5 = r + rgQ, r 6 + r 'Q2r
Mö = r öQi^5 + r "Q2 ct>
( 4 . 2 3 b )
( 4 . 2 3 c )
( 4 . 2 3 d )
( 4 . 23e)
where 4>, r and are defined by (4.4c-d) and (oj(kTc)} is defined in (4.4a).
Furthermore, the quadratic cost Jf(6,u) can be expressed as
m
J f ( f i . u )  = J  [ x ' ( k T c )Q5x ( k T c ) +
k = - n
ü ' (kTc )R60 ( k T c ) ]} + t r ( Q i n 6+Q2n)  ( 4 . 2 4 a )
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where 0  is defined by (4.5a), Qg is the covariance matrix of (o)g(kTc)} defined in 
(4.17e) and is given by (4.18c), and tr(.) denotes the trace of a matrix, and where
Qö = + <i>'Q2$ -  MgRg1Mg (4 .2 4 b )
Proof: First, substitution of u(kTc) in (4.17a) using (4.23b) results in (4.23a). Then
in (4.19c), substitute x((k+6)Tc) and x((k+l)Tc) using (4.17a) and complete the 
squares to obtain
I(kTc ,5Tc ) = x'(kT c )C^x(kTc ) + u '(k T c )Rgu(kTc ) + 6 ( « , f 2 (kTc ) ) +
+ cog(kTc )Q1cjg(kTc ) + co; (kTc )Q2u)1 (k)
where Qg is given by (4.24b). I(k,5) is then substituted into (4.19a) to give Jf(6,u) 
in (4.24a). The term d(o),  ^2(kTc)) contains only cross product terms of the form 
co1(kTc)x(kTc), Ü), (kTc)u(kTc), o)g(kTc)x(kTc) and oüg(kTc)u(kTc). Consequently, since 
the process disturbance is assumed to be independent, £{0 (00, 2(kTc))}=0. The term 
tr(.) in (4.24a) is obtained from the last two terms of the right hand side of 
I(kTc ,öTc) and using the fact that £{x"Px}=tr(P£{xx'}).
n m
Now in (4.23b), let
u(kTc ) = -  Gg(kTc )x (k T c ) (4 .2 5 a )
where
Gg(kTc ) = ( R g + r S g  ( (k + l)T c ) T ) - 1 r S g ( ( k + l ) T c )*g ( 4 . 2 5 b )
and where Sg(kTc) (>0) satisfies the Riccati difference equation 
Sg(kTc ) = lg S g ( (k + l)T c )$5 + Qg
-  lg S g ( (k + i)T c )r (R g + r s g  ( (k+ i )T c ) r ) - ’ r s g ( ( k + i ) T c ) i g  (4 .2 5 c )
Then from (4.23b), we get the control law (4.20) where
Cg(kTc ) = Cg(kTc ) + Rg-1 Mg ( 4 . 2 6 )
For the infinite horizon problem (ie. m,n-*») the control gain Gg is time 
invariant and is given by the steady state solution of (4.25b) and (4.25c), provided 
such solution exists. Consequently, the control laws u(kTc) and u(kTc) defined in 
(4.20) and (4.25a), respectively become
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u(kTc ) = -C5x(kTc ) 
ü(kTc ) = -Göx(kTc )
(4 .27a)
(4.27b)
where
c 5 = G5 + R £ 1M6 (4 .27c)
The resulting optimal control minimizes the limit of Jf(5,u); that is
1 m
J ( S , u)  = l im — U  J  I ( k , 6)} 
m-*» 2m k=-m
(4.28)
where I(k,6) is defined by ß=5 in (4.19c). Henceforth we restrict ourselves to the 
infinite horizon problem.
Now for each fixed 6, u(kTc) defined by (4.27a-c) minimizes J(5,u) in (4.28) 
if and only if the steady state solution of the Riccati equation is stabilizing (ie.
= (fc-TGg has ail eigenvalues strictly inside the unit circle). A sufficient 
condition for the existence of a (unique) stabilizing solution is the controllability of 
{$5,r} and the observability of
Given a minimal continuous time plant (4.1 a-b), from lemma 2.1 of chapter 2 
we know that the discrete realization (4.17a-e) for 6=1 (or the discrete realization 
(4.4a-b)) is minimal if for any integer n, Im(Xm(A)-Xjc(A))^27rn whenever 
ReXm(A)=ReXjc(A) where Im(p) and Re(p) denote the imaginary and real part 
respectively of the complex number p. We assume the discrete model (4.4a-e) is 
minimal. (Else perturb the sampling period to Tc=l + e). Thus, we may assume {4>,F} 
is controllable. The controllability of the pair can be established by looking
at «lg as being a state feedback realization of 4> and T, the result is presented in 
the following lemma.
Lemma 4.4 Consider the discrete realizations (4.4a-e) and (4.17a-e). Assume the 
pair {4>,r} where 4> and T are given by (4.4c-d) is controllable. Then, the 
representation {4>5,r} where is defined in (4.23c) is controllable for all 5e(0,l].
Proof: Consider the discrete time description (4.4a); that is 
x( (k+1 )TC) = 4>x(kTc ) + ru(kT c ) + u(kTc ) (4.29a)
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where {$,r} (={^1, r i }) is controllable. Assume the control law u(kTc) is governed 
by
u(kTc ) = -R ^M 5x(kTc ) (4 .29b)
It is clear from (4.29a) and (4.29b) that {<f>g,F} where 4>g is defined in (4.23c) is a 
state feedback realization of {$,T}. Hence {4>g,r} is also controllable [Brocken 
(1970)].
CCD
The following result establishes the observability of in the special case
when Q 2=0 in (4.19c). We have been unable to establish a similar result in the 
general case.
Lemma 4.5 Consider the discrete representation (4.23a-e) with Q ^O , Q 2=0 and 
R >0. Suppose the pair { $ ,0 ^ }  is observable. Then, with Qg defined in (4.24b) :the 
pair is observable for all <5e[0,l].
Proof: Let
Sü -  rR ä ' r 5Qi* (4 .3 0 )
then from (4.23c), we obtain
-  CsQ ,i* 4 (4 .3 1 )
Now if , i} is observable so too is {4 ,0 , ^4^}. To see this, note that 4 4 is 
nonsingular for all 5e[0,l] and 4> and 4>g commute. The observability of {^g.Q^cfcg} 
then follows from (4.31). Now after substitution of Rg and Mg using (4.23d-e), Qg 
in (4.24b) can be represented as
Qs -  4>*Q, i{ I-Q, 4r 5<R+rjQ, iQ, i r ä ) -T 5 Q , i)Q,  i<t»6 (4 .32)
An application of the matrix inversion lemma [Kailath (1980)] to the term {.} in 
(4.32) gives
Qs ~ <t>'5Q,}(l+Q,trsR-'r'6Q,i)-'Q1i$6 ( 4 . 3 3 )
Now write
*6 -  ( I + Q ^ r j R - T j Q , * ) - '  ( 4 . 3 4 )
Then R >0 implies ^$>0,  and from (4.33) and (4.34), we obtain
Q5* -  * 1 *4 ,**5 (4 .35)
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Now the observability matrix of the pair {Fg,Qgi} is defined by
Q ^ F j N - l
Substitution of Qg£ in Og using (4.35) implies 
° b  =
where Og represents the observability matrix for the pair {$5,0, ^>g}. Since 
and Og are full rank matrices, Og is also full rank.
n m
Lemmas 4.3, 4.4 and 4.5 facilitate the following result which is useful for solving 
the minimization of J(5,u) in (4.28).
Theorem 4.1 Consider the discrete-time representations (4.4a-e) and (4.17a-e) of the 
minimal continuous-time system (4.1 a-b) under the action of the pulse amplitude 
modulated control (4.2b-c) with a sampling period Tc. Without loss of generality 
assume the representation (4.4a-e) is minimal. For any <5e[0,l] consider the 
performance index J(5,u) defined by (4.28) where I(kTc,ßTc=5Tc) is defined by 
(4.19c) with C^X), Q 2=0 and R>0. Assume the pair { $ ,0 ^ }  is observable.
Then, where <i>g and Qg are given respectively by (4.23c) and
(4.24b) is observable. Furthermore, the optimal control sequence (u(kTc)} which 
minimizes J(6,u) is defined by (4.27a-c) where Rg and Mg are given by (4.23d-e) 
and where the stabilizing Gg is given by the steady state solution of (4.25b-c).
r m
Theorem 4.1 together with lemmas 4.3, 4.4 and 4.5 provides sufficient
conditions under which the sub-problem in step 1 of the algorithm 4.1 is well 
defined. We now examine the solution of the sub-problem in step 2 of the 
algorithm 4.1.
The maximization problem in (4.21a) which is restated in step 2 of
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algorithm 4.1 has no analytical solution and so we adopt a numerical approach. Any 
line search method such as quadratic fit or golden section search (see for example 
[Polak (1971) or Gill et. al (1981)]) is suitable for attacking this problem. The 
following result is needed in this context.
Lemma 4.6 Consider the discrete-time plant (4.17a-e) and consider as well the 
quadratic performance index J(5,u) in (4.28) where I(k,ß = ö )  is defined by (4.19c) 
with Q,>0, Q 2=0 and R>0. Consider also the optimal control law u(kTc) in 
(4.27a-c) which is derived by theorem 4.1 for a fixed 6 e[0,1 ].
Then, for any ere[0,1] the intersample cost is given by
J(<j,u=C5x) = t r [X(<t , Gg )Qf + GJRG6X(1,G6)] '  (4 .36a)
where the gain G ß is given by (4.27c) and where the (unique) symmetric X(cr.G5) 
satisfies the discrete Lyapunov equation
X(<t ,C5) = (4)(T- r aG5 )X (l,C 5 )(4)a - r a G5) '  + (4.36b)
where $ 5 , and fig are respectively given by (4.17c-d) and (4.18c).
Proof: Substitution of the optimal control u(kTc) in (4.17a) using (4.27b-c) gives
the closed-loop representation for any intersample time a 6[0 ,1]
x((k+o-)Tc ) = (4>cr- r (7G6 )x(kTc ) + a)a (kTc ) (4 .37)
Now define
X (a ,k5) ^ £ {x(k+o-)x' (k+o-)}
Then, the covariance equation (4.36b) follows form (4.37). Substitution of u(kTc) in 
I(kTc ,|3Tc=oTc) defined by (4.19c) using (4.27b) gives
I(kTc ,oTc ) = x'(k+o')Q1 x(k+o") fkX^GgRGgx^T^) (4.38a)
From (4.28), the cost at any intersample time a e [0,1] is given by
1 m
J ( ( 7 , u=Göx ) = lim — £{ £  I (k , cr) ) (4.38b)
m-»oo 2m k=-m
where I(k,(r) is given in (4.38a). Interchange the expectation operator with the
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summation sign in (4.38b) and use the fact that £{x"Px}=tr[X(l ,K§)P] to obtain 
(4.36a).
r m
A termination condition is necessary for the line search method. One possibility 
is to stop the iteration when the search interval is less than e for some e>0. 
However, the choice of e depends on the flatness of J((r,u=G5x). In the examples, 
we tested for a (local) maximum at a-a  by numerical evaluation of the derivative 
with respect to cr of J ^ ^ G ^ x )  using the formulae defined in the following lemma.
Lemma 4.7 Consider the discrete-time model (4.17a-e) and the intersample cost 
J(cr,u=G(5x) in (4.36a). Then, the derivative of the index J(o\u=G5x) with "respect to 
a is given by
8J ( a , u=C(5x) 3X(o’,Gg)
------------------ -  t r  [------------- Q J (4 .39a)
where
3 x ( ct,G5 )
---------------  = ( 4v  -  r a C6 ) X ( l , C 5 ) ( A -  BG8 y< *'
da
+ 4v(A - BC5)X(1,C5)(4V - rac6r  + Ana + na\ '  + nc (4 .39b) 
where the matrices A and B are the continuous system matrices defined in (4.1a-b) 
and the matrix is the covariance of the continuous process oo(t) defined in (4.2a). 
Proof: On the right hand side of (4.36a) only the first term is dependent on a. 
Therefore, the derivative of the index J(o’,G5) with respect to a can easily be 
shown to be given by (4.39a). From (4.17c-d) and (4.18c) the following relations 
which are useful for obtaining the derivative of the covariance function X(a,G$) in 
(4.36b) can be derived
dct>a
----- = A4>0- . ( 4 . 40a)
da
(4.40b)
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dD.fj
—  =  rig +  a[}q- +  na\  (4 .40c)
da
Taking the derivative of the covariance matrix X(o\G5) and make use of the 
relations (4.40a-c) gives (4.39b).
c m
4.4 MINIMAX OUTPUT VARIANCE REGULATION
In this section, we consider the special case of output variance regulation of a 
single-input single-output (SISO) plant (4.1 a-b). That is, we seek to minimize the 
criterion (4.28) with
I(kTc ,/3Tc ) = ay2( (k+1)TC) + by2( (k+0)Tc ) + Ru2(kTc ) (4 .41) 
The classical minimum variance regulator (MVR) [Äström (1970)] minimizes (4.20) 
and (4.41) for a= l, b=0 and R=0. The value of R=0 in the MVR cost function 
means there is no weighting factor applied on the manipulated variable u(kTc) when 
the minimization is carried out. In many cases, this results in very large input 
energy for regulation. The large deviations in the sequence {u(kTc)} may produce 
large variations in the periodic output variance in the intersample period as 
demonstrated in [de Souza and Goodwin (1984)].
Several methods have been suggested to overcome the large variations in 
(u(kTc)}. The so called cheap (infinite horizon) control is actually an addition of a 
small weighting factor R on the squared input in the classical MVR criterion. This 
criterion can be written in the form of (4.28) with
I(kTc ,0-O) = y 2((k + l)T c ) + Ru2(kTc )
which corresponds to a= l, b=0 and R ‘sufficiently small’ in (4.41). It has been 
shown that with the right choice of a weighting factor R, the large variation of 
(u(kTc)} can be reduced to an acceptable level. Nevertheless, the choice of the 
weighting factor R is somewhat artificial. We show this by means of some illustrative 
examples.
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An alternative solution for R=0 as suggested in [Toivonen (1983)] places a 
magnitude constraint on the control signal of the form 
u(kTc) = sat(-^x;T,0)
where K is the feedback gain and the function sat(.;.,.) is defined by
s a t ( z ; f , 9 )
' f i f z < f
z i f <or A N A CD
. 0 i f
CDAN
This approach is justifiable on practical ground but it leads to a difficult if not 
intractible nonlinear dynamic programming solution.
Another possible solution is to minimize the variance of the plant output subject 
to a bound v on the input variance; that is 
H u 1 2(kTc )} < v
This alternative is discussed in [Mäkilä.’ et. al (1984)]. In this approach, an 
appropriate value of v >0 must first be chosen to guarantee the existence of a 
stabilizing solution.
Another method which takes into account the behavior of the system in 
intersample time by considering an integral criterion rather than a summation as in 
(4.28) is discussed in [Kwakernaak and Sivan (1972)]. Specifically, consider the 
minimization of the continuous function J ksc defined by
1 n
J ksc = lim —  $( / y 2( t ) d t } (4.42)
n-*» 2n -n
Then, for the pulse amplitude modulated control (4.2b-c), minimizing J j ^  subject to 
(4.1a-b) is equivalent to minimizing Jkscj subject to (4.4a-b) where J ksci is given by; 
for a sampling period Tc
1 m
Jk s d = — £( £ [x" (kTc )Qksx(kTc ) + 2u' (kTc )Mksx(kTc ) +
m-*» 2m k=-m
u ' (kTc )Rksu(kTc )]} (4.43a)
and where
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T c
Qks = S &  ( T ) L 'L d > ( r ) d T  
0
( 4 . 4 3 b )
T c
Mks = /  ( t  )L" L r ( r ) d r
0
( 4 . 4 3 c )
T c
Rk s  = /  r ( r ) L / L r ( r ) d r  
0
( 4 . 4 3 d )
where $ ( r )  and T ( t )  are given by 
$ ( t )  =  e ^ T ( 4 . 4 3 e )
r (r )  -  / e A ( 7 - c r ) Bd(T 
0
( 4 . 4 3 f )
After completing square, the term inside the bracket [.] in (4.43a) becomes
x '( k T c )Qk s x(kT c ) + ü '( k T c )Rk s ü (kT c )
where
(4 .4 4 a )
Qks = Qks “ ‘^ k s^ks^ks (4 .4 4 b )
Q(kTc ) = u (kT c ) + Rk i.Mk s x(kT c )
For simplicity we call this the KS (Kwakernaak and Sivan) approach.
(4 .4 4 c )
Using the idea of the MMQR discussed in the previous section, we propose an
alternative approach which is aimed at minimizing the maximum (or 
intersample variance of the output; that is
the worst)
min { max £ { y 2 ( k + c r ) } }
Öc [ 0 , 1 3 ere [ 0 , 1  ]
( 4 . 45 )
where £ { y 2(k+cr)} is the variance of the plant output evaluated at the intersample
time o e [0,1] with control law defined in (4.19a-c) for fixed 5 c[0,1]. Since the
objective of this approach is to minimize the worst intersample variance, we then 
call this the minimax output variance regulator (MMVR). The intersample variance 
£{y2(k+a)} can be represented by the criterion (4.20) with I(k,ß=<r) defined by 
(4.41) for a=0, b=l and R=0. As in lemma 3.1, the MMVR problem can be 
transformed into a standard LQG case. The result is stated as follows.
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Lemma 4.8 Consider a minimal continuous-time SISO plant (4.1 a-b) regulated by 
u(t) as defined in (4.2b-c) having a minimal equivalent discrete-time representation 
(4.4a-b). Then, criterion (4.21b) with l(k,0) defined in (4.41) for a=0, b=l and R=0 
corresponds to Q ^ L 'L , Q 2=0 and R=0 in Lemma 4.3. The weighting factors Qg, 
Mg and Rg defined respectively in (4.24b) and (4.23d-e) become
Qg = 0 (4 .46a)
R5 = ( Lrö ) 2 (4.46b)
Mg = (LTg) L4>g (4 .46c)
Furthermore Rg >0 for all 6 e [0,1 ].
Proof: The weighting factors Rg and Mg in (4.46b-c) were derived by direct 
substitution of Q 1? Q 2 and R in (4.23d-e). Substitution of Rg and Mg in (4.24b) 
using (4.46b-c) yields (4.46a).
m n
Note that Rg >0 follows since it is assumed that there is no pure time delay in the 
continuous plant; that is Tg^O for 5(0,1]. From Lemma 4.3, for Qg=0, it follows 
that provided i\j(4>g)i<l for all l<j^nx the optimal solution is achieved by setting 
u(kTc)=0; that is
u(kTc ) = -Rg’Mgx(kTc ) (4 .47)
is optimal. However, if the stability requirement is not fulfilled, then the steady state 
solution of the Riccati equation has to be solved for Qg=0. Unfortunately, in this 
case we do not have the observability of (<$g,Qg£) as required in theorem 4.1. This 
problem motivates a modification of the performance index in the case of minimax 
output regulation. From the cost (4.41), it can be seen that the modification can be 
done in several ways. One possibility is to extend the idea of cheap control by 
considering a=0, b=l, ß=ö and a ‘small’ R in the cost (4.41). In this case, direct 
manipulations of the weighting factors Qg, Mg and Rg defined respectively in 
(4.24b) and (4.23d-e) yield
(4 .48a)Qg -  $ g l / L $ g  -  MgRg1Mg 
Mg = (LTg ) L4>g (4 .48b)
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Rg = R + (L r ö ) 2 (4.48c)
Another alternative is to let R=0 and introduce a ‘small’ a>0 and ß=ö in (4.41), 
the weighting factors Qg,  Mg and Rg defined respectively in (4.24b) and (4.23d-e) 
become
Qg = a $ ; i /  Let), + b<%"L'L4>g -  MgRg1Mg (4 .49a)
M5 = a ( L r i )L<D1 + b ( L r 5 ) L4>g (4.49b)
Rg = a ( L r i ) 2 + b ( L r 5 ) 2 (4.49c)
Notice for the infinite horizon problem that the instant (k+l)Tc can be replaced by 
kTc in (4.41) since in steady state the output variance is constant for all instants. 
Using this alternative design the weighting factors Qg,  Mg and Rg defined in 
(4.24b) and (4.23d-e) become
Qg = aL'L  
Mg = b(L r g )L4>g 
*5 = b ( L r s ) 2
Both (4.49a-c) and (4.50a-c) result in the same steady state control law.
(4.50a)
(4.50b)
(4.50c)
Theorem 4.2 Consider a minimal SISO time-invariant system (4.1 a-b) and the 
control law (4-.2b-c) for a sampling period Tc with minimal discrete realizations 
(4.4a-e) and (4.9a-e). Then, for any 5e[0,l], the infinite horizon performance index 
J (6 ,u) in (4.28) where I(k,0=<5) is given by (4.41) with Q g, Mg and Rg are given 
either by (4.48a-c), (4.49a-c) or (4.50a-c) is minimized by the control sequence 
(u(kTc)} defined in (4.27a-c) where the gain Gg is given by the steady-state 
solution of (4.25b-c). Moreover, the closed loop system is asymptotically stable 
provided the pair (^g .Q ^ ) with <J>g given by (4.23c) has no unobservable modes on 
the unit circle.
rm
Notice it follows from Lemma 4.4 that {«5^ , 0 5 2} is observable under the 
assumption that { $ ^ = 0 ^ }  is observable when Qg is given by (4.48a). However, the 
pair {'i’s .Q s^ }  where Qg is given either by (4.49a) or (4.50a) may be unobservable 
for some values of 5. For example, if Qg is given by (4.49a), the pair is
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unobservable for both 5=0 and 5=1. If Q 5 is given by (4.50a), the pair {$5 ,0 5 }^ is 
unobservable for 5=1. The result concerning the existence of the (unique) stabilizing 
gain Gg as discussed in the previous section is due to [Chan et. al (1984)].
We now illustrate the application of the MMVR design by means of some 
examples.
Example 4.1 Consider a scalar model (4.1a) with A=-a, B=C=1. Assume, for 
simplicity no measurement noise (ie. A=0) and Oc=l in (4.2a). The discrete version 
of the model (4.1a) for a sampling period Tc is governed by (see (4.4a-e) and 
(4.5a-b))
x ( ( k + l ) T c ) = e - a x (k T c ) + a ' 1 ( l - e “a )u (k T c ) + u , ( k T c )
For any 5 e[0.1 ], in theorem 4.1 with Q ^qX ), Q 2=0 and R=r>0, it is not difficult 
to show that u(kTc)=0 is stabilizing for all a>0. The periodic variance X(<j ,G5) is 
given by
X(a,G6) = (e -^ - Q -M l-e - ^ )G 6)2X(l,G5) + Qa 
where G§ is the stabilizing gain for fixed 6. Analytically, it can be shown that; for 
all 5e[0,l]
X(1,C6) > X(a, C§)
In other words, the maximum is situated at the boundary (cr=l). From the 
algorithm 4.1 discussed in section 4.3 and definition 4.1, the MMQR criterion is 
given by (4.28) for 5=1 which is in fact a standard LQG cost function.
In the case of output variance regulation, the MMVR criterion is given by 
(4.28) where I(k,ß=5) is given by (4.41) for (5=5=1, a=0, b=l and R=0. Hence, the 
MMVR and the MVR are identical. The implementation of the KS method results in 
a better average intersample output variance, but it gives a higher maximum output 
variance. For example for A=a=l and Tc=lsec, the KS gives the variance 
£{y2(kTc)}=0.462 whereas the MMVR gives ${y2 (kTc)}=fi1 =0.4323. Fig.4.2 shows the 
intersample output variance for both designs.
109
0 . 45 -
0 . 3 5 -
0. 4  0. 6INTERSAMPLE TIME
Fig.4.2 The intersample output variance of 1st order system corresponding to
1. MVR (=MMVR)
2. KS
Example 4.2 Consider a SISO second order plant (4.1 a-b) where
0 1 0 ' c i '
oo
A = ; B = ; l" = ; fi =
0 -a 1 ■ C 2 . 0 1 .
and where a=0.1, c ^ l  and c 2=0. This example is taken from [de Souza and 
Goodwin, (1984)]. With a sampling period Tc=lsec, the MVR gain was derived by
minimizing the cost (4.28) where l(k,0) is defined by (4.41) for a=l, b=0 and R=0. 
The resulting gain is G=[2.0697 1.9671]. Note that in this case u(kTc)=0 is in fact a 
stabilizing control. The intersample output variance corresponding to the MVR gain 
was computed and is illustrated by the curve 1 in Fig.4.3. The corresponding control 
variance is £{u2(kTc)}=235.
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INTERSAMPLE TIME
Fig.4.3 The intersample output variance of a 2nc* order system 
corresponding to
1. MVR
2. MMVR for b/a=103
The cheap variance control corresponds to a= l, b=0 and R*0 in (4.41). A weighting 
factor R=0.015 results in the cheap control gain G=[1.4502 1.6339]. The resulting 
intersample output variance is depicted by the curve 2 in Fig.4.4. The corresponding 
control variance is £{u2(kTc)}=8.6. In order to show the influence of the weighting 
factor R of the cheap control design on the closed-loop performance, the maximum 
variance of output (=0cm(R)) was computed for different values of R. The resulting 
crcm(R) was then normalized by <rcm(R=10~6); that is
_
=
a cm(R=10-6)
In Fig.4.5, we show the variations of the normalized maximum variance of output 
(=0cm(^)) as R increases. The optimal weighting factor R of the cheap control 
design is given by R*~0.015 (ie. (rcrn(R*=0.015)<acm(R) for the curve 1 in Fig.4.5).
I l l
To show the influence of the weighting factor R of the MMVR design defined by 
(4.49a-c) on the closed-loop performance, the maximum variance of output 
(=<7mm(r)) was computed for different values of R. The resulting <rmm(R) was then 
normalized by (7mm(R=100); that is
_
=
(7mm(R=100)
The variations of the normalized maximum variance of output (=0mm(R)) as ^  
increases is illustrated in Fig.4.6. The optimal weighting factor R of the MMVR 
design is given by R*<0.1 (ie. % m (^ * < ^ ^ (rmmW  for curve 1 m Fig.4.6).
INTERSAMPLE TIME
Fig.4.4 The intersample output variance of a 2nc* order system corresponding to
1. MMVR for b/a=103
2. Cheap control for R=0.015
3. KS
Using the KS method described in (4.34)-(4.36), we obtain the KS gain 
G=[1.5679 1.7022]. The curve 3 of 4 Fig.4.4 shows the intersample output variance 
produced by this gain. The corresponding control variance is £{u2(kTc)}=ll .2.
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With ö 0=0.5 as an initial choice of 5, the step 2 of the algorithm produced 
the worst intersample cost which were situated around (7=0.53 in all iterations. For 
fixed 5=(7=0.53 the control law u(kTc) defined in (4.47) is not stabilizing. The value
b/a=103 in (4.49a-c) was chosen to ensure the existence of the stabilizing solution of
the step 1 of the algorithm. The algorithm converged to the (local) solution in 3
iterations. The resulted gain is G 5=[1.4425 1.6291]. The variance of output in the 
intersample period is shown by the curve 1 in Fig.4.4 (or the curve 2 in Fig.4.3). 
For this example, we found that the intersample cost J(cr,u=G§x) is found to be
within ±0.01% if its optimum value for 6 e [0.42,0.57] and (re [0.51,0.56].
l . E - 0 6  .00001 .0001 .001 .01 .1
WEIGHTING FACTOR R
Fig.4.5 The maximum output variance versus control weighting R for cheap control in
1. Example 3.2
2. Example 3.3
3. Example 3.4
To show the influence of the weighting factors a and b of the MMVR design 
defined by (4.49a-c) (or (4.50a-c)), the maximum variance of the output 
(=(7mm (^ a)) was computed for different ratios of b/a.
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Fig.4.6 Maximum output variance versus control weighting R for MMVR in
1. Example 3.2
2. Example 3.3
3. Example 3.4
I l l M i i l  I I 1 l i l i l L
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Fig.4.7 Maximum output variance versus ratio b/a for MMVR in
1. Example 3.2
2. Example 3.3
3. Example 3.4
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The resulting OYn^b/a) was then normalized by crmm(b/a=l); that is
' W 3/ ® ) --------------------
< W b/a - l )
The variance of the normalized maximum variance of output (=<rmm(b/a)) as b/a 
increases is illustrated in Fig.4.7. The optimal ratio b/a of the MMVR design is 
given by b/a*>0 (ie. 0"mm(b/a* >10)<<rmm(b/a) for the curve 1 in Fig.4.7).
Example 4.3 Consider again the SISO model used in example 4.2 where now a=0. 
The output of the model is considered for three different choices of output vector C 
and for each given value of C the MVR gain were computed for a sampling period 
Tc=lsec; the result is
INTERSAMPLE TIME
Fig.4 .8 The intersample output variance of 2n£* order model 
corresponding to the MVR gains for 
1 . L = [0.1 1]
2. L = [1 1]
3. L -  [1 0.1]
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a. L = [0. i i]  ; C5 = [0.6667 1.3333]
b. L = [1 i] ; C5 = [1.6667 1.8833]
c . L = [1 0 .1] ; C5 = [0.0952 1.0476]
The intersample variance of output corresponding to the MVR gains were computed 
and are illustrated in Fig.4.8. For L=[l 0.1], the cheap variance control gain for 
R=0.015 is G=[1.3433 1.6446]. The effects of increasing R on the normalized 
maximum of output variance for the cheap control design are shown in Fig.4.5. The 
optimal R is given by R*-0.015. The effects of increasing R on the normalized 
maximum of output variance for the MMVR design defined by (4.49a-c) are shown 
by the curve 2 in Fig.4.6. The optimal R is given by R*<0.1.
With the initial value 50=0.5, the worst intersample variance computed in 
step 2 of the algorithm occurred around <r=0.45 in all iterations. For fixed 5 =(7=0.45 
the control law u(kTc) defined by (4.47) is not stabilizing.
INTERSAMPLE TIME
Fig.4.9 The intersample output variance for L=[l 0.1] corresponding to
1. MVR
2. MMVR for b/a=103
3. Cheap control for R=0.015
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The modified design defined by (4.49a-c) was selected with b/a=103. The algorithm 
converged to G 5=[1.3278 1.6597] in 3 iterations. Fig.4.9 shows the intersample 
variance of output corresponding to the MVR gain (ie. curve 1), the cheap control 
for R=0.015 (ie. curve 2), and the MMVR gain (ie. curve 3). The effects of 
increasing the ratio b/a on the normalized maximum of output variance for the 
MMVR design defined by (4.49a-c) (or by (4.50a-c)) are shown by the curve 2 in 
Fig.4.7. The optimal ratio b/a is given by b/a* >10. For this example, the 
intersample cost J(<r,u=Göx) is found to be within ±0.01% of its optimum value for 
6e[0.3,0.46] and c7e[0.35,0.5].
Example 4.4 A sway motion of a ship positioning system described in [Grimble and 
Patton (1980)] was chosen as a model, and it can be described by a third order 
plant as in (4.1 a-b) with the following parameters
-0.0546 0 0.5435 0
\  = 1 0 0 ; B = 0
0 0 -1 .55 1.55
0 ‘ ' 0.2594 0 0 "
L" = 1 ; n  = 0 0 0
0 0 0 0
With a sampling period Tc=7 sec, the discrete model is nonminimum phase. So the 
MVR design is not suitable for this case and the design should be replaced by a 
sub-optimal approach. A cheap variance control with a weighting factor R=0.01 was 
chosen as an output variance regulator. The resulting cheap control law is G=[0.5234 
0.0837 0.1706]. The intersample variance behavior of the closed loop system is 
plotted in Fig.4.10 (ie. curve 1) and the corresponding control variances is 
${u2(kTc)}=5.3.
117
INTERSAMPLE TIME
Fig.4.10 The intersample output variance of a 3rc* order system corresponding to
1. Cheap control for R=0.01
2. MMVR for b/a=103
3. KS
For this particular example, a relatively large weighting factor R in the cheap 
control design was needed to improve the intersample behavior of output. Fig.4.5 
(ie. curve 3) illustrates the change in the maximum of output variance as R 
increases. The optimal R is given by R*»10. The variations of the normalized 
maximum variance of output as R increases for the MMVR design defined by 
(4.49a-c) is illustrated by the curve 3 in Fig.4.6. The optimal R is given by 
R* <0.1.
The KS method, for this example produces the KS gain G=[0.4615 0.0683 
0.1517].
An initial value 5 0=0.5 was selected in the algorithm. The worst intersample 
cost evaluated at step 2 of the algorithm appeared around a=0.56 in all iterations. 
For fixed 5=a=0.56 the control law u(kTc) defined in (4.47) is not stabilizing, so we
118
chose a ratio b/a=103 in the MMVR design defined in (4.49a-c). The algorithm 
converged to the gain G^=[0.4375 0.0628 0.1443] in 4 iterations. The effects of 
increasing the ratio b/a on the maximum of output variance is depicted in Fig.4.7 
The optimal ratio b/a is given by b/a* >10. Fig.4.10 shows the variance of outputs 
in the intersample period corresponding to the cheap control law for R=0.01 (ie. 
curve 1), to the KS method (ie. curve 2) and to the MMVR design. For this 
example we found that the intersample cost J(cr,u=Göx) is to be within ±0.01% of 
its optimum value for <5 e[0.47,0.6] and (re[0.5,0.6].
4.5 CONCLUSIONS
We have shown that the intersample behavior should be taken into consideration 
in the design of a digital controller for a continuous plant. In particular, we have 
illustrated that the minimax output variance regulator (MMVR) can significantly 
improve the intersample behavior of the closed loop system.
The method of Kwakernaak and Sivan produces a suboptimal design since it 
minimizes the average of output variance in intersample period whereas the MMVR 
minimizes the maximum of output variance. The system performance will be limited 
by this maximum and not the average.
We have shown that the cheap control design can also be used to minimize the 
maximum output variance although no procedure is available for choosing the 
weighting factor R. (It can be seen in Fig.4.5, the factor R is problem dependent). 
However, for the examples 4.2, 4.3 and 4.4 the suboptimal design of theorem 4.2 
produces near optimum performance for
i. b/a>10 in (4.49a-c) or (4.50a-c) (see Fig.4.7), or
ii. R<0.1 in (4.48a-c) (see Fig.4.6)
For the examples considered in sections 4.4 and 4.5, the algorithm 4.1 
converges after 2 updates (<5) of with <50=0.5. It therefore appears that the 
numerical procedure has the same order of complexity as ordinary (adaptive) LQG 
design.
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Although it is not easy to predict analytically how many local maximums may 
exist in the intersample period (except for the scalar case), examples (up to 3r<^ 
order) show that at most two stationary points (one maximum and one minimum) 
exist. However, if more than one local maximum occur then the MMVR design still 
can be accomplished using theorem 4.2 by using several internal weightings 
corresponding to N>1 in (4.19b).
The result that we have developed has assumed that all the plant states are 
measurable. If we do not have complete knowledge of the states then a conventional 
state estimator can be incorporated in the design.
CHAPTER 5
FINITE WORDLENGTH LINEAR QUADRATIC REGULATOR DESIGN
5.1 INTRODUCTION
So far we have considered the discrete regulation of continuous time systems 
under the assumption that the digital control laws can be implemented using infinite 
precision arithmetic. In the remaining two chapters, we recognize the fact that 
numbers which may represent compensator input, output, coefficients or states in the 
(digital) computer must be treated (ie. stored, calculated etc.) with finite accuracy. 
This so called finite wordlength (FWL) problem can be further categorized in two 
ways, namely finite state wordlength (FSWL) and finite coefficient wordlength 
(FCWL) problems.
There are several choices of arithmetics which can be selected to implement the 
diference equation representing the control algorithm. The most common are fixed 
and floating point arithmetics. Floating point arithmetic has relatively large dynamic 
range compare to fixed point arithmetic but fixed point arithmetic is faster and less 
expensive to implement. The arithmetic overflow which may occur due to the limited 
dynamic range of the fixed point arithmetic in many cases can be avoided by scaling 
the compensator inputs, outputs, coefficients and states. Another advantage of fixed 
point arithmetic is that the round-off noise analysis is much simpler since the 
round-off noise is additive [Sripad and Snyder (1977), Barnes et. al (1985)] whereas 
the round-off noise of floating point arithmetic is multiplicative [Fettweis (1974), 
Rink and Chong (1979)].
Block floating point arithmetic [Oppenheim (1970), Williamson et. al (1985)] in 
which only one exponent register is used for all variables is an example of 
non-standard arithmetic. From computation (ie. additions and multiplications) point
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of view, block floating point arithmetic is similar to fixed point arithmetic, and 
retains some of the advantages of fixed point arithmetic particularly the simplicity of 
round-off noise analysis. The exponent register of the block floating point arithmetic 
provides a larger dynamic range than could be achieved by fixed point arithmetic 
alone. Another example of non-standard arithmetic is the logarithmic arithmetic 
[Kingsbury and Rayner (1971), Lang (1984)]. The main feature of the logarithmic 
arithmetic is that the quantized values are unevenly spaced. Note that with fixed
point numbers, spacing is equal and quantization residue is absolute. With logarithmic 
number representation, the low magnitude range will have the closest spacing.
Consequently, the quantization residue is no longer absolute. High quantization 
residue is produced in the high magnitude range while more accurate representation 
(low quantization residue) is achieved in the iow magnitude range. In the control 
applications, during the transient the magnitude of the controller signals (inputs,
states or outputs) are often very large in which case a high quantization residue can 
be tolerated. In steady state operation, the controller signals are generally very low 
in magnitude, and so a more accurate representation is required. Clearly, the
implementation of logarithmic arithmetic would be beneficial. Recently, there has 
been considerable interest in the logarithmic arithmetic. It has been used in both the 
digital signal processing [Hall et. al (1970), Kingsbury and Rayner (1971)] and the
digital control [Lang (1984), Lamaire and Lang (1986)].
The effects of finite wordlength on the compensator performance are to be
analyzed for compensators designed using a linear quadratic Gaussian (LQG) method 
and implemented using fixed point arithmetic. Finite wordlength representation of the 
control algorithm produces inaccuracies of compensator coefficients, rounding or 
truncation after multiplication, and overflow of the additions. We assume throughout 
that the compensators are properly scaled to avoid overflows during various
arithmetic operations. Therefore, the FWL problem that we shall consider is
specialized into two problems as follows.
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a. The compensator coefficients are represented using an arbitrarily large (but 
finite) wordlength. Thus, only finite state wordlength (FSWL) problem is 
considered.
b. The compensator states are realized using an arbitrarily large (but finite) 
wordlength. Therefore, only finite coefficient wordlength (FCWL) problem is 
considered.
For recursive algorithms, rounding is required after multiplication in order that
the fractional representation does not increase without bound. The cummulative effect 
of these rounding errors can lead to a significant degradation in the closed-loop
performance if a sufficient number of bits is not assigned to the fractional
representation of compensator states. One solution is to design the compensator 
assuming it will be implemented using an infinite precision arithmetic (the 
corresponding performance index will be referred to as the ideal (unquantized state) 
cost). The fractional wordlength can then be selected so that the resulting
degradation in performance is less than a certain percentage of the ideal cost.
Finite precision representation of the compensator coefficients can change the 
closed loop dynamics considerably. Consequently, the ideal cost is no longer optimal 
and in extreme cases may not result in a stable closed loop system. A
straight-forward way to determine the coefficient wordlength is to design the
compensator ignoring the FWL problem. Then, recompute the compensator 
performance for sets of coefficients that are quantized to different wordlengths, and 
select the shortest wordlength which gives an ‘acceptable’ degradation in the
compensator performance provided the stability requirement is satisfied.
Different coordinate basis representation do not affect the compensator 
performance if infinite precision arithmetic is used since all minimal state-space 
representations of the same transfer function are equivalent. However, the
compensator structure plays an important role in the FWL compensator design. The 
compensator structure is selected such that for a given fractional wordlength (or 
coefficient wordlength) and for a given compensator gains the compensator
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performance is minimized.
With a fixed point implementation, the nodes of the FWL compensator must be 
properly scaled in order to reduce the possibility of overflow. The overflow problem 
must be resolved before the FWL performance of different compensator structures 
can be measured and compared. There are many scaling procedures available which 
are mainly developed in the digital filter design [Hwang (1975b)]. The most common 
method is the variance oriented (ie. ß 2-scaling) procedure. In digital filter design the 
ß 2-norm of each of the filter state nodes is made equal to the ß 2-norm of the 
filter input. In control applications, the ß 2-norm of each of the compensator state 
nodes and the ß 2-norm of the compensator input (or plant output) due only to the 
external disturbances are equalized.
In [Sripad (1981)], a technique has been presented for analyzing the expected 
degradation in the performance of a fixed-point arithmetic implementation of a 
Kalman filter which is originally designed assuming infinite precision implementation. 
Both FSWL and FCWL problems have been considered. It has been shown that 
coefficient quantization in the implementation of the filter gains is a significant cause 
for instability. The effects of state space structures on performance degradation have 
also been addressed. However, this paper was not concerned with the optimization of 
the filter structure.
The issues of round-off quantization and scaling in the fixed-point LQG 
controller implementations have been addressed in [Moroney et. al (1983)]. The 
LQG design was first carried out ignoring the FWL problem. After scaling has been 
accomplished, the effects of state quantization noise on control system performance 
were analysed. Several structures such as cascade, parallel etc. were considered and 
the respective round-off performance were compared. The optimum structure of 
[Mullis and Roberts (1976), Hwang (1977)] which minimizes the degradation in LQG 
cost function from the ideal (ie. unquantized states) was also considered.
In [Moroney et. al (1980)], the coefficient wordlength effects on the 
performance of the fixed-point LQG compensators were considered. The statistical
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wordlength which was first developed in digital filtering [Crochiete (1975)] was used 
as a measure which reflects a degradation in performance as compared to the ideal 
(ie. unquantized coefficients) case. Specifically, the statistical wordlength formulation 
derived from the LQG performance index contains two terms. The first part
represents the number of bits necessary to represent the integer portion of the 
coefficients and the second term provides the number of bits necessary for the 
fractional portion of the coefficient word. The interesting feature about the statistical 
wordlength estimate is that it is a continuous function and is differentiable with 
respect to the coefficients of the structure. Consequently, it can be used as the basis 
for an iterative (gradient-search constraint) optimization for generating minimum 
coefficient wordlength structures. However, the scaling issue was not considered in 
the analysis.
In [Sasahara et. al (1984)], the consequences of finite wordlength
implementation of LQG regulators with pre-computed gains were considered. In the 
round-off noise analysis, a formula which reflects the influence of the compensator 
structure on the performance is developed using the LQG cost function. The 
optimum structure of [Mullis and Roberts (1976), Hwang (1977)] has also been 
considered. The effects of coefficient quantization were shown via the degradation in 
the performance index from the ideal (ie. unquantized coefficients). Using a 
deterministic analysis in which the coefficient quantization residues are uniquely 
determined by the coefficient wordlength and the coefficient matrices, an exact 
formulation shows the degradation of the LQG cost from the ideal is derived. 
However, this formula is intractible in the high order case. Furthermore, the 
calculation requires high precision representation especially to express the coefficient 
quantization residues. Using a statistical analysis, an attractive formula which gives an 
approximation of the degradation in the performance from the ideal cost was 
developed. Simulation studies show that the formula developed using the deterministic 
analysis gives an accurate result. It is argued that the structure which minimizes the 
effects of round-off noise (due to the state quantization) also minimizes the effects
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of coefficients quantization.
The Kalman filter design which directly takes the finite precision nature of the 
implementation into account is presented in [Williamson (1985)]. The discrete 
Kalman filters that are considered are the discrete equivalent of continuous-time 
systems operating under a fast sampling rate. The optimum FSWL Kalman filter 
design which includes the state residue feedback compensation is found by means of 
the standard Riccati technique. It is shown that when the sampling rate is fast 
and/or the state wordlength is short re-scaling is necessary in order that the
Q 2-norm at each of the state nodes has similar magnitude. However, the importance 
of the filter structure was not explored.
In [Williamson (1986)], low noise structures for an N^-order recursive filter 
incorporating integer residue correction (IRC) [Williamson and Sridharan (1985b)] or 
sub-optimal error spectrum shaping (ESS) [Abu-El-Haija and Peterson (1979)] has 
been defined. The IRC term is restricted to be a positive power of two (often 0,±1) 
so that it only requires extra additions and shifts. Consequently, the proposed
structure only requires N extra additions than would be required by the optimum 
structure of [Mullis and Roberts (1976), Hwang (1977). The former structure is 
characterized by a set of filter invariants called the residue modes while the latter is 
characterized by the singular values (or second order modes). It is shown that the 
structure proposed in [Williamson (1986] provides a lower round-off noise when the 
sum of the residue modes is lower than the sum of the second order modes.
In this chapter, we consider both the FSWL and the FCWL problems. The 
ß 2-scaling constraint is used throughout. In the FSWL case, the finite precision 
nature of the implementation is directly taken into account in selecting the LQG
compensator gains. The IRC or the sub-optimal ESS scheme is incorporated in the 
design. We shall show that the separation theorem [Kwakernaak and Sivan (1972)]
which is one of the interesting feature of the LQG design is no longer valid due to 
existence of state quantization noise. The LQG performance index is used as the 
basis of an iterative (gradient-search constrained) optimization for generating the
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optimal LQG compensator gains. Based on the LQG index, we develop an 
expression which reflects the influence of the compensator structure on the FSWL 
performance. The IRC is included in the development. The structure optimization 
problem is solved by means of the procedures described in [Williamson (1986)] for 
fixed compensator gains. The optimum solution of the FSWL problem can be 
achieved by selecting the LQG compensator gains and the compensator structure 
iteratively.
In the FCWL case, we develop an expression which shows the effects of 
coefficient quantization on the compensator performance. The expression which is 
based on the LQG quadratic cost is derived using the statistical approach, and so is 
only an approximation of the effects of coefficient quantization. Nevertheless, we use 
the expression to measure and to compare the FCWL performance of different 
compensator structures. In this case, the ß 2-scaling constraint is also used in each 
structure that we consider.
In section 5.2, we describe a general description of a FWL-LQG regulator. The 
necessity for scaling and the resulting dynamic range constraint are briefly discussed. 
In an ideal (ie. infinite precision) situation, the LQG cost function is invariant under 
a similarity transformation. We show that the performance of a FWL-LQG regulator 
is strongly affected by the compensator structure. In sections 5.3, 5.4 and 5.5 we 
investigate the problem of state quantization when the compensator coefficients are 
implemented using an arbitrarily large (but finite) wordlength. In section 5.3, we do 
not change the compensator structure. Therefore, the FSWL problem is restricted to 
finding the optimum Kalman filter and controller gains. In section 5.4, we assume 
the compensator gains are fixed. The FSWL problem is then to optimize the LQG 
cost function with respect to the compensator structure. The optimum FSWL solution 
which can be derived by iteratively solving the FSWL problem for fixed structure 
and the FSWL problem for fixed gains is described in section 5.5. In section 5.6, 
we consider the effects of coefficient quantization on the compensator performance. 
First, we assume that the effects of state quantization are negligible. Using a
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Statistical analysis, we develop an expression based on the LQG cost function which 
can be used to measure the consequences of using short coefficient wordlength. 
Illustrative examples are included throughout.
5.2 FINITE WORDLENGTH LINEAR QUADRATIC GAUSSIAN REGULATOR
In this section we discuss the effects of the finite register length on the design 
of infinite horizon linear quadratic Gaussian (LQG) regulators. Specifically, consider 
the minimal discrete-time model described by
x (k+ l) = 3>x(k) + Tu(k) + u>(k) (5 .1a)
y(k) = Lx(k) + Tj(k) '  (5 .1b)
where x(k) is a simplified notation of x(kTc) where Tc is a sampling period. The 
dimensions of the state, the input and the output are
x ( t ) cR x u ( t ) c R nu y ( t ) eR y
The processes {co(k)} and {rj(k)} are zero-mean wide-sense stationary (WSS) 
processes having covariance
■u(k)- ■ n  o ■
S { K ( k )  i f ( k ) ] }  =
■r?(k). . 0 A .
(5 .2 )
The infinite horizon quadratic cost which we seek to minimize is described by
1 m
J = ${1im —  £ [x '(k )Q x(k)+ 2x ' (k)M u(k)+u"(k)R u(k)]} (5 .3 )
m-»oo 2m k=-oo
where the weighting matrices QX), M and R>0 are respectively (nxxnx), (nxxnu) 
and (nuxnu). In an ideal situation (ie. infinite wordlength) the optimal compensator 
which minimizes the performance index (5.3) subject to the plant (5.1 a-b) is 
governed by
x (k + l) = <J>x(k) + Tu(k) + K(y(k) -Lx(k))  (5.4a)
u(k) = - Gx(k) (5.4b)
where the predicted state x(k) is a simplified notation of x(kiy(k-l)) and where the
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matrices K and G are respectively the Kalman filter and the controller gains. Define 
the prediction error
e ( k )  ^ x(k)  -  x ( k)  ( 5 . 5a )
From (5.1a-b) and (5.4a-b), we obtain the augmented representation
e ( k + 1 ) ' $ - K L  0  ' ■ £ ( k ) ' I - K o ) ( k ) -
x ( k + l ) . . k l  <t>-r c . • x ( k ) .
T
. 0  K . • T ? ( k ) .
Define the covariance matrix
S ^ $ U ( k ) e ' ( k ) }  ( 5 . 5 c )
The optimal Kalman filter and the controller gains K and G are given by (as in
lemma 4.2 of the previous chapter)
K = 4>SI/ (LSL'+AX1 ( 5 . 6 a )
c  = ( R + n r ) - i n i  ( 5 . 6 b )
where the matrices S and I  satisfy the algebraic Riccati equations
S -  (<t>-KL)S(4>-KL)" + 0  + KAK' ( 5 . 6 c )
I  = ( ^ - r G ) ' I ( i - r G )  + Q + CRC' ( 5 . 6d)
where the matrices G and Q are given by
i  = ct>-rR"1M' ( 5 . 6e)
Q = Q-MR~1M' ( 5 . 6 f )
G = G-R“ 1M' ( 5 . 6g)
By definition [Chan et. al (1984)], the gains K and G are stabilizing (ie. when 
I Xj(<i>—KL) I <1 and | Xj($-rG) | <1 for all ie[ l ,nx]) when the matrices S and I  are 
the stabilizing solutions (which symmetric and positive definite) of (5.6c-d). The 
stabilizing solutions S and I  exist, and unique (ie. unique P and unique I)  if and 
only if
(i) {4>,D} has no uncontrollable modes on the unit circle and
(ii) {$,D} has no unobservable modes on the unit circle
where fi=DD' and Q=DD'. We assume both the Kalman filter and the controller 
gains K and G are stabilizing. The implementation of a digital compensator is 
shown in Fig.5.1. In Fig.5.1, it can be seen that there are two interfaces; they are
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the digital converter system which includes a digital-to-analog converter (DAC) and 
the analog acquisition system which contains an analog-to-digital (ADC) converter. 
Thus, the finite wordlength implementation should also consider the implications of 
both the DAC and the ADC. However, we will not discuss the finite wordlength 
implementation of these interfaces except when we discuss the scaling issue.
In the real situation, an LQG compensator is implemented using a finite 
wordlength arithmetic. We assume throughout that the LQG compensator is realized 
using the fixed-point arithmetic. Therefore, we only concern with the fixed-point 
round-off and coefficient quantization residues.
► y ( t )
Discrete
Fig.5.1 Digital control system configuration
The fixed-point finite wordlength (FWL) version of the ideal LQG compensator 
(5.4a-b) can be described as
x*(k+ l) -  <t*Q[x*(k)] + r*u*(k) + K*(y*(k) - L*Q[x*(k)]) (5 .7 a )
u*(k) -  - Q[C*Q[**(k)]] (5.7b)
where the coefficient matrix A* denotes the finite coefficient wordlength (FCWL) 
representation of A and satisfies
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A * = A + AA (5 .7c)
and where Q[x*(k)] represents the quantized value of the predicted state x*(k) and 
satisfies
Q [**(k)] -  x*(k) - e (k ) ( 5 .7d)
The properties of the residues AA and e(k) will be discussed later in the chapter.
The discrete plant response when controlled by the compensator (5.7a-b) can 
be expressed as
x * (k + l) -  $x*(k) + Tu*(k) + u (k) (5 .8a)
y*(k) -  Lx*(k) + 7,(k) (5 .8b)
Note that the states x*(k), the input u*(k) and the output y*(k) are not the same
with x(k), u(k) and y(k) in (5.1 a-b) due to FWL implementation in (5.7). 
Consequently, the optimized performance index differs from the ideal cost (5.3), and 
is described by
1 m
J* = ${lim  ----- J  [ (x* (k ))'Q x*(k ) + 2(x*(k))'M u*(k) +
m-x» 2m k=-m
(u* (k ))'R u * (k ) ]} (5 .9a)
Define the difference between the FWL cost J* and the ideal cost J as follows
AJ ^ J* - J (5.9b)
The scalar AJ can be used as a degradation metric of the compensator performance 
due to the FWL implementation.
ß 2-scaling : The possibility of an (arithmetic) overflow needs to be reduced to an 
‘acceptable’ degree particularly when the compensator is implemented using a 
fixed-point arithmetic. This requirement can be met by scaling the compensator 
variables and parameters. However, scaling is not merely meant for decreasing the 
possibility of overflow, it is also aimed at altering the compensator coefficients such 
that they are all lie within a prescribed dynamic range. It is well known that the 
latter objective is not always achieved if the scaling is only oriented towards 
overflow reduction. The scaling task can be divided into three different categories;
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namely the input/output scaling, the state scaling and the coefficient scaling. In 
this chapter, we assume the LQG compensators are implemented using pre-scaled 
coefficients. Therefore, the scaling issue that we consider concerns only the 
input/output and the state scaling. Before we discuss the input/output and the state 
scaling procedures let consider the scaling unit or measure. Basically, the dynamic 
range constraint can be specified using either a deterministic [Jackson (1970a)] or a 
statistical [Hwang (1975)] approach. These two approaches are discussed in some 
depth in [Moroney (1983)] and it has been shown that the variance oriented (ie. Q 2) 
scaling constraint is the most convenient to use. In fact, this type of scaling has 
been widely used in control applications [Moroney et. al (1980,1983), Sasahara et. al 
(1984), Scharf and Sigurdson (1984), Ahmed and Belanger (1984)]. The Q 2-norm for 
the (infinite) sequence (a(k)} for ke[0,co) is defined as [Epstein (1970)]
11 a ( k ) 112 A (  X I a ( k ) l 4 *
lk=0 J
There are many considerations that contribute to the selection of scaling factors. 
In [Moroney (1983)], the considered compensator representation was rearranged such 
that it has only one (scalar) input y(t). Therefore, the Q. 2-scaling procedure 
developed for digital filters can be adopted; that is, the 0. 2-scaling constraint is 
employed to make the variance of each state of the compensator equals to the 
variance of the compensator input which has been normalized to unity. Therefore, 
the Q. 2 -scaling constraint is
I I Z j ( k ) u 2 = 1
for all je[ l ,nz] where nz(=nx) is the dimension of the scaled state z*(k) discussed 
below. In the sequel, we term this the unity ß 2~scaling constraint. This approach 
however ignores additional scaling that is generally required in order to handle initial 
condition type disturbance transients for which C^-scaling is more appropriate. Our 
approach is therefore to compute the FWL-LQG design based on some given 
Q 2-scaling of the compensator states without attempting to justify a correct level of 
scaling. In practice, simulation studies would most likely aid this process.
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The FWL compensator (5.7a) can be represented (and hence implemented) in 
different ways. Three different representations are listed as follows.
x*(k+ l) = (4>-rc-KL)*Q[x*(k)] + K*y*(k) (5.10a)
x * (k + l) -  (<t>-KL)*Q[x*(k)] + r*u*(k) + K*y*(k) (5.10b)
x * (k + l) = (<i>-rG)*Q[x*(k)] + K*y£(k) (5.10c)
where the FCWL matrix A* is defined by (5.7c), Q[x*(k)] is defined by (5.7d) and 
where
y£(k) -  y*(k) - L*Q[x*(k)] (S.lOd)
In this chapter, we assume that the plants (and hence the compensators) are 
single-input and single-output (SISO) plants. We shall show that this assumption is 
made mainly because the scaling procedures for the SISO compensators are different 
to the scaling procedures of the multi-input multi-output (MIMO) compensator. 
Therefore, the input u(t) and the output y(t) throughout this chapter are single
variables; that is
nu = ny = 1
The compensator (5.10a) is the same with the compensator (5.10c) in that they both 
have only one input. However, the compensator (5.10a) possesses two drawbacks. 
First, the compensator input (or plant output) y*(k) is not ‘white’ even though the 
process disturbance (o;(k)} and the measurement noise {r;(k)} in (5.8a-b) are both
‘white’. Secondly, the compensator (5.10a) may not be (open-loop) stable. 
Therefore, the C2-scaling objective can not be met.
Recall that the Kalman filter and the controller gain K and G are assumed to 
be stabilizing (ie. $-KL and $-rG  are both stables). Therefore, from the 
(open-loop) stability point of view, the compensators (5.10b-c) are preferred.
However, the compensator (5.10b) has two inputs (ie. u*(k) and y*(k)). The 
variance of the input u*(k) and the input y*(k) are not the same. Thus, we can 
note equalize the probabilities of overflow at every state and every input. One
solution is to make the variance (or the probability of overflow) of each state equals 
to the variance of one of the compensator input; that is, the input with the larger
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variance. In fact, this is the scaling procedure that we will use for MIMO 
compensators which will be examined in section 6.3 of the next chapter. 
Compensator (5.10b) is preferred if the realization {$,L} is in an observable 
canonical form [Kailath (1980)] since the realization {3>-KL,L} is also in an 
observable canonical form.
Compensator (5.10c) is preferred if the realization {<f>,r} is in a controllable 
canonical form [Kailath (1980)] since the realization {$-1X3,r} is also in a 
controllable canonical form. Another advantage of the compensator (5.10c) is that 
the input y£(k) defined by (5.1 Od) is well known to be ‘white’. This is the so 
called the innovations sequence [Anderson and Moore (1979)]. In this chapter, the 
FWL analysis will be based on the compensator (5.10c). The FWL compensator 
(5.10c) can be represented using a different coordinate basis. Let us apply a 
similarity transformation T (where T-1 exists) and consider the compensator with the
transformed structure as defined by
z * (k + l) -  i* Q [2 * (k )] + K*y*(k) (5 .11a)
y e «  -  y*(k) -  L*Q[z*(k)) (5 .11b)
Q [z*(k)] -  z* (k ) - «(k) (5 .11c)
where
= (T~1($~rG)T)* (5. l i d )
K* = (T-1K)* ; L* = (LT)* ( 5 . l i e )
Replacing x*(k) in (5.9a) by z*(k) gives the following transformed quadratic cost.
1 m
J* = £{l im ----- £ £(z*(k)"Qz*(k) + 2z*(k)'M u*(k) +
m-*» 2m k=-m
u*(k)"Ru* (k) ]} (5.12a)
where the weighting matrices Q and M are related to the weighting matrices Q and 
M in (5.9a) by
Q = T QT ( 5 . 12b)
M = T'M (5.12c)
The state quantization residue e(k) will be examined in the later sections.
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State vector scaling, as discussed in [Mullis and Roberts (1976b)] corresponds to 
a diagonal equivalent transformation of the unsealed structure in (5.10c). From the 
transformed representation (5.11a-c) and the realization (5.10c), the state scaling can 
be defined by
z*(k) = S-1x*(k) (5.13b)
where the scaling matrix S is diagonal, and is given by
s ,  0 . . .  0
0 s 2 . . . 0
0 0 . . .  s
nx J
(5 .13c)
This diagonal scaling certainly affects the compensator performance (ie. J*AJ* in 
(5.9a) and (5.12a)). The effects of the state and the input/output scalings on :the 
compensator performance will be investigated in section 5.3.
To use the unity ß 2-scaling constraint, the compensator input has to be 
normalized to unity. This can be achieved by multiplying the compensator input by 
a scaling factor s which is defined by
1
s = ---------  ( 5 . 14a)
where
£ o o 2} ( 5 . i 4 b )
where y^(k) is defined in (5.11b). This scaling factor may be incorporated in the 
ADC. In order to preserve the closed-loop transfer function, the output of the 
compensator has to be multiplied by s-1 where s is defined by (5.14a). Similar to 
the input case, the output scaling factor can be incorporated in the DAC. In terms 
of a similarity transformation, the input/output scaling is equivalent to making
S*(k)
z * ( k ) ------------  ( 5 . 1 4 c )
where s is a (non zero) scalar (and may be given by (5.14a)).
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5.3 OPTIMUM FINITE STATE WORDLENGTH GAINS : DEFAULT STRUCTURE
In this section, we examine a simplified version of the FWL problem discussed 
in the previous section. That is, we assume that the coefficient quantization residues 
are negligible compared to the state quantization (or round-off) residues. This 
simplified problem is called the finite state wordlength (FSWL) problem. In this 
context, the FSWL compensator can be represented as a simplified version of the 
FWL compensator (5.10c); that is
x * (k + l) -  (* -rc )Q [x * (k )] + Ky*(k) (5 .15a)
Q [x * (k )] -  x*(k) - e (k ) (5 .J5b)
u*(k) -  -  Q [CQ [x*(k)]]- - CQ[x*(k)] + d(k) (5 .15c)
y£(k) -  y*(k) -  LQ[x*(k)] ( 5 .15d)
The compensator state Q[x*(k)] will be shown under appropriate conditions to 
provide an estimate of the state x(k) of the physical model as defined by (5.1a-b). 
This compensator is therefore said to have the default structure. Any new state 
space structure resulting from the transformation
z*(k) = T-1x*(k) (5 .16)
where T is diagonal will also qualify as a default structure since components of z(k) 
will then be proportional to the estimate of the physical states. Later in section 5.4, 
we shall consider the choice of the optimal state space structure in which T in 
(5.16) is permitted greater freedom.
The components of Q[x*(k)] are assumed to be less than unity in magnitude 
with a B-bit fractional representation while the compensator coefficients <t>-KL, T, K 
and G while not necessarily less than unity all have an exact fractional Bc-bit 
representation. In this section, we only examine the effects of the fractional 
wordlength B on the compensator performance, and not the effects of coefficient 
quantization. Hence, we shall assume Bc is arbitrary large but finite.
Note that double precision additions (of fractional width B+Bc) is implied in 
(5.15a) so that x*(k+l) has a B+Bc bit fractional representation. However, only
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Q[x*(k+1)] is stored for subsequent calculations. Note also that GQ[x*(k)] has a 
B+Bc bit fraction so that an additional quantization back to B bits is required so as 
to produce the correct wordlength for u(k) suitable for DAC operation.
With a fixed point implementation, the nodes of the FSWL compensator must 
be properly scaled in order to reduce the possibility of overflow to an ‘acceptable’ 
degree. Assuming no overflows occurs, each component en(k) of the quantization 
residue e(k) in (5.15b) obtained by rounding satisfies ien(k) | <2~(B+1) [Phillips and 
Nagle (1984)]. Furthermore, due to the presence of process and measurement noise 
and assuming satisfactory scaling of the compensator states we are justified [Sripad 
and Snyder (1977), Barnes et. al (1985)] in modelling the quantization residue (e(k)} 
in (5.15b) as a zero mean ‘white noise’ process with covariance matrix qlx where
q -  2 ‘ 2B ( 5 - 17)
and where Ix is an (nxxnx) identity matrix where nx is the dimension of the state 
x(k). The quantization of the compensator input u*(k) produces the round-off error 
d(k) in (5.15c) which can also be assumed to be zero mean ‘white’ noise with 
covariance qlu (Iu is an nuxnu identity matrix where nu is the dimension of the 
control u(k)).
After substitution of Q[x*(k)] in (5.15a) and (5.15c) using (5.15b), the FSWL 
compensator realization can be described by
x * (k + l) = (4>-rC )(x*(k)-e(k)) + Ky*(k) (5 .18a)
u*(k) = -Cx*(k) + Ge(k) + d(k) (5.18b)
where y£(k) is defined in (5.15d). A technique known as the integer residue 
feedback (IRC) or the sub-optimal error spectrum shaping (ESS) [Abu-EL-Haija 
and Peterson (1979), Munson and Liu (1981), Williamson and Sridharan (1985b)] has 
been used extensively in the filter design as a mean of reducing the effects of state 
quantization on the filter performance. The implementation of this IRC approach on 
the FSWL compensator (5.18a) gives
x*(k+l)  -  (4> -rc ) (x*(k )-e (k ) )  + y>e(k) + Ky*(k) (5 .19)
137
where <p is an (nxxnx) matrix whose components are integers, so that wordlength 
consistency is preserved (ie. both the left and the right hand sides of (5.19) can be 
exactly represented using B+Bc bit fractions).
We shall see later that the minimum cost .1* described in the previous section 
is achieved by the optimum selection of the transformation matrix T and of the 
integer residue matrix <p. Unfortunately, the general problem of finding the optimal
integer residue matrix p and the optimal transformation matrix T does not have a
closed-form solution. To overcome this difficulty, we then seek the sub-optimal
solution by restricting to Ix or - Ix depending on the closed loop system matrix 
$-KL [Williamson (1986)]. In the following example we show the effects of the 
integer residue correction on the performance index J*.
Example 5.1 Consider the minimal ö^-order SISO model (5.8a-b) where the
system matrices 4>, T and L are respectively given by (A.16), (A.17) and (A.18) in 
Appendix A, and where the covariance matrices fi and A are given by (A.20) and 
(A.21) respectively.
Wordlength
B
J* (x l0 ~ 5)
p— I <p=0(w ithout IRC)
14 9.6029 9.6029
12 9.6030 9.6035
10 9.6276 9.6301
8 9.7667 21.0268
6 10.1372 #
4 16.2136 #
Table 5.1. The effects of the integer residue correction (IRC) on 
the compensator performance.
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Consider also the quadratic cost J* defined by (5.9a) where the weighting factors Q, 
M and R are respectively given by (A.23), (A.24) and (A.25).
The ideal (ie. infinite precision) Kalman filter and the controller gains and 
Gqo which can be found by solving the algebraic Riccati equations (5.6c-d) are given 
by (A.28) and (A.29). Table 5.1 shows the cost J* which were computed using the 
procedures developed later (see lemma 5.4) for different values of fractional 
wordlength B and for <p=0 (ie. without residue correction) and for <p=Ix (where Ix is 
an (nxxnx) identity matrix) subject to the unity C2-scaling constraint. The notation 
# in table 5.1 means the compensator states can not be scaled to satisfy the unity 
Q 2 -scaling constraint due to the contribution of the FSWL noise which makes the 
variance of each state of the compensator larger than unity.
cm
Define the FSWL state prediction error
£*(k) ^ x*(k) - x*(k) (5 .20a)
Then from (5.8a) and (5.19), we obtain the FSWL prediction error equation which 
is governed by
£*(k+ l) = (<t>-KL) (£*(k) + e ( k ) ) + o>(k) - kr;(k) - ^e(k ) (5.20b)
From (5.19) and (5.20b), we obtain an augmented representation
£* (k + l) ‘ ‘£*(k)+e (k) ' o)(k)- r '<p O' ‘ e (k ) '
= $a + *a + d(k) -
x (k + l) . .x (k )-e (k ) .7}(k). .0. .0 <p. ■-e(k).
(5 .21a)
where
4>-KL 0 •
. kl $-rc.
I x  -K-
.0 K.
(5.21b)
(5.21c)
Note that the control vector u*(k) in (5.18b) has been used in deriving the 
augmented representation (5.21a). The quadratic cost (5.9a) is measured in terms of
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the plant state x*(k). For convenience, the quadratic cost J* was modified so now it 
is expressed in terms of the state estimation error £*(k) defined in (5.20a) and the 
predicted state x*(k). Substitution of x*(k) in (5.9a) using (5.20a) and substitution of 
u*(k) in (5.9a) using (5.18b) yields
1 m
j*  = £ { i im _  J  s ( k ) } (5.22a)
m-*» 2m k=-m
where the function s(k) is given by
s(k ) = e*(k)'Q e*(k) + 2e* (k ) ' (Q-MG)x*(k) +
x*(k)"(Q-2MG+G"RG)x*(k) + e"(k)G"RGe(k) + d"(k)Rd(k) (5.22b) 
From the augmented representation (5.21a-c), we have in steady state that
fi*(k)i
x*(k)
e*(k)
x*(k).
} — P (5 .23a)
where q is defined in (5.17) and where the covariance matrices P,  and P 2 satisfy 
the following Lyapunov equations
p i “ V i V  + *a0V  + qHH' (5.23b)
P2 = $aP 2 ^a (^a ~^a) *a ~{Pa. ) (5.23c)
where <t>a and K a are defined in (5.21 b-c) and where
v> o- ■lx _ IX
= ; la  =
.0 - ! x  !x
r  ■ ■n o-
H = ; e  =
. o . .0 A.
(5.23d)
( 5 .23e)
For a given set of compensator gains K and G and the fractional wordlength 
B, the performance of the FSWL compensator (5.19) is indicated by J* in (5.22a) 
which can be calculated statistically from the augmented equation (5.21 a-c). Using 
the covariance equations (5.23b-c), the computation of the performance index J* can 
be simplified using a formulae that we present in the following lemma.
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Lemma 5.1 Consider the finite state wordlength compensator (5.19) and the 
corresponding performance index (5.22a-b). Consider as well the augmented 
representation (5.21 a-c) and the covariance equations (5.23b-c). Then, the quadratic 
cost J* in (5.22a-b) can be rewritten as
J* = t r(T P 1) + q [ t r ( T P 2) + t r (R) ]  - (5.24a)
where tr(Z) denotes the trace of a square matrix Z and where the square matrix T 
is given by
T
Q Q-MC
(Q-MC)' Q-2MC+G'RC.
(5.24b)
Proof : The function s(k) in (5.22b) can be rearranged into the following
representation
s(k)  = [ e* (k ) '  x * ( k ) ' ] T [ e * ( k ) '  x * ( k ) ' T  +
e '  (k) [ Ix - IX]T[IX - Ix ]" e (k) + d ' (k)Rd(k)  (5.25) 
where T is given by (5.24b). Substitute s(k) in (5.22a) using (5.25), use the fact that 
for a non-zero vector g and a positive semi-definite matrix V 
Hg^Vg) = t r  [V$ {gg' } ]
and utilize the covariance matrices P, and P 2 defined in (5.23a-c) to get the result 
in (5.24a).
I i i i
In section 5.2, we briefly reviewed the derivation of an ideal LQG regulator. 
Using lemma 5.1 above, the ideal LQG design can be reformulated as follows.
Lemma 5.2 Consider the discrete model described by (5.1 a-b) and the quadratic 
cost (5.3). Assume {4>,T,L} is minimal and also assume that the pairs {$,D} and 
{$,D} are respectively controllable and observable where
DD" = ; DD" = Q (5.26a)
where
Q = Q - MR“1NC (5.26b)
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Then, the optimal steady state Kalman filter gain and the optimal steady state 
controller gain which minimize the performance index (5.3) are given by
K<» -  4>PcO( l,l )L " (L P 0C)L'+A )-1 (5.27a)
Ga, = (r + r i r ) - i r i $  (5 .27b)
where the matrices P ^ l ,! )  and I  are the stabilizing solution of the following
algebraic Riccati equations
P o o O . l )  = (4)-KL)P00( l  , 1) ($-KL)'  + fi + (5 .2 8 a )
I  = ( i - r c co) ' I ( i - r G co) + Q + G^ RGoo (5 .2 8 b )
where
i  = <i> -  TR"1NT (5 .2 8 c )
a«, = C M -  R - ’M ( 5 . 28d)
Moreover, the minimal cost is given by
tr(TPeo) = t r (Q P e o ( l , 1 ))  + t r ( K 00(LP00( l , l ) L '+ A ) K ^ I )  (5 .2 9 )
where P^ is the equivalent of P defined in (5.23a-c) for q=0 (or B=oo in (5.17)). 
Proof : The derivation of the optimal gains Ka  and G«*, in (5.27a-b) and the 
algebraic Riccati equations (5.28a-b) can be found in [Kwakernaak and Sivan 
(1972)]. Let Pa, is partitioned as
P « , ( l , l )  Pco( l  , 2 ) 1
P0o( 2 , l )  Pco(2 ,2 )
(5.30a)
By the separation theorem discussed in chapter 3 the sub-matrices 
P o o d , 2 )  =  P o o ( 2 , l )  = 0 
Using (5.30b) and from (5.24a-b) we obtain
(5.30b)
tr(TPoo) = t r
Q-MC0
(Ö-MC«,)' Q-2MQo+Q^RCc
P c o ( l d )
Pc o ( 2 , 2 )
tr(Q P0O(l , 1)) )  + tr((Q-2MGco+G^RCco)P00(2 ,2 ) ) (5.31)
where ^^{2 ,2) can be derived from (5.21a) and is given by
P o o ( 2 , 2 )  = (ct>-rcco)Pco(2 ,2 )(c f> -rcoo) '  + K0 (LP00(1 ,1 )L '+ A )K ,; (5.32a)
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Substitution of 4>, G«, and Q in (5.28b) using (5.28c-d) and (5.26b) respectively 
yields
I  = (cfc-rCoorKS’-rCeo) + Q -  2MC«, + G^ RG«, (5 .32b)
The following is a property of the trace operator
t r ( (A-HAH') B) = t r(A (B -H "B H )) (5 .32c)
Letting
A = Pco(2,2)
B = I
h = $ - re«,
and using (5.32c), the minimum cost (5.31) can be rewritten to give (5.29).
r m
The ideal gains K«, and which minimized the cost (5.29) however do not
minimized the performance index J* in (5.24a) for q>0. The performance of the
FSWL Kalman filter described in [Williamson (1985)] is also represented using a 
quadratic cost which is similar to J* in (5.24a). A first order example also reveals
that the optimal FSWL Kalman filter gain is also not the optimal gain which
minimizes J*. In particular, the FSWL-LQG problem is not separable. As in 
[Kwakernaak and Sivan (1972)], the separation principle is guaranteed by the fact 
that P(1,2)=0 where P(1,2) is the sub-matrix defined by
P 0 U
e ( k ) e ' ( k )
x ( k ) e ' ( k )
e ( k ) x ' ( k ) ‘ 
x ( k ) x ' ( k ) .
)
P ( l , l )  P ( 1 . 2 ) ‘ 
P ( l , 2 ) '  P ( 2 ,2).
(5.33a)
From (5.21a-c), we obtain
P(1 ,2 )  = (d>-KL)P(l ,2) ( $ - r c r  + KLP(1 , 1) (cfc-KL)' -
q($-KL) (4>-rG)' + qKL(4>-KL)' -  q^>' -  KAK' (5.33b)  
Substitution of K in (5.33b) using (5.6a) for S=P(1,1) will not make P(l,2)=0 in 
(5.33a) even though both K and G are stabilizing unless when q=0 (ie. infinite
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precision arithmetic).
It can be seen in (5.24a) that it is necessary to compute the term tr(TP 2) in 
order to calculate the total cost J . In the next section, we shall show the 
importance of this term when we deal with the structure optimization problem. 
Equations (5.23c) and (5.24b) permit the computation of tr(TP2). In the following 
lemma, an alternative method for computing this term is proposed. We shall show in 
the next section that this lemma is useful for finding the optimal structure [Mullis 
and Roberts (1976), Hwang (1977), Williamson (1986)].
Lemma 5.3 Consider the term tr(TP2) stated in the cost J* in (5.24a) with P 2 
defined in (5.23c). Consider as well the augmented system matrices $a and T 
described in (5.21b) and (5.24b) respectively. Then, the term tr(TP 2) can ' be 
rewritten as follows
t r (TP2) = t r ( / a* a / a ) ( 5 . 3 4 a )
where
7a = [ I x - I x ] (5 . 34b)
and where
*a = (‘V ^ a r W a - « ^ )  ’ ( 5 . 3 4 c )
where the square matrix W satisfies the following Lyapunov equation
W = 4>aW(*a + T ( 5 . 34d)
Proof: The solution for P 2 defined in (5.23c) is given by
00
P 2 -  2 4 ( « ’a-*’a) 'a 'a C ta -^ a ) '  (■*&>' ( 5 . 35 a )
k=0
where / a in (5.34b) satisfies Ia= a^ a^ • Then using the invariance of the trace 
operator under transposition (ie. tr(AB)=tr(BA)) we have
00
t r ( TPj )  -  t r ( / ' ( c t a -y>a ) '  J (4> |)'T *k (*a -*«a> / a ) ( 5 . 3 5 b )
k-0
The solution of the Lyapunov equation (5.34d) is given by
144
W = 5 ($k)'T4>| ( 5 . 3 5 c )
k=0
The result stated in (5.34a) can then be obtained from (5.35b-c) and (5.34c).
Note that the augmented matrix $a is assumed to be stable since we assume that 
$-KL and 3>-rG are both stable. Consequently, the solution W defined in (5.34c) 
exists, is unique and is positive definite provided the pair {$a,Ta} is observable 
where T=TaTa .
Consider the transformed FSWL representation which can be derived from 
(5.11a-c)
where
z * ( k + l )  -  5 2Q[ z * ( k ) ]  + $ » ( k )  + Ky*(k)  
u* ( k )  -  -  Q [ G Q [ z * ( k ) ] ] -  -  GQ [ z * ( k ) ] + 5 (k)  
Q [ z * ( k ) ]  -  z * ( k )  -  e (k)
y j ( k )  -  y ( k )  -  LQ[z*(k) ]  
$ 2 =  T - 1  (ct-rC )T  
L = LT ; K -  T_1K
(5 .36a)
(5.36b)
(5 .36c)
( 5 .36d) 
( 5 .36e) 
( 5 . 36 f )C = CT
Note that the components of the new residue matrix !p are also restricted to be 
positive power of two. The residues e(k) and 6(k) in (5.36b-c) as a result of 
rounding are not the same as the residues e(k) and d(k) in (5.15b-c) although they 
will exhibit the same statistical models due to rounding; that is 
SUOO)  = ${S(k)} = 0
£ { e j ( k ) 6 j ( k ) } = 0 f o r  a l l  i and J
£ { € ( k ) e ' ( k ) } = qlx 
£ { 5 ( k ) 5 ' ( k ) }  = q
The corresponding cost function J* can be derived by replacing x*(k) by z*(k). 
From lemma 5.1, we obtain
t r ( T P . )  + q [ t r ( T P . )  + t r ( R ) ] (5.37a)
where
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f  = r f r (5.37b)
f =
T
.0
o-
T.
(5 .37c)
and the transformed covariances P 1 and P 2 are given by
P, -  *aP ,*a + + qHH' (5 .38a)
P2 -  $aP2* ;  + ($a -V^a)>a(*a-V’a) (5 .38b)
where 4>a, Ka and H can be derived from (5.21 b-c) and (5.23e) by using (5.36d-e) 
and are given by
* a = T - ^ aJ
Ka. = T - ^ a
H = T“ 1H
(5 .38c) 
( 5 .38d) 
( 5 .38e)
We mentioned earlier that the compensator performance is affected by both 
compensator scaling and structure. In the following lemma, we present the relation 
between the state and the input/output scaling and the compensator performance.
Lemma 5.4 Consider the FSWL compensator (5.19), the performance index (5.24a) 
and the covariance equations (5.23b-c). Consider as well the transformed FSWL 
representation (5.36a-e). Then, the effects of scaling on the compensator 
performance can be stated as follows.
a. The input/output scaling which corresponds to T^S=sIx where Ix is an (nxxnx) 
identity matrix for a scalar s alters the cost J* as follows
J* = t r ( T P 1) + q { s 2t r ( T P 2) + t r ( R ) }  ( 5 . 3 9 )
b. The state vector scaling which corresponds to T-S where
s1 0 ... 0 '
0 s 2 . . .  0
0 . . .  s
for scalars Sj for all ie[l,nx] changes the index J* into
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J* = t r (TP1) + q { t r ( f P 2) + t r ( R) }  ( 5 . 40a)
where f  and P 2 are respectively the scaled version of T and P 2 defined in (5.24b) 
and (5.23c), and are given by
f  -  $Tts~ (5 . 40b)
^ 2  = ^a^ 2^a + a ( ^a ”^a) ( 5 . 40c )
where
4 ), S-^aS (5 . 41a)
S -
S
0
0  ■ 
S .
(5 . 41b)
and is given by (5.23d) for ^=IX. Furthermore, the scaled version of (5.34a) can 
be written as
t r ( TP2) = t r ( S 2/ ; » a / a ) ( 5 . 42 )
where ^a and / a are given by (5.34c) and (5.34b).
Proof: Applying a similarity transformation T=S on the covariance equation P 1 in
(5.23b) gives
P, -  $ aP , 4 '  + K a e r a  +  qHH' ( 5 . 43 )
where 4>a and 0 are given by (5.41a) and (5.23e) and K a and H are given by
K a  = S"1/Ca ( 5 . 44a)
H = S“ 1H ( 5 .44b)
Substitution of 4>a, K a  and H in (5.43) using (5.41a) and (5.44a-b), we get
P, = S ~ 1P 1( S“ 1) '  ( 5 . 44c )
Setting T=S in (5.37b) we obtain (5.40b). From (5.40b) and (5.44c) we have
t r (TP1) = t r ( TP , )  ( 5 . 45 )
a. For of the input/output scaling (ie. S=slx) from (5.41a-b) we have
= ^a and £a = ^a ( 5 . 46a)
Therefore, from (5.38b) and (5.23c) we have
P2 = P 2 (5 .46b)
Similarly, substitution of S=slx in (5.40b) yields
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f  = s 2T (5.46c)
From (5.37a), (5.45) and (5.46b-c) the cost J* in (5.39) then follows, 
b. For the state vector scaling, from the covariance equation (5.40c), it follows that 
P2 * s - 1P2( s r i r
Therefore, using (5.45) the cost J* in (5.37a) can be rewritten as in (5.40a). From 
(5.34c-d) we obtain
t r(T P 2) = t r ( / ; § * aS /a ) 
but
S U  -  ' a S
The result in (5.42) then follows.
cm
The Q. 2 -scaling constraint that we seek to satisfy is to make the variance of 
each of the compensator states to be equal to the variance of the compensator 
input. But the compensator input can be scaled independently using the input-output 
scaling approach as hinted in lemma 5.4. Therefore, the ß 2-scaling constraint that 
we seek to satisfy is
1 * *
* 1 . , *
P(2,2)  = (5.47)
L* * . . . 1
where P(2,2) is the scaled version of the sub-matrix P(2,2) defined in (5.33a). In 
the ideal case (ie. q=0 or B=oo in (5.17)) the scaling constraint (5.47) for fixed gains 
Kq and Gq can be achieved by setting
SJ j -  P j J<2 , 2 ) i  (5.48)
for all j=nx+l ,nx+2,...,2nx where Ajj denotes the ( j j )^1 component of A and P(2,2) 
is defined in (5.33a). This scaling procedure is in fact the scaling approach which is 
commonly used in both digital filtering and control [Mullis and Roberts (1976), 
Hwang (1977), Williamson (1986), Moroney (1983), Moroney et. al (1981)].
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The problem of FSWL design for the default structure can be stated as follows.
FSWL Design 1 (ie. Default Structure) Consider the minimal discrete-time model 
(5.8a-b) and the quadratic cost J* in (5.9a). Suppose the plant parameters {4>,r,L}, 
the noise covariances (ft, A}, the performance weightings matrices {Q,M,R} and the 
state wordlength B are given. The FSWL design 1 problem can be expressed as the 
following constrained optimization problem.
min J* (5 .49)
{K, G}
where J* is given by (5.24a), and where K and G are respectively the Kalman filter 
and the controller gains subject to the unity C2-scaling constraint (5.47).
n m
For the FSWL design 1, no algebraic Riccati techniques have been found to aid 
the solution. This is mainly due to the non-separability of the prediction and control 
problems mentioned earlier. The optimization has been achieved by a brute force 
numerical procedure using the augmented Lagrange approach [Gill et. al (1981), 
Fletcher (1980), Polak (1971)]. However the speed of convergence and probability of 
obtaining the (possibly) global optimum can be improved using the following 
algorithm.
Algorithm 5.1
1. Initialize the algorithm with and G ^G «, which minimizes tr(TP1) for
q=0 (or B=oo) in (5.24a).
2. Let q=e for a sufficiently ‘small’ e>0. Find the optimum Kf and G e by 
solving the FSWL design 1 for q=e defined by (5.49).
3. Increase q in small increments and then repeat step 2 until the value 
corresponding to the desired state wordlength B in the FSWL design 1.
n m
Note that in the step 2 above even though in the implementation the wordlength B 
in the FSWL design 1 must be an integer, q can be arbitrary in the constrained
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numerical optimization of the cost J*. Heuristically, it is reasonable to expect that 
the gains Kf and G e corresponding to the local minimum for q=e obtained by a 
gradient procedures beginning with the initial estimates K0 and G 0 will also provide 
the global miminum solution for q=e.
The following example which is based on a 6 ^  order model of longitudinal 
control of a modern transport aeroplane illustrates the FSWL compensator design 
procedure described above.
Example 5.2 Consider the minimal 61*1 order model used in example 5.1 where the 
system matrices <$>, T and L are respectively given by (A.16), (A.17) and (A.18) in 
Appendix A, and where the covariance matrices fi and A are given by (A.20) and 
(A.21) respectively. Consider also the quadratic cost J* defined by (5.9a) where the 
weighting factors Q, M and R are respectively given by (A.23), (A.24) and (A.25).
For the purpose of comparison, we first calculate the performance index J for 
the ideal gains and Gm and for different values of the state wordlength B. For 
each fixed state wordlength B, the compensator input and states are scaled as in 
lemma 5.4 to achieve the unity C2-scaling constraint (5.47).
W ordlength B
( K o o G o o ) <Kq.Cq)
t r ( T P ,) 
(10-5)
qt r(TP 2) 
(10-5)
t r ( T P ,) 
(10-5)
qt r(TP 2) 
(10-5)
10 9.6025 0.0243 9.6026 0.0092
8 9.6028 0.1518 9.6034 0.0213
6 9.6058 0.3280 9.6131 0.2157
4 9.6544 3.3039 9.7692 1.8236
Table 5.2 The compensator performance resulting from
a. Ideal (q=0) design (denoted by K^G^)
b. FSWL design 1 (denoted by Kq,Gq)
In table 5.2, we present the resulting cost J* in terms of tr(TP,) and tr(TP2). 
The term tr(R) in the cost J* is not shown since it is not affected by the choice of
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the predictor and the controller gains. For each fixed state wordlength B, the FSWL 
design 1 solution was sought by means of algorithm 5.1 and of lemmas 5.2, 5.3 and 
5.4. The results are presented in table 5.2.
5.4 OPTIMUM FINITE STATE WORDLENGTH STRUCTURE : FIXED GAINS
In the previous section the design of the FSWL compensator for a fixed 
structure which is called the FSWL Design 1 was examined. This design produces 
the optimal gains Kq and Gq which minimizes the performance index J* in (5.40a) 
subject to the £>2-scaling (5.47) for a given fractional wordlength B (equivalently
covariance q defined in (5.17)). In this section, we assume that the gains Kq and 
Gq for a given state wordlength B and for the default structure with scaling have
been found.
Consider the compensator with the transformed structure as defined by
(5.36a-f), but now the transformation matrix T is not restricted to be in a special
form as to maintain the default structure, even though it has to be selected such 
that the unity ß 2-scaling (5.47) is satisfied. In lemma 5.4, the effects of the scaling 
matrix S on the quadratic cost J* were established. For an arbitrary non-singular 
transformation T, the result in lemma 5.1 and 5.3 can be restated as follows.
Lemma 5.5 Consider the transformed finite state wordlength compensator (5.36a-c)
■jf
where the transformation matrix T is non singular, and the corresponding cost J 
defined in (5.37a-c) where the covariance matrices P, and P 2 satisfy the Lyapunov 
equations (5.38a-b). Then, we have the following facts.
a. For an arbitrary non-singular matrix T
t r ( T P , ) = t r ( TP , ) (5.50)
where T and P, are given by (5.37b) and (5.38a), respectively.
b. For an arbitrary unitary matrix T=U (ie.U=(U-1 )')
t r ( T P 2) = t r ( T P 2) (5.51a)
However for an arbitrary non-singular matrix T
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t r (T P 2) * tr (T P 2) (5.51b)
c. For an arbitrary non-singular matrix T
t r ( T P 2) = t r ( r / a^ a /a T) ( 5 . 5 2 )
where /a and ^a are defined by (5.34b-c).
Proof: Subtitution of 4>a in (5.38a) using (5.38c) yields
P1 = T-1P1(T-1Y  (5 .53a)
From (5.37b) and (5.53a), we get (5.50). Substitution of $a in (5.38c) for T=U and 
using the fact that
UIa ^  = la
where Ia is defined in (5.23d) and
U
U =
0
0  ■
u .
the result in (5.51a) then follows. For an arbitrary non-singular matrix T, it can be 
deduced from (5.38b) that
P 2 * T "1P 2(T~ ' Y  (5.53b)
This proves (5.51b). The transformed version of (5.34a) can be written as follows
t r (TP 2) = t r ( / ^ r ^ a T/a ) (5.54)
but
T^a = / aT
where 7a is defined in (5.34b) and T is defined in (5.37c). This completes the 
proof.
cm
It can be seen in (5.37a) that the cost J* contains three terms. In lemma 5.5, 
it is shown that the first term of the right hand side of (5.37a) is invariant under 
the coordinate basis transformation. In fact, this is the property of an ideal 
compensator (ie. q=0) described in lemma 5.2. The third term in the right hand 
side of (5.37a) can also be shown to be constant for any choice of non-singular 
transformation T. In summary, the effects of the compensator structure on the 
performance can be measured by considering only the changes of the term tr(TP2)
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defined in (5.52).
FSWL DESIGN 2 (ie. Fixed gains) Consider the minimal discrete-time model 
(5.8a-b) and the quadratic cost J* defined in (5.9a). Suppose the FSWL gains Kq 
and Gq which minimize the quadratic cost J* for a fixed state wordlength B and a 
fixed compensator structure are given. The FSWL design 2 problem * can be 
expressed as the following constrained optimization problem.
min tr (T P 2) (5.55)
{T}
subject to the unity ß 2-scaling constraint (5.47) where the sub-cost tr(TP2) is 
defined by (5.52) and where P(2,2) in (5.47) is the transformed version *of P(2,2) 
defined in (5.33a).
n m :
The comparison of different structures can be done with respect to the term tr(TP2) 
in (5.52) assuming all structures are properly scaled based on the unity Q. 2-scaling 
defined in (5.47). From (5.53a-b), we can deduce that an arbitrary non-singular
transformation T would not be able to make the sub-matrix P(2,2) to satisfy the 
unity ß2-scaling constraint (5.47). To overcome this difficulty the covariance matrix 
P in (5.23a) is approximated by the covariance matrix P v This approximation is 
valid for a large input-signal to quantization-noise ratio (ie. q i \  in (5.17)) in which 
case the term qP2 in (5.23a) can be neglected. In fact, this is the approach 
commonly used either in the signal processing context [Mullis and Roberts (1976),
Williamson (1986)] or in the control context [Moroney et. al (1980), Scharf and 
Sigudson (1984), Sasahara et. al (1984), Ahmed and Belanger (1984a)]. After a 
desired transformation T has been found, the original unity Q. 2-scaling constraint
(5.47) can be satisfied by using a certain unitary transformation U described in 
lemma 5.5. Note that a unitary transformation U satisfies both (5.50) and (5.51a).
We will discuss these scaling procedures later in this section. With this 
approximation, the scaling constraint that we seek to satisfy is given by
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1 *  
*  1
P , ( 2 , 2 ) =
*
*
*  *  . . .  1
(5 .56a)
where ^ (2 ,2 ) is (nxxnx) (where nx is the dimension of the state x(k)), and is given 
by
p , ( l , l )  1
1
P , (1 ,2) '
1
I p , ( 2 , 1 )  i P , (2,2) .
(5.56b)
In the digital filter context, this structure optimation problem has been solved 
both for zero and non-zero integer residue matrix </?. For the case of no IRC (ie. 
<f=0) the optimal solution of the structure optimization problem can be found in 
[Mullis and Robert (1976), Hwang (1977)] while the solution for a non-zero is 
presented in [Williamson (1986)]. Since we do not intend to restrict the integer 
residue matrix ^ to be zero, the latter approach (which fixes cp=Ix) is more suitable 
in this context.
From (5.56b), for an arbitrary non-singular matrix T we obtain
Pt (2,2)  = T“ 1P , ( 2 , 2 ) (T- 1 ) '  (5.57)
From (5.52) and (5.57), the following result can be derived.
Lemma 5.6 Consider the sub-cost tr(TP2) defined in (5.52) and the covariance 
matrix ^ (2 ,2 ) defined in (5.57). Assume the residue matrices </? and !p defined in 
(5.19) and (5.36a) are both identity matrices. Then, the eigenvalues {Pk~2} °f 
P 1(2 ,2 )/^a/a are invariant under coordinate basis transformation.
Proof: From (5.34c) and (5.57) we have
P1( 2 , 2 ) / ^ a / a = T - 1Pl ( 2 , 2 ) / a^a / aT (5.58)
The gains Kq and Gq produced by the FSWL design 1 are stabilizing, and assuming 
4>a defined in (5.21b) has no modes on the unit circle, we conclude ^ a>0 in 
(5.34c) and P 1(2,2)>0 in (5.23b). To show ^a >0, choose T such that W=I in
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(5.34c). Therefore eigenvalues pk2>0 for all k=l ,2,...,nx.
rm
The effects of applying an arbitrary transformation T (T-1 exists) to a given 
structure {4>,r,L,K,G} on t^e compensator performance can be analyzed by 
considering the singular value decomposition (SVD) [Bellman (1970)] of the 
non-singular matrix T ; that is
T = (5 .59a)
where R, and R 0 are both unitary matrices and where
n =
0
0 0
0
(5 .59b)
0 0
where xj>0 for all ie[l,nx]. Substitution of T in (5.52) using (5.59a) yields 
tr (T P 2) = t r ( n 2R ; / ^ a / aR1)
nx
= J  7ri d i (5 .60a)
i= l
where xj for all ie[l,nx] are given in (5.59b) and where
d, *
* d.
* * . . .  d
(5.60b)
Substitution of T in (5.57) using (5.59a) gives
P, (2 ,2 ) = R0n -iR ;P 1(2 ,2 )R in - ’R'0 (5 .61)
The following two lemmas which are useful in deriving an optimal 
transformation T are adopted from [Mullis and Roberts (1976), Hwang (1977)].
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Lemma 5.7 [Mullis and Roberts (1976), Hwang (1977)]. Given an (nxxnx) diagonal 
positive-definite matrix E. There exists a (non-unique) orthogonal matrix Rq such 
that
e * 
* e
RoERo
. *  *
(5 .62a)
if and only if; for a (positive) scalar e 
t r(E )=enx (5.62b)
nm
Lemma 5.8 [Mullis and Roberts (1976), Hwang (1977)]. Given unitary matrices. R0 
and R, and an (nxxnx) diagonal matrix n where its diagonal elements are given by 
{7rj;0<i<nx}. Consider the eigenvalues {pk~2} °f the positive-definite matrix 
P , (2 ,2 )/^a/a defined in lemma 5.6. Then, subject to the unity C2-scaling constraint
1 * *
*  1 *
R on _ 2 R o =
I* *  . . .  1
(5 .63a)
the lower bound of (5.60a) is given by
nx
( £ P i ) 2 
i = l
t r ( n 2R ; / ^ a / a R1) > ------------- (5.63b)
nx
where the minimum value denoted by the equality in (5.63b) is achieved if only if 
(5.60b) is diagonal.
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Given P 1(2,2) and /^a^a  where is defined in (5.34c), the covariance matrix 
P 1(2,2) can be transformed into an identity matrix by a certain equivalent 
transformation T 0 [Bellman (1970)]; that is
P , (2 ,2 )  ö Tq“ 1P1(2 ,2 ) (T 0" 1) '  = I (5 .64a)
Consequently, the sub-cost I^>a/a ls transformed into
IZ**U  -  (5.64b)
Note that the transformation (5.64a) implies
T0t ;  = P1(2 ,2 ) (5 .65)
This particular realization obviously satisfies the unity Q 2-scaling constraint (5.56a). 
This structure has been used in [Mullis and Roberts (1976), Hwang (1977), 
Williamson (1986)] as a convenient initial structure in seeking the optimal 
(ie. minimum round-off noise) structure.
Theorem 5.1 [Williamson (1986)] Consider the minimal discrete-time model 
(5.8a-b) and the corresponding transformed FSWL compensator (5.36a-c) and the 
cost function J* defined in (5.37a). Consider as well the unity Q 2-scaling (5.56a) 
and an identity residue matrix y?. Then, the equivalent transformation T which 
achieves the minimum in (5.55) subject to the unity Q 2-scaling (5.56a) is given by
T = T 0R1 riRg (5.66)
where T 0 is given by (5.64a-b), FT is a diagonal matrix of the form
x 1 0 . . .  O '
0 x 2 ... 0
0 0
where nx is the dimension of the state x*(k), and where
(5.67a)
nx l i
Xi =
nxPi
(5.67b)
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and the unitary matrices R0 and R 1 satisfy
R0n_2Ro
1 * 
* 1
•k  *
(5 .67c)
Ri T o 7a^a ^  a ^ qRi
Pi
P\
0 0 P n
( 5 .67d)
Moreover, the minimum sub-cost defined in (5.54) is given by
( I  P i ) 2 
i = l
t r ( T P , ) ( 5 . 67e)
Proof: The result stated in (5.67c-d) and (5.67e) follows from lemma 5.7 for e=l
and lemma 5.8.
r m
As we mentioned earlier, the similarity transformation T described in
theorem 5.1 does not fully satisfy the unity Q. 2-scaling constraint (5.47) since the 
derivation was based on the approximation of the covariance matrix P defined in
(5.23a). The scaling constraint (5.47) can be satisfied by using an iterative procedure 
which uses the unitary matrix defined in lemma 5.7 and an input/output scaling (ie. 
S=slx described in lemma 5.4).
Algorithm 5.2
1. Given a fixed state wordlength B (and hence q in (5.17)) and the gains 
Kq and Gq. Find the equivalent transformation T which achieves the
minimum in (5.55) subject to the unity Q 2-scaling (5.56a) by means of
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theorem 5.1.
2. Find a unitary matrix U (using an iterative procedure developed in [Mullis 
and Roberts (1976)]) such that the diagonal elements of the covariance 
matrix P(2,2) are all equal to the factor e where e=tr(P(2,2)/nx).
3. Apply an input/output scaling S=ehx on the covariance equations (5.23b-c).
4. Repeat step 2 and 3 until the unity ß2-scaling (5.47) is satisfied.
n m
Example 5.3. Consider the minimal 6 ^  order model used in examples 5.1-2 where 
the system matrices 4>, T and L are respectively given by (A.16), (A.17) and (A.18) 
in Appendix A, and where the covariance matrices fl and A are given by (A.20) 
and (A.21) respectively. Consider also the quadratic cost J* defined by (5.22a-b) 
where the weighting matrices Q, M and R are respectively given by (A.23), (A.24) 
and (A.25).
Using the ideal (q=0) gains K«» and G«, given in (A.28) and (A.29), for each 
state wordlength B we calculated the term tr(TP 2) defined in (5.52) for the default 
structure subject to the unity ß 2-scaling constraint (5.47). This can be done by 
means of the algorithm 5.2 for T=IX in step 1 of the algorithm. Then, we carried 
out the structure optimization by means of the algorithm 5.2 for each state 
wordlength B and for the ideal gains and G^. The following matrix is the
optimal transformation T° which achieves the minimum in (5.55) for a state
wordlength B=4.
T o —
COLUMNS 1 THRU 3
- 6 . 1 3 4 5 4 1 3 3 2 3 8 3 7 7 8D + 00 
3 . 2 4 2 0 6 7 0 9 5 4 2 3 5 4 2 D - 0 1  
2 . 2 0 0 5 1 1 2 4 0 3 2 0 4 6 8 D - 0 2  
- 1 . 0 607 4 81 8 1 0 9 9 8 8 0 D  + 00 
2 . 4 0 0 7 2 9 8 1 4 6 8 2 6 6 7 D - 0 2  
2 . 9 1 6 6 4 5 1 3 2 7 9 9 5 6 3 D - 0 1
COLUMNS 4 THRU 6
- 1 . 0  6 7 8 0 0 8 0 4 1 5 1 4 8 6D+01 
2 . 4 2 3 3 1 3 9 3 1 3 6 8 7 35D-02  
2 . 1 2 9 8 1 1 5 8 2 1 3 4 36 3D- 02  
7 . 9 9 5 8 5 3 5 5 5 0 4 3 6 3 5 D - 0 1  
1 . 0 8 9 7 7 8 0 7 0 0 0 1 7 9 0 D - 0 1  
- 7 . 8 58 5572  87 2 2 2 5 1 7 D - 0 2
- 4 . 6 4 4 3 6 6 1 8 1 5 9 8 0 11D- 02  
6 . 7 4 8 6 9 1 5 3 2 2 1 8 3 7 6D- 0 2  
1 . 0 5 5 9 0 5 6 9 4 1 1 7 0 8 5 D - 0 2  
8 . 1 7  3 0 6 2 4 1 8 6 8 3 3 1 3 D - 0 2  
- 4 . 9 0 1 1 4 3 1 3 4 8 4 8 5 5 0 D - 0 1  
- 2 . 920 2 8 631 135  9 72 3 D- 0 1
4 . 5 62357  980 677 9 66D + 00 
1 . 6 6 3 0 3 4 5 8 0 4 6 9 1 2 6 D - 0 1  
2 . 0 7 9 9 0 1 8 3 5 1 5 1 7 3 4D-02  
- 1 . 7 2 0 5 8 7 4 2 8 8  4 9 0 18D- 01  
8 . 5 8 9 6 1 1 7 3 1 5 4 8 1 6 5D- 02  
- 3 . 9 2 8 0 9 0 4 0 1 9 7 2 1 6 ID- 0 1
3 . 17 4 1 3 5 1 5 40 95 8 13 D + 00 
- 4 . 0 2 7 4 3 1 1 9 5 0 5 2 7 97D- 01  
2 . 0 8 5 4 6 2 6 0 2 9 6 5 9 6 7 D - 0 2  
- 8 . 0 5 4 9 5 7 5 3 9 9 6 9 604 D- 01  
1 . 6 1 4 3 2 5 6 2 6 1 2 7 2 9 5 D - 0 1  
1 . 3 4 9 4 4 9 5 7 7 9 3 6 8 1 5 D - 0 1
9 . 4 75 15 6 3 4 9 5 3 1 1 7 3 D+ 0 0  
- 1 . 4 4 0 6 4 2 4 6 5 7 6 3 0 5 5 D - 0 1  
2 . 1 4 1 2 8 8 6 8 2 0 3 8 8 9 9D- 0 2  
1 . 1 4 7 2 0 1 8 7 6 4 5 3 7 2 0D+00 
9 . 0 4 5 0 9 6 3 8 4 0 4 8 1 3 0 D - 0 2  
2 . 7 8 9 7 6 3 1 0 3 1 2 5 4 6 8 D - 0 1
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The term tr(TP2) for each state wordlength B and for both the default and the 
optimum structures are presented in table 5.3.
W ordlength B
qt r(TP 2)
D efault S tru c tu re  
(10-6)
Algorithm  5 .2  
(10-6)
10 0.2431 0.2411
8 1.5183 1.3989
6 3.2796 2.6886
4 33.0387 24.9771
Table 5.3 The compensator performance resulting from
a. Ideal (q=0) design : default structure
b. FSWL design 2 : fixed gains (Algorithm 5.2)
5.5 OPTIMUM FINITE STATE WORDLENGTH LQG REGULATOR
In the last two sections, the FSWL-LQG regulator problem was examined but 
in each section only a part of the problem was solved. First, the compensator
structure is fixed at the default structure, the design which is called the FSWL
design 1 is aimed at finding the Kalman filter and the controller gains Kq and Gq
for a certain state wordlength B which minimizes the performance index J* subject 
to unity ß 2-scaling (5.47). The objective of the FSWL design 2 is to find an
equivalent (non-singular) transformation T such that the performance index J* 
represented by the sub-cost tr(TP2) is mimimized subject to unity ß 2-scaling 
constraint (5.56a) for fixed gains Kq and Gq.
The complete FSWL-LQG design requires simultaneous optimization of both the 
compensator gains (ie. Kq and Gq) and the compensator structure (ie. T). This can 
be achieved in an iterative manner as follows.
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Algorithm 5.3
1. With the given plant model (5.8a-b) and the state wordlength B (and hence 
q in (5.17)).
2. Optimize the gains Kq and Gq (ie. FSWL design 1) by means of 
algorithm 5.1 subject to the unity C2-scaling (5.47). This results in
a. the scaled system matrices {$5,1^,1^} (5.68a)
b. the scaled noise covariances {fig, A} (5.68b)
c. the scaled weighting matrices {QS,MS,R} (5.68c)
3. With the gains Kq and Gq from the previous step, and with the scaled
system matrices, the scaled noise covariance and the scaled weighting 
matrices defined in (5.68a-c), optimize the equivalent transformation T (ie. 
FSWL design 2) using algorithm 5.2. This results in
a. the transformed system matrices {^,^,1.^} (5.68d)
b. the transformed covariances {f .^A} (5.68e)
c. the transformed weighting matrices {Qt,Mt ,R} (5.68f)
d. the transformed gains {Kt ,Gt} (5.68g)
4. With the transformed system matrices, the transformed covariances and the 
transformed weighting matrices defined in (5.68d-f), go to step 2.
I r n
Example 5.4 Consider again the minimal 6**1 order model used in examples 5.1-3 
where the system matrices 4>, T and L are respectively given by (A. 16), (A. 17) and 
(A. 18) in Appendix A, and where the covariance matrices fi and A are given by 
(A.20) and (A.21) respectively. Consider also the quadratic cost J* defined by 
(5.22a-b) where the weighting matrices Q, M and R are respectively given by 
(A.23), (A.24) and (A.25).
For each state wordlength B (and hence q in (5.17)), the optimal FSWL 
compensator (ie. the optimal {Kq,Gq,T}) was designed using the algorithm 5.3. The 
resulting performance index J* for each state wordlength B is presented in table 5.4. 
As a comparison, we also present the quadratic cost J* computed in example 5.2
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for the default structure with scaling and for the ideal (ie. q=0 in (5.17)) gains Km 
and Gqo given in (5.28) and (5.29).
w ordlength B J* (1 0 "5) ( id e a l )
J * (1 0 -5) 
(a lg o rith m  5 .3)
12 9.6030 9.6029
10 9.6276 9.6160
8 9.7667 9.3124
6 10.1372 9.7236
4 16.2136 13.5386
Table 5.4 The compensator performance resulting from
a. Ideal (q=0) design
b. FSWL-LQG design (ie. algorithm 5.3)
5.6 COEFFICIENT WORD LENGTH CONSIDERATION IN
FINITE STATE WORD LENGTH LINEAR QUADRATIC GAUSSIAN 
REGULATOR
In sections 5.3, 5.4 and 5.5, it was assumed that the compensator coefficients 
are implemented using a large (but finite) wordlength Bc. In this section, we 
consider the effects of the finite coefficient wordlength (FCWL) on the performance 
of the compensators designed in the earlier sections. First, assume that the 
compensator states are implemented using an arbitrary large (but finite) wordlength 
B. This implies that the degradation in the compensator performance is only due to 
the coefficient quantization. The FCWL compensator can be represented (and hence 
implemented) in several ways. Three examples listed below are the FCWL version of 
the FWL compensators (5.10a-c).
x* (k+1) = (4>-rC-KL)*x*(k) + K*y*(k) (5 .69a)
x* ( k+1) = (4>-KL)*x*(k) + T*u*(k) + K*y*(k) (5 .69b)
x* (k+1) = (d>-rc)*x*(k) + K* (y*(k) -L*x* ( k ) ) (5.69c)
where the coefficient A* means the quantized version of the ideal coefficient A to a
Bc—bit fractional representation, and
u*(k) = - C*x*(k) (5.70)
and where
<t>*Q Ö < $ - r G - K L ) * (5.,71a)
4>* * ( $ - K L ) *  =  d),, + (5,,71b)
i>* a (<t>-rc)* = <t>.2 +  a $ 2 (5,.71c)
K* - K +  AK ; r *  =  r  +  a t (5.. 71d)
L *  - L  +  AL ; C* =  C + AG (5,. 71e)
where Ad>cg, A<fc1f Ad>2, AK, AT and AL are residue matrices due to the coefficient
quantization which are determined by the coefficient wordlength Bc and the
coefficient matrices d>cj2 , $ 2 , K, T and L.
For an infinite (state and) coefficient wordlength, the performance of 
compensator realized using (5.69a) is the same with the performance of realization
(5.69b) or (5.69c). The effects of realizations (5.69a-c) on the compensator
performance will be illustrated later by means of an example. In this section, the 
coefficient quantization analysis will be based on representation (5.69c). The 
quantization analysis for other realizations can be done in a similar fashion. The 
corresponding plant representation is given by (5.8a-b), and the performance index is 
defined in (5.9a).
Note that double precision additions (of fractional width B+Bc) is implied in
(5.69) therefore x*(k+l) has a B+Bc bit fractional representation. Even though only 
the quantized x*(k+l) is stored for subsequent calculations, the quantization residue
can be neglected since the fractional wordlength B is assumed (arbitrarily) large.
The coefficient quantization analysis which is studied via the residue matrices 
(5.71 a-e) can be done using a deterministic or a statistic approach [Kawamata and 
Higuchi (1985)]. In this section we wish to examine the finite coefficient wordlength 
effects on the FSWL compensator performance the statistical approach. Therefore,
the statistical analysis is used even though the result would not be as precise as that 
of the deterministic analysis [Kawamata and Higuchi (1985), Sasahara et. al (1984)]
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since in the statistical analysis, the quantization residues are the approximation of the 
real residues (which are deterministic). Another advantage of using the statistical 
analysis is that the structure that minimizes the degradation of compensator 
performance due to state quantization also minimizes the degradation due to 
coefficient quantization [Sasahara et. al (1984)]. The same conclusion has also been 
drawn in digital filtering [Fettweis (1973), Jackson (1976), Jackson et. al (1979),
Antonio et. al (1983)]. Note that this result is only true based on an approximate 
analysis.
In the statistical approach, assuming that the process and measurement 
disturbances are ‘white’, the coefficient quantization residues can approximately be 
modelled as zero-mean independent random variables [Knowles and Olcayto (1968), 
Avenhaus (1972), Crochiere (1975)]. In the following analysis, we assume that the 
coefficient quantization residues (5.71 a -e) are statistically independent and uniformly 
distributed in the range
[ ( - 1 / 2 ) 2 ~ Bc , ( 1 / 2 ) 2 ' Bc ]
where Bc is a coefficient wordlength. A justification of this statistical approach for
modelling coefficient errors can be found in [Kawamata and- Higuchi (1985)].
Define the state prediction error
e*(k )  ^ x*(k)  -  x*(k)  ( 5 . 7 2 )
Then, from (5.8a-b) and (5.69c) we get the prediction error equation which is
described by
e * ( k + l ) = ($-K*L)e*(k)  -  (A4>2+rAC+K*AL)x£(k) + co(k) -  K*T7(k)  ( 5 . 7 3 )
where M>2, AL and AG are defined by (5.71c) and (5.71e) respectively. From
(5.69c) and (5.73), we obtain
' e * ( k + l )' •e*(k)' •w(k)-
= <t>* + 4
. x * ( k + l ). ■ x* (k) . ■r?( k).
where
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r$-K*L -  (A<t>. + r  AG+K*AL)
K L <t>*-K*AL
(5 .7 4 b )
Ix -K
(5 .7 4 c )
where Ix is an (nxxnx) identity matrix. Define 
AK* ö  k* -  v
-  *a  -  *a
(5 .7 5 a )  
(5 .7 5 b )
where $a and K a are given by (5.21b-c). From (5.74b-c) and (5.21b-c), we obtain 
0 -AK
(5 .7 5 c )
0 AKj 
- AKL -  (A<t>, +rAG+K*AL )
AKL A4>2-K*AL
( 5 . 75d)
Define
A e(k) ö e * (k )  -  e (k )  (5 .7 6 a )
A x(k) ö x * (k )  -  x (k )  (5 .7 6 b )
where e(k) and x(k) are respectively the ideal prediction error and the ideal 
compensator state defined in (5.5a) and (5.4a). Subtracting the ideal augmented 
representation (5.5b) from (5.74a) and after simplification, we obtain
(5 .7 7 )
where AKa and A<t>a are given by (5.75c-d).
Substitution of x*(k) and u*(k) in the quadratic cost (5.9a) using (5.72) and
A e(k+ 1) ' A e (k ) ' e * ( k ) ' o)(k)-
= 4> + A$a +
.Ax (k+ 1). .A x (k ). X 
> *
(5.70), after some rearangement we get the new representation of the index J* as 
in (5.22a) where the function s(k) is given by
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s (k ) = e*(k)'Qe* (k) + 2e* (k)'(Q-M G*)x*(k) +
(x*(kr(Q-2M C*+G*R(C*)')x*(k) (5 .78a)
where G* is defined in (5.71 e). Furthermore, the function s(k) can be rewritten as
s (k )  -  {
e*(k)
x*(k)
T*[e*(k) x * (k )]}
where
Q Q-MG
(Q-MG*)' Q-2MC*+(C*)'RC*
Define
AT ^  T* - T
Then, by subtracting (5.24b) from (5.78c) we obtain
0 -MAC
- (MAG) '  -2MAC+AC' RC+C' RAG+AG' RAC.I
(5.78b)
(5 .78c)
(5 .79a)
(5.79b)
Lemma 5.9 [Kawamata and Higuchi (1985)] Let AZ be an (nxxnx) residue matrix 
defined by
AZ ^  Z-Z*
where the (nxxnx) matrices z and z* are respectively the infinite precision and the 
quantized coefficient matrices. Then, for a given square matrix A and a coefficient 
wordlength Bc
nx
2 r <z i i > a i i
i = l
0
0
nx
1 r i ) a i i 
i = l
0
0
£ {AZAAZT } = q (5 .80a)
0
Mx
1 **(Z 
i = l
nx i
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where and ajj denote the (i.j)1*1 element of the matrices Z and A and
(5.80b)
and where the function r(Zjj) for all ie[l,nx] and je[l,nx] is given by
1
r ( Z i j )  =  -
10
i f  Z jj is  n o n -in teg e r 
i f  Z jj is  in te g e r
(5 .80c)
Proof: In [Knowles and Olcayto (1968)], the scalar AZjj is ‘approximately’ modelled 
as an independent zero-mean random variable with variance
H A z i ] 2} = q r (Z i j)  (5 .81a)
where q and r(Zjj) are given in (5.80b-c). The (assumed) independence of residue 
elements AZy for all ie[l,nx] and je[l,nx] implies
${AZijAZmn} -  0 (5.81b)
for i*m and j*n, carry out the multiplication in {.} on the left hand side of 
(5.80a) and make use the relations (5.81 a-b) to give the result.
In section 5.2, the ideal cost J was derived. The performance index of the 
compensator realized using a finite coefficient wordlength is given by J* in (5.22a) 
where the corresponding function s(k) is defined in (5.78a). From these two 
quadratic costs, the effects of finite coefficient wordlength on the compensator 
performance can be examined. In the following lemma, we present a formulae for 
measuring the effects of finite coefficient wordlength on the compensator 
performance. Recall that the models are assumed to be SISO. The method which is 
first developed in digital filtering [Kawamata and Higuchi (1985)] is similar to the 
one used in [Sasahara et. al (1984)].
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Lemma 5.10 Consider the infinite precision quadratic cost J defined in (5.3) and 
the FCWL compensator performance index J* defined in (5.22a) with the function 
s(k) in (5.78a-b). Consider also the residue matrices defined in (5.71a-e), (5.75a-d) 
and (5.79a-b). Suppose 4J is a measure of degradation of the compensator 
performance due to a finite coefficient wordlength implementation. Then, A3 is given 
by
I
nx
AJ = qR J  Lc ( j , j )  + qtr(WZ) (5.82a)
j=L
where q and R are defined in (5.80b) and (5.3) and where
W = $aW(J,a + T (5.82b)
LC
r ( C ( 1) )  0
0 r ( G( 2) )
0 0
0
0
r(C(nx) )
(5.82c)
where G is the controller gain given in (5.71 e), $a is defined in (5.21b) and T is 
defined in (5.24b),
Z = (a^L^+L^)Ia + Lgrr
Ix o-
.0 0 .
( 5 . 82d)
where Ia is defined in (5.23d), C is given in (5.71 d) and
nx
Lg = J  r ( G ( j ))
j=l
r ( K( l ) )  0
0 r (K(2))
l K =
0
0
0 0 . . .  r (K(nx) )
( 5 . 82e)
( 5 . 82f)
where K is the Kalman filter gain given in (5.71 d) and
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L$>
2 Xr ( $ 2 ( l , j ) )  0
J - l
nx
0 J r(4>2(2 , j )  )
J - l
0
0 (5 .8 2 g )
nx
0 0 ■ ■ 1  r (<Mnx> j ) )
J - l
where 4>2 is defined in (5.71c) and X(i) for all ie [ l ,n x] are the i^ e le m e n t  of the 
vector X, and Y(i,j) for all ie[l,nx] and j e [1 ,nx] are the (i, j ^ - e le m e n t  of the 
matrix Y and where
* 5 { y * ( k ) 2} ( 5 . 82h)
and the function r(.) is defined by (5.80c).
Proof: Subtract J  in (5.3) from J* in (5.22a) to give
AJ = 3 J ,  + A J 2 (5 .8 3 a )
where
A J ,  = tr (T£{
'Ac (k ) 1 
.Ax(k)
[ A e ' (k ) A x '( k ) ] } )
A J2 = tr(${A T }£{
£*(k)l
S*(k)
(£*(k) '  S * ( k ) ' ] } )
(5 .8 3 b )
(5 .8 3 c )
Note that to get (5.83b-c) the independence of the residues Ac(k) and Ax(k) has 
been used. Substitute AT in (5.83c) using (5.79b) and evaluate the mathematical 
expectation, we obtain after simplification
A J2 = q R tr (£ ( x * (k ) x * ( k )" } L C) (5 .8 4 a )
where L q  is given by (5.82c) and it was derived by means of lemma 5.9. The 
unity ß 2-scaling (5.47) implies that all diagonal elements of £{.} in (5.84a) are 
unity. Therefore, A J2 in (5.84a) can be simplified as
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A J 2 = qR 2  L c U . J )  
j = l
This proves the first term of AJ in (5.82a). Now define
z a (k ) Ä AK
y * (k )i
x* (k )
where
(5 .8 4 b )
(5 .8 5 a )
AK
-AK -A$ 2 -FAG-KAL+AKL'
AK A $ 2+KAL-AKL .
From (5.77), in steady-state we have
rAe(k)
5{ [A e '(k )  4 x t k ) ] }  -  I  4>ak z ( * ') k
.Ax(k)
k = -o o
(5 .8 5 b )
(5 .8 5 c )
where
Z = £{za(k)za(k)> (5.85d)
where za(k) is defined in (5.85a). Substitution of (5.85c) into (5.83b) and after some 
rearrangement yields
AJ, = tr(WZ) ( 5 . 85e)
Substitution of AJ, and AJ2 in (5.83a) using (5.85e) and (5.83d) produces AJ in 
(5.82a). The following relations which are useful for simplifying the representation of 
Z in (5.85d) are derived by means of lemma 5.9 and the unity C2-scaling (5.47)
£ {A K y*(k)y*(k)AK '} = q<ry 2LK ( 5 . 86 a )
£ {A<i>cj2X *(k )x*(k )'A $c"ß } = q (5 .86b)
${rA C x*(k )x*(k )'A C 'r}  -  qLGr r  ( 5 . 8 6 c )
where Lq , and are respectively defined by (5.82c) and (5.82f-g). Carry out 
the multiplications inside { .}  in (5.85d), use the independence of the coefficient 
quantization residues (5.81b) and make use the relations (5.86a-c) to give the 
simplified Z given in (5.82d). This completes the proof.
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□m
As we mentioned earlier, different representations of a digital compensator (see 
(5.69a-c)) give a different degradation of the performance. In the following example, 
we show the effects of a finite coefficient wordlength implementation on the 
compensator performance.
Example 5.5 Consider the minimal 6 ^  order model use^ in examples 5.1-4 where 
the system matrices 4>, T and L are respectively given by (A.16), (A.17) and (A.18) 
in Appendix A, and where the covariance matrices fi and A are given by (A.20) 
and (A.21) respectively. Consider also the quadratic cost J* defined by (5.9a) where 
the weighting factors Q, M and R are respectively given by (A.23), (A.24) and 
(A.25).
Be
4>-KI- - r c -KL <i>-rc
AJ
( 1 0 - 7 )
AJ
(10-7)
AJ
(10-7)
AJ
(10-7)
AJ
( 1 0 - 7 )
AJ
( I O ’ 7 )
18 0 . 0 0 0 2 0 . 0 0 0 2 0 . 0 0 0 2 0 . 0 0 0 6 0.0000 0 . 0 0 0 1
16 0 . 0 2 3 6 0 . 0 8 4 1 0 . 0 4 3 1 0 . 1 0 1 2 0 . 0 1 6 8 0 . 0 6 4 2
14 1 . 1 2 4 6 2 . 4 1 3 6 1 . 2 2 3 1 3 . 9 6 7 2 1 . 0 3 6 7 2 . 2 7 3 6
12 u u u u u u
Table 5.5 The degradation of the compensator performance due to a finite 
coefficient wordlength, for three different compensator described 
in (5.69a-c).
For each coefficient wordlength Bc, the degradation AJ was computed by means 
of lemma 5.10 for the compensator realized using the default structure with scaling 
and for the ideal gains and given in (A.28) and (A.29). Also for each
coefficient wordlength Bc, the actual degradation AJ defined in (5.9b) was calculated; 
this was done by subtracting the ideal cost J from the (quantized coefficient) cost J* 
defined in (5.22a-b). In calculating the degradation AJ and AJ for each realization 
(5.69a), (5.69b) and (5.69c) we had to employ different scaling approaches. For
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realization (5.69a), the ß 2-scaling constraint was employed to make the variance of
every state equals to the variance of the input y*(k). Note that the inputs of
realization (5.69b) are u*(k) and y*(k), and we found that for each coefficient
wordlength Bc the variance of u*(k) is larger than the variance of y*(k). Therefore, 
for realization (5.69b), the C2-scaling constraint was employed to make the variance 
of every state equals to the variance of the input u*(k). The results are presented in 
table 5.5. The notation u in table 5.5 means the quadratic cost J* is not well 
defined since the resulting closed-loop system is no longer stable due to coefficient 
quantization for a certain coefficient wordlength Bc (ie. Bc<12).
r m
In table 5.5, it can be seen that the degradation AJ for each coefficient
wordlength Bc and for every compensator realization is not in a good agreement 
with the actual degradation AJ. In [Sasahara et. al (1984)], it is concluded that :the 
structure which minimizes the effects of round-off noise (due to state quantization) 
also minimizes the effects of coefficient quantization. Intuitively, the same conclusion 
can be drawn by comparing the term tr(WZ) defined in (5.82a) and the sub-cost 
tr(WY) defined in (5.34a) where
Y = ( ^ a - ^ a ^ a ^ a - ^ a ) '
where Ia is defined by (5.23d). To date, we have not been able to justify the 
conclusion analytically. However, the following example shows that the optimal FSWL 
structure derived using algorithm 5.3 also gives lower coefficient sensitivity.
Example 5.6 Consider again the minimal ö^-order model used in example 5.1-5 
where the system matrices 4>, T and L are respectively given by (A.16), (A.17) and 
(A.18) in Appendix A, and where the covariance matrices 0 and A are given by 
(A.20) and (A.21) respectively. Consider the quadratic cost J* defined by (5.9a) 
where the weighting factors Q, M and R are respectively given by (A.23), (A.34) 
and (A.25). Consider also the optimum {Kq,Gq,T} derived in example 5.4 for fixed 
state wordlength B=8.
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Finite coefficient wordlength implementation of the FSWL compensator (5.19)
gives
z * (k + l)  -  5>2* (z * (k )  -e (k) ) + £ e ( k )  + K*y£(k) ( 5 . 8 7 a )
u*(k ) = - C * ( z * ( k ) - e ( k ) ) + 5(k)  ( 5 . 87b)
where the quantized matrices <t>*, K* and G* are respectively the transformed 
version of the matrices $ 2 * K* and G* defined in (5.71c), (5.71d) and (5.71e), the 
residues e(k) and 5(k) are defined in (5.36b-c), and the input y£(k) is defined in 
(5.36d). The residue matrix p  is an (nxxnx) identity matrix.
For fixed state wordlength B=8, the cost J* defined in (5.37a) was computed 
for the realization (5.87a-b) using the optimum {Kq,Gq,T}, and for some values of 
coefficient wordlength Bc . As a comparison, we also computed the cost J* for the 
triplet (K^Goo.T^ (ie. default structure)} where the gains K,» and G m are given in 
(A.28) and (A.29). The results are presented in table 5.6.
Be
J * ( 1 0 " 5)
{Koo, Gqo , T - 1 } {Kq, Gq, T}0p^
18 9.7667 9 . 3124
16 9 . 7913 9 . 3276
14 9 . 8326 9 . 3403
12 9.8981 9 . 3916
10 u 9 . 4867
8 u u
Table 5.6 The FWL performance resulting form
a. Ideal (q=0) design (denoted by {K^.G^.T^})
b. FSWL-LQG design (denoted by (Kq,Gq,T}0pt)
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5.7 CONCLUSIONS
We have addressed the finite wordlength issue in designing an LQG regulator. 
The finite state wordlength (or round-off) noise affects
a. The selection of the Kalman filter and the controller gains
b. The choice of the compensator structure.
The optimum FWL-LQG design requires simultaneous optimization of the Kalman 
filter gain, the controller gain and the compensator structure. We first attacked the 
problem of designing the Kalman filter and the controller gains by assuming that the 
compensator structure is fixed (ie. the default structure). We have justified this 
assumption. The integer residue correction (IRC) scheme has been shown to improve 
the compensator performance. We have illustrated that a significant improvement can 
be achieved by taking the round-off noise into consideration in designing the Kalman 
filter and the controller gains. Unfortunately, the separation principle no longer 
applies. To date, no algebraic Riccati techniques have been found to aid the finite 
state wordelngth (FSWL) design solution. However, numerical examples show that the 
speed of convergence and the probability of obtaining the (possibly) global optimum 
can be improved by using algorithm 5.1.
The ideal Kalman filter and controller gains minimizes the ideal (ie. infinite 
precision) quadratic cost J in (5.3) but not the the finite wordlength (FWL) 
performance index J* defined in (5.22a). Algorithm 5.1 produces the higher tr(TP,) 
but the resulting sub-cost qtr(TP2) is smaller for each given state wordlength B (see 
table 5.2). We have shown by means of examples that the FSWL-LQG design which 
can be solved iteratively using algorithm 5.3 gives considerable improvement over the 
ideal design particularly for a short state wordlength (ie. a small B in (5.17)). For 
example, for B=4 in table 5.4, the optimal FSWL-LQG design gives about 13% 
improvement on the performance index over the infinite precision design.
We have illustrated in section 5.6 that the finite coefficient wordlength plays an 
important role in the compensator implementation. Inappropriate selection of 
coefficient wordlength may lead to instability. For example, in table 5.5, it can be
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seen that the three possible implementation (in (5.69a-c)) are all unstable when the 
coefficient wordlength Bc<12.
By means of an example (ie. example 5.6), we have shown that the structure 
which minimizes the round-off noise (due to state quantization) also reduces the 
effects of coefficient quantization. In table 5.6, it can be seen that the ideal (q=0) 
design is unstable for coefficient wordlength Bc<10 while the optimum FSWL design 
is unstable for Bc<8. The two bits difference reflects the low sensitivity property of 
the optimum structure.
CHAPTER 6
A LOW COMPLEXITY -  LOW SENSITIVITY COMPENSATOR
IMPLEMENTATION
6.1 INTRODUCTION
In the implementation of a finite wordlength compensator, there are two main 
objectives which are commonly considered, namely the hardware complexity and the 
compensator performance. The hardware complexity of a FWL compensator is usually 
measured by the number of multiplications required per output sample while :the 
FWL compensator performance is represented by the linear quadratic Gaussian 
(LQG) cost J. The default structure (which has been examined in sections 5.3) is 
usually derived directly from the physical model of a particular plant so that each 
state has a physical meaning. If the structure of the compensator is restricted to this 
default structure, then the hardware complexity (or structural issue) of the 
compensator is not necessary to be considered. A similarity transformation will alter 
the compensator state. Therefore, each of the transformed state does not represent 
the physical variable as originally required. However, if there is no restriction on the 
compensator structure then the FWL compensator is required to have a least 
complex structure (ie. minimum number of multiplications per output sample) and a 
minimum performance index J. Unfortunately, these two objectives can not be 
achieved simultaneously. For example, the optimum FSWL-LQG regulator described 
in section 5.5 has a minimum quadratic cost J but this optimum realization suffers 
from the fact that it has the most complex structure (ie. maximum number of 
multiplications per output sample) since in general all coefficients are neither zero 
nor unity.
The simplest structure to implement is a direct (canonic) realization [Phillips
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and Nagle (1984), Oppenheim and Schafer (1975)]. There are many type of direct 
form structures, the most common types are the controllable and the observable 
canonical forms [Kailath (1980), Kuo (1980)]. Despite its least complex structure, a 
direct form structure exhibits some undersirable properties. The first drawback is that 
the non-zero and non-unity coefficients can be spread over a very large dynamic 
range [Hwang (1975b)]. Secondly, direct form structures produce a high round-off 
noise (and also a high coefficient sensitivity). This issue has been examined in detail 
particularly in digital filtering [Chan et. al (1973), Fettweis (1972), Jackson (1976)]. 
The last undesirable characteristics of a canonic realization is that it may have a 
high root (or pole-zero) sensitivity [Oppenheim and Schafer (1975), Williamson 
(1986)]. These disadvantages are not severe for the second order direct form 
structures [Barnes (1984a-b), Jackson et. al (1979), Lo and Jenq (1982)]. A higher 
order structure can be built using a cascade and/or parallel construction of 2n<*-order 
direct form structures. Using a series construction of 2n<*-order direct form
structures, it is possible to optimally distribute the pole-zero pairs which can be 
followed by an internal block optimization [Hwang (1974), Jing and Fam (1986)].
In control applications, a series construction of 2nc*-order direct form
structures is suitable for a single-input single-output (SISO) compensator. However, 
if the computational delay [Kwakernaak and Sivan (1972), Astrom and Wittenmark 
(1984)] is critical then the cascade structure which requires a longer computation 
time is unfavorable. A parallel construction of 2n<^ -order direct form structures 
[Jackson (1970), Willsky (1979)] is a good candidate as a multi-input multi-output
(MIMO) compensator.
The high sensitivity nature of high order (>2) direct form structures can be
improved by introducing the coefficient residue correction [Williamson and Sridharan 
(1986)] while the high round-off noise characteristic can be reduced by introducing 
the integer residue correction [Williamson and Sridharan (1985b)] or the sub-optimal 
error spectrum shaping [Abu-El-Haija and Peterson (1979)]. Another approach that 
can be utilized for improving the undersirable properties of high order direct form
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structures is to use the so called delay replacement method. There are various types 
of delay replacement but basically all of them are derived using the following 
transformation
T z " 1
Z - 1 ------------------  ( 6 . 1 )
1 + 5 z -1
which means each shift operator Z “ 1 in the original direct form structure is replaced 
by the feedback structure illustrated in Fig.6.1. An example of such transformation is 
shown in Fig.6.2 for a 2nc*-order structure.
1 y
- 1 1 1
z
-------- * ----------
5
Fig. 6.1 Delay replacement transformation
In digital filtering, various types of delay replaced direct form (D R D F) which 
correspond to different values of y  and 5 in (6.1) have been proposed [Agarwal and 
Burrus (1975), Szczupak and Mitra (1978), Nishimura et. al (1981), Orlandi and 
Martinelli(1984)]. In control applications, the delay replacement idea has also been 
investigated. For example, in [Middleton and Goodwin (1986)] the delta operator 
which corresponds to 7 = 5=1 in (6.1) has been used to improve the deterministic 
characteristics of digitally controlled plants. Recently, a DRDF structure which has 
low complexity and low sensitivity properties is proposed in [Williamson (1987)]. The
method which is termed the scaled D R D F  is based on
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7kz_1
Z“ 1 = ------------- (6 .2 )
1 + z - 1
that is to replace the k**1 delay operator Z-1 in the original direct form structure 
by (6 .2) where the factors 7^ are selected to satisfy some ö2-scaling constraint.
d
y • — *
(a)
d
Fig.6 .2 2nc*-order realizations of
a. a direct form structure, and
b. a delay replaced direct form structure
In this chapter, we consider the compensators which are implemented using the 
scaled DRDF structures. In section 6.2, we examine the use of single-input 
single-output scaled DRDF structures. A scaled DRDF structure can be derived from 
the given default structure. First, the default structure is transformed into a desired
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controllable or observable canonical (or direct) structure. Then, by applying the 
frequency transformation (6.2) the scaled DRDF structure can be obtained. The 
performance of the compensator implemented using a scaled DRDF structure which 
requires only 3nx multiplications (ie. the multiplications of the non-zero non-unity 
coefficients with each state and with the input) per output sample where nx is the 
order of the compensator is compared to the performance of compensators 
implemented using a default structure and the optimal structure which requires 
n^+2nx multiplications described in theorem 5.1 of section 5.4. The performance is 
measured in terms of the round-off noise (ie. due to state quantization) and the 
coefficient sensitivity (ie. due to coefficient quantization). The delay replacement 
transformation which is derived for SISO models can be generalized such that it can 
be used to transform a given MIMO direct form [Wolovich and Falb (1969), 
Luenberger (1967), Kailath (1980)] structure into a certain scaled MIMO-DRDF 
realization. This issue is investigated in section 6.3. The state quantization noise and 
the coefficient sensitivity performance of a compensator implemented using a certain 
MIMO-DRDF structure is also examined in section 6.3.
6.2 SINGLE INPUT SINGLE OUTPUT DELAY REPLACED DIRECT FORM 
COMPENSATOR STRUCTURES
In this section, we investigate the implementation of compensators using the scaled 
DRDF structure which will be derived from the given default structure. First, the 
effects of state quantization noise alone are examined. Both, the round-off and
coefficient quantization noises are investigated afterwards.
Consider the minimal discrete-time model described by
x(k+ l) = $x(k) + Tu(k) + o»(k) (6.3a)
y(k) = Lx(k) + r/(k) (6.3b)
where x(k) is a simplified notation of x(kTc) for a sampling period Tc. The
dimensions of the state, the input and the output of the model (6.3a-b) are
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x(k)eRnx ; u(k)eRnu ; y(k)eRny
The discrete process {w(k)} and {tj(k)} are zero-mean wide sense stationary (WSS) 
processes having covariance
• u (k) ' • n  o ■
[o '(k )  r f ( k ) ] }  =
• Tj(k) • . 0  A .
The infinite horizon performance index which we seek to minimize is described by 
1 m
J = ${l im ----  2 [x ' (k)Qx(k)  + 2x"(k)Mu(k) + u" (k)Ru(k) ]} (6.5)
m-*» 2m k=-m
where the weighting matrices Q>0, M and R>0 are respectively (nxxnx), (nxxnu) 
and (nuxnu). In an ideal situation (ie. infinite precision wordlength) the optimal 
compensator which minimizes the performance index (6.5) subject to the plant 
(6.3a-b) is governed by
x (k+1) = 3>x(k) + Tu(k) + K(y(k) -Lx(k) ) (6.6a)
u(k) = -Gx(k) (6.6b)
where x(k) denotes the one-step-ahead state prediction x(kiy(k-l)) and where K 
and G are respectively the Kalman filter and the controller gains. The optimal 
(stabilizing) gains K and G and the corresponding optimal quadratic cost J can be 
computed by means of lemma 5.2 of chapter 5.
The transformation described in following lemma can be used to transform a 
given (default) structure as in (6.3a-b) into some canonical realizations.
Lemma 6.1 [Chen (1984), Kuo (1980)] Consider the minimal discrete-time 
realization (6.3a-b). Let the charateristic polynomial of the system matrix $ defined 
in (6.3a) be
de t (XIx-$) = XDx + a XDx 1 + . . .  + a 2X + o 1 (6.7)
nx
where det(.) denotes the determinant of a matrix. Define the controllability and 
observability matrices
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c 4 [r <j>r ... <t>nx V] ( 6 . 8a)
0 ^
L
L <t>
LcJjHx - 1
( 6 . 8b)
Then, there exist an equivalent transformation matrix which is non-singular
a. Tc=CV for a single-input system (ie. nu= l), such that the default structure 
{<J>,r,L} (6.3a-b) is transformed into the controllable canonical form
T - 1 * T C ^  * c
0 1 
0 0
0 0 0 
-a, —o t2 -o t . -a nv - 1 -ot
(T"lrv  ^ r' = [0 o . . .  o i]
LTC Ö Lc - [ 0 ,  e 2 . . .  ß B ]
( 6 . 9a)
(6 .9b)
( 6 . 9c )
where the matrix V is given by
a 2 Q3 
3
( 6 . 10 )
b. T 0=VO for a single-output system (ie. ny=l) such that the default structure 
{cJ),r,L} (6.3a-b) is transformed into the observable canonical form
182
T—1(f>T £ * =* o ^ ‘ o ^0 c (6 .11a)
T - i r  £ r  =  ] '  10 1 1 0 Lc (6.11b)
i t  ^ I =  r"  L 1 0 L 0 1 c (6 .11c)
where given by (6.9a-c) and V is defined by (6.10).
m n
From an implementation point of view, the compensator (6.6a) can also be
realized (and be implemented) as follows.
x (k + l) -  (<i>-rc)x(k) + K (y(k)-Lx(k) ) (6 .12a)
x (k+ l) = (<£-KL)x(k) + ru (k ) + Ky(k) (6 .12b)
The advantage of the realization (6.12a) is that if the pair {$,G} is in a controllable 
canonical form (6.9a-b) then, the compensator matrix ($-rG ) defined in (6.9a) is
also in a controllable canonical form. The observable canonical form for the pair 
{$,L} as in (6.11a) and (6.11c) can be preserved if the compensator is implemented 
using realization (6.12b). In the subsequent analysis, we use the controllable 
canonical form. Therefore, the compensator that we consider is described by (6.12a). 
Another advantage of representation (6.12a) is that it has only one input 
(ie. y(k)-Lx(k)). Furthermore, it is well known that this input (which is known as
the innovations sequence [Anderson and Moore (1979)]) is ‘white’. These two facts 
are important in selecting the scaling procedure which is aimed at reducing the
occurrence of the (fixed-point arithmetic) overflow. We will discuss the scaling 
method later in the chapter. In this section, we restrict the investigation to the
single-input single-output (SISO) representation; that is the input u(k) and the 
output y(k) in (6.3a-b) are both scalar signals (and the dimensions nu=ny=l). The
multi-input and multi-output (MIMO) representations will be examined in the next 
section.
The direct form (6.9a-c) can be transformed into a DRDF structure by using 
the frequency transformation (6.1) for 7=5=1. The result is stated in the following
lemma.
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Lemma 6.2 [Williamson (1987)] Consider the minimal discrete-time model (6.3a-b) 
where the system matrices {4>,r,L}={4>c ,r c ,Lc} are *n controllable canonical
realization described in (6.9a-c). Then, applying the frequency transformation (6.1) 
for 7=6=1 to {<t>c,rc,Lc} results in the following delay replaced direct form (DRDF) 
realization.
1 i 0 0 o ■
0 i l 0 0
T 7 ’* cT, ö <*, ,
0 0 0 1 1
(6 .13a)
.-*1 - a  2 - o 3 - 5 nx-i +
-
(T 7 ’ r c r  «  r ;  - r'c (6.13b)
LCT, a  L, -  [0 , h . . . ß  ß  ]nv-i  nv (6 .13c)
where
1 ,( 1 ,  j )
f i - i
c
j -1
i f  i > j > l
l 0 i f  i<j
for all ie[l,nx] and je [l,nx] and where
n!
( n - r ) ! r !
(6.14a)
(6.14b)
where n! denotes n factorial. Furthermore, the new coefficients in (6.13a) and 
(6.13c) are related to the direct form coefficients a] and /Sj for all ie[1 ,nx] in (6.9a) 
and (6.9c) by
Ön = Qn + 1 + Ti ( nX’nx- 1 ) (6.15a)
nx - l
ö,  = a 1 + T, ( nx ,1)  + J T , ( j + 1 , l ) «  ;+1
j=l
(6.15b)
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nx-k
ö k = a k + I  T , ( k + j , k ) a D+j + I t ( nXi k) + T ^ r i x . k - l )  ( 6 . 15 c )
J - l
for all k in the interval l<k<nx- l ,  where T ^ i.j)  is given by (6.14a) and
ßn -  ßn ( 6 .15d)
nx nx
nx
ßk -  ßk + I  T, ( j+ k -1 ,k )ß : ( 6 .15e)
j-k+1
r m
It has been shown in [Williamson (1987)] that the non-zero and non-unity 
coefficient (ie. öj and ß\ for all ie[l,nx]) of the DRDF realization (6.13a-c) can be 
spread over a large dynamic range. One remedy to this particular problem is to 
allow the factors 7 ^ * 1  and let 5^=1 for all ke[l,nx] in the frequency transformation 
(6.1). The resulting structure is called the scaled DRDF structure.
Theorem 6.1 [Williamson (1987)] Consider the minimal discrete-time realization 
(6.3a-b) where the matrices {4>,r,L}={<t>c, r c ,Lc} are in the controllable canonical 
realization defined in (6.9a-c). Consider also the corresponding DRDF structure 
described by (6.13a-c), (6.14a-b) and (6.15a-e). Apply the frequency transformation 
(6.1) for 7 ^ * 1  and 5^=1 for all ke[l,nx] to the controllable canonical direct form 
{^e.fc’^ c}- Then, the resulting DRDF structure is given by
■ 1 y  i 0 0 0
0 l 7 2 0 0
*  =  * 2
• • • •
0 0 0 1 7 nx-i
" r 1 " r 2 - r 3 . . . - r n x - i - r  +1 nx
( 6 .16a)
Civrcr * ra = r' (6.16b)
L C T  2 “  L 2 =  S 2 & 2 i ß  S  ß ]nx-i  nx - i  nx nx ( 6 . 16c)
where for all m e[l,nx]
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r m ” ^msm7n nx
(6.17a)
s = y  1 
nx nx
(6.17b)
nx- l
sjq = s ( IT 7 j ) -1 (6 .17c)
j=k
for all k in the interval l<k<nx- l  and where the coefficient a m and are defined 
in (6.15c-e). Moreover, the equivalent transformation matrix T 2 is related to the 
transformation matrix T, defined in (6.14a) by
T2 = T,S (6 .18a)
where S is a diagonal scaling matrix
0 0 
0 0
s 0nx- i
0 s
(6.18b)
where the diagonal elements S[ for all ie[1 ,nx] are given by (6.17b-c).
i i i i
Substitution of T 2 in (6.16a) using (6.18a) gives
S - ' T 7 ' * CT,S -  * 2 
and from (6.13a), we then have
S - ^ S  = <$>2 (6 .19a)
Similarly, from (6.16c), we obtain
L,S = L2 (6.19b)
Therefore, the realization {4)2, r 2,L2} defined in (6.16a-c) is nothing but the scaled 
version of the DRDF representation defined in (6.13a-c). In terms of
structural complexity, it can be seen from (6.16a-c) and (6.9a-c) that the scaled 
DRDF structure only requires nx more multiplications per output sample than what
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is required for the canonical structure. Note that the controllable canonical direct 
form structure (6.9a-c) requires 2nx multiplications per output sample.
Suppose the state of the compensator (6.12a) are implemented using a finite 
fractional wordlength B (therefore, each state is less than unity), while all 
coefficients are presented using an arbritarily large (but finite) wordlength Bc. The 
finite (fixed point) state wordlength (FSWL) version of the compensator (6.12a) can 
be written as
x*(k+ l) -  (4>-rG)Q[x*(k)] + (k) + K(y*(k) - LQ [x*(k)]) (6 .20a)
where is the residue feedback [Williamson and Sridharan (1985b)] matrix which is 
restricted to be an identity matrix (which has been justified in section 5.3 of the 
previous chapter) and e(k) is the state quantization residue defined below. The 
corresponding control law is governed by
u*(k) = -CQ [x*(k)] + d(k) (6 .20b)
where
Q [x * (k )] = x*(k) -  e(k) (6 .20c)
where e(k) and d(k) are the state quantization residue, and can be modelled [Sripad 
and Snyder (1977), Barnes et. al (1985)] as zero-mean ‘white’ noise processes with 
covariance qlx where Ix is an (nxxnx) indentity matrix and qlu where Iu is an 
(nuxnu) identity matrix, and q is given by
1 2Bq ------ 2 ( 6 .20d)
12
The discrete-time plant controlled by the FSWL compensator (6.20a) can be 
represented as follows.
x*(k+ l) -  <tx*(k) + ru*(k) + o>(k) (6 .21a)
y*(k) -  Lx*(k) + r,(k) (6 .21b)
Consequently, the quadratic cost to be optimized differs from the infinite precision 
performance index J defined in (6.5), and is described by
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1 m
J*  -  H l i m  —  I  [ x * ( k r Q * * ( k )  + 2**(k) 'M i?  (k) +
m-*» 2m k=-m
u*(k)'R u* ( k ) ]} ( 6 . 2 2 )
In lemma 5.1 of the previous chapter, the quadratic cost J* in (6.22) can be 
rewritten as
J* = t r ( T P 1) + q [ t r ( T P 2) + t r ( R ) ]  ( 6 . 2 3 a )
where the covariance matrices P 1 and P 2 are defined to be
•£* ( k )
,x*(k )
[ e * ( k ) '  i t  (k ) '  ]) a P _ P ,+ q P j ( 6 .2 3 b )
where q is defined in (6.20d) and e*(k) is the prediction error defined as
e*(k )  ^ x* (k)  -  x*(k)  ( 6 . 2 3 c )
and where
T =
Q
(Q -M Cr
Q-MG ■ 
Q-2MC+C' RG.
(6 .2 3 d )
where Q, M and R are defined in (6.22) and G is the controller gain defined in 
(6.20b).
Apply an arbitrary non-singular similarity transformation T on the FSWL
compensator (6.20a-b), we obtain
z * ( k + l ) = <t>2Q[z*(k)  ] + (pe(k) + Ky*(k) ( 6 .2 4 a )
u*(k)  = -GQ[z*(k)]  + 5 (k) (6 .24b )
Q [ z * ( k ) ] = z * (k )  -  e(k)  ( 6 . 2 4 c )
where
y e 0 0  -  y*(k) -  LQ[z*(k) l  ( 6 .2 4 d )
$2 = T"14>2T ; K = T_1K ; G = GT ( 6 . 2 4 e )
The quantization residues 5(k) and e(k) are not the same as the quantization 
residues d(k) and e(k) defined in (6.20b-c) although they will exhibit the same 
statistical models due to rounding.
The ß 2-scaling constraint that we discussed in section 5.2 of the previous
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chapter is to make the variance of each compensator state to be equal to the 
variance of the compensator input (ie. the innovations sequence y£(k) defined in 
(6.24d)) which can be scaled to unity by multiplying the input ye(k) by a scaling 
factor s defined by
1
(vpt
where
(6 .25a)
< ^ e S ( y * a o 2> (6 .25b)
Therefore, the ß 2-scaling constraint that we seek to satisfy is
£ { z j* (k )2) -  1 (6 .25c)
for all je [l,nz] where nz=nx is dimension of the state z*(k). We call the constraint 
(6.26) the unity ß 2-scaling constraint.
As a consequence of multiplying the compensator input by the scaling factor s 
defined in (6.25a), the output u*(k) has to be divided by the scaling factor s in 
(6.25a) in order to preserve the closed-loop transfer function. This is the so called 
input lout put scaling procedure. Recall that the structure of the system matrix is 
preserved. Therefore, the non-singular transformation T which is aimed at achieving 
the unity ß 2-scaling (6.25c) is restricted to be diagonal; the diagonal scaling matrix 
S defined in (6.18b) with properly selected diagonal elements sj for all ie[l,nx] is 
the required matrix. For high input-signal to quantization-noise ratio (ie. q<Cl in 
(6.20d)), the covariance P in (6.23b) can be approximated by the covariance P 1 (ie. 
the term qP2 in (6.23b) can be neglected). In this situation, the diagonal elements 
Sj which will satisfy the unity fi2-scaling constraint is given by 
S j  -  ( P j j ) - i
for all ie[l,nx] where Pjj is the (j,j)t 1^-element of the matrix P for all 
je[nx+i,nx+i].
The tranformed quadratic cost J* can be represented as follows.
J* = t r (T P ,) + q [ t r ( ? P 2) + t r ( R ) ] (6.26)
where T and P 2 are the transformed version of T and P 2 defined in (6.23d) and
189
(6.23b). The detail of this transformation can be found in section 5.3 of the 
previous chapter. From (6.24), it can be seen only the term tr(TP2) of the quadratic 
cost J* is affected by an arbitrary non-singular transformation T. The following 
lemma establishes the sub-cost tr(TP2) for the scaled DRDF realization.
Lemma 6.3 Consider the minimal discrete-time model (6.21a) and the corresponding 
finite state wordlength (FSWL) compensator (6.20a). Consider as well the FSWL 
quadratic cost (6.23a). Suppose the model (6.21a), the FSWL compensator (6.20a) 
and the cost (6.23a) are transformed into a scaled delay replaced direct form 
structure by the (non-singular) similarity transformation T defined by
T -  T2T0 (6 .27a)
where T 0 and T 2 are respectively defined by (6.11a-c) and (6.18a). Then, the 
sub-cost tr(TP2) given in (6.26) can be rewritten as follows.
t r  (TP2) = t r ( / ^ a 'Wd»ao / a ) (6 .27b)
where
ra = [ I x - I x ] (6 .27c)
where Ix is an (nxxnx) identity matrix and W is governed by
ao + + * ;ofoao = -T ( 6 .27d)
f  = T'TT ( 6 .27e)
where T is defined in (6.23d) and
$ao
■ * 2 0 - K L  
. KL
(6.27 f )
ci»20 = T - ^ T  -  Ix (6.27g)
f =
T
0
0  ■ 
T .
( 6 .27h)
Proof : From lemma 5.3 in chapter 5, we have
tr (T P 2) = t r ( / ; ( l a -^ a )'W(dk' - ^ ) / a ) (6 .28a)
where /a is defined in (6.27c) and
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$ a
i-KL 0 
KL $ - fc
(6.28b)
$ -  T -^ T  ; K = T” 1K (6 .28c)
f  = T "1r  ; L = LT ; G = T“ 1G (6.28d)
where T is defined in (6.27a), and where
V a = ( 6 .28e)
W -  + T ( 6 .2 8 f)
where f  is defined in (6.27e). However, the system matrix <J> which is equivalent to 
<J>2 in (6.16a) can be decomposed as
£ = $ 2 = <I>20 + Ix ( 6 .28g)
Therefore, 4>a in (6.28b) can also be decomposed as
$a = ^ao + Pa (6.28h)
where <£ao and <^a are defined in (6.27f) and (6.28e) respectively. Substitution of 4>a 
in (6.28a) using (6.28h) gives (6.27b). Substitute in (6.28f) using (6.28h), after a 
little manipulation we obtain (6.27d).
r m
In the following example, we illustrate the round-off noise performance of a 
compensator implemented using the scaled DRDF structure.
Example 6.1 Consider the minimal 6**1 order discrete-time model (6.21 a-b) where 
the system matrices <t>, T and L are respectively given by (A.16), (A.17) and (A.18) 
in Appendix A, and where the covariance matrices 0 and A are given by (A.20) 
and (A.21) respectively. Consider also the quadratic cost J* defined by (6.22) where 
the weighting matrices Q, M and R are given by (A.23), (A.24) and (A.25) 
respectively. The infinite precision gains and G«, which minimizes J* for q=0 (ie. 
B=oo in (6.20d)) subject to the plant (6.21 a-b) are respectively given by (A.28) and 
(A.29).
Apply the similarity transformation T defined in (6.27a) on the default structure
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representation {$,r,L}, {0,A} and {Q,M,R} where the scaling matrix S defined in 
(6.18b) was selected such that every state of the transformed compensator is unity 
C2-scaled (ie. satisfies the unity C2-scaling (6.25c)). The resulting sub-cost tr(TP2) 
defined in (6.27b) for each state wordlength B is presented in table 6.1. For the 
purpose of comparison, for each state wordlength B, the sub-cost tr(TP2) was also 
calculated for the default and the controllable direct form structures with scaling and 
for the gains and G^.
w ordlength  B
q tr(T P 2) (10-6)
d e fa u lt  s t ru c tu re sca le d  DRDF sc a le d  DF
10 0.2431 0.2465 0.2489
8 1.5183 1.5420 1.6131
6 3.2796 3.5616 4.7682
4 33.0387 37.1011 42.03229
Table 6.1 The round-off noise performance of compensators implemented using a
a. Default structure
b. Scaled DRDF structure
c. Direct form (DF) structure
Finite coefficient implementation of the FSWL compensator (6.24a-e) can be 
represented as
z* (k + l) = $*Q [z*(k)] + £e(k ) + k*y*(k) (6 .29a)
u*(k) = -C*Q[z*(k)] + 5(k) (6.29b)
where Q[z*(k)] and yj!!(k) are defined in (6.24c-d), and the coefficient A* is the 
quantized version of the ideal coefficient A to a Bc-bit fractional representation, and 
$* = (T~ 1<J>2T)* ; K = (T-1K)* ; G = (CT)* (6 .29c)
and where the quantization residues e(k) and <5(k) are defined in (6.24b-c).
For fixed state wordlength B=8, the quadratic cost J* defined in (6.26) was 
computed for the compensator (6.29a-c) for some values of coefficient wordlength 
Bc , for the gains and GOT given by (A.28) and (A.29) and for the default, the
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controllable scaled DRDF, the optimum structure (derived by algorithm 5.2 of the 
previous chapter) and the controllable direct form structures. The results are 
presented in table 6.2. The notation u in table 6.2 means the cost J* is not well 
defined since the resulting closed-loop system is no longer stable due to coefficient 
quantization for a certain coefficient wordlength Bc.
Be
J * ( 1 0 - 5)
D e f a u l t s DRDF Optimum DF
18 9 . 7 6 6 7 9 . 7 6 6 7 9 . 7 6 6 5 9 . 7 6 6 8
16 9 . 7 6 7 2 9 . 7 6 7 0 9 . 7 6 6 7 9 . 7 6 8 9
14 9 . 7 6 9 5 9 . 7 6 8 9 9 . 7 6 7 8 9 . 7 8 0 1
1 2 9 . 7 7 9 8 9 . 7 7 4 1 9 . 7 6 9 9 u
10 u 9 . 7 9 3 8 9 . 7 7 8 2 u
8 u u u u
Table 6.2 The FWL performance of compensators implemented using
a. Default structure (denoted by Default)
b. Controllable scaled DRDF structure (denoted by DRDF)
c. Optimum FSWL structure (denoted by optimum)
d. Controllable direct form structure (denoted by DF).
6.3 MULTI-INPUT MULTI-OUTPUT DELAY REPLACED DIRECT FORM 
COMPENSATOR STRUCTURES
The use of a single-input single-output (SISO) DRDF structure in the control 
aplication has been investigated in the previous section. It is shown by means of an 
example that a SISO-DRDF structure which has a low complexity property (which 
requires 3nx number of multiplications per output sample) is less sensitive to the 
coefficient change which is due to the coefficient quantization. In this section, we 
examine the FWL performance of compensators implemented using multi-input 
multi-output (MIMO) DRDF structures.
So far, the scaling issue that has been addressed concerns only the SISO
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representation. Recall the unity ß 2-scaling constraint (described in chapter 5) in 
which the probability of overflow in each state of the compensator is made equal to 
the probability of overflow of the compensator input which has been normalized to 
unity. If the realization (6.20a) is single-input multi-output (SIMO), then the SISO 
unity ß2-scaling technique can obviously be used without causing any problem. 
However, for a multi-input compensator there is a problem. To see this consider 
the 2-input compensator depicted in Fig.6.3.
ADC1
ADC2
COMPENSATOR
y-i (t)
y 2 (t)
Fig.6.3 A 2-input digital compensator
In general, the variances of the compensator input (or the plant output) y,(t) and 
y2(t) are not the same. Therefore, the objective of equalizing the probability of 
overflow of each compensator state and of every compensator input can not be 
achieved unless the wordlengths of the ADC1 and of the ADC2 are allowed to be 
different [Moroney (1983)] assuming the scaling is done also with respect to the 
quantization noise. In this section, we avoid this difficulty by selecting only one of 
the compensator inputs (ie. the one which has maximum variance) to have the same 
probability of overflow (after scaling) as all compensator states and let the remaining 
of the compensator inputs to have a less probability of overflow. Using this 
approach, the SISO unity ß2-scaling technique can be used but now the plant output 
ym(t) (which satisfies £{ym2(0}>£{yi2(t)} f°r all ic[1 ,ny] where ny is the dimension 
of the plant output y(t)) has to be selected.
Consider the minimal discrete-time MIMO (default structure) plant (6.3a-b) and 
the corresponding infinite precision compensator (6.12a). The default representation 
{$,r,L} can be transformed into some canonical observability or controllability forms. 
It has been shown that unlike the single variable (ie. SISO) case, the MIMO direct
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form structures are generally not unique [Kailath (1980), Luenberger (1967),
Wolovich and Falb (1969)]. However, the structure of the canonical form can be 
specified to some extent to meet some design specifications. A method of 
transforming a given controllable default structure into some controllability forms is 
established in the following lemma.
Lemma 6.4 [Luenberger (1967), Wolovich and Falb (1969)] Consider the minimal 
(default structure) realization {<t,r,L} (6.6a-b) where the dimensions of the matrices 
$, T and L are respectively (nxxnx), (nxxnu) and (nyxnx) and the controllability 
matrix C which is given by (6.8a). Suppose the matrix L which is defined by
where the {(T^ ;l <i<nu) are the non-negative controllability indices and bj for all 
ie[l,nu] denotes the i^1 column of the input matrix T consists of nx linearly 
independent columns of the controllability matrix C. Let
2 , . . . ,
(6 .30)
k
dk "  5 > i (6 .31)
i=l
for all k=l ,2,....nu. Suppose e^ be the dj^*1 row of the inverse matrix L 1.
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T h e n , the  follow ing m atrix
e 1 $
, o \  - 1
e , ?  1
e 2<i>
e <£
a  - i
e <t> nu  
- n„
( 6 . 32 )
genera tes a L yapunov tran sfo rm atio n  for w hich the  transfo rm ed  realization  
{ T ^ c f c T ^ T ^ r .L T ^  is in a com pan ion  fo rm . M ore precisely,
*^1 1 * 2 . cJj 1 n u
*^2  1 ^ 2 2 2 n u
TS '4 T C S * c -
$
n u i $ n u 2 . .  $ n Un U-
w ith is a  (a jx a i) com pan ion  m atrix  defined  by
( 6 . 33 )
0 1 
0 0
0 0 
0 0
3>ii
t  LXd i , dj  _ 1 + 1 d j , d I _ , +2 “dj .dj . ,  "dj.di
( 6 . 34 )
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and $jj (i*j) is a (oqxaj) matrix given by
and
$ i j
0 0
0 0
0 0
1
d f , d j _ , + i
‘  Qdi ’dj
T8lr Ä rc
o o
0
1 r
o 1
o o
0 0 0
0 0 0
r , r \d,  , 3 d i .
0 0 0
r \ r ,
d 2 , 3 d 2 >
0 0 0
0 0 1.o o
where Tjj denotes the ( i j ) 1*1 element of a matrix f ,  and
( 6 . 3 5 )
( 6 . 36a)
LTC = Lc ( 6 . 36b)
Note that the non-uniqueness of the MIMO direct form realization is due to the 
freedom in constructing the matrix L in (6.18) which is based on the factors <j\. 
The only restriction in constructing the matrix L is that no vector of the form ^bj 
is selected unless the vector tf^bj for n < i are also selected. There are many ways 
of constructing the matrix L [Kailath (1980)]. For our purposes, we use a so called 
Young diagram [Kalman (1972)].
From (6.33-36), the number of multiplications required per output sample for a 
(controllable) nu-input ny-output n^h-order MIMO direct form structure is
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nunx + nynx + £ (nu- i )  (6 .36c)
i = l
Note that in deriving (6.36c) we only consider the non-zero and the non-unity 
coefficients in (6.33-36). For a SISO direct form structure, the number of 
multiplications required can also be expressed as (6.36c). But since nu=ny=l, the 
expression (6.36c) becomes 2nx.
A direct form SISO model can be transformed into a DRDF structure by means 
of lemma 6.2. A MIMO direct form structure derived in lemma 6.4 involves some 
companion forms as in (6.34). A generalization of the result in lemma 6.2 to the 
MIMO case can be done by transforming each companion form in (6.34) into a 
DRDF structure. We present the result in the following lemma.
Lemma 6.5 Consider the controllable direct form realization {4^,1^,!^} described in 
(6.9a-c). Consider as well the frequency transformation (6.1) which produces the 
elements of the transformation (6.14a). Then, applying the equivalent transformation
0 0 n„nu"uJ
(6 .37)
where T ^ i . j )  for ke(l,nu) and for ic [l,0j j  and je [1 ,0^] (where for all i e [1 ,k] 
are defined in (6.30)) is defined by (6.14a) to the direct form {4>C,FC,LC} giyes the 
following DRDF structure.
1 d>^1 2 . 4 1 nu
<±>^2 1 $22 . $ 2nu
$
nu i $ nu 2
•0«
)
3 C c3
T“14>T 1 ^ ct»i = (6.38a)
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where 4^ is a (aixo-j) matrix given by 
l i i  ^ Ti i - 1$ i i Ti i
0 <ii » d i - i  + 1 5 d i * d i - i +2 “dj.dj
and $|j is a (ajxa-j) matrix given by
4 i j  -  T i i - ’* i J Tj
0 0
0 0
... 
O
... 
o
i
dj ,dj_.,  + i a d i ’dj
and where
T7lr  ^ r.
0 0
0 0
1 f
d i t 2 d 1 ,3
0 0
0 1
0 0
0 0
d  2 > 3
d 1 ’ nu 
0
d 2 > nu
L T ö  I 11 L 1
( 6 . 38b )
( 6 . 38 c )
( 6 . 38d)
( 6 . 38e)
r m
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An example of a 2-input 2-output DRDF structure is depicted in Fig.6.4.
0
1
(a)
-  1
(b)
Fig.6.4 4tb-order 2-input 2-output compensators realized using
a. direct form structure.
b. DRDF structure.
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Similar to the single variable case, the non-zero and the non-unity coefficient 
of the MIMO-DRDF structure may be spread over a large dynamic range. A proper 
scaling is one solution to this problem. The following theorem which is an extension 
of theorem 6.1 establishes the construction of the scaled MIMO-DRDF structure.
Theorem 6.2 Consider the minimal MIMO default structure realization {3>,r,L}
defined in (6.3a-b) where the dimensions of the system matrices <t>, T and L are 
respectively given by (nxxnx), (nxxnu) and (nyxnx). Consider as well the equivalent 
transformation matrices Tc defined in (6.32) and T 1 defined in (6.37) and the 
corresponding controllability form {cl>c,rc ,Lc} defined by (6.33-36) and the DRDF 
structure defined by (6.38a-e). Suppose S is a scaling matrix of the fonn
(6 .39a)
(6.39b)
where dj is defined by (6.31) and the corresponding scalar crj is defined by (6.30) 
for all ie[l,nu]. Then, the similarity transformation T 2=ST ,TC transforms the default 
structure {$ ,r ,L } into a scaled DRDF structure of the form
0 S
0 0
where Sj is a (o-jxcrj) matrix given by 
s i i  o
0 s i2 . . .
0 0 . . . s id.-
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l *^12 . . 4>1 nu
4>^2 1 ^22 . $ 2nu
$
nu i
$ nu 2 . . $>nunuJ
where $jj is a (crjxaj) companion matrix given by
* i i
ö
1 y  i  1 0 0 0
0 l CN
•fM
<
*• 0 0
0  0  0 1 7 .  ,» d j - ,
d i » d i - i +1 ° d i . d i - i + 2  ° d^  i »d  i - 1 ■ a d j , d  j _ ,  “ d j . d j
and is a (o’ixo'j) matrix given by
$i  j
0 0
0 0
... 
o
... 
o
a ,  ,dj , dj_., + i d i , d j
( 6 . 40a)
( 6 . 40b)
( 6 . 40c)
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T-ir £ r 
1 2 1 1 2
7
■ • 
o
• • 
o
• • 
o
. . 
o
■ • 
o
• • 
o
■ • 
o 0
1dl y  r7 i d 1‘ d l , 7 f2 i d 1 d 1 ,3 • • • 7 h f' i d ,  i
0 0 0 0
0 y  , 7  , T2d2 ' 2d ,  d 2 ,3 y  r 2 d 2 d 2 , nu
n„d
( 6 . 40d)
where Pjj are the elements of the matrix f ,  defined in (6.38d) and
LT ^  LL I  2  L  2 ( 6 . 40e)
From the controllable scaled DRDF matrices given in (6.40a-e), the number of 
multiplications (denoted by the number of non-zero and non-unity coefficients) 
required per output sample is
nu” ^
nunx + nx + nvnx + £ (nu- i ) (6.40f)
i = l
Therefore, from (6.36c) and (6.40f) it can be deducted that the controllable scaled 
MIMO-DRDF structure requires only nx more multiplications than would be required 
by the SISO direct form.
In the previous section, using theorem 5.2 the combine finite state and 
coefficient wordlength performance of a compensator implemented using the 
controllable scaled DRDF structure has been investigated by means of an illustrative 
example. In the following example, we examine the performance of a MIMO 
compensator implemented using the scaled DRDF structure and compare to the
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performance of compensators implemented using different structures.
Example 6.3 Consider the lO**1 order 2-input 2-output model of a 5-mode flexible 
(Euler-Bernolli) beam which can be described by realization (6.21 a-b) for nx=10 and 
nu=ny=2 and where the matrices <t>, V and L are given by (B.21), (B.22) and (B.23) 
respectively in appendix B and the covariances fi and A are given by (B.25) and 
(B.26) respectively. Consider as well the quadratic cost J* defined in (6.22) where 
the weighting matrices Q, M and R are respectively given by (B.28), (B.29) and 
(B.30).
The infinite precision Kalman filter and the controller gains Km and which 
minimizes the quadratic cost J* in (6.22) for q=0 in (6.20d) subject to the plant 
(6.21 a-b) are given by (B.33) and (B.34). The finite (state and coefficient) 
wordlength compensator in which the IRC term is incorporated is given by 
(6.29a-b). The scaled DRDF structure was derived by means of theorem 6.2 where 
the scaling matrix S defined in (6.39a) was selected such that every compensator 
state is unity C2-scaled with respect to the first input (ye(k))v
w ordlength
Be
J*(10-5 )
d e fa u lt sca le d  DRDF DF
20 4.9138 4.9883 5.1134
18 4.9169 5.7367 5.9232
16 5.6372 6.8240 u
14 u u u
Table 6.3 The FWL performance of MIMO compensators implemented using
a. Default structure
b. Controllable scaled DRDF structure
c. Controllable direct form (DF) structure
For fixed state wordlength B=10, the performance index J* in (6.26) was computed 
for different value of coefficient wordlength Bc , for the compensator (6.29a-b) and
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for the gains and G«,. As a comparison, we also computed the quadratic cost J*
for the default and the direct form structures where both structures are unity 
C2-scaled (with respect to the first input (Ye(k))v The results are presented in table 
6.3. The notation u in table 6.3 means the quadratic cost J* is not well defined 
since the resulting closed-loop system is no longer stable due to coefficient 
quantization for a certain coefficient wordlength Bc.
6.4 CONCLUSIONS
In this chapter, we have examined the compensator implementation using delay 
replaced direct form (DRDF) structures. The idea of using delay replacement in 
direct form is not new, it is very well known in digital filtering. The low complexity 
property of DRDF structure can be deduced directly from the corresponding 
representation while the low sensitivity to the coefficient change due to finite 
coefficient wordlength property has been illustrated by means of examples. We have 
considered the implementation of both the single-input single-output (SISO) and the 
multi-input multi-output (MIMO) DRDF structures. In both cases, we have 
developed the procedures which can be used to obtain a certain DRDF structure 
directly from the given default structure.
The low complexity property of the scaled DRDF structures can be shown by 
the number of multiplications required per output sample. For the scaled 
SISO-DRDF structure, the required number of multiplications is 3nx where nx is the 
dimension of the compensator state. This implies that the scaled SISO-DRDF 
structure requires nx more multiplications than would be required by the direct form 
structure. For the (controllable) scaled MIMO-DRDF structure, the required number 
of multiplications required per output sample is
nu- l
nxnu + nx + nxny + £ (nu- i )
i= l
where nu and ny are the dimension of the compensator input and output
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respectively. As for the scaled SISO-DRDF structure, the scaled MIMO-DRDF 
structure also requires nx more multiplications than would be required by the MIMO 
direct form structure. For the 2-input 2-output lO ^-order model used in 
example 6.3, the required number of multiplications per output sample is 41 for the 
direct form structure and is 51 for the scaled (controllable) DRDF structure. Note 
that the maximum number of multiplications required per output sample for this 
particular model is 140.
The FWL performance of a SISO-DRDF structure is compatible with the 
default structure as depicted in table 6.2 even though its FSWL performance is worst 
(see table 6.1). In fact, this example reflects the low sensitivity property of the 
DRDF structure.
In the flexible beam example, the FWL performance of the scaled
MIMO-DRDF structure is not as good as the FW^ L performance of the default 
structure. This is due to the fact that the default structure is already in a special 
form (ie. block form) which is ‘close’ to the optimal form.
CHAPTER 7
SUMMARY, CONCLUSIONS AND 
DIRECTIONS FOR FUTURE RESEARCH
The thesis concerns with the cyclostationary and the finite wordlength issues 
which are particularly relevant for the fast rate digital control systems. It _can 
roughly be divided into two parts. The first part (chapters 2, 3 and 4) discusses the 
consequences of cyclostationary processes on the digital control design. Some methods 
of characterizing cyclostationary processes and improving intersample behavior of 
digitally controlled continuous-time systems is proposed and non-synchronous and 
multirate optimal state prediction are investigated. The second part (chapters 5 and 
6) examines finite fixed-point wordlength nature of the implementation on the design 
of the Kalman filter and controller gains. The implementation of a low complexity -  
low sensitivity compensator is investigated.
In chapter 2, we considered the translational and the harmonic series 
representations of WSCS processes. In particular, we developed a state space 
translational representation of WSCS processes and used it to characterize two classes 
of first and second order processes. For a high damping factor T, the
continuous-time characteristics of the covariance fi(5) are similar to the curves of 
the covariance of first order systems for wn=2ß, where ß and wn are respectively 
the time constant and the natural frequency of the model (see Fig.2.3 and Fig.2.4). 
It is postulated that for an N^-order overdamped system, the characteristics of the 
covariance function fi(6) are described by wn=N0. This approximation requires 
further investigation. A first order approximation of a high order harmonic series
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representation examined in this chapter. Numerical results revealed (see Fig.2.4) that 
a first order fi(6) is a good approximation of fi(5) for wn<TT^1 and T<1 where 
Tc is sampling period. This demands further justification.
In chapter 3, we examined the consequences of the cyclostationary process 
disturbance and measurement noise on the state prediction problem. When the period 
of the statistical properties of the cyclostationary disturbances and the control 
sampling period are equal, we showed that the optimal state prediction is not 
generally achieved by a synchronous control and output sampling. In both the single 
and multirate cases, investigation was carried out under the assumption that the 
process disturbance and the measurement noise are cyclostationary of period 
T ^ T ^ T j. .  Generally speaking, the state prediction that we explored in this chapter 
is limited to a special class (ie. T(0=T^=TC) even though it is more general than the 
conventional state prediction problem.
In chapter 4, a quadratic cost function which takes the intersample 
characteristics into account was proposed and minimized. Specifically, we showed that 
the proposed minimax quadratic problem is a well defined problem; that is by 
showing that the controllability and the observability conditions are well preserved. 
Therefore, more results are needed in order to establish a similar result for the 
general case. In the case of output variance regulation, we showed that the MMVR 
can significantly improve the intersample behavior of the digitally controlled 
continuous-time systems. For the examples considered in chapter 4, the algorithm 
4.1 converges after 2 updates (<5) of with initial 6 0=0.5. The convergence of 
this algorithm requires an analytical justification. We were unable to illustrate the 
use of a more general MMVR even though theoretically it can be accomplished by 
including several internal weightings which corresponds to N>1 in the quadratic cost 
(4.19a-b).
In chapter 5, we considered the finite wordlength LQG regulator design. We 
investigated the optimum fixed-point FWL-LQG regulator which involves the 
optimum Kalman filter and the optimum controller gains and the optimum
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compensator structure. We showed that the finite state wordlength nature of the 
implementation should be taken into consideration when selecting the predictor and 
controller gains. The inclusion of the integer residue correction (IRC) scheme has 
been shown to improve the compensator performance. The main difficulty that we 
faced in approaching the finite state wordlength problem for a fixed structure (see 
FSWL design 1 of section 5.3) is that the state prediction and control problems are 
not separable. The FSWL Kalman filter design discussed in [Williamson (1985)] 
provides a nice expression for the optimal estimation gain. The FWL-MVR design 
which is a special case of the FWL-LQG design is more likely to be an issue that 
can be explored analytically. In particular for a single-input single-output system, we 
were able to obtain a sufficient condition for the compensator gain to be optimum. 
Further work on this subject may lead to useful result.
The optimum FWL-LQG regulator has been designed subject to the unity 
j22-scaling constraint. This approach however, ignores additional scaling that is
generally required in order to handle initial condition type disturbance transients for 
which fi^-scaling is more appropriate. There are many considerations that contribute 
to the selection of scaling factors [Hwang (1975), Moroney et. al (1983)]. In
practice, simulation studies would most likely aid this process. When greater dynamic 
range is required, for example to handle the transient dynamics or the tracking 
problem, the block-floating-point arithmetic [Oppenheim (1970), Heath et. al (1979) 
and Williamson et. al (1985)] can be used to replace the fixed point arithmetic. We 
have not explore the use of the block-floating-point arithmetic for control.
The coefficient wordlength consideration in the LQG regulator has also been 
addressed in chapter 5. We have derived an analytical expression of the degradation 
on the compensator performance due to a finite coefficient wordlength
implementation. This result is similar to the result described in [Sasahara et. al
(1984)] even though it was derived independently. Ours and theirs were derived
based on the same source [Kawamata and Higuchi (1985)].
The round-off noise (due to the state quantization) analysis presented in
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chapter 5 relies heavily on the validity of the additive noise model for round-off 
quantization. The model however, is no longer valid if the limit cycles produced by 
the quantization non-linearities exist and are significant. There are two types of limit 
cycles; namely the quantizer limit cycles and the overflow limit cycles [Kaiser 
(1976)]. In digital filtering, it has been shown that the influence of the overflow 
limit cycles on the performance is stronger than that of the quantizer limit cycles. 
However, the limit cycles may not be an important subject in the FWL-LQG design 
since the ‘whiteness’ of the process disturbance and of the measurement noise may 
obviate the occurrence of the limit cycles [Moroney (1983)]. In this thesis, we have 
not examined the effects of the limit cycles on the performance of the FWL-LQG 
regulators.
In chapter 6, we examined the implementation of a low complexity -  
low sensitivity compensator. The scaled single-input single-output (SISO) DRDF 
structure which was originally developed in digital filtering [Williamson (1987)] is a 
structure which has both the low complexity and the low sensitivity properties. We 
extended the procedures so that the scaled DRDF structure can be derived directly 
from the default structure. This is more convenient for control applications. The 
round-off noise and the coefficient sensitivity performance of the scaled SISO-DRDF 
structure has been examined and compared to the performance of other structures 
including the default, the direct form and the optimum (ie. the minimum round-off 
noise) structures.
The implementation of a multi-input multi-output (MIMO) DRDF structure was 
also examined in chapter 6. We showed that a simple extension of the procedures 
for deriving the scaled SISO-DRDF structure gives the MIMO version of the 
procedures. The FWL performance of the scaled MIMO-DRDF structure has also 
been investigated. As for the SISO-DRDF structure, the MIMO-DRDF structure 
requires only nx (ie. the order of the compensator realization) more multiplication 
than would be required by the corresponding MIMO direct form structure. However, 
unlike the SISO-DRDF structure, the MIMO-DRDF representation is not unique,
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and is determined by the selection of the controllability indices (described in 
lemma 6.4). In fact the freedom in selecting the controllability indices a\ (and hence 
the MIMO-DRDF structure) would be beneficial for control applications to meet 
certain objectives. We have not explored this issue in this thesis.
APPENDIX A
LONGITUDINAL CONTROL OF 
A MODERN TRANSPORT AEROPLANE
A longitudinal control of a modern transport aeroplane which can be modelled 
as a 5-input 2-output 9t*1-order continuous-time system is discussed in [Gangsaas 
et. al (1986)]. In this appendix, we consider a ö^-order single-input single-output 
minimal system which is a simplified version of the above model. The model carube 
described by the following state space representation
x ( t )  = Ax(t) + Bu(t) + o)(t) (A. l )
y ( t )  = Cx( t ) + rj(t) (A.2)
where the state x(t)eR5 are related to the physical variable as follows 
x ^ t)  = 20.1 ^ incremental forward velocity (ft/sec) 
x 2(t) = 1.19*angle of attack (deg) 
x 3(t) = 0.97*pitch rate (deg/s) 
x4(t) = 2.66*pitch angle (deg) 
x 5(t) = 1.23*elevator position (deg) 
x 6(t) = 0.76*servo position (deg)
where * denotes times and where Xj(t) is the i**1 element of the state vector x(t). 
The control input u(t)eR1 in (A.l) is the elevator command (deg) and the control 
output y(t)eR1 is the pitch rate (deg/s). The matrices A, B and C are given below. 
The system matrix A is a (6x6) matrix
- 7 . 0200D-03 6 . 3390D-01 5 . 1800D-03 -5.5566D-01 -6.1120D-02 0 . OOOCD+OO
- 1 . 6540D-02 - 3 . 8892D-01 1 .0057D+00 5 . 9100D-03 - 4 . 6320D-02 0 .OOOOD+OO
6 . 1000D-04 3 . 5210D-01 - 4 .7381D-01 0 .OOOOD+OO 1.7826D+00 0 . OOOOD + OO (A .3)
0 . OOOOD+OO 0 .OOOOD+OO 1 . OOOOD+OO 0 .OOOOD+OO 0 .OOOOD+OO 0 .OOOOD+OO
0 .OOOOD+OO 0 .OOOOD+OO 0 .OOOOD+OO 0 .OOOOD+OO - 2 . 0000D+01 2 . 00C0D+01
0 .OOOOD+OO 0 .OOOOD+OO 0 .OOOOD+OO 0 . OOOOD+OO 0 .OOOOD+OO -3 . OOOOD + Ol
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The input matrix B is a (6x1) column matrix
0 . O O O O D + O O  
0 . 0 0 0 0 D  +  0 0  
0 . 0 0 0 0 D  +  0 0  
0 . O O O O D + O O  
0 . 0 0 0 0 D + 0 0  
3 . 0 0 0 0 D + 0 1
(A.4)
The output matrix C is a (1x6) row matrix
0 . 0 0 0 0 D + 0 0 0 . O O O O D  +  OO 1 . O O O O D + O O  0 . 0 0 0 0 D + 0 0  0 . 0 0 0 0 D + 0 0  0 . O O O O D + O O  (A.5)
The continuous-time processes {o)(t),Tj(t);-°°<t<oo} in (A.l) and (A.2) are zero-mean
‘white’ noises having covariance
'W (t)'
[O)'(t) 17 ( t ) ] }
■nc o-
.0 A.
(A.6)
where the matrices and A are given below.
The process disturbance covariance matrix is a (6x6) matrix
0 . 0 0 0 0 D + 0 0 0 . 0 0 0 0 D + 0 0 0 . 0 0 0 0 D + 0 0 0 . O O O O D + O O 0  . O O O O D  +  OO 0  . O OO O D +  OO
0 . O O O O D + O O O . O O O O D + O O 0  . O O O O D + O O 0 . O O O O D + O O 0 . O O O O D + O O 0  . O O O O D  +  OO
0 . 0 0 0 0 D + 0 0 0 . 0 0 0 0 D + 0 0 0  . O O O O D + O O 0  . O O O O D + O O 0 . O O O O D + O O 0  . O O O O D  +  OO
0 . 0 0 0 0 D + 0 0 0 . 0 0 0 0 D + 0 0 0 . O O O O D + O O 0 . O O O O D  +  OO 0 . O O O O D + O O 0  . O O O O D + O O
0 . 0 0 0 0 D + 0 0 0 . O O O O D + O O 0  . O O O O D + O O 0  . O O O O D + O O 0 . O O O O D + O O 0 . O O O O D + O O
0 . 0 0 0 0 D + 0 0 0 . 0 0 0 0 D + 0 0 0 . O O O O D + O O 0 . O O O O D + O O 0 . O O O O D + O O 1 . O O O O D + O O
The measurement noise covariance A is a scalar
1 . 0 0 0 0 d - 0 6 (A.8)
Consider the following quadratic index Jc
J c
1 m
£{ lim — / [ x ' ( t ) C ^ x ( t )  + u ' ( t  )Rcu ( t ) ] dt
m-*» 2m -m
(A.9 )
where QCX) and ^ > 0  are given below.
213
The state weighting matrix QC=H"H where H is a (1X6) row matrix
2 . 5 0 0 0 D - 0 5  
5 . 8 3 9 5 D - 0 4  
8 . 6 0 0 0 D - 0 6  
0 . 0 0 0 0 D  + 0 0  
■ 7 . 0 6 5 0 D - 0 5  
0 . 0 0 0 0 D  + 0 0
5 .  8 3 9 5 D - 0 4  
1 . 3 6 4 0 D - 0 2  
- 2 . 0 0 8 8 D - 0 4  
0 . OOOOD+OO 
- 1 . 6 5 0 2 D - 0 3  
0 .OOOOD+OO
- 8 . 6 0 0 0 D - 0 6  
- 2 . 0 0 8 8 D - 0 4  
2 . 9 5 8 4 D - 0 6  
0 .OOOOD+OO 
2 . 4 3 0 4 D - 0 5  
0 .OOOOD+OO
0 . OOOOD + OO - 7 . 0  6 5 0 D - 0 5  
0 . OOOOD+OO - 1 . 6 5 0 2 D - 0 3  
0 . OOOOD + OO 2 . 4 3 0 4 D - 0 5  
0 . OOOOD + OO 0 . OOOOD + OO 
0 . OOOOD+OO 1 . 9 9 6 6 D - 0 4  
0 . OOOOD+OO 0 . OOOOD+OO
0 .OOOOD+OO 
0 .OOOOD + OO 
0 . OOOOD+OO 1 0 )
0 . OOOOD+OO '  ■
0 .OOOOD+OO 
0 .OOOOD+OO
Note that z(t)=Hx(t) represents the vertical acceleration of the aeroplane (g).
The control weighting factor is a scalar
1 . 0 0 0 0 D - 0 1  (A .11)
The objective of the control design is to control the pitch rate (ie. y(t) in 
(A.2) by using the elevator command u(t) in (A.l) such that the vertical acceleration 
z(t) is within the specified range. This goal can be achieved by minimizing the cost 
Jc in (A.9) subject to the system (A.l) and (A.2).
Assume the continuous-time model (A.l) and (A.2) is controlled digitally using 
a pulse-amplitude-modulation signal
00
u ( t )  = £ u(kTc )p ( t-k T c ) (A .13)
k = -o o
where p(t) is given by
rl fo r te (0 ,T c )
P ( t )  =
10 o t h e r w i s e
At the controlling instants t^=kTc, the discrete equivalent of the continuous-time 
system (A.l) and (A.2) can be written as follows
x ((k + l)T c ) = <$x(kTc ) + ru(kT c ) + oo(kTc ) (A. 14)
y(kTc ) = Lx(kTc ) + 77 (kT c ) (A. 15)
where the matrices V and L for Tc=0.02sec are given below.
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The system matrix <t> is a (6x6) matrix
COLUMNS 1 THRU 3
9 . 9 9 8 5 7 5 1 9 1 9 2 8 1 8 7 D - 0 1  
- 3 . 2 9 3 7 9 1 5 1 4 4 8 8 1 63D-04 
1 . 0  9 8 3 7 7 2 6 3 2 7 3 5 64D-05 
1 . 1 3 8 7 9 8 8 3 3 0 7 2 7 6 9 D - 0 7  
0 . O O O O O O O O O O O O O O O D + O O  
O . O O O O O O O O O O O O O O O D + O O
COLUMNS 4 THRU 6
- 1 . 1 1 1 1 6 6 4 5 8 0 6 2 1 7 4D-02 
1 . 1 9 5 7 7 0 2 3 4 2 1 6 5 1 2 D - 0 4  
3 . 5 0 5 2 5 5 1 8 9 2 4 8 4 66D-07 
1 . 0 0 0 0 0 0 0 0 2 3 3 3 2 8 8 D + 0 0  
0 . 0 0 0 0 0 0 - 0 0 0 0 0 0 0 00D+00 
O . O O O O O O O O O O O O O O O D + O O
1 . 2 6 2  832 3 92 420 97  5D-02 
9 . 9 2 3 1 9 9 2 4 5 7 2 6 5 63D- 01  
6 . 9 8 1 7 4 5 3 7 3 5 3 1 0 06D- 03  
7 . 0 0 1 7 5 9 9 8 1 1 0 6 0 5 9D- 0 5  
0 . O O O O O O O O O O O O O O O D + O O  
O . O O O O O O O O O O O O O O O D + O O
- 1 . 0 1 0 7 8 2 2 5 5 4 2 6 3 1 9D-03 
- 4 . 4 6 9 0 3 5 1 9 3 6 2 8 4 2 6D-04 
2 . 9 2 3 4 2 7 5 9 1 2 7 6 63 7D -0 2  
3 . 1 2 3 4 5 9 3 8 8 2 4 5 5 5 8D-04 
6 . 7 0 3 2 0 0 5 2 0 2 8 7 6 7 6 D - 0 1  
O . O O O OO OO OO OO OO OO D + OO
1 . 1 9 1 0 0 0 8 0 8 2 5 5 8 6 5 D - 0 4  
1 . 9 942 8 4 60 4536 20  9D-02 
9 . 9 0 6 3 8 7 5 5 3 0 0 7 5 3 0 D - 0 1  
1 . 9 9 0 6 0 0 5 1 9 7 3 6 2 9 5D-02 
O . O O O O O O O O O O O O O O O D + O O  
O . O O O O O O O O O O O O O O O D + O O
- 1 . 7 6 9 5 6 9 1 9 8 3 6 9 6 4 3 D - 0 4 
- 9 . 6 0 9 7 9 8 6 1 1 5 4 9 9 0 6D-05 
5 . 1 3 1 6 3 6 8 2 9 8 7 1 4 9 2 D - 0 3  
3 . 7 1 7 6 0 6 4 8 8 7 3 2 0 8 4D-05 
2 . 4 3 0 1 6 8 1 7 1 4  9207 0D-01 
5 . 4 8 8 1 1 6 4 3 4 5 4 1 6 4 1 D - 0 1
( A . 16)
The input matrix T is a (6x1) column matrix
- 3 . 8 3 9 9 1 5 3 9 5 8 0 7 9 87 D- 05  
- 2 . 3 1 0 9 7 5 4 5 7 5 6 1 8 80 D- 05
1 . 1 1 5 2 8 1 9 4 6 6 1 9 6 2 5D- 0 3  (A.  17)
5 . 8 5 6 9 7 7 9 8 2 0 8 3 9 4 5 D - 0 6  
8 . 6 6 6 3 1 3 0 8 2 2 0 2 5 4 6 D - 0 2  
4 . 5 1 1 8 8 3 5 6 5 4 5 8 3 5 9 D - 0 1
The output matrix L is a (1x6) row matrix
0 • 0 • 1.  0.  o . 0 . ( A . 18)
The covariance of discrete processes { w ( k T c ) , i 7 ( k T c ) : - o o < k < o o }  is given by
■w(kTc ) 
■ T?(kTc )
[üT(kTc ) rj ( kTc ) ] }
• f i  0  ■
.0 A /T c .
( A . 19)
The process disturbances covariance matrix fi is a (6x6) matrix
COLUMNS 1 THRU 3
1 . 3 9 8 2 3 1 2 8 4 6 8 5 6 8 6 D - 0 9  
8 . 1 6 1 5 5 0 0 7 2 0 2 0 2 0 8 D - 1 0  
- 4 . 0 5 9 1 3 3 2 6 6 8 9 4 668D- 08  
- 2 . 3 8 0 7 5 4 7 4 8 9 8 2 3 1 7 D - 1 0  
- 2 . 554 633 47707  7 88 2D- 0 6 
- 8 . 2 8 2 7 1 3 9 2 3 7 7 3 4 5 1 D - 0 6
COLUMNS 4 THRU 6
- 2 . 3 8 0 7 5 4 7 4 9 9 8 2 3 17D-10 
- 1 . 3 7 4 7 3 6 1 9 2 5 7 4 4 7 5D-10 
6 . 9 1 0 2 9 9 8 5 3 1 9 2 6 1 3 D - 0 9  
4 . 1 9 9 7 9 6 8 4 9 5 2 6 0 7 4 D - 1 1  
4 . 1 1 0 1 5 6 8 5 5 8 1 3 9 5 3 D - 0 7  
1 . 2 1 9 1 6 6 5 3 5 8 5 6 2 3 4 D - 0 6
8 . 1 6 1 5 5 0 0 7 2 0 2 0 2 0 8 D - 1 0  
4 . 7 7 9 1 8 1 7 0 6 8 2 4 6 2 8 D - 1 0  
- 2 . 3 6 9 4 5 4 7 0 8 8 0 6 9 8 8 D - 0 8 
- 1 . 3 7 4 7 3 6 1 9 2 5 7 4 4 7 5 D - 1 0  
- 1 . 5 1 5 6 2 8 3 3 6 7 0 7 4 3 0 D - 0 6  
- 5 . 0 2 9 9 3 1 7 0 6 1 3 9 7 6 9 D - 0 6
- 2 . 5 5 4 6 3 3 4 7 7 0 7 7 8 8 2 D - 0 6  
- 1 . 5 1 5 6 2 8 3 8 6 7 0 7 4 3 0 D - 0 6  
7 . 4 1 8 1 0 7 9 1 7 3 8 4 9 0 4 D - 0 5  
4 . 1 1 0 1 5 6 8 5 5 8 1 3 9 5 3 D - 0 7  
5 . 1 4 8 6 6 7 1 4 9 1 3 4 1 0 8 D - 0 3  
1 . 9 9 1 2 9 6 0 8 3 4 7 8 7 3 1 D - 0 2
- 4 . 0 5 9 1 3 3 2 6 6 8 9 4 6 6 8 D - 0 8  
- 2 . 3 6 9 4 5 4 7 0 8 8 0 6 9 8 8 D - 0 8  
1 . 1 7 8 3 8 6 9 8 3 8 0 3 1 2 1 D - 0 6  
6 . 9 1 0 2 9 9 8 5 3 1 9 2 6 1 3D-09 
7 . 4 1 8 1 0 7 9 1 7 3 8 4 9 0 4 D - 0 5  
2 . 4 0 6 0 1 5 7 8 6 2 9 1 1 6 2 D - 0 4
- 8 .2 8 2 7 1 3 9 2 3 7 7 3 4 5 2 D - 0  6 
- 5 . 0 2 9 9 3 1 7 0  61397 6 9 D - 0 6 
2 . 4 0 6 0 1 5 7 8 6 2 9 1 1 6 2 D - 0 4  
1 . 2 1 9 1 6 6 5 3 5 8 5 6 2 3 4 D - 0 6  
1 . 9 9 1 2 9 6 0 8 3 4 7 8 7 3 1 D - 0 2  
1 . 1 6 4 6 7 6 3 1 3 5 1 4 9 7 8 0 - 0 1
( A . 20)
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The measurement noise covariance A/Tc
( A. 21)
5 . 0 0 0 0 0 0 0 0 OOOOOOOD-05
The discrete-time version Jd of the continuous-time cost Jc in (A.9) for a 
sampling period Tc is given by
1 n
Jd = U l i m  -----  (kTc )qjx(kT c ) +
n-y» 2n k=-n
2x"(kTc )Mdu(kTc ) + u '(k T c )Rdu(kTc ) ]} ( A . 22)
where the weighting matrices QdX), Md and R^>0  for Tc=0.02sec are given below.
The state weighting matrix Qd is a (6x6) matrix
COLUMNS 1 THRU 3
2 . 4 8 0 4 2 5 4 1 8 5 9 0 3 2 7 D - 0 5  
5 . 7 9 5 4 5 0 1 5 8 8 5 2 1 2 0 D - 0 4  
- 2 . 7 1 5 7 3 7 4 0 2 0 9 4 9 4 4 D - 0 6 
- 1 . 0 3 5 7 9 0 9 7 5 8 9 8 2 2 6D-07  
- 5 . 8 3 3 6 5 2 2 4 9 5 9 4 5 0 7 D - 0 5  
- 1 . 0 1 9 3 3 2 5 3 2 6 0 7 2 7  ID- 05
COLUMNS 4 THRU 6
- 1 . 0357 90 97 58 9822 6D-07  
- 2 . 4 2 0 3 4 2 7 7 2 2 7 1 5 3 5 D - 0 6  
3 . 1 9 2 5 4 8 6 3 7 0 4 8 2 9 1 D - 0 9  
5 . 7 7 8 3 6 0 7 6 3 8 3 0 4 6 ÖD- 1 0  
2 . 2 8 1 2 9 2 2 5 5 2 8 8 4 0 4 D - 0 7  
5 . 4 4 7 1 7 1 1 7 2 3 7 9 3 6 4 D - 0 8
5 . 7 9 5 4 5 0 1 5 8 8 5 2 1 2 0D-04  
1 . 3 5 4 0 9 2 0 5 6 4 5 1 6 3 0 D - 0 2  
- 6 . 3 4 3 8 8 3 4 3 1 2 7 2 638D- 05  
- 2 . 4 2 0 3 4 2 7 7 2 2 7 1 5 3 5 D - 0 6 
- 1 . 3 6 2 9 9 1 9 0 5 5 3 2 932D- 03  
- 2 . 3 8 1 8 4 3 1 6 1 5 2 0 2 8 7 D - 0 4
- 5 . 8 3 3 6 5 2 2 4 9 5 9 4 5 0 7 D - 0 5  
- 1 . 3 6 2 9 9 1 9 0 5 5 3 2 932D- 03  
7 . 2 5 4 9 3 3 6 0 1 1 9 1 3 8 8D-06  
2 . 2 8 1 2 9 2 2 5 5 2 8 8 405D- 07  
1 . 3 8 8 5 2 5 0 8 0 3 5 2 6 8 4 D - 0 4  
2 . 2 6 9 6 4 0 5 5 0 6 1 8 7 90D- 05
- 2 . 7 1 5 7 3 7 4 0 2 0 9 4 9 4 3 D - 0 6  
- 6 . 3 4  3 8 8 3 4 3 1 2 7 2 638D- 05  
7 . 5 4 2 3 3 3 2 7 7 8 7 351 3D- 07  
3 . 1 9 2 5 4 8 6 3 7 0 4 8 2 9 ID- 09  
7 . 2 5 4 9 3 3 6 0 1 1 9 1 3 8 8 D - 0 6  
4 . 4 8 3 0 8 3 6 7 5 9 3 8 7 1 8 D - 0 7
- 1 . 0 1 9 3 3 2 5 3 2 6 0 7 2 7 1 D - 0 5 
- 2 . 3 8 1 8 4 3 1 6 1 5 2 0 2 87D-04  
4 . 4 8 3 0 8 3 6 7 5 9 3 8 7 1 9D-07  
5 . 4 4 7 1 7 1 1 7 2 3 7 9 3  6 4 D - 0 8 
2 . 2 6 9 6 4 0 5 5 0 6 1 8 7 9 0D-05  
5 . 1 8 4 7 8 5 7 4 9 0 8 8 4 4 8 D - 0 6
( A . 23)
The cross input-state weighting Md is a (6x1) column matrix
- 2 . 2 0 9 3 3 6 5 1 7 9 1 3  4 8 7 D - 0 6 
- 5 . 1 6 2 8 0 4 5 2 6 7 2 3 9 7 0D-05  
- 6 . 0 5 7 2 4 3 1 3 2 5 3 3 7 8 OD-O9 
1 . 3 6 4 8 7 4 2 8 3 5 0 0 7 83D-08  
4 . 7 2 9 8 3 7 3 5 4 7 5 5 1 7 7 D - 0 6  
1 . 2 5 9 4 3 7 0 2 5 1 3 9 3 1 1 D - 0 6
( A . 24)
The input weighting is a scalar
1 . 0 0 0 0 0 3 3 7 2 4 5 8 1 92D-01
( A . 25)
The compensator which minimizes the cost Jd in (A.22) subject to the system 
(A.14) and (A.15) is governed by
( A . 26)x ( ( k + l ) T c ) = 4>x(kTc ) + ru(kT c ) + K(y(kTc ) -Lx(kTc ))  
u(kTc ) = - Cx(kTc ) ( A . 27)
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where the matrices 4>, V and L are respectively given by (A.16), (A.17) and (A.18) 
and the matrices K and G are respectively the Kalman filter and the controller 
gains. From the matrices 4>, L, fi and A/Tc defined in (A.16), (A.18), (A.20) and 
(A.21) the Kalman filter gain K in (A.26) can be computed [Anderson and Moore 
(1979)].
The Kalman filter gain K is a (6x1) column matrix
- 2 . 4 1 8 4 4 3 3 5 7 2 9 7 4 7 5 D - 0 1  
2 . 0 9 0 5 7 5 4 0 9 8 0 4 3 30 D- 0 2
5 . 4 0 9 4 1 5 4 7 0 1 2 9 2 0 7 D - 0 1  ~ o \
4 . 0 3 3 1 2 5 9 6 7 7 2 1 0 4 0 D - 0 2  ( . A. ZÖJ
2 . 930 452 3581 22 123 D + 00 
1 . 3 8 7 9 9 2 6 9 9 9 9 2 2 7 7 D  + 00
From the matrices <t>, T, Q^, and R d e f i n e d  in (A.16), (A.17), (A.23), (A.24) 
and (A.25) respectively, the controller gain G in (A.27) can be calculated [Äström
and Wittenmark (1984)].
The controller gain G is a (1x6) row matrix
(A.29)
COLUMNS 1 THRU 3
1 .071682758Q94060D-0S 3.0582223141397SSD-01 4.567920267701158D-01
COLUMNS 4 THRU 6
5 . 9 8 0 3 4 2 1 8 6 0 7 2 2 8 7 D - 0 2  3 . 9 7 6 5 3 8 2 7 6 5 9 1 6 8 1 D - 0 2  2 . 6 2 2 7 8 6 3 7 4 4 5 4 1 0 4 D - 0 2
APPENDIX B
AN EULER-BERNOULLI BEAM
In this appendix, we describe a mathematical model of a flexible simply 
supported (Euler-Bernoulli) beam [Bateman (1964)]. Consider the simply supported 
beam depicted in Fig.B.l
0.2L
Fig.B.l A simply supported beam
For simplicity, the shear deformation and rotary inertia effects are assumed to be 
negligible. This is the so called Euler-Bernoulli beam. The parameters of the beam 
are given by
a. The length of the beam L=x
b. The (uniform) mass density p=2/L
c. The modulus elasticity EI=p, where E and I are respectively Young’s 
modulus and the moment of inertia of the cross section of the beam about a 
horizontal line.
The equations of motion of the beam can be described as follows
d j ( t )  + 2 r wj d j ( t )  + W{ 2d|  ( t ) = b j ( u ( t )  + oo ( t ) ) (B. 1)
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where dj(t) represents the first derivative of dj(t) with respect to t where dj(t) is the 
i1*1 mode deflection of the beam, wj is the i**1 natural frequency of the beam and f  
is damping ratio and where 
r = 0.005
vq = ( E I / p ) £ ( i x / L ) 2 = i 2
b { = [V'i (0.2L)  <p(L) ] (B . 2)
* j ( 0 . 2 L )  = s i n ( 0 . 2 L i ) (B.3)
(pj (L) = i c os ( L i )  (B.4)
and u(t) and o>(t) are respectively the actuator signal and the actuator noise. The 
actuator signal u(t) is a vector of the form
u ( t )
u, ( t ) '
U2 (t).
where u ,(t) and u 2(t) represent the force at location r 1=0.2L and the torque at 
location r 2=L, respectively. The output of the model are given by
N
y ( t )  = 2 c j d j ( t ) ( B .5)
i = l
where N is the number of mode, dj(t) is defined in (B .l) and q  is given by
c i =
’ < p i  ( 0 )  ■ 
(0.6L) .
( B . 6)
^i(O) = i ( B . 7)
V'jCO.öL) = s i n ( 0 . 6 L i )  (B.8)
The first 5 mode shapes of the beam are shown in Fig.B.2.
The state space representation of the Euler-Bernoulli beam for N=5 can be 
derived from the equations of motion (B .l) and (B.5), results in a lO ^-order 
2-input 2-output continuous-time model described by
x ( t )  = A x ( t ) + B ( u ( t ) + u ( t ) )  ( B . 9a)
y ( t )  = Cx( t )  + ri( t )  ( B . 9b)
where the state x(t)eR1 °, the input u(t)eR2 and the output y(t)eR2.
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P l o t
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L e n g t h
Fig,B.2 Mode shapes for the Euler-Bemoulli beam
The processes {a>(t),i7(t):-oo<t<oo} in (B.9a-b) are assumed to be independent 
mean ‘white’ noise processes having covariance
n
■u(t)* 
■r?( t) .
[w' ( t )  T) ( t )  ]} =
■nc o-
.0 A.
(B
where
f i c  =  1 o - 3 1 2 
A = 10-612
where I 2 is a (2x2) identity matrix. The matrices A, B and C in (B.9a-b) are
zero
. 10)
given
below.
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The system matrix A is a (10x10) matrix of the form
1 1 i
0 A.
where for i=l,2,...,5
Ai i
0 1 
- w i 2 -2fwj
where W j= i2 and f =0.005.
0
0
The input matrix B is a (10x2) matrix of the form
b2
where for i=l,2,...,5
B i =
0 0 
* { ( 0 . 2 L )  ^ i ( L )
where ^j(0.2L) and ^(L) are defined in (B.3) and (B.4). 
The output matrix C is a (2x10) matrix of the form 
C = [C, C2 . . .  C5]
where for i=l ,2_ ,5
Ci  =
■ * i ( 0 )
( 0 . 6 L )
o-
0.
( B . 11)
( B . 1 2 )
( B . 1 3 )
(B.14)
( B . 1 5 )
( B . 16)
where < (^0) and 'J'j(O.öL) are defined in (B.7) and (B.8).
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The purpose of the control design is to minimize the variance of output y(t)
£ ( y ( t ) y ' ( t ) } (B.17)
The criterion (B.17) can be restated as a continuous-time quadratic cost J c as 
follows
1 n
J c = $ { 1 im ----  / [ x " ( t ) ( ^ x ( t )  + u'  (t  )Rcu( t  ) ] d t } (B. 18)
n-*» 2n -n
with Qc=C'C where C is defined in (B.15) and 1^=0.00512 where I 2 is a (2x2) 
identity matrix.
The discrete equivalent of the continuous-time system (B.9) for a sampling 
period Tc=0.02sec is given by
x( ( k+ l ) Tc ) = $x(kTc ) + Tu(kTc ) + o(kTc ) (B.19)
y(kTc ) = Lx(kTc ) + rj (kT c ) (B.20)
where the matrices T and L are given below.
The system matrix <t> is a (10x10) matrix of the form
* , i  0
* 0 ^ 2 2  ' • •  U
0 0 4>,
( B . 21)
$ 1 1
9 . 9 9 8 0 0 0 2 0 0 0 7 6 5 0 4D- 0 1  1 . 9 9 9 6 6 6 6 5 1 3 1 2 6 3 7 D - 0 2
■ 1 . 9 9 9 6 6 6 6 5 1 3 1 2 6 3 7 D - 0 2  9 . 9 9 6 0 0 0 5 3 3 4 2 5 1 9 ID- 01
9 . 9 9 2 0 0 2 1 3 3 3 5 6 6 0 9 0 - 0 1  
• 7 . 9 9 6 2 6 7 2 9 8 6 2 0 7 48D-02
1 . 9 9 9 0 6 6 8 2 4 6 5 5 1 8 7 D - 0 2  
9 . 9 8 8 0 0 3 9 9 9 7 0 7 2 9 9 D - 0 1
9 . 9 8 2 0 0 8 9 9 8 3 2 0 4 0 6 D - 0 1  
- 1 . 7 9 8 3 3 0 5 8 6 1 1 3 8 8 9 D - 0 1
1 . 9 9 8 2 C 0 6 5 1 2 3 7 6 5 4 D - 0 2  
9 . 9 7 6 0 1 4 3 9 6 3 6 6 6 9 3 D - 0 1
9 . 9 6 8 0 2 5 5 9 0 6 2 2 5 5 5 D - 0 1  
- 3 . 1 9 5 3 0 9 3 9 3 3 6 1 2 1 3 D - 0 1
1 . 9 9 7 0 6 8 3 7 0 8 5 0 7 6 1 D - 0 2  
9 . 9 6 0 0 3 7 3 1 7 1 3 9 1 5 2 D - 0 1
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9 . 9 5 0 0 5 8 3 0 0 8 5 4 8 7 5 D - 0 1  1 . 9 9 5 6 7 0 2 8 7 0 8 4 8 4 0 D - 0 2
- 4 . 9 8 9 1 7 5 7 1 7 7 1 2 1 0 1 D - 0 1  9 . 9 4 0 0 7 9 9 4 9 4 1 9 4 5 1 D - 0 1
The input matrix V is a (10x2) matrix
1 . 9 7 5 1 7 9 0 6 7 9 6 0 2 5 2 D - 0 4  
1 . 9 7 5 0 4 7 4 3 6 5 7 8 4 1 4 D - 0 2  
6 . 1 7 8 6 9 1 7 7 8 8 8 0 7 7 0 D - 0 5  
6 . 1 7 7 4 5 6 2 1 7 0 9 6 1 6 0 D - 0 3  
- 1 . 7 8 1 1 2 2 2 0 8 1 3 3 5 5 1 D - 0 4 
- 1 . 7 8 0 4 0 9 8 1 6 8 9 0 1 9 6 D - 0 2  
- 1 . 1 7 4 6 3 0 3 9 2 6 7 6 5 2 6 D - 0 4  
- 1 . 1 7 3 8 4 7 3 3 6 2 0 5 8 3 3 D - 0 2  
1 . 4 1 2 5 6 4 5 6 5 1 7 9 8 4 5 D - 0 4  
1 . 4 1 1 1 5 1 9 9 3 0 1 0 1 9 5 0 - 0 2
1 . 6 1 7 8 7 2 1 2 3 4 5 8 1 5 1 D - 0 4  
1 .  6 1 7 7 6 4 3 0 3 9 9 6 7 6 5 D - 0 2  
1 . 9 0 1 6 0 5 7 9 6 9 1 4 1 4 2 D - 0 4  
1 . 9 0 1 2 2 5 5 3 0 0 9 7 7 7 7 D - 0 2  
6 . 1 7 7 2 5 0 2 9 4 2 4 7 4 5 3 D - 0 5  
6 . 1 7 4 7 7 9 5 9 4 0 3 5 2 2 6 D - 0 3  
- 1 . 1 7 4 6 3 0 3 9 2 6 7 6 5 2 6 D - 0 4 
- 1 . 1 7  38 47 3 3 6 2 0 5 8 3 3 D - 0 2  
- 1 . 9 9 7 6 6 7 9 6 5 8 0 4 9 9 1 D - 0 4  
- 1 . 9 9 5 6 7 0 2 8 7 0 8 4 8 4 0 D - 0 2
(B.22)
The output matrix L is a (2x10) matrix
COLUMNS 1 THRU 3
0 . 000000000000000D+00 
0 . 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 D+ 00
COLUMNS 4 THRU 6
3 . 0 9 0 1 6 9 9 4 3 7 4 9 4 7 5 D - 0 1  
9 . 5 1 0 5 6 5 1 6 2 9 5 1 5 3 6 0 - 0 1
COLUMNS 7 THRU 9
0 . OOOOOOOOOOOOOOOD + OO 
0 . 0 0 0 0 0 0  00 00 00 00  0D + 00
COLUMNS 10 THRU 10
7 . 0 7 1 0  67 9 1 1 8  65 47 4 D - 0 1  
- 1 . OOOOOOOOOOOOOOOD+OO
9 . 8 7 6 8 8 3 4 0 5 9 5 1 3 7 7 D - 0 1  
8 . 0 9 0 1 6 9 9 4 3 7 4 9 4 7 4 D - 0 1
0 . O O O O O O O O O O O O O O O D + O O  
0 . O O O O O O O O O O O O O O O D + O O
- 5 . 8 7 7 8 5 2 5 2 2 9 2 4 7 3 2 D - 0 1  
- 5 . 8 7 7 8 5 2 5 2 2 9 2 4 7 3 2 D - 0 1
0 . 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 D + 0 0  
0 . O O O O O O O O O O O O O O O D + O O
- 8 . 9 1 0 0  6 5 2 4 1 8 8 3 6 7 8 D - 0 1  
3 . 0  9 0 1 6 9 9 4 3 7 4 9 4 7 4 D - 0 1
0 . 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . J + 00  
0 . O O O O O O O O O O O O O O O D + O O
( B . 2 3 )
The covariance of the discrete processes {a)(kTc) , 7 7(kTc):-a><k<<»} is given by
£ {
u(kTc )
>,(kTc )
[u '(kTc ) i f ( k T c )]>
a  0
0 A/Tc
( B- 24)
where the covariance Q and A/Tc are given below.
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The covariance 0  is a (10x10) matrix
COLUMNS 1 THRU 3 
4 .  3 4 5 7 6 5 0 5 6 6 7 4 7 1 0 D - 0 9  
3 . 2 5 8 9 8 7 0 0 5 5 6 7 6 0 6 D - 0 7  
2 . 8 6 4 4 7 1 3 4 4 3 6 3 6 8 1 D - 0 9  
2 . 1 4 7 6 1 9 4 9 4 5 7 3 0 6 4 D - 0 7  
- 1 . 6 7 8 9 2 2 3 7 4 3 4 6 3 1 3 D - 0 9  
- 1 . 2 5 8 3 1 0 3 1 7 7 6 7 5 4 6D-07 
- 2 . 8 1 3 2 3 5 5 2 2 2 5 6 7 2 8 D - 0 9  
- 2 . 107 4 4 0 1 9 7 2 5 9 0 1 5 D - 0 7  
- 2 . 9 4 5 3 6 4 5 4 6 9 1 1 6 6 6 D - 1 0  
- 2 . 2 0 5 0 9 7 9 6 0 4 7 9 2 3 I D- 0 8
COLUMNS .. 4 THRU 6
2 . 1 4 7 6 1 9 4 9 4 5 7 3 0 6 4 D - 0 7  
2 . 1 4 7 9 0 6 0 3 5 3 4 2 7 2 2 D - 0 5  
1 . 9 9 8 1 3 4 1 7 3 9 1 7 1 9 3 D - 0 7  
1 . 9 9 8 1 3 4 4 2 0 9 3 4 5 2 1 D - 0 5  
3 . 7 0 6 9 6 6 4 0 9 2 2 2 7 6 4 0 - 0 9  
3 . 7 0 6 2 2 5 6 5 8 0 0 2 9 9 7 D - 0 7  
- 1 . 4 7 9 1 3 4 3 9 1 7 2 9 1 3 4 D - 0 7  
- 1 . 4 7 8 4 4 4 4 6 7 1 3 0 8 1 7 D - 0 5  
- 1 . 4 6 2 4 1 3 6 7 1 1 0 0 7 7 4 D - 0 7  
- 1 . 4 6 1 2 4 4 1 4 2 5 2 8 9 1 2 D - 0 5
COLUMNS 7 THRU 9 
- 2 . 8 1 3 2 3 5 5 2 2 2 5  6 7 2 8 D - 0 9 
- 2 . 10 9972 4 82 0 51 5 0 3 D- 0 7  
- 1 . 9 7 2 6 0 6 4 1 7 9 8 2 6 5 9 D - 0 9  
- 1 . 47 913 43 9172 913 4D-07 
9 . 1 0 8 3 6 2 6 9 4 2 9 4 8 9 3 D - 1 0  
6 . 8 2 7 3 4 4 7 2 8 0 8 9 6 4 9 D - 0 8  
1 . 8 3 9 1 6 0 6 4 0 5 0 2 4 8 3 D - 0 9  
1 . 3 7 7 9 1 7 6 3 0 1 1 8 5 8 6 D - 0 7  
4 . 5 8 0 2 7 3 2 2 9 5 8 1 1 2 1 D - 1 0  
3 . 4 2 9 5 3 0 8 0 5 4 0 0 7 3 5 D - 0 8
COLUMNS 10 THRU 10 
- 2 . 20  50 97 9 60 47 92 31D- 0 8 
- 2 .2 07 16 0 68 5505 602D-0 6 
- 1 . 4  600727  9337 437 9 0 - 0 7  
- 1 .  4 6 1 2 4 4 1 4 2 5 2 8 91 2D- 05  
- 1 . 8 7 1 2 3 0 6 7 6 0 3 6 2 8 4 D - 0 7  
- 1 . 8 7 2 3 5 8 0 6 6 0 0 9 9 6 5D- 0 5  
3 . 4 2 9 5 3 0 8 0 5 4 0 0 7 3 5 D - 0 3  
3 . 4 3 0 6 8 3 5 4 2 8 8 0 5 4 7 D - 0 6  
2 . 9 8 7 0 2 5 0 5 3 9 9 5 8 7 9 D - 0 7  
2 . 9 8 7 0 3 4 4 4 8 1 7 1 2 4 2 D - 0 5
3 . 2 5 8 9 8 7 0 0 5 5 6 7 6 0 6D-07 
3 . 2 58 9870 4 98 4555 6D-05 
2 . 1 4 8 1 9 2 4 0 0 2 9 8 7 6 0 D - 0 7  
2 . 1 4 7 9 0 6 0 3 5 3 4 2 7 2 2 D - 0 5  
- 1 . 2 5 9 1 4 9 8 3 8 2 7 9 6 6 9 D - 0 7  
- 1 . 2 5 8 7 3 0 1 8 1 3 1 7 7 9 1 D - 0 5 
- 2 . 1 0 9 9 7 2 4 8 2 0 5 1 5 0 3 D - 0 7  
- 2 . 1 0 8 7 0 6 6 2 8 5 7 0 612D- 05  
- 2 . 2 0 9 2 2 2 5 0 2 0 7 9 8 2 2 D - 0 8  
- 2 . 2 0 7 1 6 0  68 5 5 0 5 6 0 2 D - 0  6
- 1 . 67 8 922 37 434 6313D- 0 9 
- 1 . 2 5 9 1 4 9 8 3 8 2 7 9 669D-07 
4 . 9 4 3 9 6 4 7 9 5 8 5 0 9 2 6 D - 1 1  
3 . 7 0 6 9 6 6 4 0 9 2 2 2 7 6 4 D - 0 9 
2 . 3 6 8 9 1 7 8 6 9 2 3 6 5 9 2 D - 0 9  
1 . 7 7 5 5 6 9 1 5 2 4 1 6 5 6 8 D - 0 7  
9 . 1 0 8 3 6 2 6 9 4 2 9 4 8 9 3D-10 
6 . 8 2 3 7 0 0 5 1 1 5 2 2 0 6 7 D - 0 8  
- 2 . 4 9 9 2 4 0 1 2 7 9 6 8 4 7 0 D - 0 9  
- 1 . 8 7 1 2 3 0 6 7 6 0 3 6 2 8 4D-07
- 2 . 1 0 7 4 4 0 1 9 7 2 5 9 0 1 5 D - 0 7  
- 2 . 1 0 8 7 0 6 6 2 8 5 7 0 6 1 2 D - 0 5  
- 1 . 4 7 7 7 5 3 3 1 6 6 7 9 1 0 4 D - 0 7  
- 1 . 4 7 8 4 4 4 4 6 7 1 3 0 8 1 7 D - 0 5  
6 . 8 2 3 7 0 0 5 1 1 5 2 2 0 6 7 D - 0 8  
6 . 8 2 5 5 2 8 3 0 4 3 6 1 8 1 1 D - 0 6  
1 . 3 7 7 9 1 7 6 3 0 1 1 8 5 8 6 D - 0 7  
1 . 3 7 7 9 1 9 5 4 8 1 4 9 0 0 1 D - 0 5  
3 . 4 3 1 8 2 1 9 2 4 7 7 8 4 4 3 D - 0 8  
3 . 4 3 0 6 8 3 5 4 2 8 8 0 S 4 7 D - 0 6
2 . 8 6 4 4 7 1 3 4 4 3 6 3 6 8  I D - 0 9  
2 . 1 4 8 1 9 2 4 0 0 2 9 8 7 6 0 D - 0 7  
2 . 6 6 5 0 1 3 8 9 6 7 7 1 1 8 5 D - 0 9  
1 . 9 9 8 1 3 4 1 7 3 9 1 7 1 9 3 0 - 0 7  
4 . 9 4 3 9 6 4 7 9 5 8 5 0 9 2 6 D - 1 1  
3 . 7 0 5 4 8 3 0 6 7 3 4 1 5 5 7 D - 0 9  
- 1 . 9 7 2 6 0 6 4 1 7 9 8 2 6 5 9 D - 0 9 
- 1 . 4 7 7 7 5 3 3 1 6 6 7 9 1 0 4 D - 0 7  
- 1 . 9 5 0 1 7 3 8 4 4 4 9 9 6 9 2 D - 0 9  
- 1 . 4 6 0 0 7 2 7 9 3 3 7 4 3 7 9D-07
- 1 . 2 5 8 3 1 0 3 1 7 7 6 7 5 4 6D-07 
- 1 . 2 5 8 7 3 0 1 8 1 3 1 7 7 9  I D - 0 5  
3 . 7 0 5 4 8 3 0 6 7 3 4 1 5 5 7 D - 0 9  
3 . 7 0 6 2 2 5 6 5 8 0 0 2 9 9 7 D - 0 7  
1 . 7 7 5 5 6 9 1 5 2 4 1 6 5 6 8 D - 0 7  
1 . 7 7 5 5 7 0 0 3 7 3 2 2 2 17D- 05  
6 . 8 2 7 3 4 4 7 2 8 0 8 9 6 4 9 D - 0 8  
6 . 8 2 5 5 2 8 3 0 4 3 6 1 8 1 1 D - 0 6  
- 1 . 8 7 3 4 8 0 7 6 8 7 9 9 5 0 2 O - 0 7  
- 1 . 8 7 2 3 5 8 0  6 6 0 0 9 9 65D-05
- 2 . 9 4 5 3 6 4 5 4 6 9 1 1 6 6 6D-10 
- 2 . 2 0 9 2 2 2 5 0 2 0 7 9 8 2 2 D - 0 8 
- 1 . 9 5 0 1 7 3 8  4 44 996 92 D- 0  9 
- 1 . 4 6 2 4 1 3 6 7 1 1 0 0 7 7 4 D - 0 7  
- 2 . 4 9 9 2 4 0 1 2 7 9 6 8 4 7 0 D - 0 9  
- 1 . 87 34 8 07 687 9 950 2D- 07  
4 . 5 8 0 2 7 3 2 2 9 5 8 1 1 2 1 D - 1 0  
3 . 4 3 1 8 2 1 9 2 4 7 7 8 4 4 3 D - 0 8  
3 . 9 8 9 0 1 5 6 7 0 7 3 1 8 5 8 D - 0 9  
2 . 3 8 7  0 2 5 0 5 3  9 9587 9 0 - 0 7
( B .25)
The covariance A/Tc is a (2x2) matrix
5 . 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 D - 0 5  0 . 0 0 0 0 0 0 0 0 0 0 0 0 0 00D+00
0 . 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 D + 0 0  5 . 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 D - 0 5  (B.26)
The discrete version of the continuous-time cost Jc defined in (B.18) is
given by
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1 m
Jd = H l i m  -----  J [x '(k T c )q 1x(kTc ) + x '(k T c )Mdu(kTc ) +
m-^ oo 2m k=-m
u'(kTc )^ u (k T c ) ] }  (B . 27)
where the matrices Qd>0, Md and ^ > 0  for a sampling period Tc=0.02sec are 
given below.
The state weighting matrix Qd is a (10x10) matrix
COLUMNS 1 THRU 3 
2 . 1 7 2 8 8 2 5 2 8 7 3 0 0 3 9 D - 0 4  
- 1 . 6 2 9 4 9 3 5 0 2 8 3 2 2 0 9 D - 0 2  
5 . 7 2 8 9 4 2 6 8 9 7 6 1 9 6 5D- 0 4  
- 1 . 0 7 3 8 0 9 7 4 7 3 1 8 2 4 9 D - 0 2  
- 7 . 5 5 5 1 5 0 6 8 5 9 2 1 3 2 8 D - 0 4  
6 . 2 9 1 5 5 1 5 8 9 0 2 1 8 7 9 0 - 0 3  
- 2 . 2 5 0 5 8 8 4 1 8 2 1 0 7 8 3 D - 0 3  
1 . 0 5 3 7 2 0 0 9 8 6 5 9 9 6 2 D - 0 2  
- 3 . 6 8 1 7 0 5 6 8 4 3 0 1 5 4 6 0 - 0 4  
1 . 1 0 2 5 4 8 9 8 0 2 7 0 9 6 7 D - 0 3
- 1 . 62 9 4 93 502 8 322 0 9D-02 
1 . 6 2 9 4 9 3 5 2 4 9 2 2 7 2 9 D  + 00 
- 4 . 2 9 6 3 8 4  8 0 0 7 2 4 8 9 3 D - 0 2  
1 . 0 7 3 9 5 3 0 1 7 671287D+00 
5 . 6 6 6 1 7 4 2 7 2 4 2 5 9 6 7 D - 0 2  
- 6 . 2 9 3 6 5 0 9 0 6 5 8 8 1 2 4D- 0 1  
1 . 6 8 7 9 7 7 9 8 5 6 9 0 8 7 6 D - 0 1  
- 1 . 0 5 4 3 5 3 3 1 4 2 8 5 0 7 5 D  + 00 
2 . 7 6 1 5 2 8 1 2 7 6 8 0 6 0 6D- 0 2  
- 1 . 10 3 5 8 0 3 4 2 7  52 43 6D-01
5 . 7 2 8 9 4 2 6 8 9 7 6 1 9 6 5 D - 0 4  
- 4 . 2 9 6 3 8 4 8 0 0 7 2 4 8 9 3 D - 0 2  
2 . 1 3 2 0 1 1 1 1 7 8 0 1 6 9 9 D - 0 3  
- 3 . 9 9 6 2 6 8 3 4 7 9 5 2 1 8 6 0 - 0 2  
8 . 8 9 9 1 3 6 6 3 4 1 3 5 8 9 3 D - 0 5  
- 7  . 4 1 0 9 6 6 1 3 4 8 9 9 5 8 6 D - 0 4  
- 6 . 3 1 2 3 4 0 5 3 8 6 8 0 7 5 0 D - 0 3  
2 . 9 5 5 5 0 6 6 3 3 4 4 3 4 5 3 D - 0 2  
- 9 . 7 5 0 8 6 9 2 2 4 2 5 0 4 0 0 0 - 0 3  
2 . 9 2 0 1 4 5 5 8 6 8 3 1 6 2 1 D - 0 2
COLUMNS 4 THRU 6 
- 1 . 0 7 3 8 0 9 7 4 7 3 1 8 2 4 9 D - 0 2  
1 . 0 7 3 9 5 3 0 1 7 6 7 1 2 8 7 D + 0 0  
- 3 . 9 9 6 2 6 8 3 4 7 9 5 2 1 8 6 D - 0 2  
9 . 9 9 0 6 7 2 1 0 4 6 7 1 5 2 2 D - 0 1  
- 1 . 6 6 8 1 3 4 8 8 4 1 9 9 2 6 2 0 - 0 3  
1 . 8 5 3 1 1 2 8 2 9 0 0 1 1 8 1 D - 0 2  
1 . 1 8 3 3 0 7 5 1 3 4 1 7 9 3 1 0 - 0 1  
- 7 . 3 9 2 2 2 2 3 3 5 6 5 2 1 7 9 D - 0 1  
1 . 8 2 8 0 1 7 0 8 8 9 2 9 1 6 5D- 0 1  
- 7 . 3 0 6 2 2 0 7 1 2 6 4 1 8  6 6D-01
COLUMNS 7 THRU 9 
- 2 . 2 5 0 5 8 8 4 1 8 2 1 0 7 8 3 D - 0 3  
1 . 6 8 7 9 7 7 9 8 5 6 9 0 8 7 6 D - 0 1  
- 6 . 3 1 2 3 4 0 5 3 8 6 8 0 7 5 0 D - 0 3  
1 . 1 8 3 3 0 7 5 1 3 4 1 7  9 3 I D - 0 1  
6 . 5 5 8 0 2 1 1 4 1 0 7 1 5 0 1 0 - 0 3  
- 5 . 4 6 1 8 7 5 7 8 2 6 3 0 0 6 8 D - 0 2  
2 . 3 5 4 1 2 5 6 2 0 2 6 5 8 4 3 O - 0 2  
- 1 . 1 0 2 3 3 4 1 0 4 1 2 6 4 2 3 D - 0 1  
9 . 1 6 0 5 4 6 4 6 0 8 0 3 9 0 1 D - 0 3  
- 2 . 7 4 3 6 2 4 6 4 4 3 9 7 8 4 6 D - 0 2
- 7 . 5 5 5 1 5 0 6 8 5 9 2 1 3 2 8 D - 0 4  
5 . 6 6 6 1 7 4 2 7 2 4 2 5 9 6 7 D - 0 2  
8 . 8 9 9 1 3 6 6 3 4 1 3 5 8 9 3 D - 0 5  
- 1 . 6 6 8 1 3 4 8 8 4 1 9 9 2 62D- 03  
9 . 5 9 4 1 1 7 3 7 2 1 3 5 8 2 2 O - 0 3  
- 7 . 9 9 0 0 6 1 1 8 6 1 0 7 2 0 4D-02 
6 . 5 5 8 0 2 1 1 4 1 0 7 1 5 0 1 0 - 0 3  
- 3 . 0 7  0 6 6 5 2 3 0 2 7 3 2 12D- 02  
- 2 . 8 1 1 6 4 5 1 4 4 4 6 9 1 4 5D- 0 2  
8 . 4 2 0 5 3 8 0 4 2 4 0 1 4 4 7 D - 0 2
1 . 0 5 3 7 2 0 0 9 8 6 5 9 9 6 2 D - 0 2  
- 1 . 0 5 4 3 5 3 3 1 4 2 8 5 0 7 5 0 + 0 0  
2 . 9 5 5 5 0 6 6 3 3 4 4 3 4 5 3 D - 0 2  
- 7 . 3 9 2 2 2 2 3 3 5 6 5 2 1 7  9D-01 
- 3 . 0 7 0 6 6 5 2 3 0 2 7 3 2 1 2 D - 0 2  
3 . 4127 6 41 5217  981 2D- 0 1  
- 1 . 1 0 2 3 3 4 1 0 4 1 2 6 4 2 3 D - 0 1  
6 . 8 8 9 5 9 7 7 4 0 7 4 2 2 0 3 D - 0 1  
- 4 . 2 8 9 7 7 7 4 0 6 0 9 5 1 7 I D - 0 2  
1 . 7 1 5 3 4 1 7 7 1 4 3 9 3 8 7 O - 0 1
6 . 2 9 1 5 5 1 5 8 9 0 2 1 3 7 9 D - 0 3  
- 6 . 2 9 3 6 5 0 9 0 6 5 8 8 1 2 4 D - 0 1  
- 7 . 4 1 0 9 6 6 1 3 4 8 9 9 5 8 6 D - 0 4  
1 . 8 5 3 1 1 2 8 2 9 0 0 1 1 8 1 D - 0 2  
- 7 . 9 9 0 0 6 1 1 8 6 1 0 7 2 0 4 D - 0 2  
8 . 8 7 7 8 5 0 1 8 6 6 0 9 0 0 8 D - 0 1  
- 5 . 4  6187 57 82 6300 6 8 0 - 0 2  
3 . 4 1 2 7 6 4 1 5 2 1 7 9 8 1 2 D - 0 1  
2 . 3 4 1 8 5 0 9 6 1 0 6 6 9 0 1 D - 0 1  
- 9 . 3 6 1 7 9 0 3 3 0 0 4 5 7 8 8 D - 0 1
- 3 . 6 8 1 7 0 5 6 8 4 3 0 1 5 4 6 O - 0 4  
2 . 7 6 1 5 2 8 1 2 7 6 8 0 6 0 6 D - 0 2  
- 9 . 7 5 0 8 6 9 2 2 4 2 5 0 4 0 0 D - 0 3  
1 . 8 2 8 0 1 7 0 8 8 9 2 9 1 6 S D - 0 1  
- 2 . 8 11 64 5 1 4  4 4 69145 D- 02  
2 . 3 4 1 8 5 0 9 6 1 0 6 6 9 0 1 D - 0 1  
9 . 1 6 0 5 4 6 4 6 0 8 0 3 9 0 1 D - 0 3  
- 4 . 2 8 9 7 7 7 4 0 6 0 9 5 1 7 I D -0 2  
1 . 2 4 6 5 6 7 3 9 7 3 2 6 6 8 8 D - 0 1  
- 3 . 7 3 3 7 8 1 3 1 7 5 9 9 4 0 1 D - 0 1
( B .28)
COLUMNS 10 THRU 10 
1 . 1 0 2 5 4 8 9 8 0 2 7 0 9 6 7 O - 0 3  
- 1 . 1 0 3 5 8 0 3 4 2 7 5 2 4 3 6D-01 
2 . 9 2 0 1 4 5 5 8 6 8 3 1 6 2 1 D - 0 2  
- 7 . 3 0 6 2 2 0 7 1 2 6 4 1 8 6 6 D - 0 1  
8 . 4 2 0 5 3 8 0 4 2 4 0 1 4 4 7 O - 0 2  
- 9 . 3 6 1 7 9 0 3 3 0 0 4 5 7 8 8 O - 0 1  
- 2 . 7 4 3 6 2 4 6 4 4 3 9 7 8 4 6 D - 0 2  
1 . 7 1 5 3 4 1 7 7 1 4 3 9 3 8 7 D - 0 1  
- 3 . 7 3 3 7 8 1 3 1 7 5 9 9 4 0 1 D - 0 1  
1 . 4 9 3 5 1 7 2 2 4 0 8 4 6 8 6 0  + 00
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The cross state-input weighting matrix is a (10x2) matrix
- 4  . 0 5 9 3 3 6 1 1 0 0 7 7 5 3 9 D - 0 4  
3 . 0 4 4 2 9 8 6 1 6 9 5 1 8 3 5 D - 0 2  
- 6 . 7 7 8 3 5 2 5 9 2 0 0 3 7 0 2 D - 0 4  
1 . 2 7 0 4 6 8 7 9 8 5 0 3 8 4 7 D - 0 2  
2 . 7 2 5 3 3 5 6 3 4 0 7 7 435D- 03  
- 2 . 2 6 9 7 3 1 8 8 3 3 9 0 0 0 4D-02  
3 . 9 6 5 5 0 9 7 3 2 4 1 9 0 3 3 D - 0 3  
- 1 . 8 5 6 6 9 7 1 8 6 8 2 5 2 1 8 D - 0 2  
- 4  . 8 5 5 9 1 3 1 2 9 4 5 7 6 9 7 D - 0 3  
1.  4 5 4 4 2 9 6 9 4 1 2 7 7 5 5 D - 0 2
- 3 . 8 3 4 6 8 5 5 9 1 7 9 1 3 4 4 D - 0 4  
2 . 8 7 5 8 3 1 2 5 6 0 4 4 7 2 5D-02  
- 1 . 5 9 5 3 8 1 0 6 5 6 903 75 D- 0 3  
2 . 9 9 0 5 4 0 7 0 2 0 8 5 1 1 0 D - 0 2  
- 6 . 2 3 0 8 9 3 7 1 5 7 1 4  9 0 0D-04  
5 . 1 9 0 5 3 6 8 2 0 8 2 9 1 5 5D- 0 3  
4 . 3 2 7 6 8 8 3 7 8 6 0 9 3 7 2 D - 0 3  
- 2 . 0 2 6 3 0 9 8 8 3 8 5 4 6 9 3 D - 0 2  
8 . 9 0 4 4 4 4 4 8 7 7 3 0 1 2 5 D - 0 3  
- 2  . 6 6 6 9 2 8 9 0 6 6 1 9 7 9 2 D - 0 2
(B .29 )
The input weighting matrix is a (2x2) matrix
1 . 5 0 6 1 3 6 9 7 4 43 0 4 6 2 D - 0 3  3 . 4 7 4 3 9 8 3 0 5 1 0 0 3 3 2 D - 0 4
3 . 4 7 4 3 9 8 3 0 5 1 0 0 3 3 2 D - 0 4  1 . 7 2 6 1 1 3 1 2 4 8 0 7 5 6 9 D - 0 3  (B .30 )
The comepnsator which minimizes the cost in (B.27) subject to the system 
(B.19) and (B.20) is given by
x ((k + 1 )T C) = $x(kT c ) + ru(kTc ) + K(y(kTc )-L x(kT c ) ) (B .31 )
u(kTc ) = -  Cx(kTc ) (B .32)
where the matrices 3>, T and L are respectively given by (B.21), (B.22) and (B.23) 
and where the matrices K and G are the Kalman filter and controller gains. From 
the matrices $, L, fi and A/Tc defined in (B.21), (B.22), (B.25) and (B.26), the 
Kalman filter gain K in (B.31) can be computed [Anderson and Moore (1979)].
The Kalman filter gain K is a (10x2) matrix
4 . 5 7 6 8 6 6 4 9 2 5 2 8 5 3 3 D - 0 3  
2 . 6 5 3 3 8 6 5 5 3 3 5 7 4 5 3 D - 0 1  
3 . 0 4 4 4 6 4 5 9 2 3 9 0 9 1 9 D - 0 3  
6 . 1 6 8 1 5 5 4 3 3 3 5 6 7 3 9 D - 0 2  
- 5 . 7 9 8 0 9 9 6 1 9 4 0 8 8 5 2 D - 0 3  
- 2 . 7 0 2 6 7 8 5 9 4 9 5 9 8 1 4 D - 0 1  
- 4 . 3 5 0 0 9 7 4 2 5 6 2 8  652O-03  
- 1 . 5 3 8 1 4 7 0 5 1 4 4 0 3 1 3 D - 0 1  
6 . 0 4 9 7 5 5 6 4 4 2 4 1 7 2 2 D - 0 3  
2 . 3 5 6 3 3 9 9 3 2 4 7 4 4 4 9 D - 0 1
4 . 1 8 6 2 3 6 3 7 8 9 7 3 5 9 8 D - 0 3  
1 . 9 2 2 1 6 4 4 0 3 5 6 0 6 2 0 0 - 0 1  
4 . 6 1 5 4 6 2 8 3 6 1 2 6 5 7 5 D - 0 3  
2 . 5 1 3 3 9 3 6 0 2 6 9 4 5 2 7 D - 0 1  
1 . 5 6 8 8 0 3 1 7 2 3 7 5 0 1 0 0 - 0 3  
1 . 1 1 5 2 2 8 0 2 5 8 1 4 1 4 5 D - 0 1  
- 3 . 8 8 7 5 4 5 7 1 3 5 7 0 3 1 0 0 - 0 3  
- 1 . 4 2 1 4 6 7 4 3 6 4 0 8 2 7 8 D - 0 1  
- 7 . 6 1 7 4 5 2 9 2 1 2 6 7 5 22D- 03  
- 2 . 9 3 0 7 9 0 6 0 2 6 4 4 5 8 6 D - 0 1
( B .33)
From the matrices <t>, T in (B.21) and (B.22) and from the weighting matrices O^, 
and in (B.28), (B.29) and (B.30), the controller gain G in (B.32) can be 
computed.
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The controller gain G is a (2x10) matrix
COLUMNS 1 THRU 3 
- 1 . 2 4 3 7 8 4 6 5 2 8 5 0 9 7 2 D - 0 1  
- 1 . 4 9 3 6 4 9 8 2 1 7  2 8 3 8 6D-01
1 . 6 7 6 8 0 6 2 7 7 5 2 2 931D+01 
1 . 2 1 1 1 3 8 9 3 1 1 3 2 3 2 3 D  + 01
- 5 . 4 3 5 4 9 4 1 5 5 0 1 4 5 7 4D-01 
- 5 . 1633  63 8 8 422 872 6D-01 ( B .34)
COLUMNS 4 THRU 6 
3 .  8 8 1 1 2 4 3 2 1 4 2 9 0 9 7 D  + 00 
1 . 5 8 8 6 5 0 1 2 2 3 C 9 7 0 4 D + 0 1
1 . 7 3 1 1 5 4 4 0 8 1 6 0 7 5 0 D + 0 0  
- 3  . 4 0 1 9 2 7 3 7 2 2 1 4 9 95D- 01
- 1 . 7 1 4 1 7 1 7  98 618005D + 01 
7 . 0 9 0 8 9 7 0 2 7 6 0 9 8 0 0 0 + 0 0
COLUMNS 7 THRU 9 
2 . 5 2 9 2 9 8 9 7 7 7 9 8 6 7 2 D + 0 0  
2 . 2 6 5 3 8 0 0 6 2 0 2 4 2 2 9 D  + 00
- 9 . 7 5 4 0 2 0 1 3 2 2 0 3 7 42D+00 
- 9 . 0 1 5 2 6 2 8 6 2 7 7 7 3 7 8D+00
- 5 . 4 89 03 1 56 5 1 6 7 0 6 9 D + 0 0  
6 . 8 3 7 4 9 0 9 0 2 4 4 7 9 7 5 D + 0 0
COLUMNS 10 THRU 10 
1 . 5 0 3 5 1 2 0 4 4 5 2 1 8 1 2 D  + 01 
- 1 . 8 6 6 2 4 6 2 6 27 2 19 86 D+ 0 1
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