Explicit time steps may become too restrictive for cases characterized by larger time scales or in cases where there is a wide variation in the grid resolution. In these cases it is desirable to develop a fully implicit method in which the time step is only determined by the physics of the flow and not by the cell size. At each time step the unsteady residual must be driven to zero and this is usually done using inner iterations. The number of inner iterations needed for each time step is related to the problem being solved and the size of the physical time step used.
To develop an unsteady solver that can provide an accurate description in time of the flow is the first requirement to address before attempting to solve flows with massively separated regions that are inherently unsteady. On the other hand, it is also important to review the different techniques available to compute turbulence, which is at the core of separated flows, and will be a key parameter to determine how well the numerical scheme captures all the physical aspects of the flow. In this sense, numerical solutions of turbulent flow cases can be achieved usingdifferent levelsof approximation. The most widespread methodis to solve the Reynoldsaveraged Navier-Stokes equations (RANS). In theRANSequations, theturbulent fluctuations appear in theReynolds stress term thatmust bemodeled using anyof theturbulence models available in the literature. However, a common limitation of these models is theirlack of generality sincethe model coefficients are usually setusing simple well-documented flows. In thissense, current RANSsolvers arefairly successful at predicting mostly attached flows, suchasa wingin cruise condition, but fail to capture a range of different off-design situations as post-stall regimes, certain high-lift configurations, andnon-streamlined bodies. In general, in the casesin which the RANS approach fails, theflowis characterized bylarge amounts of separation in whicha verywide range of scales is present in theflow.Whilethe small scales tendto beuniversal in nature, the largerscalesare affectedby the boundary conditions. Thisis themaincause of thelackof generality of turbulence models, asit isdifficult tomodel theeffect ofthelarge scales in thesame wayformany different types offlows. 
which can be solved as:
( 3) where z is a pseudo-time used to advance the solution, and Aw represents the new correction to be applied to the solution. Rather than inverting the large Jacobian in equation (3), a reduced Jacobian which is simpler to invert is employed.
In regions of isotropic grid cells, only the block diagonals of the Jacobian are retained, leading to a block-Jacobi or point-implicit scheme.
In the boundary layer regions, where high grid stretching is present, lines are constructed in the direction normal to the solid wall boundary and the Jacobians along these lines are inverted, using a block tridiagonal solution algorithm.
This procedure relieves the stiffness associated with high grid stretching in these regions, thus providing more rapid convergence [7 ] . 
Unsteady term implementation
We may now define and unsteady residual as: 3
where w_+1 is the approximation to w and the source term S(w",_ ¢'-_) remains fixed throughout the solution procedure at each time step. In this form, the non-linear problem to be solved at each time-step reduces to R*(w) = 0. Using this redefinition of the residual, the same iterative multigrid procedure employed to solve the steady-state problem can be used to solve the non-linear unsteady residual at each physical time step [10, 11, 12] .
The solution procedure consists of an outer loop over the physical time steps, used to advance the problem in time, and an inner (multigrid) loop over pseudo-time used to drive the unsteady residual to zero at each time level. While the maximum size of the physical time step is only determined by the physics of the problem, the convergence of the inner sub-iterations for each time step varies inversely with the size of the physical time step.
Unsteady solver valid_l_ign
The flow around a circular cylinder is a wellknown case, which has been widely studied computationally and experimentally. This case is used as the basis for validation of the unsteady RANS solver, and for assessing grid resolution and time step requirements for accurately predictingthe vortex sheddingfrequency observed in the cylinderflow. Two different meshes of 252,000 and631,000 gridpoints and threedifferent timesteps of 0.5,0.25and0.1 were used. Thetimeis non-dimensionalized ast [12] , and found to agree well in terms of force coefficient histories and shedding frequency. The time history of the drag coefficient is shown The Mach number contours depicted in Figure 8 corroborate the difference in the predicted flow using regular Spalart-Allmaras RANS turbulence model and detached eddy simulation (DES).
DES shows a wider range of scales present in the flow while regular RANS models tend to smooth out the smaller scales. This is the effect expected from DES since the length scale redefinition increases the magnitude of the destruction term in the Spalart-Allmaras model, drawing down the eddy viscosity and allowing instabilities to develop.
Predictions of the mean pressure distribution over the surface of the sphere are shown in Figure 9 . 
