Recently there has been growing interest in applying elliptical distributions to risk management. Under certain conditions, Hult and Lindskog show that a random vector with an elliptical distribution is in the domain of attraction of a multivariate extreme value distribution. In this paper we study two estimators for the tail dependence function, which are based on extreme value theory and the structure of an elliptical distribution. After deriving second-order regular variation estimates and proving asymptotic normality for both estimators, we show that the estimator based on the structure of an elliptical distribution is better than that based on extreme value theory in terms of both asymptotic variance and optimal asymptotic mean squared error. Our simulation study further confirms this.
Introduction
Let (X , Y ), (X 1 , Y 1 ), (X 2 , Y 2 ), . . . be independent random vectors with common distribution function F and continuous marginals F X and F Y . Define the tail dependence function º(x, y) :¼ lim
for x, y > 0. Then º(1, 1) is called the upper tail dependence coefficient (see Definition 2.3 of Hult and Linskog 2002) , and l(x, y) :¼ x þ y À º(x, y) is called the stable tail dependence function (Huang 1992: 26) . For more details on copulae and tail dependence, see Joe (1997) . Assuming that (X , Y ) is in the domain of attraction of a bivariate extreme value distribution, there exist several estimators for l(x, y); see Huang (1992) , Einmahl et al. (1993) and de Haan and Resnick (1993) . The optimal rate of convergence for estimating l(x, y) is given by Drees and Huang (1998) , and a weighted tail approximation is provided by Einmahl et al. (2006) . An alternative method for estimating l(x, y) is via estimating the spectral measure; see Einmahl et al. (1997 Einmahl et al. ( , 2001 ). On modelling the dependence of extremes parametrically, we refer to Tawn (1988) and Ledford and Tawn (1997) . Triggered by financial risk management problems, we observe growing interest in elliptical distributions as natural extensions of the normal family allowing for the modelling 
where ì ¼ ( ì X , ì Y ) T is a location vector, G . 0 is a random variable, called a generating variable, A 2 R 232 is a deterministic matrix with
and rank(Ó) ¼ 2, U (2) is a two-dimensional random vector uniformly distributed on the unit sphere S 2 :¼ fz 2 R 2 : kzk ¼ 1g, and U (2) is independent of G. Throughout we use the Euclidean norm.
Note that r is termed the linear correlation coefficient of Ó. Under certain conditions, Theorem 4.3 of Hult and Lindskog (2002) shows that regular variation of Pr(G . Á) with index AE . 0, i.e. lim t!1 Pr(G . tx)=Pr(G . t) ¼ x ÀAE for all x . 0 (notation: Pr(G . Á) 2 R ÀAE ), implies regular variation of (X , Y ) with the same index AE . 0; see Section 5.4.2 of Resnick (1987) for the definition of multivariate regular variation. Moreover, if Pr(G . Á) 2 R ÀAE , then
Here we are interested in estimating the tail dependence function º(x, y) by assuming that Pr(G . Á) 2 RV ÀAE for some AE . 0. With the help of elliptical distributions, some part of the tail dependence function can be estimated via the whole sample and another part by only employing the data in the tail region of the sample. Therefore, modelling the dependence of multivariate extremes via elliptical distributions avoids the difficulty of the dimensional curse and provides a robust way of dealing with tail structures. Another advantage of employing elliptical distributions in modelling extremes is the simplicity of simulating multivariate extremes. Since Pr(G . Á) 2 RV ÀAE implies that (X , Y ) is in the domain of attraction of an extreme value distribution, a naive procedure is to apply Huang's estimator by ignoring the structure of the elliptical distribution, i.e.
where
The same estimator has been analysed by Schmidt and Stadtmüller (2006) ; see their equation (4.13). The aim of this paper is twofold. Firstly, we suggest a new estimator which exploits the structure of an elliptical distribution similar to (2). Secondly, we aim to determine the optimal number of order statistics to be used in both estimators. The choice will be based on the asymptotic mean squared error of the estimators. The paper is organized as follows. We first derive an expression for º(x, y) which generalizes equation (2), and then construct a new estimator for º(x, y) via this expression; see Section 2 for details. After deriving the second-order behaviours for elliptical distributions and the limiting distributions of these two estimators in Section 2, we show that the new estimator is better than the naive empirical estimator from Huang in terms of both asymptotic variance and optimal asymptotic mean squared error in Section 3. More importantly, the optimal choice of the sample fraction for the new estimator is the same as that for Hill's estimator (Hill 1975) . That is, all data-driven methods for choosing the optimal sample fraction for Hill's estimator can be applied to our new estimator directly. A simulation study is provided in Section 3 as well. All proofs are summarized in Section 4.
Methodology and main results
The following theorem gives an expression for º(x, y) which will be employed to construct an estimator.
Then, for x, y > 0,
In order to derive the asymptotic normality ofô º Hu k Hu , n (x, y), it is known that a secondorder condition is needed. Here we seek the relation of the second-order behaviour among the tail dependence function º(x, y), ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi X 2 þ Y 2 p and G; see the next two theorems for details.
In the setting of (1), assume that there exists A(t) ! 0 such that, for all x . 0 and some
where â < 0 is called a second-order regular variation parameter; see de Haan and Stadtmüller (1996) for more details on second-order regular variation. Additionally, we assume that
Since A 2 R â , a ¼ 0 for â , À2 and jaj ¼ 1 for â 2 (À2, 0].
)
The following two theorems derive the corresponding second-order condition for ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi X 2 þ Y 2 p and the tail dependence function º(x, y).
Theorem 2. Assume that the conditions of Theorem 1, (1) and (2) hold. Further, define, for ö 2 (Àð=2, ð=2),
Then, for all x . 0,
Also, for all x . 0 and
where F denotes the generalized inverse of F. In particular, when
Theorem 3. Assume that the conditions of Theorem 1 and (1) hold. Define, for x , 0,
holds for all x, y > 0 and uniformly on S þ 2 .
We are now ready to define our new estimator. Set
. . , n, and let Z (1, n) < . . . < Z ( n, n) denote their order statistics. First we estimate the index AE by Hill's estimator, which is defined aŝ
Tail dependence function of an elliptical distribution
where k El ¼ k El (n) ! 1 and k El =n ! 0 as n ! 1. Now let (X , Y ) and (X X ,Ỹ Y ) be independently and identically elliptically distributed. Then it follows from Theorem 4.2 of Hult and Lindskog (2002) that ô ¼ (2=ð)arcsin r, where ô is called Kendall's tau and is defined by
As usual, we estimate Kendall's tau bŷ
which results in estimating r byr
Hence, we can estimate º(x, y) by replacing r and AE in Theorem 1 byr r n andAE AE H k El , n , respectively. Let us denote this estimator bŷ
We remark thatô º El k El , n (1, 1) was mentioned in Section 6 of Schmidt (2003), but without further study. The following theorem shows the asymptotic normality ofô º Hu k Hu , n (x, y) and º º El k El , n (x, y), which allows us to compare these two estimators theoretically. 
for jK Hu j , 1. Then, as n ! 1,
for every T . 0, where B (7) (x, y) is defined in Theorem 3,
and W (x, y) is a Wiener process with zero mean and covariance structure
Therefore, for every fixed x, y . 0,
as n ! 1, where
Theorem 5. Assume that the conditions of Theorem 1 and (1) hold. Further, assume (2) holds when 14) , AE 2 ) with
B (4) (s) and B (5) (s) are defined in Theorem 2 and
y . 0, ( Therefore, for every fixed x,
The next corollary gives the optimal choice of the sample fraction for both estimators. As our criterion we use the asymptotic mean squared error ofô º 
for some b 0 , b 1 . 0 as t ! 0, and define
Let k (ii) Since the optimal k opt El is the same as that for Hill's estimator, when ì ¼ 0, all datadriven methods for choosing the optimal sample fraction for Hill's estimator can be applied toô º El k El , n (x, y) directly. (iii) The location parameter ì is the median of (X , Y ) and the mean of (X , Y ) when AE . 1. Hence, we could estimate ì by the sample median, sayì ì ¼ (ì ì X ,ì ì Y ). Therefore,
. Similar to the proofs in Ling and Peng (2004) , we can show that Theorem 5 and Corollary 6 hold with ì ¼ 0 for this new estimator. h
Comparisons and simulation study
First, we compare ó 2 Hu and ó El 2 given in Theorems 4 and 5. Note that both only depend on AE, r, x and y. In Figure 1 we plot the ratio ó 2 El (AE)=ó 2 Hu (AE) for x ¼ y ¼ 1 as a function of AE, and each curve corresponds to a different correlation r 2 f0:1, . . . , 0:9g. From Figure 1 , we conclude thatô º El k, n is always better in terms of asymptotic variance. Second, we compare the two estimators in terms of optimal asymptotic mean squared errors. Since the ratio of the optimal asymptotic mean squared error depends on AE, â, Ó, ì, x, y, we consider elliptical distributions with Figure 2 we consider G $ Fréchet(AE), i.e. Pr(G . x) ¼ exp(Àx ÀAE ), x . 0; hence, (1) is satisfied with â ¼ ÀAE. In Figure 3 we consider G $ Pareto(AE), i.e. Pr(G .
ÀAE for x . 0; hence (1) is satisfied with â ¼ À1. Under the above set-up, the ratio of optimal asymptotic mean squared errors depends only on AE, r, x, y. Similar to Figure 1 , we plot the ratio amse opt El (AE)=amse opt Hu (AE) for x ¼ y ¼ 1 as a function of AE for different rs in Figures 2 and 3 . We conclude from both figures thatô º El k, n always performs better thanô º Hu k, n in terms of optimal asymptotic mean squared errors as well.
Third, we examine the influence of x and y on the ratio of asymptotic mean squared error. We plot the ratio amse opt El (AE)=amse opt Hu (AE) for k(x, y)k ¼ ffiffi ffi 2 p and G $ Pareto(AE) in Figure 4 , where each curve corresponds to a different pair (AE, r) 2 f(20, 0:9), (10, 0:6), (5, 0:3), (1, 0:1)g. This figure further confirms thatô º El k, n always has a smaller optimal asymptotic mean squared error thanô º Hu k, n . Fourth, we study the finite-sample behaviour of the two estimatorsô º El k, n (x, y) and º º Hu k, n (x, y). As above, we consider two elliptical distributions with Figure 5 and G $ Pareto(AE) in Figure 6 . We generate 1000 random samples of size n ¼ 1000 from these elliptical distributions with (AE, r) 2 f(20, 0:9), (10, 0:6), (5, 0:3), (1, 0:1)g, and plotô º Finally, we examine the robustness of the new estimator against the assumption of having an elliptical distribution. Consider the random vector (X , Y ) with distribution
, where the marginal distributions F X and F Y are Pareto (5) and C ä is the Gumbel copula, i.e. for ä 2 [1, 1),
Then F ( X ,Y ) is not elliptic. As before, we generate 1000 random samples of size n ¼ 1000 with ä 2 f1:1, 1:5, 2:5, 7g. Note that º(1, 1) ¼ 2 À 2 1=ä (see Theorem 4.12 of Joe 1997). In Figure 7 we plotô º 
Proofs
Proof of Theorem 1. Without loss of generality, we assume ì ¼ 0. Let Ö $ unif (Àð, ð) be independent of G and let F i (x) denote the generalized inverse of F i (x), i ¼ 1, 2. Then, by Theorem 4.3 of Hult and Lindskog (2002) and its proof, 
, where F X and F Y are Pareto(5) and C ä is the Gumbel copula with parameter ä.
Therefore, for x, y . 0
Note that
AE . Hence, we can apply the dominated convergence theorem and obtain
Next, we obtain, for ö 2 (Àarcsin r, ð=2),
Note that sin(arcsin r þ ö)=cos ö is strictly increasing, hence its inverse exists and equals arctan((Á À r)= ffiffiffiffiffiffiffiffiffiffiffiffiffi 1 À r 2 p ). Therefore,
, ö > arctan
Since 1 À F Y 2 R ÀAE , by Proposition 1.7(9) of Geluk and de Haan (1987) we have
It follows from (17) and (19) that
Hence, the theorem follows from (18), (20) and Potter's inequality; see (1.20) in Geluk and de Haan (1987) . h
Define, for x . 0 and Ł 2 (Àð=2, ð=2),
holds for large t, we obtain
Since jrj , 1, it is straightforward to check that
Hence, similarly to the proof of Theorem 1,
By Lemma 5.2 of Draisma et al. (1999) , for every å . 0, there exists t 0 . 0 such that for all
Using (22), for every fixed x . 0, we can choose t 0 large enough such that d 3 (tx, ö) > t 0 uniformly for ö 2 [Àð, ð] . That is, for every fixed x . 0, (24) holds uniformly for ö 2 [Àð, ð] . Therefore, by the dominated convergence theorem and (23), for x . 0,
and
It follows from (22) and a Taylor expansion, for x . 0, that
Recall that sin(ö þ arcsin r) ¼ r cos ö þ ffiffiffiffiffiffiffiffiffiffiffiffiffi 1 À r 2 p sin ö. Then, splitting the integral into integrals over [Àð, Àð=2), [Àð=2, 0), [0, ð=2), [ð=2, ð] and using the symmetry of sine and cosine, we obtain
Hence (3) follows from (25)- (28). Note that
Therefore, we have, as t ! 1,
Hence,
Note that, by Taylor expansion,
Therefore, replacing t and x in (3) by V (t) and V (tx)=V (t), respectively, and using (29) and (30), we obtain (4). Let
and we obtain (5). h
Proof of Theorem 3. For the purposes of this proof, we can assume
is independent of margins. We also set v ¼ 1 and give the correction at the end of the proof. Using (16) we can also, equivalently, write
Then, by (1), we have, for x . 0,
Replacing t and x in the latter equation by F Y (1 À s) and F Y (1 À sy)=F Y (1 À s), respectively, we obtain, for y . 0,
Denote f (t) :¼ F Y (1 À t). Then, by (21), we can write
where constants C 1 . 0, C 2 . 0, C 3 . 0 are independent of t, x, y. Using (40), lim sup
and, by a Taylor expansion of g(z À1=AE ), we can show that 
we obtain lim t!0 (J 3 (t) þ J 6 (t))=A( f (t)) ¼ 0. By Theorem 1, º(x, y) ¼ (J 7 þ J 8 )=B (18) , hence exp{åjln xj)} exp{åjln( y=x)j}(C þ C x þ C x exp{åjln xj)}, lim 
which obviously holds uniformly on S þ 2 since sup S þ 2 º(x, y) , 1. Note that
Hence, the theorem follows from (35), (36), (38), (39), (41), (42), (44) and (45). h
Proof of Theorem 4. Similar to the proof of Theorem 2 in Chapter 2 of Huang (1992) with bias taken into account, we have, as n ! 1, and W (x, y) is a Wiener process with zero mean and covariance structure E(W (x 1 , y 1 )W (x 2 , y 2 )) ¼ l(x 1^x2 , y 1 ) þ l(x 1^x2 , y 2 ) þ l(x 1 , y 1^y2 ) þ l(x 2 , y 1^y2 ) À l(x 1 , y 2 ) À l(x 2 , y 1 ) À l(x 1^x2 , y 1^y2 ):
Hence (9) follows from º(x, y) ¼ x þ y À l(x, y). It is straightforward to check that (10), (11) and (12) hold. Note that the result can also be obtained from Theorem 5 of Schmidt and Stadtmüller (2006) by taking the bias into account. h
Proof of Theorem 5. The result follows directly from ffiffiffiffiffiffi
as n ! 1 (see Theorem 1 of de Haan and Peng 1998),ô ô n À ô ¼ o p (k
À1=2
El ) and the delta method for the expression of º(x, y) given in Theorem 1. h
