Abstract. Let F : a; b] IR n IR n ! 2 IR n be a multifunction with possibly nonconvex and unbounded values. The main result of this paper (Theorem 1) asserts that, given the multivalued boundary value problem if an appropriate restriction of the multifunction F has non-empty and closed values and satis es the lower Scorza Dragoni property and a weak integrable boundedness type condition, then we can substitute the problem (P F ) with another one (P G ), with a suitable convex right-hand side G, such that every generalized solution of the problem (P G ) is also a generalized solution of the problem (P F ) (see also Remark 1 and Corollary 1).
if an appropriate restriction of the multifunction F has non-empty and closed values and satis es the lower Scorza Dragoni property and a weak integrable boundedness type condition, then we can substitute the problem (P F ) with another one (P G ), with a suitable convex right-hand side G, such that every generalized solution of the problem (P G ) is also a generalized solution of the problem (P F ) (see also Remark 1 and Corollary 1).
As a consequence of our results, in conjunction with those in 13] and 18], some existence theorems for multivalued boundary value problems are then presented (see Theorem 2, Corollary 2 and Theorem 3).
Finally, some applications are given to the existence of generalized solutions for two implicit boundary value problems (Theorems 4, 5 and 6).
Introduction
Let ( a; b]; L; ) be the Lebesgue measure space on the compact real interval a; b]; IR n the euclidean n-space, whose zero element is denoted by # IR n ; s 2 1 A function u : a; b] ! IR n is said to be a generalized solution of the problem (P F ) in W 2;s ( a; b]; IR n ) if u 2 W 2;s ( a; b]; IR n ), u(a) = u(b) = # IR n , and u 00 (t) 2 F(t; u(t); u 0 (t)) a.e. in a; b].
This paper is arranged as follows. After some notations and preliminary results given in section 2, in section 3 we prove our main result (Theorem 1) which states that, if F(t; x; z) is a multifunction, with possibly non-convex and unbounded values, such that an appropriate restriction of F satis es the lower Scorza Dragoni property The technical approach consists in the substitution of the multifunction F with another one H, which is integrably bounded by m and has the lower Scorza Dragoni property, and in a use of Bressan's directional continuous selections ( 6] ) in order to obtain G by means of a convexi cation.
In section 4, some existence theorems for problem (P F ) follow as a simple consequence of our theorems and Theorem 2.1 of 13] (see Theorem 2 and Corollary 2). They both improve Theorem 3 of 9]. Moreover, by using a result of 18] and our Theorem 2, an existence theorem for the problem ( u 00 2 F(G(t; u; u 0 ))
is given (Theorem 3), where the multifunction F G is not required to be of lower or upper semicontinuous type, and its values can be non-convex, non-closed and unbounded (see also Remark 4) .
In section 5, some applications are given of our results to the existence of generalized solutions in W 2;s ( a; b]; IR n ) for a boundary value problem related with secondorder implicit equations f(t; u; u 0 ; u 00 ) = 0. Usually, in literature, very strong conditions are required for f(t; u; u 0 ; :) to assure existence of solutions for such a problem (such as the lipschitzianity, with Lipschitz constant strictly less than 1). The rst attempt to obtain existence theorems where rather general conditions on the function f with respect to the last variable are requested seems to be the recent 14], to which we refer for other bibliographical references.
We give three theorems.
The rst one (Theorem 4) is an existence theorem for the boundary value problem ( f(t; u; u 0 ; u 00 ) = 0 u(a) = u(b) = # IR n ;
where, given a non-empty, connected, locally connected, but possibly non-closed and unbounded subset Y of IR n , f : a; b] IR n IR n Y ! IR is a function which, besides other conditions, is continuous in its last variable (for suitable values of (t; u; u 0 )) and satis es with respect to the other variables a condition weaker than the Scorza Dragoni property.
The second one (Theorem 5) is another existence theorem for the boundary value problem (P i f ), where Y is a non-empty, bounded, connected and locally connected, but possibly non-closed subset of IR n , and f is again continuous in u 00 . This theorem gives, as Theorem 2.1 of 14], in which Y is also closed, existence of solutions in W 2;+1 ( a; b]; IR n ).
The last one (Theorem 6) is an existence theorem for the boundary value problem ( f(u 00 ) = g(t; u; u 0 ) u(a) = u(b) = # IR n ;
where, given a non-empty subset Y of IR n , f : Y ! IR is not requested to be continuous, and a suitable restriction of the function g : a; b] IR n IR n ! IR has the Scorza Dragoni property. Theorem 6 improves Theorem 2.2 of 14], in which the continuity of f and g are required, Y is a non-empty, compact, connected and locally connected subset of IR n , and only generalized solutions in W 2;+1 ( a; b]; IR n ) can be obtained.
Finally, we give an example, which shows that our Theorems 4 and 6 can be used to obtain existence of solutions also for boundary value problems with no solutions in W 2;+1 ( a; b]; IR n ).
Notations and Preliminaries
Let A; B be two non-empty sets. A multifunction : A ! 2 B is a function from A into the family of all subsets of B. The graph of is the set gr( ) := f(a; b) 2 A B : b 2 (a)g. If is a subset of B, we put ? ( ) := fa 2 A : (a) \ 6 = ;g and + ( ) := fa 2 A : (a) g. If C is a non-empty subset of A, we put
(c), and we denote with jC the restriction of to C. If (A; A ) is a topological space and E A, int(E) and E denote, as usual, the interior and the closure of the set E respectively; B(A) denotes the -algebra generated by A .
If (B; B ) is a topological space, denotes the multifunction from A into 2 B de ned by (a) = (a). 
Proof. By using (1) that is (6) . Finally, taking into account the weak form of mean value theorem, (7) is an immediate consequence of (6).
We recall that, given a set L 2 L, a point t is a point of density for L if
The "density theorem" (cfr., for instance Let T be the set of all t 2 E such that: 1) u 00 (t) 2 G(t; u(t); u 0 (t));
2) there exists a strictly decreasing sequence (t j ) j in E, such that
u 00 (t j ) j ! u 00 (t); u 00 (t j ) 2 G(t j ; u(t j ); u 0 (t j )):
Proof. Let T 1 := ft 2 E : u 00 (t) 2 G(t; u(t); u 0 (t))g. By hypothesis, (T 1 ) = (E).
Since u 00 2 L s ( a; b]; IR n ), in particular it satis es Lusin's Theorem. Then, for every " > 0 there exists T " a; b] such that (T " ) > b ? a ? " and u 00 jT" is continuous.
Put T 2 := T 1 \ T " . Then, we have
(T 2 ) = (E \ T " ) > (E) ? "; u 00 jT 2 is continuous; u 00 (t) 2 G(t; u(t); u 0 (t)), for every t 2 T 2 :
Let T 3 be the set of all points of T 2 which are points of density for T 2 . By the density theorem and the de nition of point of density, we obtain ( (T 3 ) = (T 2 ) > (E) ? "; 8 t 2 T 3 9 a strictly decreasing sequence (t j ) j in T 2 , such that t j j ! t: Thus, T 3 T, so that (T) (T 3 ) > (E) ? ".
Since " > 0 is arbitrary, the conclusion follows. Let us recall that, if M > 0 is given and ? M denotes the cone f(t; x; z) 2 IR IR n IR n : k(x; z)k IR n IR n Mtg, a function h : E ! IR n , E IR IR n IR n , is said to be ? M -continuous in E if for every (t; x; z) 2 E and for every " > 0 there exists > 0 such that d(h(t ; v; w); h(t; x; z)) < " for every (t ; v; w) 2 E such that t < t < t + and k(v; w) ? (x; z)k IR n IR n M(t ? t).
The following is our main result. 
Let us prove that u 00 (t) = h(t; u(t); u 0 (t)) a.e. in a; b] and that (u(t); u 0 (t)) 2 B(# X ; r) a.e. in a; b], from which it follows that u is a generalized solution of the problem (P F ). First, we prove that u 00 (t) = h(t; u(t); u 0 (t)) a.e. in a; b].
, it is su cient to prove that u 00 (t) = h i (t; u(t); u 0 (t)) a.e. in E i for every i = 1; 2; : : : . So, let i 2 f1; 2; : : : g and let T be the set of all t 2 E i such that:
1) u 00 (t) 2 G(t; u(t); u 0 (t));
2) there exists a strictly decreasing sequence (t j ) j in E i , such that
Then, by Lemma 4, (T) = (E i ).
We prove that, for every t 2 T, u 00 (t) = h i (t; u(t); u 0 (t)). Let t 2 T and x arbitrarily " > 0. By the ? M i -continuity of h jE i in (t; u(t); u 0 (t)), there exists > 0 such that, for every (t ; v; w) 2 E i X with t < t < t + and k(v; w) ? (u(t); u 0 (t))k X M i (t ? t), we have d(h(t ; v; w); h(t; u(t); u 0 (t))) < " t < t j < t + ; d(u 00 (t j ); u 00 (t)) < " 2 ;
u 00 (t j ) 2 G(t j ; u(t j ); u 0 (t j )) and u 0 (t j ) ? u 0 (t) t j ? t ? u 00 (t) < 1: Then, for every j 2 IN with j > j 0 , we obtain ku 0 (t j ) ? u 0 (t)k = u 0 (t j ) ? u 0 (t) t j ? t (t j ? t) u 0 (t j ) ? u 0 (t) t j ? t ? u 00 (t) + ku 00 (t)k ! (t j ? t) (1 + m i )(t j ? t): (10) Taking into account (7) of Lemma 3, (10), (9) and (8), it is simple to verify that k(u(t j ); u 0 (t j )) ? (u(t); u 0 (t))k X < M i (t j ? t); hence G(t j ; u(t j ); u 0 (t j )) B(h i (t; u(t); u 0 (t)); " 2 );
and thus d(u 00 (t j ); h i (t; u(t); u 0 (t))) " 2 : Therefore, we obtain d(u 00 (t); h i (t; u(t); u 0 (t))) d(u 00 (t); u 00 (t j )) + d(u 00 (t j ); h i (t; u(t); u 0 (t))) < "; from which u 00 (t) = h(t; u(t); u 0 (t)) follows, since " is arbitrary.
Finally, taking into account (5) and (6) of Lemma 3, it is simple to show that (u(t); u 0 (t)) 2 B(# X ; r) for every t 2 a; b].
Hence the last claim is proved, so that u is one of the requested solutions of the problem (P F ). This completes the proof. Remark 1. In Theorem 1 (and in the following Theorem 2), the hypothesis (ii) can be replaced by the following one (ii) 0 for almost every t 2 a; b] and for every (x; z) 2 B(# IR n IR n ; r), the set F(t; x; z) is closed and ; 6 = F(t; x; z) B(# IR n ; m(t)). , if (t; x; z) 2 ( a; b] n N 0 ) B(# IR n IR n ; r) B(# IR n ; m(t)) , if (t; x; z) 6 2 ( a; b] n N 0 ) B(# IR n IR n ; r); where N 0 is the set of all t 2 a; b] such that, for some (x; z) 2 B(# IR n IR n ; r), F(t; x; z) is empty or not closed or F(t; x; z) 6 B(# IR n ; m(t)).
It is not di cult to show that the multifunction H has non-empty and closed values and satis es the lower Scorza Dragoni property.
Remark 2. It is well known that F j a;b] B(# IR n IR n ; r) has the lower Scorza Dragoni property if, for example, it is L B(B(# IR n IR n ; r))-measurable and lower semicontinuous in (x; z), or if it is L-measurable in t and continuous in (x; z). 
Existence
In this section k k, d, k k IR n IR n and are as at the beginning of section 3.
The following existence theorem follows at once by Theorem 1, Lemma 6 and Theorem 2. Proof. Let G be the multifunction, whose existence has been stated in Theorem 1 and r a positive number greater than or equal to kmk L p ( a;b];IR) . By Lemma 6, t 7 ?! supfd(# IR n ; G(t; x; z)) : (x; z) 2 B(# IR n IR n ; r)g is L-measurable. Thus, by (ii) and taking into account that d(# IR n ; G(t; x; z)) m(t) for every (t; x; z) 2 a; b] IR n IR n , it follows that t 7 ?! supfd(# IR n ; G(t; x; z)) : (x; z) 2 B(# IR n IR n ; r)g belongs to L s ( a; b]; IR) and its norm in L p ( a; b]; IR) is less than or equal to r.
Hence, we can use Theorem 2.1 of 13] to obtain a generalized solution u of the problem (P G ) in W 2;s ( a; b]; IR n ), which, by Theorem 1, is also a generalized solution of the problem (P F ) such that ku 00 (t)k m(t) a.e. in a; b]. Corollary 2. Let F be as in Corollary 1.
Then, for each > 0 the problem (P F ) has at least one generalized solution u 2 Obviously, the values of ? are non-empty and closed and it is simple to see that ? has the lower Scorza Dragoni property.
Moreover, for every t 2 ( a; b] n N 0 ) B(# IR n IR n ; r), we have ?(t; x; z) \ B (# IR n ; m(t)) 6 = ;:
In fact, we have G(t; x; z) \ 1 + (B (# IR n ; m(t))) 6 = ;; hence G(t; x; z) \ 1 ? (B (# IR n ; m(t))) 6 = ;;
and then 1 (G(t; x; z)) \ (B (# IR n ; m(t))) 6 = ;;
which is equivalent to 1 (G(t; x; z)) \ (B (# IR n ; m(t))) 6 = ;: Thanks to Theorem 2 (with the hypothesis (ii)) applied to ?, there exists u 2 The function u is our solution.
In fact, by (5) and (6) of Lemma 3, we have (u(t); u 0 (t)) 2 B(# IR n IR n ; r) for every t 2 a; b]. 
Applications
In this section, we give some applications of our results to the existence of solutions for a boundary value problem related with second-order implicit equations. k k, k k IR n IR n and are as at the beginning of section 3. For every " > 0, let T " be a compact subset of a; b] as in (kk), such that, for every (t; x; z) 2 T " B(# IR n IR n ; r), the function f(t; x; z; :) is continuous, 0 2 int(f(t; x; z; Y \ B (# IR n ; m(t)))) and the set fy 2 Y : f(t; x; z; y) = 0g has empty interior in Y .
In virtue of Th eor eme 1.1 of 17], the multifunction Q jT" B(# IR n IR n ; r) (has nonempty and closed values (in Y ) and) is lower semicontinuous.
Thus the multifunction Q has the lower Scorza Dragoni property.
We claim that, for almost every t 2 a; b] and for every (x; z) 2 B(# IR n IR n ; r), the set Q(t; x; z) is closed and Q(t; x; z) \ B (# IR n ; m(t)) 6 = ;.
Let T be the set of all t 2 a; b] such that Y \ B (# IR n ; m(t)) is connected and such that, for every (x; z) 2 B(# IR n IR n ; r), the function f(t; x; z; :) is continuous, 0 2 int(f(t; x; z; Y \ B (# IR n ; m(t)))), and the set fy 2 Y : f(t; x; z; y) = 0g has empty interior in Y and, thus, also in Y \ B (# IR n ; m(t)). Clearly, (T) = b ? a.
Let (t; x; z) 2 T B(# IRn IR n ; r). If y 2 Q(t; x; z), then f(t; x; z; y) = 0 since f(t; x; z; :) is continuous; moreover, for every open neighborhood of y, there is y 2 Q(t; x; z) \ . Thus, since y is not a local extremum point for f(t; x; z; :) and f(t; x; z; y) = f(t; x; z; y ) = 0, also y is not a local extremum point for f(t; x; z; :), that is y 2 Q(t; x; z). Hence Q(t; x; z) is closed.
Let y 2 Y \ B (# IR n ; m(t)) be such that f(t; x; z; y) = 0. If y is not a local extremum point for f(t; x; z; :), then y 2 Q(t; x; z) \ B (# IR n ; m(t)). If y is a local extremum point for f(t; x; z; :), then, in virtue of Lemma 3.1 of 19], there exists another point y 2 Y \B (# IR n ; m(t)) such that f(t; x; z; y ) = 0 and y is not a local extremum point for f(t; x; z; :), that is y 2 Q(t; x; z) \ B (# IR n ; m(t)). Hence, the set Q(t; x; z) \ B (# IR n ; m(t)) is non-empty and the claim is proved.
Finally Taking into account (5), (6) of Lemma 3, it is simple to show that (u(t); u 0 (t)) 2 B(# IR n IR n ; r) for every t 2 a; b], so that u 00 (t) 2 Q(t; u(t); u 0 (t)) a.e. in a; b], that is f(t; u(t); u 0 (t); u 00 (t)) = 0 a.e. in a; b].
In the following Theorem 5, we put p = s = +1 and := (+1).
Theorem 5. Let Y be a non-empty, connected and locally connected subset of IR n and f : a; b] IR n IR n Y ! IR a function.
Assume that there exists r > 0, such that Y B(# IR n ; r) and, moreover, that:
(k) 0 for almost every t 2 a; b] and for every (x; z) 2 B(# IR n IR n ; r), the function f(t; x; z; :) is continuous, 0 2 int(f(t; x; z; Y )) and the set fy Nevertheless, lim t!0 + u 00 (t) = +1 for every generalized solution of problem (P), thus problem (P) has no generalized solutions in W 2;+1 ( 0; 1]; IR).
