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Abstract  
I study Hankel determinants of a class of sequences which can be interpreted as generalizations of the 
Catalan numbers and the central binomial coefficients. They follow a modular pattern with a frequent 
appearance of zeroes, so that the theory of orthogonal polynomials is not applicable. Even so our theorems 
and conjectures show some similarity with the relations between Catalan numbers and Fibonacci 
polynomials or between central binomial coefficients and Lucas polynomials. 
 
1. A survey of some known results 
As is well known there is a close relationship between orthogonal polynomials and Hankel determinants.  
The Hankel determinants of order k  of a sequence   0n na   are the determinants  
   1
, 0
( ) det .
n
k i j k i j
d n a

    (1.1) 
 
Let F be a linear functional on the vector space [ ]z  of polynomials in the variable .z  A sequence 
  0n np  of monic polynomials ( )np z  with deg np n  is called orthogonal with respect to F  if  
  [ ]m n nF p p r n m   for some numbers 0.nr   The numbers ( )nn F z   are called moments of .F  
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The monic orthogonal polynomials ( )np z  and their moments n  are related by the formula 
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 (1.2) 
For these polynomials are monic and ( ( )) 0kF z p z   for 0 .k n   
By Favard's formula for each sequence of monic orthogonal polynomials there exist numbers ( ), ( )s n t n  
such that ( )np z  satisfies a 3-term recurrence  
 1 2( ) ( ( 1)) ( ) ( 2) ( )n n np z z s n p z t n p z       (1.3) 
 
with initial values  1 0p   and 0 1.p   
Then the  Hankel determinants of order 0  and 1 of the moment sequence are  
1 1
0
1 0
( ) ( )
n i
i j
d n t j
 
 
  and 
1 0( ) ( 1) (0) ( ).
n
nd n p d n   
In order to make this paper self-contained proofs will be given in section 2.  
 
Most results of this paper can be interpreted as extensions of the following simple examples. (Precise 
definitions will be given later). 
Example 1 
 Let 1( ) ( , 1)n np z Fib z   be a Fibonacci polynomial. These polynomials  satisfy a 3-term recurrence with 
( ) 0s n   and ( ) 1.t n   Therefore they are orthogonal with respect to some linear functional .F   
The corresponding moment sequence is the sequence of aerated Catalan numbers, i.e. 
2 2 2 21( )
1 1
n
n
n n n
F z C
n n nn
                     
and  2 1 0.nF z    
Some information about these numbers can be found in the Online Encyclopedia of Integer Sequences 
(OEIS) A000108. 
Therefore the  Hankel determinants of order 0  and 1  of the aerated Catalan numbers  are 0 ( ) 1d n   and 
1 1( ) ( 1) (0) ( 1) (0, 1)
n n
n nd n p Fib      , i.e. 1(2 ) ( 1)nd n    and 1(2 1) 0.d n    
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The moments can be computed from the well-known identity (cf. e.g. [6], (1.7)) 
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( , 1).
1
n
n
n k
k
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z Fib z
k k
   
 

                (1.4) 
 
Example 2 
 The normalized Lucas polynomials ( ) ( , 1)n np z Luc z   satisfy a 3-term recurrence with ( ) 0s n  , 
(0) 2t   and ( ) 1t n   for 0.n    Let F denote the linear functional defined by ( ) [ 0].nF p n    
The moment sequence is the sequence of aerated central binomial coefficients (OEIS A126869). 
This can be deduced from the identity (cf. e.g. [6], (1.6)) 
 
2
2
0
( , 1)
n
n
n k
k
n
z Luc z
k
   


      (1.5) 
which gives  2 2n nF z n      and  2 1 0.nF z    
The corresponding Hankel determinants are 10 ( ) 2
nd n   and  
1
1 0( ) ( 1) (0) ( ) ( 1) (0, 1)2 ,
n n n
n nd n p d n Luc
      
i.e.  1(2 ) ( 1) 4
n nd n    and 1(2 1) 0.d n    For 0n   we set 0(0) 1.d   
 
The generating function of the aerated Catalan numbers is 
2
2
2
0
1 1 4( )
2
n
n
n
zf z C z
z
    and satisfies the 
quadratic equation 2 2( ) 1 ( ) .f z z f z   
The generating function of the aerated central binomial coefficients  is 2
2
0
2 1( )
1 4
n
n
n
g z z
n z
       
which satisfies 2( ) 1 2 ( ) ( ).g z z f z g z   
 
In this paper we want to study sequences whose generating function satisfies similar equations. 
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We start with Theorem A which has appeared in the literature in many different disguises (cf. e.g. [1], [8], 
[10], [14] ).  For the sake of completeness we will sketch a proof in Section 2. 
Theorem A 
Let 
0
( , , ) ( , , ) n
n
h z x y a n x y z

   satisfy the quadratic equation 
 2 2( , , ) 1 ( ) ( , , ) ( , , )h z x y x y zh z x y xyz h z x y     (1.6) 
 
and let more generally 
 
0
( , , )( , , , ) ( , , , ) ,
1 ( , , )
n
n
h z x yH z x y t A n x y t z
tzh z x y
    (1.7) 
 
which satisfies  
 2( , , , ) 1 ( ) ( , , , ) ( , , , ) ( , , )H z x y t x y t zH z x y t xyz H z x y t h z x y      (1.8) 
 
and has the explicit expression 
 
2 2
2 2
1 ( 2 ) 1 2( ) ( )( , , , )
2 ( ( )( ) )
2 .
1 ( 2 ) 1 2( ) ( )
x y t z x y z x y zH z x y t
z t t x t y z
x y t z x y z x y z
           
        
 (1.9) 
 
Then the  Hankel determinants up to order 2  of the sequence   0( , , , ) nA n x y t  are  
   1 2, 0det ( , , , ) ( ) ,
n
n
i j
A i j x y t xy
    
   (1.10) 
 
    1 11 2, 0det ( 1, , , ) ( ) ,
n n n n n
n
i j
x y x yA i j x y t xy t
x y x y
      

        
 (1.11) 
and 
  
21 1
1 2
, 0
0
det ( 2, , , ) ( ) ( ) .
n k k k kn
n n k
i j
k
x y x yA i j x y t xy xy t
x y x y
      
 
          (1.12) 
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Remark 1.1 
The main example occurs for ( , , ) (1,1, 1)x y t   . Here ( ,1,1, 1) nA n C  are the Catalan numbers
21
1n
n
C
nn
        (cf. OEIS A000108).  Their generating function is 
0
1 1 4( ,1,1, 1) ( ) :
2
n
n
n
zH z C z C z
z
      and satisfies the quadratic equation 2( ) 1 ( ) .C z zC z   
 
Theorem A generalizes the famous Hankel determinants 
 
 
 
 
 
1
, 0
1
1 , 0
1
2 , 0
det 1,
det 1,
det 1.
n
i j i j
n
i j i j
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C
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
 

  

  


 
 (1.13) 
 
Note that for x y the expression 
n nx y
x y

  has to be interpreted as 
1.nnx   
 It should be noted that in this special case all Hankel determinants are explicitly known (cf. e.g. [10], 
Theorem 33, [13], [5] or [7]): 
   11
, 0
1 1
2det .
jkn
i j k i j
j i
n j iC
j i

    
    (1.14) 
But in the general case it is unlikely that such explicit formulae exist. Therefore I restrict myself  in this 
paper to the computation of the Hankel determinants up to order 2.  
 
An equivalent version of Theorem A is 
Theorem A* 
Let 
0
( ) ( , , ) ( , , ) n
n
f z f z a b c n a b z

     satisfy the quadratic equation 
 2 2( ) 1 ( ) ( ) ,f z azf z bz f z    (1.15) 
 
i.e.  
 
2 2
2 2 2
1 (1 ) 4 2( )
2 1 (1 ) 4
az az bzf z
bz az az bz
          (1.16) 
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and let  
 
2 2
0
( ) 2 ( , , , ) .
1 ( ) 1 ( 2 ) (1 ) 4
n
n
f z C n a b t z
tzf z a t z az bz 
         (1.17) 
 
Then the Hankel determinants have the following explicit expression: 
 
 
   
   
1 2
, 0
1 2
1, 0
21 2
1, 0
0
det ( , , , ) ,
det ( 1, , , ) ( , ) ( , ) ,
det ( 2, , , ) ( , ) ( , ) .
n
n
i j
n
n
n ni j
n n
n n j
j ji j
j
C i j a b t b
C i j a b t b Fib a b tFib a b
C i j a b t b b Fib a b tFib a b
    

    

    
 
 
     
     
 (1.18) 
 
Here  ( , )nFib x s  is a Fibonacci polynomial  defined  by the recurrence
1 2( , ) ( , ) ( , )n n nFib x s xFib x s sFib x s     with initial values  0 ( , ) 0Fib x s   and 1( , ) 1.Fib x s     
 
To derive this theorem from Theorem A we have only to verify the well-known fact that  
 ( , ) .
n n
n
x yFib x y xy
x y
     (1.19) 
 
Remark 1.2 
a) For ( , ) (1,0)a b   we get as in Example 1 the sequence    0( ,0,1) 1,0,1,0,2,0,5,0,14,nc n     of  
aerated Catalan numbers . The Hankel determinants of order 0  to 2  are 
 
    
  
1
, 0
1
, 0 0
1
, 0 0
det ( ,0,1) 1,
det ( 1,0,1) 0,1,0, 1,0,1,0, 1,
det ( 2,0,1) (1,1,2,2,3,3, ).
n
i j
n
i j n
n
i j n
c i j
c i j
c i j



 

 
 
    
  


 
b) For 1 3 1 3( , ) ,
2 2
x y
       
 or equivalently ( , ) (1,1)a b  we get the Motzkin numbers  
   1,1,2,4,9,21,51,nM    (OEIS A001006) with generating function 
 
2
2 2
1 1 2 3 2( ) .
2 1 1 2 3
z z zM z
z z z z
          (1.20) 
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Since    0(1, 1) 0,1,1,0, 1, 1,0,1,1,0, 1, 1,n nFib         is periodic with period 6  the corresponding 
Hankel determinants are  
 
 
    
    
1
, 0
1
1 , 0 0
1
2 , 0 0
det 1,
det 1,1,0, 1, 1,0,1,1,0, 1, 1,0, ,
det 1,2,2,3,4,4,5,6,6,7,8,8, .
n
i j i j
n
i j i j n
n
i j i j n
M
M
M

 

   

   

    



 (1.21) 
 
An extension of Example 2 is 
Theorem B 
Let 
2 2 2 2
0
1 1( , , ) ( , , ) .
(1 ( ) ) 4 1 2( ) ( )
n
n
K z x y k n x y z
x y z xyz x y z x y z
          
Then for 0n   the first  Hankel determinants are  
   1 21, 0det ( , , ) 2 ( ) ,
n
n n
i j
k i j x y xy
     
   (1.22) 
 
      1 1, 0 , 0det ( 1, , ) det ( , , ) ,n n n ni j i jk i j x y k i j x y x y        (1.23) 
 
    21 1, 0 , 0
1
( )det ( 2, , ) det ( , , ) ( ) 2 .
( )
j jn
n n n
ji j i j
j
x yk i j x y k i j x y xy
xy
 
  
         (1.24) 
 
Remark 1.3 
The main example is the sequence of central binomial coefficients 
2
( ,1,1)
n
k n
n
    
 (OEIS A0001084) 
with generating function 
0
21( ,1,1)
1 4
n
n
n
K z z
nz 
        which we already encountered in Example 2.  
The Hankel determinants of orders 0  to 2  are 
 
1
1
, 0
2 2
det 2 ,
n
n
i j
i j
i j



       
 (1.25) 
 
 
1
, 0
2 2 2
det 2 ,
1
n
n
i j
i j
i j


         
 (1.26) 
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1
, 0
2 2 4
det 2 (2 1).
2
n
n
i j
i j
n
i j


          
 (1.27) 
 
Here too all Hankel determinants are explicitly known (cf. e.g. [5],[7],[10],[13]) : 
 
1
1
1
0 1, 0
2 2 2 2 1det 2 .
n jk
n k
j ii j
i j k n j i
i j k i j
  
 
               (1.28) 
 
Recall that the Lucas polynomials ( , )nL x s  are defined by the recursion 1 2( , ) ( , ) ( , )n n nL x s xL x s sL x s    
with initial values 0 ( , ) 2L x s   and 1( , )L x s x  and satisfy ( , ) .n nnL x y xy x y      
In the following we need the normalized Lucas polynomials ( , )nLuc x s  which coincide with ( , )nL x s  for 
0n   with initial value 0( , ) 1.Luc x s   They satisfy 1 2( , ) ( , ) ( , )n n nLuc x s xLuc x s sLuc x s    for 2n   
and 2 0( , ) ( , ) 2 ( , )nLuc x s xLuc x s sLuc x s  with initial values 0( , ) 1Luc x s   and 1( , ) .Luc x s x  
 
Theorem B* 
Let 
          
2 2
0
1( , , ) ( , , ) .
(1 ) 4
n
n
G z a b g n a b z
az bz
   
                    
 (1.29) 
 
Then for 0n   the first  Hankel determinants are  
   1 21, 0det ( , , ) 2 ,
n
n n
i j
g i j a b b
     
   (1.30) 
 
   1 21, 0det ( 1, , ) 2 ( , ),
n
n n
ni j
g i j a b b Luc a b
     
     (1.31) 
 
 
 
1 2
1 21
, 0
1
( , )
det ( 2, , ) 2 2 .
n n
n jn
ji j
j
Luc a b
g i j a b b
b
     
 
         (1.32) 
 
A proof will be given in Section 2. 
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Remark 1.4 
As a further example consider the sequence of central trinomial coefficients 
   0( ,1,1) 1,1,3,7,19,51,141,ng n     (OEIS A002426).  Here we get 
   1 1, 0det ( ,1,1) 2 ,n ni jg i j     (1.33) 
 
   1 1, 0det ( 1,1,1) 2 (1, 1),n n ni jg i j L      (1.34) 
 
where   0(1, 1)n nL   is the periodic sequence  2,1, 1, 2, 1,1,      with period 6 , and 
      1 1, 0det ( 2,1,1) 2 ( )n ni jg i j r n         (1.35) 
with (3 ) 6 2,r n n   (3 1) 6 3,r n n    (3 2) 6 4.r n n    
 
It should be noted that we could also use Chebyshev polynomials instead of Fibonacci and Lucas 
polynomials. The Chebyshev polynomials  ( )nT x  of the first  kind are defined by (cos ) cosnT n   and 
satisfy 2 ( ) (2 , 1)n nT x L x   and the Chebyshev polynomials of the second kind ( )nU x  are defined by 
sin( 1)(cos )
sinn
nU  
  and satisfy 1( ) (2 , 1).n nU x Fib x   
 
2. Hankel determinants and orthogonal polynomials  
As already mentioned there is a close connection between Hankel determinants and orthogonal 
polynomials. This can be sketched in the following way (cf. e.g. [10], [5] or [14]). 
Let ( ( ))a n  be a sequence of real numbers with (0) 1.a     
If all Hankel determinants are unequal to 0 , 
 10 , 0( ) : det( ( )) 0,
n
i jd n a i j

    (2.1) 
 then the monic polynomials  
 
 2
0
(0) (1) ( 1) 1
(1) (2) ( )
1( ) : det (2) (3) ( 1)
( )
( ) ( 1) (2 1)
n
n
a a a n
a a a n z
p z a a a n z
d n
a n a n a n z
          



 

 (2.2) 
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are orthogonal with respect to the linear functional F  defined by ( ) ( ).nF z a n  Note that we define 
0(0) 1.d   
By Favard's theorem there exist numbers ( ), ( )s n t n  such that 
 1 2( ) ( ( 1)) ( ) ( 2) ( ).n n np z z s n p z t n p z       (2.3) 
  
The sequence ( ( ))a n  is uniquely determined by the sequences ( )s n  and ( )t n . For  define ( , )v n j  as the 
uniquely determined coefficients in  
 
0
( , ) ( , ).
n
n
j
z v n j p j z

   (2.4) 
 
Comparing coefficients  in  1
0
( 1, ) ( , )
n
n n
j
z zz v n j zp j z

    this is equivalent with 
 
 
(0, ) [ 0]
( ,0) (0) ( 1,0) (0) ( 1,1)
( , ) ( 1, 1) ( ) ( 1, ) ( ) ( 1, 1).
v j j
v n s v n t v n
v n j v n j s j v n j t j v n j
 
   
       
 (2.5) 
 
The numbers ( , )v n j  can be interpreted as weights of some lattice paths:  Consider non-negative lattice 
paths from (0,0)  to ( , )n j  with horizontal steps (1,0)H  , up-steps (1,1)U  and down-steps (1, 1).D    
Define the weight 0w  of a path as the product of all steps of the path, where 0( ) 1,w U  0 ( ) ( )w H s k  if 
H  lies on height k  and  0 ( ) ( )w D t k  if the endpoint of D  in on height .k  The weight of a set of paths 
is defined as the sum of their weights. Then ( , )v n j  is the weight of the set of all lattice paths from (0,0)
to ( , )n j  and  ( ,0) ( ).v n a n  
The Hankel determinant   10 , 0( ) det ( ,0) ni jd n v i j    is given by 
   1 110 , 0
1 0
( ) det ( ) ( ).
n i
n
i j
i j
d n a i j t j
 
  
    (2.6) 
 
To prove this observe that each non-negative lattice path from (0,0)  to ( ,0)m n  must contain a unique 
point ( , )m i  with 0 .i m   The weight of all paths from (0,0)  to ( , )m i is ( , )v m i  and the weight of all 
paths from ( , )m i  to ( ,0)m n  is the same as the weight 1( , )v n i   of all paths from (0,0) to ( , )n i  with the 
weights 1( ) 1,w D   1( ) ( )w U t k  if the initial point of U  is on height k and 1( ) ( )w H s k  if H  is on 
height .k  Then 
1
1
0
( , ) ( , ) ( )
i
j
v n i v n i t j


  due to i  upsteps. 
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This implies 
1
0 0
( ,0) ( , ) ( , ) ( ).
m i
i j
v m n v m i v n i t j

 
     
If we denote by nA  the lower triangular matrix   1, 0( , ) nn i jA v i j   with diagonal ( , ) 1v i i   and by nB  the 
diagonal matrix with entries 
1
0
( , ) ( )
i
j
b i i t j


  then   1, 0( ,0) .n tn n ni jv i j A B A    Taking determinants we get 
(2.6). 
From (2.2) it is clear that 
   11 0, 0( ) det ( 1) ( 1) (0) ( ).n n ni jd n a i j p d n      (2.7) 
 
From the condensation formula for determinants (cf. [10], p.17) we get for the Hankel determinants 
  12 , 0( ) det ( 2) ni jd n a i j     
 22 0 0 2 1( ) ( ) ( 1) ( 1) ( ) .d n d n d n d n d n     (2.8) 
 
Proof of Theorem A  
If we set  
 
0
( , ) : ( , , , ) ( , , )n k k
n
v n k z z H z x y t h z x y

  (2.9) 
then (2.5) is satisfied with  
 (0) , ( ) , ( ) .s x y t s n x y t n xy       (2.10) 
 
This is seen by comparing coefficients in (1.8)  and in (1.6) after multiplication by 
1.( , , , ) ( , , )k kz H z x y t h z x y   
Thus we get (1.10). 
Moreover we see that 
    1( ) ( ), ( ), .n n np z Fib z x y xy tFib z x y xy         (2.11) 
 
Therefore  ( ) ( 1) (0)n nr n p   satisfies the recurrence ( ) ( ) ( 1) ( ) ( 2)r n x y r n xy r n      with initial 
values 
0 0
(0) 1 x y x yr t
x y x y
      and 
2 2
(1) x y x yr x y t t
x y x y
        and since 
1 1 1 1
( )
n n n n n nx y x y x yx y xy
x y x y x y
           we see that 
1 1
( ) .
n n n nx y x yr n t
x y x y
      
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This implies (1.11). To show (1.12) we use the condensation formula and obtain 
2(2) (2) (2) 2
2 2 1( , , ) ( ) ( 1, , ) ( ) ( , , ) .
n
nd n x y xy xy d n x y xy xy d n x y xy
          
With induction we get 
21 1
2(2)
2
0
( , , ) ( ) ( ) .
n k k k kn
n k
k
x y x yd n x y xy xy xy t
x y x y
      

         
 
Remark 2.1 
For , , 0x i y i t     we get the sequence of aerated Catalan numbers (1,0,1,0,2,0,5,0, ) . In this case 
we get  (cf. e.g. [5],[6] ,[7] or OEIS A053121)  
2 2 2 1 2 1
(2 ,2 ) , (2 1,2 1)
1 1
n n n n
v n j v n j
n j n j n j n j
                                
 and ( , ) 0v n j   if 
( ) 1mod 2.n j   
The corresponding orthogonal polynomials are 1( ) ( , 1) .2n n n
zp z Fib z U
        
A comparison with the orthogonality relation for the Chebyshev polynomials of the second kind  
1
2
1
2 ( ) ( ) 1 [ ]n mU x U x x dx n m 
    gives 
 
2
2
1
2
1 ( , 1) 4 [ 0].
2 n
F x x dx n 
     (2.12) 
 
Thus we get a representation of the linear functional F  as an integral 
 
2
2
2
1( ) ( ) 4
2
F p p x x dx 
   (2.13) 
for each polynomial ( ).p x  
 
Remark 2.2 
For ( ) ( , , )a n c n a b  the orthogonal polynomials corresponding to Theorem A* satisfy 
1 2( ) ( ) ( ) ( )n n np z z a p z bp z     with initial values 1( ) 0p z   and 0( ) 1,p z   i.e.  
1( ) ( , ).n np z Fib z a b    
Thus 
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2
1
2
(0, , ) (1, , ) ( 1, , ) 1
(1, , ) (2, , ) ( , , )
1 det ( , ).(2, , ) (3, , ) ( 1, , )
( , , ) ( 1, , ) (2 1, , )
nn
n
c a b c a b c n a b
c a b c a b c n a b z
Fib z a bc a b c a b c n a b z
b
c n a b c n a b c n a b z
   
            



 

 (2.14) 
 
By (2.12) we get  
 
2 2
2 2
22
1 1( , , ) 4 ( ) ( ) 4 .
2 2
a b
n n
a b
c n a b x b x a dx a z b z dz
b 


        (2.15) 
For ( ) ( , , , )a n C n a b t  we get in the same way 1( ) ( , ) ( , ).n n np z Fib z a b tFib z a b       
In the special case ( , , ) (2,1, 1)a b t    we get ( ,2,1, 1) nC n C   and  
1 2 1( ) ( 2, 1) ( 2, 1) ( , 1).n n n np z Fib z Fib z Fib z          
 
Proof of Theorem B* 
To prove Theorem B* we define ( , )v n j  by the generating functions 
 
0
( ) ( , ) ( , , ) ( , , ) .n j jj
n
V z v n j z z G z a b f z a b

   (2.16) 
  
Then  
  
0 0 1
1 1
( ) 1 ( ) 2 ( ),
( ) ( ) ( ) ( ) .j j j j
V z azV z bzV z
V z z V z aV z bV z 
  
    (2.17) 
 
The first line means that 2( , , ) 1 ( , , ) 2 ( , , ) ( , , )G z a b azG z a b bz G z a b f z a b    
or equivalently  
2 2
2 2 2
2
1 (1 ) 4
1 2 (1 ) 4 ,
2
az az bzaz bz az bz
bz
         
which is obvious. The second line is simply the quadratic equation satisfied by ( , , ).f z a b  
Therefore (2.5) holds with  
 ( ) , (0) 2s n a t b   (2.18) 
 and  
 ( )t n b  (2.19) 
 for 0.n   
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This means that the corresponding normalized orthogonal polynomials are  
 ( ) ( , ).n np z Luc z a b    (2.20) 
 
By (2.6) we get (1.30). 
From (2.7) we deduce (1.31), because ( ) ( 1) ( ,0)nr n p n   satisfies ( ) ( 1) ( 2)r n ar n br n     with initial 
values  (1)r a  and 2(2) 2 .r a b   Since ( , )nL a b  satisfies the same recurrence and coincides with 
( )r n  for 1n   and 2n   we see that ( ) ( , ).nr n Luc a b   
Identity (1.32) is a simple consequence of the condensation formula. 
 
Remark 2.3 
For ( , ) (2,1)a b   it is easily verified (cf. e.g. [5],[7])  that (2.5) holds with 2( , ) .nv n j
n j
      
In this case 
we have 12
0
1 2 1 4 ( ) 1( ,2,1) ( ) .
2
n
n
n
z z C zf z c z C z
z z 
         
Comparing with (2.16) we get the well-known formula  
  
0
2 ( ) 1( ) .
1 4 1 4
jj j
n
n
n C zz c zz
n j z z
         (2.21) 
 
Remark 2.4 
The orthogonal polynomials belonging to Theorem B* are ( ) ( , ).n np z Luc z a b     Thus for 0n   
2
21
(0, , ) (1, , ) ( 1, , ) 1
(1, , ) (2, , ) ( , , )
1 det ( , ).(2, , ) (3, , ) ( 1, , )
2
( , , ) ( 1, , ) (2 1, , )
nn
n
n
g a b g a b g n a b
g a b g a b g n a b z
Luc z a bg a b g a b g n a b z
b
g n a b g n a b g n a b z
    
            



 

 (2.22) 
 
For ( , ) (2,1)a b   we get 2( ,2,1) ng n
n
      and 2( ) ( 2, 1) ( , 1).n n np z Luc z Luc z      
For ( , ) (0,1)a b   we get Example 2: 2(2 ,0,1) ng n
n
      and (2 1,0,1) 0g n    and ( ) ( , 1).n np z Luc z   
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Now observe that the Chebyshev polynomials (cos ) cosnT n    satisfy 2 ( ) (2 , 1)n nT x L x   and 
1
2
1
1 ( ) [ 0].
1
nT x dx n
x 
   
This implies that  
   2
2
2
1 ( , 1)( , 1) [ 0]
4
n
n
Luc xF Luc z dx n
x 
     (2.23) 
 and therefore 
2 2
2
2
2
21( )
4
n
n nxF z dx
nx 
        and  
2 2 1
2 1
2
2
1 0.
4
n
n xF z dx
x



   
More generally we have 
 
2
2
2
1 ( )( , , ) .
4
na z bg n a b dz
z 
   (2.24) 
 
3. Some general observations 
Let m be a positive integer. Our main purpose is to study Hankel determinants of sequences  ( , , , )c n m a b  
and  ( , , , , )C n m a b t  respectively whose generating functions satisfy an equation of the form  
 2( , , ) ( , , , ) 1 ( , , ) ( , , )n mm m m
n
f z a b c n m a b z azf z a b bz f z a b

     (3.1) 
 and   
 
0
( , , )( , , , ) ( , , , , ) .
1 ( , , )
n m
m
n m
f z a bF z a b t C n m a b t z
tzf z a b
    (3.2) 
 
The coefficients ( , , , , )C n m a b t can be regarded as generating functions of weighted non-negative lattice 
paths: 
In the sequel for given m  we always consider lattice paths from (0,0)  to ( ,0)n  with horizontal steps
(1,0)H  , up-steps (1,1)U  and down-steps ( 1, 1)D m   of width 1.m      
Define the weight 0w  of a path as the product of all steps of the path, where 0 ( ) 1,w U  0 ( ) ( )w H s k  if 
H  lies on height k  and  0 ( ) ( )w D t k  if the endpoint of D  in on height .k  
The weight of a set of paths is defined as the sum of their weights. 
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Lemma 3.1 
Let ( )f z  be the generating function of  all non-negative paths  which start and end on the x  axis  and 
let ( )g z  be the generating function of all paths which start at height 1  and end on height 1  and never 
reach height 0.  Then  
 ( ) 1 (0) ( ) (0) ( ) ( ).mf z s zf z t z f z g z    (3.3) 
 
Proof 
This is clear since the generating function of all non-trivial paths which start with a horizontal step is 
(0) ( )s zf z  and each other path has a unique decomposition of the following form: an up-step,  a maximal 
path which never falls under height 1 and ends on height 1,  a down-step to height 0  and a further non-
negative path which ends on height 0.  
 
Lemma 3.2 
Let ( )s n a  and ( )t n b  and let ( , , , )c n m a b  be the weight of all non-negative paths from (0,0)  to 
( ,0)n  and let 
0
( , , ) ( , , , ) nm
n
f z a b c n m a b z

   be the generating function of the weights. 
Then for all positive integers m  
 2( , , ) 1 ( , , ) ( , , ) .mm m mf z a b azf z a b bz f z a b    (3.4) 
 
The weights ( , , , )c n m a b  are given by 
 
0
2 (2 )1( , , , ) .
21
n
m
n mk k
k
k n m k
c n m a b a b
k kk


             (3.5) 
 
Proof 
There are 
2 1
1
k
k k
      different possible sets of k  up-steps and k  downsteps. 
For each fixed set of k  up-steps and k  downsteps there are 
( ) 2
2
n mk k
k
      different positions for the 
remaining n mk  horizontal steps. 
Note that for 2m   (3.5) is the same as (2.15). 
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Let somewhat more generally  
 
0
( , , )( , , , ) ( , , , , ) .
1 ( , , )
n m
m
n m
f z a bF z a b t C n m a b t z
tzf z a b
    (3.6) 
 
A closed formula is  
 
2
2( , , , ) .
1 ( 2 ) (1 ) 4
m m
F z a b t
a t z az bz
       (3.7) 
 
Then it is easily verified that 
 ( , , , ) 1 ( ) ( , , , ) ( , , , ) ( , , ).mm m m mF z a b t a t zF z a b t bz F z a b t f z a b     (3.8) 
 
We are interested in the Hankel determinants   1( ) , 0( , , ) det ( , , , ) nmk i jd n a b c i j k m a b      and slightly more 
generally in   1( ) , 0( , , , ) det ( , , , , ) .nmk i jD n a b t C i j k m a b t     
 
Unrestricted paths 
A related question concerns the case of all paths. 
Let  ( , , , )g n m a b  be the weight of all paths from (0,0)  to ( ,0).n If there are k up-steps there must also be 
k down-steps and n km  horizontal steps. The number of steps is therefore 2 .n k mk  There are 
2 2( 2 )!
2! !( )!
k n k mkn k mk
k kk k n mk
             different possibilities for the distribution of the steps. Thus 
 
0
2 2
( , , , ) .
2
n
m
n mk k
k
k n k mk
g n m a b a b
k k
    

          (3.9) 
 
Remark 3.3 
More information about such paths can be found in [2].  For 2m   (3.9) is the same as (2.24). 
It should be noted that there are also other paths which give the same weights. For example consider all 
paths from (0,0)  to ( , )n n  with horizontal steps ( ,0),m  vertical steps (0, )m  and diagonal steps (1,1).  If 
there are k  horizontal steps there must also be k  vertical steps and n mk  diagonal steps. Thus we get 
the same formula. 
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The generating function can be obtained in the same manner as in [11], Exercise 5.b. 
0 0 0
0 0
0
2 2
( , , ) ( , , , )
2
2 2 2 2
2 2
2 2
2
n
m
n n n mk k
m
n n k
k
n mk k n n n
m
k n km k n km
k
m
k
k n k mk
G z a b g n m a b z z a b
k k
k n k mk k n k mkba b z a z
k k k ka
k k jb
k ka
    
  

   

         
                             
          
  
   
 2 22
0 0 0
2 2
2 2 1 2 2
0 0
2 2
( )
2
2 2( ) 1 1 .
(1 ) 1 (1 ) (1 ) 4
km
j mk j mk k j
j k j
k km k m
k m
k k
k k jbza z az
k ka
k kbz az bz
k ka az az az az bz

  
  


 
                
                        
  
 
 
Here too we are interested in computing the Hankel determinants 
   1( ) , 0( , , ) det ( , , , ) .nmk i jdd n a b g i j k m a b     (3.10) 
We found some facts for 2m   but could not find proofs for our conjectures.  
 
4. The special case 1.m   
The case 1m   can be reduced to 2m   since by (3.7) it is easily seen that 
 1 1 2( , , ) ( , , ,0) ( , 2 , ( ), ).f z a b F z a b F z a b b a b b      (4.1) 
 
Therefore we have (0) ,s a b   ( ) 2s n a b   for 0n   and ( ) ( ).t n b a b   
This implies  
 
Theorem 4.1 
The Hankel determinants (1) ( , , )kd n a b are 
 
 
 
2(1) 2
0
1
2(1) 2
1
1 1 1
2 2(1)
2
( , , ) ,
( , , ) ,
( )( , , ) ( ) .
n n
n n
n n n n
d n a b b a b
d n a b b a b
a b bd n a b b a b
a
         
         
           
 
 
  
 (4.2) 
  
 
Remark 4.2 
 
The main example is the sequence of large Schröder numbers    0 1,2,6,22,90,n nR     (OEIS 
A006318) with ( ,1,1,1).nR c n  Their generating function satisfies  2( ) 1 ( ) ( ) .F z zF z zF z    
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The corresponding Hankel determinants are (cf. e.g.[4]  ) 
 
   1 2
, 0
det 2 ,
n
n
i j i j
R
    
    (4.3) 
        11 21 , 0det 2 ,
n
n
i j i j
R
    
        (4.4) 
    11 2 12 , 0det 2 2 1 ,
n
n n
i j i j
R
    
      (4.5) 
 
 
More generally we get  
 
 
Corollary 4.3 
 
 
 
 
2(1) 2
0
2(1) 2
1
2
2(1) 2
2
0
( , , , ) ,
( )( , , , ) ( ) ,
( )( , , , ) ( ) ( ) .
n n
n n nn
n
n j jn n
n j n j j
j
D n a b t b a b
a b bD n a b t b a b a b t
a
a b bD n a b t b a b a b b a b t
a
         
         
           

 
       
        
 (4.6) 
 
Proof. 
By  (1.19)  we have ( )( 2 , ( ))
n n
n
a b bFib a b b a b
a
      and therefore 
1( 2 , ( )) ( 2 , ( )) ( ) .
n
n nFib a b b a b bFib a b b a b a b           
Further we have  
 
      1 22 1
0
1 1 1 1
2 2 2 2
0
( ) 2 , ( ) 2 , ( )
( )( ) ( ) ( ) .
n n
j
j j
j
n n n n n nn
n j j
j
b a b Fib a b b a b bFib a b b a b
a b bb a b b a b b a b
a
    

                        

       
     


 
 
 
In the same way we can compute the determinants (1) ( , , )kdd n a b  since 
1 2
0
22 2
1( , , ) ( ,1, , )
(1 ) 4
1 ( , 2 , ( )).
(1 ( 2 ) ) 4 ( )
n
n
G z a b g n a b z
az bz
G z a b b a b
a b z b a b z

   
      

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Theorem 4.4 
 
 2 2(1) 10 ( , , ) 2 ( ) ,
n n
ndd n a b b a b
             (4.7) 
 
  2 2(1) 11 ( , , ) 2 ( ) ( ) ,
n n
n n ndd n a b b a b a b b
               (4.8) 
  
 
 2(1) (1)2 0
1
2 1 2 1
(1)
0
( ,0, , ) ( ,0, , ) 2 ( ) ( ) ( )
( )( ,0, , ) (2 1) ( )
n
n n j j n j n j
j
n n
n n
dd n a b dd n a b b a b a b b b a b
a b bdd n a b n b a b
a
 

 
        
       

 (4.9) 
for 0.n   
Note that ( , ) .n nnL x y xy x y     
 
Remark 4.5 
The numbers   0 1,3( , ,11,1, 3,63,321, )1) (ng n     (OEIS A001850) are the central Delannoy numbers.  
Their Hankel determinants are 
  
 
1
1
2(1)
0
1
1
2(1)
1
1
1
2(1) 2 1
2
( ,1,1) 2 ,
( ,1,1) 2 (2 1 ,
( ,1,1) 2 2 1 (2 1)2 .
n
n
n
n
n n
dd n
dd n
dd n n
   
   
    

 
   
 (4.10) 
 
Remark 4.6. 
For 
2
( ,1,0, ) n
n
g n b b
n
      we get the Hankel determinants 
 
2
2
(1) 1 ( 1)
0
(1)
1
(1)
2
( ,0, ) 2 ,
( ,0, ) 2 ,
( ,0, ) 2 (2 1) .
n n n
n n
n n n
dd n b b
dd n b b
dd n b n b
 



 
 (4.11) 
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5.  Some observations for 2.m   
Now we want to study the case 2.m   Here some of the determinants ( )0 ( , , )md n a b  and ( )0 ( , , )mdd n a b   
vanish. 
More precisely we have 
Theorem 5.1 
   ( )0 ( , , ) 0
md mn k a b   for 2 1,k m    
( )
1 ( , , ) 0
md mn k a b   for 2 2,k m    
( )
2 ( , , ) 0
md mn k a b   for 2 3.k m    
The same holds for the determinants ( ) ( , , ).mjdd mn k a b  
Proof 
It suffices to show that there are polynomials ( , , )h n m j  in the variables ,a b  such that for 
1 1i mn m      
 
1
0
( , , ) ( , , , ) 0
mn
j
h n m j c nm i j m a b


    (5.1) 
or equivalently that there exist  polynomials ( , , )P n m z  of degree 1mn  in z  such that for 
1 1i mn m     
     [ ] ( , , ) ( , , ) 0.nm i mz P n m z f z a b
      (5.2) 
For then we have ( )0 ( , , ) 0
md mn k a b   for 2 1.k m    
For 2 2k m    this implies also that ( )1 ( , , ) 0md mn k a b   and for 2 3k m    that 
( )
2 ( , , ) 0.
md mn k a b   
To show this we prove the following 
Lemma 5.2 
Let  
 2 1 22 2
0
2 1
( , , ) (1 , ) (1 ) ( ) .
n
m n j m j
n
j
n j
P n m z Fib az bz az bz
j
 


           (5.3) 
Then ( , , )P n m z  is a polynomial in z  with degree 1nm  which satisfies 
 [ ] ( , , ) ( , , ) 0nm k mz P n m z f z a b
   (5.4) 
for 1 1.k mn m     
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Proof of Lemma 5.2 
The degree of ( , , )P n m z  is  
0
max 2 1 2 1.
j n
n j mj mn
 
      
Binet's formula for the Fibonacci polynomials 
2 2
2
4 4
2 2
( , )
4
n n
n
x x s x x s
Fib x s
x s
                  gives 
 
2 2 2 2
2 2
( , ) ( , )(1 , )
( , ) ( , )
n n
m
n
m z m zFib az bz
m z m z
 
 
 

     (5.5) 
   
with  
 
21 (1 ) 4( , ) ( , , , )
2
maz az bzm z m z a b        (5.6) 
 and  
 
21 (1 ) 4( , ) ( , , , ) .
2
maz az bzm z m z a b        (5.7) 
Observe that ( , )m z  and 1( , , )
( , )m
f z a b
m z  are  power series with constant term 1  and that ( , )m z  is 
a power series with smallest power m  since ( , ) ( , ) .mm z m z bz    
This implies that 
2 2 2 2
2 2
2 1
2 1 2 1 2 1
2
2 1
( , ) ( , ) 1( , , ) ( , , )
( , ) ( , ) ( , )
1 ( , )( , )
( , ) ( , ) ( , )
( , ) ( , ) ( , ) ( , )1
( , ) ( , ) ( , )(1 ) 4
(1 ,
n n
m
n
n
n n n
m
n
m z m zP n m z f z a b
m z m z m z
m zm z
m z m z m z
m z m z m z m z
m z m z m zaz bz
Fib az
 
  
  
   
  
 


  

 
     
        
   (2 1)) ( )m n mbz z r z
 
for some formal power series ( ).r z  
Since 2 1deg (1 , )
m
nFib az bz mn     we see that for 1 1k mn m     
[ ] ( , , ) ( , , ) 0.nm k mz P n m z f z a b
   
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Remark 5.3 
For ( , , , )mF z a b t  instead of ( , , )P n m z  we have to choose 
2 2 2 1( , , , ) (1 , ) (1 , ).
m m
n nP n m z t Fib az bz tzFib az bz        
For in this case 1( , , , )
( , )m
F z a b t
m z tz   and therefore  
 2 1 2 1
(2 1)
2 1
( ( , ) ) ( , ) ( , ) ( , ) 1( , , , ) ( , , )
( , ) ( , ) ( , )
(1 , ) ( ).
n n
m
m n m
n
m z tz m z m z tz m z
P n m z t f z a b
m z m z m z tz
Fib az bz z r z
   
  
 


    
   
 
 
To prove the assertion  for the determinants ( ) ( , , )mjdd mn k a b   observe that Binet's formula for the Lucas 
polynomials gives  
2 24 4( , ) .
2 2
n n
n
x x s x x sL x s
                
 
We claim that 
2 1 2
1[ ] (1 , ) 0
(1 ) 4
nm k m
n m
z L az bz
az bz

      for 1 1.k mn m     
But this follows immediately from the fact that  
2 1 2 1
2 1 2
2 1 2 1 2 1
(2 1)
2 12
1 ( , ) ( , )(1 , )
( , ) ( , )(1 ) 4
( , ) ( , ) ( , )2 (1 , ) ( )
( , ) ( , ) (1 ) 4
n n
m
n m
n n n
m n m
nm
m z m zL az bz
m z m zaz bz
m z m z m z Fib az bz z r z
m z m z az bz
 
 
  
 
 

  


    
       
 
for some power series ( ).r z  
 
Since some of the determinants ( )0 ( , , )
md n a b vanish the method of orthogonal polynomials is not 
applicable.  
In some cases elementary matrix manipulations will do the task. Consider e.g. the determinants 
  1( )0 , 0( ,0, ) det ( , ,0, ) .nm i jd n b c i j m b    
Here we have 2
0
( ,0, ) ( , ,0, ) 1 ( ,0, )n mm m
n
f z b c n m b z bz f z b

    and therefore 
( , ,0, ) nnc nm m b C b  and ( , ,0, ) 0c n m b   if 0mod .n m  
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Theorem 5.4 
Let 1.m   Then 
 
1
2( ) ( 1)
0
1
2( ) ( 1)
0
( ,0, ) ( 1)
( 1,0, ) ( 1)
m
n
m n mn
m
n
m n mn
d mn b b
d mn b b
    
    
 
  
 (5.8) 
and ( )0 ( ,0, ) 0
md n b   for all other .n  
Proof 
Because of Theorem 5.1 we need only show (5.8). 
For 1m   we already know that 2(1)0 ( ,0, ) n nd n b b   and that 2(1)1 ( ,0, ) .nd n b b  
Consider first the matrix    1, 0( , ,0, ) .mni jc i j m b   We write its rows ir   in the order 
0 ( 1) 1 1 ( 1) 1 1 2 1 ( 1) 1, , , , , , , , , , , , .m n m m n m m m n m mr r r r r r r r r             Then we change the colums js  of the new 
matrix in the order 0 ( 1) 1 2 1 ( 1) 1 1 1 ( 1) 1, , , , , , , , , , , , .m n m m m n m m m n ms s s s s s s s s             
The new matrix is of the form  
0
1
1
,
m
A
A
A 
      
  
where   10 , 0ni ji j i jA C b    and the other A  are equal to  
11
1 , 0
.
ni j
i j i j
A C b
 
    
Thus   21 1 11 12 2 2( ) ( 1) ( 1)0
0
( ,0, ) ( 1) det ( 1) ( 1) .
m m mmn n nm
m n n n n nm
j
j
d mn b A b b b
                   

       
For the matrix   , 0( , ,0, ) mni jc i j m b   we have an analogous decomposition. The only difference is that 
 0 , 0 .ni ji j i jA C b    This implies that 
 21 1 11 12 2 2( ) ( 1) ( 1)0
0
( 1,0, ) ( 1) det ( 1) ( 1) .
m m mmn n nm
m n n n n nm
j
j
d mn b A b b b
                   

        
 
In the same way using (4.11) we get 
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Theorem 5.5 
Let 1.m   Then 
 
1
2( ) 1 ( 1)
0
1
2( ) ( 1)
0
( ,0, ) ( 1) 2
( 1,0, ) ( 1) 2
m
n
m mn n mn
m
n
m mn n mn
dd mn b b
dd mn b b
     
    
 
  
 (5.9) 
 
and ( )0 ( ,0, ) 0
mdd n b   for all other .n  
 
For 0a   the determinants  ( )0 ( ,0, )md n b  and ( )1 ( ,0, )md n b  can also be computed with the continued 
fractions method by Gessel and Xin ([9],[12]).  Suppose that ,
, 0
( , ) i ji j
i j
D x y d x y


   and let 
    1, , 0( , ) det .ni jn i jD x y d    If ( )u x  is a formal power series with (0) 1u   then 
   ( ) ( , ) ( , )n nu x D x y D x y  because the transformed determinant is obtained from the original 
determinant by elementary row operations. 
Then the Hankel determinants   1, 0( ) det ( ) nn i jH A a i j    and   11 , 0( ) det ( 1) nn i jH A a i j     of the formal 
power series 
0
( ) ( ) n
n
A z a n z

   are given by 
( ) ( )( )n
n
xA x yA yH A
x y
      and 
1 ( ) ( )( ) .n
n
A x A yH A
x y
      
Let now 0
0
1( ) ( ,0, ) .
1 ( )m m
A x f x b
bx A x
    
Then 
 2 20 0
0
0 0 0 0
1 1
1 1
( ) ( )1( )
1 ( ) 1 ( ) (1 ( ))(1 ( ))( )
( ) ( )1 ( )
m m
n m m m m
n n
n
n
x y bxy xx A x yy A yx yH A
x y bx A x by A y bx A x by A y x y
xA x yA yxy H A
x y
 

                     
     
 
with 21 0( ) ( )
mA x bx A x  which satisfies 
2
1 2
1
( ) .
1 ( )
mbxA x
x A x

   
Let 
2
2 1 2
2
1( ) ( ) .
1 ( )
mxA x A x
b bx A x

    Then 1 2( ) ( ).
n
n nH A b H A  
Now 
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  
1 1
2 2 2
2 2
1 1 1 3 3
1
2
1 3
1( )
1 ( ) 1 ( )
1 ( ) ( )( )
( 1) ( )
m m
n
n
m m m
n
m
n m
x yH A
x y bx A x by A y
xA x yA yx y xy
x y x y
H A
 
  
   
 
          
        
 
 
with 3 22 2
2
( ) ( ) .
1 ( )m
b bA x A x
x x A x
    
Let 34 0
4
( ) 1( ) ( ).
1 ( )m
A xA x A x
b bx A x
    
Thus 3 0( ) ( ).
n
n nH A b H A  
Therefore we get 
1 1
2 21 1 2 1
0 1 2 3 0( ) ( ) ( 1) ( ) ( 1) ( ).
m m
n n n m
n n n m n mH A b H A b H A b H A
             
        
It is easily verified that ( )1 0 0( ) (1,0, ) 1
mH A d b  ,  
1
2( ) 1
0 0( ) ( ,0, ) ( 1)
m
m m
mH A d m b b
        and 
( )
0 0( ) ( ,0, ) 0
m
nH A d n b   for 1 .n m   
With the same method we get  
Theorem 5.6 
For 1m   
 
22( )
1 ( ,0, ) ( 1) .
m
n
m mnd mn b b
      (5.10) 
( )
1 ( ,0, ) 0
md n b   else . 
Proof 
1 0 0
0
0 0
1 1
1
1 1 1 ( ) ( )( )
1 ( ) 1 ( ) ( )
( ) ( ) ( )
m m
n m m
nn
n
n
bx A x by A yH A
x y bx A x by A y x y
xA x yA y H A
x y
                
    
 
with 11 0( ) ( )
mA x bx A x  or 
1
1
1
( ) .
1 ( )
mbxA x
xA x

   
Let 
1
2
2
( ) .
1 ( )
mxA x
bxA x

   Then 1 2( ) ( ).
n
n nH A b H A  
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  2 3 3
2 2
2 1
3
1 1( ) ( ) ( ) ( )
1 ( ) 1 ( )
( 1) ( )
m m
m m m
n
nn
m
n m
x yH A x y xy A x A y
x y bxA x byA y x y
H A
   

                   
 
 
with 3 21( ) ( )m
bA x A x
x 
  or 3
3
( ) .
1 ( )m
bA x
x A x
   
Then 3 0A bA  and 1 13 0( ) ( ).nn nH A b H A  
This implies 21 2 10 0( ) ( 1) ( ).
m
n m
n n mH A b H A
    
   
Since 1 0( ) 0nH A   for n m  and 21 0( ) ( 1)
m
m
mH A b
       we get by induction Theorem 5.6.  
 
In the general case we use the Lindström –Gessel-Viennot theorem (cf. e.g.  [10], Theorem 6, [3], 
[12],[14]). It implies that 
 ( ) ( , , ) sgn ( )mkd n a b W

    (5.11) 
where   runs through all permutations  of  0,1, , 1n   and ( )W   is the weight of all systems ( )kS n   
of n  non-intersecting non-negative lattice paths from ( )i iA E  for all  0,1, , 1 .i n   
Here the initial points are ( ,0)iA i   and for given k  the endpoints are ( ,0).iE i k   From the context it 
will always be clear which k  is considered. So we do not indicate k  explicitly. 
A set of n  non-overlapping lattice paths from    0 1 0 1, , , ,n nA A E E    will be called n  set. 
 
6.  The case 3.m   
Let us first  consider the situation for 3.m    
Let S  be an n  set with permutation .    Let 0 ( )w S  be the weight of S  and let the signed weight ( )w S  
be 0( ) sgn( ) ( ).w S w S  
a)  The Hankel determinants (3)0 ( , , ).d n a b  
First some remarks on notation.  For 0k   we denote by 0Id   the trivial path  0 0(0,0) (0,0).A E    
Each other path consists of a sequence of steps , ,U H D  from left to right. If the path begins in iA  the first 
step will get the index ,i  and if it ends in jE  then the last step will get the index .j  For example for 
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0k   and 3m   the path 3 2( 3,0) ( 2,1) ( 1,1) (0,1) (2,0)A E          will be denoted by 
2
3 2.U H D  
For 2k   the path 2 3( 2,0) ( 1,1) (0,2) (2,1) (3,1) (5,0)A E          is denoted by 22 3.U DHD  
 
Theorem 6.1 
 
(3) (3 1)
0
(3) (3 1)
0
(3)
0
(3 , , ) ( 1) ,
(3 1, , ) ( 1) ,
(3 2, , ) 0.
n n n
n n n
d n a b b
d n a b b
d n a b


 
  
 
 (6.1) 
 
Furthermore  we have (3) (3)0 0( , , , ) ( , , ).D n a b t d n a b  
Proof 
For 1n   we have the trivial 1 set  0 .Id  
For 2n   there is no 2  set because no path which starts at 1A  can end in 1.E  
For 3n   each n  set must contain the 3 set  3 0 2 1 1 2, , .S Id U D U D  The signed weight is 23( ) .w S b    
If  3i   all paths starting from iA  must begin with two up-steps and those ending in iE end with two 
down-steps.  This implies that on height 2  we have the same situation as on height 0  but with points 
* *
3 3i iA E    in place of 0 0.A E  For an n  set S the weight of  the part of all paths which lie between 
height 0y   and height 2y   is 2 2( 3) 2 4.n nb b b     
Therefore we get  
 (3) 2 4 (3)0 0( , , ) ( 3, , )
nd n a b b d n a b    (6.2) 
  
with initial values (3)0 (1, , ) 1d a b   and (3)0 (2, , ) 0.d a b   Since (3) 2 2 3 40 (3, , )d a b b b       we can set 
(3)
0 (0, , ) 1.d a b   
Thus by induction we get (3) 6 4 1 ( 1)(3 4) (3 1)0 (3 , , ) ( 1) ( 1)
n n n n n n nd n a b b b b          and 
(3) 6 2 1 ( 1)(3 2) (3 1)
0 (3 1, , ) ( 1) ( 1) .
n n n n n n nd n a b b b b           
The same argument holds for (3)0 ( , , , ).D n a b t  
 
b) In an analogous way we can compute (3)1 ( , , ).d n a b   
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Theorem 6.2 
 
2
2
2
(3) 3
1
(3) 3 2
1
(3) 1 3 2
1
(3 , , ) ( 1) ,
(3 1, , ) ( 1) ( 1) ,
(3 1, , ) ( 1) .
n n
n n n
n n n
d n a b b
d n a b n ab
d n a b nab

 
 
   
  
 (6.3) 
Proof 
We get the recursion 
 (3) 1 (3) 2 3 (3)1 0 1( , , ) ( 1, , ) ( 3, , ).
n nd n a b ab d n a b b d n a b      (6.4) 
 
If there is a path 0 0(0,0) (1,0)A E    in the n  set ,0nS   then on height 1  we have the points 
* * * * *
2 0 0 1 2( 2,1), , (0,1), (1,1), ( 2,1).n nA n A E E E n           On these points we can construct an 
arbitrary ( 1)n   set for  (3)0 ( 1, , ).d n a b  The signed weight of the paths till height 1  is 1nab  . 
If there is no path (0,0) (1,0),  then there must be  paths 
2 0 1 1 0 2( 2,0) ( 1,1) (1,0) , ( 1,0) (0,1) (2,0) , (0,0) (1,1) (3,0) .A E A E A E               This 
gives the 2  set  0 2 1 1 2 0, , .U D U D U D  
On height 2  we have the points ** ** ** **3 0 0 3( 3,2), , ( 1,2), (0,2), , ( 4,2).n nA n A E E n           On 
these points we can construct an  arbitrary ( 3)n   set for (3)1 ( 3, , ).d n a b    The signed weight of the 
paths till height 2  is 2 3.nb   This proves (6.4). 
Now we can by induction prove the explicit formulae: 
2 2(3) 3 1 (3) 6 3 (3) 6 3 1 3( 1) 3
1 0 1(3 , , ) (3 1, , ) (3 3, , ) ( 1) ( 1) .
n n n n n n nd n a b ab d n a b b d n a b b b b              
2 2
(3) 3 (3) 6 1 (3)
1 0 1
3 (3 1) 6 1 1 3 4 1 3 2
(3 1, , ) (3 , , ) (3 2, , )
( 1) ( 1) ( 1) ( 1)
n n
n n n n n n n n n n n
d n a b ab d n a b b d n a b
ab b b nab n ab

     
   
        
2 2
(3) 3 1 (3) 6 1 (3)
1 0 1
3 1 (3 1) 6 1 1 3( 1) 4( 1) 1 3 4 1
(3 2, , ) (3 1, , ) (3 1, , )
( 1) ( 1) ( 1) ( 1) .
n n
n n n n n n n n n n n
d n a b ab d n a b b d n a b
ab b ab nb n ab
 
         
    
        
To compute (3)1 ( , , , )D n a b t  we note that the only difference consists in the fact that on height 0  the weight 
of H  is a t  instead of .a  Therefore we get  
(3) 1 (3) 2 3 (3) (3) 1 (3)
1 0 1 1 0( , , ) ( ) ( 1, , ) ( 3, , ) ( , , ) ( 1, , ).
n n nD n a b a t b d n a b b d n a b d n a b tb d n a b           
This gives 
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Theorem 6.3 
 
2
2
2
(3) 3
1
(3) 3 2
1
(3) 1 3 2
1
(3 , , , ) ( 1) ,
(3 1, , , ) ( 1) (( 1) ) ,
(3 1, , , ) ( 1) ( ) .
n n
n n n
n n n
D n a b t b
D n a b t n a t b
D n a b t na t b

 
 
    
   
 (6.5) 
 
c) The determinants (3)2 ( , , ).d n a b   
Theorem 6.4 
 
2
2
2
(3) 1 3 1 3 2
2
0
(3) 2 2 3 3
2
1
(3) 3 5 1 3 2
2
0
(3 , , ) ( 1) ( 1) ,
(3 1, , ) ( 1) ( 1) ,
(3 2, , ) ( 1) ( 1) .
n
n n n
i
n n n
n
n n n
i
d n a b b a i n b
d n a b n a b
d n a b b a i n b
  


 

      
   
       


 (6.6) 
 
Proof 
It would be nice if we could prove this too with the help of the condensation formula 
2
2 0 0 2 1( ) ( ) ( 1) ( 1) ( ) .d n d n d n d n d n     
But due to the fact that (3)0 (3 1, , ) 0d n a b   the condensation formula only gives 
 
2(3) 2 2 3 3
2 (3 1, , ) ( 1) ( 1)
n n nd n a b n a b      (6.7) 
and 
 
2(3) 2 (3) 3
2 2(3 , , ) (3 1, , ) ( 1) .
n n n nd n a b b d n a b b      (6.8) 
 
To prove Theorem 6.4 we need the extra information 
 
 (3) 2 1 (3) 4 2 (3)2 2 2(3 2, , ) (3 1, , ) (3 , , ).
n nd n a b ab d n a b b d n a b      (6.9) 
 
It is clear that each 3n  set is contained in the region beneath the line segments  
( 3 1,0) ( 1,2 )n n n      and ( 1,2 ) (3 1,0),n n n     
each (3 1)n    set beneath ( 3 ,0) ( ,2 ),n n n    ( ,2 ) ( 2,2 )n n n n     and  ( 2,2 ) (3 2,0),n n n     
and each (3 2)n   set beneath ( 3 1,0) ( ,2 1),n n n      ( ,2 1) ( 1,2 1)n n n n       and  
( 1,2 1) (3 3,0).n n n      
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The heights are exact with the exception of the  3n  sets  *3nS   defined by  
 * * 2 1 2 1 2 1 2 1 2 1 2 13 3( 1) 3 3 3 2 3 2 3 3 3 1 3 1, , , ,n n n n n nn n n n n n n nS S U D U D U DUD             
which are contained in the smaller region bounded by  
( 3 1,0) ( ,2 1)n n n     , ( 2,2 2) ( 3,2 1),n n n n        and ( 3,2 1) (3 1,0).n n n      
We call these 3n  sets exceptional and the other 3n  sets normal. 
It is easily seen that no (3 1)n   set can contain a normal 3n  set and that each exceptional *3nS  is 
contained in precisely one (3 1)n   set   * 2 2 23 3 3, n nn n nS U H D  and in precisely one (3 2)n   set 
 * 2 1 2 1 2 1 2 13 3 3 1 3 1 3, , .n n n nn n n n nS U D U D      
Each normal  3n  set is also contained in precisely one  (3 2)n   set. 
Each (3 1)n   set can also uniquely be enlarged to a (3 2)n    set by adjoining  the path 2 1 2 13 1 3 1 .n nn nU HD    
This implies that the signed weight (3)2 (3 2, , )d n a b  of all (3 2)n   sets satisfies 
(3) 2 1 (3) 4 2 (3)
2 2 2(3 2, , ) (3 1, , ) (3 , , ).
n nd n a b ab d n a b b d n a b      
It is now routine matter to verify (6.6). 
 
To compute the Hankel determinants (3)2 ( , , , )D n a b t  we get from the condensation formula 
 
2(3) 2 3 3
2 (3 1, , , ) ( 1) (( 1) )
n n nD n a b t n a t b       (6.10) 
and 
 
2(3) 2 (3) 3
2 2(3 , , , ) (3 1, , , ) ( 1) .
n n n nD n a b t b D n a b t b      (6.11) 
We need the extra information 
 (3) 2 1 (3) 4 2 (3)2 2 2(3 2, , , ) (3 1, , , ) (3 , , , ).
n nD n a b t ab D n a b t b D n a b t      (6.12) 
 
This follows in the same way as above. 
 
Now we can deduce  
 
 
32 
   
Theorem 6.5 
 
2
2
2
(3) 3 1 3 2
2
0
(3) 2 3 3
2
(3) 1 3 1 3 2
2
0
(3 , , , ) ( 1) ( 1) ( ( 1) ) ,
(3 1, , , ) ( 1) ( ( 1) ) ,
(3 1, , , ) ( 1) ( ( 1) ) .
n
n n n
i
n n n
n
n n n
i
D n a b t b a i n b nat t n a
D n a b t t n a b
D n a b t b a i nb nat t n a
 


  

         
    
         


 (6.13) 
 
Another formulation 
From (6.5) we see that the sequence 
0
( 1,0;3, , , )
n
C n a b t
a 
     satisfies (2.1).  Therefore there exist 
uniquely determined numbers ( )s n  and ( )t n  which satisfy (2.5). 
Theorem 6.6 
The uniquely determined numbers ( )s n  and ( )t n  for the sequence 
0
( 1,0;3, , , )
n
C n a b t
a 
     are 
 (3 ) ( 1) , (3 1) , (3 2) ( 1)s n n a t s n a s n n a t           (6.14) 
and 
  (3 ) , (3 1) , (3 2) ( 1) ( 2) .
( 1) ( 1)
b bt n t n t n n a t n a t
n a t n a t
               (6.15) 
 
Proof 
The sequence   0( ) nt n   can be computed from (2.6). This gives 
1 1
(3)
1
1 0
( ) ( , , , )
n i
i j
t j D n a b t
 
 
  or (3) (3)1 1(3) 2
1
( , , , ) ( 2, , , )( ) ,
( 1, , , )
D n a b t D n a b tt n
D n a b t
   
which implies (6.15). 
From (2.7) we deduce that 
(3)
2
(3)
1
( , , , )( 1) ( ,0) .
( , , , )
n D n a b tp n
D n a b t
 
 
 
This implies that 
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1 1 3 2
0
1
1
3 2
0
(3 ,0) ( 1) ( 1) ( ( 1) ) ,
(3 1,0) ( 1) ( ( 1) ) ,
( 1) ( 1) ( 1) ( ( 2) )
(3 2,0) .
( 1)
n
n n
i
n n
n
n n
i
p n b a i n b nat t n a
p n t n a b
b a i n b n at t n a
p n
n a t
 




         
    
            


 
By (2.3)  we have ( , ) ( ( 1)) ( 1, ) ( 2) ( 2, ).p n x x s n p n x t n p n x        Therefore  
( ,0) ( 1) ( 1,0) ( 2) ( 2,0).p n s n p n t n p n        
This implies that  
( 1,0) ( 1) ( 1,0)( )
( ,0)
p n t n p ns n
p n
    
 
and we get (6.14).
 
I could not find a direct proof of (6.14) and (6.15). 
 
For the case of  unrestricted  paths I have only some conjectures based on computer experiments. 
Conjecture 6.7 
Let 
2 3
0
1 ( ,3, , ) .
(1 ) 4
n
n
g n a b z
az bz 
    The uniquely determined numbers ( )s n  and ( )t n  for the 
sequence 
0
( 1,3, , )
n
g n a b
a 
     are 
(0) ,s a  2 1(3 )
2
ns n a  for 0,n   (3 1)s n a  , 2 1(3 2)
2
ns n a    
and 
 
  22 2(3 ) , (3 1) , (3 2) 2 1 2 3 .
(2 1) (2 1) 4
b b at n t n t n n n
n a n a
           
 
  
This gives  
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Conjecture 6.8 
 
(3) 3 1 (3 1)
0
(3) 3 (3 1)
0
(3)
0
(3 , , ) ( 1) 2 ,
(3 1, , ) ( 1) 2 ,
(3 2, , ) 0.
n n n n
n n n n
dd n a b b
dd n a b b
dd n a b
 

 
  
 
 (6.16) 
  
 
2
2
2
(3) 3 3
1
(3) 3 3 2
1
(3) 1 3 2 3 2
1
(3 , , ) ( 1) 2 ,
(3 1, , ) ( 1) (2 1)2
(3 1, , ) ( 1) (2 1)2
n n n
n n n n
n n n n
dd n a b b
dd n a b n ab
dd n a b n ab

  
 
   
   
 (6.17) 
 
  
 
2
2
(3) 2 3 2 3 ( 1)
2
(3) 3 (3 1) 3 1 3 3 1
2
(3) 3 1 (3 1) 3 2 3 3 1
2
(3 1, , ) ( 1) (2 1) 2 ,
2 1
(3 ,2, , ) ( 1) (2 1)2 2 ,
3
2 1
(3 1,2, , ) ( 1) (2 1)2 2 .
3
n n n n
n n n n n n n
n n n n n n n
dd n a b n a b
n
dd n a b n b a b
n
dd n a b n b a b

   
    
   
         
          
 (6.18) 
 
Remark 6.10 
(6.17) follows immediately from Conjecture 6.7. 
To deduce (6.18)  let ( ) ( 1) ( 1) ( 2) ( 2)u n s n u n t n u n       with initial values (0) 1u   and (1) (0).u s  
It is easily verified that 
3
1
2 1
(3 1) (2 1) ,
2 1
(3 ) (2 1) ,
32
2 12(3 1) .
23
n
n n
n
n
u n n ab
nau n n b b
na bu n b
a


  
      
       
 
Using (2.7) this implies  (6.18). 
The condensation formula implies (6.16). 
 
An  example 
Consider the sequence    0( ,3,1,1) 1,1,1,2,4,7,13,26,nc n     (OEIS A023431). 
The Hankel determinants are  
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   
   
 
( 3) ( 3) ( 3)
0 0 0 0 0
( 3) ( 3) ( 3)
1 1 1 0 0
( 3) ( 3) ( 3)
2 2 2 0
(3 ,1,1), (3 1,1,1), (3 2,1,1) ( 1) , ( 1) ,0 ,
(3 ,1,1), (3 1,1,1), (3 2,1,1) ( 1) , ( 1) ( 1), ( 1) ( 1) ,
(3 ,1,1), (3 1,1,1), (3 2,1,1) ( 1)
n n
n n
n n n
n n
n
n
d n d n d n
d n d n d n n n
d n d n d n
 
 

    
       
    1 22 12 3 2 7, ( 1) ( 1) , ( 1) .
2 23 3
n n
n nn n
n
                   
 
For the sequence    ( ,3,1,1) 1,1,1,3,7,13,27,61,g n    (OEIS A01084710) we get 
   
   
( 3) ( 3) ( 3)
0 0 0 0 0
( 3) ( 3) ( 3)
1 1 1 0 0
( 3) ( 3)
2 2
3 1 3
3 3 3 1
(3 ,1,1), (3 1,1,1), (3 2,1,1) ( 1) , ( 1) ,0 ,
(3 ,1,1), (3 1,1,1), (3 2,1,1) ( 1) , ( 1) (2 1)2 , ( 1) (2 1)2 ,
(3 ,1,1), (3 1,
2 2
2
n n
n n
n n n
n n
n n
n n n
dd n dd n dd n
dd n dd n dd n n n
dd n dd n
 
 


    
       
 ( 3)2 0
2 3 13 1 3
1,1), (3 2,1,1)
( 1) , ( 1) (2 1) , ( 1) 2
2 1 2 3
2 4 2 2 4 2 .
3 3
n
n n n nn n
dd n
n
n n
n n



                             
 
 
7.  The general case 
Theorem 7.1 
Let 2.m   Then 
 
1
2( ) ( 1)
0
1
2( ) ( 1)
0
( , , ) ( 1)
( 1, , ) ( 1)
m
n
m n mn
m
n
m n mn
d mn a b b
d mn a b b
    
    
 
  
 (7.1) 
and ( )0 ( , , ) 0
md n a b   for all other .n  
Proof 
The proof is almost the same as for 3.m   
For 1n   we have only the trivial 1 set  0 .Id  
For 1 n m   there is no n  set since no path originating in 1A  is contained in  1,2, , 1 .n   
For n m  there is one n  set    0 1 1 2 2 1 1, , , ,m m m mS Id U D U D U D     with 
1
2 1( ) ( 1) .
m
m
mw S b
       
For n m  each n  set must contain mS  together with the paths 2iU  and 2iD  for 1.m i n    On height 
2  we have the same situation as in the beginning with n  replaced by .n m  The weight of the paths till 
height 2  is 1 2( ) 2 1.m n m n mb b b     
Therefore we get by induction the above results. 
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Now we want to compute ( )1 ( , , ).
md n a b  
For 1n   we have the 1 set    1 0 0 0S H A E    with signed weight ( )1 1( ) (0, , ) .mw S d a b a   
First we want to construct all n  sets nS  which contain 1.S   
In this case each of the points ,iA 1i  , must be the begin of an up-step U  and  each of the points ,iE
1i  , must be the end a down-step. The smallest such n  set  1 1 1 2 2 2 2 1, , , ,m m m mS S U D U D U D      with 
weight 2 21( ) ( 1)
m
m
mw S ab
    
     
 occurs for 1n m  .  
For 1i m   all paths starting from iA  must begin with two up-steps 2U  and all paths with endpoint iE  
must end with at least 2  down-steps  2.D  
The 2  paths 2 21 1: : ( 1,0) ( 3,2) ( 1,0)m m m mU D A E m m m           and 
2 2
1 1: : ( ,0) ( 2,2) ( ,0)m m m mU D A E m m m        extending 1mS   give the ( 1)m   set 1mS   with 
weight 2 21( ) ( 1) .
m
m
mw S ab
    
     
Let now ( , , , ) ( )nu n m a b w S  if there is an n  set nS  which contains 1S  and 0nu   else. 
Thus for 1n m   on height 2  we have the same situation as after the first step: The neighbouring  points 
*
0 ( 2,2)A m    and *0 ( 3,2)E m    are occupied and we look for non-overlapping paths between the 
points * ( 2 ,2)iA m i     and * ( 3 ,2)jE m j     for 1 , 1.i j n m     This gives  
2 2( , , , ) ( 1) ( , , , )
m
n mu n m a b u n m m a b b
        with initial values  (0, , , ) 0, (1, , , ) ,u m a b u m a b a   
( , , , ) 0u n m a b   for 1 1,n m    2 2( 1, , , ) ( 1) .
m
mu m m a b ab
         (Observe that 
2 2( 1)( 1, , , ) ( 1) .
m
m mu m m a b b a
        ) 
  
From this we get by induction 
 
2
2
2 2
2 2
( 1, , , ) ( 1)
( 1, , , ) ( 1)
m
n
mn n
m
n
mn n
u mn m a b ab
u mn m a b ab
    
    
   
  
 (7.2) 
and ( , , , ) 0u n m a b   else. 
There remains the case where there is no path 0 0.A E  
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Here we get the smallest n  set  nT  for .n m  
Let ( , , , ) ( )nv n m a b w T  if there is such an n  set nT  and 0nv   else. 
We have  0 1 1 2 1 0, , ,m m m mT U D U D U D      with signed weight  2( , , , ) ( ) ( 1) .
m
m
mv m m a b w T b
        
Let now .n m  For i m  we get on height 2  the point ( 2,2)m   as image of mA  and the point 
( 3,2)m   as pre-image of .mE  Therefore we have the same situation as in the definition of 
( )
1 ( , , )
md n m a b  and get 
2 2 ( )
1( , , , ) ( 1) ( , , ).
m
n m mv n m a b b d n m a b
        
This gives with induction  
Theorem 7.2 
22( )
1 ( , , ) ( 1) .
m
n
m mnd mn a b b
      
22( ) 2
1 ( 1, , ) ( 1) ( 1)
m
n
m mn nd mn a b n ab
         
22( ) 2
1 ( 1, , ) ( 1)
m
n
m mn nd mn a b nab
         
( )
1 ( , , ) 0
md n a b   else  for 3.m   
Proof 
This result holds for 0.n   If it holds for 1n   then we get 
2( 1)2( ) ( 1) 2( 1)
1 ( ( 1) 1, , ) ( 1)
m
n
m m n nd m n a b nab
            
and therefore 
2 2
2
( 1)
2 2 2( ) 2 2( 1) ( 1) 2( 1)
1
2 2
( 1, , ) ( 1) ( 1) ( 1)
( 1) ( 1) .
m m m
n n
m mn n mn m m n n
m
n
mn n
d mn a b ab b nab
n ab
                     
    
     
  
 
 
In the same way we get 
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2 2
2
( 1)
2 2 2( ) 2 2( 1) ( 1) 2( 1)
1
2 2
( 1, , ) ( 1) ( 1) ( 1)
( 1) ( 1) .
m m m
n n
m mn n mn m m n n
m
n
mn n
d mn a b ab b nab
n ab
                     
    
     
  
 
 
Remark 7.3 
Let 2m   and 
 2
(0) (1) ( 1) 1
(1) (2) ( )
( , ) : det (2) (3) ( 1)
( ) ( 1) (2 1)
n
n
a a a n
a a a n z
p m z a a a n z
a n a n a n z
          


 
 

 (7.3) 
with ( ) ( , , , ).a n c n m a b  Since in general the coefficient of nz  can vanish we have no direct analogue of  
( ).np z  But if we define  
 ( 1)
1( , ) ( , )n nn n
m
p m z p m z
b
   (7.4) 
then we  have (2, ) ( ).n np z p z  
We conjecture that 
 
 
 
1
2 ( 1) 2
2 1
1
12 ( 1) 22
2 2
1
2 ( 2)(2 )
1
1
1
1
( 1) ( ), ,
( 1) ( ), ,
( 1)
( , )
( , )
( , ) ( , )
m
n
n mn m
n
m mn
n mn m
n
m
m n
mn
mn
mn m mn
b Fib z z a b
b z
p m
Fib z z a
z
p m z
p m z p m
b
b z

     

     

  


 

   
   
 


 
 (7.5) 
 
and ( , ) 0np m z   else. 
For 2m   this coincides with (2.14). 
Note that 
(2 )
2 22(( ) , ) (( ), ).
n m
m m
n nFib z a z b z Fib z a bz

       
This conjecture is equivalent with 
  12 2 2 2 2( 1)( ( ) 2 ( , ) ( ,, ) )n
m
m
n m n mz z a b p m z b p m zp m z
    
       (7.6) 
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for 2n m   with initial values 
   
 
1 2
2
0 1 1
1 1
2 22 2 2 2
1
2
2 2
2 1
( , ) 1, ( , ) , ( , ) ( 1) ( ) ,
( , ) ( 1) ( ) , ( , ) ( 1) ( ) ( ) 2 ,
( , ) ( ) ( ) 2
m m
m
m
m m
m m
m m
m
mm
m
p m z p m z z a p m z z a b
p m z z z a b p m z z a z z a b
p m z b z a z z a b
    

           




     
        
   
 
and ( , ) 0np m z   for the other values of n  with 1 2 .n m   
 
For the determinants ( )1 ( , , , )
mD n a b t  we get with the same reasoning 
( )
1
( )
1
( , , , ) ( , , , ) ( , , , ) ( , , , ) ( , , , ) ( , , , )
( , , ) ( , ,1, )
m
m
D n a b t u n m a t b v n m a b u n m a b u n m t b v n m a b
d n a b tu n m b
     
   
Taking into account (7.2) we get 
Theorem 7.3 
22( )
1 ( , , , ) ( 1) .
m
n
m mnD mn a b t b
      
22( ) 2
1 ( 1, , , ) ( 1) ( ( 1) )
m
n
m mn nD mn a b t t n a b
          
22( ) 2
1 ( 1, , , ) ( 1) ( )
m
n
m mn nD mn a b t t na b
          
( )
1 ( , , , ) 0
mD n a b t   else for 3.m   
 
Theorem 7.4 
For 4m  the following identities hold: 
 
2
2
1
2( ) 2 2 3
2
1
2( ) 2 2 3
2
( 1, , ) ( 1) ( 1) ,
( 2, , ) ( 1) .
m
n
m mn n
m
n
m mn n
d mn a b n a b
d mn a b n a b
    
    
   
   
 (7.7) 
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Proof 
The condensation formula 22 0 0 2 1( ) ( ) ( 1) ( 1) ( )d n d n d n d n d n      gives 
2
1
2( ) 2 2 3
2 ( 1, , ) ( 1) ( 1) ,
m
n
m mn nd mn a b n a b
         
2
1
2( ) 2 2 3
2 ( 2, , ) ( 1) ,
m
n
m mn nd mn a b n a b
         
and  
 
2
1
2( ) ( ) 2
2 2( , , ) ( 1, , ) ( 1) .
m
n
m m n mn nd mn a b d mn a b b b
         (7.8) 
 
But we have 
Conjecture 7.5 
2
1
2( )
2 ( , , ) ( 1) ( 1) ,
m
n
m mn nd mn a b n b
        
2
1
2( )
2 ( 1, , ) ( 1) .
m
n
m mn nd mn a b nb
        
This follows from the conjectured identity 
 
2
1 1
2 2( ) 2 1 ( )
2 2( , , ) ( 1) ( , , ) ( 1)
m m
n
m nm m m mn nd mn a b b d mn m a b b
                  (7.9) 
 
or from the conjecture that for 4m   no mn   set can contain a horizontal step.  
 
I suppose that there must be a simple proof of this fact, but unfortunately I could not find it. 
 
In the same way we obtain  
Conjecture 7.6 
For 4m  the following identities hold: 
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2
2
2
2
1
2( )
2
1
2( ) 2 3
2
1
2( ) 2 3
2
1
2( )
2
( , , , ) ( 1) ( 1)
( 1, , , ) ( 1) ( ( 1) )
( 2, , , ) ( 1) ( )
( 1, , , ) ( 1)
m
n
m mn n
m
n
m mn n
m
n
m mn n
m
n
m mn n
D mn a b t n b
D mn a b t t n a b
D mn a b t t na b
D mn a b t nb
    
    
    
    
  
    
    
  
 (7.10) 
and ( )2 ( , , , ) 0
mD n a b t   else. 
Conjecture 7.7 
Let  
 
2
0
1( , , ) ( , , , ) .
(1 ) 4
n
m m
n
G z a b g n m a b z
az bz 
     (7.11) 
Then 
 
1
2( ) 1 ( 1)
0
1
2( ) ( 1)
0
( , , ) ( 1) 2 ,
( 1, , ) ( 1) 2
m
n
m mn n mn
m
n
m mn n mn
dd mn a b b
dd mn a b b
     
    
 
  
 (7.12) 
and 
( )
0 ( , , ) 0
mdd n a b   else. 
For 3m   we get 
 
2
2
2
2( )
1
2( ) 2
1
2( ) 2 2
1
( , , ) ( 1) 2 ,
( 1, , ) ( 1) (2 1)2
( 1, , ) ( 1) (2 1)2
m
n
m mn mn
m
n
m mn mn n
m
n
m mn mn n
dd mn a b b
dd mn a b n ab
dd mn a b n ab
   
    
     
 
   
    
 (7.13) 
and ( )1 ( , , ) 0
mdd n a b   else. 
 
For 4m   we get 
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1
2( ) ( 1)
2
1
2( ) 2 2 ( 3)
2
1
2( ) 2 3 2 ( 3)
2
1
2( ) 1
2
( , , ) ( 1) (2 1)2 ,
( 1, , ) ( 1) (2 1) 2 ,
( 2, , ) ( 1) (2 1) 2 ,
( 1, , ) ( 1) (2 1)2
m
n
m mn n mn
m
n
m mn n mn
m
n
m mn n mn
m
n
m mn
dd mn a b n b
dd mn a b n a b
dd mn a b n a b
dd mn a b n
    
    
     
    
  
   
    
    ( 1) .n mnb 
 (7.14) 
and ( )2 ( , , ) 0
mdd n a b   else. 
Remark 7.8 
Closely related is the following conjecture: 
Let 2m   and 
2
(0) (1) ( 1) 1
(1) (2) ( )
( , ) : det (2) (3) ( 1)
( ) ( 1) (2 1)
n
n
a a a n
a a a n z
p m z a a a n z
a n a n a n z
          


 
 

 
with ( ) ( , , , ).a n G n m a b  
Then 
 
 
 
1
2 1 ( 1) 2
2
1
12 ( 1) 22
2 1
1
12 2 ( 2)(2 1
1
)
1
2
1
( 1) 2 ( ), ,
( 1) 2 ( ), ,
( 1)
( , )
( , )
( , ) ( ,2 ).
m
n
mn n mn m
n
m mn
mn n mn m
n
m m
m
mn
mn
mn
m n
mn m
b L z zp m z
p m z
p m z
a b
b z L z z a
pz m z
b
b
      
     

     

  

   
   
 


 
 (7.15) 
 
I want to conclude this paper with a further conjecture related to these results. We have 
2
2 1
2
0
2
1 1 1 1 1
( , ) ( , ) ( , )( , ) ( , ) ( , ) ( , )1 1
( , ) ( , )
1 1 1( ) ( ) ( ) .
( , ) 1 ( )1
( , )
m n n
m mm m
nm
m z m z m zm z m z m z m z
m z m z
f z bz f z
bzm z bz f z
m z
     
 




                     
             

 
Now consider the partial sums 
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 2 221 ( ( , , ))( , , , ) ( , , ) ( , , ) 1 ( ( , , )) .1 ( , , )
m k
m km
m m m mm
m
bz f z a bH k z a b f z a b G z a b bz f z a b
bz f z a b
    
Their coordinates coincide with those of ( , , )mG z a b for .n mk  
Let ( , ) ( , , )m kD n a b  be the Hankel determinant of the coefficient sequence of ( , , , ).mH k z a b  
Computer computations suggest that this sequence of Hankel determinants has a recurrent pattern modulo 
mk  which depends on the parity of .k    More precisely we state the following 
Conjecture 7.10 
Let  ,k    and 1.k    
a1) For ( 1)mk n mk     and mod( )n jm km   
1
2( ,2 ) 1 ( ) ( 1)( , , ) ( 1) ( 2) ( 1) ,
m
n
m k jm m k j n nmD n a b b
            
a2)  for  ( 1)mk n mk     and ( 1)mod( )n jm km    
1
2( ,2 ) ( ) 1 ( 1)( , , ) ( 1) ( 2) ( 1) .
m
n
m k jm m k j n nmD n a b b
            
 
b1)  Let (2 1) (2 1)( 1).m k n m k       For mod(2 1)n jm k m  and j k  
1
2( ,2 1) 1 ( ) 1 ( 1)( , , ) ( 1) (2 2) (2 1) ,
m
n
m k jm m k j n nmD n a b b
             
for 1j k   
1
2( ,2 1) ( 1 ) (2 1 ) ( 1)( , , ) ( 1) (2 3) (2 2) .
m
n
m k j k m k j m n nmD n a b b
              
b2) Let (2 1) (2 1)( 1).m k n m k       For ( 1) mod(2 1)n jm k m   and j k  
1
2( ,2 1) ( ) ( 1)( , , ) ( 1) (2 2) (2 1) ,
m
n
m k jm m k j n nmD n a b b
           
 for j k  
1
2( ,2 1) ( 1) 1 (2 1 ) 1 ( 1)( , , ) ( 1) (2 3) (2 2) .
m
n
m k j k m m k j n nmD n a b b
                
All other Hankel determinants vanish. 
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As an example consider the sequence of aerated Catalan numbers  1,0,1,0,2,0,5,0,14,0,  with 
generating function 
2
2 2
1 1 4( ,0,1) .
2
zf z
z
   
Their Hankel determinants are (2)0 ( ,0,1) 1d n   for all .n   The Hankel determinants corresponding to 
2
2 2
0
21( ,0,1)
1 4
n
n
n
G z z
nz 
        are (2) 10 ( ,0,1) 2ndd n   for 1.n   
By (2.21) 22
0
2 2
( , ,0,1) .n
n
n n
H k z z
n n k
                
It is interesting to see how the  sequence of Hankel determinants (2,2 1) ( ,0,1)kD n  converges to the 
sequence of Hankel determinants (2)0 ( ,0,1).dd n  
   (2,3) 2 2 2 2 2 2
0
( ,0,1) 1,1,2 | 2 ,2 ,2 3 | 3 ,3 ,3 4 | 4 ,4 ,4 5 | ,
n
D n        
   (2,5) 2 3 4 4 3 2 2 3 4 4 3 2 2 3
0
( ,0,1) 1,1,2,2 ,2 | 2 ,2 ,2 3,2 3 ,2 3 | 3 ,3 ,3 4,3 4 ,3 4 | ,
n
D n           
   (2,7) 2 3 4 5 6 6 5 4 2 3 3 2 4 5 6 6 5
0
( ,0,1) 1,1,2,2 ,2 ,2 ,2 | 2 ,2 ,2 3,2 3 ,2 3 ,2 3 ,2 3 ,| 3 ,3 ,3 4, , .
n
D n            
Let me mention that the numbers ( )s n  and ( )t n  defined in (2.5) are ( , ) 0s n k   and  2( , )
1
nt kn k
n
   , 
( 1, )
1
nt kn k
n
    and ( , ) 1t n k  else. 
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