ABSTRACT. In this article we continue our analysis of Schrödinger operators with a random potential using scattering theory. In particular the theory of Krein's spectral shift function leads to an alternative construction of the density of states in arbitrary dimensions. For arbitrary dimension we show existence of the spectral shift density, which is defined as the bulk limit of the spectral shift function per unit interaction volume. This density equals the difference of the density of states for the free and the interaction theory. This extends the results previously obtained by the authors in one dimension. Also we consider the case where the interaction is concentrated near a hyperplane.
INTRODUCTION
The integrated density of states is a quantity of primary interest in the theory and in applications of one-particle random Schrödinger operators. In particular the topological support of the associated measure coincides with the almost-sure spectrum of the operator. Moreover, its knowledge allows to compute the free energy and hence all basic thermodynamic quantities of the corresponding non-interacting many-particle systems.
The present article is a continuation of our analysis of applications of scattering theory to random Schrödinger operators [27, 28] . There we showed in particular in the one-dimensional context the existence of the bulk limit of the spectral shift function per unit interaction interval. Also this limit was shown to be equal to the difference of the integrated densities of states for the free and the interaction theory. Here we extend this result to arbitrary dimensions ν. This result was announced in [27] . An independent proof has been recently given in [8] in the case of the discrete Laplacian. In [27] we also proved how the Lyapunov exponent could be obtained in an analogous way as (minus) the bulk limit for the logarithm of the absolute value of the scattering amplitude per unit interaction interval. This result was recognized long ago, although a complete proof was absent, see [31, 32] . We believe that a similar result can be obtained for the higher dimensional case (see [27] for a precise formulation).
Some other applications of scattering theory in one dimension to the study of spectral properties of Schrödinger operators with periodic or random potentials can be found in [21, 41, 37] and [23] respectively.
One of the important ingredients of our approach is the Lifshitz-Krein spectral shift function (see [6, 7] for a review and [16, 17] for recent results). In the context of our approach the spectral shift function naturally replaces the eigenvalue counting function, which is usually used to construct the density of states. The celebrated Birman-Krein theorem [3] relates the spectral shift function to scattering theory. In fact, up to a factor −π −1 it may be identified with the scattering phase when the energy λ > 0. For λ < 0 the spectral shift function equals minus the eigenvalue counting function.
These two properties of the spectral shift function, namely its relation to scattering theory and its replacement of the counting function in the presence of an absolutely continuous spectrum convinced the authors already some time ago that the spectral shift function could be applied to the theory of random Schrödinger operators and led us to an investigation of cluster properties of the spectral shift function [25, 26] , when the potential is a sum of two terms and the center of one is moved to infinity. In [15] we proved convexity and subadditivity properties of the integrated spectral shift function with respect to the potential and the coupling constant, respectively. Such properties often show up when considering thermodynamic limits in statistical mechanics.
In the one-dimensional case [27] we proved an inequality for the spectral shift function, which reflect its "additivity" properties with respect to the potential being the sum of two terms with disjoint supports |ξ(λ; H 0 + V 1 + V 2 , H 0 ) − ξ(λ; H 0 + V 1 , H 0 ) − ξ(λ; H 0 + V 2 , H 0 )| ≤ 1.
Combined with the superadditive (Akcoglu-Krengel) ergodic theorem [30] this allowed us to prove for random Hamiltonians of the form which we called the spectral shift density. We proved the equality ξ(E) = N 0 (E) − N (E), where N (E) and N 0 (E) = π −1 [max(0, E)] 1/2 are the integrated density of states of the Hamiltonians H(ω) and H 0 respectively.
Before we outline the main results of this paper we recall some well-known facts about the density of states for Schrödinger operators H = H 0 + V in the Hilbert space L 2 (R ν ) with H 0 = −∆ and V being an arbitrary potential with V − ∈ K ν , V + ∈ K loc ν (K ν denotes here the Kato class, see e.g. [10, 44] ). One says that H = H 0 + V has a density of states measure if for all g ∈ C ∞ 0 (R) µ(g) = lim Λ→∞ tr(χ Λ g(H))/meas(Λ) (1. 2) exists. Here χ Λ is the characteristic function of a rectangular box Λ = [a 1 , b 1 ]×. . .×[a ν , b ν ] and the limit Λ → ∞ is understood in the sense a i → −∞, b i → ∞ for all i = 1, . . . , ν. Actually Λ need not be a box. Instead of boxes we can take a sequence Λ i of bounded domains tending to infinity in the sense of Fisher [36] . With Λ (h) being the set of points within distance h from the boundary ∂Λ of Λ, the convergence in the sense of Fisher means that lim meas(Λ i ) = ∞ and for any ǫ > 0 there exists δ > 0 independent of i and such that meas(Λ (δ diam(Λ i )) i )/meas(Λ i ) < ǫ. By the Stone-Weierstrass theorem for the existence of the density of states measure it suffices to prove the existence of the limit on the r.h.s. of (1.2) with g(λ) = e −λt for all t > 0 [44] . By Riesz's representation theorem the positive linear functional µ(g) defines a positive Borel measure dN (E) (density of states measure) such that
The non-decreasing function
is called the integrated density of states. If the density of states measure is absolutely continuous, its Radon-Nikodym derivative n(E) = dN (E)/dE is called the density of states. For random Schrödinger operators the absolute continuity of N (E) is discussed in [29, 9, 2, 18] . Let H D Λ be the operator H D 0,Λ + V where H D 0,Λ is the Laplacian on L 2 (Λ) with Dirichlet boundary conditions on ∂Λ. Then
such that the integrated density of states can be calculated as the bulk limit of the density of the eigenvalue counting function for H D Λ . This equation shows that the limit (1.2) does not depend on the properties of H "outside" the box Λ. Therefore one may expect that
Below we will prove (see Theorem 2.9) that this really is the case. Substracting from (1.2) the same limit with H = H 0 , i.e. V = 0 und using (1.5) we obtain
By construction the potential χ Λ V has compact support. This fact will allow us to prove that the difference g(H 0 + χ Λ V ) − g(H 0 ) is trace class for all finite Λ. Since g(H 0 + χ Λ V ) outside the box Λ is "approximately" equal to g(H 0 ) we will be able to prove that
Combining (1.6) and (1.7) we obtain
Since the l.h.s. of (1.8) is a difference of two positive linear functionals, the existence of the density of states implies the existence of a limiting (signed) measure dΞ(λ) such that
for any g ∈ C 1 0 (continuously differentiable functions with compact support). Also, from (1.3) and (1.8) it follows that
Since N (λ) and N 0 (λ) are both non-decreasing functions we may view the integrals on the l.h.s. of (1.9) as Lebesgue-Stieltjes integrals and perform an integration by parts, thus obtaining
This implies that dΞ(λ) is absolutely continuous. Its Radon-Nikodym derivative ξ(λ) = dΞ(λ)/dλ we call the spectral shift density. From (1.10) we also have
Clearly the converse is also true, i.e. if the spectral shift density exists then the density of states also exists and (1.11) is fulfilled.
Similarly we can prove the existence of the relative spectral shift density
which is again related to the difference of the densities of states for the operators H 0 + V + W and H 0 + W . For example as in [20, 2] we can take W to be a periodic potential and V to be a random potential describing the distribution of impurities. We expect that it is also possible to consider Schrödinger operators with an electromagnetic field
where a is a vector potential of a magnetic field and W stands for an electrostatic potential. However, we will not touch this question in the present work. The heuristic consideration presented above will be rigorously justified in Section 2. In Section 3 we will show that actually it is not necessary to take a "sharp" cut-off χ Λ V to calculate the spectral shift density. For lattice-type potentials of the form V = j∈Z ν f j (· − j), where {f j } j∈Z ν is a family of not necessarily compactly supported functions being uniformly in the Birman-Solomyak class l 1 (L 2 ), one can approximate V by a sequence of V Λ = j∈Λ f j (· − j). Section 4 is devoted to the study of the cluster proprties for the Laplace transform of the spectral shift function (see Corollary 4.5) .
In Section 5 we consider random Schrödinger operators of two types, namely the random crystal model, (1.12) and that of a monoatomic layer
where f is supposed to be compactly supported on the unit cell and α j (ω) is a sequence of random i.i.d. variables forming a stationary metrically transitive field. For the Hamiltonians (1.12) the existence of the integrated density of states N (λ) is well known (see e.g. [22] ). We prove that for any
almost surely. This result also remains valid for Hamiltonians of the form H ω = H 0 + V ω , where V ω (x) is an arbitrary metrically transitive random field, i.e. there are measure preserving ergodic transformations {T y } y∈R ν such that V Tyω (x) = V ω (x − y). For the Hamiltonians of the type (1.13) we prove the existence of the spectral shift density as a measure (see Theorem 5.13 below). Recently similar results for discrete Schrödinger operators of this type were obtained by A. Chahrour in [8] .
SPECTRAL SHIFT DENSITY: GENERAL POTENTIALS
We start with some preparations. Let (Ω x , P x , (X t ) t≥0 ) denote the Brownian motion starting at x ∈ R ν with expectation E x . For an arbitrary measurable set B ⊂ R ν let τ B (ω), ω ∈ Ω x be the first hitting time:
Let J 1 and J 2 denote the ideals of trace class and Hilbert-Schmidt operators in the Hilbert space L 2 = L 2 (R ν ) with norms · J 1 and · J 2 respectively. Also for any potential V , V + and V − are its positive and non-positive parts respectively such that V = V + + V − . The following theorem was proven by Stollmann in [46] (see also [45] , where these results were announced).
Remark 2.2. Inspecting the proofs in [46] one can easily see that the constants c 2 and c 1 in (2.1) and (2.2) respectively can be chosen as follows
Actually in [46] this theorem was proven under the much more general conditions on the perturbations V and W by which they were allowed to be measures. In the sequel we will not use the Hilbert-Schmidt estimates. Nevertheless we have included them since from our point of view they provide an interesting information on the convergence of semigroup differences.
The following lemma allows one to estimate the r.h.s. of (2.1) and of (2.2) in terms of meas(suppV ): Lemma 2.3. [47] For an arbitrary measurable set B ⊂ R ν and for any x / ∈ B such that dist(x, B) > 0
Thus the r.h.s. of (2.1) can be bounded by (meas(suppV )) 1/2 and the r.h.s. of (2.2) by meas(suppV ).
Let A p,q denote the norm of the operator A as a map from L p into L q , 1 ≤ p, q ≤ ∞. Using some ideas and methods from [46] we will prove Theorem 2.4. Let B ⊂ R ν be a compact set. Let V be a measurable function such that V + ∈ K loc ν and V − ∈ K ν . Then for any t > 0 there is a constant c > 0 independent of B such that
This theorem can be also easily extended to the case where H 0 is replaced by H 0 + W with W being an arbitrary potential such that W + ∈ K loc ν and W − ∈ K ν . Lemma 2.5. Let B be an arbitrary domain in R ν . Then for any ǫ > 0 there is C ǫ depending on ǫ only such that
for all t > 0.
Proof. By the Schwarz inequality with respect to the Wiener measure
which completes the proof of the lemma.
Let meas(·) denote the ν-dimensional Lebesgue measure. Sometimes we will make the dimensionality explicit and write meas n for 1 ≤ n ≤ ν.
By Lemmas 2.3 and 2.5 as a corollary of Theorem 2.4 we obtain Corollary 2.6. Let B be a box in R ν . For ν ≥ 2 and for every t > 0 there is c > 0 independent of B such that Indeed to prove the corollary it suffices to estimate the integral of a positive function "concentrated" near the boundary ∂B and falling off exponentially fast away from ∂B. Lemmas 2.3 and 2.5 say that the rate of fall-off depends only on t and the dimension ν. Thus such integrals can be bounded by meas ν−1 (∂B) times a constant depending on t and ν only.
Actually Corollary 2.6 can be easily extended to more complicated domains Λ. For instance we may consider the case where there are two boxes B 1 and B 2 , B 1 B 2 such that ∂Λ ⊂ B 2 \ B 1 . In this case Corollary 2.6 is valid with meas ν−1 (∂B) on the r.h.s. of (2.7) -(2.10) replaced by meas ν (B 2 \ B 1 ).
We turn to the proof of Theorem 2.4. By H 0 + V + ∞ B and H 0 + V + ∞ B c we denote the operator H 0 + V on L 2 (B c ) and L 2 (B) respectively with Dirichlet boundary conditions on ∂B. These notations are motivated by the fact that the operators H 0 + V + ∞ B and H 0 + V + ∞ B c can be understood as limits of H 0 + V + kχ B and H 0 + V + kχ B c respectively as k → ∞ (see e.g. [12] ). Using the decomposition L 2 (R ν ) = L 2 (B) ⊕ L 2 (B c ) these operators can be identified with the operators 0 ⊕ (H 0 + V + ∞ B ) and (H 0 + V + ∞ B c ) ⊕ 0 acting on the whole L 2 (R ν ), so we will use the same notations for these operators.
First we prove the following auxiliary inequalities Lemma 2.7. Let B ⊂ R ν be a compact set. Let V be a measurable function such that V + ∈ K loc ν and V − ∈ K ν . Then for any t > 0
Proof. First let us prove (2.11). We write the operator under the norm in the form χ B D(t) with
By the semigroup property
and therefore
where we have used e −t(H 0 +V +∞ B c ) = e −t(H 0 +V +∞ B c ) χ B and the fact that A * Jp = A Jp . By the Feynman-Kac formula
The same is obviously valid for the operator e −t(H 0 +V +∞ B c ) . Also e −t(H 0 +V ) and e −t(H 0 +V +∞ B c ) are bounded operators from L 2 to L ∞ [44] . Therefore we can apply Lemma A.4 (see Appendix) to estimate (2.15) thus obtaining
By the monotonicity property (A.1)
.
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Applying the Schwarz inequality with respect to the Wiener measure to the Feynman-Kac formula we obtain
for any f ∈ L 2 . This leads (see the proof of Lemma A.3 in the Appendix) to the inequality
and thus
From the Feynman-Kac formula (2.16) with f ≡ 1 by means of the Schwarz inequality with respect to the Wiener measure we obtain
and hence
Now we note that
We turn to the estimate of D(t/2)χ B ∞,2 . To this end we write
This completes the proof of the inequality (2.11). The proof of (2.12) follows along the same lines. Denoting
we obtain
Again by Lemma A.4
By (2.17) and by the monotonicity property (A.1)
By Lemma A.3 and again by the monotonicity property (A.1)
By the Feynman-Kac formula we obtain
which immediately gives
Further we consider
which completes the proof of (2.12).
We are now in the position to prove the estimates (2.3) and (2.5). We write
and apply Lemma 2.7. This gives (2.3). Similarly we obtain (2.5).
We turn now to the trace class estimates (2.4) and (2.6). As in the Hilbert-Schmidt case we start with an auxiliary lemma:
Proof. We prove (2.18) only since the proof of (2.19) follows along the same lines. Again we use the representation of the operator under the norm in the form χ B D(t) with D(t) being defined by (2.13). By means of the identity (2.14) we estimate
Similarly we have
Since D(t) preserves positivity and e −t(H 0 +V ) , e −t(H 0 +V +∞ B c ) are bounded as maps from L 1 to L 2 [44] we can use Lemma A.5 to estimate (2.20), which immediately leads to 
By the semigroup property and by (2.21)
Applying now Lemma A.3 to the r.h.s. of this inequality we obtain
thus completing the proof of (2.18).
Similar to the case of the Hilbert-Schmidt norm this lemma immediately yields (2.4) and (2.6).
Now we can prove the statements formulated in the Introduction (equations (1.4) and (1.6)):
Theorem 2.9. Let V be such that V + ∈ K loc ν and V − ∈ K ν . Then for any g ∈ C 2 0 and any sequence of boxes Λ tending to infinity
Proof. Given g ∈ C 2 0 by the Stone-Weierstrass theorem we can find polynomials
as k → ∞ (see [44] ). Indeed, denoting x = e −λ ∈ (0, exp(− inf A)] and g(x) = g(− log x) we can find polynomials
and P k (0) = P ′ k (0) = 0. Since inf spec(H 0 + V Λ ) depends on the Kato norm of V Λ only, the set A is bounded below. Let x 0 be such that 0 < x 0 < inf supp g. By (2.22)
by the mean value theorem we have
Dividing these inequalities by meas(Λ) and taking the limit Λ → ∞ gives
with an appropriate constant C > 0 independent of k. The third term on the r.h.s. of (2.23) can be written in the form
with a j being the coefficients of P k (λ), and thus by Corollary 2.6
for any k. We have proved that
for any k ∈ N. Taking the limit k → ∞ proves the first part of the claim.
To prove the second part we write
Here the second and third terms can be considered as above thus giving
with an appropriate constant C > 0. The fourth term divided by meas(Λ) by Corollary 2.6 tends to zero as
We write now the first term on the r.h.s. of (2.24) in the form
is the spectral shift function for the pair of operators (H 0 + χ Λ V , H 0 ). It can be constructed from the spectral shift function for the pair (e −t(H 0 +χ Λ V ) , e −tH 0 ) by means of the invariance principle. Thus the absolute value of the first term on the r.h.s. of (2.24) can be bounded by
By Theorem 2.1 and Lemma 2.3 it follows that for any
with some constant C > 0 independent of k. Taking the limit k → ∞ completes the proof.
Corollary 2.10.
If the density of states measure exists, then for any g ∈ C 2 0 and any sequence of boxes Λ tending to infinity
Conversely, if the limit on the r.h.s. of (2.25) Before we complete this section we mention one more consequence of Lemma 2.8. Let
Corollary 2.12. For any t > 0 If B is a domain with convex boundary (e.g. a box or a ball) by means of Lemmas 2.3 and 2.5 the expression in the brackets in (2.26) can be bounded by meas ν−1 (∂B). Let us fix some E > − inf spec(H) ≥ 0. Due to the operator identity
for all m > ν/2 one can easily obtain the estimate
Inequalities of this type were studied earlier by Alama, Deift and Hempel [1] and by Hempel [19] .
LATTICES OF POTENTIALS
Let L = L ν = {x j } j∈Z ν be a lattice in R ν with basis {a k } ν k=1 , i.e. every x j can be uniquely represented in the form x j = a 1 j 1 + . . . + a ν j ν with some j = (j 1 , . . . , j ν ) ∈ Z ν . With this lattice we associate the Birman-Solomyak class l q (L p ; L), which is the linear space of all measurable functions for which the norm
, the standard Birman-Solomyak class [4, 44] 
where ∆ j are unit cubes with centers at x = j. In particular,
It is easy to see that the norms corresponding to different L's are equivalent, i.e. for arbitrary lattices L 1 and L 2 of the above form there is 0 < c < 1 such that
Here we will consider potentials having the form
where x j ∈ L ν and f j is a family of real-valued functions which are in the Birman-Solomyak class l 1 (L 2 ) uniformly, i.e.
and if ν ≥ 4 in addition uniformly in L p for some p > ν/2, i.e.
. Thus V ∈ K ν and therefore H = H 0 + V is defined in the form sense with Q(H) = Q(H 0 ) and is self-adjoint.
Denote 
As above instead of boxes we can take a sequence of arbitrary domains with piecewise smooth boundary tending to infinity in the sense of Fisher. We start the proof with the following
Then for all t > 0 there is a constant C t depending on t only such that
Proof. The proof of that V 1 − V 2 ∈ l 1 (L 2 ) implies exp{−t(H 0 + V 1 )} − exp{−t(H 0 + V 2 )} is trace class was given by Simon [43, 44] . To obtain the estimate (3.4) we simply repeat the arguments of Simon explicitly controlling the constants in the intermediate estimates.
We make use of the DuHamel formula and write
which holds initially weakly. However, by means of the estimate (A.2) with p = q = 2 and the fact that (V 1 − V 2 )e −t(H 0 +V 2 ) and e −t(H 0 +V 1 ) (V 1 − V 2 ) are trace class [44, Theorem B.9.2] this identity can be seen to hold in the trace norm sense. Therefore we obtain
Now we prove that for any g ∈ l 1 (L 2 ) and any t > 0
with a constant c t depending on t only. We write
giving the a priori estimate ge −t(H 0 +V )
From the inequality [43, 44] 0 ≤ e −t(H 0 +V ) (x, y) ≤ e −t(H 0 +2V ) (x, y)
which is an easy consequence of the Feynman-Kac formula, we obtain
and thus for any h ∈ L 2 we obtain
. Now consider the operator gχ ∆ j e −t(H 0 +V )/2 (1 + (· − j) 2 ) ν with an arbitrary g ∈ l 1 (L 2 ). One has
From the inequality (3.6) it follows that
Since e −tH 0 (x, y) is translation invariant it suffices to estimate the Hilbert-Schmidt norm of the integral operator with kernel χ ∆ 0 (x)(1 + x 2 ) −ν e −tH 0 (x, y)(1 + y 2 ) ν . From the inequality
(see the proof of Lemma B.6.1 in [44] ) we obtain
which is obviously square integrable with respect to the measure dxdy.
We will need a weaker form of (3.4). First we note that by the semigroup property and by the duality ( e −tH 1,2 = e −tH 2,∞ since e −tH is self-adjoint) we have . Since e −t(H 0 +V ) 2,2 ≤ e −t(H 0 +V ) ∞,∞ (see Theorem A.2) from Lemma 3.2 it follows that
By the inequality (A.2) both suprema are finite. A similar statement holds in the discrete case. If f ∈ l 1 (Z ν ) then
Certainly this lemma remains valid for much more general domains than boxes, but we will not go in the details here.
Remark 3.4. Let ν ≥ 2. Suppose that f is integrable with an exponential weight
In the discrete case f ∈ l 1 (Z ν ; e α|j| ) implies that
Proof of Lemma 3.3.
Without loss of generality we may suppose that f ≥ 0. First we consider the case ν = 1. It suffices to prove that
The function F (x) is monotone non-decreasing, F (−∞) = 0, and F (∞) < ∞. Therefore F (−xR) ≤ F (−x) for all x ∈ [0, 1] and R ≥ 1. Since F (−xR) → 0 pointwise as R → ∞ by the Lebesgue dominated convergence theorem we obtain (3.8).
Now we turn to the case ν ≥ 2. According to the decomposition R ν = R⊕R ν−1 we represent
By the Fubini theorem f ∈ L 1 (R). Since meas ν (Λ) = meas 1 (Λ 1 ) meas ν−1 (Λ 2 ) by (3.8) the claim follows. In the discrete case the claim can be proved in the same way.
Proof of Theorem 3.1. For simplicity we consider the case L ν = Z ν . The general case can be considered in the same way. In the estimate (3.7) we set V 1 = χ Λ V and V 2 = V Λ . By the monotonicity property of the Schrödinger semigroups (A.1) we have
for all Λ's. Since V − ∈ K ν the norm e −t(H 0 +V − ) ∞,∞ is finite for all t > 0. Thus it follows that for any t > 0 there is a constant C > 0 independent of Λ such that
Obviously we have
Without loss of generality we can choose boxes Λ such that
and then we obtain that the r.h.s. of this inequality is bounded by
where in the last step we have used the invariance of the norm with respect to translations and the fact that χ ∆ k (x + j) = χ ∆ k−j (x). The assumption that the family f j is uniformly in l 1 (L 2 ) (see (3.2) ) implies that
we can estimate the r.h.s. of (3.9) by Now applying the arguments used to prove Theorem 2.9 completes the proof.
CLUSTER PROPERTIES OF THE SPECTRAL SHIFT FUNCTION
Consider a potential V different from zero on a set of positive Lebesgue measure such that V − ∈ K ν and V + ∈ K loc ν . Let Λ be an arbitrary open set such that Int(suppV ) ⊆ Λ. Consider some decomposition of Λ into two disjoint parts Λ 1 and Λ 2 such that Λ = Int(Λ 1 ∪ Λ 2 ). Fig. 1 ).
Remark 4.2. The condition (iii) says that the common boundary of

Theorem 4.4. Let V be a potential with compact support such that
V + ∈ K loc ν and V − ∈ K ν .
For any t > 0 and arbitrary domains
where Λ 1 and Λ 2 are complete extensions of Λ 1 and Λ 2 respectively.
Proof. We write
Consider the first term on the r.h.s. of this expression. We represent it in the form
The proof now closely follows along the lines of the proof of Lemma 2.8. Denoting
and analogously
Now by Lemma A.5 it follows that
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Similarly we obtain
Finally as in the proof of Lemma 2.8 we obtain
The other terms on the r.h.s. of (4.1) can be estimated in a similar way. 
If ν = 1 the same inequality holds if its r.h.s. is replaced by some constant.
Corollary 4.5 implies that for every
It is natural to pose the question whether such estimates also hold in the pointwise sense (i.e. for the spectral shift functions itself). The following example shows that the answer is in general negative. 
. Let V be a bounded non-negative potential with support in the unit cube centered at the origin. Let E n (H), n = 0, 1, . . . be the eigenvalues of a semibounded from below operator H counted in increasing order taking into account their multiplicities. Let N (λ; H) = #{n| E n (H) ≤ λ} be the corresponding counting function. Kirsch [24] proved that the difference
is an unbounded function with respect to L > 1 for any λ > 0, i.e.
This obviously implies that the difference of the spectral shift functions
is unbounded with respect to L > 1 for any λ > 0. On the other hand using the technique from the proof of Theorem 4.4 
one can prove that its Laplace transform
is uniformly bounded with respect to L > 1 for every fixed t > 0.
APPLICATIONS TO RANDOM SCHRÖDINGER OPERATORS
Random Potential on Lattices.
Here we consider random potentials of the form
where α j (ω) is a sequence of random i.i.d. variables on a probability space (Ω, F, P) with common distribution κ, i.e. F is a σ-algebra on Ω, P a probability measure on (Ω, F) and κ(B) = P{α j ∈ B} for any Borel subset B of R. Let E denote the expectation with respect to P. The random variables {α j (ω)} j∈Z ν are supposed to form a stationary, metrically transitive random field, i.e. there are measure preserving ergodic transformations {T j } j∈Z ν such that α j (T k ω) = α j−k (ω) for all ω ∈ Ω. The single-site potential f is supposed to be supported in the unit cube ∆ 0 centered at the origin, suppf
Instead of the integer lattice in (5.1) we can consider an arbitrary lattice L ν as discussed in Section 3.
Finally if f is sign-indefinite, i.e. both f > 0 and f < 0 on sets of positive Lebesgue measure, in this section we will suppose that supp κ is bounded, i.e. there are finite α ± such that α − ≤ α j (ω) ≤ α + for all j ∈ Z ν and all ω ∈ Ω. Also if f ≥ 0 (f ≤ 0) then supp κ is supposed to be bounded below (above), i.e. there is α − > −∞ (α + < ∞) such that α j (ω) ≥ α − (α j (ω) ≤ α + ) for all j ∈ Z ν and all ω ∈ Ω. These conditions can be relaxed by requiring that the expectations of certain quantities are finite. The corresponding modifications are obvious and we will not dwell on them.
For an arbitrary box Λ we consider
We note that for arbitrary translations
Thus the metrical transitivity of α j (ω) implies that
By the monotonicity property (A.1) sup Λ e −t(H 0 +V Λ ) ∞,∞ is finite. Therefore from Corollary 4.5 it follows that for any t > 0 there is a constant C such that
for any boxes Λ 1 and Λ 2 such that Λ 1 ∪ Λ 2 = Λ and where S 12 denotes the common surface of
From the inequalities (5.4) it follows that for every fixed t > 0 F + (t) is subadditive whereas F − (t) is superadditive with respect to Λ. Indeed, e.g. for F + (t) we have
Now we show that
To this end we note that
By metrical transitivity
Further we estimate
By Theorem 2.1 and Remark 2.2 this norm can be bounded by
with W (x) = min{0, α − f + (x), α + f − (x)}. Therefore for every t > 0 the quantities sup j∈Z ν E{F + ω,∆ j (t)} are bounded and Γ − < ∞. Similarly we can prove that Γ + > −∞. Thus by the Akcoglu-Krengel ergodic theorem we obtain that for every t > 0 the limits
exist almost sure and are non-random. Thus we proved the first part of the following 
The second part of the theorem follows from the estimates of Corollary 2.6. If f is sign-definite (say f ≥ 0) and either all α j ≥ 0 or α j ≤ 0 there is a simpler proof of Theorem 5.1. From the inequality
by the Feynman-Kac formula (see [15] for details) it follows that
for all t > 0. By the monotonicity property of the spectral shift function with respect to the perturbation [6, 15] 
Thus F ω,Λ (t) satisfies the conditions of the Akcoglu-Krengel theorem.
Corollary 5.2.
For all g ∈ C 1 0 the limit
exists almost surely and is non-random. Moreover
More precisely Corollary 5.2 states that there is a set Ω 1 ⊆ Ω of full measure such that for all ω ∈ Ω 1 the limits exist for any g.
Proof.
As in the proof of Theorem 2.9 given g ∈ C 1 0 we approximate g(λ) by polynomials
where F k = e λ (g(λ) − P k (λ)). By Theorem 2.1 and Lemma 2.3 it follows that
with some C > 0 independent of Λ and k. By Theorem 5.1 there is Ω 1 ⊆ Ω of full measure such that for any ω ∈ Ω 1 the limit
exists and is non-random for any finite k ∈ N. Therefore
which proves the first part of the claim. The arguments used above in the proof of Theorem 2.9 give that if g ∈ C 2 0 then the relation
holds almost surely.
Recall that if λ < 0 then ξ(λ; H 0 + V ω,Λ , H 0 ) = −N (λ; H 0 + V ω,Λ ), the eigenvalue counting function for the operator H 0 + V ω,Λ .
Corollary 5.3. The relation
is valid almost surely for all λ < 0 which are continuity points of N (λ).
Proof. The proof is standard (see e.g. [34, 33] ). Since the one-dimensional case was treated in detail in [27] we consider the case ν ≥ 2 only. From Corollary 5.2 it follows that for any g ∈ C 2 0 supported in (−∞, 0)
almost surely, where
For λ < 0 by the Cwieckel-Lieb-Rosenblum estimate (see e.g. [40] ) for ν ≥ 3
with some uniform constant C > 0. For ν = 2 by Proposition 6.1 of
for any σ > 1. Note that the quantities on the r.h.s. of (5.6) and (5.7) are finite. Indeed for ν ≥ 4 any compactly supported function f ∈ L p (R ν ) with some p > ν/2 belongs also to L ν/2 (R ν ). Similarly in the case ν ≤ 3 any square integrable f with compact support belongs to L p (R ν ) with arbitrary 1 ≤ p ≤ 2.
Since ξ ω,Λ (λ) are monotone functions these estimates imply that for every ω ∈ Ω the family {ξ ω,Λ (λ)} Λ is of uniformly bounded variation on (−∞, 0). By Helly's Selection Theorem for every ω ∈ Ω there is a sequence Λ i , i = 1, 2, . . . such that lim i→∞ ξ ω,Λ i (λ) = ξ (ω) (λ) for all those λ ∈ (−∞, 0) which are continuity point of ξ (ω) (λ). By Helly's second theorem it follows from this that
for any ω ∈ Ω and any g ∈ C 2 0 with support in (−∞, 0). From (5.5) it follows that
for P-almost all ω ∈ Ω and all g ∈ C 2 0 . Hence ξ (ω) (λ) = −N (λ) + C a.e. with some constant C for P-almost all ω ∈ Ω. But ξ (ω) (λ) = −N (λ) = 0 for sufficiently large negative λ and thus C = 0. Now we note that two monotone functions which are equal almost everywhere can be different only at the points of discontinuity. This remark completes the proof of the corollary.
Random Potential Concentrated near a Hyperplane. Consider a decomposition
Let now Λ 1 be a box in R ν 1 ⊂ R ν and we approximate V ω by
As for the case of the lattice Z ν we have Proposition 5.4. For any t > 0 the limit
exists almost surely and is non-random.
The proof is completely analogous to that of Theorem 5.1 and therefore will be omitted.
Corollary 5.5. For all g ∈ C 1 0 the limit
exists almost surely and is non-random. The linear functional µ(g) defines a distribution (of order 1) ξ(λ) such that
Moreover µ(g) is related to the density of surface states functional µ s (g) (see [14, 8] ) such that µ s (g) = µ(g ′ ), where
almost surely for arbitrary sequences of boxes Λ 1 ⊂ R ν 1 , Λ 2 ⊂ R ν 2 tending to infinity.
Remark 5.6. More precisely Corollary 5.5 asserts that there is a set Ω 1 ⊆ Ω of full measure such that for all ω ∈ Ω 1 the limits exist for any g.
The almost surely existence of the limit (5.10) follows from Proposition 5.4. To prove the second part of the claim it suffices to show that −tL(t) = lim
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In turn this follows immediately from the following
for all ω ∈ Ω. If ν 1 = 1 the same inequalities hold if their r.h.s. are replaced by some constants.
Repeating the arguments used in the proof of Lemma 2.8 we obtain that both
are bounded by
where
. By Lemmas 2.3 and 2.5 the expression in the brackets can be bounded by a constant times meas ν 1 −1 (∂Λ 1 ) if ν 1 ≥ 2 and simply by a constant if ν 1 = 1. The second inequality in the claim of the lemma can be proved similarly.
Corollary 5.8. For λ < 0 the limit
exists almost surely in all points of continuity of the non-decreasing function N (λ) and is nonrandom.
Remark 5.9. By Corollary 5.5 N (λ) is the integrated density of surface states.
A priori in the general case it is not clear whether the sign-indefinite functional µ(g) defines some signed measure rather than a distribution. If we could prove that µ(g) is continuous on continuous functions of compact support then we would be able to show that µ(g) = µ + (g) − µ − (g) with µ ± (g) being some positive linear functionals (see e.g. Theorem IV.16 in [38] ), and thus by Riesz's representation theorem will define a signed Borel measure. We will not discuss the continuity of µ(g) in the general case. Instead we will suppose that the single-site potential is non-negative, f ≥ 0. Proof. We consider the case α j ≥ 0 only since the proof for the case α j ≤ 0 carries over verbatim. By the monotonicity property of the spectral shift function [6, 15] ξ(λ; H 0 + V ω,Λ , H 0 ) ≥ 0 for Lebesgue almost all λ ∈ R, all ω ∈ Ω and all Λ. From this it follows that the functional µ(g) is positive. As it is noted in [14] Riesz's representation theorem extends to the case of linear positive functionals on C k 0 and thus defines a positive Borel measure dΞ(λ). Finally we consider the case with no restriction on the sign of the α j 's. Proof. For almost every λ ∈ R, every ω ∈ Ω and for arbitrary Λ by the chain rule for the spectral shift function (see e.g. exists almost surely and defines a non-random linear positive functional which we denote by µ + (g). Thus
i.e. is a difference of two positive linear functionals and therefore defines a signed Borel measure dΞ(λ).
The existence of the spectral shift function in the sense of distribution for the discrete Schrö-dinger operators (Jacobi matrices) with potentials of the type (5.8) was proved by A. Chahrour in [8] . Theorem 5.13 improves this result, i.e. we prove that the spectral shift density is defined as a measure rather than a distribution of order 1.
APPENDIX
In this appendix for the convenience of the reader we collect some well known technical facts used in this article.
A.1. Schrödinger Semigroup Estimates. The Feynman-Kac formula gives Theorem A.1. Let V 1 , V 2 be such that V 1+ , V 2+ ∈ K loc ν , V 1− , V 2− ∈ K ν and V 1 ≥ V 2 . Then for all f ≥ 0 and 0 ≤ f ∈ L p (R ν ) with p ≥ 1 0 ≤ e −t(H 0 +V 1 ) f ≤ e −t(H 0 +V 2 ) f almost everywhere.
The next result is a special case of hypercontractivity properties of Schrödinger semigroups: holds with γ = ν(p −1 − q −1 )/2. The proof of (A.2) is given in [44] . From Theorem A.2 it follows (see [44] for details) that e −tH is an integral operator and Lemma A.5. [46, 13] 
) and let B preserve positivity. Let also there is φ ∈ L 1 (R ν ) such that |(Bf )(x)| ≤ φ(x) for all f ∈ L 2 with f L 2 ≤ 1. Then AB ∈ J 1 and
