We consider the eigenvalues of the non-self-adjoint Zakharov-Shabat systems as the coupling constant of the potential is varied. In particular, we are interested in eigenvalue collisions and eigenvalue trajectories in the complex plane. We identify shape features in the potential that are responsible for the occurrence of collisions and we prove asymptotic formulas for large coupling constants that tell us where eigenvalues collide or where they emerge from the continuous spectrum. Some examples are provided which show that the asymptotic methods yield results that compare well with exact numerical computations.
I. INTRODUCTION
In this paper, we are concerned with the eigenvalues of Zakharov-Shabat systems of the form 1, 16, 21 v 1 Ј = − iv 1 + q͑t͒v 2 , v 2 Ј = − q͑t͒ * v 1 + iv 2 ,
͑1.1͒
where is a complex-valued eigenvalue parameter, q is a real function ͑also called the potential͒ of the real variable t ͑−ϱϽt Ͻϱ͒, and the asterisk denotes the complex conjugate. Further conditions will be placed on q below. An eigenvalue of ͑1.1͒ is a complex number for which there exists a nontrivial solution of ͑1.1͒ that is square integrable on the real line, i.e., ͐ −ϱ ϱ ͉͑v 1 ͑t͉͒ 2 + ͉v 2 ͑t͉͒ 2 ͒dt Ͻϱ. The assumption that q is real is very common in the engineering literature as it includes the conventional profiles such as Gaussians, hyperbolic secants, and rectangular ͑piece-wise constant͒ shapes. As a consequence, purely imaginary eigenvalues appear as conjugate pairs and nonimaginary eigenvalues come in groups of four: , * , −, and − * . There are no real eigenvalues and the real axis constitutes the continuous spectrum of ͑1.1͒. Therefore, we need only be concerned with eigenvalues in C + = ͕ C :Im Ͼ 0͖. The eigenvalues of ͑1.1͒ play an important role in the solution via the inverse scattering technique of certain nonlinear evolution equations, such as the nonlinear Schrödinger equation ͑NLS͒, the sine-Gordon equation, the modified Korteweg-de Vries equation, etc. For example, in the case of the NLS, eigenvalues of ͑1.1͒ correspond to soliton solutions and thus are directly linked to applications in fiber optics ͑see, for example, the section on "eigenvalue communication" on p. 59 of Ref. 6͒. In the case of the sine-Gordon and modified Korteweg-de Vries ͑mKdV͒ equations eigenvalue pairs are associated with "breathers." 1, 3 It has been observed in many situations 3, 6, 9 that if the potential depends on a parameter, then, as the parameter passes through certain threshold values, eigenvalues may emerge into C + or reversely, eigenvalues may get absorbed into the continuous spectrum. It may also happen that, as the parameter approaches certain values, two ͑or more͒ eigenvalues coalesce into a multiple eigenvalue. Which of these possibilities are realized depends on the specific manner in which the potential depends on the parameter. In this paper, we will use as parameter the strength of the pulse, represented by a coupling constant Ͼ 0, and consider potentials of the form
where p͑t͒ is a given real-valued function obeying suitable conditions. With a few exceptions we will assume throughout the paper that p has compact support and is nonnegative, because from the viewpoint of applications in optical communication this is the most realistic situation. Note that the parameter also controls the area of the pulse which is known to play an important role in the study of optical pulses going back at least to Ref. 15 . Numerical studies show that, as functions of , eigenvalues may exhibit some interesting and noteworthy behavior. For example, we find that nonimaginary eigenvalues follow the upper portions of certain meandering curves ͑see Figs. 1-5͒, a behavior that, to the best of our knowledge, has not been reported previously in the literature. In this paper, we make an effort by analytical means toward a more thorough understanding of these eigenvalue trajectories. Another goal is to study collisions of eigenvalues in order to better understand what properties of the potential might be causing them and how frequent they are. We know from prior work 9, 11 that if a potential is "single lobe" ͑i.e., is nondecreasing on the left of some point t 0 and nonincreasing on the right͒, then all eigenvalues must be purely imaginary and simple, and hence cannot collide as varies. Therefore, we are forced to look at potentials with more than one peak in order to find nonimaginary eigenvalues and collisions. As we will see in the course of the paper, the case of a two-hump potential with two symmetric peaks is already quite rich in interesting phenomena. It turns out that apart from being doubly peaked, other details of the shape of the potential are factors in whether there are collisions; in particular, the peaks of a ͑symmetric͒ potential must be sufficiently pronounced ͑see Theorem 2.4͒. We should mention a technical caveat concerning the types of collisions we have observed numerically and are able to treat analytically. For potentials of the form ͑1.2͒ ͑with p of compact support and nonnegative͒, we have only observed the situation where two eigenvalues approach the imaginary axis, coalesce into a double eigenvalue ͑with algebraic multiplicity 2 and geometric multiplicity 1͒ which in turn splits into two purely imaginary eigenvalues with the lower eigenvalue dropping down to zero, where it is subsumed into the continuous spectrum. The reverse process, where two initially purely imaginary eigenvalues collide and then split into a pair symmetric about the imaginary axis, we have not seen, and it is our conjecture that this is a consequence of the potential being of one sign. However, a proof of this conjecture has so far eluded us. If the potential has both signs, then the latter type of collisions can occur; an example will be given in Sec. II.
Our motivation for studying collisions stems in part from earlier work on Zakharov-Shabat systems with chirped potentials 9 and from numerical studies on the formation of solitons and breathers for the mKdV equation 3 which raise the question as to what shape features of the potential profile may be primarily responsible for collisions. Since previous work on collisions seems to have been only numerical and for a very restricted class of potentials, we felt motivated to make a push on the analytical side to obtain a better insight into the occurrence of collisions with the aim of lending more reliable support to researchers doing numerical calculations.
The paper is organized as follows. In Sec. II we concentrate on the point = 0 as the location where eigenvalues either emerge from or get absorbed into the continuous spectrum. For reasons of symmetry, the point = 0 plays a distinguished role. We establish a connection between eigenvalue absorption at = 0 and eigenvalue collisions on the imaginary axis, and we prove several results that elucidate how certain shapes of the pulse profile p͑t͒ support collisions while others do not. For certain types of potentials, we find that, as increases to infinity, there are at most finitely many eigenvalue absorptions at = 0, while for others there are infinitely many. Furthermore, in some cases it is possible to obtain the asymptotic behavior as → ϱ of the number of absorptions at =0; ͑see Theorem 2.6 for details͒.
In Sec. III we study eigenvalue collisions on the imaginary axis for a class of potentials having two symmetric lobes. The main result is Theorem 3.3 which contains asymptotic formulas for the points on the imaginary axis where eigenvalue collisions take place. The collision points computed from these formulas are surprisingly accurate even for small values of and they provide us with excellent starting values for a numerical search. The numerical results for two cases are presented at the end of the section.
Section IV is devoted to the localization of spectral singularities for a class of two-lobe potentials. These are points on the real axis where eigenvalues appear or disappear as the coupling constant is varied. The main result ͑Theorem 4.8͒ tells us where these spectral singularities are asymptotically located as → ϱ. Comparsion of analytical and numerical results shows good agreement ͑see Table I͒ . An interesting and new result is that the spectral singularities for the family ͕p : Ͼ 0͖ have an infinite number of cluster points that can be determined exactly. For piecewise constant two-lobe potentials, this can be seen by explicit calculations, but for a more general class of potentials, the rigorous treatment requires detailed estimates which is the main reason why this section is quite long. Our analysis will also provide strong evidence for the picture of meandering eigenvalue branches shown in Figs. 5 and 3. Furthermore, Theorem 4.1 shows that for certain double lobe potentials spectral singularities different from zero cannot occur. This allows us to argue that all eigenvalues must be purely imaginary and thus we obtain an extension of the single lobe theorem of Ref.
11.
An Appendix contains the proof of Theorem 3.3. We also would like to mention that while this manuscript was in the review stage, we came across the paper of Ref. 4 . It contains results on the location of complex eigenvalues for rectangular symmetric double lobe profiles and also shows how such eigenvalues affect the time evolution of optical pulses.
II. EMERGENCE AND ABSORPTION OF EIGENVALUES AT =0
In this section, we consider ͑1.1͒ with potential ͑1.2͒, where p has compact support ͓−d , d͔ ͑d Ͼ 0͒, is even and real, and satisfies further conditions detailed below. Our goal is to establish some results that tell us when, as varies, an eigenvalue either emerges from = 0 and enters C + or, alternatively, approaches = 0 and is absorbed into the continuous spectrum. The condition for C + to be an eigenvalue of ͑1.1͒ with potential ͑1.2͒ is equivalent to the requirement that ͑1. 
where the first equality is a normalization. It follows that the geometric multiplicity of an eigenvalue is always 1. A well known feature of system ͑1.1͒ is that for = 0, it can be solved explicitly. 5 The solution satisfying v͑−d ;0,͒ = ͑1,0͒ T is given by
͑2.2͒
Hence, the critical values of for which an eigenvalue appears at = 0 are given by the zeros of v 1 ͑d ;0,͒, that is,
͑2.3͒
This means that for = k , the area under the curve of p͑t͒ is an odd multiple of / 2. Actually, this is a well known fact which holds for general nonnegative L 1 potentials without the assumption of even symmetry. 11 Let ͑u 1 , u 2 ͒ T denote a second solution of ͑1.1͒ so that
and let a subscript ͑͒ indicate the partial derivative with respect to ͑͒. We note that v 1 ͑d ; , ͒ is analytic in both and . Application of the variation of parameters formula yields, at an eigenvalue , If is purely imaginary, then v͑t ; , ͒ has real components. Hence the sign of the denominator in ͑2.5͒ determines whether an eigenvalue moves up or down along the imaginary axis as is increased.
For the subsequent analysis, it is important to realize that by the even symmetry of p, eigenfunctions must belong to one of the subspaces,
so that
Henceforth we will often suppress arguments and parameters from our notation if, in our judgement, this should not cause any difficulty in understanding. Note that in ͑2.6͒ we do not require v to be in L 2 because we also want to use these subspaces for solutions at real . In particular, if = 0, then v͑t ;0, k ͒ belongs to S + ͑S − ͒ precisely when k is even ͑odd͒. We will also use the notation "͑1.1Ϯ͒" to denote the restriction of ͑1.1͒ to S ± , respectively. It is clear from the linear independence of ͑nonzero͒ vectors in S + and S − that "͑1.1ϩ͒" and "͑1.1Ϫ͒" cannot have eigenvalues in common and hence eigenvalues associated with different subspaces cannot collide. This is also a direct consequence of the next result which is elementary but may be worth pointing out. is constant ͑equal to −2͒. ᮀ As we will see below, it is perfectly possible that eigenvalues associated with the same subspace may collide.
We now turn our attention to those eigenvalue branches that approach zero as approaches one of the values k . Assuming v 1; ͑d ;0, k ͒ 0, the implicit function theorem gives us a unique function k ͑͒ defined for near k , such that v 1 ͑d ; k ͑͒ , ͒ =0. If Im k Ј͑ k ͒ Ͼ 0, then there is an ⑀ Ͼ 0 such that for all ͑ k , k + ⑀͒ the eigenvalue k ͑͒ lies on the positive imaginary axis and converges to zero as ↓ k . If is slightly less than k , then k ͑͒ lies on the negative imaginary axis; it is a root of the equation v 1 ͑d ; , ͒ = 0 but does not represent a genuine eigenvalue, because the eigenfunction for an eigenvalue in C − would have to satisfy
then the situation is reversed in an obvious way. If v 1; ͑d ;0, k ͒ = 0, in addition to v 1 ͑d ;0, k ͒ = 0, then we have a special situation which will be addressed later in this section. Our reason for monitoring eigenvalues as they pass through zero is that there is a connection between eigenvalue absorptions and eigenvalue collisions on the imaginary axis. In the following, a superscript c stands for "collision," so c is a coupling constant at which a collision takes place. By a "simple" eigenvalue we mean an eigenvalue of algebraic multiplicity one. Hence, "nonsimple" eigenvalues have algebraic multiplicity at least 2 ͑but always geometric multiplicity 1͒ and hence may split into two or more eigenvalue branches as varies. For the results of the next theorem it suffices that p be real, in L 1 , and have compact support; symmetry is not required and, in fact, the assumption of compact support could also be dropped ͓since ͑2.5͒ holds for general L 1 potentials when Im ͑͒ Ͼ 0͔. ᮀ Lemma 2.2 says that an eigenvalue which is absorbed into the continuous spectrum at zero must originate from a collision of ͑at least͒ two eigenvalues. As already mentioned in the Introduction, the only scenario we have observed is that when two eigenvalues approach ͑as increases͒ a point on the imaginary axis from the left and right half planes, respectively, coalesce into a double eigenvalue and then splits into a pair of purely imaginary eigenvalues. The lower one of the eigenvalues then drops down to zero as described in Lemma 2.2. The other scenario, where two initially imaginary eigenvalues collide and split into a pair of nonimaginary eigenvalues ͑as increases͒, we have so far observed only if the potential has both signs. Here is an example: Suppose that p͑t͒ = 8 for −1 ഛ t ഛ 0, p͑t͒ = −4 for 0 Ͻ t ഛ 1, and p͑t͒ = 0 otherwise. Then, as increases, two nonimaginary eigenvalues collide when = 2.401 at = 5.783i. The upper eigenvalue of the resulting imaginary pair collides again with an eigenvalue coming from above when = 2.409 at = 6.816i, producing two nonimaginary eigenvalues. The upper eigenvalue in this second collision is actually an eigenvalue that made a "U-turn" at = 2.381 and = 7.167i. Even though, as we will see later, such a reversal of direction is not possible when p is of one sign, it does not allow us to conclude that the second scenario cannot occur for potentials of one sign. As observed in p. 389 of Ref. 3, the type of collision exhibited in this example also occurs when the width of a potential ͑having both signs͒ is varied instead of the coupling constant.
To see what happens analytically when a collision occurs, we assume that two or more eigenvalues meet at a collision point c on the imaginary axis when = c . Expanding v 1 ͑d ; , ͒ near ͑ c , c ͒, we have that
where ␣ 00 = ␣ 10 =0, ␣ 01 0, and ␣ sj = ͑−1͒ s ␣ sj , since v 1 ͑d ; , ͒ is real when is purely imaginary. In the standard situation ͑first scenario͒, we have that ␣ 20 0 and 
͑2.7͒
where
In deriving ͑2.7͒ we have also used the fact that p͑t͒ and v 1 ͑t ;0, k ͒v 2 ͑t ;0, k ͒ are even functions of t. For some of the proofs below, it will be convenient to set
and to use, in place of ͑2.7͒, the formula
which easily follows from ͑2.7͒ on using ͑2.3͒ and ͑2.8͒. 
͑2.10͒
and thus Im k Ј͑ k ͒ Ͼ 0.
͑iii͒ Suppose p͑d͒ Ͼ 0, p͑0͒ =0, and, as t → 0, p͑t͒ϳct In fact, if in ͑iii͒ we were to replace the condition near zero by the requirement that 1 / p͑t͒ 2 be convex ͑near zero͒, then the conclusion of ͑iii͒ would no longer be true in general. The following example illustrates this point. Set w͑t͒ = ͐ 0 t p͑͒d and define w͑t͒ through the implicit equation w − w ln w = t for 0 Ͻ t ഛ d, where d ͑0,1͒ is the right endpoint of the support of p͑͒, and set w͑0͒ = 0. Then w͑t͒ϳ−t / ln t as t ↓ 0 and hence p͑t͒ = wЈ͑t͒ϳ−1 / ln t. Also, p͑t͒ is continuous, increasing on ͓0,d͔, and 1 / p͑t͒ 2 is convex, since pЈ͑t͒ / p͑t͒ 3 =1/ w͑t͒. For the denominator in ͑2.7͒, we obtain ͓since dt = ͑−ln w͒dw͔
We see that if −ln w͑d͒ Ͼ / 2 ͓note that w͑d͒ Ͻ 1͔, then Im k Ј͑ k ͒ Ͼ 0 for sufficiently large k. This happens when d is chosen sufficiently small. In this case, the conclusion of part ͑iii͒ is not true. However, if −ln w͑d͒ Ͻ / 2, which holds if d is close to 1, then Im k Ј͑ k ͒ Ͼ 0, provided k is large enough and odd, while Im k Ј͑ k ͒ Ͻ 0 if k is large enough and even. This is the same conclusion as that in ͑iii͒. Proof: ͑i͒ follows directly from ͑2.10͒ via an integration by parts which shows that the integral in ͑2.10͒ is equal to ͑2 k p͑d͒͒ −1 + o͑ k −1 ͒ for large k. To prove ͑ii͒, we first make a change of variable. We set
where A is given in ͑2.7͒, thereby defining a one-to-one function t͑u͒ satisfying t͑0͒ = 0 and t͑1͒
so that by ͑2.3͒ and ͑2.11͒, the integral in ͑2.10͒ is equal to AI͑ k ͒, where
Hence we need to show that under the given assumptions I͑ k ͒ Ͼ 0 for sufficiently large k. We note that, by ͑2.11͒, p͑t͑u͒͒tЈ͑u͒ = A, and hence
͑2.14͒
Let u ⑀ 0 be such that t͑u ⑀ 0 ͒ = ⑀ 0 and let k be so large that / ͑2 k ͒ Ͻ u ⑀ 0 / 2. Also, define ũ k as the unique point in
, and denote these integrals by I 1 ͑ k ͒, I 2 ͑ k ͒, and I 3 ͑ k ͒, respectively. The assumption about the behavior of p͑t͒ near t = d translates into the statement that for 0 Ͻ u Ͻ u ⑀ 0 , fЈ͑u͒ is negative and increasing. Also, f͑u͒ is decreasing on ͓0, / ͑2 k ͔͒. These observations imply the next two estimates,
where in deriving ͑2.16͒, we used an integration by parts and the fact that cos͑ k u͒ vanishes at the endpoints of the integration interval. A similar integration by parts yields
where 
where Theorem 2.3 in essence tells us that an even, smooth potential of compact support that is positive ͑or negative͒ everywhere on its support exhibits at most a finite number of eigenvalue absorptions at =0 as increases ͓case ͑i͔͒. This still holds true if the potential vanishes at the endpoints of the support ͓case ͑ii͔͒ but need not be true any longer if it vanishes at an interior point ͓case ͑iii͔͒.
Under some more stringent assumptions, we can obtain results that do not require k to be sufficiently large.
Theorem 2.4:
Suppose that p is even, absolutely continuous on ͓0,d͔, and positive on ͑0,d͒.
͑i͒ 
We remark that under the assumptions in ͑i͒, p is single lobe, and hence the conclusion follows from earlier results. 11 Moreover, it is clear that the conditions of ͑i͒ or ͑ii͒ imply that p͑0͒ Ͼ 0 so that p͑t͒ Ͼ 0 on ͓0,d͔. However, in ͑iii͒, p͑0͒ = 0 is possible.
Proof: Let t͑u͒ be defined as in ͑2.11͒ and f͑u͒ as in ͑2.13͒. If pЈ͑t͒ ഛ 0, then p͑t͒ ജ 0 and f͑u͒ is decreasing. This immediately shows that I͑͒ Ͼ 0 if Ͼ0, proving ͑i͒. We consider the situation described in the second half of ͑ii͒. Let u 0 be such that t͑u 0 ͒ = d − t 0 , where t͑u 0 ͒ is defined by ͑2.11͒. From the assumptions, we conclude that f͑u͒ is decreasing on ͓0,u 0 ͒ and increasing on ͑u 0 ,1͔. However, note that, since p͑d͒ may be zero, f͑u͒ may diverge as u → 0. If k = 1, then 1 = / 2 and so I͑ 1 ͒ Ͼ 0 because f͑u͒ is positive. If k ജ 2, then / ͑2 k ͒ ͑0,1/ 3͔ and we first assume that u 0 ഛ / ͑2 k ͒. By using an integration by parts, we obtain
Since f͑u͒ is increasing on ͑u 0 ,1͒, the last integral is bounded below by − k −1 ͑f͑1͒ − f͑u 0 + ͒͒. It follows that
By the assumptions and in view of ͑2.8͒ and ͑2.13͒, this expression is positive. Now we assume that k ജ 2 and u 0 Ͼ / ͑2 k ͒. In this case, we divide ͓0,1͔ into three pieces: ͓0, / ͑2 k ͔͒, ͓ / ͑2 k ͒ , u 0 ͔, and ͓u 0 ,1͔. On the first interval, we use f͑u͒ ജ f͑ / ͑2 k ͒͒. On the second and third interval, we use an integration by parts. Then, from
which leads to a cancellation of the terms involving the point / ͑2 k ͒. As a result, we end up with the same lower bound as in ͑2.19͒; so part ͑ii͒ is proved. From the assumptions in ͑iii͒, we conclude that fЈ͑u͒ is increasing and so f͑u͒ is convex. However, if p͑0͒ = 0, then f͑u͒ is singular at u = 1 and fЈ͑u͒ is in general not integrable there, so we cannot directly integrate by parts. To fix this problem we first observe that on ͑1− / ͑2 k ͒ ,1͔, sin k u Ͼ 0, since k is odd. On this interval we now replace f͑u͒ by its linear approximation at 1 − / ͑2 k ͒ and denote the function f thus modified by f͑u͒ ͑0 ഛ u ഛ 1͒ and the integral corresponding to I͑͒ by Ĩ͑͒. Note that f͑u͒
The interval ͓0, / ͑2 k ͔͒ clearly gives a positive contribution to Ĩ͑ k ͒ and on the interval ͓ / ͑2 k ͒ ,1͔ we can now use an integration by parts ͑the boundary terms vanish͒. The fact that f͑u͒ is increasing guarantees that this contribution is non-negative. ᮀ We take a brief look at the case when p has infinite support. Proof: The proof that ͑2.7͒ still holds for potentials which satisfy tp͑t͒ L 1 ͑0,ϱ͒ will not be given here. We write the denominator in ͑2.7͒ as Example 1: If p͑t͒ϳc 0 t −␤ as t → ϱ with ␤ Ͼ 2 and c 0 Ͼ 0, then p͑t͒ is strictly positive for large enough t, but it may also have zeros as long as they are confined to a bounded interval. It can easily be seen that the leading behavior of
k+1 / ͑2␣͒ and hence, if k is large enough, we only see eigenvalues emerging from = 0. The purpose of this example is to make the point that k indeed needs to be sufficiently large. A class of potentials of this form that has been discussed in the literature ͑pp. 57 and 154 of Ref. 6͒ is p͑t͒ = sech͑t − t 0 ͒ + sech͑t + t 0 ͒.
As we glean from the comments made there such potentials appear to have only purely imaginary eigenvalues. However, this is not the case. In this example, we have k = ͑2k −1͒ / 4 ͑independently of t 0 ͒ and if t 0 = 5, then numerical calculations show that Im k Ј͑ k ͒ Ͻ 0 if k is even and ഛ8, while Im k Ј͑ k ͒ Ͼ 0 if k is either odd or k is even and ജ10. Hence, eigenvalue collisions must occur on S + . For example, one such collision takes place at = 0.08i when = 0.72 ͑approximately͒. The eigenvalue that drops down to zero is the one corresponding to k = 2; it gets absorbed at 2 =3/ 4.
Example 3:
Suppose that p vanishes at d according to p͑t͒ϳc͑d − t͒ ͑c , Ͼ 0͒ and assume that this relation is differentiable. Suppose also that p͑t͒ Ͼ 0 on ͓0,d͒. Then we are in case ͑ii͒ of Theorem 2.3 and, similarly to ͑2.18͒, we obtain
and thus Im k Ј͑ k ͒ Ͼ 0 for sufficiently large k. If p vanishes both at 0 and d ͑and nowhere else͒, then the leading contribution to the large-k asymptotics of I͑ k ͒ comes from that endpoint at which the order of vanishing of p is largest. If p vanishes to the same order at both endpoints, then the leading contributions from the two endpoints may cancel each other out. As we can see from ͑2.19͒ and ͑2.20͒, this can happen only when k is even. An example illustrating this behavior is the following.
Example 4:
Define
Thus, if k =4m ͑k =4m +2͒ an eigenvalue emerges ͑is absorbed͒, provided m is sufficiently large. In the case of absorption, by Lemma 2.2, a collision must have preceded the absorption. All the potentials considered thus far, except for the ones covered by the second part of Theorem 2.4 ͑ii͒, are continuous on ͓0,d͔. If we allow discontinuities within the interval ͑0,d͒, we can get behaviors not encountered thus far. We consider in some more detail the case of one discontinuity and make the following hypothesis.
͑H͒: Suppose that p has support ͓−d , d͔, is positive and even, and has the property that there exists an a ͑0,d͒ such that p is absolutely continuous on each of the subintervals ͑0,a͒ and ͑a , d͒.
As a consequence of the assumptions, the left and right-hand limits p͑a − ͒ and p͑a + ͒ exist, so p͑t͒ is piecewise continuous with one possible discontinuity at t = a.
To state the next theorem, we need some more notation. Let
and note that from ͑2.3͒ we have
where x denotes the greatest integer less than or equal to x. N up ͑͒ represents the number of strict upward crossings ͓crossings of roots of v 1 ͑d ; , ͒ from the lower into the upper half plane with strictly positive derivative͔ as the coupling constant increases from 0 to . Similarly, N down ͑͒ represents the number of strict downward crossings. The sum of N up ͑͒ and N down ͑͒ may be strictly smaller than N tot ͑͒ because N tot ͑͒ also includes those crossings where k Ј͑ k ͒ is not defined ͑i.e., is infinite͒ because v 1; ͑d ;0, k ͒ = 0. We also need the following quantities:
Also, let
and assume henceforth that p͑a + ͒ p͑a − ͒; note that 0 is guaranteed by assumption ͑H͒. A special case corresponding to = 0 will be analyzed in detail in Secs. III and IV. Now may be rational or irrational. If Q, with = r / s in lowest terms, we set A = ͕1,2, ... ,s͖ and define
Note that s ജ 3, since Ͻ 1 / 2; =1/ 2 implies p͑t͒ =0 on ͑a , d͔, contradicting the positivity of p.
We also set ͑i͒
͑iii͒ If ͉͉ ഛ 1 and Q, with = r / s in lowest terms, then 
If Ͼ 1 ͑ Ͻ −1͒, then for large k the sum between braces in ͑2.25͒ is positive ͑negative͒ which, by ͑2.7͒, proves the claim. To prove ͑ii͒ it suffices to consider the case 0 Ͻ ഛ 1; the case −1 ഛ Ͻ 0 can be dealt with similarly. Assuming 0 Ͻ Ͻ 1, pick ⑀ Ͼ 0 so that 0 Ͻ − ⑀ Ͻ + ⑀ Ͻ 1, and then pick k 0 so large that
for k Ͼ k 0 . For convenience also assume that k 0 is an integer multiple of s. Let m be a positive integer. A glance at ͑2.25͒ and ͑2.26͒ shows that
Considering the lower bound, assuming ͑without loss͒ that k 0 is a even multiple of s, we write
From results about the value distribution of ͑2k −1͒ ͑mod 2͒ for k even and k odd 7, 20 and, in particular, the fact that these values are uniformly distributed in ͓0,2͔, we conclude that
Here the vertical bars denote Lebesgue measure. In a similar manner, we find that
Taking ⑀ → 0 proves ͑2.21͒ for 0 Ͻ Ͻ 1. If = 1, then we have a͑m , ⑀͒ = 0 and for the lim sup we get 1 / 2 − arcsin͑1−⑀͒ / . So ͑2.21͒ also holds in this case. The limit in ͑2.22͒ is proved similarly.
To prove the first inequality of ͑iii͒ when p͑a + ͒ Ͼ p͑a − ͒, we can again assume that 0 Ͻ Ͻ 1. We first observe that the values of ͑−1͒ k sin͑͑2k −1͒r / s͒ as k ranges over A comprise the entire range of this function ͑when s is even this is already true when k ranges only over half of A͒. Let ͑ = r / s͒ and set
Choose ⑀ and k 0 as in the proof of ͑ii͒ and suppose also that ⑀ Ͻ ⑀ * . Then, for all k
This implies that the term between braces in ͑2.25͒ is negative. By the definition of 1 
Hence, by the definitions of AЈ and ⑀ * , − ͑−1͒ k sin͑͑2k −1͒͒ ഛ 0. There are s − 2 values of k with this property in each interval ͑k 0 + ns , k 0 + ͑n +1͒s͔ ͑n =0,1,2, ...͒. From this, inequality ͑2.24͒ follows immediately. The other limits in part ͑iii͒ are proved similarly. The last assertion is obvious from the definitions. ᮀ We add a few remarks about situations not covered by Theorem 2.6. If A AЈ, then sin͑͑2k −1͒͒ = for an infinite sequence of k-values. Then it depends on the remainders ␦ k in ͑2.25͒ whether or not the k corresponding to such a k-value contributes to N down ͑͒ or N up ͑͒ and whether or not N down ͑͒ / N tot ͑͒ has a limit. We may also encounter the case where both ͑−1͒ k sin͑͑2k −1͒͒ = and ␦ k = 0 for an infinite sequence of k's. Then we have a multiple zero of v 1 ͑d ; , k ͒ at = 0. These k are not counted in N down or N up . We also note that if p satisfies the assumptions of Theorem 2.4͑ii͒, then ͉͉ Ͼ 1 and we are in case ͑i͒.
The simplest potentials satisfying hypothesis ͑H͒ are those of the form
where h 1 Ͼ 0, h 2 Ͼ 0, and 0 Ͻ a Ͻ d. For completeness, we also include the limiting cases h 1 = 0 and h 2 = 0 in our discussion. Then ͑2.7͒ becomes
The explicit expressions in ͑2.27͒ allow us to make a number of observations. If h 2 = 0, then eigenvalues can only emerge at = 0. This is consistent with the fact that p is single lobe. 11 Also, in the context of Theorem 2.6, we have ͑in the limit as h 2 → 0͒ = h 1 / ͑h 2 − h 1 ͒ → −1 and → 1 / 2. Since Ͻ −1 when h 2 Ͼ 0, this case also has 1 = s and 2 = 0 as limiting values. We see that ͑i͒ and ͑iii͒ ͓with p͑a + ͒ =0Ͻ h 1 = p͑a − ͔͒ of Theorem 2.6 are in agreement.
The property that Im k Ј͑ k ͒ Ͼ 0 for all k persists as long as h 2 Ͻ 2h 1 , and this is in agreement with Theorem 2.4 ͑ii͒ and Theorem 2.6 since ͉͉ Ͼ 1. If h 2 ജ 2h 1 , then it may happen that If h 1 = 0, then for odd k an eigenvalue always emerges from = 0 while for sufficiently large even k eigenvalues can only get absorbed at =0.
We have also analyzed what happens when the denominator in one of the first two relations in ͑2.27͒ becomes zero for certain values of k, which means that v 1 ͑d ;0, k ͒ = v 1; ͑d ;0, k ͒ = 0; note that h 2 ജ 2h 1 is a necessary condition for this to happen. We confine ourselves to briefly discussing two results. These were obtained by means of the expansion
where the displayed terms are those needed for our purposes. The initial conditions are v͑0 ; , ͒ T = ͑1, ±1͒ T on S ± . The explicit expressions for the coefficients a 1 , a 2 , and a 4 are lengthy, so we do not write them down here; however, a 3 = ͱ 2Ai k+1 if k is odd and a 3 = ͱ 2Ai k if k is even. Also, a 1 0 and a 3 / a 1 Ͼ 0, so that on equating the right-hand side of ͑2.28͒ to zero, we get
A computation also shows that Re͑a 1 a 4 − a 2 a 3 ͒ =0. Case 1: If h 1 = 0, then the denominator in ͑2.27͒ can vanish only if k is even and
Then ͑2.29͒ becomes
This tells us that for slightly less than k , there are two roots k ͑͒ of v 1 ͑d ; , ͒ situated in the lower half plane and symmetric with respect to the imaginary axis. These roots move toward the origin as ↑ k along two parabolical arcs. For slightly larger than k , there is a pair of roots on the imaginary axis with the upper root corresponding to an eigenvalue of ͑1.1͒. Case 2: This example complements the first by exhibiting a pair of eigenvalues converging to zero from the upper half plane. It is illustrated in Fig. 1 . The parameters are
The solid dot marks the point = 3.40 which corresponds to a root of v 1 ͑d ; · ,͒ when = 2.85. The parameter k = 10 and the eigenvalue is absorbed at = 0 when 10 = ͑1 / 2͒͑2 + arcsin͑1 / 3͒͒ = 3.31.
III. NONSIMPLE PURELY IMAGINARY EIGENVALUES
In this section, we prove some general results on the existence and location of eigenvalue collisions on the imaginary axis. For a special class of potentials, we derive asymptotic formulas, valid for large , for the points on the imaginary axis where collisions take place. As is often the case with asymptotic formulas, they give quite satisfactory results even for relatively small values of . Note that for the right-hand side of ͑3.1͒ or ͑3.2͒ to be positive, a smooth potential p must be increasing on a subinterval of ͓0,d͔. Part ͑i͒ is essentially contained in Ref. 11 but we have included a proof here because we will need it to prove ͑ii͒. As we will see below, ͑ii͒ and ͑iii͒ are not true on S + . Of course, if p =0 on ͓0,a͒, then the conclusion of ͑iii͒ holds for any .
Proof: 
Looking at the two integral terms on the right, we see that their combined value is nonpositive if ͑3.1͒ is satisfied. Since v 1 ͑0͒ 0 on either S + or S − , the integral in ͑3.3͒ is strictly negative. In view of ͑2.5͒, ͑i͒ is proved. 
and the result follows as in ͑i͒. ͑iii͒ First, by integrating as in ͑i͒ or ͑ii͒, we see that the contribution from ͓a , d͔ to the integral in ͑3.3͒ is nonpositive. We are going to show that the assumption in ͑iii͒ forces the integral over ͓0,a͒ to be strictly negative. To see this we employ a Prüfer transformation ͑as in Ref.
11͒ of the form
Then one verifies that
since we are in S − . A look at ͑3.4͒ tells us that ͑t͒ can never become positive. It follows that ͑t͒ must first reach the value − / 2 before it can reach − which corresponds to the first zero of v 2 ͑t͒. Considering again the situation at = 0, if we assume that p =0 on ͓0,a͒ and p Ͼ 0 on ͓a , d͔ but do not require p to be decreasing on ͓a , d͔, then we have that
Thus, by ͑2.7͒, Im k Ј͑ k ͒ Ͻ 0͑Ͼ0͒ if k is even ͑odd͒ and sufficiently large. This means that we may restrict ourselves to the subspace S + to study the asymptotics of collision points. Our first result gives an estimate for an interval on the imaginary axis where nonsimple eigenvalues cannot occur. This result is an improvement over Theorem 3.1͑ii͒ and it will be needed for the proof of Theorem 3.3. Proof: We will use the inequality
which easily follows from ͑1.1͒. Here v = ͑v 1 , v 2 ͒ T is the real-valued eigenfunction for a putative purely imaginary eigenvalue = is ͑s Ͼ 0͒. Integrating the inequality from a to t and using the fact that for t ഛ a, v 1 ͑t͒ = e st , and v 2 ͑t͒ = e −st ͑in S + ͒, we conclude that
Note that these bounds do not involve q͑t͒. Setting q͑t͒ = p͑t͒, we obtain as above since the two integrals on the right-hand side of the first equality in ͑3.6͒ together are nonpositive. Thus if we choose c 2 Ͼ 1 / ͑2a͒ and s ജ c 2 ln , then for large enough the right-hand side of ͑3.7͒ is negative. The remaining assertions follow from ͑2.5͒. ᮀ In the next theorem, we will show that there exist unbounded sequences ͕ j c ͖ and ͕ j c ͖ such that j c is a purely imaginary nonsimple eigenvalue for the potential j c p; in other words ͑at least͒ two eigenvalues collide at = j c when = j c . Since the essential ingredients needed for the proof are similar to those used in the proof of Theorem 4.8, we defer the proof of Theorem 3.3 to the Appendix.
Let 
͑3.13͒
Proof: See the Appendix. We mention that the proof uses some notation and results from Sec. IV. ᮀ We mention that the idea for ͑3.12͒ came from earlier work on the coupling constant threshold problem for Schrödinger operators ͑Appendix of Ref. 12͒, where expansions of a similar kind were proved.
For large k ͑k even͒ and j, the numbers k and j c are interlaced in the following manner: Put j =1+k / 2 with k ജ 2 even, then k Ͻ j Ͻ k+2 Ͻ j+1 Ͻ¯by ͑2.3͒ and ͑3.8͒.
c Ͻ¯, provided j is large enough. If Im 2 Ј͑ 2 ͒ Ͻ 0, then there is also a collision at some 1 c Ͻ 2 which produces the eigenvalue that is absorbed at zero when = 2 . We see that the movement of eigenvalues on the imaginary axis must be "well-orchestrated" as a brief chronology of events shown. At some = 1 , the first eigenvalue ͑in the subspace S − ͒ appears and starts to move up the imaginary axis. At some = 1 c Ͼ 1 typically-but not always-the first collision of two eigenvalues in S + occurs. One eigenvalue drops down to zero and arrives there at = 2 ; the other eigenvalue moves up the imaginary axis. At = 3 , the second eigenvalue in the subspace S − appears and moves up the imaginary axis without collision. At = 2 c , the second collision ͑in S + ͒ occurs, the falling eigenvalue arrives at zero when = 4 , and so on. It is obvious that the eigenvalues on S − must rise fast enough in order to avoid collisions with the falling eigenvalues that are created right after they are launched.
In ͑3.10͒ and ͑3.11͒ not all the terms we have actually computed are displayed. Indeed, the proof yields an expansion for j c with an error of only o͑1 / j ͒ ͓see ͑A14͔͒. Table  II .
Example 1: An even box profile given by p͑t͒ = 0 for 0 ഛ t Ͻ 1, p͑t͒ = 1 for 1 ഛ t ഛ 2, and p͑t͒ = 0 for t Ͼ 2.
Example 2: An even oscillatory potential given by p͑t͒ = 0 for 0 ഛ t Ͻ 1, p͑t͒ =1 + ͑1 / 2͒sin͑100t͒ for 1 ഛ t ഛ 2, and p͑t͒ = 0 for t Ͼ 2.
The results corresponding to j = 1, 3, and 5 have been skipped in the table. However, we mention that the first collision occurs at s 1;ex c = 0.45 when 1;ex c = 2.17Ͻ 2 = 2.35. Example 2 was chosen to see how oscillations affect the predictions based on ͑A14͒ and ͑3.11͒. Note that in Example 1, 1 = 1, while in Example 2, 1 = 1.002, so that we are comparing potentials of nearly equal areas. It is interesting to see that in Example 2 the agreement between exact and approximate values for the coupling constants and eigenvalues is almost as good as in Example 1. However, in view of ͑A14͒ and ͑3.11͒ this is not surprising, since p enters through the quantities 1 , 2 , and 3 , which means that oscillations are averaged out.
IV. SPECTRAL SINGULARITIES
In this section, we study the question of where, on the real axis, eigenvalues either enter or leave C + as is increased. In other words, we are interested in real values of for which there is a Ͼ 0 such that v 1 ͑d ; , ͒ = 0. Such a will be referred to as a spectral singularity for the potential p. It is easy to see that a spectral singularity corresponds to a real pole of the transmission coefficient and this establishes the connection with the definition used by other authors ͑e.g., Ref. 3͒. We already know that the point = 0 is a spectral singularity if and only if = k for some k.
In order to get an idea of what to expect, we first consider the piecewise constant potentials,
which already appeared in Sec. III. We set b = d − a and ␥ = / . Then the zeros of v 1 ͑d ; , ͒ in ͑ , ͒-space, that is, the spectral singularities and the corresponding coupling constants, are determined by the following equations:
͑a͒ On S + , where v 1 ͑0͒ = v 2 ͑0͒, the equation v 1 ͑d ; , ͒ = 0 becomes
or, after separating real and imaginary parts,
From the second equation of ͑4.2͒, we see that
with the upper or lower sign being taken according as n is even or odd. Note that solutions ͑i.e., pairs ͑ , ͒͒ of ͑4.2͒ and ͑4.3͒ only exist if ␥ ഛ 1; that is, if ഛ . When n is even ͑odd͒, we have that cos͑2a͒ ജ 0 ͑ഛ0͒. The first equation of ͑4.2͒ then becomes
with the same specification regarding ± as in ͑4.3͒. 
where ␥ ͑0,1͔ is a root of
͑with the upper/lower sign corresponding to n even/odd͒.
To obtain the spectral singularities and corresponding coupling constants, we fix n ജ 0, solve ͑4.4͒ or ͑4.7͒ for ␥, then compute from ͑4.3͒ or ͑4.6͒, and finally set = / ␥. For a given n ജ 1, either one of ͑4.4͒ or ͑4.7͒ has infinitely many roots ␥ converging to zero; if n = 0, then there are at most finitely many roots. This implies that every point n͑2a͒ −1 ͑n =1,2,3, ...͒ is a "twosided" accumulation point of spectral singularities for the potential family ͕p : Ͼ 0͖ in the following sense. Suppose that n ജ 1 is odd. Then there is a sequence ͕ k ↑ ͖ of -values converging to n͑2a͒ −1 from below and a corresponding sequence ͕ k ͖ of -values converging to infinity such that k ↑ is a spectral singularity for k p. Similarly, there is a sequence ͕ k ↓ ͖ converging to n͑2a͒ −1 from above and a corresponding sequence ͕ k ͖ converging to infinity such that k ↓ is a spectral singularity for k p. Moreover, the singularities k ↑ occur in S + and the singularities k ↓ occur in S − . If n ജ 2 is even, then there are two similar sequences, but now ͕ k ↑ ͖ is associated with S − and ͕ k ↓ ͖ is associated with S + . Setting n =0 in ͑4.3͒ and ͑4.4͒, we see that = 0 is not an accumulation point of spectral singularities.
A special situation occurs when ␥ = 1 is a root of ͑4.4͒ or ͑4.7͒ for some n. This happens if and only if b / ͑ ͱ 2a͒ = p / q such that p − q is even, provided p and q are coprime. Then there are ͑infinitely many͒ non-negative integers s and m such that p / q = ͑1+2s͒ / ͑1+4m͒, and the points m = ͑ / ͑4a͒͒͑1+4m͒ are spectral singularities for ͑1.1ϩ͒ with potentials m p, where m = m . Similarly, there are ͑infinitely many͒ non-negative integers s and m such that p / q = ͑1+2s͒ / ͑3 +4m͒, and the points m = ͑ / ͑4a͒͒͑3+4m͒ are spectral singularities for ͑1.1Ϫ͒ with potentials m p, where m = m . Figures 2-5 show some typical trajectories of roots ͑͒ of v 1 ͑d ; , ͒ =0. As increases the roots move toward the imaginary axis where they collide with a symmetrically located eigenvalue or root, depending on whether the collision takes place in the upper or lower half plane. The dots mark the starting points chosen for the numerical calculations which were done by integrating ͑2.4͒. The parameters specifying the trajectories are indicated in each figure caption.
The potential p is of the form ͑4.1͒ with a =1/ ͑1+ ͱ 2͒ and d =1, so b / ͑ ͱ 2a͒ =1.
We now turn our attention to more general potentials. The next result in essence says that if we can rule out nonzero spectral singularities, then eigenvalues must be purely imaginary. Note that in ͑i͒, p is not required to be symmetric. All we need is the fact that the spectrum is symmetric about the imaginary axis and this follows from the realness of p. Part ͑ii͒ represents an extension of the "single lobe theorem" of Ref. 11 .
Proof: We must show that nonimaginary eigenvalues cannot "come in from infinity" or be produced by a collision of two purely imaginary eigenvalues, or appear because zero might be a multiple root of v 1 ͑d ; , k ͒ ͑for some k͒ that splits. Let B = ͕ ͓0,1͔ : ͑1.1͒ with potential p has a nonimaginary eigenvalue͖ and define = inf B. Suppose that B . Then Ͻ 1 by the continuity of eigenvalues in . Also, ജ 1 Ͼ 0 by a result of Ref.
10 ͑if 1 ജ 1, then B = ͒, so we can assume that 0 Ͻ Ͻ 1 and that p has no nonimaginary eigenvalues. As was shown in Ref. 13 , there exists R Ͼ 0 such that the closed semidisk D R = ͕ C + : ͉͉ ഛ R͖ contains all the eigenvalues of p, 0ഛ ഛ 1. Thus there exist sequences ͕ n ͖ and ͕ n ͖ ͑ n D R with Re n Ͼ 0͒ such that n ↓ and n is an eigenvalue for n p. Hence we may assume that n → D R . Then v 1 ͑d ; , ͒ = 0 and therefore is either an eigenvalue or a spectral singularity for p. If it is an eigenvalue, it must be purely imaginary ͑by continuity and the definition of ͒, and hence we also have that − n * → . This implies that is a nonsimple imaginary eigenvalue. If is a spectral singularity then, by the assumptions, it must be zero. First, suppose that is an eigenvalue. Then, since there are no nonimaginary eigenvalues when is slightly less than , we have, near ͑ , ͒, the expansion
; this is the second scenario described below Lemma 2.2. Note that higher order branch points invariably involve nonimaginary eigenvalues when Ͻ . So there is one eigenvalue that approaches from above as ↑ . By the argument used in the proof of Lemma 2.2, this eigenvalue must be the offspring of a collision. Since every collision involves nonimaginary eigenvalues, this contradicts the definition of . Now suppose that = 0 is a spectral singularity, so = k for some k. Then there are two possibilities. Either v 1 ͑d ; , ͒ has the same behavior near ͑ , ͒ as above and we have a contradiction, or we have that
where ␣ 01 / ␣ 30 is purely imaginary with negative imaginary part, so that ϳ͑−␣ 01 / ␣ 30 ͒ 1/3 ͑ − ͒ 1/3 . The latter case is the only branch point situation where no nonimaginary eigenvalues exist near zero for slightly less than . However, now, as before, there is again a purely imaginary eigenvalue converging to zero as ↑ ; in addition, there are two roots ͑not eigenvalues͒ of v 1 ͑d ; , ͒ approaching 0 along rays making angles of − / 6 and −5 / 6 with the Re -axis. As in the first part of the proof, this contradicts the definition of . In other words, B must be empty, which proves part ͑i͒.
To prove ͑ii͒ we suppose that 0 Ͼ 0 is a spectral singularity for 0 p͑t͒ and let v k = v k ͑t ; 0 , 0 ͒, k =1,2, be normalized so that v 1 ͑0͒ = ±v 2 ͑0͒ =1 on S ± , respectively. Following Refs. 11 and 18 we derive from ͑1.1͒ the identity
The first integral in ͑4.8͒ is real, as an integration by parts shows. Thus the left-hand side of ͑4.8͒ is purely imaginary while the right-hand side is real. Therefore, we conclude that
Rewriting this integral with the help of ͑1.1͒ as in Ref.
11 we obtain ͓since 0 R,
Since 0 is real, we have that ͉v 1 ͑t͉͒ 2 + ͉v 2 ͑t͉͒ 2 = 2 for all t. This follows from ͑1.1͒ which implies that
for any solution. Thus, since p is increasing on ͑0,t 0 ͒, decreasing on ͑t 0 , d͒, and strictly positive on ͓0,d͔ by the assumptions, we conclude that
where the second inequality follows by using 0 ഛ ͉v 1 ͑t 0 ͉͒ 2 ഛ 2 and the last inequality is an immediate consequence of the assumptions. This contradicts ͑4.9͒, and ͑ii͒ is proved. ᮀ Our next goal is to analyze in more detail the location of spectral singularities for certain kinds of potentials. As a preparation we make in ͑1.1͒ the substitution
͑4.13͒
Substituting ͑4.11͒ into ͑4.12͒ yields
where 123502-24
͓we leave the integrals unevaluated since we only need to evaluate their difference, see ͑4.19͔͒. We define
where the second equality in ͑4.19͒ follows from ͑4.15͒ by doing the necessary integration. Converting ͑4.14͒ to a system of integral equations, we obtain
͑4.20͒
͑4.21͒
The bounds contained in the next lemma will be needed to control various quantities associated with ͑4.20͒ and ͑4.21͒. Lemma 4.2: Let ␥ = / . Suppose that on ͓0,d͔, p Ͼ 0 and that p is absolutely continuous.
͑4.22͒
Suppose that pЈ is absolutely continuous on ͓0,d͔.
͑4.23͒
The constant C depends on p͑t͒ and pЈ͑t͒ via their sup norms, but not on ␥ and . Proof: These estimates follow from ͑4.15͒ and ͑4.19͒ on substituting = ␥. ᮀ The next lemma provides estimates for those solutions of ͑4.20͒ and ͑4.21͒ that are associated with ͑1.1ϩ͒ or ͑1.1Ϫ͒. We assume that these solutions are normalized such that v͑0͒ = ͑1, ±1͒
T . Setting
so that ͑t͒ = ͑t͒, and using ͑4.10͒, ͑4.11͒, ͑4.17͒, and ͑4.18͒, we obtain
where Ϯ refers to S ± . 
͑4.28͒
where ␦ 1 ͑t͒ and ␦ 2 ͑t͒ satisfy
͑4.29͒
Proof: Our goal is to apply Gronwall's inequality to ͑4.20͒ and ͑4.21͒. To do so, we must first estimate the first terms on the right-hand side of either equation. By means of an integration by parts, we obtain
͑4.30͒
Using ͑4.22͒ and ͑4.23͒, we obtain for t ͓0,d͔
͑4.31͒
Here the continuity of pЈ͑t͒ was used and the integral involving ͉pЉ͑t͉͒ was absorbed in C.
Proceeding similarly with the first term on the right-hand side of ͑4.21͒, we get that
From ͑4.25͒ and ͑4.26͒, the following bounds are obvious ͑for either choice of Ϯ͒,
with suitable positive constants C j , j =1, ... ,4. Let
Using ͑4.31͒-͑4.33͒ and the estimates of Lemma 4.2 in ͑4.20͒ and ͑4.21͒, we obtain
Consequently, after substituting ͑4.34͒ and ͑4.35͒ and vice versa, Gronwall's inequality gives
Solving ͑4.27͒ and ͑4.28͒ for ␦ 1 ͑t͒ and ␦ 2 ͑t͒ and using ͑4.33͒ and ͑4.36͒, we obtain ͑4.29͒. ᮀ 
Setting v 1 ͑d͒ = 0 gives
where ͑t͒ is defined in ͑4.24͒. After some calculations using
where the upper sign corresponds to S + , the lower sign to S − , we find that
on account of ͑4.29͒ and hence,
The right-hand side is less than 1 provided that ␥ 0 and Ͼ Cp͑d͒. On setting 0 = Cp͑d͒ and using ͑4.38͒ and ͑4.40͒, we conclude that ͑4.37͒ cannot hold. Hence v 1 ͑d ; , ͒ 0 whenever Ͼ 0 and Ͼ 0 . Since v 1 ͑d ;− , ͒ = v 1 ͑d ; , ͒ * when is real, the result also holds when Ͻ 0.ᮀ Theorem 4.4 actually holds under weaker conditions, in particular, without the symmetry assumption. We state this result as a corollary. Proof: It suffices to consider Ͼ 0. As initial condition, we choose v͑0͒ = ͑1,0͒ T so that, by ͑4.17͒ and ͑4.18͒, g͑0͒ = w͑0͒ = ip͑0͒ / ͑2 ͑0͒͒͑−1,1͒
T . Thus
By the absolute continuity of p, we have, in place of ͑4.31͒ and ͑4.32͒,
where ␦͑͒ → 0 as → ϱ. To see this, consider ͑4.42͒ and note that
so that it suffices to show that
with ␦͑͒ → 0 as → ϱ. To prove ͑4.44͒, we choose a sequence ͕p n ͖ of infinitely differentiable functions such that on ͓0,d͔, p n ͑t͒ → p͑t͒ uniformly and p n Ј͑t͒ → pЈ͑t͒ in the L 1 norm as n → ϱ. Using this sequence to approximate the pЈ͑͒ in the numerator ͓the p͑͒'s contained in ⌺ 0 ͑͒ and ͑͒ need not be approximated͔, we get
For any given ⑀ Ͼ 0, the first integral is less than ⑀ / ͑␥ +1͒ 2 if n is large enough. Choosing n ⑀ such that for n ജ n ⑀ this is the case and using an integration by parts, we see that
and hence ␦͑͒ → 0 as → ϱ. Thus ͑4.44͒ and then ͑4.42͒ follow. A similar argument works for ͑4.43͒. This leads, via ͑4.20͒ and ͑4.21͒, to
which in turn gives, by ͑4.27͒, ͑4.28͒, and ͑4.41͒,
Hence, in place of ͑4.39͒, we now have
Proceeding as in the step leading from ͑4.39͒ and ͑4.40͒, we see that it suffices to choose 0 so large that Cp͑d͒␦͑͒ Ͻ 1 if Ͼ 0 . Since this is possible, the conclusion of the theorem holds.ᮀ The results of Theorem 4.4 and Corollary 4.5 are in sharp contrast to what one finds when the requirement that p be strictly positive on ͓−d , d͔ is relaxed. For example, looking back to the example at the beginning of this section, we recall that there are unbounded sequences of coupling constants for which we find spectral singularities, and that the latter accumulate at certain specific points on the real axis. It is a natural question to ask whether this is just a peculiar property of piecewise constant potentials or if it holds for a larger class of potentials. It turns out that the latter is true. To answer this question, we now consider potentials of the following form.
There is a number a, 0Ͻ a Ͻ d, such that
Smoothness conditions on p will be added when needed. To reduce the number of cases, we will only work out the details for ͑1.1ϩ͒ and then merely state the results for ͑1.1Ϫ͒. From the normalization v͑0͒ = ͑1,1͒ T on S + , it follows that v͑a͒ = ͑e −ia , e ia ͒ T . Then, by ͑4.10͒,
We decompose w͑a͒ as follows:
͑4.46͒
Notice that here the superscript Ϯ indicates that the vector belongs to the solution containing the factor e ±ia . The solutions of ͑4.12͒ satisfying w͑a͒ = w ͑±͒ ͑a͒ will be denoted by w ͑±͒ ͑t͒. In analogy to ͑4.15͒, ͑4.16͒, and ͑4.19͒, we let 
͑ii͒ For the partial derivative with respect to , we have
͑iii͒ For the partial derivative with respect to ␥, we have
͑4.56͒
Proof: ͑i͒ The proofs of ͑4.50͒ and ͑4.51͒ are similar to those of ͑4.36͒. The only difference is that here, in place of ͑4.33͒, we have the inequalities
Further details are therefore omitted. The proofs of ͑4.52͒ and ͑4.53͒ are based on the integral equations, where I͑͒ = ͐ a ͑u͒du. The first terms on the right-hand sides of ͑4.59͒ and ͑4.60͒ are handled by an integration by parts and then estimated using Lemma 4.2 together with the obvious inequalities 0 ഛ I͑͒ ഛ C͑␥ +1͒ and 0 ഛ IЈ͑͒ ഛ C͑␥ +1͒. The middle terms are estimated using ͑4.50͒ and ͑4.51͒, and Lemma 4.2. This leads to ͑for the ϩ sign͒
͑+͒ ͉͑͒d,
from which ͑4.52͒ follows by an appeal to Gronwall's lemma. The proof of ͑4.53͒ is similar. To prove ͑4.54͒-͑4.56͒, we start from the pair of integral equations satisfied by g k;␥ ͑±͒ ͑t͒ − g k;␥ ͑±͒ ͑a͒ of which the first one reads ͑for ϩ͒
͑4.61͒
and where, in ͑4.61͒,
͑+͒ ͑a͒ is broken up in a similar way; we need not write it out. We only add some remarks about how the terms A 1 through A 4 are being treated. Using an integration by parts, we see that
Note that 0 ഛ I 1 ͑͒ ഛ C␥ / ͑␥ +1͒ and 0 ഛ I 1 Ј͑͒ ഛ C␥ / ͑␥ +1͒. In A 2 we again use an integration by parts and obtain the bound
Working out the partial derivative ͑e 2i⌺ a ͑͒ a ͑͒␤ a Ј͑͒͒ ␥ and using ͑4.22͒ we find that
Collecting these estimates together gives
Furthermore, by ͑4.22͒, we have that
Estimating g 2;␥ ͑+͒ ͑͒ − g 2;␥ ͑+͒ ͑a͒ in a similar way and applying Gronwall's lemma, we obtain ͑4.54͒.
The reasoning for ͑4.55͒ and ͑4.56͒ is similar. ᮀ We set 
where, from ͑4.64͒,
͑4.80͒
Then ͑4.78͒ can be written as
, are given by
͑4.83͒
͑4.84͒
In ͑4.82͒-͑4.84͒ the upper or lower sign is to be taken according as cos͑2a͒ Ͼ 0 or cos͑2a͒ Ͻ 0. Note that ͑4.65͒ was used to replace r k ͑±͒ in ͑4.78͒. Division by sin͑⌺ a ͑d͒͒ in ͑4.81͒ is permitted, since we are only interested in the parameter range where ␥ is small, so that v 1 ͑d;,͒ = e −ia cos͑⌺ a ͑d͒͒ + e ia sin͑⌺ a ͑d͒͒ + O͑␥͒.
Clearly, if v 1 ͑d ; , ͒ is zero, then sin͑⌺ a ͑d͒͒ cannot be zero. More specifically, since ͉e −ia cos͑⌺ a ͑d͒͒ + e ia sin͑⌺ a ͑d͉͒͒ 2 = 1 + cos͑2a͒sin͑2⌺ a ͑d͒͒, we see that for small ␥ the zeros of v 1 ͑d ; , ͒ are located in regions of ͑ , ͒-space where either Ϸ n / ͑2a͒, with n even and ⌺ a ͑d͒Ϸ3 / 4+k, or Ϸ n / ͑2a͒, with n odd and ⌺ a ͑d͒Ϸ / 4 + k ͓remember that ⌺ a ͑d͒ depends on and ͔. To shorten the notation, we set = ͑ 1 , 2 ͒ and define
so that the equation v 1 ͑d ; , ͒ = 0 is equivalent to the two simultaneous equations,
For latter use, we note the following. 
Moreover, the following estimates hold.
From now on we give the details only for the case when cos 2a Ͼ 0 in S + . The results for the other cases will only be stated and briefly explained later. As a result of the above estimates, we have that, for small ␥, Hence, if ␥ = 0, the solution of ͑4.85͒ is ͑0͒ = ͑0,− 1͒.
For large ͑small ␥͒, we expect to find a solution of ͑4.85͒ close to ͑0͒ . To prove the existence of such a solution, we use a fixed point argument. We let, for any Ͼ 0,
͑ʈ ʈ denotes the Euclidean vector norm and later also the operator norm͒ and define
Then for the Jacobian of F ͑0͒ , we have ͑in the usual matrix form͒
͑4.88͒
Note that
where J is defined in ͑4.13͒. We also define F͑ ; 
where I is the 2 ϫ 2 identity mapping. There is a constant K 1 Ͼ 0 such that
for B͑ ͑0͒ ;1/ 2͒, all ␥ ജ 0, and ജ 1 , where 1 is defined in ͑2.3͒. This follows from Lemma 4.9 and ͑4.88͒. Furthermore, by ͑4.88͒ and ͑4.89͒,
and hence
Also, there is a constant K 2 such that
This follows on inserting ͑0͒ in ͑4.86͒ and ͑4.87͒ and using Lemma 4.9. Combining ͑4.93͒ and ͑4.94͒ yields 2;␥ ͑␥,͒ = O͑1/͒.
͑4.101͒
We remark that ͑4.98͒ comes from an estimate of the form
Here the first summand comes from ͑4.68͒ and the second comes from differentiating the quantities Â and B in ͑4.80͒ with respect to . Since ␥ = O͑1 / ͒, the result follows. The justification for ͑4.99͒-͑4.101͒ is similar to that for ͑4.98͒. Proof of Theorem 4.8: Substituting ͑4.96͒ and ͑4.97͒ in ͑4.79͒, we obtain two equations for ␥ and . We give the detailed proof only for S + if cos͑2a͒ Ͼ 0. First we prove ͑i͒. For small ␥, setting the right-hand side of ͑4.81͒ equal to zero gives 1 − i͑ ͱ 1 − 1 2 + 2 ͒ + O͑␥͒ = 0.
͑4.102͒
For the real part in ͑4.102͒, we thus obtain 1 = sin͑2a͒ = O͑␥͒.
͑4.103͒
Since ␥ = / , the right-hand side of ͑4.103͒ is bounded by C / . Thus, given 0 ͑0, / ͑2a͒͒, choose 0 = C 0 ͑sin͑2a 0 ͒͒ −1 . Then, if ͑0, 0 ͔ and Ͼ 0 , sin͑2a͒ ജ ͑sin͑2a 0 ͒ / 0 ͒ = ͑C / 0 ͒ Ͼ C͑ / ͒, a contradiction; so assertion ͑i͒ follows. Now we turn to the proof of part ͑ii͒. We look at solutions ͑␥͒ of ͓see ͑4.79͔͒ In ͑v͒ we are in S − with cos͑2a͒ Ͼ 0. Then Using ͑4.110͒, ͑4.11͒, and ͑4.112͒ in ͑4.104͒ and ͑4.107͒, we establish the assertions of ͑iii͒-͑v͒. For lim j→ϱ j Ј͑ j ͒, we get iA / a in cases ͑iii͒ and ͑v͒, and −iA / a in case ͑iv͒. ᮀ We conclude this section with a comparison of analytical and numerical results pertaining to the graph in Fig. 5 as an example; similar results hold for the graphs in Figs. 2-4. As we move from right to left, the five spectral singularities ͑intersections of the curve with the real axis͒ correspond to n = 5, 4, 3, 2, and 1, respectively, in ͑4.3͒. These n-values are listed-in this order-in the first column of Table I. In the adjacent column are the j-values that are to be used in ͑4.73͒ and ͑4.74͒ when n is even, and in ͑4.76͒ and ͑4.77͒ when n is odd. For even n, j was determined from ͑4.109͒ and for odd n by using the corresponding formula which has the terms / 4+ j on the right-hand side. On the left-hand side, we used the numerical values for ␥ j and ͑␥ j ͒ = j ͑␥ j ͒. At each spectral singularity, the value of j was unmistakably close to an integer. The remaining columns show the spectral singularities and the corresponding coupling constants; the approximate values are obtained from ͑4.73͒-͑4.77͒ and the exact values are calculated numerically. Note that as the coupling constant increases, the eigenvalue moves from right to left and that the slopes at the spectral singularities are in agreement with the results of Theorem 4.8 about the sign of Im j Ј͑ j ͒.
APPENDIX: PROOF OF THEOREM 3.3
We set = is ͑s Ͼ 0͒, z = s / ͑so that ␥ = iz͒, and ͑t;z͒ = ͱ p͑t͒ 2 
͑A29͒
Here the term denoted by ͓¯͔ is the bracketed term in ͑A24͒. Equation ͑A29͒ is obtained by equating the right-hand side of ͑A15͒ to zero and eliminating the term p⌳ 1 by using ͑A16͒ ͑also set equal to zero͒. The Jacobian matrix of the mapping ͑⌬,͒ ‫ۋ‬ ͑F 1 ͑⌬,;0,0,0͒,F 2 ͑⌬,;0,0,0͒͒
at ͑0, 0͒ is nonsingular, since its determinant is equal to bp 2 ; this follows from ͑A26͒-͑A28͒. The assertion of the theorem now is a consequence of the implicit function theorem for the two 
