In this paper we study the vanishing inertia and viscosity limit of a second order system set in an Euclidean space, driven by a possibly nonconvex time-dependent potential satisfying very general assumptions. By means of a variational approach, we show that the solutions of the singularly perturbed problem converge to a curve of stationary points of the energy and characterize the behavior of the limit evolution at jump times. At those times, the left and right limits of the evolution are connected by a finite number of heteroclinic solutions to the unscaled equation.
Introduction
This paper is concerned with a variational analysis of the limit behavior of the system ε 2 Aü ε (t) + εBu ε (t) + ∇ x F (t, u ε (t)) = 0 , (
where A and B are positive definite and symmetric matrices and F a time-depending driving potential, as the small parameter ε → 0. The above system describes the evolution of a mechanical system where both inertia and friction are taken into account, and can be considered as a second order approximation for the quasistatic evolution problem ∇ x F (t, u(t)) = 0, (
2) which appears in many areas of Applied Mathematics. In this respect, (1.1) can be seen as a selection criterion for finding piecewise continuous solutions of (1.2), since discontinuities are expected to appear if we allow F for being nonconvex. As such, it has been used in several applications, even in an infinite-dimensional context. We may mention, for instance, [4] , where the solutions of the quasistatic evolution in linearly elastic perfect plasticity are approximated by the solutions of suitable dynamic viscoelasto-plastic problems; [6, 7] , where a "vanishing inertia" analysis is developed for a model of dynamic debonding in the framework of fracture mechanics; [15, 8] for damage models, with a damping term in the wave equation. All these approaches build upon previous results in the simpler setting of vanishing viscosity (see, e.g., [9, 5, 10, 11, 12, 4, 1] and the references therein). There, problem (1.2) is seen as the limiting case of a system governed by an overdamped dynamics, that is εu ε (t) + ∇ x F (t, u ε (t)) = 0.
(1.3)
In this paper we aim at providing a general variational approach to the limit description of (1.1), extending some recent results for the first-order system (1.3) . For the moment, we will confine ourselves to a finite-dimensional setting and to a smooth driving potential F . We have to warn the reader that many of the mentioned applications, instead, deal with infinite dimensional rate-independent evolutions. In this case (see [14, Introduction and Section 7]), F usually takes the form
where the existence of D involves some constraints on the admissible increments, or equivalently forces to allow for nonsmoothness. However, many nontrivial issues already arise in our simpler setting, where significant steps towards a general understanding of the problem can be made. Before describing our approach in detail, we recall some recent abstract results on the limit behavior of systems of the type (1.1) or (1.3) .
Results present in literature. The asymptotic behavior of the solutions of singularly perturbed differential systems in finite dimension has been investigated by several authors [1, 2, 13, 17, 16] . A first general approach to the limit behavior of the solutions of (1.1) has been developed by Agostiniani [1] , extending a previous approach by Zanini [17] for the vanishing viscosity problem (1.3) . Under suitable assumptions on F (t, x), it is proven that, when ε → 0, it holds (u ε (t), εBu ε (t)) → (u(t), 0), where u is a piecewise-continuous function solving ∇ x F (t, u(t)) = 0 (1.4) at every continuity time t. Moreover, the trajectories of the system at the jump times t i are described through the autonomous second order system Aẅ(s) + Bẇ(s) + ∇ x F (t i , w(s)) = 0, ( It is worth noting that the presence of the damping term εBu ε is crucial for obtaining the above results, as it also will be in our setting. There are indeed examples of singularly perturbed second order potential-type equations (with vanishing inertial term), such that the dynamic solutions do not converge to equilibria, while the formal limit equation is (1.2) (see, e.g., [13] ).
As a matter of fact, the set of assumptions considered in [1] involves some significant restrictions. First of all, a central role in the constructive approach contained there is played by the so called transversality conditions (see [17, Assumption 2] ), holding at degenerate critical points of F (t, ·). Although the genericity of such assumption, it excludes some interesting situations, like bifurcation from a trivial critical state with change of stability. Even more cumbersome is the fact that one has to assume that the limit points u + (t i ) of the heteroclinic trajectories governed by (1.5) are strict local minimizers of F (t i , ·) ([1, Assumption 4]), while in general they could even be saddle points.
Therefore, we take a different viewpoint of variational character. Our starting point is the paper by Agostiniani and Rossi [2] , concerning the limit behavior of the first-order system (1.3). Along with typical regularity, coercivity and power control assumptions on F (which we also consider, see (F0)-(F2)), a crucial role in the analysis is played by the assumption that the set of critical points C(t) := {u ∈ X : ∇ x F (t, u) = 0} consists of isolated points (also this one is assumed in our paper, see (F5) below). This allows for recovering the necessary compactness through a careful analysis of the behavior at jumps. They indeed show that, up to a subsequence, the solutions u ε of (1.3) pointwise converge, as ε → 0, to a so-called is a Balanced Viscosity solution u of the limit problem (1.4) defined at every t ∈ [0, T ]. The function u is regulated, i.e., the left and right limits u − (t) and u + (t) exist at every t, and satisfies the stability condition ∇ x F (t, u − (t)) = ∇ x F (t, u + (t)) = 0.
Furthermore, under additional assumptions (in the same spirit of our assumptions (F6)-(F3')), u fulfills the energy balance
where µ is a positive pure jump measure with an at most countable support J, that coincides with the jump set of u. For t ∈ J, the following jump relation hold:
where the cost c t is defined as
(1.6)
In particular, at a jump point t ∈ J, transitions between (meta)stable states of the energy happen along (a finite union of) heteroclinic orbits of the unscaled autonomous gradient flowẇ (s) = −∇ x F (t, w(s)) .
Description of our results. We now turn to the description of our results. A first step is to investigate the compactness properties of the sequence (u ε (t)) ε . To this end, we preliminarly provide some a-priori estimates (Proposition 3.2), namely L ∞ -bounds on u ε , εu ε and ε 2ü ε , and bounds for ε u ε
These bounds stem out of (1.1) and the energy equality
(we assume here for simplicity of exposition that the matrices A and B in (1.1) are equal to the identity matrix), but some care has to be used to estimate
separately. In particular, we are forced to require more regularity on the energy F (t, x) with respect to the first-order case analysed in [2] . Namely, with assumption (F4), we consider F (t, ·) ∈ C 2 (X) for every t ∈ [0, T ] and the Hessian matrix ∇ 2 x F (t, u) to be continuous in the product space [0, T ] × X. We remark nevertheless that the same assumption was already present in [1] .
With the aforementioned a-priori bounds, under assumptions (F0)-(F5) (see Section 2.1), one can pass to the limit along a subsequence independent of t on u ε (t) (Theorem 4.1), and find that they converge for all t to a regulated function u(t), whose jump set J is at most countable. This limit function in general satisfies the stability condition
The proof moves from the remark that, by the previous a priori estimates, the sequence of positive measures
is equibounded in L 1 (0, T ) and then is weakly* converging to a positive finite measure µ on [0, T ], whose set of atoms J is at most countable. The key point is showing that oscillations in the limit of the sequence u ε (t) always happen at a nonvanishing cost, and therefore a limit is uniquely determined for each t / ∈ J. To this end, a crucial role is played by Proposition 3.4, where, exploiting (F5) and assuming that s k , t k are sequences in [0, T ] both converging to t and such that u ε k (s k ) → u 1 , u ε k (t k ) → u 2 , with u 1 = u 2 , it is shown that the dissipation integrals
are bounded away from zero for k large enough. The resulting continuous limit function u(t) complies with the stability condition (1.8) at every t ∈ [0, T ]\J. The existence of left and right limits of u(t) still relies on Proposition 3.4 and on the asymptotic and monotonicity properties of the functions
After that compactness and stability properties of the limit evolution have been established, we show that the limit evolution u(t) satisfies a balance between the stored energy and the power spent along the evolution in an interval of time [s, t] ⊂ [0, T ], up to a positive dissipation cost which is concentrated on the jump set of u, or equivalently on the jump set of the energy t → F (t, u(t)). Namely, we prove in Theorem 5.4 that there exists a positive atomic measure µ, with supp(µ) = J, such that
for all 0 ≤ s ≤ t ≤ T . While the " ≤ " inequality above can be obtained passing to the limit in the energy inequality deriving from (1.7), the " ≥ " ensues from the stability condition, and requires the additional assumptions (F6)-(F3') on the energy, which are instead not necessary in order to recover compactness (see Section 2.1).
We retrieve for u an analogous of the notion of Balanced Viscosity solution introduced in the first-order setting in [2] , as we show (Remark 5.9) that, for all t ∈ J,
(1.10)
The cost c t is, as one may expect, different from the cost (1.6) considered in [2] , since it reflects the second-order structure of our problem. Assuming for simplicity of exposition that the matrices A and B in (1.1) are equal to the identity matrix, it is actually defined as
where
and u 1 , u 2 are critical points of F (t, ·). Notice that the assumption u 1 , u 2 ∈ C(t) in the definition of c t (u 1 , u 2 ) is necessary for having (1.11) well defined as a finite cost. Exploiting (F5) and some general properties of the cost c t , proved in Theorem 5.7, by means of an inductive construction, we are indeed able to show that an optimal decrease of the energy can be realised at discontinuities via a finite number of transitions between metastable states. This gives the desired equivalence and entails our first main result, Theorem 5.10. There we show that the limit u(t) is exactly a Balanced Viscosity solution in the sense discussed above.
From the jump conditions (1.10) we can deduce a variational description of the behavior of the limit evolutions at jumps. More precisely, in Theorem 5.13 we prove that, if (1.10) holds, then every infimizing sequence for c t (u − (t), u + (t)) converges to a finite union of heteroclinics solutions to the unscaled problem
, and the endpoints of this finite chain of critical points are exactly u − (t) and u + (t). In this way, the results of [1] are extended to a general framework of driving potentials. We also believe that the approach pursued here can represent a solid building block for the understanding of related infinite dimensional problems.
Plan of the paper. The paper is organized as follows. In Section 2 we fix notation and introduce the main assumptions on the energies F (t, x) we will adopt throughout the paper. Section 3 contains some preliminary results useful in the sequel, as basic inequalities, a priori estimates and other technical tools. In Section 4, we prove compactness of the u ε and stability properties of the limit evolution. In Section 5 we show that the limit evolution u fulfills an energy balance with a cost concentrated on the jump points (Theorem 5.4). Finally, with Theorem 5.13 we provide a variational characterization of the behavior of the limit evolution at the jump times, by showing that the left and right limits u − (t) and u + (t), respectively, are connected by a finite number of heteroclinic solutions of the unscaled autonomous equation (1.12).
Notation and main assumptions on the energy
In this section, we fix some general notation that will be used throughout. We aim at describing second order quasistatic evolutions driven by a time-dependent, possibly nonconvex energy functional F : [0, T ] × X → R, with T > 0. Throughout the paper we assume that (X, · ) is a Euclidean space with dimension n ≥ 1, endowed with inner product ·, · . For a symmetric, positive definite operator Q : X → X the equivalent norm · Q on X is given by u Q := u, Qu 
for every z 1 , z 2 ∈ X. We also point out the simple identity
for every z 1 , z 2 ∈ X. The symbol Q will stand for the operator norm of Q. Given x ∈ X and M > 0, we will denote by B M (x) the closed ball centered at x with radius M . When the ball is centered at 0, the shortcut B M will be used. In order to shorten notation, we will often indicate by u(−∞) and u(+∞) the limits
respectively. We now recall the definition and some basic properties of regulated functions, which will play an important role in the sequel. The existence of the above limits immediately implies that, for each N ∈ N, the set of points t where u + (t) − u − (t) ≥ 1 N cannot have accumulation points. It follows that the jump set of a regulated function is at most countable. In particular, u + is a right-continuous Lebesgue representative of u and u − is a left-continuous one.
It is well-known that a function of bounded variation f ∈ BV([a, b]; R) is a real-valued regulated function. The representatives f + and f − are in this case good representatives in the sense of [3, Theorem 3.28]: as shown there, the distributional derivative Df (which is a Radon measure) satisfies
for any s, t ∈ [a, b] with s ≤ t.
Assumptions on the energy
We require the energy functional satisfy the following assumptions:
|F (t, u)| satisfies the condition that, for every ρ > 0, the sublevel set {u ∈ X : F(u) ≤ ρ} is bounded;
where ∂ t F denotes the partial derivative of F (t, x) with respect to t;
(F3) for every t ∈ [0, T ] and u ∈ B M , it holds
(F5) for any t ∈ [0, T ], the set of critical points 6) where ∇ x F denotes the gradient of F with respect to x, consists of isolated points. We note that from (F2) and the Gronwall's inequality we get
for all 0 ≤ s ≤ t ≤ T and u ∈ X. This implies, in particular, that
which will be useful to deduce equi-boundedness estimates. The above assumptions (F0)-(F5) will be enough to establish compactness of the limit functions in Section 4, while in Section 5 we will be forced to consider an additional assumption (F6) and to strengthen assumption (F3) in order to recover an energy balance. We will namely assume that the driving energy F (t, x) satisfies: 
Preliminary results
We state and prove here some preliminary results. In particular, we show that each solution u ε to (1.1) complies, for every fixed ε and for every t ∈ [0, T ], with an energy identity that will be a useful tool for the sequel. 
for every 0 ≤ s < t ≤ T .
Proof. Since the power control (F2) provides, in particular, the boundedness from below of the energy F , the (local) existence of u ε is ensured by a standard argument in ODEs for Dirichlet problems associated to (1.1). Testing (1.1) byu ε we get
whence, integrating in time between s and t, with s, t ∈ [0, T ] we obtain
that corresponds to (3.1).
As an easy remark, we note that just neglecting the non-negative term ε
for every 0 ≤ s < t ≤ T . We will often refer to (3.3) as the energy inequality.
The following proposition collects some a priori bounds, involving u ε and its derivatives, that will provide key estimates in the proofs of the main results of this paper.
Proposition 3.2 (A priori bounds). Assume (F0) − (F4).
Let u ε : [0, T ] → X of class C 2 be the solution of the Dirichlet problem associated to (1.1) with initial condition at t = 0, and assume u ε (0), εu ε (0) to be bounded. Then for all ε > 0 and t ∈ [0, T ], the following a priori bounds hold:
(iv) ε moreover, by (F3) and (ii) we get
while by (F4) we obtain
whereC is a uniform bound for ∇ 2 x F (t, u) on the compact set [0, T ] × B C . Thus, combining these estimates with (iv), the boundedness of ∇ x F (t, u) on [0, T ] × B C and the boundedness of ε u ε (t) , the assertion follows.
by integrating in time we get the estimate
From this, exploiting the coerciveness of A, both (vii) and (viii) immediately follow with (v) and (vi).
Corollary 3.3. Under assumptions of Proposition 3.2, it holds
Proof. From Proposition 3.2(iv) we obtain
from which we deduce the convergence εu ε → 0 in L 2 (0, T ) and then the convergence a.e. in [0, T ].
A useful tool in the proof of the compactness Theorem 4.1 will be the following technical result dealing with the asymptotic behaviour of the energy dissipation integrals shrinking to a point {t} as k → +∞. More precisely, exploiting the assumption (F5) on the isolatedness of the critical points of
, with u 1 = u 2 , then the energy dissipation integrals are bounded away from zero. Notice that for the argument below one does not need to require that u 1 , u 2 belong to C(t)
Proof. By assumptions (F1) and (F5), the set B M ∩ C(t) is finite, thus there exists η =η(t, M, u 1 , u 2 ) such that, for every 0 < η ≤η, it holds
, we have that min 
Since t k → t and s k → t, for every k sufficiently large we have that [
and from the definition of K η we also get that the set
is nonempty, for k sufficiently large, and that there exist r 1 , r 2 ∈ T k , with
Thus, by (3.7) we get
Compactness
The main result of this section is the following compactness result. We will show that u ε (t) converge, as ε → 0 along a subsequence independent of t, to a regulated function u(t) for all t. This limit function satisfies the stability condition
for all t ∈ [0, T ] \ J, where this latter is the (at most countable) jump set of u. Moreover, at each jump point t ∈ J, it holds
Theorem 4.1 (Compactness). Assume that (F0)-(F5) hold and let u ε : [0, T ] → X be the solution of the Dirichlet problem associated to (1.1) with initial condition at t = 0 and u ε (0), εu ε (0) be uniformly bounded as ε → 0. Then, up to a subsequence independent of t, (u ε ) ε converge pointwise, as ε → 0, to a function u : [0, T ] → X satisfying the following properties:
(ii) it holds
Proof. Throughout the proof, M will denote an upper bound for u ε (·) , whose existence is proved in Proposition 3.2 (i). We consider the family of positive measures (µ ε ) ε defined as
where L 1 denotes the 1-dimensional Lebesgue measure. From Proposition 3.2(iv), the family (µ ε ) ε is equibounded in L 1 (0, T ), therefore it converges weakly* (up to a subsequence) to a positive finite measure µ on [0, T ]. Then, the set of atoms J µ of µ is at most countable. As a consequence of Proposition 3.2(vii), we have also that
We may now fix a countable dense subset I ⊂ [0, T ] with the property that I ⊃ J µ ∪{0}, and define for all t ∈ I the pointwise limit u(t) of u ε (t) (along a time independent subsequence) via a diagunal argument. If t ∈ [0, T ] \ I, it holds in particular t / ∈ J µ . Let (t k ) k and (s k ) k be two distinct sequences of points in the set I, both converging to t, and u 1 and u 2 be the limits of u(t k ) and u(s k ), respectively. With a diagunal procedure we can extract a subsequence u ε k such that
Up to further extraction, it holds either t k ≤ s k or s k ≤ t k for all k. Assuming this last one is the case, we then have by the convergence of µ ε k to µ, namely, by the upper semicontinuity, that
where we additionally exploited that · B is an equivalent norm. Now, being u 1 = u 2 , by Proposition 3.4 we may find δ = δ(t, M, u 1 , u 2 ) > 0 such that
for k large enough. Then, as a consequence of Young's inequality and of Proposition 3.2(viii), we obtain 6) whence, passing to the limit as k → +∞ and with (4.5) we deduce δ ≤ δ/2, which is a contradiction. Therefore, it must be u 1 = u 2 . Setting u(t) = u 1 we can then extend u in a unique way to a function defined on all [0, T ]. Furthermore, the same argument as above, with u 1 = u(t) and (s k ) k being the sequence constantly equal to t, together with the Urysohn's property, shows that u ε (t) converge to u(t) also for t ∈ [0, T ]\I. A further application of the same argument shows that u is continuous at any t ∈ [0, T ]\J µ . Therefore, the jump set J of u is contained in J µ , and is at most countable. By pointwise convergence and (4.4), we also have ∇ x F (t, u(t)) = 0 for almost every t ∈ [0, T ]. By continuity, we deduce
To prove the existence of the left and right limits of u, we fix two sequences (t k ) k and (s k ) k with t k , s k ց t. It is not restrictive to assume that s k ≤ t k , for all k. In order to prove the existence of u + (t), it will suffice to show that
For this, we argue by contradiction and assume that lim inf
Up to extracting a subsequence (not relabeled), we may assume also that
by (3.3) it follows that the functionals t → g ε (t) are non-increasing and bounded on [0, T ]. Therefore, as a consequence of Helly's Theorem, there exists g ∈ BV([0, T ]) such that, up to a subsequence (not relabeled), g ε (t) → g(t) for every t ∈ [0, T ], where g is non-increasing. We then have
With a diagunal procedure we can extract a subsequence ε k → 0 such that
Now, by using the energy identity (3.1) and (4.7) we get lim sup
Again, since · B is an equivalent norm, we deduce
Assuming (4.8) and with (4.9), we can perform an analogous argument as in the proof of the continuity of u on [0, T ]\J. Namely, since u 1 = u 2 , we may find δ = δ(t, M, u 1 , u 2 ) > 0 such that
for k large enough. Then, by arguing as for (4.6), we finally get
from which, passing to the limit as k → +∞, we get a contradiction. Thus, u 1 = u 2 and this proves the existence of u + (t) at every t. The existence of u − (t) can be proved along the same lines. The proof of (i) is then concluded. Now, (ii) immediately follows by (4.1) and (F0).
Energy balance
Our main aim is to show that the limit evolution u(t) provided by Theorem 4.1 satisfies a balance between the stored energy and the power spent along the evolution in an interval of time [s, t] ⊂ [0, T ], up to a (positive) dissipation cost which is concentrated on the jump set of u, or equivalently (due to (iii) in Theorem 4.1) on the jump set of the energy t → F (t, u(t)).
and, correspondingly, consider its right-continuous and left-continuous representatives, namely
and
respectively. We note at first that, under our assumptions, and in particular by assuming (F6) and (F3'), the right continuous representative of function f defined in (5.1) has a positive right derivative at every point.
Proposition 5.1. Assume (F0)-(F6), with (F3') in place of (F3). Let f : [0, T ] → R be defined as in (5.1). Then, for any t ∈ [0, T ], the Dini lower right derivative of the right-continuous representative f + at t is non-negative; i.e., it holds
Proof. The proof is verbatim the one given in [16, Proposition 5.1], since it only makes use of the stability condition (4.3) together with the assumptions on the potential F .
In order to prove our main result, we need the following elementary lemma, whose proof can be found in [16 
Then g is non-decreasing on (a, b).
In order to pass to the limit in some energy inequalities, we will need the following Lemma, whose elementary proof is omitted. 
The following theoretical result provides the energy balance equality (5.3) for our energies F (t, u).
Theorem 5.4. Assume (F0)-(F6), with (F3') in place of (F3). Let u ε and u be defined as in Theorem 4.1, and let J be the jump set of u. There exists a positive atomic measure µ, with supp(µ) = J, such that 
With a slight abuse of notation, we will denote still by f such an extension. Now, if we define µ := −Df , we have supp(µ) ⊆ [0, T ]. We aim to show that µ is a positive measure, and for this it will suffice to prove that f belongs to the Lebesgue class of a non-increasing function. First, we prove the following Claim. Claim: f + is non-increasing. Proof of Claim. Let s, t ∈ (−δ, T + δ) with s > t, we then have three cases: (a) 0 < t < T . We can fix two sequences s k ց s, t k ց t with s k > t k for every k ∈ N and such that ε 2 u ε (t k ) 2 → 0 (as a consequence of Corollary 3.4). From the energy inequality (3.3) we get
and then, passing to the limit as ε → 0, by Lemma 5.3 we obtain
Finally, passing to the limit as k → +∞, we get
(b) t < 0. If also s < 0, the assertion is trivial. If s ≥ 0, we have to show that f + (s) ≥ f + (t) = 0. Assuming that εu ε (0) → 0, it will suffice to consider s k ց s and use the inequality
where we pass to the limit as ε → 0 first and then as k → +∞.
(c) If t ≥ T , since by convention u + (T ) = u(T ) and then f + (T ) = f (T ), the assertion follows immediately.
This concludes the proof of the Claim. The claim implies now that µ = −Df is a positive measure and, in particular, f ∈ BV (−δ, T + δ). Moreover, by [3, Theorem 3 .28] we get
for all 0 ≤ s ≤ t, with the usual convention that u + (T ) = u(T ) and u − (0) = u(0).
We are left to show that supp(µ) = J. In order to do that, we define
which is the right-continuous jump function of f . We note that the set of discontinuities of f J coincides with J and Df J = (Df ) J , the latter being the jump part of measure Df . Moreover, f J is nonincreasing, so that
and µ J = −Df J is positive. It holds also µ ≥ µ J , since µ is positive. Summing up (5.5) and (5.2) we get
Since, by construction,
where, by the usual convention, u(0) = u − (0). Comparing the latter estimate with (5.3) we finally get
which gives µ J = µ, thus concluding the proof.
Remark 5.5. We note that, by construction, it holds
The energy-dissipation cost
In this section, we prove that the gap of the potential F (t, u(t)) at a jump point t ∈ J can be measured by means of a (positive and symmetric) cost function, solution to an optimization problem with boundary conditions at infinity v(−∞) = u − (t), v(+∞) = u + (t); namely,
In order to lighten the notation, from now on we set F t (u) := F (t, u).
Definition 5.6. For every t ∈ [0, T ] and u 1 , u 2 ∈ C(t), we define the energy-dissipation cost as
denotes the class of the admissible curves.
We note that the cost is well defined as a finite function on the set C(t)×C(t). Indeed, if u 1 = u 2 , the function
turns out to be an admissible competitor for the infimum problem (5.7) defining c t (u 1 , u 2 ), which has finite energy, since u 1 and u 2 ∈ C(t). The following theorem collects the main properties of the cost function.
Theorem 5.7. Under assumptions (F0)-(F5), for every t ∈ [0, T ] and u 1 , u 2 ∈ C(t) we have:
(1) the cost is symmetric; i.e., c t (u 1 , u 2 ) = c t (u 2 , u 1 );
(2) c t (u 1 , u 2 ) = 0 if and only if u 1 = u 2 ;
(4) for every u 3 ∈ C(t), the triangle inequality
holds.
Proof.
(1) If u 1 = u 2 , then the assertion is trivial by the definition of c t (u 1 , u 2 ). Thus, let u 1 = u 2 , v ∈ V t u 1 ,u 2 and defineṽ(s) := v(−s). We then haveṽ ∈ V t u 2 ,u 1 and
Now, taking the infimum in the right hand side of (5.9) on the set V t u 2 ,u 1 , we get the inequality
The assertion then follows by interchanging the role of u 1 and u 2 .
(2) Let u 1 = u 2 . It clearly suffices to provide a lower bound on the energy of competitors v ∈ V t u 1 ,u 2 satisfying
We begin by proving the following Claim: there exists M > 0 such that
for every v ∈ V t u 1 ,u 2 which satisfies (5.10). In order to prove the Claim, we note that, since lim s→−∞ v(s) = u 1 , there exists a sequence s k ց −∞ such thatv(s k ) → 0. By the fundamental theorem of calculus, with the Cauchy-Schwarz inequality (2.1) and (5.10), for every s ∈ R we deduce the estimate
whence, passing to the limit as k → +∞, we obtain
Now, from (5.14) we get the equi-boundedness of F t (v(s)) and v(s) 2 A , and, in view of (F1), also (5.11). Furthermore, denoting with β the coercivity constant of B, with (5.11) and an integration by parts on every interval [a, b] ⊂ R we obtain
where we have also exploited the regularity assumptions (F0) and (F4). Since the constant on the right-hand side does not depend on a and b, this gives (5.12)-(5.13) and concludes the proof of Claim. We now observe that, since u 1 = u 2 , we may find a constant δ = δ(t, u 1 , u 2 ) > 0 such that
This can be proved along similar lines than in the proof of (3.5), using (5.11) and (F5). Taking into account (5.15), (5.13) and applying the Cauchy inequality we further get
Since this lower bound is independent of the competitor v, we get c t (u 1 , u 2 ) > 0 whenever u 1 = u 2 . The other implication is obvious. (3) Since the cost c t (u 1 , u 2 ) is symmetric, it will suffice to show that
From the definition of c t (u 1 , u 2 ), for every fixed η > 0 there exists v ∈ V t u 1 ,u 2 such that 1 2
Since the integral on the left-hand side is finite, we can find s k ց −∞ and t k ր +∞ satisfyingv
With the fundamental theorem of calculus and (2.1), we then have
whence, passing to the limit as k → +∞, we get the thesis by assumption (F0), (5.17) and the arbitrariness of η. (4) With η > 0 fixed, we may find v 1 ∈ V t u 3 ,u 1 and v 2 ∈ V t u 2 ,u 3 such that
Correspondingly, we may fix a 1 , a 2 ∈ R, a 2 ≤ 0 ≤ a 1 , with the properties 
respectively. Now, we define the function v ∈ W 2,2 (R, X) as
Note that, by construction, we have
Moreover, taking into account (5.21) and (5.23), for every s ∈ (a 2 , a 2 + 1) we get the estimates
From these bounds, and since ∇ x F t (u 3 ) = 0, we infer 
whence, since v ∈ V t u 2 ,u 1 , by the arbitrariness of η and the symmetry of the cost we deduce
We can now show that c t (u + (t), u − (t)) is a lower bound for the dissipation µ({t}) at a jump point t.
Proposition 5.8. Assume (F0)-(F5). Let c t be the cost function defined in (5.7), u − (t) and u + (t) be the left and right limits, respectively, of the function u of Theorem 4.1 at each point t. Then it holds
(5.25)
Proof. Let u ε , u be as in the statement of Theorem 4.1. We restrict to the case t ∈ J, since for any t ∈ [0, T ]\J (5.25) holds as an equality in view of Theorem 5.7(2). First, we note that we can find sequences s k ր t and t k ց t and a subsequence ε k → 0 such that
as k → +∞. For this, we preliminary remark that, by virtue of Corollary 3.4, we can fix two sequences s k ր t and t k ց t such that
Moreover, since u is regulated by Theorem 4.1(i), there also hold
Now, we define by induction on k ≥ 1 the sequence
which is well posed since, for every fixed k, it holds
Along such subsequence, in view of (5.28) and (5.29), we get (5.26) and (5.27). As a consequence of (F0) and (5.26) we notice that
The proof distinguishes now between two cases:
it holds either lim sup
Proof if (5.32) holds. Let δ > 0 be fixed. Define
where C(t) is the set of critical points of ∇ x F t (·) as in (2.6) and M > 0 is such that
as it follows by Proposition 3.2(i). By assumption (F5)
, the set C M (t) is finite, and we denote by N t its cardinality, N t := #(C M (t)) < +∞. Since C M (t) is finite, we may define the strictly positive value d as
and fix an arbitrary δ > 0 with the property that
In particular, if for some u ∈ B M , it holds
Since both t k → t and s k → t, we may assume that t k − s k ≤ δ, for every k ∈ N. Moreover, in view of the continuity of ∇ x F (·) (·) ensured by (F0), we can fix η > 0, with η ≤ δ, complying with the following property:
We denote with L a Lipschitz constant for F t (·) on the set B M . We first prove the following Claim: for every k ∈ N, there exists a finite collection of times
with m k ≤ N t , and a set of distinct critical points of F t (·), say {u 0 , u 1 , . . . , u m k } ⊆ C M (t), with u 0 = u − (t) and u m k = u + (t), such that the following properties are satisfied:
k and every i = 1, . . . , m k ; (6) lim sup
Notice that (3a), (3b) and (5) together imply that u i = u j for every i, j with i = j. In order to prove the Claim, we will perform an algorithmic construction.
Step
it is well defined
and it satisfies s k ≤ t
Observe that from (F0), (5.26), and (5.30) we get
With this, rewriting the energy inequality (3.3) for s = s k and t = t
and using (5.27) we deduce lim sup
We define a sequence of times t
as follows. From the bounds (iv) and (vii) of Proposition 3.2, we have that
In this case, we deduce that
which in particular implies that (5.42 ) and the Mean Value Theorem there exists t
By (5.36) and (5.37) there exists a unique
Moreover, by construction, it holds lim sup
while (5) is satisfied by (5.39). Now, if u 1 = u + (t), the Claim is proved with m k = 1. Otherwise, the construction goes on.
Step 2: Assume that a collection
k ≤ t k has been constructed for 1 ≤ j ≤ i, such that all the properties in the Claim are satisfied with the exception of (2). By (5.26) it then must be u i = u + (t), t j,+ k = t k and it is therefore well defined
Moreover, it holds the estimate lim sup , using the bound provided by (4) 
) are close to the same point u i ∈ C M (t). Now, as in the proof of Step 1, we have the bound
by (5.46) and the Mean Value
Theorem there exists t
With (5.36) and (5.37) we again have that there exists a unique
while (5) is satisfied by (5.39). Together with (3a) and (3b) this gives u i+1 = u j for all j ≤ i. With this, since C M (t) has a finite cardinality N t and recalling (5.26), in a finite number of steps m k ≤ N t we will get property (2), concluding the proof of the Claim. Let us go back to the main proof. Since m k ≤ N t , up to passing to a subsequence, we may assume m k = m for any k, with m independent of k. We also observe that, combining (1.1) with (2.2), applied with Q = B, z 1 = ∇ x F r (u ε k (r)) + ε 2 k Aü ε k (r), and
for all r ∈ [0, T ]. With (5.26) and (5.27), this gives 
(5.49)
With fixed i ∈ {1, . . . , m}, we set
From the L ∞ bounds of Proposition 3.2 (i)-(iii) we immediately deduce the equi-boundedness of v k in W 2,∞ (R). Moreover, through the change of variables r = ε k τ + t i,− k we obtain
In order to simplify notation, here and in the following we will denote by σ i k the ratio
The bounds (1)- (4) can be re-read for v k as
(5.50)
Consider again the functions
and the competitor
Notice thatṽ k is an admissible competitor for c t (u i−1 , u i ). Hence, arguing as for (5.24) and exploting (5.50) we obtain that there exists a uniform constant C such that
where ω is a modulus of continuity for ∇ x F t (·) on B M . Above we additionally exploited (5.36) to estimate δ + √ δ only in terms of √ δ inside the function ω 2 . Then, from (5.51) and condition (4) of Theorem 5.7, we get
whence, passing to the limit as k → +∞, we finally obtain
from which, by the arbitrariness of δ > 0 and taking into account the symmetry of the cost function c t (u − (t), u + (t)) = c t (u + (t), u − (t)), we deduce
since by (1) and (2) Remark 5.9. As a consequence of Theorem 5.7(3) and Proposition 5.8, we get the equality
We conclude with the following theorem that summarizes the results of this section and characterizes u as a Balanced Viscosity solution of the problem
Theorem 5.10. Assume that (F0)-(F6) hold, with (F3') in place of (F3), and let u ε : [0, T ] → X be the solution of the Dirichlet problem associated to (1.1) with initial condition at t = 0 and u ε (0), εu ε (0) be uniformly bounded as ε → 0. Let c t be the cost function defined in (5.7). Then, up to a subsequence independent of t, (u ε ) ε converge pointwise, as ε → 0, to a function u : [0, T ] → X. Moreover, u satisfies the following properties:
(iii) u fulfills the energy balance
(5.52)
Behavior at jump points
As a final result, we want to characterize the behavior of the limit evolution at the jump times, by showing, with Theorem 5.13, that the left and right limits u − (t) and u + (t), respectively, are connected by a finite number of heteroclinic solutions to the unscaled autonomous equation
We start with a simple lemma dealing with the asymptotic behavior of functions v such thatv(s) and ∇ x F (t, v(s)) ∈ L 2 (R). Namely, we prove that both their limits at infinity v(−∞) and v(+∞) exist and belong to the set of critical points of F (t, ·).
Then the following limits exist finite: Proof. We only prove (5.54), since the proof of (5.55) is similar. Define the limit class of v as
Clearly, ω is nonempty and ω ⊆ R since v is bounded, say v L ∞ (R) ≤ M for some M > 0. In order to prove (5.54), we have to show that ω = {v * } for some v * ∈ R.
We then argue by contradiction and assume that ω contains at least two points w 1 and w 2 , with w 1 = w 2 . Let s k , t k → −∞ be such that v(s k ) → w 1 and v(t k ) → w 2 . Up to a further extraction, we may assume that s k ≤ t k , t k ≤ s k+1 for every k ∈ N and s k ≤ t k < −η for every k large enough. Now, since C M (t) := C(t)∩ B M is finite, the same argument as in the proof of Proposition 3.4 provides the existence of δ = δ(t, w 1 , w 2 ) > 0 and k 0 ∈ N such that
for every k ≥ k 0 . Moreover, by applying the Cauchy-Schwarz inequality, we get
whence, summing up k, we deduce that
that contradicts (5.53) and the fact thatv ∈ L 2 (R). Thus, there exists v * ∈ R such that ω = {v * } and (5.54) holds. Moreover, it must be v * ∈ C(t) in order to have
for every fixed η > 0. Assume now, in addition, thatv ∈ L 2 (R). We can choose a sequence t k → −∞ such thatv(t k ) → 0 as k → +∞. By a simple computation and the Cauchy-Schwarz inequality we have
(5.57)
For every fixed ε, there existst < 0 such that, for every t ≤t, the integral at the right hand side of (5.57) is smaller than ε, thus obtaining
whence, letting t k → −∞, we finally deduce lim t→−∞v (t) = 0, as desired.
We will also make use of the following technical Lemma.
Lemma 5.12. Let (f k ) k∈N be a sequence of functions such that f k → f as k → +∞ uniformly on the compact subsets of R, and assume that
Then there exist x j → +∞ and (k j ) j∈N such that
as j → +∞, for every τ ∈ R.
Proof. We argue by induction on j ≥ 1. By assumption (5.58), we can fixx j >x j−1 such that
for every x ≥x j , and, with the local uniform convergence f k → f , we can choose k j > k j−1 such that
Setting x j :=x j + j 2 , for any fixed τ ∈ R we have x j + τ ∈ [x j ,x j + j] for every j ≥ 2|τ |, and then
from which, passing to the limit as j → +∞, we get (5.59). Now, we can state and prove the announced result. Observe that condition (5.60) in the statement is indeed satisfied for u = u − (t) and v = u + (t) for any t ∈ J , as pointed out in Remark 5.9
Theorem 5.13. Assume (F0)-(F5). Let t ∈ [0, T ] be fixed and assume that there exist u, v ∈ C(t) such that
where c t is the cost function defined by (5.7). Then, there exist a subset of distinct points {u 0 , u 1 , . . . , u m } ⊆ C(t) with u 0 = u, u m = v and a family of functions (v i ) i=1,...,m such that, for every i = 1, . . . , m,
Proof. The argument is based on a recursive construction on the number i ≥ 1 of functions v i complying with (5.61). We subdivide it into two steps.
Step1. First, we fix u k to be an infimizing sequence for the infimum problem (5.7) defining c t (u, v); i.e., a sequence u k ∈ W 2,2 (R; X) such that u k (−∞) = u, u k (+∞) = v and
With (5.60) we then have
Furthermore, since by Lemma 5.11 it resultsu k (±∞) = 0 for every fixed k ∈ N, we get that
Summing up with (5.63), and eventually using (2.2), we deduce 0 = lim
Notice that (5.63) provides an upper bound on
which is independent of k. With this, (5.11)-(5.13) hold for a constant M not depending on k, and we deduce that the sequence (
for every s ∈ R and k ∈ N.
Correspondingly, we define the set C M (t) := C(t) ∩ B M and d t as in (5.34) and (5.35), respectively, and we fix d ≤ 1 4 d t . Now we set u 0 := u and, for every k ∈ N,
where the minimum is well posed since u k (−∞) = u and u k (+∞) = v = u. Then, we consider the time-translations by t 1 k of u k , namely
We notice that, by the definition of t 1 k , it holds
while for every s, they comply with the identity
Now, by (5.64), we obtain lim inf
Moreover, for every fixed k, since v 1
, by arguing as in the proof of (5.16) we can find
and this obviously implies whence, in particular,
and then v 1, * = u 0 . Now, define u 1 := v 1, * ∈ C M (t). If u 1 = v, then m = 1 and construction stops here, otherwise the proof goes on as follows.
Step 2. Let i ≥ 2. Assume that the sequences (v l k (r)) k have been constructed for every 1 ≤ l ≤ i − 1 and the corresponding limits v l comply with (5.61), for some u l−1 , u l ∈ C M (t).
In order to define v i , we apply Lemma 5.12 to the sequence (v and that v i j is an equi-bounded sequence in W 2,2 (R; X) ∩ L ∞ (R; X), with the bounds independent of i and j, provided by (5.11)-(5.13) along the sequence u k . By the AscoliArzelà Theorem, there exists a function v i such that, up to a (not relabeled) subsequence, for all τ ≤ 0. Since v i * ∈ C M (t), by our choice of d t we conclude that it must be v i * = u i−1 . Now we show that v i, * = u l , for every l ≤ i − 1. In order to do that, we first note that for every s ≥ 0 it holds where the last inequality is simply due to assuming s ≥ 0. Since v i j (−(t i j − t j )) = v 
. . .
for all s ≥ 0, whence, passing to the limit as s → +∞ in each of the previous inequalities, we get F t (v i, * ) < F t (u l ), for every l = 0, . . . , i − 1.
Thus, v i, * = u l for every l = 0, . . . , i − 1. Setting u i := v i, * , if it results u i = v then m = i and the proof stops here, otherwise the construction goes on and it will stop after a finite number of steps since C M (t) is finite and u k (+∞) = v.
