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ON INTEGERS n FOR WHICH Xn − 1 HAS A DIVISOR
OF EVERY DEGREE
CARL POMERANCE, LOLA THOMPSON, AND ANDREAS WEINGARTNER
Abstract. A positive integer n is called ϕ-practical if the polynomial Xn− 1 has a divisor
in Z[X] of every degree up to n. In this paper, we show that the count of ϕ-practical numbers
in [1, x] is asymptotic to Cx/ log x for some positive constant C as x→∞.
1. Introduction
Let n be a positive integer. Following Srinivasan [9], we say that n is practical if every
natural number up to n can be written as a subsum of the natural divisors of n. The practical
numbers have been well-studied beginning with Erdo˝s, who stated in a 1948 paper [3] that
the practical numbers have asymptotic density 0. Over the next half-century, various authors
worked in pursuit of a precise estimate for the count of practical numbers in the interval [1, x].
Until recently, the strongest result in this vein was a pair of Chebyshev-type inequalities due
to Saias [7]:
Theorem 1.1 (Saias, 1997). Let PR(x) denote the number of practical numbers in [1, x].
There exist positive constants κ1 and κ2 such that for all x ≥ 2,
κ1
x
log x
≤ PR(x) ≤ κ2 x
log x
.
It was conjectured in 1991 by Margenstern [5] that PR(x) ∼ κ xlog x as x → ∞ for some
positive constant κ. Such an asymptotic for PR(x) was finally obtained by the third author
[13], resolving Margenstern’s conjecture affirmatively.
Theorem 1.2 (Weingartner, 2015). There is a positive constant κ such that for x ≥ 3
PR(x) =
κx
log x
{
1 +O
(
log log x
log x
)}
.
A key property of practical numbers used in these results had been proved in the 1950s
by Stewart [10] and Sierpin´ski [8], who gave a recursive characterization: The number 1 is
practical and if n is practical and p is a prime, then pn is practical if and only if p ≤ 1+σ(n).
All practical numbers arise in this way. Here σ is the sum-of-divisors function.
Perhaps more centrally placed in the anatomy of integers are the 2-dense numbers: A
positive integer n is 2-dense if each interval [y, 2y] contained in [1, n] has a divisor of n. The
recursive criterion for a number to be 2-dense: The number 1 is 2-dense and if n is 2-dense
and p is a prime, then pn is 2-dense if and only if p ≤ 2n. All 2-dense numbers arise in this
way. Analogues of Theorems 1.1, 1.2 hold as well for 2-dense numbers, and by essentially
the same proofs. (For 2-dense numbers the analogue of Theorem 1.2 has the slightly stronger
error term O(1/ log x).)
This paper discusses the related concept of ϕ-practical numbers: A positive integer n is
ϕ-practical if Xn − 1 has divisors in Z[X] of every degree to n. Since Xn − 1 is squarefree
with its irreducible factors having degrees ϕ(d) as d runs over the divisors of n (where ϕ is
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Euler’s function), it follows that n is ϕ-practical if and only if each natural number to n is a
subsum of the set {ϕ(d) : d | n}. These numbers were first considered by the second author
in her Ph.D. thesis. It is natural to consider whether the methods for practical numbers and
2-dense numbers can be used for ϕ-practical numbers.
Complicating things is that there is no simple growth condition on the prime factors that
categorizes the ϕ-practical numbers. However, there are some conditions that come close to
doing this, see [11]:
• If n is ϕ-practical and p is a prime that does not divide n, then pn is ϕ-practical if
and only if p ≤ n+ 2.
• If n is ϕ-practical and p is a prime that does not divide n, then pjn is ϕ-practical for
each integer j ≥ 2 if and only if p ≤ n+ 1.
Consider the set W built up recursively by the rules 1 ∈ W and if n ∈ W and p is prime,
then pn ∈ W if and only if p ≤ n + 2. We say a member of W is weakly ϕ-practical. As
shown in [11], every ϕ-practical number is weakly ϕ-practical. As the second bullet above
indicates, not all weakly ϕ-practical numbers are ϕ-practical. With practical and 2-dense
numbers, if the largest prime factor is removed, one again has a practical or 2-dense number,
respectively. The same holds for weakly ϕ-practical numbers. However, this is not the case
for ϕ-practicals. In particular, there are ϕ-practical numbers pn where p is greater than all
of the primes dividing n, but n itself is not ϕ-practical. An example is pn = 315 = 32 · 5 · 7.
It was noted in [11] that every even number that is weakly ϕ-practical is ϕ-practical. Using
this, it follows from [13] that the analogue of Theorem 1.2 holds for even ϕ-practical numbers.
Meanwhile, in [11], the second author was able to show the analogue of Theorem 1.1 for
all of the ϕ-practical numbers. Let Pϕ(x) denote the number of ϕ-practical numbers in [1, x].
Theorem 1.3 (Thompson, 2013). There are positive numbers κ3, κ4 such that for all x ≥ 2,
κ3
x
log x
≤ Pϕ(x) ≤ κ4 x
log x
.
In the present paper, we obtain an asymptotic for the count of ϕ-practical numbers up to
x. Our main theorem can be stated as follows.
Theorem 1.4. There is a positive number C such that for x ≥ 2
Pϕ(x) =
Cx
log x
{
1 +O
(
1
log x
)}
.
Our strategy is to try to use the squarefree-squarefull decomposition of a positive integer
n, namely n = qs where s is the largest squarefull divisor of n (a number is squarefull if it is
divisible by the square of each of its prime factors). The idea is to fix the squarefull part s
and obtain an asymptotic for the ϕ-practicals with this squarefull part. The plan works in a
fairly straightforward way for some cases, like s = 1 and s = 4, but it is not so easy to do for
other cases, such as s = 9.
Our methods do not yield an explicit estimate for the constant C that appears in the
statement of Theorem 1.4. The numerical computations in the second author’s Ph.D. thesis
(summarized here in Table 1, with a new calaculation at 1010) seem to suggest that C ≈ 1.
In the final section we give an argument for why C may be slightly less than 1.
2. Preliminaries
In this section, we set the notation and define some terminology that will be used through-
out the paper. We also establish some lemmas on the distribution of squarefree numbers
without small prime factors.
On integers n for which Xn − 1 has a divisor of every degree 3
X Pϕ(X) Pϕ(X)/(X/ logX)
101 6 1.381551
102 28 1.289448
103 174 1.201949
104 1198 1.103399
105 9301 1.070817
106 74461 1.028717
107 635528 1.024350
108 5525973 1.017922
109 48386047 1.002717
1010 431320394 0.993152
Table 1. Ratios for ϕ-practicals
We use the letter p, with or without subscripts, to denote primes.
For an integer n > 1, let P+(n) denote the largest prime dividing n, and let P−(n) denote
the smallest prime dividing n. Further, we let P+(1) = 1 and P−(1) = +∞.
We say that d is an initial divisor of n if d | n and P+(d) < P−(n/d).
As mentioned earlier, a positive integer n is squarefull if p2 | n for each prime p | n. The
squarefull part of n is the largest squarefull divisor of n.
We write A(x)  B(x) if A(x) = O(B(x)). We write A(x)  B(x) if A(x)  B(x) 
A(x).
For u ≥ 1, we define Buchstab’s function ω(u) to be the unique continuous solution to the
equation
(uω(u))′ = ω(u− 1) (u > 2)
with initial condition
uω(u) = 1 (1 ≤ u ≤ 2).
For u < 1, let ω(u) = 0. We have
(2.1) |ω(u)− e−γ | ≤ 1/Γ(u+ 1), u ≥ 0,
see [13, Lemma 2.1]. Let
Φ(x, y) =
∑
n≤x
P−(n)>y
1.
We record the following result in [13, Lemma 2.2]: For x ≥ 1, y ≥ 2, u := log x/ log y, we have
(2.2) Φ(x, y) = eγxω(u)
∏
p≤y
(
1− 1
p
)
+O
(
y
log y
+
xe−u/3
(log y)2
)
.
We will need a variant of Φ(x, y) for squarefree numbers.
Definition. For a positive integer n, let
Φ0(x, y) :=
∑
n≤x
P−(n)>y
µ2(n).
In other words, Φ0(x, y) detects the squarefree values of n counted in Φ(x, y). The following
two lemmas allow us to estimate this function.
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Lemma 2.1. For x ≥ 1 and y ≥ 2, we have
Φ0(x, y) = Φ(x, y) +O
(
x
y log y
)
.
Proof. Observe that
0 ≤ Φ(x, y)− Φ0(x, y) ≤
∑
p>y
∑
n≤x
p2|n
1 ≤
∑
p>y
⌊
x
p2
⌋
≤ x
∑
p>y
1
p2
= O
(
x
y log y
)
.

Lemma 2.2. For x ≥ 1 and 2 ≤ y ≤ e2
√
log x, we have
Φ0(x, y) =
6
pi2
x
∏
p≤y
(
1 +
1
p
)−1
+O
(
x
e
1
6
√
log x
)
.
Proof. By definition of Φ0(x, y), we have
Φ0(x, y) =
∑
n≤x
P−(n)>y
µ2(n) =
∑
n≤x
P−(n)>y
∑
d2|n
µ(d) =
∑
d≤√x
P−(d)>y
µ(d)Φ(x/d2, y).
We split the values of d into two ranges: d > e(log x)
1/2
and d ≤ e(log x)1/2 . Since Φ(x/d2, y) ≤
x/d2, the contribution from the terms where d > e(log x)
1/2
is trivially O
(
x
e(log x)
1/2
)
. For the
remainder of the proof, we consider only those d for which d ≤ e(log x)1/2 . From (2.2), we have
Φ(x/d2, y) = eγω
(
log(x/d2)
log y
)
x
d2
∏
p≤y
(
1− 1
p
)
+O
(
y
log y
+
x
d2eu′/3
)
,(2.3)
where u′ = log(x/d
2)
log y . Let u =
log x
log y , so that u
′ = u(1 + o(1)) as x→∞. Thus, for values of d
in this range and using (2.1), we have ω
(
log(x/d2)
log y
)
= e−γ +O( 1eu ). Also, d
2eu
′/3  d4/3eu/3.
Inserting these estimates into (2.3) yields
Φ(x/d2, y) =
x
d2
∏
p≤y
(
1− 1
p
)
+O
( x
d4/3eu/3
)
.
Therefore, for y ≤ e2
√
log x, we have
Φ0(x, y) = x
∑
d≤e(log x)1/2
P−(d)>y
µ(d)
d2
∏
p≤y
(
1− 1
p
)
+O
(
x
e
1
6
(log x)1/2
)
.(2.4)
We can rewrite the sum over d as∑
P−(d)>y
µ(d)
d2
−
∑
d>e(log x)
1/2
P−(d)>y
µ(d)
d2
.(2.5)
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As above, the contribution from the subtracted sum is O
(
1
e(log x)
1/2
)
. Using this in (2.4) we
have
Φ0(x, y) = x
∏
p≤y
(
1− 1
p
) ∑
P−(d)>y
µ(d)
d2
+O
(
x
e
1
6
(log x)1/2
)
= x
∏
p≤y
(
1− 1
p
)∏
p>y
(
1− 1
p2
)
+O
(
x
e
1
6
(log x)1/2
)
.
The products can be rewritten as
∏
p≤y
(
1− 1
p
) ∏
p
(
1− 1
p2
)
∏
p≤y
(
1− 1
p2
) = 6
pi2
∏
p≤y
(
1 +
1
p
)−1
,
yielding our result. 
3. Growing “squarefreely”
The comments in the introduction about ϕ-practical numbers indicate that the situation
is simpler for squarefree ones. In particular, a squarefree number is ϕ-practical if and only if
its canonical prime factorization p1 . . . pk, where p1 < · · · < pk, has each pi ≤ 2 + p1 . . . pi−1.
In this section we shall obtain an asymptotic estimate for the distribution of squarefree ϕ-
practical numbers, doing so in a somewhat more general setting.
Let θ be any real-valued arithmetic function defined on [1,∞) with θ(1) ≥ 2 and x ≤
θ(x) x. Let m be an arbitrary positive integer. Let Bm denote the set of positive integers
mb, where b is squarefree, P+(m) < P−(b), and the canonical prime factorization of b =
p1 . . . pk, with p1 < · · · < pk, satisfies pi ≤ θ(mp1 . . . pi−1) for each i = 1, . . . , k. Let Bm(x) =
#{n ≤ x : n ∈ Bm}. Observe that if m = 1 and if θ(n) = n + 2, then B1(x) counts the
number of squarefree ϕ-practical numbers n ≤ x. Also observe that if θ(n) = n+ 2 and m is
ϕ-practical, so too is every member of Bm. Let χm(n) denote the characteristic function of
Bm, i.e.,
χm(n) =
{
1 if n ∈ Bm
0 otherwise.
Theorem 3.1. Let rm = m
−1(log 2m)6. There is a sequence of real numbers cm such that
Bm(x) = cm
x
log x
+O
(
rm
x
log2 x
)
(m ≥ 1, x ≥ 2).
Our proof will follow closely the proof of [13, Theorem 1.2]. We begin with a simple upper
bound for Bm(x).
Lemma 3.2. For m ≥ 1 , x ≥ 1, we have
Bm(x) x log 2m
m log 2x
.
Proof. If mb ∈ Bm and mb ≤ x, then b = p1 . . . pk ≤ x/m and pi ≤ Cmp1 . . . pi−1 for each
i = 1, . . . , k, for some positive constant C, since θ(n) n. Theorem 1 of [7] implies that
Bm(x) x logCm
m logCx
 x log 2m
m log 2x
.
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
The following lemma is the analogue of [13, Lemma 5.2].
Lemma 3.3. For m ≥ 1 , x ≥ 1, we have
(3.1) Bm(x) = Φ0(x/m,P
+(m))−
∑
mb≤√x
χm(mb)Φ0(x/mb, θ(mb)) +Bm(
√
x)
Proof. We may assume x ≥ m, or else each term in (3.1) vanishes. For all squarefree j ≤ x/m
with P−(j) > P+(m), we can decompose j = bk, where mb ∈ Bm and P−(k) > θ(mb). As
in [13], this decomposition is unique. Moreover, since P−(j) > P+(m), we necessarily have
P−(b) > P+(m). Thus,
Φ0(x/m,P
+(m)) =
∑
b≤x/m
χm(mb)
∑
k≤x/mb
P−(k)>θ(mb)
µ2(k) =
∑
b≤x/m
χm(mb)Φ0(x/mb, θ(mb)).
Since θ(mb) ≥ mb, we have Φ0(x/mb, θ(mb)) = 1 for
√
x < mb ≤ x. As a result,
Φ0(x/m,P
+(m)) = Bm(x)−Bm(
√
x) +
∑
mb≤√x
χm(mb)Φ0(x/mb, θ(mb)).
Solving for Bm(x) yields the result. 
Next, we prove a variant of [13, Lemma 5.3] for Φ0(x, y).
Lemma 3.4. For m ≥ 1, x ≥ 1 we have
Bm(x) =
6
pi2
x
m
∏
p≤P+(m)
(
1 +
1
p
)−1
− 6
pi2
x
∑
mb≤e√log x
χm(mb)
mb
∏
p≤θ(mb)
(
1 +
1
p
)−1
− x
∑
e
√
log x<mb≤√x
χm(mb)
mb
eγω
(
log(x/mb)
log θ(mb)
) ∏
p≤θ(mb)
(
1− 1
p
)
+O
(
rmx
log2 2x
)
.
Proof. Since Bm(x) ≤ x/m, and each of the three main terms in Lemma 3.4 is trivially
 xm−1 log 2x, everything is absorbed by the error term as long as log 2x log2 2m. Hence
we may assume log 2x > C log2 2m, for some sufficiently large constant C, as we estimate the
right-hand side of (3.1). In particular, we may assume hereafter that x ≥ 2.
If m > 1, Lemma 2.2 implies that
Φ0(x/m,P
+(m)) =
6
pi2
x
m
∏
p≤P+(m)
(
1 +
1
p
)−1
+O
(
x
m log2 x
)
.
This also holds for m = 1 using a standard result on the distribution of squarefree numbers.
Now suppose that mb ≤ e
√
log x. Since 2 ≤ θ(mb) mb, we can estimate Φ0(x/mb, θ(mb))
by Lemma 2.2. The cumulative error in (3.1) from mb ≤ e
√
log x is  xm−1/ log2 x.
Using Lemma 2.1 and (2.2), in the range e
√
log x < mb ≤ √x we have
χm(mb)Φ0(x/mb, θ(mb)) =
xχm(mb)
eγ
mb
ω
(
log(x/mb)
log θ(mb)
) ∏
p≤θ(mb)
(
1− 1
p
)
+O(E1) +O(E2) +O(E3),
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where
E1 =
xχm(mb)
mbθ(mb) log θ(mb)
, E2 =
xχm(mb)e
− log(x/mb)/3 log θ(mb)
mb(log θ(mb))2
, E3 =
χm(mb)θ(mb)
log θ(mb)
.
We wish to show that the sum of each Ej for e
√
log x < mb ≤ √x is O(x log 2m
m log2 x
). Since
mb ≤ θ(mb) mb, this is immediate for E1. The sum of E3 is Bm(
√
x)
√
x/ log x, which is
acceptable by Lemma 3.2. The argument for E2 is a bit more delicate. By Lemma 3.2, the sum
of χm(mb)/mb for mb in a dyadic interval [2
j , 2j+1) is at most Bm(2
j+1)/2j  (log 2m)/(mj).
The contribution to E2 from this interval is  (log 2m)m−1xe−c(log x)/j/j3 for some positive
constant c. Summing this over the larger range j ≥ 1 gets an estimate of O(x log 2m
m log2 x
).
Finally, we replace the term Bm(
√
x) in (3.1) with O(
√
x/m).
Inserting each of these estimates into (3.1), and observing that each of the error terms is
O(x log 2m
m log2 x
), produces our desired result. 
Our version of [13, Lemma 5.4] is as follows.
Lemma 3.5. For m ≥ 1 we have
1
m
∏
p≤P+(m)
(
1 +
1
p
)−1
=
∑
b≥1
χm(mb)
mb
∏
p≤θ(mb)
(
1 +
1
p
)−1
.
Proof. Let m ≥ 1 be arbitrary but fixed. Dividing each term by x in Lemma 3.4 and
rearranging, we obtain, by Lemma 3.2,
6
pi2
1
m
∏
p≤P+(m)
(
1 +
1
p
)−1
=
6
pi2
∑
mb≤e√log x
χm(mb)
mb
∏
p≤θ(mb)
(
1 +
1
p
)−1
+
∑
e
√
log x≤mb≤√x
χm(mb)
mb
eγω
(
log(x/mb)
log θ(mb)
) ∏
p≤θ(mb)
(
1− 1
p
)
+ o(1),
as x → ∞. Since eγω(log(x/mb)/ log θ(mb))  1, and ∏p≤θ(mb)(1 − 1/p)  1/ logmb, it
follows via partial summation and Lemma 3.2 that the second sum is o(1). We can extend
the first sum to include all mb ≥ 1, since the contribution from those mb with mb > e
√
log x is
o(1). Dividing both sides of the equation by 6/pi2 and letting x→∞ completes the proof. 
Next, we prove a version of [13, Lemma 5.5].
Lemma 3.6. For m ≥ 1, x ≥ 1 we have
Bm(x) = x
∑
b≥1
χm(mb)
mb log θ(mb)
(
e−γ − ω
(
log(x/mb)
log θ(mb)
))
+O
(
rmx
log2 2x
)
.
Proof. As in the proof of Lemma 3.4, we may assume x ≥ 2. We use Lemma 3.5 to combine
the first two terms in the expression in Lemma 3.4, getting
Bm(x) =
6
pi2
x
∑
mb>e
√
log x
χm(mb)
mb
∏
p≤θ(mb)
(
1 +
1
p
)−1
− x
∑
e
√
log x<mb≤√x
χm(mb)
mb
eγω
(
log(x/mb)
log θ(mb)
) ∏
p≤θ(mb)
(
1− 1
p
)
+O
(
rmx
log2 x
)
.
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Note that 6
pi2
=
∏
p
(
1− 1
p2
)
, so we have for any n ≥ 1
6
pi2
∏
p≤θ(n)
(
1 +
1
p
)−1
=
∏
p≤θ(n)
(
1− 1
p
) ∏
p>θ(n)
(
1− 1
p2
)
=
∏
p≤θ(n)
(
1− 1
p
)
·
(
1 +O
(
1
n
))
.
Thus, we have
Bm(x) = x
∑
mb>e
√
log x
χm(mb)
mb
∏
p≤θ(mb)
(
1− 1
p
)
− x
∑
e
√
log x<mb≤√x
χm(mb)
mb
eγω
(
log x/mb
log θ(mb)
) ∏
p≤θ(mb)
(
1− 1
p
)
+O
(
rmx
log2 x
)
= x
∑
mb≥e√log x
χm(mb)
mb
(
1− eγω
(
log(x/mb)
log θ(mb)
)) ∏
p≤θ(mb)
(
1− 1
p
)
+O
(
rmx
log2 x
)
,
using that ω(u) = 0 for u < 1. We use a strong form of Mertens’ theorem (essentially, the
prime number theorem) to estimate the product over primes, which yields
e−γ
log θ(mb)
(
1 +O
(
1
log4 θ(mb)
))
.
Inserting this into our last expression for Bm(x), we get
Bm(x) = x
∑
mb>e
√
log x
χm(mb)
mb
1
log θ(mb)
(
e−γ − ω
(
log(x/mb)
log θ(mb)
))
+O
(
rmx
log2 x
)
.
Using (2.1), the sum may be extended to all mb ≥ 1 introducing an acceptably small error,
and so proving the lemma. 
The analogue of [13, Lemma 5.7] is as follows.
Lemma 3.7. For m ≥ 1, x ≥ 1 we have
Bm(x) = x
∫ ∞
1
Bm(y)
y2 log 2y
(
e−γ − ω
(
log(x/y)
log 2y
))
dy +O
(
rmx
log2 2x
)
.
Proof. First, replace the two instances of θ(mb) in Lemma 3.6 by 2mb. Second, use partial
summation to replace χm by Bm. All new error terms introduced in these two steps turn
out to be  x log 2m
m(log 2x)2
. We omit the details, since the calculations are identical to those in
Lemmas 5.6 and 5.7 of [13] 
At this point we may conclude the proof of Theorem 3.1 by following the proof of [13,
Theorem 1.3], replacing t by 2, D(x, t) by Bm(x), and α(t) by
αm = e
−γ
∫ ∞
1
Bm(y)
y2 log 2y
dy  log 2m
m
.
All new error terms turn out to be  rmx/ log2 2x.
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4. Starters
When considering ϕ-practical numbers n with a given squarefull part s, it is natural to
consider certain “primitive” ϕ-practical numbers which have squarefull part s, which we call
starters.
Definition. A starter is a ϕ-practical number m such that either m/P+(m) is not ϕ-practical
or P+(m)2 | m. A ϕ-practical number n is said to have starter m if m is a starter, m is an
initial divisor of n, and n/m is squarefree.
In some cases, it can be simple to characterize all of the starters with a given squarefull
part. For example, 4 is the only starter for 4. Similarly, there are only three starters for 49:
294 = 2 ·3 ·72, 1470 = 2 ·3 ·5 ·72, and 735 = 3 ·5 ·72. For other squarefull numbers, examining
the corresponding set of starters becomes much more complicated. For example, there are
infinitely many starters with squarefull part 9.
It is easy to see that each ϕ-practical number has a unique starter, so the starters create
a natural partition of the ϕ-practical numbers. Note that in the notation of Section 3, with
θ(x) = x + 2, if m is a starter, then Bm is the set of ϕ-practical numbers with starter m.
Since we learned the asymptotics for each Bm(x) in Theorem 3.1, and since the sets Bm, with
m running over starters, partition the set of ϕ-practicals, it would seem that the proof of
Theorem 1.4 is now complete. However, it remains to show that starters are so scarce that
the sums
∑
cm and
∑
rm over starters m are finite. We begin with the following corollary
of Theorem 3.1.
Corollary 4.1. With the variable m running over starters, we have
∑
cm <∞.
Proof. Since we know from Theorem 1.3 that the number of ϕ-practical numbers in [1, x] is
O(x/ log x), the corollary follows immediately from Theorem 3.1 and the fact that the sets
Bm are disjoint as m varies over starters. 
Let
H(n) =
n+ 1
ϕ(n)
.
For a starter m > 1, let α(m) denote the largest proper initial divisor of m that is ϕ-practical.
For example, α(32 · 5 · 7) = 1 and α(3 · 52 · 7) = 3.
Lemma 4.2. If m is a starter with squarefull part s > 1, then P+(α(m)) < P+(s).
Proof. Suppose P+(α(m)) ≥ P+(s). Then m/α(m) is squarefree and > 1. Since m satisfies
the weak ϕ-practical property and both α(m) andm are ϕ-practical, we would havem/P+(m)
being ϕ-practical, contradicting the definition of a starter. 
Theorem 4.3. Let m be a starter and write m = ak where a = α(m). Then H(ak) ≥ H(a)
and if d is an initial divisor of k with 1 < d < k, then H(ad) < H(a).
This theorem will be proved in the next section.
Corollary 4.4. Let m be a starter with squarefull part s > 1, let a = α(m), and write
m = ak. Then H(ak) > H(a), k/ϕ(k) ≥ 1 + 1/a, and if d is an initial divisor of k, d < k,
then d/ϕ(d) < 1 + 1/a.
Proof. Theorem 4.3 gives that H(ak) ≥ H(a). Suppose that H(ak) = H(a). Then ak +
1 = (a + 1)ϕ(k), which implies that k is squarefree. On the other hand, by Lemma 4.2,
P+(a) ≤ P+(s). Since m = ak and s | m, then P+(a) must divide k and it cannot divide a,
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hence P+(s) | m. Since s is the squareful part of m then we must have P+(s)2 | k, which
means that k is not squarefree. This contradiction shows that H(ak) > H(a).
Suppose the integer b is coprime to a. The condition H(ab) > H(a) is equivalent to the
condition (ab + 1)/ϕ(b) > a + 1. Since a + 1 is an integer and (ab + 1)/ϕ(b) is a rational
number with denominator in lowest terms a divisor of ϕ(b), it follows that H(ab) > H(a)
is equivalent to ab/ϕ(b) ≥ a + 1, which is equivalent to b/ϕ(b) ≥ 1 + 1/a. We have shown
that H(ak) > H(a), so that k/ϕ(k) ≥ 1 + 1/a. Further, if d is an initial divisor of k with
1 < d < k, the condition H(ad) < H(a) from Theorem 4.3 implies that d/ϕ(d) < 1 + 1/a.
This also holds for d = 1, so the corollary is proved. 
Theorem 4.5. The number of starters m ≤ x is at most
x exp
{
−
(√2
4
+ o(1)
)√
log x log log x
}
(x→∞).
Proof. Let x be large and let L = exp(
√
log x log log x). By [1] (see in particular, equation
(1.6)), the number of integers m ≤ x with P+(m) ≤ L
√
2 + 1 is at most x/L
√
2/4+o(1) as
x→∞, so we may assume that P+(m) > L
√
2 + 1. Since the number of squarefull numbers
at most t is O(t1/2), the number of integers m ≤ x divisible by a squarefull number at least
L
√
2/2 is O(x/L
√
2/4), and so we may assume that the squarefull part of m is smaller than
L
√
2/2. In particular, we may assume that P+(m)2 - m. Denote the set of starters m ≤ x
which satisfy these properties by S(x). For a ϕ-practical number a, let
Sa(x) = {m > 1 : m ∈ S(x), α(m) = a}, Sa(x) = #Sa(x).
Ifm ∈ Sa(x), then q = a+2 is a prime divisor ofm, and in fact q2 | m. (If r = P−(m/a) < a+2
and rj‖m, then arj is ϕ-practical. If we then have arj = m, then j = 1 and m is not a starter,
or j > 1 and m 6∈ S(x). And if arj < m, then arj | α(m) = a, again a contradiction. So
P−(m/a) = a+ 2 = q, and if q2 - m, then aq is ϕ-practical, again leading to a contradiction.)
The number of starters m ≤ x with a > L
√
2/6 is therefore∑
a>L
√
2/4
Sa(x) ≤
∑
a>L
√
2/6
x
a(a+ 2)2
 x
L
√
2/3
.
We will show that for all ϕ-practical numbers a ≤ L
√
2/6, we uniformly have
(4.1) Sa(x) ≤ x
aL
√
2/4+o(1)
, (x→∞).
The desired result then follows from summing over a. It remains to establish (4.1), the proof
of which is modeled after [2].
For a ϕ-practical number a, let m ∈ Sa(x) and write m = ak, where P+(a) < P−(k). Since
m ∈ S(x), it follows that p = P+(k) > L
√
2+1. Moreover, we may assume that the squarefull
part of k is < L
√
2/2. We write k = pw and use the properties that k/ϕ(k) ≥ 1 + 1/a and
w/ϕ(w) < 1 + 1/a (cf. Corollary 4.4). We have
(4.2)
1 +
1
a
≤ k
ϕ(k)
=
w
ϕ(w)
(
1 +
1
p− 1
)
<
(
1 +
1
a
)(
1 +
1
p− 1
)
<
(
1 +
1
a
)(
1 +
1
L
√
2
)
.
We claim that k has a divisor d in I := [L
√
2/4, L
√
2/2], with gcd(d, k/d) = 1. This holds if
k has a prime factor in I, since it must appear just to the first power in k. It also holds
if the squarefull part of k is ≥ L
√
2/4. So, assume that k has no prime divisor in I and
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that its squarefull part is smaller than L
√
2/4. Write k = uv where P+(u) < L
√
2/4 and
P−(v) > L
√
2/2. Since v has at most log x/ logL prime factors, it follows that
v
ϕ(v)
≤ 1 + log x
L
√
2/2
for all sufficiently large x. Now p > L
√
2 > P+(u), so p does not divide u and u | w.
Hence u/ϕ(u) ≤ w/ϕ(w) < 1 + 1/a, which implies u/ϕ(u) ≤ 1 + 1/a − 1/(au). Also,
uv/ϕ(uv) ≥ 1 + 1/a, which means that(
1 +
1
a
− 1
au
)(
1 +
log x
L
√
2/2
)
≥ 1 + 1
a
,
and so by our upper bound on a,
u >
L
√
2/2 + log x
(a+ 1) log x
≥ L
√
2/4.
Since P+(u) < L
√
2/4 and the squarefull part of u is < L
√
2/4, it follows that u, and hence k,
has a divisor d in I with gcd(d, k/d) = 1, as claimed.
For the elements ak of Sa(x), we consider the map which takes k to k/d, where d is the
least divisor of k in I that is coprime to k/d. We claim this map is at most Lo(1)-to-one, as
x→∞. For suppose k 6= k′ and k/d = k′/d′. Then
(4.3)
k/ϕ(k)
k′/ϕ(k′)
=
d/ϕ(d)
d′/ϕ(d′)
.
If the right side of (4.3) is not 1, assume without loss of generality that it is > 1, so that it is
greater than 1 + 1/(dd′) ≥ 1 + 1/L
√
2. But by (4.2), the left side is less than 1 + 1/L
√
2. This
contradiction shows that for a given pair k, d, all pairs k′, d′ that arise in our problem with
k/d = k′/d′ have d/ϕ(d) = d′/ϕ(d′). That is, rad(d′) = rad(d), where rad(n) is the largest
squarefree divisor of n. It is shown in the proof of [4, Theorem 11] (also see [6, Lemma
4.2]) that the number of d′ ∈ I with this property is at most LO(1/ log log x), uniformly for
d ∈ I, which proves our assertion about the map k 7→ k/d. Now k/d ≤ x/(aL
√
2/4), which
establishes (4.1) and so completes the proof of the theorem. 
We are now ready to complete the proof of Theorem 1.4. By Theorem 3.1 and the discussion
at the beginning of this section, we have, for x ≥ 2,
Pϕ(x) =
∑
m≥1
Bm(x) =
∑
m≥1
(
cmx
log x
+O
(
rmx
log2 x
))
,
where m runs over starters and rm = (log 2m)
6/m. We have C :=
∑
m≥1 cm < ∞ by
Corollary 4.1, while
∑
m≥1 rm <∞ follows from Theorem 4.5 and partial summation. Thus
Pϕ(x) =
Cx
log x
+O
(
x
log2 x
)
,
where C > 0, by Theorem 1.3.
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5. Proof of Theorem 4.3
We begin with some notation and lemmas. For sets A,B ⊂ R, and λ ∈ R, let A + B =
{a + b : a ∈ A, b ∈ B}, AB = {ab : a ∈ A, b ∈ B} and λA = {λ}A. For a nonnegative
integer n, we let [n] denote the set {0, 1, . . . , n}.
Lemma 5.1. Let g, a, h denote nonnegative integers, with a > 0. Then [g] + h[a] = [g + ha]
if and only if
(5.1) h ≤ g + 1.
Proof. If h ≥ g + 2 then g + 1 /∈ [g] + h[a], so assume (5.1) holds. The sumset consists of all
of the integers in the intervals [ih, g+ ih] for i = 0, 1, . . . , a. The condition (5.1) implies that
for i < a, (i+ 1)h ≤ g + ih+ 1, so these intervals cover every integer from 0 to g + ha. 
Let S(n) denote the set of all sums of totients of distinct divisors of n, that is S(n) :={∑
d|n ϕ(d)ε(d) : ε(d) ∈ {0, 1}
}
. Note that if gcd(m,n) = 1 then S(mn) = S(m)S(n). Also
note that if g, h, a are nonnegative integers then for each positive integer n,
(5.2) S(n) = [g] + h[a] implies n = g + ha,
as can be seen by examining the largest member of the two sets.
Lemma 5.2. Let a be ϕ-practical, a+ 2 = p < q ≤ ap+ 2, n = apνqµ, where ν ≥ 2, µ ≥ 1.
Then S(n) = [n− aϕ(n/a)] + ϕ(n/a)[a].
Proof. We do a double induction, first on ν, then on µ. We begin with the case ν = 2, µ = 1,
n = ap2q. We have
S(n) = S(apq) + ϕ(p2)S(aq).
Since apq is ϕ-practical, S(apq) = [apq], while S(aq) = [a] + (q − 1)[a]. Since ϕ(p2) ≤ apq,
(5.1) is satisfied in Lemma 5.1 with g = apq, h = ϕ(p2), so that
S(n) = [apq + ϕ(p2)a] + ϕ(p2q)[a].
Using (5.2), the result holds in this case.
Next, we consider ν ≥ 2, µ = 1, by induction on ν. Using the induction hypothesis, write
S(apν+1q) = S(apνq) + ϕ(pν+1)S(aq)
= [apνq − aϕ(pνq)] + ϕ(pνq)[a] + ϕ(pν+1)[a] + ϕ(pν+1q)[a].
Since ϕ(pν+1) ≤ apνq − aϕ(pνq) (note that it suffices to show it for ν = 1, then use a =
p− 2, q ≥ 5), Lemma 5.1 implies we can roll the first and third sets together, getting
S(apν+1q) = [apνq − aϕ(pνq) + aϕ(pν+1)] + ϕ(pνq)[a] + ϕ(pν+1q)[a].
We again apply Lemma 5.1 to roll the first two sets together (it is easy to show (5.1) holds),
getting
S(apν+1q) = [apνq + aϕ(pν+1)] + ϕ(pν+1q)[a].
Again using (5.2), we have the result for all ν ≥ 2 and µ = 1.
Now we assume the result at ν, µ, where ν ≥ 2, µ ≥ 1 and prove it at ν, µ + 1. We have,
using the induction hypothesis, that
S(apνqµ+1) = S(apνqµ)+ϕ(qµ+1)S(apν) = [apνqµ−aϕ(pνqµ)]+ϕ(pνqµ)[a]+
ν∑
i=0
ϕ(piqµ+1)[a],
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where the summation sign indicates a sum of sets. We use Lemma 5.1 and roll the various
sets into the first set as far as possible. We do this first separately for i = 0, 1, . . . , ν − 2
(these can be done in any order since ϕ(pν−2qµ+1) ≤ apνqµ − aϕ(pνqµ)), getting
S(apνqµ+1) = [apνqµ−aϕ(pνqµ)+apν−2ϕ(qµ+1)]+ϕ(pνqµ)[a]+ϕ(pν−1qµ+1)[a]+ϕ(pνqµ+1)[a].
We can now roll the second set into the first using Lemma 5.1, and then the next, each time
easily verifying (5.1). We now have
S(apνqµ+1) = [apνqµ + aϕ(pν−1qµ)] + ϕ(pνqµ+1)[a].
By (5.2), the result holds for ν, µ+ 1. This completes our argument. 
Lemma 5.3. Assume a | n, a < n, S(n) = [g] + h[a], g = n − aϕ(n/a), h = ϕ(n/a), and
P+(n) < p ≤ g + 2 ≤ h. Then, for ν ≥ 1, S(npν) = [g˜] + h˜[a], where g˜ = npν − aϕ(npν/a)
and h˜ = ϕ(npν/a).
Proof. We show the result by induction on ν. For ν = 1, consider that
S(np) = S(n) + (p− 1)S(n) = [g] + h[a] + (p− 1)[g] + (p− 1)h[a].
Since p ≤ g + 2, condition (5.1) holds and so Lemma 5.1 implies that
S(np) = [pg] + h[a] + (p− 1)h[a].
We apply Lemma 5.1 again, noting that h ≤ pg is equivalent to ϕ(n/a) ≤ n/(a + 1/p) and
this inequality follows from ϕ(n/a) ≤ (n/a)(1−1/P+(n/a)) < (n/a)(1−1/p). A call to (5.2)
completes the proof when ν = 1.
Now assume that the result holds for the set S(npν), for some ν ≥ 1, and write
S(npν+1) = S(npν) + ϕ(pν+1)S(n)
= [npν − aϕ(npν/a)] + ϕ(npν/a)[a] + ϕ(pν+1)[g] + ϕ(pν+1)h[a].
Since p ≤ g + 2, we have ϕ(pν+1) < npν − aϕ(npν/a), so that Lemma 5.1 gives
S(npν+1) = [npν − aϕ(npν/a) + ϕ(pν+1)g] + ϕ(npν/a)[a] + ϕ(pν+1)h[a].
We have seen that ϕ(n/a) ≤ pg, so that ϕ(npν/a) ≤ ϕ(pν+1)g, so that one final call to
Lemma 5.1 gives
S(npν+1) = [npν − aϕ(npν/a) + ϕ(pν+1)g + ϕ(npν/a)a] + ϕ(pν+1)h[a].
Since ϕ(pν+1)h = ϕ(npν+1/a), the lemma follows from (5.2). 
We are now ready to prove Theorem 4.3.
Let m be a starter and write m = ak = apν11 p
ν2
2 · · · pνjj , where P+(a) < p1 < p2 < . . . < pj
and a = α(m). If j = 1, we have ν1 ≥ 2, or else m is not a starter. Since m is ϕ-practical
and ν1 ≥ 2, we have p1 ≤ a+ 1, which is equivalent to H(m) ≥ H(a). (One needs to use the
fact that ν1 ≥ 2 in order to get equivalence with p1 ≤ a+ 1, rather than p1 ≤ a+ 2.)
If j ≥ 2, we have p1 = a + 2 and ν1 ≥ 2, because otherwise apν11 would be ϕ-practical,
contradicting the definition of α(m). ThusH(apν11 ) < H(a), as required. The set S(ap
ν1
1 ) does
not contain the integer ap1+1, which implies that p2 ≤ ap1+2. We write ni = apν11 pν22 · · · pνii ,
gi = ni − aϕ(ni/a), hi = ϕ(ni/a), for 1 ≤ i ≤ j. Lemma 5.2 shows that n2 is ϕ-practical if
and only if g2 ≥ h2− 1, which is equivalent to H(n2) ≥ H(a). Note that ni is not ϕ-practical
for 1 ≤ i < j by the definition of α(m).
If j ≥ 3, we proceed by induction on i, 2 ≤ i < j. Lemma 5.2 shows that S(n2) =
[g2] + h2[a], g2 < h2 − 1 (i.e., H(n2) < H(a)), since n2 is not ϕ-practical, and p3 ≤ g2 + 2,
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as g2 + 1 /∈ S(n2). Now assume S(ni) = [gi] + hi[a], gi < hi − 1 and pi+1 ≤ gi + 2, for some
i ≥ 2. If i + 1 < j, Lemma 5.3 shows that S(ni+1) = [gi+1] + hi+1[a], gi+1 < hi+1 − 1 (i.e.,
H(ni+1) < H(a)), since ni+1 is not ϕ-practical, and pi+2 ≤ gi+1 +2, since gi+1 +1 /∈ S(ni+1).
If i + 1 = j, Lemma 5.3 implies S(nj) = [gj ] + hj [a] and gj ≥ hj − 1 (i.e., H(m) ≥ H(a)),
since nj = m is ϕ-practical.
This completes the proof of Theorem 4.3
6. A heuristic estimate for the constant C in Theorem 1.4
For the purpose of this heuristic, we ignore the error term in Lemma 3.7, and change
variables v := log xlog 2 , u :=
log y
log 2 and βm(v) := Bm(x)/x. The resulting integral equation for
βm(v) matches the integral equation in Lemma 4 of [12] for the function d(v), with the
constant term 1 replaced by some suitable constant. Corollary 6 of [12] gives an asymptotic
formula for (v + 1)d(v) with a main term of the form
R(v) = C +
a
(v + 1)b
+ 2Re
(
d+ ei
(v + 1)f+gi
)
,
which corresponds to a Laplace transform (of G(z) := ezd(ez − 1)) having a pole at the
origin with residue C, a real pole at −b with residue a, and two complex poles at −(f ± gi)
with residues d ± ei. This suggests that (v + 1)βm(v), and hence Pϕ(x)x/ log 2x , may also be well
approximated by a function of this type.
15 20 25 30 35
logHxL
logH2L
1.00
1.05
1.10
1.15
1.20
1.25
1.30
Figure 1. The actual values of Pϕ(x)/(x/ log 2x) (dots) are well approxi-
mated by R(v) (dotted line). Also shown is limv→∞R(v) (dashed line).
After calculating Pϕ(x) for x = 2
v, 10 ≤ v ≤ 34, nonlinear regression leads to the model
R(v) = 0.979154 +
17.3307
(v + 1)1.66071
+ 2Re
(−2.94536− 4.82409i
(v + 1)2.30768+12.7422i
)
,
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which is shown with the actual values of Pϕ(x)/(x/ log 2x) in Figure 1. Since limv→∞R(v) =
0.979154, our heuristic leads to the provisional estimate
lim
x→∞
Pϕ(x)
x/ log x
= lim
x→∞
Pϕ(x)
x/ log 2x
≈ 0.98.
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