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Abstract. An elliptic orbifold is the quotient of an elliptic curve by
a finite group. In 2001, Eskin and Okounkov proved that generating
functions for the number of branched covers of an elliptic curve with
specified ramification are quasimodular forms for SL2(Z). In 2006, they
generalized this theorem to the enumeration of branched covers of the
quotient of an elliptic curve by ±1, proving quasi-modularity for Γ1(2).
We generalize their work to the quotient of an elliptic curve by 〈ζN 〉 for
N = 3, 4, 6, proving quasi-modularity for Γ1(N).
One corollary is that certain generating functions of hexagon, square,
and triangle tilings of compact surfaces are quasi-modular. These tilings
enumerate lattice points in moduli spaces of flat surfaces. Using ratio-
nality of the quasimodular form and the modular transform, we analyze
the asymptotics as the number of tiles goes to infinity. This gives an al-
gorithm to compute the Masur-Veech volumes of moduli spaces of cubic,
quartic, and some strata of sextic differentials. We conclude a general-
ization of the Kontsevich-Zorich conjecture to strata of cubic and quartic
differentials, showing that their volumes are polynomial in pi.
1. Introduction
There are seventeen two-dimensional crystallographic or wallpaper groups,
five of which preserve orientation. These five groups are the symmetries of
a planar tiling by the tiles in Figure 1. Let T be a polyhedral complex,
or tiling, built out of exactly one of the above five tiles, matching edges to
edges and vertices to vertices (for the third tile, two ducks may not rest
on the same edge). Assume further that T is homeomorphic to a compact,
oriented surface Σ of genus g. If one imposes the condition that this tiling is
Euclidean, in the sense that every vertex is adjacent to either three hexagons
or four quadrilaterals, the resulting geometry is very rigid—Σ must be a
torus, and the tiling a quotient of the planar tiling.
Thus, it is natural to relax this condition by allowing a finite set of vertices
to have specified nonzero curvatures. The curvature κi of a vertex vi ∈ T
of a hexagon-tiling, for instance, is three minus the number of hexagons
adjacent to vi. Euler’s formula allows us to conclude∑
κi = 3(2− 2g).
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Figure 1. Tiles for the five orientation-preserving wallpaper groups
This formula is a special instance of the Gauss-Bonnet theorem—declaring
each tile to be metrically regular defines a singular flat metric on Σ with
curvature concentrated at the vertices vi of non-zero curvature.
Consider the following enumeration problem: How many tilings are there
with a given number of tiles and with specified list of non-zero curvatures?
Exactly as phrased, this question may not have a nice answer—we should
weight a tiling T by a factor of |Aut T |−1 where Aut T is the group of self-
identifications of the tiles which preserve the incidences. We package this
data in a generating function:
hN (~κ, q) =
∑
d≥1(weighted number of tilings by d of the
N -duck tiles and curvatures κi)q
d
A consequence of our main theorem is:
Theorem 1.1. Let N = 1, 2, 3, 4, or 6. Under the substitution q = e2piiτ , the
functions hN (~κ, q) are (inhomogenous) elements in the ring of quasi-modular
forms for Γ1(N). Furthermore, ~κ determines a bound on their weight.
The cases N = 1 [7] and N = 2 [8] follow from the work of Eskin and
Okounkov (who in turn were generalizing work of Dijkgraaf [5]), whereas
the cases N = 3, 4, 6 are new content. The advantage of this theorem is that
the space of quasi-modular forms of bounded weight and given level is finite-
dimensional. Thus it is possible, in principle, to produce a formula for the
qd coefficient of hN (~κ, q) for general d from a finite number of coefficients.
The key is to phrase the enumeration of such tilings in terms of branched
covers of an elliptic orbifold—the quotient of an elliptic curve E by a cyclic
group 〈ζN 〉. A surface tiled by the N -duck tile admits a branched cover
Σ→ E/〈ζN 〉
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with specified branching data, which encodes the curvatures of the tiling.
Conversely, every branched cover with the specified data admits a tiling with
the appropriate curvatures. Thus, the enumeration of tilings is reduced to
the computation of a Hurwitz number. More precisely, the coefficients of
hN (~κ, q) in the cases N = 3, 4, 6 correspond to the enumeration of branched
covers of an orbifold P1 with specified ramification over three points. In
Section 2, we first describe precisely how to produce this correspondence.
Then, we review how to convert the enumeration of branched covers into
representation theory of the symmetric group. The result is a formula for
generating function for tilings, and more generally other Hurwitz numbers
of elliptic orbifolds, in terms of characters of the symmetric groups.
In Section 3, we review the theory of the N -quotients and N -core of
a partition. We summarize some results in the representation theory of
symmetric groups, and introduce the Fock space, an infinite-dimensional
vector space whose charge zero subspace has a canonical basis indexed by
partitions. We describe the action of the Heisenberg algebra on Fock space
and discuss its relationship to representation theory of symmetric groups.
In Section 4, we manipulate the output of Hurwitz theory into a suitable
form. The result of these manipulations is to express fN (~κ, q) in terms of
certain weighted sums over all partitions λ = {λ1 ≥ · · · ≥ λn}:∑
λ
F(λ)wN (λ)q
|λ|/N .
Here F(λ) lies in an enlargement ΛN of the algebra Λ of shifted-symmetric
polynomials, i.e. polynomials which are symmetric in the variables λi − i,
and wN (λ) is the empty N -core weight, a weight on partitions depending
on an arbitrary integer N ≥ 2 which may be expressed simply in terms of
the hook lengths of λ. When N = 2, 3, 4, or 6, it is closely related to the
Hurwitz theory of the order N elliptic orbifold.
In Section 4, we prove that these weighted sums lie in the ring of quasi-
modular forms of level Γ1(N). Closely following [8], we express the above
sum as the trace of an operator acting on Fock space. The crux of the proof
is to recompute this trace in another canonical basis. Theorem 1.1 follows.
In Section 5, we use our results to outline the computation of volumes of
moduli spaces of cubic, quartic, and sextic differentials. A 1/N -translation
surface is a surface with a flat metric away from a finite set with conical
singularities, such that the monodromy lies in an order N rotation group.
Equivalently, one can consider pairs (Σ, ω) where Σ is a Riemann surface
and ω is a meromorphic section of K⊗N with poles of order less than N .
Away from its zeroes and poles, ω may be locally expressed as (dz)N for a
flat coordinate z. A stratum consists of those surfaces whose singularities
have specified curvatures, or equivalently those pairs (Σ, ω) such that ω has
specified orders of zeroes and poles. There is a natural volume form defined
on a stratum when N = 1, 2, 3, 4, or 6, and tiled surfaces with appropriate
curvatures evenly sample the stratum.
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When N = 1, Eskin and Okounkov proved a conjecture of Kontsevich and
Zorich that the volume of any stratum of translation surfaces lies in Q ·pi2g.
Using Theorem 1.1, we may compute volumes of moduli spaces of cubic and
quartic differentials, and sextic differentials with even zeros and poles. It
is tempting to conjecture that for all N and ~κ, there exists an n such that
pi−nVol(H1N (~κ)) ∈ Q. It seems likely that generalizing the techniques of
[7] should prove the rationality of volumes for N = 2, 3, 4, 6. We conclude
a weaker form of rationality in Theorem 6.4. In the appendix, we work
through a numerical example to compute one of the generating functions
fN (~κ, q) and the volume of the associated moduli space.
Acknowledgements: Many thanks to Andrei Okounkov, Yaim Cooper,
Peter Smillie, Eduard Duryev, Yu-Wei Fan, Curtis McMullen, Elise Gou-
jard, Martin Mo¨ller, Yefeng Shen, and others for their discussion and cor-
respondence. In addition, I thank Georg Oberdieck for pointing out that
the integral of a multivariate elliptic function need not be elliptic in the
remaining variables.
2. Surface tilings and Hurwitz theory
Let T be a tiling of a compact, oriented surface Σ by the N -duck tile.
Define a flat metric on Σ with conical singularities by declaring each tile
to have a flat metric as shown in Figure 1. Let Σ0 ⊂ Σ be complement of
the vertices of T with nonzero curvature. Locally, Σ0 admits an oriented
isometric embedding into R2 ∼= C which is unique up to the action of the
group of oriented isometries U(1)nC. Extending this isometric immersion,
we get a developing map
Σ˜0 → C
from the universal cover which is unique up to post-composition by an el-
ement of U(1) n C. Pulling back the complex structure from C induces a
complex structure on Σ0 which extends to the vertices of nonzero curvature.
We may assume that Σ˜0 → C maps T into a planar tiling by polygons.
This map is unique up to post-composition by an element of the crystallo-
graphic group G = 〈ζN 〉 n Λ, where Λ is the translation group preserving
the tiling, and ζN acts by multiplication. We conclude that there is a map
Σ0 → G\C ∼=

E if N = 1
P2,2,2,2 if N = 2
P3,3,3 if N = 3
P2,4,4 if N = 4
P2,3,6 if N = 6
Here Pa,b,c denotes a projective line with orbifold points of the specified
orders and P2,2,2,2 is the so-called pillowcase of the associated elliptic curve
which double covers it. Forgetting the orbifold structure, we may extend
the above map from Σ0 to all of Σ, and get a branched covering of either an
elliptic curve (for N = 1) or P1 (for N = 2, 3, 4, 6).
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Remark 2.1. The case N = 6 differs from the remaining cases in that the
vertices of the 6-duck tiling map to the orbifold point of order 3, whereas
for all other N , the vertices of the tiling map to an orbifold point of order
N . It is also natural to consider tilings by equilateral triangles. The above
arguments show that a triangulation maps to P2,3,6 and the vertices lie over
the orbifold point of order 6. But the representation-theoretic machinery
in Sections 4 and 5 does not prove quasi-modularity in this case. Thus,
quasi-modularity for generating functions of triangulations with specified
curvatures is left open in this paper, and is proven only in future work.
Definition 2.2. The curvature of a vertex of an N -duck tiled surface is
N
(
θ
2pi
− 1
)
where θ is the cone angle around the vertex. Note that the curvature of a
6-duck tiled surface is always even.
Let ~N denote a vector all of whose entries are N and let ~µ := ~κ+ ~N . We
denote by µ the unordered partition whose parts are the entries of ~µ.
Proposition 2.3. The N -duck tiled surfaces Σ with d tiles and curvatures
~κ are in bijection with:
(N = 1) degree d covers σ : Σ → E ramified over the origin with cycle type
(1d−|µ|, µ).
(N = 2) degree 2d covers σ : Σ → P1 ramified over four points with cycle
types 2d, 2d, 2d, and (2d−|µ|/2, µ).
(N = 3) degree 3d covers σ : Σ → P1 ramified over three points with cycle
types 3d, 3d, and (3d−|µ|/3, µ).
(N = 4) degree 4d covers σ : Σ → P1 ramified over three points with cycle
types 22d, 4d, and (4d−|µ|/4, µ).
(N = 6) degree 6d covers σ : Σ → P1 ramified over three points with cycle
types 23d, (32d−|µ|/6, 12µ), and 6
d.
In addition, the triangulated surfaces with 2d triangles and curvatures ~κ are
in bijection with covers of P1 of degree 6d ramified over three points with
cycle types 23d, 32d, and (6d−|µ|, µ) where ~µ = ~κ+~6.
Proof. We have seen how to produce a cover from a tiled surface. Conversely,
given a covering of the elliptic orbifold with the appropriate ramification
profile, we may lift the quotient of the tile on each orbifold to produce a
tiling of the cover. 
We now quickly review Hurwitz theory. We will restrict ourselves to the
case of covers of P1 since the elliptic curve case is treated in [7]. Consider
the set of degree d covers of σ : X → P1 with fixed ramification profiles ηi
over points pi ∈ P1. Let ∗ ∈ P1 be a base point not equal to any pi. Then
σ is determined by the monodromy action on the fiber over ∗. Choosing a
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labelling of the fiber over ∗ by {1, . . . , d}, we get a monodromy representation
ρ : pi1(P1\{p1, . . . , pn}, ∗)→ Sd.
Let γi be simple loops enclosing pi such that γ1 . . . γn = 1. The represen-
tation ρ is determined by the elements si := ρ(γi) ∈ Cηi where Cηi is the
conjugacy class of elements with cycle type ηi in Sd. Thus, the set of labelled
monodromy representations is in bijection with tuples
{(s1, . . . , sn) ∈ Cη1 × · · · × Cηn : s1 . . . sn = 1}.
Let Aut(σ) denote the centralizer of the image of ρ. It is natural to weight
a cover by a factor of |Autσ|−1. Then by orbit-stabilizer, the weighted
number of covers is the size of the above set divided by d!. We define the
Hurwitz number to be this weighted count of covers:
Hd(η
1, . . . , ηn) =
∑
σ
1
|Aut(σ)| .
Let Cη denote the sum of the group elements of cycle type η in the group
algebra C[Sd]. Let reg denote the regular representation of Sd. Note that
Hd(η
1, . . . , ηn) =
1
(d!)2
trreg
∏
Cηi
since the only conjugacy class with nonzero trace in reg is {1}, and its
trace is d!. Let χλ be the character of the irreducible representation of
Sd associated to the partition λ and let dimλ be its dimension. In this
irreducible representation, the conjugacy class Cη acts by a scalar by Schur’s
lemma. By taking traces, we see that this scalar is
fη(λ) := |Cη| χ
λ(Cη)
dimλ
.
The function fη is called the central character. Decomposing the regular
representation into irreducibles, we conclude:
Proposition 2.4. The Hurwitz number is given by the formula
Hd(η
1, . . . , ηn) =
∑
|λ|=d
(
dimλ
d!
)2∏
fηi(λ).
Remark 2.5. We have failed to impose the condition that the branched
cover is connected. This would require assuming that the group 〈si〉 ⊂ Sd
acts transitively, which is an unnatural condition representation-theoretically.
We will later discuss how to impose connectedness.
Our main objects of study are following generating functions:
Definition 2.6. Let N = 3, 4, or 6. Let νi for i = 1, . . . , n be a finite
collection of partitions and let µa, µb, µc be three partitions indexed by the
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orders a, b, c of the orbifold points on E/〈ζN 〉 with a ≤ b ≤ c. Define
HN (ν
i |µa, µb, µc) to be the generating function∑
λ
q|λ|/N
(
dimλ
|λ|!
)2
fa,...,a,µa(λ) fb,...,b,µb(λ) fc,...,c,µc(λ)
∏
i
fνi(λ).(1)
Similarly, define
H1(ν
i) :=
∑
λ
q|λ|
∏
i
fνi(λ) and
H2(ν
i |µa, µb, µc, µd) :=
∑
λ
q|λ|/2
∏
r∈{a,b,c,d}
f2,...,2,µr(λ)
∏
i
fνi(λ).
Sometime we use the notation D = {νi |µa, µb, µc} (or if N = 2 including
a µd also), to denote the ramification profile of a map to E/〈ζN 〉. Then,
HN (D) is the generating function for possibly disconnected Hurwitz covers
with profile D. If we allow disconnected tilings (which we do not generally),
then Propositions 2.3 and 2.4, and an application of the Frobenius formula
in the N = 1 case, imply that
hdis1 (~κ, q) = H1(µ)
hdis2 (~κ, q) = H2(∅ |µ, ∅, ∅, ∅)
hdis3 (~κ, q) = H3(∅ |µ, ∅, ∅)
hdis4 (~κ, q) = H4(∅ | ∅, µ, ∅)
hdis6 (~κ, q) = H6(∅ | ∅, µ, ∅).
Similarly, the generating function for possibly disconnected triangulations
with curvatures ~κ is
4dis(~κ, q) = H6(∅ | ∅, ∅, µ).
In this paper, we do not prove quasi-modularity of (1) in full generality;
we must impose the condition µc = ∅. But we work with the general case
anyways to formulate Conjecture 4.15, which implies quasimodularity of (1)
and is proved in future work.
3. Quotients, cores, and the half-infinite wedge
Throughout this section, we identify a partition λ = {λ1 ≥ λ2 ≥ . . . } with
its Young diagram—a collection of unit boxes in the plane whose ith row
has length λi. The characters of irreducible representations of the symmetric
group are most easily expressed using the geometry of the Young diagram.
It is well-known that irreducible representations V λ of the symmetric group
Sd are naturally indexed by partitions λ of d, as are the conjugacy classes
Cµ, which consists of elements whose cycle type is µ. Denote the character
of V λ by χλ and, abusing notation, let χλ(µ) denote the evaluation of this
character on some element of Cµ.
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Figure 2. A 4-rim hook of the partition λ = (6, 5, 2, 2, 1).
The Murnagan-Nakayama rule gives a beautiful inductive algorithm for
computing χλ(µ) for any d. We define a t-rim hook of λ to be a contigu-
ous string of t boxes along the jagged edge of the Young diagram whose
complement is still a Young diagram, see Figure 2. Then
χλ(µ1, . . . , µ`) =
∑
µ1-rim hooks ν
(−1)ht(ν)+1χλ\ν(µ2, . . . , µ`)
where ht(ν) denotes the height of the rim hook ν. Equivalently, χλ(µ) is
the signed number of tableaux of shape λ and content µ—that is, the signed
number of ways to decompose λ by first removing a rim hook of size µ1,
then one of size µ2, etc. Here the sign of the tableau is the product of
the signs (−1)ht(ν)+1 of each rim hook in the decomposition, and perhaps
surprisingly, the ordering of the µi is irrelevant to the final answer. A special
case is dimλ = χ(1, . . . , 1), the number of Young tableaux of shape λ.
We will be particularly interested in characters of the form χλ(t, . . . , t).
In this case, the sign of the tableau is the same for all so-called t-rim hook
decompositions, so that
|χλ(t, . . . , t)| = #{t-rim hook tableaux of shape λ}
is non-vanishing if and only if λ admits a decomposition into t-rim hooks, in
which case we say λ is t-decomposable. Even when λ is not t-decomposable,
one may remove t-rim hooks from λ until no longer possible. Then, the
resulting shape is unique regardless of the manner in which the t-rim hooks
were removed, and the resulting partition is called the t-core λmod t.
Definition 3.1. Let sgnt(λ) denote the sign of χ
λ(t, . . . , t).
The removal of a t-rim hook of λ is best understood in terms of the (01)-
sequence associated to λ—the bi-infinite sequence of zeroes and ones which
determine successively whether one goes left or down, respectively, along
the boundary of the jagged edge. For instance, as shown in Figure 4, the
(01)-sequence for λ = (6, 5, 2, 2, 1) is
. . . 0 0 0 0 0 0 1 0 1 0 0 0
∣∣ 1 1 0 1 0 1 1 1 1 1 1 1 . . .
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Figure 3. Successively removable 3-rim hooks from the
Young diagram of the partition λ = (6, 5, 2, 2, 1). The 3-core
λmod 3 = (3, 1) has been shaded.
Figure 4. On the left is the partition λ = (6, 5, 2, 2, 1) and
its (01)-sequence. On the right are the 3-quotients λ0/3, λ1/3,
and λ2/3 and their (01)-sequences.
where the bar
∣∣ denotes the diagonal line emanating from the upper left
corner of the Young diagram. The sequence begins with an infinite string of
0’s, and terminates in an infinite string of 1’s. Note the number of 1’s before
the bar is equal to the number of 0’s after the bar; we say the sequence has
charge zero. Think of the terms in the (01)-sequence as slots, with 1 or 0
indicating whether the slot is occupied or unoccupied by a bead, respectively.
Place a bar at zero on the real number line, so that the slots lie at the set of
half-integers 12 +Z, but with the positive real axis going left (this convention
is ubiquitous throughout the subject so we maintain it). Then, the occupied
slots are exactly those indexed by λi − i+ 12 .
It is easy to see that the t-rim hooks of λ correspond to pairs of elements
of the (01)-sequence separated by distance t such that the first term is 1 and
the second term is 0. So the t-rim hooks are in bijection with ways to hop a
bead to the right by t into an empty slot, and the sign of the associated t-rim
hook is the number of beads over which this bead hops. Furthermore the
uniqueness of the t-core is apparent: Split the (01)-sequence into t periodic
subsequences corresponding to the congruence classes of the slot positions
mod t. For example, when t = 3 and the partition is λ = (6, 5, 2, 2, 1) then
10 PHILIP ENGEL
the subsequences are:
. . . 0 0 1 0
∣∣ 1 1 1 1 . . .
. . . 0 0 0 0
∣∣ 1 0 1 1 . . .
. . . 0 0 1 0
∣∣ 0 1 1 1 . . .
To move a bead t to the right is the same as choosing one of the subse-
quences, and moving a bead 1 to the right. Thus, removing as many t-rim
hooks as possible corresponds to moving all beads on each substring as far
to the right as possible. This procedure is called clearing the abacus, and
the resulting (01)-sequence is that of the t-core λmod t. Furthermore, we
may also associate to λ a collection of t partitions—those partitions whose
(01)-sequences are the above subsequences. We call them the t-quotients
λi/t for i ∈ {0, . . . , t− 1}.
The t-cores are in bijection with the At−1 lattice {
∑
xi = 0} ⊂ Zt as
follows: Each (01)-subsequence mod t of a t-core is a string of zeroes followed
by a string of ones. Letting xi be the difference between the location of
the original bar
∣∣ of λ and the junction between zeroes and ones on the
ith subsequence, the point (x0, . . . , xt−1) satisfies
∑
xi = 0 because the
original partition λ has charge zero. For instance, in the above example,
(x0, x1, x2) = (1,−1, 0).
Proposition 3.2. The hook lengths of λ which are divisible by t are exactly
the hook lengths of the λi/t multiplied by t. Suppose furthermore that λ is
t-decomposable. Then
|χλ(t, . . . , t)| = #
{
standard tableaux with shape
∐
λi/t
}
=
( |λ|/t
|λ0/t| · · · |λt−1/t|
) t−1∏
i=0
dimλi/t
=
t|λ|/t(|λ|/t)!∏
hook lengths of λ divisible by t
.
Proof. The first two formulae follow from the above discussion. See also [9].
The third equality follows from the hook length formula, which states that
|λ|!
dimλ is the product of the hook lengths of λ. 
We now introduce the Fock space formalism, which beautifully encodes
the above observations about (01)-sequences. See Okounkov-Pandharipande
[17] or Rios-Zertuche [19] for another exposition. Let
V := span {i : i ∈ 12 + Z}
be an infinite-dimensional vector space spanned by a basis indexed by half-
integers. We define the Fock space or half-infinite wedge Λ∞/2V as the space
spanned by formal symbols
i1 ∧ i2 ∧ i3 ∧ . . .
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over all strictly decreasing sequences i1 > i2 > i3 > . . . of half integers
such that ij+1 = ij − 1 for all j  0. Define an inner product 〈·|·〉 on Fock
space by declaring these symbols to be orthonormal. The charge C subspace
Λ
∞/2
C V is the sub-span of basis vectors for which ij = −j + 12 + C for all
j  0. Then, the charge zero subspace L := Λ∞/20 V has a basis naturally
indexed by partitions of all integers (including the empty partition of zero):
vλ := λ1 − 12 ∧ λ2 − 32 ∧ λ3 − 52 ∧ . . . .
We call v∅ denote the vacuum vector, for which all λi = 0 for all i.
Definition 3.3. The Heisenberg algebra is the Lie algebra
Ce⊕
⊕
n 6=0
Cαn
such that e is central and [αn, αm] = nδn,−me.
The Heisenberg algebra acts on Fock space and restricts to an action on
L by the action on basis vectors
αn : i1 ∧ i2 ∧ i3 ∧ · · · 7→ i1 − n ∧ i2 ∧ i3 ∧ · · ·+
i1 ∧ i2 − n ∧ i3 ∧ · · ·+ . . .
where the usual rules of a wedge product are used to rewrite the right-hand
side in terms of the basis of Fock space. Note that since ij+1 = ij − 1
for all j  0, the righthand sum is in fact finite. The element e acts by
multiplication by 1, so we say the representation has central charge 1.
The sign of a rim hook exactly corresponds to how the sign of a wedge
changes by reordering terms, so we have the following succinct rephrasing
of the Murnaghan-Nakayama rule:
χλ(µ) = [v∅]
∏
i
αµivλ = [vλ]
∏
i
α−µiv∅.
Observe that αn and α−n are adjoint. We call vλ the fermionic basis of L.
Define the bosonic basis, also indexed by partitions, to be
|µ〉 :=
∏
α−µiv∅.
Let H be the energy operator on L, which acts by Hvλ = |λ|vλ. Then vλ and
|µ〉 are both eigenbases for the action of H, and the change-of-basis between
the fermionic and bosonic bases at energy level d (that is, on the eigenspace
of H with eigenvalue d) is the matrix of inner products
〈vλ|µ〉 = χλ(µ)
i.e. exactly the character table of Sd.
The bijective correspondence between a partition and its collection of
t-quotients and t-core can be rephrased in terms of an isomorphism
L ∼−→ L⊗t ⊗ C[At−1]
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where C[At−1] is the group algebra. This isomorphism sends
vλ 7→ ±(vλ0/t ⊗ · · · ⊗ vλt−1/t)⊗ λmod t
where the t-core λmod t is identified with the associated lattice point in At−1.
4. Shifted-symmetric polynomials
As in [7], our starting point in the analysis of (1) is a theorem of Kerov and
Olshanski that proves fν(λ) is a shifted-symmetric polynomial. Let Λ
∗(n)
be the ring of shifted-symmetric polynomials in n variables, i.e. polynomials
in the variables λ1, . . . , λn which are symmetric in λi − i. Then Λ∗(n + 1)
maps to Λ∗(n) by setting λn+1 = 0. Define Λ∗ := lim←− Λ
∗(n) to be the inverse
limit of these algebras. As in the usual ring of symmetric polynomials, the
algebra Λ∗ has a number of natural bases, such as the monomials in the
power sums
pk(λ) = (1− 2−k)ζ(−k) +
∑
i
[(
λi − i+ 12
)k − (−i+ 12)k] .
The reason for the unusual constant is that one would like to define
pk(λ)“ = ”
∑
i
(λi − i+ 12)k
but naively, this sum is divergent when evaluated on any partition, since
λi = 0 for all i  0. Hence one subtracts an appropriate constant inside
each summand, and adds back the renormalized infinite sum on the outside.
The reason for the 12 will become apparent. Then, we have
Theorem 4.1 (Kerov-Olshanski, [12]). For any partition ν, the function
fν(λ) on partitions lies in the ring of shifted-symmetric polynomials fν ∈ Λ∗.
Here if |ν| < |λ|, then fν(λ) := fν,1,...,1(λ) where the number of 1’s is
|λ| − |ν|, and if |ν| > |λ| then fν(λ) = 0. Theorem 4.1 implies that for any
ν, the function fν is expressible as a polynomial in the pk’s, which freely
generate the ring Λ. It is best to package the functions pk(λ) together as
the Taylor coefficients of a function
e(λ, z) :=
∑
i
e(λi−i+
1
2
)z =
1
z
+
∑
pk(λ)
zk
k!
.
Then, another formulation of the theorem of Kerov and Olshanski is that
fν(λ) is a finite linear combination of Taylor coefficients
[zk11 . . . z
kn
n ] e(λ, z1) . . . e(λ, zn).
The ring Λ∗ also has shifted analogues of the Schur functions, see Okounkov-
Olshanski [16]. First define a skew diagram to be the complement of one
Young diagram which is contained in another. If η ⊂ λ, we denote the skew
diagram by λ\η. We may extend the Murnaghan-Nakayama rule, defining
χλ\η(ν) to be the signed number of tableaux of shape λ\η with content ν.
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For instance, we define dimλ\η := χλ\η(1, . . . , 1). Then the shifted Schur
function sη(λ) has the defining property that sη(λ) = 0 unless η ⊂ λ, in
which case
dimλ\η
|λ\η|! =
dimλ
|λ|! sη(λ).(2)
Definition 4.2. The skew central characters are
fν(λ\η) := |Cν | χ
λ\η(ν)
dimλ\η
where Cν is the conjugacy class of ν in S|λ\η|.
Remark 4.3. Let λ\η be a t-decomposable skew shape. Then the quotient
shapes (λ\η)i/t := λi/t\ηi/t are well-defined, and the analogue of Proposition
3.2 holds for the skew character χλ\η(t, . . . , t).
Then, we have the following proposition:
Proposition 4.4. Let sgnt(ν) denote the sign of a t-rim hook decomposition
of ν\νmod t. Suppose ν ⊂ λ and ν and λ have the same t-core. Then the
following quantity does not depend on choice of ν:
ct(λ) := ft,...,t(λ\ν) sgnt(ν)sν(λ)
t|ν|/t
∏
i mod t
sνi/t(λ
i/t)
.
Proof. By Definition (4.2), equation (2), and the equality |Ct,...,t| = n!tn/t(n/t)! ,
the right-hand side equals
dimλ
|λ|! ·
sgnt(λ)|χλ\ν(t, . . . , t)|
t|λ|/t(|λ\ν|/t)!∏i mod t sνi/t(λi/t) .
The skew analogue of Proposition 3.2 allows us to compute the skew char-
acter χλ\ν(t, . . . , t) in terms of (λ\ν)i/t. Combined with more applications
of equation (2), the above expression therefore simplifies to
ct(λ) =
sgnt(λ)
t|λ|/t
· dimλ|λ|!
∏
i mod t
|λi/t|!
dimλi/t
(3)
which is visibly independent of ν. 
Our goal is to massage equation (1) until we can extract a term which
does not depend on any of the ramification profiles. In particular, we will
separate the functions ft,...,t,µ appearing in (1) into pieces which depend on
µ and pieces which don’t. By definition,
ft,...,t,µ(λ) =
|λ|!
dimλ
· χ
λ(t, . . . , t, µ)
t(|λ|−|µ|)/t((|λ| − |µ|)/t)!|Aut(µ)|∏µi .
The Murnaghan-Nakayama rule implies that
χλ(t, . . . , t, µ) =
∑
|η|=|µ|
χη(µ)χλ\η(t, . . . , t),
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where the terms in the sum over η range over all shapes that are left after
removing the t-rim hooks. Plugging this into the previous equation and
applying (2), we conclude
ft,...,t,µ(λ) =
∑
|η|=|µ|
χη(µ)
|Aut(µ)|∏µi ft,...,t(λ\η)sη(λ).(4)
Combining formula (4) with Proposition 4.4, we conclude:
Proposition 4.5.
ft,...,t,µ(λ) = ct(λ)
∑
|η|=|µ|
ηmod t=λmod t
sgnt(ν)χ
η(µ)t|µ|/t
|Aut(µ)|∏µi ∏
i mod t
sηi/t(λ
i/t).
Rios-Zertuche [18] observed that Proposition 4.5 for t = 2 simplifies part
of the proof of Theorem 2 of [8], and we employ a similar technique here.
Formula (1) involves taking a product of functions ft,...,t,µt(λ) as t ranges
over the orders of the orbifold points on the elliptic orbifold. Thus, we make
the following definition:
Definition 4.6. Let η be an N -core and suppose N = 2, 3, 4, 6. Define the
unnormalized η-weight of λ to be
w˜N,η(λ) :=

(
dimλ
|λ|!
)2∏
t
ct(λ) if λ
mod N = η
0 otherwise.
The product ranges over the orders t of the orbifold points on E/〈ζN 〉.
We may derive an elegant formula for the unnormalized η-weight in terms
of hook lengths:
Proposition 4.7. Let N = 2, 3, 4, or 6. Let 〈a〉 denote the product of the
hook lengths of λ congruent to a mod N . Assume that λmod N = η. Then
w˜N,η(λ) =
〈1〉〈N − 1〉
〈0〉2 ·
∏
t
sgnt(λ)t
−|λmod t|/t.
Proof. The proof follows from equation (3) in the proof of Proposition 4.4,
and the third equality in Proposition 3.2. For example, the hook lengths
that appear in the case N = 6 are
〈0〉〈1〉〈2〉〈3〉〈4〉〈5〉
〈0〉〈2〉〈4〉 · 〈0〉〈3〉 · 〈0〉 =
〈1〉〈5〉
〈0〉2 .
The fact that one always gets the ratio 〈1〉〈N−1〉〈0〉2 seems closely related to the
fact that [Q(ζN ) : Q] ≤ 2. 
Though there are no elliptic orbifolds of orders N = 5, N ≥ 7, Proposition
4.7 invites the following generalization:
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Definition 4.8. Let N ≥ 2. Define the (normalized) η-weight
wN,η(λ) :=
 ±uη
〈1〉〈N − 1〉
〈0〉2 if λ
mod N = η
0 otherwise.
The sign of wN,η(λ), at least for η = ∅, will be clarified in Proposition 5.1.
The constant uη is the unique one such that wN,η(η) = 1. Define
wN (λ) := wN,∅(λ).
For N = 2, 3, 4, 6 the weight w˜N,∅(λ) does not require normalization, and
already equals wN (λ). We now return to the analysis of equation (1):
Proposition 4.9. Let N = 3, 4, 6. Fix an N -core η and ramification data
D = {νi |µa, µb, µc} as in Definition 2.6. Let
FDη (λ) :=
∏
fνi(λ) ·
∑
|ηt|=|µt|
(ηt)mod t=ηmod t
∏
t∈{a,b,c}
sgnt(η
t)t|µt|/tχηt(µt)
|Sym(µt)|∏µti ·
∏
i mod t
s(ηt)i/t(λ
i/t).
Note that FDη (λ) is non-zero for only finitely many η since the sum is vacuous
unless |η| ≤ |µc|. Then, we have
HN (D) =
∑
N-cores η
∑
λ
q|λ|/Nw˜N,η(λ)FDη (λ).
An analogous statement holds when N = 2 for D = {νi |µa, µb, µc, µd}.
Proof. First, we substitute the formula from Proposition 4.5 into Definition
2.6, and collect all terms λ which have a fixed N -core η. Applying Definition
4.6 nearly gives the result, the only caveat being that we have not shown
why (ηt)mod t = λmod t implies that (ηt)mod t = ηmod t. This follows from
the fact that t
∣∣N for all t and hence
(ηt)mod t = λmod t = (λmod N )mod t = ηmod t.

While the above formula for HN (ν
i |µa, µb, µc) is quite messy, the actual
expression is not particularly relevant. The key point is that FDη (λ) is ex-
pressible in terms of shifted-symmetric polynomials in the t-quotients of λ
for t
∣∣N . But functions like sηi/t(λi/t) do not lie in Λ∗. Thus, we must enlarge
Λ∗, as in Eskin-Okounkov [8], to include FDη (λ). Hence we define
prk(λ) : = ζ
r/2
N k![z
k] e(λ, z + 2piriN )
= crk +
∑
i>0
[
ζ
r(λi−i+1)
N
(
λi − i+ 12
)k − ζr(1−i)N (−i+ 12)k]
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where the constant crk regularizes the constant part of the infinite sum in
terms of values of Dirichlet L-functions evaluated at −k. Alternatively, we
may define crk by the series expansion
1
ez/2 − ζ−rN e−z/2
=
∑
k
crk
zk
k!
gotten by plugging in λ = ∅. We have suppressed the dependence on the
integer N to avoid excessively indexed notation. Note that p0k = pk and in
the case N = 2, the function pk of [8] equals our p
1
k.
Definition 4.10. The N -cyclotomic extension of the ring of shifted sym-
metric polynomials is
Λ∗N := Q(ζN )[prk]k≥1, r∈{0,...,N−1}.
Let wt prk = k + δr define the weight grading on Λ
∗
N .
Then we have the following useful proposition:
Proposition 4.11. Fix an N -core η and suppose λmod N = η. Let t
∣∣N .
The shifted symmetric polynomials pk(λ
a/t) in the t-quotients of λ are rep-
resented by an element of Λ∗N .
Proof. It suffices to prove the claim for t = N since Λt ⊂ ΛN . Using the
fact that 1 + ζrN + · · ·+ ζ(N−1)rN = 0 if and only if N - r, we can find a linear
combination
const +
∑
bk,rp
r
k(λ) =
∑
λi−i≡ a
mod N
(λi − i− a+ N2 )k − (−i− a+ N2 )k
for any given representative of a mod N . Choosing an appropriate a, di-
viding by Nk, and adding a constant gives pk(λ
a/N ). Here we use that the
N -core of λ is fixed—η uniquely determines which representative of a mod N
we must choose to get pk(λ
a/N ). 
Remark 4.12. Suppose λ is N -decomposable. Define
gNµ (λ) :=
fN,...,N,µ(λ)
fN,...,N (λ)
.
Then Propositions 4.5 and 4.11 imply that on the subset of N -decomposable
partitions, the function gNµ is represented by an element of Λ
∗
N .
By Proposition 4.11, the functions FDη (λ) appearing in Proposition 4.9
are represented by an element of Λ∗N . We now state the main result of this
paper, which is proven in Section 5:
Theorem 4.13. Let N ≥ 2. For any F ∈ Λ∗N of pure weight, the q-series
〈F〉wN :=
∑
λ q
|λ|wN (λ)F(λ)∑
λ q
|λ|wN (λ)
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is the result of substituting q 7→ qN into a quasimodular form for Γ1(N) with
weight equal to wt F.
Here q = e2piiτ with τ a complex variable in the upper half-plane H.
Definition 4.14. The congruence subgroup Γ(N) is the kernel of the re-
duction mod N homomorphism SL2(Z) → SL2(Z/NZ). The larger group
Γ1(N) are those for which the reduction mod N is strictly upper triangu-
lar. A holomorphic function f : H → C is a modular form of weight k for
Γ ⊂ SL2(Z) if
(1) f(aτ+bcτ+d) = (cτ + d)
kf(τ) for all
(
a b
c d
)
∈ Γ
(2) f(τ) has polynomial growth as τ approaches the cusps of H/Γ.
Then, the modular forms for Γ form a graded ring M∗(Γ), graded by weight.
For our purposes, it suffices to define
QM∗(Γ) := M∗(Γ)[E2]
where E2(τ) := − 124 +
∑
σ(n)qn is the weight 2 Eisenstein series. The
graded pieces of QM∗(Γ(N)) are finite-dimensional.
Note that the results of this paper verify Theorem 4.13 only for averages
of functions against the weight wN , rather than the more general weight
wN,η. The case of η 6= ∅ is proven in future work, thus verifying what was
a conjecture in the first version of this paper:
Theorem 4.15. Let F ∈ Λ∗N . The q-series∑
λ q
|λ|/NwN,η(λ)F(λ)∑
λ q
|λ|/NwN (λ)
is quasi-modular of level Γ(N) for all N -cores η.
When applying Theorem 4.15 to Hurwitz theory counts, the factor of
HN (∅ | ∅, ∅, ∅) =
∑
λ q
|λ|wN (λ) in the denominator is a count of orbifold-
unramified covers of the elliptic orbifold. Thus, dividing by this generating
function restricts to a count of covers for which each connected component
is not an orbifold-unramified cover of the elliptic orbifold. That is to say,
it passes to covers for which every component has “ramification” in the
appropriate orbifold sense. Theorem 4.15 and Proposition 4.9 imply:
Proposition 4.16. Let HramN (D) denote the generating function for covers
of E/〈ζN 〉 with ramification profile D = {νi |µa, µb, µc} such that there is
ramification on every connected component of the cover. Then
HramN (D) =
∑
N-cores η
〈FDη 〉wN,η
is in the ring QM∗(Γ(N)) of quasi-modular forms for Γ(N) and has weight
bounded in terms of D.
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To further pass from covers with ramification on each component to con-
nected covers, there is a standard solution via Mo¨bius inversion, see e.g.
Section 2.3 of [7] or Section 5.5 of Goujard [10]. Essentially, one applies the
inclusion-exclusion principle to all the ways in which the curvature profile
can split up on the connected components. So we have:
Proposition 4.17. The generating function HconN (D) for covers of E/〈ζN 〉
with ramification profile D lies in QM∗(Γ(N)).
We conclude modularity of generating functions of tilings:
Corollary 4.18. The following generating functions of surface tilings with
specified non-zero curvatures lie in a ring of quasimodular forms:
Tile Level
triangle Γ1(6)
hexagon (6-duck tile) Γ1(6)
square (4-duck tile) Γ1(4)
vertex bicolored hexagon (3-duck tile) Γ1(3)
edge bicolored quadrilateral (2-duck tile) Γ1(2)
asymmetric quadrilateral (1-duck tile) SL2(Z)
All but the first case follows from the results of this paper. The level, even
for triangulations, is Γ1(N) because the generating function is expressible
in integer powers of q, even though a priori, the relevant quasimodular form
may only be expressible as a series in q1/N . So the generating function will
be modular with respect to τ 7→ τ + 1.
Using arithmetic techniques, P. Smillie and I [6] showed that the appro-
priate generating function for positive curvature triangulations is in fact a
modular form for SL2(Z) of pure weight 10. In particular, the above re-
sults are not necessarily optimal—for instance, Corollary 4.18 says that this
generating function is quasi-modular of mixed weight for Γ1(6) with a large
weight bound.
Still, the vector space QM≤wt(Γ1(N)) is finite-dimensional and even has
explicit bases. Thus it is possible in principle to compute the generating
function for any of the above tiling problems from the knowledge of a finite
number of q-coefficients.
Definition 4.19. The n-point function is
FN (x1, . . . , xn) :=
〈
n∏
i=1
e(λ, lnxi)
〉
wN
.
The n-point functions determine
〈∏
priki
〉
wN
for any ki ∈ N and ri mod N .
Up to a constant, these brackets are coefficients in the Taylor expansion of
FN (e
z1 , . . . , ezn) about the point (z1, . . . , zn) = (
2piir1
N , . . . ,
2piirn
N ).
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5. Fock space and vertex operators
In this section, we prove Theorem 4.13 using the Fock space formalism.
In the previous section, we have defined a number of functions on partitions,
in particular the functions prk(λ) which freely generate the cyclotomic en-
largement Λ∗N of the ring of shifted-symmetric functions. We now promote
these functions to operators on Fock space by defining
Prkvλ = p
r
k(λ)vλ
as an operator acting diagonally in the vλ basis of the charge zero sub-
space L = Λ∞/20 V . As for prk(λ), the operators Prk are themselves Taylor
coefficients of an operator which depends on an analytic variable z.
Define for any function f : R→ R and an integer k an operator on V by
i→ f(i) i− k. This induces an operator on Fock space
Ek[f ] : i1 ∧ i2 ∧ . . . 7→ f(i1) · i1 − k ∧ i2 ∧ · · ·+
f(i2) · i1 ∧ i2 − k ∧ · · ·+ . . .
which must regularized when k = 0. When f is a character modulo N times
a polynomial, one regularizes E0[f ] via L-function values, whereas when f
is an exponential function, one can regularize via the geometric series.
Define Ek(z) := Ek[ezx] where z is a formal variable. Then
E0(z)vλ = e(λ, z)vλ
acts diagonally by an eigenvalue depending analytically on z. It follows from
the definition of prk that
Prk = ζ
r/2
N k![z
k]E0(z + 2piriN ).
Recall that the energy operator acts by Hvλ := |λ|vλ. It satisfies
H = P01 +
1
24
.
We call Ek(z) a vertex operator. The vertex operators also encode the action
of the Heisenberg algebra on Fock space:
αn = En(0).
We say an operator expressed in terms of the αn is normal-ordered if all
raising operators appear to the left of all lowering operators.
Proposition 5.1. Let N ≥ 2. Define the normal-ordered operator
WN := exp
 ∑
n∈Z\NZ
αn
n
 .
Then the diagonal entries of WN are
〈vλ
∣∣WN ∣∣ vλ〉 =
 ±
〈1〉〈N − 1〉
〈0〉2 if λ is N -decomposable
0 otherwise
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where 〈a〉 is the product of the hooklengths of λ congruent to a mod N .
Proof. The proof is analogous to the N = 2 case in [8]. Choose ` such that
λi = 0 for all i > N`. Since WN is the product of a lower unitriangular and
upper unitriangular operator, 〈vλ
∣∣WN ∣∣ vλ〉 can be computed in the wedge
product of a finite-dimensional truncation V [`] with basis
ek = −N`+ k + 12 , k = 0, . . . , λ1 +N`− 1.
The matrix elements of WN are then determinants of a minor of matrix
elements of the action on V [`] itself. These matrix elements are computed
in the following lemma:
Lemma 5.2. Let f(x, y) be the generating function for matrix entries of
WN acting on V
[`]. Then
f(x, y) :=
∑
k,l
〈ek
∣∣WN ∣∣ el〉xkyl = 1
1− xy ·
1− x
(1− xN )1/N ·
(1− yN )1/N
1− y .
More explicitly, we have for N ≥ 3
〈ek
∣∣WN ∣∣ el〉
b(k)c(l)
=
 0 if k 6≡ 0 and k 6≡ l + 1 mod N1 if k ≡ 0 and k 6≡ l + 1 mod N
(l − k)−1 if k ≡ l + 1 mod N
where
b(k) :=
∏
r≤k
{r ≡ −1 mod N}
{r ≡ 0 mod N} and c(l) :=
∏
r≤l
{r ≡ 1 mod N}
{r ≡ 0 mod N .
Proof. On V [`], the action of the raising and lowering operators is
αn · ek = αn1 · ek =
{
ek−n if k − n ∈ {0, . . . , λ1 +N`− 1}
0 otherwise.
Define the operator
BN := exp
 ∑
n∈N\NN
αn
n

and observe that
exp
 ∑
n∈N\NN
xn
n
 = (1− xN )1/N
1− x .
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Since αn and α−n are adjoint, WN = (B∗N )
−1BN . So we compute
〈B−1N ek
∣∣BNel〉 = ∑
m≥0
〈B−1N ek
∣∣ em〉 · 〈em ∣∣BNel〉
=
∑
m≥0
[xk−myl−m]
1− x
(1− xN )1/N ·
(1− yN )1/N
1− y
= [xkyl]
1
1− xy ·
1− x
(1− xN )1/N ·
(1− yN )1/N
1− y
from which the first claim follows. Expanding via the binomial theorem and
geometric series, we have
f(x, y) =
∑
a,b,c≥0
(−1)a+b
(−1/N
a
)(
1/N
b
)
(xaN − xaN+c+1)ybN+c.
Induction or manipulation of binomial coefficients verifies the formula for
the xkyl coefficient of the above expression. 
Lemma 5.3. We have 〈vλ
∣∣WN ∣∣ vλ〉 = 0 unless λ is N -decomposable.
Proof. We can evaluate 〈vλ
∣∣WN ∣∣ vλ〉 by taking the determinant of
〈ek
∣∣WN ∣∣ el〉k,l∈{λi−i+N`}.
This determinant is necessarily stable upon appending zeroes to λ. We do
so until N divides `(λ), say `(λ) = Nd. By Lemma 5.2, the above matrix
has the form of an Nd×Nd block matrix with many zero blocks:
∗ ∗ · · · ∗ ∗
∗ 0 · · · 0 0
0 ∗ · · · 0 0
...
...
...
...
0 0 · · · ∗ 0
 .
We index the blocks starting from zero so that the (r, s)-block consists of
the entries such that k ≡ r mod N and l ≡ s mod N . Observe that this
requires reordering the ek.
Let nr be the width of the rth row. We first remark that for 0 ≤ r ≤ N−2,
the determinant vanishes unless
nr − 1 ≤ nr+1 ≤ nr.
The upper bound is immediate because the (r+ 1, r)-block is the only non-
zero entry in the (r+ 1)th row. On the other hand, the only other non-zero
entry in the rth column is the (0, r)-block, which has rank one. This gives
the lower bound. Similar logic applied to the (0, N − 1)-block implies that
nN−1 ≤ n0 ≤ nN−1 + 1.
22 PHILIP ENGEL
Next, observe there is at most one r ∈ {0, . . . , N−2} such that nr > nr+1 as
otherwise the (0, N−1) block cannot have the correct proportions. Therefore
Nn0 ≥
∑
nr ≥ Nn0 − (N − 1).
To finish the proof, we observe that
∑
nr = Nd is divisible by N and thus
nr = nr+1 for all i. In particular, the sets {i
∣∣λi− i ≡ r mod N} have equal
size for all r and thus λ is N -decomposable. 
Returning to the proof of Proposition 5.1, we have verified the formula
when λ is not N -decomposable. So suppose λ is N -decomposable. Then
the determinant of the matrix in Lemma 5.3 factors into the product of the
determinants of the (r + 1, r)-blocks. By Lemma 5.2,
〈vλ
∣∣WN ∣∣ vλ〉 = ± N∏`
i=1
b(λi − i+N`)c(λi − i+N`)·∏
r mod N
det((λl − λk + k − l)−1)λl−l≡rλk−k≡r+1.
The sign is ambiguous because we had to reorder the rows of 〈ek
∣∣WN ∣∣ el〉
to collect the blocks for which λi − i lies in a given congruence class. We
now apply the Cauchy determinant formula
det
(
1
xk − yl
)
=
∏
k<l(xk − xl)(yl − yk)∏
k,l(xk − yl)
to conclude that
〈vλ
∣∣WN ∣∣ vλ〉 = ±∏
r≤λi−i+N`
∏ (r ≡ ±1 mod N)
(r ≡ 0 mod N)2
∏{λi − λj + j − i ≡ 0 mod N}2∏{λi − λj + j − i ≡ ±1 mod N} .
Finally, we have
#{i ∣∣ r ≤ λi − i+N`} −#{(i, j) ∣∣λi − λj + j − i = r} = #{r-hooks}
from which the proposition follows. 
Remark 5.4. To continue our arguments, we ought to verify that the sign
of the weight wN (λ) for N = 3, 4, or 6 agrees with the sign of the diagonal
entry of WN . This can be proven by induction on |λ|—one removes an
N -rim hook and checks that both quantities change by the same sign.
Proposition 5.1 and Remark 5.4 imply the following formula for the n-
point function:
FN (x1, . . . , xn) =
trL q
HE0(lnx1) . . . E0(lnxn)WN
trL qHWN
.(5)
In [8], many details of the evaluation of this trace are left to the reader, and
so we somewhat expand their arguments. See also Section 3 of [13] for an
analogous treatment of the N = 1 case. The key tool is the boson-fermion
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correspondence, which can be phrased as the decomposition of the charge
zero subspace of Fock space with respect to the action of α−m for all m > 0:
∞⊗
m=1
∞⊕
k=0
αk−mv∅
∼−→ L
αk1−m1v∅ ⊗ · · · ⊗ αkrmrv∅ 7→
(∏
αki−mi
)
v∅.
The boson-fermion correspondence is the central idea for proving quasi-
modularity of generating functions of Hurwitz numbers: One expresses the
desired series as a q-trace in the “fermionic” vλ basis, then computes the
trace in the above “bosonic” basis. To this end, Eskin-Okounkov [8] (see
also [11], Theorem 14.10) give the following formula:
E0(lnx) = [y0] 1
x1/2 − x−1/2 exp
 ∑
n∈Z\0
(xy)n − yn
n
αn
 ,(6)
where [y0] means the coefficient of y0 in a Laurent series expansion. The
operators E0(lnxi) and WN are tensor products over m of operators of the
form exp(Aα−m/m) exp(Bαm/m) acting on the tensor factor
Lm :=
∞⊕
k=0
αk−mv∅
for various constants A and B. Thus, the trace (5) factors into a product
over m ≥ 1. We are led to analyze for each m the following product of
operators:
Lemma 5.5. For Ai and Bi making the expressions convergent, we have
qHeA1α−meB1αm . . . eAnα−meBnαm = qHe(
∑
iAi)α−me(
∑
jBj)αm
∏
i<j
eBiAjm.
Proof. The operator is easy to normal-order—the commutation relation
[Bαm, Aα−m] = BAm implies that eBαmeAα−m = eAα−meBαmeABm. We
iteratively use this relation to move every term eBjαm to the right. 
Remark 5.6. Substituting (6) into (5) gives an expression which is con-
vergent whenever |qyn| < |x1y1| < |y1| < · · · < |xnyn| < |yn| < 1. The
arguments are the same as Section 3.2.2 of [8], though our convention differs
slightly as we work inside the unit disc rather than outside it. This arises
from (6) being expressed in terms of the transpose of the operator used in
[8], which is irrelevant because E0(lnx) is symmetric.
We can now combine (5), (6), Lemma 5.5, and the formula
trLm q
HeAα−meBαm =
1
1− qm exp
(
ABmqm
1− qm
)
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to determine an expression for the n-point function. The expression is huge,
so we incorporate some simplifying steps before writing it. We remark that
the terms eBiAjm independent of q combine over all m to give∏
m≥1
exp(±Cm/m) = (1− C)∓1
for various constants C. Furthermore, the terms involving q are of the form∏
m≥1
exp
( ±(Cq)m
m(1− qm)
)
=
∏
m≥1
(1− Cqm)∓1,
which is seen by expanding (1−qm)−1 in a geometric series. So the resulting
expression of the n-point function is a product of rational functions:
[y00 . . . y
0
n]
∏
i
(x
1/2
i − x−1/2i )−1
∏
i<j
(1− xiyi/xjyj)(1− yi/yj)
(1− yi/xjyj)(1− xiyi/yj) ·∏
m≥1
∏
i,j
(1− xiyi/xjyjqm)(1− yi/yjqm)
(1− yi/xjyjqm)(1− xiyi/yjqm) ·∏
i
1− xiyi
1− yi
∏
m≥1
(1− xiyiqm)(1− qm/xiyi)
(1− yiqm)(1− qm/yi) ·∏
i
1− yNi
1− xNi yNi
∏
m≥1
(1− yNi qNm)(1− qNm/yNi )
(1− xNi yNi qNm)(1− qNm/xNi yNi )
1/N .
(7)
As the operator WN is exp of an operator indexed by integers not divisible
by N , we incorporate and then extract terms indexed by NZ\{0}, which
gives the third and fourth lines in the above formula.
Next, we collect terms using the Jacobi triple product formula:
j(x, q) :=
∑
n∈Z
(−x)nq n
2−n
2 =
∏
m≥1
(1− qm)(1− xqm−1)(1− x−1qm).
Define the theta function to be
ϑ(x, q) := x−1/2
j(x, q)
j′(1, q)
= (x1/2 − x−1/2)
∏
m≥1
(1− xqm)(1− x−1qm)
(1− qm)2
which satisfies the following transformation rules:
ϑ(x−1, q) = −ϑ(x, q)
ϑ(e2piix, q) = −ϑ(x, q)
ϑ(qx, q) = −q−1/2x−1ϑ(x, q)
in addition to ϑ′(1) = 1. The second equality is made sensical by observing
that ϑ is two-valued on x ∈ C∗. Note that
ϑ(uN , qN )
ϑ(vN , qN )
=
∏
r mod N
ϑ(ζrNu, q)
ϑ(ζrNv, q)
.
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Let x = (x0, . . . , xn) and y = (y0, . . . , yn). Simplifying (8) then gives
Proposition 5.7. In the domain where the trace converges, see Remark 5.6,
the n-point function is FN (x) = [y
0
1 . . . y
0
n]GN (x, y) where
GN (x, y) :=
∏
i
ϑ(xiyi)
ϑ(xi)ϑ(yi)
∏
i<j
ϑ(yi/yj)ϑ(xiyi/xjyj)
ϑ(xiyi/yj)ϑ(yi/xjyj)
∏
i,r
ϑ(ζrNyi)
1/N
ϑ(ζrNxiyi)
1/N
.(8)
As the second argument is always q in the above theta functions, we have
suppressed it. We extract the y01 . . . y
0
n coefficient of GN (x, y) via contour
integration about a product of circles |yi| = ci in the domain of Remark 5.6.
Setting dµy = (2pii)
−n∏ dyi/yi we then have
FN (x) =
∮
|yn|=cn
· · ·
∮
|y1|=c1
GN (x, y) dµy.(9)
Remark 5.8. Let σ ∈ Sn be a permutation, and let xσ and yσ be the result
of permuting the indices of the variables. From (8), we see that
GN (x
σ, yσ) = GN (x, y).
In addition, we know after the fact that FN (x
σ) = FN (x) is symmetric.
Denote the contour of (9) by R. Then
FN (x) =FN (x
σ) =
∮
R
GN (x
σ, y) dµy
=
∮
R
GN (x, y
σ−1) dµy =
∮
σ−1R
GN (x, y) dµy
where the last equality is the change-of-variables formula. We conclude that
formula (9) still holds even if we permute the ordering of the values ci.
Remark 5.9. Consider the universal family of degenerating elliptic curves
E → ∆q over an analytic disc whose fiber over q 6= 0 is C∗/qZ. Call this
family the Tate curve. Let
E×n × E×n → ∆q
be the 2n-fold fiber product of the Tate curve with itself. Let x, y ∈ (C∗)n be
fiber coordinates on the first n and second n factors respectively. The trans-
formation laws for ϑ imply that GN (x, y) is invariant, as an N -multivalued
function, under the substitutions yj 7→ e2piiyj and yj 7→ e2piiτyj whereas
GN (x, y)
∣∣
xj 7→e2piixj = −GN (x, y)
GN (x, y)
∣∣
xj 7→qxj = −q
1/2xj
xj+1 · · ·xn
x1 · · ·xj−1GN (x, y).
Following Bloch-Okounkov [3], it’s natural to define:
HN (x, y) := ϑ(x1 · · ·xn)GN (x, y).
Then HN (x, y) is invariant under xj 7→ e2piixj and has factor of automorphy
(x1 · · ·xj−1)−2 under the substitution xj 7→ e2piiτxj . It may be possible to
find an explicit formula for FN (x) analogous to the Theorem 6.1 from [3].
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We now evaluate (9), again following [8]. By making |xi| very close to 1
and |q| very small, we may assume
|yi| > |yj |
∏
|xi|±100 > |qyi| for i > j.
This will allows us to successively integrate in each variable yi without sig-
nificantly moving the pole loci in the yj variables. We wish to evaluate〈∏
priki
〉
wN
=
(∏
ζ
ri/2
N ki!
)
[zk11 . . . z
kn
n ]FN (ζ
r1
N e
z1 , . . . , ζrnN e
zn).
It is thus convenient to change coordinates by setting xi = e
zi and yi = e
wi
and to define Θ(u, q) := ϑ(eu, q) so that u ∈ C. Define
FN (e
z) := FN (e
z1 , . . . , ezn)
GN (e
z, ew) := GN (e
z1 , . . . , ezn , ew1 , . . . , ewn).
Changing variables, we have
FN (e
z) =
1
(2pii)n
{
|ewi |=ci
GN (e
z, ew) dw.
This integral appears difficult to compute directly, but as we are ultimately
interested in the Taylor coefficients of FN (e
z), we consider the expansion of
GN (e
z, ew) about zi = 2pirii/N :
GN (e
z, ew) =
∏
i
1
Θ(zi)
∑
ki≥0
griki(w1, . . . , wn)
∏
i
(zi − 2pirii/N)ki .
We do not expand Θ(zi)
−1 because it may introduce a pole at zi = 0.
By Remark 5.9, we have that GN (e
z, ew) is elliptic in the wi variables,
up to an Nth root of unity. Considering the constant term of the above
expansion shows that
griki(w1, . . . , wn)
∣∣
wi 7→wi+2piiτ = ζ
−ri
N g
ri
ki
(w1, . . . , wn).(10)
Definition 5.10. A theta ratio f(w) of weight k is a ratio
f(w) =
∏
i
Θ(ni)(w − ai)
Θ(w − bi) ·
∏
j Θ
(sj)(cj)∏
l Θ(dl)
tl
where ai, bi, cj , dl are constants with respect to w, such that
k =
∑
ni +
∑
(sj − 1) +
∑
tl.
The derivative of a theta ratio of weight k is a linear combination of
theta ratios of weight k + 1. The terms griki are computed by factoring out∏
Θ(zi)
−1, then taking derivatives of the remaining part of (8) and evaluat-
ing at zi = 2pirii/N . The result is a ratio of theta functions and derivatives,
evaluated at wi +
2piri
N and wi − wj + 2piriN . In fact, griki is independently a
theta ratio in each of the wi variables. For integration of theta ratios, we
have Fact 4 from [8]:
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Lemma 5.11. Let f(w) be a theta ratio of weight k. Let C := e
∑
ai−bi.
Then, the contour integral
1
2pii
∮
ew=c
f(w) dw
is a linear combination of theta ratios with top weight k − 1 if C 6= 1 and
with top weight k if C = 1.
We now successively apply Lemma 5.11 to integrate griki against each of
the wi variables. Each integral is still a theta ratio in the remaining vari-
ables, and by the transformation rule (10), the top weight in the theta ratio
decreases by 1 when ri 6= 0, otherwise the top weight does not decrease.
Lemma 5.12. The n-point function can be expressed as
FN (e
z) =
∑
ki≥−1
ariki(q)
∏
i
(zi − 2pirii/N)ki
where ariki(q) is a linear combination of ratios∏
Θ(n
r
j )(2piriN )∏
Θ(2piriN )
mr
.
Furthermore, ariki(q) is of pure weight∑
ki + #{i
∣∣ ri = 0}.
Proof. We must index by ki ≥ −1 because we have incorporated the expan-
sion of
∏
i Θ(zi)
−1, which has a pole along zi = 0. The weight computation
is as follows: The coefficients of
∏
i Θ(zi)
−1 have weight n+
∑
ki. The weight
of griki is
∑
ki and each integration either decreases the weight by 1 if ri 6= 0
or keeps it constant if ri = 0. So the integral of g
ri
ki
has top weight∑
ki + #{i
∣∣ ri = 0} − n.
To complete the proof of the lemma, we must show that ariki(q) is of pure
weight. By Remark 5.8, we may integrate GN (e
z, ew) with respect to any
ordering of the ci and produce the same result. By uniqueness of the Taylor
expansion, the same holds true for each griki(w1, . . . , wn). We may now apply
(a mild generalization of) Theorem 7 from [15]—the symmetrization of the
integral of a multivariate elliptic function with respect to all reorderings of
the contours is of pure weight. The lemma follows. 
Remark 5.13. This lemma invalidates the discussion immediately following
Theorem 3 of [8], and ultimately proves the numerical observation in [10],
that the brackets 〈∏priki〉wN are pure weight.
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Justifying our definition of weight are the following expansions:
ln
z
Θ(z)
=
∑
k≥2
z2k
(2k)!
E2k(q)
ln
Θ(2piriN )
Θ(z + 2piriN )
=
∑
k≥1
zk
k!
Erk(q)
where for k ≥ 3 and r 6= 0,
Erk(q) = (−1)k(k − 1)!
∑
λ∈Λ
1
(λ+ 2piriN )
k
with Λ = 2piiZ ⊕ 2piiτZ. The Eisenstein series Erk(q) is easily seen to be a
modular form of weight k for Γ1(N), the subgroup of SL(Λ) which preserves
the N -torsion point 2piriN (mod Λ). When k = 1 or k = 2, we also have that
Erk(q) is an Eisenstein series for Γ1(N) of weight k. If N = 2, 3, 4, 6 the
theta function at 2piiN has a special value:
Θ(2pii2 )
ζ4 − ζ−14
=
∏
m≥1
(1 + qm)2
(1− qm)2 =
η(q2)2
η(q)4
Θ(2pii3 )
ζ6 − ζ−16
=
∏
m≥1
1 + qm + q2m
(1− qm)2 =
η(q3)
η(q)3
Θ(2pii4 )
ζ8 − ζ−18
=
∏
m≥1
1 + q2m
(1− qm)2 =
η(q4)
η(q)2η(q2)
Θ(2pii6 )
ζ12 − ζ−112
=
∏
m≥1
1− qm + q2m
(1− qm)2 =
η(q6)
η(q)η(q2)η(q3)
.
Suppose N is even. Consider a theta ratio whose arguments are linear
functions in the wi plus some
2piri
N . Define the parity of the theta ratio to be
the parity of the number of theta functions in the numerator and denomi-
nator with r odd. The parity of griki is #{i
∣∣ ri odd}, and each application
of Lemma 5.11 maintains the parity. The coefficients of the expansion of∏
Θ(zi)
−1 also have parity #{i ∣∣ ri odd}, and thus ariki(q) has parity zero.
Combining with the above expansions, we therefore conclude:
Lemma 5.14. For all ki and ri, we have
ariki(q) ∈ Q(ζN )[Erk(q),Θ(2piriN )±1].
When N is even, the total degree in Θ(2piriN ) ranging over r odd is even for
any component of ariki(q).
We need not work over Q(ζ2N ) when N is even—the parity condition on
ariki(q) implies that it is expressible over Q(ζN ) in terms of Eisenstein series
and the above η-ratios, or more generally q-series with coefficients in Q(ζN ).
When N is odd, we have Q(ζ2N ) = Q(ζN ) in any case.
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Corollary 1 of [20] implies that a monomial in Θ(2piriN ), with even degree
in odd r whenever N is even, is a modular function of level Γ1(N
2). Also,
note that ariki(q) is in fact a power series in q
N because wN (λ) = 0 unless λ
is N -decomposable. Hence, ariki(q) is modular with respect to(
1 0
0 N
)
Γ1(N)
(
1 0
0 N
)−1
⊃ Γ1(N2).
That is, ariki(q) is the result of substituting q 7→ qN into a weakly quasimod-
ular form for Γ1(N).
Finally, we claim that in fact ariki(q) is holomorphic at the cusps, and
thus a modular form. It is automatically holomorphic at the cusp q = 0.
The remaining cusps correspond to q → ζ for some root of unity ζ. As
|q| → 1, the function ariki(q) grows most polynomially. First, prk(λ) grows
at most polynomially in |λ|. Second, |wN (λ)| ≤ 1 for N = 2, 3, 4, 6 by the
main result of [9]. By the analogue of Proposition 3 of [8], there is also a
polynomial bound on |wN (λ)| for all N . A pole of ariki(q) at some cusp would
cause exponential growth of 〈∏priki〉wN so is excluded. Hence:
Proposition 5.15. For all N ≥ 2, the coefficient ariki(q1/N ) is an element
of weight
∑
ki + #{i
∣∣ ri = 0} in QM(Γ1(N)) over Q(ζN ).
Theorem 4.13 follows immediately, because the monomials in the prk gen-
erate ΛN over Q(ζN ) and 〈 · 〉wN is linear.
6. Moduli of cubic, quartic, and sextic differentials
Let µ be a partition of N(2g − 2) with parts
µi ∈ {−N + 1, . . . , −1} ∪ N.
Let HN (µ) denote the moduli space of pairs (Σ, ω) where Σ is a compact
Riemann surface and ω is a meromorphic section of K⊗N such that
div(ω) =
`(µ)∑
i=1
µixi
for some marked points xi ∈ Σ. Then HN (µ) is a complex orbifold with
period coordinates which we define now. Consider the cyclic cover pi : Σ˜→
Σ which trivializes the monodromy of the flat structure on Σ\{xi}. Assume
for now that ω is not some power of a lower order differential, so that the
degree of the covering is N . There is a Galois action of 〈ζN 〉 on Σ˜ which acts
by deck transformations, and an abelian differential α such that αN = pi∗ω.
Furthermore, the pullback of α under the action of ζN is ζNα. Let
V := H1(Σ˜, pi
−1{xi};C)ζN
denote the ζN -eigenspace of the action of the generator ζN of the deck trans-
formations. We note that V is defined over Q(ζN ), as any representation of
〈ζN 〉 over Q splits into eigenspaces over this field.
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By [2], Corollary 2.3, it is known that the periods of α against a basis of
V form a local coordinate chart on HN (µ). Thus, we have a natural chart
on the moduli space into V ∗. We now restrict to the cases N = 3, 4, 6. Note
that V ⊕V is defined over Q because [Q(ζN ) : Q] = 2, and thus has a natural
Z-Hodge structure whose integral lattice is
(V ⊕ V ) ∩H1(Σ˜, pi−1{xi};Z).
Dualizing endows V ∗ ⊕ V ∗ with a Z-Hodge structure. Let L ⊂ V ∗ denote
the projection of the lattice to the V ∗ factor. Define θN := ζN − ζN .
Proposition 6.1. Let N = 3, 4, 6. An element (Σ, ω) ∈ HN (µ) admits
a tiling of its flat structure into fixed size bicolored hexagons, squares, or
triangles, respectively, if and only if the period point of (Σ, ω) lies in L.
Proof. Assume µ 6= ∅. We first claim that (Σ, ω) admits a tiling iff∫
γ
ω1/N ∈ θ−1N Z[ζN ](11)
for all paths γ connecting some possibly equal points xi and xj . If (11) holds,
the flat structure on Σ\{xi} admits a reduction of structure group to the
crystallographic group G = 〈ζN 〉n θ−1N Z[ζN ]. In particular, the monodromy
is valued in G. Taking the developing map from the universal cover of
Σ\{xi} → C, we can pull back the tiling on C which G preserves to the
universal cover. This tiling then descends and extends to Σ. Conversely, a
surface tiled by appropriately sized tiles must have periods in this lattice.
Next, we claim that α ∈ L iff (11) holds. Suppose that α ∈ L. That is,
α ∈ H1(Σ˜, pi−1{xi};C)ζN = V ∗
is the projection of an integral point to V ∗. Equivalently α + α is integral.
Applying the action of ζN , we also have integrality of ζNα + ζNα. Thus,
θNα is defined over Z[ζN ]. In particular,∫
γ
α ∈ θ−1N Z[ζN ]
for all γ ∈ H1(Σ˜, pi−1{xi};Z). Any path connecting xi to xj on Σ lifts to a
path connecting a point of pi−1{xi} to a point of pi−1{xj} on Σ˜. Thus, (11)
holds, since we may compute any such integral on Σ˜.
Conversely, suppose (11) holds. Given any γ ∈ H1(Σ˜, pi−1{xi};Z), we
may represent it as a path which terminates on the set pi−1{xi}. So we may
compute
∫
γ α downstairs as the integral of ω
1/N between some points xi and
xj . Hence, for all γ ∈ H1(Σ˜, pi−1{xi};Z),∫
γ
α+ α ∈ 2Re θ−1N Z[ζN ] = Z
which implies α ∈ L. When µ = ∅, we necessarily have that Σ is a torus, in
which case, the proposition is easy to verify. 
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Remark 6.2. Suppose N = 6 and µ has all even parts. One might expect,
as above, that hexagon-tiled surfaces form a lattice in the moduli space
H6(µ), but some subtleties arise. The difference with the above cases is
that the vertices of the hexagonal tiling of C do not form a lattice, rather
the centers do.
Observe that a hexagon-tiled surface must also be tileable by equilateral
triangles, thus it is natural to first impose (11). The existence of a com-
patible tiling by hexagons is equivalent to the existence of a vertex v of the
triangulation satisfying certain conditions: Let γi denote a path connecting
v to xi and let γ denote any closed path based at v. If we have∫
γi
ω1/6 ∈ θ−16 Z[ζ6]− Z[ζ6] for all i,∫
γ
ω1/6 ∈ Z[ζ6],
then (Σ, ω) admits a tiling into hexagons. To construct this tiling, we declare
that w is the center of a hexagon if and only if∫ w
v
ω1/6 ∈ Z[ζ6]
for any path connecting v to w. The first condition ensures that no center
of a hexagon lies at a singularity of Σ. Combined, the two conditions ensure
that being a center is independent of the path connecting v to w.
Remark 6.3. Suppose that δ = gcd(µ1, . . . , µ`(µ), N) 6= 1. For each δ′
∣∣δ,
there are some connected components of HN (µ) corresponding to N -ic dif-
ferentials which are a power of an Nδ′/δ-ic differential and when δ′ 6= δ the
tileable surfaces in this connected component admit a more rigid tiling. For
instance, for N = 6 and δ = 2 the hexagon-tiled surfaces form a discrete
subset of the moduli space, and when δ′ = 1 these tilings can be bicolored.
Thus, it is possible to compute via inclusion-exclusion the number of tiled
surfaces which lie on the primitive components, i.e. those where δ′ = δ.
There is a canonical choice of volume form on V ∗, the Lebesgue measure,
scaled so that L has covolume 1. ButHN (µ) has infinite volume with respect
to this measure because any chart into V ∗ extends linearly to a cone—when
we scale ω 7→ cNω for some c ∈ C, the resulting period point scales by c.
There is also a Hermitian form on V ∗ defined by its taking the value
Area(Σ, ω) =
∫
Σ
|ω|2/N = 1
N
∫
Σ˜
|α|2
on (Σ, ω). The image of the period map lands in the vectors of positive
norm in V ∗. To get finite volume, one may define
H1N (µ) := {(Σ, ω) ∈ HN (µ)
∣∣Area(Σ, ω) = 1},
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which kills scaling by an element of R+. Then one may define the volume
of a subset U ⊂ H1N (µ) to be
Vol(U) := VolLebesgue{tϕ(u)
∣∣u ∈ U, t ∈ [0, 1]}
where ϕ is the period map to V ∗. We call this volume the Masur-Veech
volume in analogy with the cases N = 1, 2.
When N = 1, Kontsevich and Zorich conjectured, and Eskin and Ok-
ounkov proved in [7], that pi−2gVol(H11(µ)) ∈ Q. If g = 0 and N = 2,
Theorem 1.1 of [1] implies that pi−2geffVol(H12(µ)) ∈ Q where geff := gˆ − g
and gˆ is the genus of the double cover Σ˜. A proof for all g > 0 of the same
result has not yet appeared in the literature. Using the main results of this
paper, we may extend a weaker form of rationality which follows for N = 2
from [8] to the cases N = 3, 4, 6:
Theorem 6.4. Suppose N = 3, 4, 6. Then
(iθN )
− dimHNVol(H1N (µ)) ∈ Q[2piiθN ] ∪ {∞}.
Sketch. The lattice points in L evenly sample the Lebesgue measure, and
therefore we can extract the volume using the asymptotics of the number of
tiled surfaces, see Proposition 1.6 and Proposition 3.2 of [7], or Proposition
7 of [10]. When N = 3, 4, 6 (similar formulas hold for N = 1, 2)
Vol(H1N (µ)) = lim
q→1
HconN (∅ | ∅, ∅, µ+ ~N)(1− q)dim
(Area of Tile)dim dim!
where ~N = (N, . . . , N), dim = dimCH1N (µ), and
Area of Tile =

1
4
√
3
if N = 6, Tile = triangle
1
4 if N = 4, Tile = square
1
2
√
3
if N = 3, Tile = Vertex-bicolored hexagon
1
2 if N = 2, Tile = edge-bicolored quadrilateral
1 if N = 1, Tile = asymmetric quadrilateral
is the area of the fundamental tile for a surface with period point in L. For
N = 6 and µ having even parts, a similar formula holds, but there is a ratio-
nal constant determined by the index of the hexagon-tiled surfaces within
the triangulated surfaces. If there are components of a stratum for which
every surface (Σ, ω) in that component has a non-trivial automorphism, the
above formula is valid only when we weight the volume of that component
by the appropriate factor.
When N = 3, 4, 6, the rings of quasimodular forms for Γ1(N) are:
QM∗(Γ1(3)) = Q[θ3E11 , E2, θ3E13 ]
QM∗(Γ1(4)) = Q[θ4E21 , E2, E12 ]
QM∗(Γ1(6)) = Q[θ6E11 , θ6E21 , E2]
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The factors of θN are included so that the coefficients are rational. More
precisely, by Theorem 4.2.3 of [4], we have for all k ≥ 3 the Fourier expansion
Erk(q) = (k − 1)!
∑
d≡r (N)
′
( −N
2piid
)k
+
∑
n≥1
qn
∑
m|n
sgn(m)mk−1ζrmN
and thus the Fourier coefficients lie in Q(ζN )∩R = Q when k is even and lie
in Q(ζN ) ∩ iR = Q · θN when k is odd. Note that when k = 1, we must add
an additional constant to make Erk(q) modular, and when k = 2 the above
series is only quasimodular.
Let E = Erk be one of the above Eisenstein series, not equal to E2. Then
τ−wtE(−1/τ) = c0 + c1q1/N + c2q2/N + · · ·
admits a holomorphic Fourier series expansion because the width of the cusp
τ = 0 on the modular curve X1(N) is equal to N . In fact, the result is an
Eisenstein series for Γ1(N) with ci ∈ Q. Taking the limit of E(q) as q → 1
is the same as taking the limit of E(τ) as τ → 0. In the expansion
E(τ) = (−1/τ)wt
[
c0 + c1e
−2pii/Nτ + c2e−4pii/Nτ + · · ·
]
all of the terms decay exponentially as τ → 0 except the contribution from
c0. For E2 we have the quasi-modular transformation
E2(τ) = (−1/τ)2
[
− 1
24
+ e−2pii/τ + 3e−4pii/τ + · · ·
]
+
1
4piiτ
.
Setting ` = −(2piiτ)−1, we may make the substitutions
θwtN E(q)←→ c0(2piiθN`)wt
E2(q)←→ 16pi2`2 − 12`
(12)
and let `→∞ to analyze the asymptotic behavior of the above generating
functions. Thus the volumes in the statement of the theorem are expressible
as the limit
lim`→∞ (1− e−1/`)dimP (`)
(Area of Tile)dim dim!
where P (`) is by definition the polynomial gotten by expressing the quasi-
modular form HconN (∅ | ∅, ∅, µ+ ~N) in terms of the generators E(q) and E2(q),
then making the substitutions dictated by (12). Since the volume is neces-
sarily non-zero, the volume is not infinite if and only if the degree of P (`)
is dim, in which case, the limit is the leading coefficient of P (`). Thus, the
limit lies in Q[2piiθN ] or is infinite. 
Appendix A. Numerical Example
In this example, we compute the generating function of vertex-bicolored
hexagon tilings of the sphere with curvature profile ~κ = (2, 2, 1, 1) over the
black vertices and no curvature over the white vertices. These tilings cover
P3,3,3 with ramification profile 3d, 3d, and (3d−2, 2, 2, 1, 1). The generating
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function for possibly disconnected covers with no orbifold-unramified com-
ponents and this ramification profile is
〈g32,2,1,1〉w3
where g32,2,1,1 is the unique element of Λ3 which takes the value
f3,...,3,2,2,1,1(λ)
f3,...,3(λ)
on any 3-decomposable partition λ. No strict subset of the curvatures form
the profile of a tiling, hence we need not take into account the possibility
that the bracket counts disconnected covers. The weight of g32,2,1,1 will be
(2 + 2 + 1 + 1)/3 = 2, similar to the formula in [8], though we did not prove
this and the most naive bound from Section 4 on the weight would be 4. We
may represent it as a linear combination
g32,2,1,1 =A1(p
1
1)
2 +A2(p
1
1p
2
1) +A3(p
2
1)
2 +A4(p
1
2) +
A5(p
2
2) +A6(p
0
1) +A7(p
1
1) +A8(p
2
1) +A9
for constants Ai ∈ Q(ζ3). Plugging in enough partitions λ on both sides, we
determine the constants:
A1 =
1
81
ζ6 A2 = − 1
24
A3 =
1
81
ζ−16
A4 =
1
32
(1 + ζ6) A5 =
1
32
(1 + ζ−16 ) A6 = 0
A7 =
1
12
ζ3 A8 =
1
12
ζ−13 A9 =
1
18
.
This formula allows us to easily compute a relatively large number of coef-
ficients of 〈g32,2,1,1〉w3 , as we only need a table of 3-decomposable partitions,
along with their weights w3(λ), which are easily computed by Proposition
4.7. This average is, by Theorem 4.13, the result of the substitution q 7→ q3
into a modular form for Γ1(3) of weight bounded by 2. Thus,
h3((2, 2, 1, 1), ∅, q) = B1 +B2X +B3Y +B4Z where
X = 16 +
∑
σχ0 (n)q
n
Y = − 124 +
∑
σ1(n)q
n
Z = − 124 +
∑
σ1(n)q
3n.
Here σχ0 (n) =
∑
d|n, d>0 χ(d) where χ is the unique nontrivial Dirichlet char-
acter mod 3. Either using the formula for g2,2,1,1 in terms of p
ri
ki
or by direct
computation, we determine that
h3((2, 2, 1, 1), ∅, q) = 1
2
q2 + q3 + · · ·
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from which we can solve B1 = 1/18, B2 = −1/6, B3 = 1/6, and B4 = 1/2.
We conclude the formula(
weighted # 3-duck tilings with n tiles
and curvature (~κb, ~κw) = ((2, 2, 1, 1), ∅)
)
= −16σχ0 (n)+16σ1(n)+12σ1(n/3).
For instance, when n = 3, there is a single tiling with no nontrivial
orientation-preserving automorphisms:
Figure 5. A tiling with curvatures ((2, 2, 1, 1), ∅).
Finally, we compute the volume of H13(2, 2, 1, 1) from the generating func-
tion for tilings. In the notation of Theorem 6.4, the leading term of P (`) is
pi2
9 `
2. Since the moduli space has dimension 2, we conclude that
VolH13(2, 2, 1, 1) =
2pi2
3
.
The projectivization of the moduli space is a further quotient by the action
of S1 and thus has volume VolPH3(2, 2, 1, 1) = pi3 . This agrees with the
Gauss-Bonnet formula in Theorem 1.2 of [14] for the complex-hyperbolic
volume of the moduli space.
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