We say that the sequence (a n ) is quasi-polynomial in n if there exist polynomials P 0 , . . . , P s−1 and an integer n 0 such that, for all n n 0 , a n = P i (n) where i ≡ n (mod s). We present several families of combinatorial objects with the following properties: Each family of objects depends on two or more parameters, and the number of isomorphism types of objects is quasi-polynomial in one of the parameters whenever the values of the remaining parameters are fixed to arbitrary constants. For each family we are able to translate the problem of counting isomorphism types of objects into the problem of counting integer points in a union of parametrized rational polytopes. The families of objects to which this approach is applicable include combinatorial designs, linear and unrestricted codes, and dissections of regular polygons.
Introduction
The goal of this paper is to provide a unifying theoretical framework for a class of combinatorial enumeration problems. We consider families of combinatorial objects which depend on two or more parameters, and we study the number of isomorphism types of objects as a function of one of the parameters (when the values of the remaining parameters are fixed to arbitrary integer constants).
A theorem due to Ehrhart asserts that the number of integer points in the nth dilate of a fixed rational polytope is quasi-polynomial in n. A precise statement including all necessary definitions is given at the beginning of Section 2. We show that Ehrhart's theorem remains valid when we relax it to a semi-dilation case. We state this result (which is a special case of a more general theorem due to Beck [1] ) in a form that suits the needs of this paper. The main objective of Section 2 is to prove that also the number of orbits of integer points in the nth semi-dilate of a convex rational polytope is quasi-polynomial in n, assuming a suitable group action on the integer lattice.
In the remaining sections we apply the main theorem of Section 2 to proving quasipolynomiality of various counting sequences. We present applications to combinatorial designs and dissections of regular polygons, as well as linear and unrestricted codes. These applications are not exhaustive. They have been chosen to demonstrate that the theory is applicable to diverse areas of combinatorics.
The article provides a common background for some previously known but isolated results. We focus on qualitative results, and we defer explicit calculations to a later publication that will require extending the proof methods presented here. As a consequence, in this paper we keep numerical examples very small or we point to references.
Since all counting sequences that we study have polynomial growth, the corresponding task of exhaustive generation of representatives of isomorphism classes may be feasible, and explicit calculation of the counting sequences would then determine the sizes of lists produced in the isomorph-free generation.
Counting integer points in polytopes
Throughout the article let N denote the set of all non-negative integers. Definition 2.1. We say that the sequence (a n ) n∈N is quasi-polynomial in n if there exist n 0 ∈ N and polynomials P 0 , . . . , P s−1 such that, for all n n 0 , a n = P i (n) where i ≡ n (mod s).
Remarks. 1. Our definition of quasi-polynomial is broader than the standard definition [15, Section 4.4] since we require that the values a n are determined by polynomials P i only for n n 0 . This relaxation makes the class of quasi-polynomial sequences closed under the shift operator. Examples 3.2 and 4.2 below show that our broader definition of quasi-polynomial is needed if one wants to work with some naturally defined enumeration sequences introduced elsewhere in the literature, because in these two examples the degree of the numerator of the ordinary generating function (o.g.f.) is greater than or equal to the degree of the denominator.
2. Proposition 4.4.1 in [15] implies that (a n ) is quasi-polynomial (in our sense) if and only if its o.g.f. f (z) = n 0 a n z n can be written in the form
and some positive integers m 1 , . . . , m k .
For a ring R we will denote by R s×t the set of all s × t matrices over R. A rational convex polyhedron is the set of those points u ∈ R d that satisfy Au b for some A ∈ Z k×d and b ∈ Z k . If a rational convex polyhedron is bounded, then we call it a rational convex polytope.
If P is a rational convex polytope or a union of rational convex polytopes, then by i(P ) we denote the number of integer points in P , i.e., i(P ) := |P ∩ Z d |.
If P is the rational convex polytope determined by Au b, then for n ∈ N the nth dilate of P , denoted by nP , is defined as the polytope determined by Au nb.
The following theorem is due to Ehrhart:
For each rational convex polytope P the sequence (i(nP )) is quasi-polynomial in n.
Ehrhart's theorem was proved also for non-convex rational polytopes. However, for the purpose of this article the statement of Theorem 2.2 (the convex case) is sufficient. Another reference where a complete proof for the convex case can be found is Theorem 4.6.25 in [15] . One reason for emphasizing the convex case is that the software packages for computing the Ehrhart quasi-polynomial, such as LattE [2] , require the polytopes to be convex.
We will now generalize the concept of polytope dilation to polytope semi-dilation, which is specifically tailored to the theory and applications pursued in this article. Then we will prove a generalization of Theorem 2.2 for the case when we assume a group action on the integer lattice, and we count the number of orbits of integer points in the sequence of polytope semi-dilates.
Throughout the article we will use [k] to denote the set {1, . . . , k}, where k is a positive integer. 
We say that P n,D is the nth semi-dilate of P with respect to D.
Let A i denote the ith row of A. For P , A, b and D as in Definition 2.3 we will denote
The following theorem is a special case of [1, Theorem 4] . For the sake of completeness we include a self-contained proof. 
For each z ∈ [k] \ D we have P z ⊆P ⊆ P D . Consequently,P and P z (for each z) are rational convex polytopes, because P D is bounded by the assumption. Since the class of quasipolynomial sequences is closed with respect to addition and scalar multiplication, it follows from the Principle of Inclusion-Exclusion and from Theorem 2.
Thus it follows from (1) that i(P n,D ) is the difference of two quasi-polynomials in n, which finishes the proof. 2
Throughout the article we assume familiarity with the basic concepts and properties of group actions. These can be found, for example, in [7] . For a positive integer d, by S d we mean the symmetric group of degree d (as an abstract group). If we want to emphasize that we deal with the symmetric group on some specific set X, we will write S X . However, if there is no risk of confusion we will not formally distinguish between S d and S X where |X| = d.
We 
Proof. For each G-orbit on P n,D ∩ Z d let the lexicographically largest vector in that orbit be designated as the unique representative of that orbit. We will prove the theorem by showing that the total number of representatives is quasi-polynomial in n.
The proposition that the representative u is the lexicographically largest vector in its G-orbit is the conjunction of |G| − 1 propositions u lex π(u), π ∈ G \ {id G }. By the definition of the lexicographic ordering, each of these |G| − 1 propositions is a disjunction of conjunctions of atomic propositions of the form u i = u j or u i > u j (equivalently, u i − u j 1) or u i u j . Thus, by elementary logical operations we can transform the proposition "u is the lexicographically largest vector in its G-orbit" into the disjunctive normal form, say C 1 ∨ · · · ∨ C t , in which each C l is a conjunction of atomic propositions of the form u i − u j = 0 or u i − u j 1 or u i − u j 0.
For each l ∈ [t] let P l := P ∩ Q l where Q l is the convex rational polytope determined by C l . It now follows that the set of lexicographically largest representatives of G-orbits on P n,D ∩ Z d is precisely the set of integer points in
where, for each l, the set D l is determined by D and C l . Since P D is bounded by assumption and D ⊆ D l for each l (in the sense that all constraints being dilated in P are also being dilated in P l ), it follows that P
l is a convex rational polytope for each l. As in the previous proof, by an Inclusion-Exclusion argument and by the closure of quasi-polynomials with respect to addition and scalar multiplication we conclude that i(
) is quasi-polynomial in n, which finishes the proof. 2
In the rest of the paper we will show applications of Theorem 2.5 to various types of combinatorial objects. Let t, k, v be fixed positive integers such that 0 
Combinatorial designs
< t < k < v. A t-(v, k, λ) design D = (X, B)
Theorem 3.1. For fixed positive integers t, k, v, the number of isomorphism types of t-(v, k, λ) designs is quasi-polynomial in λ.
Proof. Let us assume that we have fixed an ordering on that are induced by permutations of X. It follows from the discussion above that the number of isomorphism types of t-(v, k, λ) designs is equal to the number of G-orbits on the set of integer points in the polytope λP , where P = {u ∈ R d : Au = 1, u 0} and A is as above. Since P is bounded, the result now follows from Theorem 2.5. 2
Example 3.2. The quasi-polynomial function N(q) counting the isomorphism classes of 2-(6, 3, 2q) designs (q a positive integer) was computed in [11] . The period of the quasi-polynomial is 12, and the degree is 5. Table 2 on page 109 of [11] displays all 12 · 6 = 72 coefficients of N(q) on the residue classes of q modulo 12. This data can be converted into the o.g.f. 
Dissections of regular polygons
By a polygon dissection we mean a subdivision of the interior of a convex s-gon into smaller polygons (which we call cells) by means of non-intersecting, but possibly touching diagonals. In this article we only deal with dissections of regular s-gons. We say that two dissections of the same regular s-gon are isomorphic if one can be obtained from the other by the action of an element of C s (the cyclic group of degree s) or by the action of an element of D s (the dihedral group of degree s), where we consider C s and D s as groups of symmetries of the regular s-gon that is being subdivided. We thus have two definitions of dissection isomorphism. Let H r,s denote the number of C s -orbits of dissections into r cells and let h r,s denote the number of D s -orbits of dissections into r cells. For example, H 3,6 = 4 and h 3,6 = 3.
Theorem 4.1. For any fixed positive integer r, the sequences (H r,s ) and (h r,s ) are quasi-polynomial in s.
Proof. A proof using generating functions and Pólya theory can be found in [9] . We now give a proof in the spirit of the present article.
Let Z n denote the integers modulo n. We say that (l i ) i∈Z 2 a, b, a, b) , that is, there do not exist integers 0 w < x < y < z < 2(r − 1) such that l w = l y and l x = l z .
Consider We also introduce an isomorphism definition which is restricted to label sequences only: We say that two label sequences l and l both indexed by We will now translate the problem of counting C s -orbits of dissections into the problem of counting orbits of integer points in semi-dilated polytopes. It can be easily proved by induction that each CNCS indexed by Z 2(r−1) is a label sequence for some dissection into r cells. Since two dissections belonging to the same C s -orbit produce isomorphic label sequences, for the counting purposes it is sufficient to consider one label sequence from each isomorphism class of label sequences.
Let us now fix a label sequence (l i ) i∈Z 2(r−1) . The following linear constraints are necessary and sufficient for a sequence (d i ) to be a distance sequence with the underlying label sequence l:
The constraints of type (ii) and (iii) ensure that no cell of the dissection collapses into a line segment.
It remains to investigate under which conditions two distance sequences d, d (corresponding to the same label sequence l) encode C s -isomorphic dissections. (For example, if r = 2 then a) always encode C a+b -isomorphic dissections.) As before let l be fixed. An s ∈ Z 2(r−1) is called an automorphism of l if, for each i, j ∈ Z 2(r−1) , l i = l j if and only if l i+s = l j +s . The set G of all automorphisms of l is a subgroup of (Z 2(r−1) , +); let us call it the automorphism group of l. The only way in which two distance sequences d, d with the same underlying label sequence l arise from two C s -equivalent dissections is if there is an automorphism s of l such that, for each i ∈ Z 2(r−1) , d i = d i+s .
In order to reconcile the notation for label and distance sequences with the definition of polytopes as subsets of R n , let us now consider these sequences as indexed by [2(r − 1)] rather than by Z 2(r−1) , where now indices are taken modulo 2(r − 1) if necessary. If G Z 2(r−1) denotes the automorphism group of l as defined above, then letḠ S 2(r−1) be the corresponding group acting on sequences indexed by [2(r − 1)]. We conclude that the value H r,s,l , defined as the number of C s -orbits of dissections into r cells with label sequence l, is equal to the number of G-orbits of integer points in the polytope determined by the constraints (i)-(iv) listed above.
Let I ⊆ [2(r − 1)] be the set of those indices i which appear in the constraints of type (ii). Since the right-hand sides of these constraints are equal to 2, we need the following change of variables in order to be able to apply Theorem 2.5.
otherwise. Lets := s − |I |. Then H r,s,l is equal to the number ofḠ-orbits of integer pointsd in the polytope determined by the constraints
Theorem 2.5 now implies that, for any fixed label sequence l, H r,s,l is quasi-polynomial ins. Since s =s + |I |, we see that H r,s,l is quasi-polynomial in s; see Remark 1 after Definition 2.1.
Summing over all non-isomorphic label sequences in [r − 1] 2(r−1) , the statement of Theorem 4.1 follows for H r,s (i.e., the cyclic case).
In the dihedral case the proof is very similar, with the exception that the isomorphism relation for the label and distance sequences is appropriately extended to also allow for reflection. 2 Example 4.2. Let us calculate the o.g.f. for the quasi-polynomial sequence (h 3,s ) counting the number of isomorphism types of dissections of the regular s-gon into three cells under the dihedral symmetry.
We have 2(r − 1) = 4. After some simplifications one can see that h 3,s = i(P s ) where
where d 2 , d 4 are the numbers of edges of the regular s-gon incident with the central cell of the dissection, and d 1 and d 3 are the numbers of edges of the regular s-gon incident with the two remaining cells of the dissection. The inequalities encode the geometric properties of a dissection and they ensure that each isomorphism type is accounted for exactly once. It is easy to see that in the formal power series Table 5 on page 388 of [13] .
Linear codes
For a prime power q, let F q denote the field with q elements. An [n, k] q linear code C is a k-dimensional subspace of F n q . (We will say just "code" for short.) To exclude unnecessary trivialities we will assume that no coordinate of C is identically zero. A matrix M ∈ F k×n q whose rows span C is called a generator matrix for C. It is quite natural to study codes by considering the columns of a generator matrix as points in PG(k − 1, q), the (k − 1)-dimensional projective space over F q . A nice presentation of this approach to codes is available, for example, in [8] . Thus, let us denote by Col(M) the multiset of columns (considered as points in PG(k − 1, q)) of a generator matrix M. Two [n, k] q codes with generator matrices M 1 and M 2 are equivalent if there exists a collineation Π ∈ PGL(k, q) such that Col(M 2 ) = {Π(x): x ∈ Col(M 1 )} (as multisets). It is easily seen that this definition of code equivalence coincides with the usual definition of monomial equivalence; see [8, Section 2.3] . Equivalent codes are isometric as metric spaces endowed with the Hamming distance function. Since it is the metric aspect which is typically most interesting in the study and application of codes, we often study codes up to equivalence. 1, q) . Let G k,q S θ(k,q) denote the permutation representation of PGL(k, q)'s action on the point set of PG(k − 1, q). For a multiset S of points of PG(k − 1, q), let u S i be the number of occurrences of P i in S. It follows from the previous discussion that the codes represented by the multisets S 1 , S 2 are equivalent if and only if u S 1 and u S 2 belong to the same G k,q -orbit. Let l n,k,q denote the number of equivalence classes of [n, k] q codes, where q is a fixed prime power, and let L n,k,q = k m=1 l n,m,q . Then L n,k,q is the number of G k,q -orbits on the set of integer points in the polytope {u ∈ R θ(k,q) :
The following definitions and facts are useful for facilitating computations related to the previous theorem. Recall that we denote Because the cycle index is a multivariate polynomial, we see that P G (c) is quasi-polynomial in c for each G S [n] . In fact, Lemma 5.2 provides an alternative proof of Theorem 5.1.
Example 5.3. The paper [4] contains all that is needed to work out numerical examples for Theorem 5.1. That paper also remotely hints at Theorem 5.1 via Lemma 5.2.
Since the value L n,k,q defined above is the number of G k,q -partitions of n, it follows from Lemma 5.2 that in order to compute the generating functions explicitly we only need the cycle index of G k,q 's natural action on [θ(k, q)], which is the cycle index of PGL(k, q)'s natural action on PG(k, q). Formulas for the cycle indices of linear groups were indeed computed in [4] and they are implemented in the software system SYMMETRICA developed at the University of Bayreuth. It is thus a routine matter to find, for example, that the o.g.f. for the number of isomorphism types of binary 3-dimensional linear codes with block length n is
The sequence (l n, 3, 2 ) is the entry A034344 in [14] . The existence of the closed form for its o.g.f.
is not noted in [14] .
Unrestricted codes
Let q and n be positive integers, q 2. Notice that we no longer assume that q is a prime power. Let A be an alphabet of q symbols. A subset C ⊆ A n is called an unrestricted q-ary code of block length n. Again we will say just "code" for short. Let r denote the cardinality of the code: |C| = r. Elements of C are called codewords. Throughout this section we will reserve the symbols n, q, r to denote the parameters of a code introduced in this paragraph. As before let [u] denote the set {1, . . . , u}.
Two codes are isomorphic if one can be obtained from the other by permuting the n coordinates and then in each coordinate independently permuting the alphabet symbols by some permutation from S A . This isomorphism relation is induced by the group action of the wreath product S A S n on A n . As in Section 5, the motivation for defining this isomorphism relation is the fact that it preserves the Hamming distance.
Let c q,r,n denote the number of isomorphism classes of q-ary codes with block length n and r codewords. We note that c q,r,n is the coefficient of x r in the expansion of the Pólya substitution z i := 1 + x i into the cycle index of the exponentiation S q S n ; see Theorem 1 in [5] . Trivially c q,0,n = c q,1,n = 1 and c q,2,n = n. The values c q,r,n for q 4 and some small values of n, r are tabulated in [5] . More extended tables can be found on the WWW [6] . It appears that the behavior of (c q,r,n ) as a function of n for fixed values of q, r has not been studied previously.
While codes are naturally defined as sets, for technical reasons it will be easier for us to work with ordered codes, which we define as r-tuples (w 1 , . . . , w r ) ∈ (A n ) r . We say that two ordered codes 
defined by πa = a such that, for each i ∈ [N(q, r)], a i := a j with j uniquely determined by πΠ j = Π i . 
We are now ready for the main result of this section: Proof. Let q and r be fixed. It follows from Lemma 6.1 that, for each n ∈ N, the value c q,r,n is equal to the number of S [r] -orbits on the set of integer points (a 1 , . . . , a N(q,r) ) in the polytope which is defined by the following three types of constraints: where the constraints defining the polytope P n ensure that each isomorphism type is counted exactly once, and that there are exactly three codewords (no two codewords are identical).
It is easy to see that in the formal power series (a 1 , a 2 , a 3 , a 4 ) ∈ P n (where n = 4 i=1 a i ), and vice versa. Therefore Table 1 on page 215 of [5] .
Conclusion
We have introduced a general method for proving that certain enumerating sequences naturally arising in combinatorics are quasi-polynomial. We have presented a variety of examples that demonstrate that the method is widely applicable.
We have not been concerned with actually computing the closed form of the quasi-polynomial functions whose existence we have proved. For this goal, which we consider an interesting research topic of its own, we can envision two approaches:
Firstly, one may seek further geometric insight into the set of polytopes arising in our proof of Theorem 2.5. The high number of polytopes arising in our proof is not a problem when one wants to prove theoretical results as we do in this article, but it becomes a limiting factor when one wants to perform explicit numerical computations with polytopes such as those facilitated by the LattE package [2] .
Secondly, one may use the Pólya Theory as the main tool. In the case of polygon dissections this approach was successfully used in [9] . For unrestricted codes, an example combining Pólya Theory and polytope methods was given in [10] . However, this approach requires a deeper understanding of the isomorphism relation that one works with, and it is usually specifically tailored for the application at hand. In a situation when one is faced with a new type of combinatorial objects and proving a quasi-polynomiality result is the first task to be attempted, the approach outlined in the present article seems to be more likely to succeed.
