ABSTRACT This paper proposes exponential type nonlinearities in order to blindly separate instantaneous mixtures of signals with mixed kurtosis signs. These nonlinear functions are applied only in a certain range around zero in order to ensure that the relative gradient algorithm remains locally stable. The proposed truncated nonlinearities neutralize the effect of outliers while the higher order terms inherently present in the exponential function result in fast convergence especially for signals with bounded support. By varying the truncation threshold, signals with both sub-Gaussian and superGaussian probability distributions can be separated. Furthermore, when the sources consist of signals with mixed kurtosis signs we propose to estimate the characteristic function online in order to classify the signals as sub-Gaussian or super-Gaussian and consequently choose an adequate value of the truncation threshold. Some computer simulations are presented to demonstrate the effectiveness of the proposed idea.
INTRODUCTION
The problem of linear and instantaneousness Blind Source Separation (BSS) can be formulated as follows. We observe samples of sensor signals x(k) = [x1 (k), X2 (k),. xm (k)]T that are assumed to be generated by a static multi-input/multi-output system with inputs s(k) = [si(k),s2(k), ,s (k)]T. Mathematically it can be written as x(k) = As(k) + v (k) (1) where A is an m x n (m > n) full rank mixing matrix and the vector v(k) = [vi(k), v2(k), * * * , Vm(k)]T denotes samples of noise signals present at different sensors. The objective of BSS is to determine an inverse system of Eq. (1) , represented by a de-mixing matrix W of dimension m x m, such that a subset of overall system's output (neglecting noise) given by y(k) = Wx(k) = WAs(k) = Hs(k) (2) estimates the original source vector s(k) without any prior information about the mixing matrix A or the probability distributions of sources. Here y(k) = [yi(k), y2(k), * , * ym(k)]T and matrix H = WA of dimension m x n represents the global transformation matrix from s(k) to y(k).
Independent Component Analysis (ICA) can be used for BSS whenever signals to be separated are generated from statistically independent sources [1] . It is further assumed that all the input signals, except for at most one, are non-Gaussian. Based on these assumptions, the de-mixing matrix W is adapted in such a way to make the output signals (yi(k)) as independent as possible. This can be achieved by composing a valid contrast or objective function that attains its extrema when the output signals become statistically independent [1] .
It has been shown in [2] that the parametric space of nonsingular matrices (like in BSS) has an underlying Riemannian structure. In such cases, the natural gradient algorithm is the true steepest descent method. In this paper, however, we consider the equivariant relative gradient algorithm in order to normalize the outputs to have unit variances. The online version of the relative gradient algorithm is given by (3) where Xp = [ri, p2, sOm] is a vector of nonlinear activation functions and ,u is a step size parameter [3] .
The local stability conditions of the above algorithm are
where Ki = E[j-sj~i], i = 1,... , m [3] . These stability condition have to be satisfied in order to ensure that the true solution is a locally stable equilibrium point of the above algorithm. Finally, it may be noted that because of certain inherent ambiguities associated with ICA learning, source signals can only be recovered up to scaling and permutation [4] . This implies that, provided the stability conditions are satisfied, the relative gradient algorithm will converge to an optimal global transformation matrix given by H,pt = PD (5) where P is a permutation and D is an arbitrary diagonal matrix. Considering BSS employing natural or relative gradient algorithm, there are different ways to tackle the stability problem. In [5] , [6] the normalized kurtosis is estimated online and its value / sign is used to select an appropriate nonlinearly. The stability equation is used in [7] , [8] to switch between two nonlinearities or two related learning rules in order to separate signals with mixed kurtosis signs. The activation functions can also be estimated as the score functions corresponding to a parameterized distribution model for the sources [9] , [10] . The parameter of this model is obtained by employing the maximum likelihood approach.
PROBLEM FORMULATION
The purpose of this paper is to propose exponential type nonlinear functions in order to separate mixtures of sources consisting of both sub-Gaussian and super-Gaussian signals. These nonlinearities contain higher order terms and result in fast convergence especially for signals with bounded support. However, since an exponential function grows very rapidly, these functions are applied only in a limited range around zero. This is motivated by the fact that the pdf of a signal (with unit variance) becomes negligibly small after a certain range. Moreover, this approach also discounts the effect of outliers on the separating algorithm due to the fast growing nature of these nonlinearities. We show that by choosing an appropriate value for the truncation threshold, signals with any symmetric distributions can be separated. In order to separate mixtures consisting of signals with mixed kurtosis signs, we estimate the characteristic function of each output online to classify the signals as sub-Gaussian or super-Gaussian and consequently choose an adequate value of the truncation threshold (and nonlinearity).
PROPOSED NONLINEAR ACTIVATION FUNCTIONS
In order to separate signals with symmetric distributions, we propose the following two nonlinear functions where u(.) is a step function and parameter v is the truncation threshold. It may be noted that due to the presence of the exponential function, 9i is a sum of higher order terms including the cubic function. Similarly, 02 also incorporates higher order terms in addition to the sign function. To prohibit these functions from growing too much and ensure the stability of the algorithm given by Eq. (3), we truncate these nonlinearities by defining them only in the most dominant range of the pdfs (Figure 1) . Depending on the pdf of a signal, the truncation parameter can be chosen to satisfy the stability conditions given by Eq. (4). Intuitively, for superGaussian signals (pdfs with sharp peak) a smaller threshold v can be used as compared to sub-Gaussian signals (pdfs with shallow peak).
STABILITY ANALYSIS
In order to derive the stability regions of parameter v for different distributions, we assume that the sources have unit variances and are generated from the generalized Gaussian distribution model given by [10] . Figure 2 shows the plots of a few distributions sampled from the above model. From this figure we see that the amplitude distributions are concentrated mostly in a small range around zero. From Eq. (4) the local stability of the relative gradient algorithm is guaranteed provided Ki > 0, 1 < i < m. For the function 9i this stability condition reduces to
where E is an expectation operator. Figure 3 shows the stable regions along with the optimal value of parameter v as a function of 0. The optimal value is obtained as the minimum value of v that maximizes the left hand side of Eq. (10) . From this figure we see that a value of v around 1.5 can be used to separate superGaussian signals. Although for sub-Gaussian signals the optimum value varies from about 5 to 1.8, it has been observed through computer simulations that a value of around 2.5 gives adequate separation performance.
In case of discrete distributions (e.g. M-PAM) it can be seen from Eq. 
BLIND SEPARATION OF MIXED-KURTOSIS SIGNALS
When the sources are arbitrarily distributed, we choose an appropriate truncation threshold (and nonlinearity) based on whether the signal is sub-Gaussian or super-Gaussian. In order to classify the signals as sub-Gaussian or super-Gaussian, we estimate the characteristic function of each output yi online. The characteristic function of a random variable is defined as the Fourier transform of its pdf 4b (w) = E{exp(jwyj))} qi (yi) exp(jwyi)dyi (13) where w is a real valued frequency parameter. We know that the Fourier transform of a function with sharp peak and heavy tale (like the pdf of a super-Gaussian signal) is flatter than the Fourier transform of a function with flat peak (like the pdf of a uniformly distributed signal). This can also be observed from Figure 4 which shows the characteristic functions of some members of the generalized Gaussian distribution model. From this figure we see It may be noted that Xi (.), in contrast to kurtosis, does not require higher order moment to be determined. Thus, its value may be estimated using less number of samples and also it is less sensitive to outliers.
SIMULATIONS
In this section we give some simulation results to demonstrate the effectiveness of the proposed method in separating signals with different probability distributions. The overall separation performance is evaluated by the average cross-talk index: (18) where M, is the total number of sources and hij are the individual elements of the global transformation matrix H. In the following computer experiments we assume that the noise levels are low enough to be neglected. 
Experiment 1
In the first experiment, 10 16-PAM sources are mixed together using a randomly chosen mixing matrix. All of these signals are subGaussian having a kurtosis value of -1.2. Figure 5 shows the evolution of performance index (averaged over 50 realizations) when 9i and y3 are used as nonlinear activation functions. The parameter v is set to 2.6 and step sizes are selected for a final crosstalk index of -25dB. It has been observed that for this step size the relative gradient algorithm with cubic function as nonlinearity shows erratic behavior for certain realizations. Therefore, the normalized version of the relative gradient algorithm [3] is used for comparison. From Figure 5 it is evident that a faster convergence rate is achieved by using the proposed nonlinear function in the relative gradient algorithm.
Experiment 2
In the next simulation we implemented the batch versions of the proposed method along with the flexible ICA algorithm [5] and the extended infomax algorithm [8] . The Figure 6 shows the evolution of averaged performance index for this computer experiment. From this figure one can observe that although all the algorithms achieve almost same level of separation, the proposed approach requires less number of iterations to converge as compared to the other methods.
CONCLUSION
In this paper we have proposed exponential type nonlinearities for blind signal separation using independent component analysis. These nonlinear activation functions are defined only in a limited range and are zero elsewhere. By choosing an appropriate value of the truncation threshold, sources with any symmetric pdfs can be separated. Moreover, we employ a measure, based on the estimated characteristic function, in order to classify the signals as sub-Gaussian or super-Gaussian and consequently choose an adequate threshold and nonlinearity.
