Abstract. This paper presents a grid-free simulation algorithm for the fully three-dimensional Vlasov-Poisson system for collisionless electron plasmas. We employ a standard particle method for the numerical approximation of the distribution function. Whereas the advection of the particles is grid-free by its very nature, the computation of the acceleration involves the solution of the non-local Poisson equation. To circumvent a volume mesh, we utilise the Fast Boundary Element Method, which reduces the three-dimensional Poisson equation to a system of linear equations on its twodimensional boundary. This gives rise to fully populated matrices which are approximated by the H 2 -technique, reducing the computational time from quadratic to linear complexity. The approximation scheme based on interpolation has shown to be robust and flexible, allowing a straightforward generalisation to vector-valued functions. In particular, the Coulomb forces acting on the particles are computed in linear complexity. In first numerical tests, we validate our approach with the help of classical non-linear plasma phenomena. Furthermore, we show that our method is able to simulate electron plasmas in complex three-dimensional domains with mixed boundary conditions in linear complexity.
1. Introduction. The rapid increase of computational power in the last years due to massively parallel machines like clusters or GPUs has opened up the possibility of handling complex problems for a broad range of applications utilising classical particle methods. Readily implemented in a computer program, they are extensible and applicable to computational problems in biology, chemistry and physics.
Particle methods for the simulation of collisionless plasmas has been used since the 1950s, starting with the Particle In Cell Method (PIC). We refer the reader to the classical textbooks [6, 25] for an introduction to the basic concepts and the history of the PIC method. The review articles [20] and, more recently, [31] discuss advanced aspects of plasma simulations with particle methods. An obvious strategy for simulation of the particle system is a direct summation. The force acting on a particle is determined by a summation over all interaction partners. Since particles in a plasma interact via long-range Coulomb forces, an accurate computation of the acceleration of a single particle requires a summation over all other particles in the plasma. This results in a quadratic computational complexity, which is prohibitively expensive with present computer hardware, even for medium-sized problems. Therefore, it is key to find approximations to the forces which significantly reduce the computational complexity but, at the same time, preserve their long-range character and produce consistent results.
Barnes and Hut [2] proposed an approximation scheme for gravitational problems which they called treecode. Their idea is to recursively subdivide the particle system into nested boxes. In three dimensions each box is split into eight boxes along the Cartesian axes. The recursive subdivision is embedded into a tree structure, from now on referred as the cluster tree. The typical depth of the cluster tree is O(log N p ). The acceleration of a particle p is computed by iterating through the cluster tree, starting at its root. The forces between p and all particles in a well-separated cluster are replaced by a single force between p and a pseudo particle at the centre of mass of the cluster with mass equal to the total mass of all particles in this cluster. This generalises easily to electrostatic problems, where the total mass has to be replaced by the total charge of the cluster. As the cluster tree has a depth of O(log N p ), the numerical work for the treecode algorithm is O(N p log N p ). A very similar idea was proposed by Appel [1] with two major differences. Firstly, he uses a binary tree, splitting boxes based on the medians of positions of the particles, and secondly, he avoids rebuilding the cluster tree after each time step by a merging strategy for clusters. Again, his algorithm has a complexity of O(N p log N p ). Both methods only use the monopole moment of the particle distribution for the approximation of the forces. This leads to relatively high errors, especially in the case of non-uniform particle distributions. However, both methods can be extended to include further terms of the Taylor expansion. Computations with Taylor expansions up to order m have a complexity of O ((m+1) 3 N p log N p ). As the error in the far field decays exponentially, m is chosen as m ∼ | log ε|, where ε is a predefined error threshold. The downside of the Taylor expansion is the required knowledge of derivatives of the Newton potential for arbitrary orders. Even tough there are recursive expressions available, they are rather complicated and their implementation in a computer program is error-prone.
The Fast Multipole Method (FFM), proposed in [21] for two-dimensional problems, and extended in [22] to three-dimensional problems, is also a tree-based method. In contrast to the treecode discussed above, the FFM uses a Taylor expansion of the Newton potential in spherical coordinates up to a given order m, a technique wellknown in electrostatics. Whereas in the treecode expansions in only one variable were used, the FFM simultaneously expands the potential in both variables in the far field. Combined with a suitable iteration through the cluster tree, the numerical cost for the force evaluation is in O((m + 1)
3 N p ). Although being of linear complexity, this method is restricted to applications with Newton potentials. Additionally, it is much more complicated to implement than treecode-based scheme and involves the evaluation of Legendre polynomials and spherical harmonics in spherical coordinates of arbitrary order.
In this paper, we present a unified hierarchical framework for the grid-free simulation of plasma in bounded domains with the help of modern H 2 -matrices. Both the particle-particle and the particle-boundary interactions have linear complexity in the number of particles. Considering the downsides of treecode and FFM, we propose the usage of interpolation for the approximation in the far field. It is very easy to implement, as it only needs the value of a rather general kernel function at the interpolation points and furthermore, it is directly applicable to the approximation of vector-valued functions. The contribution of the boundary values to the electric field are computed via the Boundary Element Method, which only requires a discretisation of the boundary of the domain. This reduces the three-dimensional problem posed on the whole domain to a system of integral equations on a two-dimensional manifold. Similar ideas have already been presented in [16, 17, 18, 19] . The authors used a treecode-based approximation scheme with a boundary integral formulation to simulate plasmas in one-and two-dimensional domains. In contrast to their algorithm, we have both theoretical proofs and numerical evidence for linear complexity, both in the number of particles and the number of elements of the surface mesh. Additionally, we treat the particle and the boundary part evenly in terms of the approximation schemes we use.
This article is organised as follows. Section 2 reviews the Vlasov-Poisson system. The basic concepts of boundary integral equations and the Boundary Element Method are given in section 3. In section 4, we discuss hierarchical approximation techniques for Nyström and Galerkin matrices. Important aspects of the implementation of our method in a computer program are presented in section 5. Numerical examples validating our approach are given in section 6.
2. Vlasov-Poisson system. We consider the Vlasov-Poisson system for the particle density functions (f s ) s∈S of a multi-species plasma,
for species s ∈ S at position x in a domain Ω ⊂ R 3 with velocities v ∈ R 3 , subject to boundary conditions which are given later. The charge density is computed by
Here, q s is the charge of a particle of species s and
is a non-dimensional quotient of the Debye length
and the characteristic length L 0 . Here, ε 0 is the electric field constant, k B is the Boltzmann constant and T 0 , n 0 , q 0 denote the characteristic temperature, particle density and charge of the plasma, respectively. Following the Direct Simulation Monte Carlo (DSMC) method, the particle density functions are approximated by a weighted sum of products of point measures in phase space Ω × R 3 ,
defined by a system of N s particles of species s with corresponding positions (x
and the numerical weight w s . The charge density becomes
In the special case of a plasma with a single species, S = {e}, the weight is computed as
where |Ω| denotes the volume of Ω. The trajectories of the particles follow the differential equations
for t > 0, s ∈ S and i = 1, . . . , N s . The main scope of this paper is an efficient computation of the electric field given by equation (1) for an arbitrary domain Ω.
In the following, we drop the super-and subscripts indicating the species and assign an individual charge, mass and weight to each particle. The charge density is now written as
where
is the total number of particles. From now on, we focus on the grid-free computation of the electric field. For this, let us assume the Poisson problem
with given Dirichlet datum g D . Keeping in mind that the fundamental solution of the Laplace equation is given by
a particular solution φ p of the Poisson equation above for a fixed time t > 0 is
defined on R 3 , except for the positions of the particles. In order to find a solution of the BVP (3) with the help of φ p , we have to solve the auxiliary problem (6) −∆φ 0 = 0 in Ω,
The solution of the original problem is now
and the electric field at the time t in the position of particle i is computed as
Whereas the evaluation of φ p is grid-free by its nature, the numerical treatment of equation (6) involves, as a rule, the discretisation of the domain. When discretising Ω with a volume mesh, this approach turns into the usual PIC method, if one further regularises ρ total . However, this approach is not feasible for complex or irregular geometries, because one loses the highly structured mesh exploited by the choice of Poisson solvers, for example based on the Fast Fourier Transform.
For these domains, we propose the usage of fast Boundary Element Methods in order to solve the BVP (6), combined with a hierarchical evaluation of φ p and its gradient for the Dirichlet datum and the representation formula, respectively. 
where n Ω denotes the outward unit normal vector on Γ. The boundary value problem is considered in the weak sense, such that the solution is sought in the Sobolev space H 1 (Ω). We may follow the idea of the previous section and construct a particular solution φ p in order to homogenise the right hand side of the differential equation. An appropriate choice is the Newton potential
where U (x, y) is the fundamental solution given in (4). For g V = ρ total /β we recover (5). The problem (9) has a unique solution that admits for x ∈ Ω the representation formula
where γ 0 φ denotes the Dirichlet and γ 1 φ the Neumann trace of the unknown solution φ. For sufficiently smooth data and x ∈ Γ it holds
These trace operators can be extended to linear bounded operators with the following mapping properties:
Here, H s (Γ), s ∈ R denote the Sobolev-Slobodekii space on the boundary Γ, see, e.g. [26] , and
We apply the trace operators to the representation formula (11) and obtain the system of equations
This system contains the standard boundary integral operators which are well studied, see, e.g., [26, 29, 30] . For x ∈ Γ, we have the single-layer potential operator
the double-layer potential operator
and the adjoint double-layer potential operator
as well as the hypersingular integral operator
and
Obviously, if the traces γ 0 φ and γ 1 φ of the unknown solution φ are known, the representation formula (11) can be used to evaluate φ inside the domain Ω. However, these traces are only known on parts of the boundary according to (9) . Thus, we aim to approximate them on the whole boundary Γ with the help of a Galerkin BEM, following [30] . Therefore, let Γ be meshed by a quasi-uniform, conforming surface triangulation that is shape-regular in the sense of Ciarlet with N Γ triangles and M Γ nodes. We apply the conforming approximation spaces
where ϕ 0 k denotes the piecewise constant function that is one on the triangle of index k and zero else, and ϕ 1 i denotes the usual hat function corresponding to the node with index i. For simplicity, we write φ = γ 0 φ and assume that the triangles and nodes are numbered in such a way that the triangles for k = 1, . . . , N D lie in Γ D and the nodes for i = 1, . . . , M N are the ones without Dirichlet condition. We seek the approximation of the Dirichlet trace as
and the Neumann trace as
respectively, and φ D,h and t N,h accordingly. The coefficients
. . , N Γ are determined by interpolation of the given boundary data in (9) . Inserting the ansatz (13) and (14) into (12), testing with ϕ
. . , M N , respectively, and integrating over Γ yields
The matrices are defined by
where i, j = 1, . . . , M Γ and k, = 1, . . . , N Γ , with the block structure (16)
representing the Dirichlet and Neumann boundary parts of the matrices. Furthermore, we used
for j = 1, . . . , M Γ . Since in our case N 0 g V is computed easily using (10), we exploit the identity
in order to approximate N 1 and to avoid volume integrals. We refer the interested reader to [27] for more details. For a pure Dirichlet problem, i.e. Γ N = ∅, the system reduces to
We can omit the Newton potential when utilising the proposed decomposition (7) with φ 0 as solution of (6). This ansatz yields for the approximation of the Neumann trace t 0,h ≈ γ 1 φ 0 the system of linear equations
For a pure Neumann problem, i.e. Γ D = ∅, the system also reduces. The hypersingular integral operator, however, is not invertible on H 1/2 (Γ) and thus, the stabilised system [30] (18)
and stabilisation parameter α > 0. The system (18) is uniquely solvable since the matrix D h is symmetric and positive definite due to the properties of the integral operator D. Furthermore the stabilisation ensures that
4. Hierarchical approximation. Starting with the evaluation of the electric field in (8) , and the discretised system of integral equations from (12) , nearly all operations can be reformulated as matrix-vector multiplications with fully populated matrices.
A direct evaluation is both quadratic in memory and computational time, which can be large, even for a relatively small number of discretisation parameters. With the special structure of most of the matrices, it is possible to reduce storage requirements and computational costs to almost linear complexity by the use of hierarchical approximations of the dense matrices, called H-matrices. For key matrices like the particle part in (8) and the discretised boundary integral operators in (16), linear complexity is achieved.
For the rest of this section let us fix two index sets I and J , with associated sets X ⊂ R 3 and Y ⊂ R 3 , representing particles, nodes or triangles of the surface mesh. We write R I and R I×J for the vector space R #I , respectively the space of of matrices R #I×#J , emphasising the chosen index sets. The matrices A ∈ R I×J arising from (5) and (8) are Nyström matrices
where k is the fundamental solution (4) or its gradient, and X = (x i ) i∈I , Y = (y j ) j∈J . The Galerkin-type BEM matrices from (15) have the form
with trial functions (ϕ j ) j∈J , whose support are in Y ⊂ Γ and test functions (ψ i ) i∈I with support in X ⊂ Γ. Again, k denotes the fundamental solution (4) or its normal derivative.
The H-matrix approximation [24, 8, 4 ] is based on the low-rank factorisation of appropriate matrix blocks,
where σ ⊂ I, τ ⊂ J , U ∈ R #σ×r , V ∈ R #τ ×r and r ∈ N denotes the rank of the approximation. To significantly reduce the storage requirements and the computational complexity, r max{#σ, #τ } must hold. The matrices U and V may be computed by a truncated Singular Value Decomposition (SVD). However, the SVD is computationally expensive and all entries of the block have to be computed. To circumvent these problems, Rjasanow and Bebendorf proposed the Adaptive Cross Approximation (ACA) [3, 5, 4] , see also the monograph [28] . A variant of the ACA, the Partial ACA, does not require the fully computed matrix block, but only computes the entries which are needed for a low rank approximation. A large class of methods is based on the approximation of the kernel function k by a degenerate expansion,
The error k − k (r) X ×Ỹ decays exponentially with the rank r for degenerated approximations based on Taylor expansion [24] , interpolation [10, 12] or multipole expansion [13, 23, 15] , provided thatX andỸ are well separated and the kernel is asymptotically smooth.
and there exist C, r, γ > 0 and s ∈ R with
for all x ∈ X, y ∈ Y, x = y, α, β ∈ N 3 , α + β = 0 and
Remark 4.2. The requirement of smoothness in both variables can be relaxed to the variable for which the Taylor expansion or interpolation is used. Therefore, the approximation techniques also apply for non-smooth kernels, for instance the normal derivative of the fundamental solution on a manifold with edges.
The definition of η-admissibility specifies when two subsetsX ⊂ X andỸ ⊂ Y are well separated in the sense of the error estimates cited above.
for an expansion in the second variable if
if one can choose between an expansion in the first or the second variable
and for a simultaneous expansion in both arguments
There are also methods which combine ideas of the ACA with degenerated expansions, for instance HCA [11] or the Green hybrid method [9] . Searching for the optimal partition of I ×J in a sense that equation (21) holds for most blocks with minimal rank r is prohibitively expensive. Therefore, the partition of I × J , called block cluster tree, is constructed via partitions of I and J . These are given as cluster trees. Definition 4.4. A tree T (I) with nodes V and edges E is called a cluster tree if i. I is the root of T (I), ii. each non-leaf node is a disjoint union of its sons, iii. each non-leaf node has at least two sons. For a node σ ∈ V the set of sons is defined as S(σ) = {σ ∈ V : (σ, σ ) ∈ E} and the set of leaf nodes is L(T (I)) = {σ ∈ V : S(σ) = ∅}.
Remark 4.5. It is often diserable to bound the size of cluster leafs from below, i.e. #σ > n min for all σ ∈ L(T (I)).
This also bounds the minimal size of the matrix blocks. We assert that all clusters discussed here satisfy this estimate with a predefined minimal leaf size n min .
The cluster trees T (I) and T (J ) are usually obtained via geometric clustering. Typical methods use principal component analysis or cardinality splitting. The block cluster tree is defined as a cluster tree of I × J .
Definition 4.6. Let S I and S J denote the son mappings of the cluster trees T (I) and T (J ), respectively. The block cluster tree of I × J is fully described by the son mapping
Admissibility is understood in the sense of Definition 4.3.
H-matrices are defined with the help of the block cluster tree from Definition 4.6 and a rank distribution on its admissible leafs. Definition 4.7. Let T (I × J ) be the block cluster tree of I × J with leaf blocks P = L(T (I × J )). The set of the hierarchical matrices defined on T (I × J ) with admissible partition P and rank distribution r : P → N is defined as
The next lemma gives a relatively rough estimate on the storage requirements of a H-matrix.
Lemma 4.8. The storage requirements for elements of H(P, r) with a constant rank distribution r is in O(r(#I log #I + #J log #J )) for balanced cluster trees T (I) and T (J ). A cluster tree is called balanced if the quotient of the cardinalities of all sons is uniformly bounded from below.
The complexity of the matrix-vector multiplication follows directly from the storage estimates of Lemma 4.8.
Lemma 4.9. Let y ∈ R I , x ∈ R J , A ∈ H(P, r) and α ∈ R. The matrix-vector multiplication y ← y + αAx needs at most O(r(#I log #I + #J log #J ))
operations given the assumptions of Lemma 4.8.
An important subset of H-matrices for which linear complexity estimates are proofed are called H 2 -matrices, which themselves are a special case of uniform H-matrices. An important concept for these matrices are cluster basis. Definition 4.10. Let T (I) be a cluster tree and r I : T (I) → N be a rank distribution. The family of matrices
is called cluster basis (for T (I) and r I ).
Definition 4.11. Let T (I × J ) be a block cluster tree with leafs P , formed by cluster trees T (I) and T (J ) with rank distributions r I , r J and cluster basis V and W, respectively. A ∈ R I×J is called uniform H-matrix if for all admissible σ × τ ∈ P there are coupling matrices K (σ,τ ) ∈ R r I (σ)×r J (τ ) with
This special format reduces required storage as the cluster basis only depends on the cluster trees, but not on the block cluster tree. The storage requirements can be even more reduced if the cluster basis expose a nested structure.
Definition 4.12. Let T (I) be a cluster tree with rank distribution r and corresponding cluster basis V. V is called nested if for all σ ∈ T (I) \ L(T (I)) there are transfer matrices E (σ ,σ) ∈ R r(σ )×r(σ) , σ ∈ S(σ) such that
where σ , σ , . . . ∈ S(σ). Definition 4.13. H 2 -matrices are uniform H-matrices with nested cluster basis. For a block cluster tree T (I × J ) with partition P = L(T (I × J )) and cluster basis V, W for T (I) and T (J ), respectively, the set of H 2 -matrices is denoted by
Lemma 4.14. The storage requirement and the complexity of the matriv-vector multiplication for elements of H 2 (P, V, W) are bounded by
where r denotes the maximal rank of the cluster basis.
H 2 -matrices naturally appear for interpolation based approximation of the kernel function. Let T (I) and T (J ) be cluster trees with block cluster tree T (I × J ) and partition P = L(T (I ×J )). Furthermore, let (X σ ) σ∈T (I) and (Y τ ) τ ∈T (J ) be partitions of X and Y induced by the respective cluster trees.
For all σ × τ ∈ T (I × J ), we fix tensorised interpolation nodes of order d, namely (x α σ ) |α|∞<d for X σ and (y β τ ) |β|∞<d for Y τ . For an admissible block σ×τ we approximate the kernel function with
where (L (19) we get
and analogously for W.
Notes on the implementation.
In this section we discuss our scheme with regard to its implementation utilising hierarchical matrices. We also give an overview of the employed software packages. All approximations with H 2 -matrices in this section use polynomial interpolation as discussed at the very end of section 4.
At each time step, the system of boundary integral equations (12) is solved to obtain the Dirichlet and Neumann traces for the representation formula (11) . The matrices from the discrete formulation (15) only depend on the discretisation of the boundary Γ but not on the Dirichlet or Neumann boundary data or the positions of the particles. Therefore they are computed in a preprocessing step and stored. Afterwards, they are used for simulations with same geometry but possibly different boundary data or particle distributions. All BEM matrices are approximated by H 2 -matrices. For moderately sized problems, we also compute the inverse of the single layer potential and approximate it by a H 2 -matrix. Although this leads to cubic complexity in the number of triangles, solving the linear system directly is faster than using an iterative method. For larger problems, this is not feasible anymore. We then apply a preconditioned conjugate gradient method, see [30] for preconditioning techniques in case of BEM matrices.
The computation of the discrete Dirichlet trace of the Newton potential N 0 requires the L 2 -projection onto the space of piecewise constant trial functions. This can be formulated as a matrix-vector multiplication. The computationally expensive matrix is efficiently approximated by a H 2 -matrix. Let us fix quadrature rules for all triangles of the surface mesh. Ideally all nodes lie on the edges of the triangles, therefore reducing the number of function evaluation as triangles sharing a common edge also share quadrature nodes and only differ in the weights. Typical choices are the midpoints of the edges of the triangles or the vertices of the triangles. We collect all quadrature nodes in a global set (y j ) i∈J and denote the positions of the particles by (x i ) i∈I . We can write
where w q = (w i q i ) iI is the vector of weighted charges,
are the evaluations of the fundamental solutions of the particles at the quadrature nodes and M is a sparse matrix mapping the global nodes (y j ) j∈J to the corresponding triangles, multiplied with the quadrature weights. The matrix Φ is a Nyström matrix whose approximation by H 2 -matrices is discussed in section 4. By applying the mentioned approximation technique, the evaluation of N 0 is reduced to linear complexity in both the number of particles and the number of triangles. The Neumann trace N 1 is now readily computed by the relation (17) in linear complexity given the matrices are approximated by H 2 -matrices. For the computation of the electric field the gradient of the representation formula is evaluated at the positions of the particles. In order to efficiently apply the gradient, each evaluation of a component is reformulated as a matrix-vector product. Due to the special structure of the fundamental solution (4), these products are computed simultaneously. We illustrate this for the computation of the gradient of the Newton potential. For a particle at position x i , the electric field generated by the particles is
We get the kth component of the electric field as
were w q is the vector of weighted charges and
is the matrix of the kth components of the fundamental solutions shifted by the positions of the particles. Note that the computationally expensive part of this evaluation is the denominator, which is the same for all three components of the electric field. Therefore we compute the third power of the distance only once and use this result for the computation of all three matrix entries. Again, the matrices F (1) , F (2) and F (3) are Nyström matrices which is approximated by H 2 -matrices reducing the complexity of the matrix-vector multiplication from quadratic to linear with respect to the number of particles. To stabilise the evaluation of the singular Coulomb potentials for small distances, we use a regularisation of the fundamental solution, namely
with the regularisation parameter δ > 0, which may be chosen by physical considerations. The same regularisation is also applied to the gradient of the fundamental solution.
In our scheme, the aforementioned H 2 -matrices involving the positions of the particles are never fully built. Instead we exploit their hierarchical structure and compute the matrix-vector products on the fly. Iterating through the block cluster tree and accumulating the contribution of the admissible leafs, the computation of the full matrices Φ, (F (k) ) 3 k=1 are reduced to the computation of the small leaf matrices. Only storage for these small matrices is allocated which are freed after a matrix-vector multiplication with parts of the vector w q . The positions of the particles change after each time step. It is therefore necessary to rebuild the cluster tree, block cluster trees and the cluster basis. Although with a formal complexity of O(#I log #I), the computational time is negligible compared to the computation of the BEM gradient, see the timings in section 6
The computation of the electric field relies heavily on an efficient implementation of the hierarchical matrix format and tree-based data structures. We developed our code based on the H2Lib
1 . Written in the programming language C, all basic data structures and higher level routines like matrix-vector and matrix-matrix multiplication or factorisation algorithms are available, as well as a BEM module for the Laplace equation in three dimensions, which is used in the subsequent computations.
6. Numerical examples. In this section we present several numerical examples. We begin with benchmarking the evaluation of the electric field and conclude with physically motivated examples that demonstrate classical plasma phenomena.
6.1. Verification of linear complexity. We numerically validate the linear scaling of the computational time for the evaluation of the electric field at the positions of the particles. The computation is split into four parts:
1. Building the cluster basis in O(N p log N p ), 2. computation of N 0 according to (22) in linear complexity, 3. computation of the particle-particle force, see (23) in linear complexity, and 4. evaluating the gradient of the representation formula (11) in linear complexity. For our tests, we triangulate the surface of the unit ball in R 3 and uniformly distribute negatively charged particles inside the domain. Appropriate nondimensionalisation is irrelevant for this test, so we set all masses, charges and weights to unity. Homogeneous Dirichlet boundary conditions are chosen for the electric potential. We use d = 5 interpolation nodes at each spatial direction for the H 2 -matrix approximation. The minimal cluster leaf size n min is 2d 3 and the admissibility constant η is 2. Figure 1 shows the relative computational times for a fixed mesh with varying number of particles. The relative magnitudes of the different steps during the computation of the electric field are given in Figure 2 . Although formally being of complexity O(N p log N p ), we observe a linear scaling of the computation of the cluster basis. Furthermore, the absolute timings are in the order of 100 ms making this part of the algorithm negligible compared to rest of the algorithm which takes in the order of seconds. The evaluation of N 0 almost perfectly scales linearly with the number of particles. The evaluation of the gradient of the Newton potential and of the representation formula follow a linear trend. The constant hidden in the O notation of Lemma 4.14 depends on the form of the block cluster tree. As the particles are distributed randomly in the unit ball, we cannot expect to obtain the same shape Figure 1a , the evaluation of N 0 in Figure 1b , the particle field in Figure 1c and the gradient of the representation formula in Figure 1d . The number of triangles is 1 280. constant for the block cluster tree for a large range of numbers of particles. Figure 3 shows that the computation of the gradient of the representation formula and of N 0 scale linearly with the number of triangles. 
Note that the integral of the right-hand side over Ω is zero, as w = |Ω|/n. A particular solution for the homogeneous background charge is By subtracting traces of the particular solution φ b , we transform the boundary value problem to
The electric field is now obtained by
As φ b is independent of the geometry and the distribution of the particles, its evaluation and the evaluation of its gradient are grid-free, as well as the computation of φ e . Computations with background charge can be found in subsection 6.2.2 and subsection 6.2.3.
6.2.1. Accelerator. As a first example for non-trivial boundary conditions, we consider an accelerator geometry, meshed with 8 904 triangles. The physically relevant parameters are L 0 = 0.1 m, n 0 = 10 12 m −3 and k B T 0 = 1 eV. The profile of the rotationally symmetric accelerator and the boundary conditions for the electric potential are depicted in Figure 4 . The particles are initially placed in the left cylinder with a bulk velocity of 10 in positive x-direction and are absorbed at the boundary. Once they pass the first narrow, called screen, they are focused such that they pass the second narrow, the accelerator, without being absorbed by the boundaries. The distribution of 3 000 particles after 100 time steps with a time step size of 10 −3 is shown in Figure 5. 6.2.2. Plasma oscillations. As a first example with a homogeneous background charge, we examine plasma oscillations. The geometry is a cylinder along the z-axis with radius 1 and height 5, centered in 0. It is discretised with 2 110 triangles. The characteristic quantities are L 0 = 0.1 m, n 0 = 10 12 m −3 and k B T 0 = 1 eV. 5 000 particles are distributed uniformly in a smaller cylinder of height 4 around the centre of the geometry. Their initial velocities are set to 0. The boundary is absorbing; at the bases we set homogeneous Dirichlet conditions and homogeneous Neumann conditions on the rest. To prevent the particles from being absorbed at the lateral surface of the cylinder, we add a constant magnetic field in the order of 10 mT along the z-axis. The acceleration due to the magnetic field is computed with the Boris scheme [6, 7] oscillates with the plasma frequency
which depends only on the electron density. As we simulate the plasma in a bounded domain, we cannot expect the plasma to oscillate with the frequency ω p . Instead, we validate that the frequency for the bounded domain is still a function of the square root of n 0 . In order to do so, we vary the electron density n from n 0 to 100n 0 . Counting the number of particles in three parts of the cylinder, z ∈ [−2.5, 2], z ∈ [−0.25, 0.25] and z ∈ [2, 2.5] at each time step, we extract the dominating non-zero frequency after with the help of the Discrete Fourier Transform. The numbers of particles in the left, the middle and right part of the cylinder for n = 10n 0 is shown in Figure 6 . The distribution of the particles oscillates with dominating frequency of 12 in units of 1/t 0 , which corresponds to a angular frequency of ω c = 3.2 · 10 8 1 s in physical units. This is in the order of the plasma frequency ω p = 10n 0 e 2 ε 0 m e ≈ 1.8 · 10 8 1 s .
The spectra of the lines in Figure 6 only differ in magnitude, not in the positions of peaks. Therefore, we only show the spectrum of the second line of Figure 6 in Figure 7 . Repeating this several densities between n 0 and 100n 0 yields Figure 8 , from which the dependency of the frequency on the square root of the density is clearly deduced.
Plasma sheath.
A classical nonlinear phenomenon in plasma physics is the formation of sheaths, see the classical textbook [14] . Fourier spectrum of the number of particles in the middle of the cylinder, the red line in Figure 6 . The constant mode is excluded from the spectrum. 0.1 m, n 0 = 10 13 m −3 and k B T 0 = 1 eV. We uniformly distribute 10 000 particles with velocity following a Maxwellian distribution with temperature 1 and bulk velocity 0 within the unit sphere, which is discretised with 1 280 triangles. The particles are absorbed at the boundary; for the electric potential, we impose homogeneous Dirichlet boundary conditions. The system is evolved with a time step size of 10 −3 . Figure 9 shows the number of particles within the unit sphere as a function of time. At the beginning, the fastest particles leave the sphere, giving rise to a positive charge at the boundary. With the growing potential barrier, the particles are excluded from 6.3. Summary. To summarise, the numerical examples show that we are capable to simulate important non-linear plasma phenomena like plasma oscillations or the formation of sheaths. The results also match available theoretical predictions. Furthermore, the numerical study demonstrates the linear complexity of our method and its applicability on three-dimensional domains with mixed boundary values. The efficiency and flexibility of our approach open the possibilities for future simulations of complex problems in different plasma regimes.
