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Abstract In this paper, we tackle the problem of theoretical
evaluation for the multistage parallel interference cancellation
(PIC) scheme in a direct-sequence code-division multiple access
(DS-CDMA) system with orthogonal modulation and long scram-
bling codes. The studied system operates on the reverse link in
a time-varying multipath Rayleigh fading channel. By applying
the Central Limit Theorem and some other approximations to
multiple access interference (MAI) and intersymbol interference
(ISI), as well as assuming identically distributed chips from a
single interferer, the bit error rate (BER) performance of the PIC
scheme at any stage can be recursively computed from the signal-
to-noise ratio, number of users, the number of path per user,
processing gain of the CDMA system, and the average received
power of each path. For completeness, the BER expression is
derived for chip synchronous and chip asynchronous systems
over both equal and unequal power multipath channels. The
proposed analysis is validated by the Monte-Carlo simulations
and proved to be reasonably accurate, and it gives insight into
the performance and capacity one can expect from PIC-based
receivers under different situations. For instance, the analytical
results can be used to examine the convergence property, mul-
tipath diversity gains as well as near-far resistance of the PIC
scheme.
Index Terms: code division multiple access, M-ary orthogonal
modulation, parallel interference cancellation, frequency-selective
Rayleigh fading channels, performance analysis, bit error rate.
I. INTRODUCTION
A code-division multiple access (CDMA) cellular communi-
cation system is inherently interference limited. This is due to
the difficulty of maintaining orthogonality on the reverse link
between code channels used by independent mobile stations,
which transmit asynchronously. This form of interference lim-
its the uplink capacity severely. Very significant capacity gains
can be achieved if multiuser interference can be reduced, or
if multiuser detection (MUD) techniques are employed [1]. In
addition to multiple access interference (MAI), CDMA system
also suffers from multipath fading. Mobile radio communi-
cation channels are time-varying channels, characterized by
the presence of both delay and Doppler spreading. Depending
on the delay spread and the data rate, the channel may be
approximately flat fading or frequency-selective fading. In the
latter case, the received signal includes multiple versions of
the transmitted waveform which are attenuated (faded) and
delayed in time, and ISI is therefore introduced.
The system under study is an asynchronous direct-sequence
CDMA (DS-CDMA) system with orthogonal signaling for-
mats. It resembles the uplink of an IS-95 system in that
the narrow-band bit stream is spread by one of M possible
Walsh (Hadamard) codewords, which are not used for user
separation, but for M -level modulation. The transmitted chip
sequence from a particular user is the concatenation of Walsh
sequence (representing the transmitted symbol) and a long
scrambling code. The Walsh code is employed for combining
the advantages of spreading and coding to achieve improved
performance for spread spectrum (CDMA) systems. The use
of orthogonal modulation also allows for iterative decision-
directed channel estimation, and coherent detection can there-
fore be achieved without wasting resources on pilot symbols.
The use of Walsh codes is widespread in practical CDMA
systems. For example, they are used in the IS-95 system for
orthogonal modulation in the uplink and user separation in
the downlink; in 3G systems, they are used for spreading or
channelization.
The aperiodic nature of the long scrambling codes em-
ployed in this work precludes the use of linear multiuser
detection schemes, e.g., the linear minimum mean-squared
error (MMSE) and decorrelator detectors, due to their high
computational complexity. In general, when long codes are
employed, the nonlinear cancellation schemes are preferred,
and the use of linear MUD becomes cumbersome, as in
this case, the crosscorrelations between different users’ sig-
nature sequences vary at the data rate. Nonlinear cancellation
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Fig. 1. Block diagram of the transmitter.
algorithms for M -ary orthogonal modulation in DS-CDMA
systems were proposed in several papers. For instance, parallel
and successive interference cancellation were presented in [2],
[3]. The interference is estimated and subtracted from the
received signal before detection is done. Iterative schemes
for demodulating M -ary orthogonal signaling formats in DS-
CDMA systems were proposed in [4], [5], using nonlinear
MMSE and PIC, respectively. Time-varying Rayleigh fading
channel is assumed in those papers, necessitating channel
estimation for effective interference cancellation.
The performance of orthogonal modulated DS-CDMA sys-
tem with noncoherent and coherent combining was evaluated
analytically in [6], [7] and in [8] respectively. The performance
of interference canceler for short-code CDMA systems with
BPSK signaling was investigated, e.g., in [9]–[12]. An adaptive
multistage PIC scheme was analyzed in [9], and a closed
form expression for BER performance is presented for the
system operating over AWGN channels. The BER expressions
are extended to derive asymptotic limits on the performance
of interference cancellation as the number of cancellation
stages approaches infinity, demonstrating a fundamental limit
on the performance that can be expected from the multistage
PIC scheme. In [11], an analytical BER expression for an
adaptive multistage interference canceler was presented using
an improved Gaussian approximation. The inclusion of second
order statistics of MAI allows better performance prediction
in cases where interference power has a random distribution,
and it can be used to evaluate the performance of multistage
PIC in arbitrary fading environments.
However, to our best knowledge, no results on the per-
formance analysis of PIC for long-code CDMA systems in
general, and PIC for orthogonal modulated CDMA systems in
particular are available in the existing literature. The previous
performance evaluation only relied on the use of simulation
techniques. M -ary orthogonal modulation is essentially a pro-
cess of block encoding using Walsh codes, which improves the
power efficiency of the system compared to other modulation
schemes. It was also shown in [13], [14] that M -ary sig-
naling improves bandwidth efficiency significantly compared
to binary signaling in fading and non-fading channels, and
the efficiency further improves as the order of multipath
diversity increases. In addition, the orthogonal modulation
facilitates the non-coherent detection in the initial stage of
PIC process, and produces a rough estimate of transmitted
data which is needed for channel estimation and subsequent
interference cancellation stages. In this way, both channel
estimation and PIC can be carried out in a decision-directed
mode. However, with other modulation schemes, e.g., BPSK,
we need to resort to pilot-aided method. By exploiting the
code structure and using some approximation techniques, we
provide an analytical approach to assess the performance of
PIC for the system under question in this paper.
The structure of this paper is as follows. Section II intro-
duces the transmitter and channel model as well as receiver al-
gorithms including conventional matched filter (MF) and mul-
tistage PIC. In Section III, we present theoretical analysis of
the receiver algorithms. In Section IV, the accuracy of the PIC
performance analysis is verified with computer simulations.
We also show some important aspects of the PIC algorithm
based on theoretical analysis, e.g., its convergence property,
multipath diversity gains, and near-far effects. Conclusions are
drawn in Section V.
II. SYSTEM MODEL AND RECEIVER ALGORITHMS
Fig. 1 shows the signal path for the kth user. The kth
user’s jth symbol is denoted by ik(j) ∈ {0, 1, . . . ,M − 1},
and mapped into wk(j) ∈ {w0, . . . ,wM−1}, which is one of
the by M orthogonal signal alternatives. The Walsh codeword
wk(j) ∈ {+1,−1}M is repetition encoded into
sk(j) = rep(wk(j), N/ log2M) ∈ {+1,−1}N
where rep(·, ·) denotes the repetition encoding operation
where its first argument is the input bits and the second one is
the repetition factor. Therefore, each bit of the Walsh codeword
is spread (repetition coded) into Nc = N/M chips, and each
Walsh symbol is represented by N chips and denoted as sk(j).
The Walsh sequence sk(j) is then scrambled (randomized) by
a scrambling code unique to each user to form the transmitted
chip sequence
ak(j) = Ck(j)sk(j) ∈ {+1,−1}N
where Ck(j) is an N × N diagonal matrix whose diagonal
elements (comprising of +1s and −1s) correspond to the
scrambling code for the kth user’s jth symbol. The purpose
of scrambling is to separate users. In this paper, we focus on
the use of long codes, e.g., the scrambling code differs from
symbol to symbol. The scrambled sequence ak(j) is pulse
amplitude modulated using a unit-energy chip waveform ψ(t)
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to form the baseband signal, i.e., sk(t) =
∑
n ak(n)ψ(t−nTc),
where Tc is the chip duration and T = NTc is the symbol
duration. For simplicity, we assume that ψ(t) is a rectangular
pulse with support t ∈ [0, Tc).
The baseband signal is multiplied with a carrier and
transmitted over a Rayleigh fading channel with Lk re-
solvable paths with time-varying complex channel gains
hk,1(t), . . . , hk,Lk(t) and delays τk,1, . . . , τk,Lk . We assume,
without loss of generality, that τk,1 < τk,2 < · · · < τk,Lk .
The received signal is the sum of all users’ contributions plus
additive white Gaussian noise with power spectral density
N0/2. The passband signal, rRF(t) is formed according to
Fig. 1, and the complex envelope1 of the received signal can
be written as
r(t) = n(t) +
K∑
k=1
Lk∑
l=1
hk,l(t− τk,l)sk(t− τk,l)
where n(t) has the second moments E[n(t)n(s)] = 0 and
E[n(t)n∗(s)] = N0δ(t − s), and δ(·) is the Dirac delta
function. The average power of hk,l(t) is denoted by Pk,l =
E[|hk,l(t)|2].
The output from the chip-matched filter is denoted by
y(t) = r(t) ∗ψ(−t) and is sampled every Tc seconds to yield
y(iTc) = r(t) ∗ ψ(−t)|t=iTc
= ν(iTc) +
∑
n
K∑
k=1
Lk∑
l=1
hk,l(t− τk,l)ak(n)
· ψ(t− nTc − τk,l) ∗ ψ(−t)|t=iTc
where ν(t) = n(t) ∗ ψ(−t), the noise sample ν(iTc) is a
zero-mean complex Gaussian random variable with second
moments E[|ν(iTc)|2] = N0 and E[ν2(iTc)] = 0.
Let pk,l and k,l ∈ [0, 1) be the integer and fractional part
of the delay τk,l, i.e., τk,l = (pk,l + k,l)Tc. Assuming that the
channel gains are approximately constant during one symbol
duration, the vector r(k, j) ∈ CNk corresponding to the kth
user’s jth symbol contains Nk = N + pk,Lk − pk,1 samples
of y(iTc) and can be written in the following forms
r(k, j) = A(k, j)h(j) + n(k, j) (1)
= Xk,ik(j)(j)hk(j) + ISI(k, j) + MAI(k, j) + n(k, j)
As shown in Fig. 2, y(iTc) consists of contributions from all
users’ path signals and the additive noise. The n(k, j) vector
is a vector of the noise samples ν(iTc). Each column of the
matrix A(k, j) represents the contribution from each path and
is the the product of the channel gain and a shifted version
of the appropriate user’s chip sequence (the shift is due to the
path delay). The columns of A(k, j) are weighted together by
h(j), whose elements are the path gains of all users’ paths.
From Fig. 2, we see that r(k, j) can be written as the sum of
four terms: the signal of interest, the intersymbol interference
(ISI), the multiple access interference (MAI), and the noise.
The signal of interest is the part of y(iTc) that is due to the
kth user’s jth symbol. In Fig. 2, the signal of interest for first
1The passband signal, rRF(t), can be written in terms of the complex
envelope r(t) as rRF(t) =
√
2 Re{r(t)ejωct}, where ωc is the carrier
frequency.
user, X1,i1(j)(j)h1(j) is marked with bold lines. The columns
of the matrix Xk,ik(j)(j) are essentially the shifted versions
of the chips due to the kth user’s jth symbol, one column
per path. The columns of Xk,ik(j)(j) are weighted together
by the vector hk(j), whose elements are the path gains of the
kth user’s paths. The contribution only from the kth user’s jth
symbol can be written as Xk,ik(j)hk(j).
The matrix A(k, j) ∈ RNk×Ltot , (Ltot is the total number
of paths of all users, i.e., Ltot =
∑K
k=1 Lk) is defined as
A(k, j) =
[
A1(k, j) · · · AK(k, j)
]
,
Ai(k, j) =
[
ai,1(k, j) · · · ai,Lk(k, j)
]
[ai,l(k, j)]n = (1− i,l)ai(jN + pk,1 + n− pi,l)
+ i,lai(jN + pk,1 + n− pi,l − 1)
(2)
where Ltot =
∑K
k=1 Lk. Note that A1(k, j) = X1,i1(j)(j) +
ISI(k, j), i.e., X1,i1(j)(j) is the part of A1(k, j) that only
contains the desired signal, see Fig. 2. The channel vector
h(j) ∈ CLtot is defined as
h(j) =
[
h
T
1 (j) h
T
2 (j) · · · hTK(j)
]T
,
hi(j) =
[
hi,1(jT ) hi,2(jT ) · · · hi,Li(jT )
]T
.
The notation used in this paper is introduced as follows.
The transpose, conjugate transpose, and 2-norm of a vector x
are denoted by xT , x∗, and ‖x‖ = √x∗x, respectively. The
nth element of a vector x is denoted by [x]n. The symbols R
and C denote the real field and complex field, respectively.
The task of the receiver is to detect the information bits
from all users, i.e., detect ik(j) for k = 1, 2, . . . ,K, j =
1, 2, . . . , Lb (Lb is the block length) given the observation
r(k, j). The decision on the kth user’s jth symbol, is found
as
iˆk(j) = arg max
m∈{1,2,...,M}
zk(m)
where zk(m) is the decision statistic from symbol matched
filter or multiuser detector (interference canceler in our case),
based on the condition that the mth Walsh symbol is trans-
mitted from user k.
With conventional MF, the soft decision is formed by
correlating the received signal with the M possible transmitted
waveforms. Without the knowledge of the fading processes,
the receiver has to use an equal gain combining scheme, and
the soft decision is formed in a path-by-path noncoherent
manner as
zk(m) =
Lk∑
l=1
|x∗k,l,m(j)r(k, j)|2 (3)
where xk,l,m denotes the transmitted chip sequence due to
the kth user’s jth symbol from the lth path based on the
hypothesis that the mth Walsh symbol is transmitted. It is
formed by scrambling sm with Ck(j) and compensating with
the path delay τk,l. This simple scheme is particularly useful
in the beginning of the detection process when the estimates
of the fading channel are lacking, we must therefore carry out
the detection in a noncoherent manner.
3
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Fig. 2. Sketch of contributions from the users’ paths to the received signal. The signal during the indicated time interval is represented by r(1, j).
This MF based single user receiver has poor performance
in multiuser environments since it considers MAI as addi-
tive noise and the knowledge about MAI is not exploited
in any way. An effective tool to increase the capacity of
interference-limited CDMA systems is multiuser detection,
a method of jointly detecting all the users in the system.
Among different MUD techniques, the multistage interference
cancellation schemes are known to be simple and effective
for mitigation of MAI in long-code DS-CDMA systems.
Interference cancellation has been the subject of study in
several papers, e.g., [2]–[5]. For the purpose of this study, we
consider the PIC scheme introduced in [5]. The basic principle
is that once the transmitted signals are estimated for all the
users at the previous iteration, interference can be removed by
subtracting the estimated signals of the interfering users from
the received signal r(k, j) to form a new signal vector r′(k, j)
for demodulating the signal transmitted from user k, i.e.,
r
′(k, j) = r(k, j)−Aˆ(p−1)(k, j)hˆ(p−1)(j)+Xˆ(p−1)k (j)hˆ(p−1)k (j)
where r′(k, j) ∈ CNk denotes the interference canceled
version of r(k, j) after subtracting the contributions from all
the other users using decision feedback at the (p− 1)th stage.
The vector Aˆ(p−1)(k, j)hˆ(p−1)(j) represents the estimated
contribution from all the users calculated by using the esti-
mated data matrix Aˆ(p−1)(k, j) and channel vector hˆ(p−1)(j).
The vector Xˆ(p−1)k (j)hˆ
(p−1)
k (j) is the estimated contribution
due to the jth symbol from all paths of user k. The soft
decision with PIC at the pth (p > 1) stage is formed as
z
(p)
k (m) = Re{hˆ∗(p−1)k (j)X∗k,mr′(k, j)}
= Re{hˆ∗(p−1)k (j)X∗k,m[r(k, j)− Aˆ(p−1)(k, j)hˆ(p−1)(j)
+ Xˆ
(p−1)
k (j)hˆ
(p−1)
k (j)]} (4)
where Xk,m =
[
xk,1,m xk,2,m · · · xk,Lk,m
]
. With the
estimated channel vector hˆ(p−1)k (j), we can combine the
hypothesized contributions from all the paths of the same user.
The soft metric need not to be computed in a path-by-path
fashion like we did for the noncoherent MF demodulator.
III. THEORETICAL ANALYSIS
A. Performance analysis for non-coherent rst stage
To evaluate the probability of error, without loss of gener-
ality, let us assume the jth symbol transmitted from the kth
user is the first Walsh symbol. The decision statistic expressed
in (3) can be reformed as
zk(m) =


Lk∑
l=1
|Dk,l +Mk,l + Ik,l +Nk,l|2, if m = 1;
Lk∑
l=1
|Mk,l + Ik,l +Nk,l|2, if m 6= 1.
(5)
where Dk,l = Nhk,l,Mk,l, Ik,l, and Nk,l stand for the desired
signal, contribution from MAI, ISI, and noise, respectively.
In [15], the long pseudonoise sequences were modeled as
random binary sequences which, together with the central
limit theorem, justifies that ISI and MAI can be modeled as
white Gaussian noise. In this way, an equivalent noise-power
spectral density for interference can be defined, which gives
immediate insight into the degree of interference present in
the receivers. This approach applies to the analysis of the
studied system due to the employment of long sequences. It
facilitates the computation of the variance of Mk,l and Ik,l. If
the processing gain is large enough, both MAI and ISI terms
can be modeled as independent zero mean complex Gaussian
random vectors and they are uncorrelated with the noise
vector. Therefore, for the kth user’s lth receiver branch, the
interference plus noise variance is σ2 = σ2M+σ
2
I+σ
2
N , where
σ2M = var[Mk,l] = E[|Mk,l|2], σ2I = var[Ik,l] = E[|Ik,l|2],
and σ2N = var[Nk,l] = E[|Nk,l|2]. Note that σ2, σ2M, and
σ2I depend on k and l, which is not explicitly indicated in
order to simplify notation. The noise variance can be easily
computed as σ2N =
∑N
n=1N0 = NN0. According to [15], for
direct-sequence systems with long spreading sequences, the
elements (chips) of each ISI or MAI sequence corresponding
to the sth user’s ith path, can be approximated as statistically
independent and each element can be treated as a zero mean
Gaussian random variable with variance 23 E[|hs,i|2] = 23Ps,i
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for chip asynchronous systems2 and E[|hs,i|2] = Ps,i for
chip synchronous systems given ψ(t) is a rectangular pulse.
Consequently, we can derive the variance of the MAI and ISI
as
σ2M =


2
3
K∑
s=1
s6=k
Ls∑
i=1
N∑
n=1
E[‖hs,i‖2] = 2N
3
K∑
s=1
s6=k
Ls∑
i=1
Ps,i,
for chip asynchronous systems;
K∑
s=1
s6=k
Ls∑
i=1
N∑
n=1
E[‖hs,i‖2] = N
K∑
s=1
s6=k
Ls∑
i=1
Ps,i,
for chip synchronous systems.
σ2I =


2
3
Lk∑
i=1
i6=l
N∑
n=1
E[‖hk,i‖2] = 2N
3
Lk∑
i=1
i6=l
Pk,i,
for chip asynchronous systems;
Lk∑
i=1
i6=l
N∑
n=1
E[‖hk,i‖2] = N
Lk∑
i=1
i6=l
Pk,i,
for chip synchronous systems.
It is worth noticing that a chip asynchronous system is
more resistant to MAI and ISI a chip synchronous system.
In case of equal gain among different diversity branches,
i.e., Pk,1 = Pk,2 = · · · = Pk,Lk = P , the interference
variance does not differ from path to path. For the first stage
noncoherent reception expressed in (5), the decision statistics
zk(m) has a central chi-square distribution with 2Lk degrees
of freedom, i.e., the probability density function (pdf) is
f(zk) =


1
σ
2Lk
1 (Lk−1)!
zLk−1k e
−zk
σ21 , if m = 1;
1
σ
2Lk
2 (Lk−1)!
zLk−1k e
−zk
σ22 , if m 6= 1.
zk ≥ 0
where the dependency of zk(m) on m has been suppressed
for notational convenience.
The variances σ21 and σ
2
2 are computed as
σ21 = E(|Nhk,l +Mk,l + Ik,l +Nk,l|2)
= N2P + σ2M + σ
2
I + σ
2
N
σ22 = σ
2
M + σ
2
I + σ
2
N
The probability of making correct symbol decision for user
k is calculated according to [16, p. 789] as
Pc,k =
∫ ∞
0
[
1− e−zk
Lk−1∑
l=0
zlk
l!
]M−1
zL−1k
(1 + γ)L(Lk − 1)!
· exp
(
− zk
1 + γ
)
dzk (6)
2For chip asynchronous system, time delays are assumed to be uniformed
distributed over [0, Tc), where Tc is the chip interval.
where γ = N2P/σ22 is the average signal to interference
plus noise ratio (SINR) per diversity branch. The bit error
probability is
Pb,k = M
2(M − 1)(1− Pc,k) (7)
The BER calculation in case of unequal gain among differ-
ent diversity branches is derived in the Appendix.
B. Performance analysis for multistage PIC
The performance of coherent combining for single-user M -
ary orthogonal systems with space diversity was analyzed
in [8]. Here we extend its application to the analysis of PIC
schemes in multiuser environments.
Let us assume that the first Walsh symbol was transmitted
from the kth user. Moreover, let us assume perfect channel
estimation, i.e., hˆk,l = hk,l. The decision statistic expressed
in (4) can be reformed after p stages of cancellations
z
(p)
k (m) =
Lk∑
l=1
Re{h∗k,lxk,l,mr′} (8)
=


Lk∑
l=1
dk,l +M(p)k,l + I(p)k,l + nk,l = d+ n(p)1 ,
if m = 1;
Lk∑
l=1
M(p)k,l + I(p)k,l + nk,l = n(p)m ,
if m 6= 1.
where d =
∑Lk
l=1 dk,l = N
∑Lk
l=1 hk,lhˆ
∗
k,l is the desired signal.
The noise component for the lth diversity branch is denoted by
nk,l. The contributions from MAI and ISI for the lth diversity
branch at the pth stage are denoted by M(p)k,l and I(p)k,l respec-
tively. Using the Gaussian approximation, n1, n2, . . . , nM are
zero-mean statistically independent Gaussian random variables
with equal variance (σ2)(p)/2. The factor of 1/2 is due to the
fact that the Re(·) operation in equation (8) removes the noise
and interference present in the imaginary part of the decision
statistics.
Let us denote P(p)c,k (x) as the probability that the receiver
makes correct symbol decision for user k at the pth stage
conditioned on x, which is defined as x = d/σ(p). It is
the probability that z(p)k (1) = d + n
(p)
1 is larger than each
of the other M − 1 outputs z(p)k (2) = n(p)2 , z(p)k (3) =
n
(p)
3 , . . . , z
(p)
k (M) = n
(p)
M [16]:
P(p)c,k (x) = Pr
{
z
(p)
k (2) < z
(p)
k (1), z
(p)
k (3) < z
(p)
k (1),
· · · , z(p)k (M) < z(p)k (1)|x
}
=
1√
2pi
∫ ∞
−∞
[1−Q(y)]M−1 exp

−1
2
(
y −
√
2d
σ(p)
)2 dy
=
1√
2pi
∫ ∞
−∞
[1−Q(y)]M−1 exp
[
−1
2
(y −
√
2x)2
]
dy (9)
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where the function Q(x) is defined as Q(x) = 12 erfc(
x√
2
).
The interference plus noise variance at the pth stage is defined
as (σ2)(p) = (σ2M)
(p) + (σ2I)
(p) + σ2n. The noise term does
not change between iterations and can be computed as σ2n =
NN0
∑Lk
l=1 |hk,l|2.
In the derivation of the variance of MAI, which changes
at each iteration due to interference cancellation, we utilize
some distinct feature of the Walsh code as depicted by Table I
and II. The new vector r′ is obtained by canceling other
user’s distribution path-by-path using the decision feedback
from the (p − 1)th stage. At the pth stage, the probability
of correct cancellation is P(p−1)c,s = 1 − P(p−1)e,s , where the
interfering user s = 1, . . . ,K, and s 6= k. The variance of
the remaining MAI after correct cancellation (or cancellation
residual) is, of course, zero. On the other hand, in case of
erroneous cancellation, which occurs with probability P (p−1)e,s ,
the cancellation residual is determined by the difference of
two distinct Walsh symbols. Table II indicates that if a Walsh
codeword is subtracted by another Walsh codeword, the result-
ing word 4w contains M2 number of zeros and M2 number of±2s. Although Table II is not exhaustive, the rest of the words
can be easily computed from Table I and shown to comply
with the same rule. We use M = 8 as an example in these
tables; however, the conclusion applies to any value of M .
The cancellation residual for each path is formed by spreading
4w to a number of N chips (which consequently contains
N
2 number of zeros and
N
2 number of ±2s), scrambling with
a random code, then multiplying the scrambled sequence with
channel coefficient hs,i, where i = 1, 2, . . . , Ls. For chip
asynchronous systems, the variance of MAI in the lth diversity
branch after cancellation is therefore
(σ2M)
(p)
l = (1− P(p−1)e,s ) · 0
+ |hk,l|2 (±2)2N
2
· 2
3
K∑
s=1
s6=k
Ls∑
i=1
P(p−1)e,s E[|hs,i|2]
= |hk,l|2 4N
3
K∑
s=1
s6=k
Ls∑
i=1
P(p−1)e,s Ps,i
The variance of MAI from all the diversity branches of user
k can thus be computed as
(σ2M)
(p) =
Lk∑
l=1
(σ2M)
(p)
l =
Lk∑
l=1
|hk,l|2 4N
3
K∑
s=1
s6=k
Ls∑
i=1
P(p−1)e,s Ps,i
Next, we derive the variance of the self interference for
user k. For the lth diversity branch, the ith ISI vector (i =
1, . . . , Lk, i 6= l) due to the kth user’s jth symbol (the
desired symbol) spans N −|pk,i−pk,l| chips, see Fig. 3. This
interference (which may also be called inter-path interference)
has, according to the reasoning in Section III-A, variance
|hk,l|2 · 23 (N − |pk,i− pk,l|)Pk,i and does not change between
each iterations. The ISI component due to some other symbol
spans |pk,i− pk,l| chips, it is canceled with decision feedback
at each iteration. It can be treated in the same way as MAI, its
variance is therefore |hk,l|2 · 43 |pk,i− pk,l|P(p−1)e,k Pk,i. To ease
TABLE I
MAPPING BETWEEN INPUT BITS AND WALSH CODEWORDS FOR M = 8
info bits index Walsh codeword
m = ik(j) wm
+1 + 1 + 1 0 w0 : +1 + 1 + 1 + 1 + 1 + 1 + 1 + 1
+1 + 1 − 1 1 w1 : +1 + 1 + 1 + 1 − 1 − 1 − 1 − 1
+1 − 1 + 1 2 w2 : +1 + 1 − 1 − 1 + 1 + 1 − 1 − 1
+1 − 1 − 1 3 w3 : +1 + 1 − 1 − 1 − 1 − 1 + 1 + 1
−1 + 1 + 1 4 w4 : +1 − 1 + 1 − 1 + 1 − 1 + 1 − 1
−1 + 1 − 1 5 w5 : +1 − 1 + 1 − 1 − 1 + 1 − 1 + 1
−1 − 1 + 1 6 w6 : +1 − 1 − 1 + 1 + 1 − 1 − 1 + 1
−1 − 1 − 1 7 w7 : +1 − 1 − 1 + 1 − 1 + 1 + 1 − 1
TABLE II
DIFFERENCE BETWEEN DIFFERENT WALSH CODEWORDS FOR M = 8
w0 −w1 0 0 0 0 2 2 2 2
w0 −w2 0 0 2 2 0 0 2 2 w1 −w2 0 0 2 2 -2 -2 0 0
w0 −w3 0 0 2 2 2 2 0 0 w1 −w3 0 0 2 2 0 0 -2 -2
w0 −w4 0 2 0 2 0 2 0 2 w1 −w4 0 2 0 2 -2 0 -2 0
w0 −w5 0 2 0 2 2 0 2 0 w1 −w5 0 2 0 2 0 -2 0 -2
w0 −w6 0 2 2 0 0 2 2 0 w1 −w6 0 2 2 0 -2 0 0 -2
w0 −w7 0 2 2 0 2 0 0 2 w1 −w7 0 2 2 0 0 -2 -2 0
understanding, an example of the ISI sketch is given in Fig. 3.
The variance the total ISI term can therefore be computed as
(σ2I)
p =
Lk∑
l=1
|hk,l|2
Lk∑
i=1
i6=l
[
2
3
(N − |pk,i − pk,l|)Pk,i
+
4
3
|pk,i − pk,l|P(p−1)e,k Pk,i
]
=
Lk∑
l=1
|hk,l|2
Lk∑
i=1
i6=l
2
3
[
N + (2P(p−1)e,k − 1)|pk,i − pk,l|
]
Pk,i
Based on the above analysis, we derive the total noise plus
interference variance as
(σ2)(p) = σ2n + (σ
2
I)
(p) + (σ2M)
(p) =
Lk∑
l=1
|hk,l|2(α2l )(p)
where (α2l )
(p) is defined as
(α2l )
(p) = NN0 +
2
3
Lk∑
i=1
i6=l
[
N + (2P(p−1)e,k − 1)|pk,i − pk,l|
]
Pk,i
+
4N
3
K∑
s=1
s6=k
Ls∑
i=1
P(p−1)e,s Ps,i
The variance for chip synchronous systems can be derived
similarly as
(α2l )
(p) = NN0 +
Lk∑
i=1
i6=l
[
N + (2P(p−1)e,k − 1)|pk,i − pk,l|
]
Pk,i
+ 2N
K∑
s=1
s6=k
Ls∑
i=1
P(p−1)e,s Ps,i
Assume accurate channel estimation, i.e., hˆk,l ≈ hk,l, then
the desired signal d =
∑Lk
l=1 dk,l ≈ N
∑Lk
l=1 |hk,l|2. In case
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PSfrag replacements
Nk
pk,2 − pk,1N − (pk,2 − pk,1)
pk,3 − pk,2 N − (pk,3 − pk,2)
Fig. 3. Sketch of ISI for the kth user’s 2nd path. The desired symbol spans N chips and is depicted with the bold line on each path. The processing window
is Nk = N + pk,Lk − pk,1 chips. For the 2nd diversity branch, the ISI from the 1st path due to the desired symbol contains N − (pk,2 − pk,1) chips; the
ISI from the 1st path due to the other symbol contains pk,2 − pk,1 chips. The ISI from the 3rd path due to the desired symbol contains N − (pk,3 − pk,2)
chips; the ISI from the 3rd path due to the other symbol contains pk,3 − pk,2 chips.
of equal power among different paths, i.e., Pk,1 = Pk,2 =
· · · = Pk,Lk = P , then (α21)(p) = (α22)(p) = · · · = (α2Lk)(p) =
(α2)(p). Denote
x =
d
σ(p)
=
N
∑Lk
l=1 |hk,l|2
α(p)
√∑Lk
l=1 |hk,l|2
=
N
α(p)
√√√√ Lk∑
l=1
|hk,l|2
z = x2 =
N2
(α2)(p)
Lk∑
l=1
|hk,l|2
The random variable z is central chi-square distributed with
2Lk degrees of freedom and probability density function
p(z) =
zLk−1 exp(−z/γ(p))
γ(p)Lk(Lk − 1)! , z ≥ 0
where γ(p) = N2 E[|hk,l|2]/(α2)(p) = N2P/(α2)(p) stands
for the average SINR of each diversity branch. Consequently,
p(x) =
2x2Lk−1 exp(−x2/γ(p))
γ(p)Lk(Lk − 1)! , z ≥ 0
To obtain the error probability when x is random, we must
average P(p)c,k (x) given in (9) over the distribution of x, i.e.,
P(p)c,k =
∫ ∞
0
P(p)c,k (x)p(x)dx
=
1√
2pi
∫ ∞
0
∫ ∞
−∞
[1−Q(y)]M−1 exp
[
−y
2
2
+
√
2xy − x2
]
· 2x
2Lk−1 exp(−x2/γ(p))
γ(p)Lk(Lk − 1)! dy dx
Following the procedure in [8], the BER at the pth (p > 1)
stage can be formulated as
P(p)b,k =
M
2(M − 1)P
(p)
e,k =
M
2(M − 1)(1− P
(p)
c,k ) (10)
P(p)c,k =
(2Lk − 1)!√
2(Lk − 1)!(1 + γ(p))Lk
∫ ∞
−∞
[1−Q(y)]M−1
· e−
y2
2(1+γ(p)) erfc
(
2Lk − 1, −y
√
γ(p)√
2(1 + γ(p))
)
dy
where the symbol error probability Pe,k is initialized as P(1)e,k =
1−P(1)c,k = 2P(1)b,k(M−1)/M , and P(1)b,k is computed according
to (6) and (7). The function erfc(m,x) is the mth iterated
integral of the erfc(x) function defined as [8]
erfc(m,x) =
∫ ∞
x
erfc(m− 1, t)dt, m = 0, 1, 2, . . .
It is initialized and iterated with the functions:
erfc(−1, x) = 2√
pi
exp(−x2)
erfc(0, x) = erfc(x) =
2√
pi
∫ ∞
x
exp(−t2)dt
erfc(m,x) =
1
2m
erfc(m− 2, x)− x
m
erfc(m− 1, x)
Next, we derive an alternative way to simplify the compu-
tation of the error probability. Note that P (p)c,k is derived by
taking the expectation of the function P (p)c,k (x) of the random
variable x, i.e., P(p)c,k = E[P(p)c,k (x)] =
∫∞
0
P(p)c,k (x)p(x)dx.
In [17], Holtzman introduced a simple and accurate method to
evaluate the expectation without carrying out the integration.
First, we expand P(p)c,k (x) using a Taylor series around x = µx
in terms of central differences
P(p)c,k (x) = P(p)c,k (µx) + (x− µx)
(
P(p)c,k (µx + h)− P(p)c,k (µx − h)
2h
)
+
1
2
(x− µx)2
(
P(p)c,k (µx + h)− 2P(p)c,k (µx) + P(p)c,k (µx − h)
h2
)
+ · · ·
Let µx and σ2x be the mean and variance of x, i.e., µx =
E[x] and σ2x = E[(x− µx)2], then
P(p)c,k = E[P(p)c,k (x)] ≈ P(p)c,k (µx)
+
σ2x
2
(
P(p)c,k (µx + h)− 2P(p)c,k (µx) + P(p)c,k (µx − h)
h2
)
It is shown in [17] that choosing h =
√
3σx gives good
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accuracy, leading to the solution to our problem
P(p)c,k (x) =
1√
2pi
∫ ∞
−∞
[1−Q(y)]M−1 exp
[
−1
2
(y −
√
2x)2
]
dy
P(p)c,k ≈
2
3
P(p)c,k (µx) +
1
6
P(p)c,k (µx +
√
3σx) +
1
6
P(p)c,k (µx −
√
3σx)
=
1√
2pi
∫ ∞
−∞
[1−Q(y)]M−1
{
2
3
exp
[
−1
2
(y −
√
2µx)
2
]
+
1
6
exp
[
−1
2
(
y −
√
2(µx +
√
3σx)
)2]
+
1
6
exp
[
−1
2
(
y −
√
2(µx −
√
3σx)
)2]}
dy
P(p)b,k =
M
2(M − 1)P
(p)
e,k =
M
2(M − 1)(1− P
(p)
c,k ) (11)
and µx and σx can be derived as
µx = E[x] =
∫ ∞
0
xp(x)dx =
√
γ(p)
(Lk − 1)!Γ
(
Lk +
1
2
)
E[x
2] = E
[
N2
(α2)(p)
Lk∑
l=1
|hk,l|2
]
=
N2
(α2)(p)
Lk∑
l=1
E[|hk,l|2]
=
N2LkP
(α2)(p)
= Lkγ
(p)
σx =
√
E[x2]− µ2x
where Γ(x) is the gamma function
Γ(x) =
∫ ∞
0
tx−1 exp(−t) dt
It can be shown that µx − h = µx −
√
3σx > 0 for all
γ(p) > 0, and P(p)c,k (µx − h) is therefore well-defined.
Since only the first and second order moment information
is needed, the approach presented here can be easily extended
to derive BER performance for systems operating over other
multipath channels, e.g., the ones with lognormal or Nakagami
distributions.
The BER calculation in case of unequal gain among differ-
ent diversity branches is discussed in the Appendix.
IV. ANALYTICAL RESULTS AND PERFORMANCE
COMPARISON
Comparison between analysis and simulation is presented
in this section. In our simulations, each user transmits one
of M = 8 Walsh codes spread to a total length of N =
64 chips. The effective spreading of the system is there-
fore N/ log2M = 64/3 chips per bit. Different users are
separated by different scrambling codes Ck(j), which are
random and different from symbol to symbol. Channels are
independent Rayleigh fading channels with the classical “bath
tub” power spectrum. That is, the channel gain hk,l(t) is
a complex circular Gaussian process with autocorrelation
function E[h∗k,l(t)hk,l(t + τ)] = Pk,lJ0(2pifdτ) where fd is
the maximum Doppler frequency, J0(x) is the zeroth order
Bessel function of the first kind. The Doppler shifts on
each of the multipath components are due to the relative
motion between the base station and mobile units. Here, the
normalized Doppler frequency is assumed to be fdT = 0.01.
The simulation results are averaged over random distributions
of fading, noise, delay, and scrambling code through numerous
Monte-Carlo runs.
Noncoherent equal gain combining is used for the first
stage of the PIC scheme to account for the fact that channel
estimates are not yet available at the initial iteration. In the
following stages, both interference cancellation and channel
estimation are carried out in decision directed mode using
the detected data from the previous iteration. Channel esti-
mation is conducted with the Maximum Likelihood algorithm
introduced in [5]. It is a decision directed method using data
detected at previous PIC stage. The estimation results are
further improved by applying a lowpass smoothing filter.
Fig. 4 shows the comparison between analytical and simu-
lated results for a 15-user system. For simplicity, the simulated
system is assumed to be chip-synchronous, i.e., all path delays
are assumed to be multiples of Tc. However, the system is
asynchronous on the symbol level. Perfect slow power control
is assumed in the sense that Pk =
∑Lk
l=1 Pk,l, the average
received power, is equal for all users. Different paths are
assumed to have equal gain and the channel coefficients are
normalized so that each user has unit received power, i.e.,
Pk,1 = Pk,2 = · · · = Pk,Lk and Pk =
∑Lk
l=1 Pk,l = 1. The
number of multipath channels Lk is set to be 4, (Lk = L = 4)
for all k. The simulated PIC performance in Figs 4(b) and 4(d)
is derived assuming perfect knowledge of the complex channel
gains, e.g., the genie-aided case. We observe that the analysis
obtained by (10) is more accurate for the genie-aided PIC and
the analysis obtained by the approximation expressed by (11)
is more accurate for the PIC scheme with channel estimation
(CE). Both analyses are approximative and there is no apparent
reason for why (11) should perform better than (10) for
the more interesting case of PIC with channel estimation.
However, since the empirical results indeed indicates this, and
since (11) also require less effort to compute than (10), we
will use (11) for the remainder of this section.
Readers might have noticed from Fig. 4 that the genie-aided
PIC performs worse than the PIC with CE at high SNR. This is
initially surprising; however, since PIC is a suboptimal, there
is no theoretical reason for why genie-aided PIC should be
better than PIC with channel estimation. Indeed, the opposite
is true for the scenarios simulated here. This behavior has been
observed and discussed in some detail in [5], [18].
Fig. 5 shows the comparison between analytical and sim-
ulated results for different number of users. The simulated
curves precisely match the theoretical ones for the first non-
coherent stage, which proves that Gaussian approximation is
accurate to model MAI and ISI sequences as well as the
elements of each interference sequence in long-code systems.
The analysis starts to deviate slightly from simulation, but
is still fairly accurate after the first noncoherent stage. The
theoretical analysis is a little pessimistic when the system is
too lightly loaded, and a little optimistic when the system is too
heavily loaded. Fig. 5 also shows that simulation and analysis
match better with each other at high SNR than at low SNR.
This is due to the ignorance of the error propagation caused
by channel estimation in the derivation of BER performance.
Certainly, the error in channel estimation will affect the
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performance of data detection. However, this effect is not
analyzed, since an exact analysis on the effect of channel
estimation on the PIC performance is very difficult to conduct,
if not impossible. The channel is better estimated at high SNR,
thus the error propagation problem is less severe, and our
analysis is more valid. From both simulation and analysis,
one can observe that it takes PIC more stages to converge as
K increases (the system becomes more heavily loaded). Seven
stages (excluding the first noncoherent stage) ought be enough
for the system to reach convergence in any case.
System capacity is illustrated in Fig. 6 by plotting BER as
a function of the number of users using both analytical and
simulated results. It is shown that analysis is in fairly close
agreement with simulation for BER above 10−4. However, the
analysis tends to over-estimate the MAI when the number of
users is very small. Conversely, the MAI is under-estimated
when there are too many active users. Compared with the
topmost curve which represents the first noncoherent stage, the
subsequent PIC stages significantly increase system capacity
and BER performance as indicated by both analysis and
simulation.
In Fig. 7, we analyze the PIC with different degree of diver-
sity (different number of paths). It can be seen that the system
performance degrades for the first stage as the degree of
diversity increases. The reason is that with a noncoherent MF
receiver, the interference is dominant and the multipath com-
bining gain is not sufficient to compensate for the increased
interference as the number of paths increases. However, for
the following coherent PIC stages, the conclusion is opposite.
The interference is effectively removed and the multipath gain
becomes dominant. Furthermore, the cancellation residual and
noise present in the imaginary part of the decision statistic are
eliminated. As expected, we see that the first few taps exhibit
big performance gain compared to single-path case, while the
multipath gain gradually diminishes as the number of paths
increases.
Ideal power control (in average sense) is assumed in the
above discussion. The near-far robustness of the PIC algorithm
is analytically examined in Fig. 8 by plotting the resulting BER
as a function of near-far ratio, which refers to the difference
between the power of each of interfering user (it is assumed
that P2 = P3 = · · · = PK), and the power of the desired user
P1 (the first user is the user of interest). From Fig. 8(a), we see
that the PIC scheme in general is not sensitive to the variations
in the interfering signal strengths and is near-far resistant. The
only exception is for the single-path system in severe near
far situation (when Ps − P1 > 10 dB, i.e., the desired user
is much weaker than the other interfering users), the system
performance degrades. This concurs with the results shown
in [19]. Fig. 8(b) shows that the near-far robustness of the
PIC scheme comes from interference cancellation process. The
initial few stages do exhibit some degree of near-far problem,
which will gradually vanish as the iteration goes on and the
system reaches convergence. The rationale is that the error
probability for strong interfering users is very low due to their
high signal power level, we therefore have better chance to
make correct cancellation and cancel their contributions, which
greatly alleviates the near-far effect.
The performance of the PIC algorithm in presence of
unequal power among different diversity branches is studied in
Fig. 9 for a 4-path channel. We use the analytical results (19)
derived in Appendix as well as its approximation expressed
by (11) and (20). In this test, power control is assumed so that
the average received power is equal for all users. However,
the power difference between different paths is set to be
∆Pk,l = Pk,4−Pk,3 = Pk,3−Pk,2 = Pk,2−Pk,1 = 0, 3, 6 dB,
respectively. Fig. 9 shows that the PIC works the best when
all the branches have equal power, i.e., when ∆Pk,l = 0.
The bigger deviation in power, the worse performance (less
diversity gains) it gets.
V. CONCLUSIONS
BER performance of the multistage PIC scheme is theoret-
ically analyzed in this paper for the orthogonally modulated
long-code CDMA system under frequency-selective Rayleigh
fading channels. We use the Central Limit Theorem to model
MAI and ISI as Gaussian random processes. Comparison with
the simulated results shows that the analysis is fairly accurate.
A simplified method is also presented using only the mean
and variance of SINR, leading to accurate approximations.
A moderate agreement is seen between analysis and simu-
lation in most cases except for low BER (below 10−4). The
analysis tends to overestimate MAI in very lightly loaded
systems, and underestimate MAI in very heavily loaded sys-
tem. Considering the fact that the target BER for an uncoded
system is usually above 10−4, our analytical results are quite
satisfactory. The presented analytical method provides an
effective measure to predict BER performance and system
capacity for the PIC scheme under investigation.
The multipath diversity gains achieved by PIC are studied
analytically in this paper. It is shown that multipath diversity
gains can be achieved by the subsequent coherent stages rather
than the first noncoherent stage. Interference cancellation and
coherent combining are important techniques to combat MAI
and multipath propagation.
Finally, the near-far effect of the PIC scheme and its per-
formance in presence of unequal power among different paths
are examined using the analytical approach. The study shows
that the PIC is near-far resistant. It can be used in practical
systems even when strict power control is hard to obtain. We
also learned (as expected) that the PIC scheme achieves the
best performance (most diversity gains) in presence of equal
power among different diversity branches.
The proposed analysis can be used to evaluate the perfor-
mance of practical CDMA system, e.g., in the uplink of IS-
95. However, in the downlink, the Walsh codewords are used
for channelization (user separation) rather than orthogonal
modulation. The analytical method presented in this paper is
not directly applicable. Analyzing the PIC performance in the
downlink could be a future research topic for the authors.
VI. APPENDIX
A. Noncoherent MF performance analysis for unequal power
diversity branches
In case each path has unequal power, i.e., Pk,1 6= Pk,2 6=
· · · 6= Pk,Lk the decision statistic expressed in (5) can be
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(a) BER derived by (10) vs. PIC with CE.
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(b) BER derived by (10) vs. genie-aided PIC.
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(c) BER derived by (11) vs. PIC with CE.
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(d) BER derived by (11) vs. genie-aided PIC.
Fig. 4. Analysis vs. simulation. The number of users is K = 15. Topmost curve represents noncoherent first stage and the second curve from top represents
the first stage PIC, the bottommost curve represents the 7th stage PIC.
formed as
zk(m) =


U1 =
Lk∑
l=1
ul1 =
Lk∑
l=1
|Nhk,l +Mk,l + Ik,l +Nk,l|2,
if m = 1;
Um =
Lk∑
l=1
ulm =
Lk∑
l=1
|Mk,l + Ik,l +Nk,l|2,
if m 6= 1.
(12)
In case m = 1, each term
ul1 = |Nhk,l +Mk,l + Ik,l +Nk,l|2
is an independent central chi-square distributed random vari-
able with 2 degrees of freedom and characteristic function
ψul1(jv) = (1− jvγl)−1, where
γl = E[|Nhk,l+Mk,l+Ik,l+Nk,l|2] = N2Pk,l+σ2M+σ2I+σ2N
The noise and interference variance is computed in the same
way as in Section III-A. As a consequence of the statistical
independence of ul1, l = 1, 2, . . . , Lk, the characteristic
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(c) K = 12.
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(d) K = 18.
Fig. 5. Analysis vs. simulation for different number of users.
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Fig. 6. Analysis vs. simulation, system capacity with 7-stage PIC.
function of U1 is
ψU1(jv) =
Lk∏
l=1
(1− jvγl)−1
=
Lk∑
l=1

 Lk∏
i=1,i6=l
(
1− γi
γl
)−1 (1− jvγl)−1
=
Lk∑
l=1
Al(1− jvγl)−1 (13)
where the coefficients of the partial fraction expansion
Al =
i=Lk∏
i=1,i6=l
(1− γi/γl)−1
in equation (13) is based on the derivation in [20]. Taking the
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Fig. 7. Diversity gains achieved by PIC.
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Fig. 8. Near-far effect of PIC.
Fourier transform of (13), we obtain the pdf of U1 as
p(U1) =
Lk∑
l=1
Al
γl
exp
(
−U1
γl
)
, U1 ≥ 0
Similarly,
p(Um) =
Lk∑
l=1
Bl
βl
exp
(
−Um
βl
)
, Um ≥ 0,m 6= 1
where
βl = E[|Mk,l + Ik,l +Nk,l|2] = σ2M + σ2I + σ2N
Bl =
i=Lk∏
i=1,i6=l
(1− βi
βl
)−1 (14)
The probability of making correct symbol decision can be
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Fig. 9. PIC performance for unequal power diversity branches. Curves are plotted for the 7th PIC stage.
computed as
Pc,k = Pr (U2 < U1, U3 < U1, · · · , UM < U1)
=
∫ ∞
0
[Pr(U2 < U1)]
M−1
p(U1)dU1
Pr(U2 < U1) =
∫ U1
0
p(U2)dU2
=
∫ U1
0
Lk∑
l=1
Bl
βl
exp
(
−Um
βl
)
dU2
=
Lk∑
l=1
Bl
[
1− exp
(
−U1
βl
)]
Therefore, the BER for non-coherent first stage in unequal
power multipath system is derived as
Pc,k =
∫ ∞
0
(
Lk∑
l=1
Bl
[
1− exp
(
−U1
βl
)])M−1
·
Lk∑
l=1
Al
γl
exp
(
−U1
γl
)
dU1
Pb,k = M
2(M − 1)Pe,k =
M
2(M − 1)(1− Pc,k) (15)
B. PIC performance analysis for unequal power diversity
branches
In case each path has unequal power, the variable x =
d/σ(p) is formed as
x =
d
σ(p)
=
N
Lk∑
l=1
|hk,l|2
√√√√ Lk∑
l=1
|hk,l|2(α2l )(p)
The pdf of x is difficult to derive under such circumstances
because the numerator and denominator are not independent.
However, if the self interference is small compared to noise
and MAI, e.g., when the number of users K is much bigger
than the number of paths Lk, which is usually the case, or
when SNR is low, we can approximate (α21)
(p) ≈ (α22)(p) ≈
· · · ≈ (α2Lk)(p) ≈ (α2)(p), then we can denote
z = x2 ≈
Lk∑
l=1
zl =
N2
(α2)(p)
Lk∑
l=1
|hk,l|2,
and each term zl = N
2
(α2)(p)
|hk,l|2 is an independent central chi-
square distributed random variable with 2 degrees of freedom
and characteristic function ψzl(jv) = (1− jvγ(p)l )−1, where
γ
(p)
l =
N2
(α2)(p)
E[|hk,l|2] = N
2Pk,l
(α2)(p)
As a consequence of the statistical independence of zl, l =
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1, 2, . . . , Lk, the characteristic function of z is
ψz(jv) =
Lk∏
l=1
(1− jvγ(p)l )−1
=
Lk∑
l=1

 Lk∏
i=1,i6=l
(
1− γ
(p)
i
γ
(p)
l
)−1 (1− jvγ(p)l )−1
=
Lk∑
l=1
A
(p)
l (1− jvγ(p)l )−1 (16)
where A(p)l =
∏l=Lk
i=1,i6=l(1− γ(p)i /γ(p)l )−1. Taking the Fourier
transform of (16), we obtain the pdfs of z and x as
p(z) =
Lk∑
l=1
A
(p)
l
γ
(p)
l
exp
(
− z
γ
(p)
l
)
, z ≥ 0
p(x) = 2x
Lk∑
l=1
A
(p)
l
γ
(p)
l
exp
(
− x
2
γ
(p)
l
)
, x ≥ 0 (17)
To obtain the error probability when x is random, we must
average P(p)c,k (x) given in (9) over the distribution of x, i.e.,
P(p)c,k =
∫ ∞
0
P(p)c,k (x)p(x)dx
=
√
2
pi
∫ ∞
0
∫ ∞
−∞
[1−Q(y)]M−1 exp
(
−y
2
2
+
√
2xy − x2
)
·
Lk∑
l=1
A
(p)
l
γ
(p)
l
x exp
(
− x
2
γ
(p)
l
)
dy dx
=
√
2
pi
∫ ∞
−∞
[1−Q(y)]M−1 exp
(
−y
2
2
)
dy
·
∫ ∞
0
Lk∑
l=1
A
(p)
l
γ
(p)
l
x exp
(√
2yx− γ
(p)
l + 1
γ
(p)
l
x2
)
dx (18)
Recall that∫ ∞
0
exp(−bx− ax2)xs−1dx
=
√
pi
2
Γ(s)a−s/2 exp
(
b2
4a
)
erfc
(
s− 1, b
2
√
a
)
Assigning a = (γ(p)l + 1)/γ
(p)
l , b = −
√
2y, s = 2,
equation (18) becomes
P(p)c,k =
√
2
pi
∫ ∞
−∞
[1−Q(y)]M−1 exp
(
−y
2
2
)
·
√
pi
2
Lk∑
l=1
A
(p)
l
γ
(p)
l
γ
(p)
l
γ
(p)
l + 1
exp
(
γ
(p)
l y
2
2(γ
(p)
l + 1)
)
· erfc

1,−y
√√√√ γ(p)l
2(γ
(p)
l + 1)

 dy
=
1√
2
∫ ∞
−∞
[1−Q(y)]M−1
Lk∑
l=1
A
(p)
l
γ
(p)
l + 1
· exp
(
− y
2
2(γ
(p)
l + 1)
)
erfc

1,−y
√√√√ γ(p)l
2(γ
(p)
l + 1)

 dy
The BER for multistage PIC in unequal power multipath
system is derived as
P(p)c,k =
1√
2
∫ ∞
−∞
[1−Q(y)]M−1
Lk∑
l=1
A
(p)
l
γ
(p)
l + 1
exp
(
− y
2
2(γ
(p)
l + 1)
)
· erfc

1,−y
√√√√ γ(p)l
2(γ
(p)
l + 1)

 dy
P(p)b,k =
M
2(M − 1)P
(p)
e,k =
M
2(M − 1)(1− P
(p)
c,k ) (19)
The approximation (11) still applies here, with µx and σx
changed to
µx = E[x] =
∫ ∞
0
xp(x)dx =
Lk∑
l=1
2A
(p)
l
γ
(p)
l
∫ ∞
0
x2 exp(−x2/γ(p))dx
=
√
pi
4
Lk∑
l=1
A
(p)
l
√
γ
(p)
l
E[x
2] ≈ E
[
N2
(α2)(p)
Lk∑
l=1
|hk,l|2
]
=
N2
(α2)(p)
Lk∑
l=1
E[|hk,l|2]
=
N2
(α2)(p)
Lk∑
l=1
Pk,l
σx =
√
E[x2]− µ2x (20)
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