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Resumen
La lo´gica de reescritura, propuesta por Jose´ Meseguer en 1990 como marco de unifica-
cio´n de modelos de computacio´n concurrente, es una lo´gica para razonar sobre sistemas
concurrentes con estado que evolucionan por medio de transiciones. Desde su definicio´n,
se ha propuesto a la lo´gica de reescritura como marco lo´gico y sema´ntico en el cual po-
der expresar de forma natural otras muchas lo´gicas, lenguajes y modelos de computacio´n.
Adema´s, la lo´gica de reescritura es ejecutable utilizando el lenguaje multiparadigma Mau-
de cuyos mo´dulos son teor´ıas en la lo´gica de reescritura.
El objetivo principal de esta tesis es extender la idea de la lo´gica de reescritura y
Maude como marco sema´ntico a la idea de marco sema´ntico ejecutable. Este objetivo se
ha abordado desde diferentes puntos de vista.
En primer lugar, presentamos representaciones ejecutables de sema´nticas operaciona-
les estructurales. En concreto, hemos estudiado dos implementaciones diferentes de la
sema´ntica del ca´lculo CCS de Milner y su utilizacio´n para implementar la lo´gica modal de
Hennessy-Milner; hemos realizado una implementacio´n de una sema´ntica simbo´lica para
el a´lgebra de procesos LOTOS incluyendo especificaciones de tipos de datos en ACT ONE
que son traducidos a mo´dulos Maude, y de una herramienta que permite al usuario eje-
cutar directamente sus especificaciones LOTOS; y hemos utilizado las mismas te´cnicas
para implementar otros tipos de sema´nticas operacionales de lenguajes funcionales e im-
perativos, incluyendo tanto sema´nticas de evaluacio´n (o paso largo) como sema´nticas de
computacio´n (o paso corto).
En segundo lugar, hemos querido contribuir al desarrollo de una metodolog´ıa propuesta
recientemente por Denker, Meseguer y Talcott para la especificacio´n y ana´lisis de siste-
mas basada en una jerarqu´ıa de me´todos incrementalmente ma´s potentes, especificando y
analizando tres descripciones ejecutables, a diferentes niveles de abstraccio´n, del protocolo
de eleccio´n de l´ıder dentro de la especificacio´n del bus multimedia en serie IEEE 1394
(conocido como “FireWire”). En dos de estas descripciones hacemos especial e´nfasis en
los aspectos relacionados con el tiempo, esenciales para este protocolo.
Por u´ltimo, hemos abordado la dotacio´n de sema´ntica formal a lenguajes de la web
sema´ntica, mediante la traduccio´n del lenguaje de descripcio´n de recursos web RDF (Re-
source Description Framework) a Maude. La traduccio´n de documentos RDF a mo´dulos
orientados a objetos en Maude ha sido implementada en el propio Maude, gracias a las ca-
pacidades de metaprogramacio´n que este ofrece. Tambie´n hemos mostrado co´mo integrar
los documentos RDF traducidos con agentes mo´viles, descritos utilizando Mobile Maude,
una extensio´n de Maude para permitir co´mputos mo´viles.
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Uno de los objetivos principales de la ingenier´ıa del software es permitir a los desarro-
lladores la construccio´n de sistemas que operen de forma fiable a pesar de su complejidad.
Una forma de conseguir este objetivo es mediante el uso de me´todos formales, es decir,
lenguajes, te´cnicas y herramientas con una fuerte base matema´tica, u´tiles para especifi-
car dichos sistemas y sus propiedades, y verificarlos de una forma sistema´tica. Aunque
la utilizacio´n de me´todos formales no garantiza a priori la correccio´n, puede ayudar a
incrementar en gran medida nuestro conocimiento de un sistema, revelando inconsisten-
cias, ambigu¨edades y defectos, que podr´ıan no detectarse de otra manera. De hecho, el
principal beneficio del proceso de especificacio´n (escribir las cosas de forma precisa) es
intangible: obtener un conocimiento ma´s profundo del sistema especificado. Sin embargo,
un producto tangible de este proceso es un artefacto que puede ser analizado formalmente,
por ejemplo comprobando su consistencia, o utilizado para derivar otras propiedades del
sistema especificado.
Algunos me´todos formales esta´n basados en lo´gicas, que disponen de un conjunto de
reglas de inferencia con las cuales se pueden derivar conjuntos de sentencias del lenguaje
de especificacio´n a partir de otros conjuntos de sentencias. De esta forma, a partir de la
especificacio´n, vista como un conjunto de hechos o afirmaciones, se pueden derivar nuevas
propiedades del objeto especificado. As´ı, las reglas de inferencia proporcionan al usuario
del me´todo formal lo´gico una forma de predecir el comportamiento de un sistema sin tener
que construirlo.
Adema´s, algunos me´todos formales facilitan especificaciones ejecutables en una com-
putadora que pueden jugar un papel muy importante en el proceso de desarrollo de un
sistema. Los especificadores pueden obtener una realimentacio´n inmediata acerca de la
especificacio´n en s´ı misma, utilizando la propia especificacio´n como prototipo del sistema,
y probando el sistema especificado por medio de la ejecucio´n simbo´lica de la especificacio´n.
La lo´gica de reescritura [Mes90, Mes92], propuesta por Jose´ Meseguer en 1990 como
marco de unificacio´n de modelos de computacio´n concurrente, es una lo´gica para especificar
sistemas concurrentes con estado que evolucionan por medio de transiciones.
Una teor´ıa en la lo´gica de reescritura consiste en una signatura (que a su vez es una
teor´ıa ecuacional) y un conjunto de reglas (posiblemente condicionales) de reescritura.
1
2 Cap´ıtulo 1. Introduccio´n
La signatura de la teor´ıa describe una estructura particular para los estados de un siste-
ma (por ejemplo, multiconjunto, a´rbol binario, etc.) de forma que dichos estados pueden
ser distribuidos de acuerdo a la misma. Las reglas de reescritura en la teor´ıa describen
que´ transiciones locales elementales son posibles en cada estado distribuido, siendo reali-
zadas mediante transformaciones que tienen un efecto local. De esta forma, cada paso de
reescritura esta´ formado por una o varias transiciones locales concurrentes.
La lo´gica de reescritura tiene una sema´ntica operacional y otra denotacional precisas
y bien definidas (como veremos en el Cap´ıtulo 2), lo que permite que las especificaciones
en lo´gica de reescritura puedan analizarse formalmente de diversas maneras.
Pero adema´s, la lo´gica de reescritura es ejecutable, por lo que tambie´n puede usar-
se directamente como un lenguaje de amplio espectro para soportar la especificacio´n, el
prototipado ra´pido y la programacio´n declarativa de alto nivel de sistemas concurren-
tes [LMOM94]. Esta idea ha sido plasmada en el lenguaje multiparadigma Maude cuyos
mo´dulos son teor´ıas en la lo´gica de reescritura [CDE+99, CDE+00a]. Adema´s, el inte´rprete
de Maude utiliza te´cnicas avanzadas de semicompilacio´n que hacen posible una implemen-
tacio´n muy eficiente.
Entre las ventajas de la lo´gica de reescritura podemos destacar las siguientes:
Tiene un formalismo simple, con solo unas pocas reglas de deduccio´n (ve´ase Sec-
cio´n 2.1) que son fa´ciles de entender y justificar;
Es muy flexible y expresiva, capaz de representar cambios en sistemas con estructuras
muy diferentes;
Permite sintaxis definida por el usuario, con una completa libertad a la hora de
elegir los operadores y las propiedades estructurales apropiadas para cada problema;
Es intr´ınsecamente concurrente, representando transiciones concurrentes y dando
soporte para razonar sobre estas;
Soporta el modelado de sistemas concurrentes orientados a objetos, de una forma
simple y directa;
Es implementable en un lenguaje de amplio espectro, Maude, que da soporte a espe-
cificaciones ejecutables y programacio´n declarativa.
Con respecto a los usos computacionales de la lo´gica de reescritura, tenemos que esta
proporciona un marco sema´ntico en el cual se pueden expresar diferentes lenguajes y mo-
delos de computacio´n. En la serie de art´ıculos [Mes92, MOM93, Mes96b] se ha demostrado
que una gran variedad de modelos de computacio´n, incluyendo modelos de la concurren-
cia, pueden expresarse directa y naturalmente como teor´ıas en la lo´gica de reescritura.
Entre tales modelos se encuentran las redes de Petri, los objetos concurrentes y actores,
el ca´lculo CCS de Milner, los objetos con acceso concurrente, la reescritura de grafos y los
sistemas de tiempo real.
Las sema´nticas operacionales estructurales [Plo81] son un me´todo formal para pre-
sentar de una manera unificada diferentes aspectos de los lenguajes de programacio´n:
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su tipo), sema´nticas dina´micas (para referirse a la ejecucio´n o evaluacio´n de expresiones
del lenguaje), y traducciones (de un lenguaje a otro). La idea general de este tipo de de-
finiciones sema´nticas es proporcionar axiomas y reglas de inferencia que caractericen los
diferentes predicados sema´nticos definibles sobre una expresio´n del lenguaje. Por ejemplo,
mediante una sema´ntica esta´tica uno puede afirmar que la expresio´n e tiene tipo τ en el
entorno ρ, axiomatizando el predicado mediante juicios
ρ ` e : τ
donde ρ es una coleccio´n de hipo´tesis sobre los tipos de las variables en e.
En lo que se refiere a las sema´nticas dina´micas nos encontramos con una gran variedad
de estilos, dependiendo de las propiedades del lenguaje que se describe. Para un lenguaje
sencillo, es suficiente expresar que la evaluacio´n de una expresio´n e en un estado s1 nos
da un nuevo estado s2. El correspondiente predicado puede escribirse como
s1 ` e⇒ s2
donde s1 almacena los valores de los identificadores que aparecen en e.
Una definicio´n sema´ntica es una lista de axiomas y reglas de inferencia que definen
uno de los predicados anteriores. Las reglas son de la forma
H1 ` T1 ⇒ R1 · · · Hn ` Tn ⇒ Rn
H ` T ⇒ R si condicio´n
donde las Hi son hipo´tesis (t´ıpicamente entornos que contienen ligaduras entre identifi-
cadores y objetos sema´nticos), los Ti son te´rminos (construidos con la sintaxis abstracta
del lenguaje), y los Ri son resultados (t´ıpicamente tipos, valores, o entornos enriquecidos).
A una instancia Hj ` Tj ⇒ Rj se le denomina secuente. Los secuentes sobre la l´ınea
horizontal son las premisas y el secuente bajo la l´ınea es la conclusio´n. La regla puede
interpretarse de la siguiente manera: para probar la conclusio´n H ` T ⇒ R (aplicando
esta regla), antes se tienen que probar todas las premisas. La condicio´n lateral es una
expresio´n booleana y, si estuviera presente, tambie´n tiene que ser satisfecha.
En otras palabras, una definicio´n sema´ntica se identifica con una lo´gica, y razonar con
el lenguaje consiste en demostrar teoremas dentro de la lo´gica.
En [MOM93] se estudia la representacio´n de diferentes sema´nticas operacionales es-
tructurales por medio de la lo´gica de reescritura, para lo cual se pueden seguir dos enfoques
diferentes. Uno de ellos consiste en representar los juicios de la sema´ntica operacional como
te´rminos de una teor´ıa, y representar cada regla sema´ntica como una regla de reescritura
que reescribe el conjunto de te´rminos representando las premisas al te´rmino que represen-
ta la conclusio´n, o como una regla de reescritura que reescribe la conclusio´n al conjunto
de premisas. A este me´todo le denominaremos reglas de inferencia como reescrituras. El
otro enfoque consiste en transformar la relacio´n de transicio´n entre estados, que t´ıpica-
mente aparece en este tipo de sema´nticas operacionales, en una relacio´n de reescritura
entre te´rminos que representen dichos estados. En consecuencia, una regla sema´ntica se
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representa como una regla de reescritura condicional donde la reescritura principal corres-
ponde a la transicio´n en la conclusio´n, y las reescrituras en las condiciones corresponden
a las transiciones en las premisas. A este me´todo le denominaremos transiciones como
reescrituras.
Aunque correctas desde un punto de vista teo´rico, las representaciones presentadas
en [MOM93] no son directamente ejecutables en Maude (del cual en aquel momento no
exist´ıan implementaciones). Tras la aparicio´n de implementaciones de Maude nos propusi-
mos el objetivo principal de esta tesis: extender la idea de la lo´gica de reescritura y Maude
como marco sema´ntico a la idea de marco sema´ntico ejecutable.
Este objetivo es alcanzable gracias, en gran parte, a una de las caracter´ısticas ma´s
importantes de la lo´gica de reescritura: la reflexio´n. Las reglas de reescritura no admiten
una interpretacio´n ecuacional, pues pueden no terminar ni ser confluentes. Por esta razo´n,
hay muchos co´mputos diferentes a partir de un estado dado y es crucial utilizar estrategias
apropiadas para controlar la ejecucio´n de un mo´dulo. En Maude, tales estrategias no esta´n
fuera de la lo´gica, sino que son estrategias internas definidas por reglas de reescritura al
metanivel. Esto es posible porque la lo´gica de reescritura es reflexiva [Cla98], pues tiene
una teor´ıa universal U que es capaz de representar cualquier teor´ıa finita R de la lo´gica
de reescritura (incluyendo a la misma U) y a te´rminos t, t′ en R como te´rminos R y t, t′
en U , de forma que
R ` t −→ t′ ⇔ U ` 〈R, t〉 −→ 〈R, t′〉.
Maude soporta de manera eficiente la reflexio´n a trave´s de un mo´dulo META-LEVEL,
que permite no solo la definicio´n y ejecucio´n de estrategias internas mediante reglas de
reescritura, sino tambie´n muchas otras aplicaciones, incluyendo la metaprogramacio´n, al
considerar programas o especificaciones como datos, y un a´lgebra de mo´dulos extensible
[Dur99]. De esta manera, las buenas propiedades reflexivas de Maude permiten utilizarlo
como metalenguaje [CDE+98b] en el que se puede definir la sema´ntica de otros lengua-
jes, indicar co´mo estos tienen que ser ejecutados y contruir herramientas completas que
permitan la introduccio´n y ejecucio´n de programas escritos en estos lenguajes.
El objetivo de presentar a Maude como marco sema´ntico ejecutable se va a abordar
en esta tesis desde diferentes enfoques. En primer lugar, vamos a obtener representaciones
ejecutables de sema´nticas operacionales estructurales de muy diferentes tipos, tanto en
lo que se refiere a los lenguajes especificados (desde a´lgebras de procesos como CCS y
LOTOS, hasta lenguajes funcionales e imperativos), como al tipo concreto de sema´ntica
operacional estructural (sema´nticas de paso largo, paso corto, etc.). Vamos a presentar
una metodolog´ıa de construccio´n de estas representaciones sema´nticas ejecutables, y no
solo una serie de soluciones ad hoc para cada lenguaje representado. Entendemos que las
soluciones presentadas para los problemas de ejecutabilidad encontrados en las representa-
ciones originales son suficientemente generales, como prueba el hecho de que hayan podido
ser utilizadas constantemente durante toda la tesis. No obstante, no estamos en disposicio´n
de afirmar que la metodolog´ıa sea completamente general, de modo que se pueda aplicar
a una sema´ntica operacional cualquiera.
La utilizacio´n de la lo´gica de reescritura y de Maude como marco sema´ntico no se reduce
a la representacio´n de sema´nticas operacionales estructurales. Ya en el art´ıculo [MOM93]
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a lenguajes de resolucio´n de restricciones, y a la representacio´n de las ideas de accio´n y
cambio resolviendo el problema del marco [MOM99]. Ma´s recientemente, se han estudiado
las aplicaciones de la lo´gica de reescritura y de Maude para la especificacio´n y el ana´lisis
de protocolos de comunicacio´n [DMT98]. En [DMT00a] se ha propuesto una metodolog´ıa
formal que resulta ser aplicable en contextos ma´s generales, y no solamente en el caso de los
protocolos. Esta metodolog´ıa se estructura como una jerarqu´ıa de me´todos incremental-
mente ma´s potentes, con la idea de no malgastar recursos, dado el coste que puede suponer
la verificacio´n matema´tica completa de un sistema complejo. De esta forma, tiene sentido
utilizar me´todos costosos y complejos, solamente despue´s de la aplicacio´n de me´todos ma´s
simples que hayan proporcionado una mejor comprensio´n, as´ı como posibles mejoras y
correcciones a la especificacio´n original. La jerarqu´ıa incluye los siguientes me´todos:
1. Especificacio´n formal, que facilita un modelo formal del sistema, en el que se hayan
aclarado las posibles ambigu¨edades y hecho expl´ıcitas posibles suposiciones ocultas.
2. Ejecucio´n de la especificacio´n, con el propo´sito de poder simular y depurar la espe-
cificacio´n al realizar varios co´mputos.
3. Ana´lisis formal mediante “model-checking” (ana´lisis exhaustivo de estados), con el
fin de encontrar errores a base de considerar todos los posibles co´mputos de un
sistema altamente distribuido y no determinista a partir de un estado inicial dado,
hasta alcanzar cierta cota de profundidad. Si el conjunto de estados es finito, este
me´todo ya proporciona una demostracio´n formal de correccio´n con respecto a las
propiedades consideradas.
4. Ana´lisis mediante “narrowing” (estrechamiento), en el cual se analizan todos los
co´mputos de un conjunto posiblemente infinito de estados gracias a la descripcio´n
de los mismos mediante te´cnicas simbo´licas.
5. Demostracio´n formal, donde se verifica la correccio´n de propiedades cr´ıticas por
medio de alguna te´cnica formal, bien a mano (con la´piz y papel), o bien con la
ayuda de herramientas de demostracio´n.
Nuestro segundo enfoque a la presentacio´n de Maude como marco sema´ntico ejecutable
contribuye al desarrollo de esta metodolog´ıa especificando y analizando tres descripciones
ejecutables del protocolo de eleccio´n de l´ıder dentro de la especificacio´n del bus multimedia
en serie IEEE 1394 (conocido como “FireWire”). El protocolo consiste en, dada una red
de nodos conexa y ac´ıclica, construir un a´rbol de expansio´n, cuya ra´ız actuara´ como l´ıder
en las siguientes fases de funcionamiento del bus. En nuestras especificaciones haremos
especial e´nfasis en los aspectos relacionados con el tiempo, esenciales para el protocolo.
En la l´ınea de investigacio´n ya mencionada de utilizar la lo´gica de reescritura y Maude
para representar y dar sema´ntica a otros lenguajes, se han realizado trabajos relacionados
con lenguajes previos a la definicio´n de la lo´gica de reescritura, como Mini-ML, Prolog,
BABEL o UNITY, y a lenguajes ma´s novedosos como PLAN, UML o DaAgent (ma´s ade-
lante mostraremos referencias a estos y otros trabajos). Como contribucio´n a esta l´ınea de
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trabajo, vamos a abordar la dotacio´n de sema´ntica formal a lenguajes de la web sema´nti-
ca, mediante la traduccio´n del lenguaje de descripcio´n de recursos web RDF (Resource
Description Framework) a Maude y su integracio´n con Mobile Maude [DELM00], una
extensio´n de Maude que permite la definicio´n de co´mputos mo´viles, como veremos en el
Cap´ıtulo 9.
Estructura de la tesis
En el Cap´ıtulo 2 presentamos una introduccio´n a la lo´gica de reescritura y a Maude,
mostrando sus principales caracter´ısticas y los conceptos utilizados a lo largo de la tesis.
El material contenido en este cap´ıtulo no es original, sino que ha sido preparado a partir
de varios de los trabajos realizados por el grupo de Maude para la difusio´n del lenguaje.
En el Cap´ıtulo 3 se muestran las ideas presentadas por Narciso Mart´ı y Jose´ Meseguer
[MOM93] sobre la representacio´n de sema´nticas operacionales estructurales en la lo´gica de
reescritura, y los problemas generales que estas representaciones presentan a la hora de
implementarse en las versiones actuales de Maude, dando ideas de las soluciones que se
proponen, las cuales se detallara´n en los siguientes cap´ıtulos. Tambie´n se dan indicaciones
sobre co´mo puede utilizarse Maude comometalenguaje en el que implementar herramientas
completas para la introduccio´n, la ejecucio´n y el ana´lisis de programas en otros lenguajes.
En el Cap´ıtulo 4 se muestra el primer caso concreto de aplicacio´n de estas ideas si-
guiendo el enfoque de las reglas de inferencia como reescrituras. En concreto veremos una
representacio´n ejecutable tanto de la sema´ntica del a´lgebra de procesos CCS de Milner
[Mil89] como de la lo´gica modal de Hennessy-Milner para describir capacidades locales
de procesos CCS [HM85]. Se muestran los problemas de ejecutabilidad de este tipo de
representaciones (ba´sicamente, la existencia de variables nuevas en la parte derecha de
una regla de reescritura y la aplicacio´n no determinista de las reglas sema´nticas) y co´mo
se pueden resolver explotando las propiedades reflexivas de la lo´gica de reescritura.
El ejemplo con CCS y la lo´gica modal de Hennessy-Milner se completa en el Cap´ıtulo 5
donde se presentan implementaciones de las dos sema´nticas siguiendo el enfoque alterna-
tivo de las transiciones como reescrituras que presenta diversas ventajas frente al enfoque
anterior y que permite la nueva versio´n de Maude 2.0 actualmente en desarrollo.
En el Cap´ıtulo 6 se presentan representaciones ejecutables de sema´nticas operacionales
de lenguajes de programacio´n, tanto funcionales como imperativos (incluyendo no deter-
minismo). Dentro de estas sema´nticas se vera´n tanto sema´nticas de evaluacio´n (o de paso
largo) como sema´nticas de computacio´n (o de paso corto). Los ejemplos presentados son
los utilizados por Hennessy en su libro sobre sema´nticas operacionales [Hen90] y por Kahn
en su trabajo sobre sema´nticas naturales [Kah87].
En el Cap´ıtulo 7 se presenta una herramienta formal completa basada en una sema´nti-
ca simbo´lica [CS01] para el a´lgebra de procesos con tipos de datos Full LOTOS [ISO89],
en la que se pueden ejecutar especificaciones escritas utilizando esta te´cnica formal. Es-
te lenguaje incluye tanto la especificacio´n del comportamiento de sistemas distribuidos
concurrentes, como la especificacio´n algebraica de los tipos de datos que estos sistemas
utilizan. Por tanto, para implementar nuestra herramienta es necesario no solo represen-
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anteriores, sino que hace falta tratar especificaciones de tipos abstractos de datos escritas
utilizando el lenguaje ACT ONE [EM85], que sera´n traducidas a mo´dulos funcionales en
Maude con la misma sema´ntica, e integrar estas dos partes en un interfaz que permita la
fa´cil utilizacio´n de la herramienta para ejecutar las especificaciones introducidas. Con este
cap´ıtulo concluye la parte de la tesis dedicada al estudio de la implementacio´n en Maude
de sema´nticas operacionales estructurales.
En el Cap´ıtulo 8 se muestran tres descripciones a diferentes niveles de abstraccio´n
del protocolo de eleccio´n de l´ıder dentro de la especificacio´n del bus multimedia en serie
del esta´ndar IEEE 1394 [IEE95]. Las descripciones utilizan mo´dulos orientados a objetos
de Maude, y dos de ellas incluyen nociones de tiempo, imprescindibles para la correcta
especificacio´n del protocolo con cierto nivel de detalle. La correccio´n del protocolo se
demuestra utilizando te´cnicas de exploracio´n de estados, similares a las utilizadas en el
Cap´ıtulo 4 para conseguir una representacio´n ejecutable de la sema´ntica de CCS.
El Cap´ıtulo 9 se dedica a mostrar co´mo se puede dar sema´ntica al lenguaje RDF
de especificacio´n de recursos web [LS99], mediante la traduccio´n de documentos RDF a
mo´dulos orientados a objetos en Maude. Esta traduccio´n a Maude no solo proporciona
una sema´ntica formal a los documentos RDF, sino que permite que los programas que
manipulan estos documentos puedan ser expresados en el mismo formalismo. Gracias a
las facilidades de metaprogramacio´n de Maude, la traduccio´n puede implementarse en el
mismo Maude. Como ejemplo de utilizacio´n de la traduccio´n, y de la integracio´n con los
programas que utilizan esta informacio´n traducida, se muestra una aplicacio´n basada en
agentes mo´viles, por lo que para realizarla se ha utilizado Mobile Maude [DELM00].
Finalmente, en el Cap´ıtulo 10 se presentan algunas conclusiones y l´ıneas de trabajo
futuro.
En los siguientes cap´ıtulos se muestra pra´cticamente todo el co´digo Maude, al ser este
claro y poco extenso, sin embargo habra´ partes que se omitan porque no an˜adan nada
nuevo. El co´digo Maude completo, as´ı como el co´digo Isabelle de la Seccio´n 4.8, puede
encontrarse en la pa´gina web http://dalila.sip.ucm.es/~alberto/tesis, listo para
ser ejecutado.
Trabajo relacionado
Encontramos en la literatura diversos trabajos dedicados a la representacio´n e imple-
mentacio´n de sema´nticas operacionales. Citaremos aqu´ı varios de los que entendemos que
esta´n ma´s relacionados con nuestro trabajo.
Probablemente el trabajo ma´s relacionado con el nuestro es el realizado por Christiano
Braga en su tesis doctoral [Bra01], donde se describe un inte´rprete para especificaciones
MSOS [BHMM00] en el contexto de las sema´nticas operacionales estructurales modula-
res de Peter Mosses [Mos99]. Para la implementacio´n del inte´rprete se utiliza la idea de
transiciones como reescrituras mencionada anteriormente. Para ello se realiza una exten-
sio´n de Maude, implementada utilizando las propiedades reflexivas del propio Maude, que
permite reglas de reescritura condicionales con reescrituras en las condiciones. Nosotros
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utilizaremos la nueva versio´n de Maude 2.0 cuando usemos el me´todo de transiciones como
reescrituras, obteniendo una considerable mejora en la eficiencia.
Utilizando la lo´gica de reescritura tambie´n se han dado definiciones de lenguajes como
el lambda ca´lculo y Mini-ML [MOM93, Ste00], Prolog y lenguajes basados en estrecha-
miento (narrowing) como BABEL [Vit94], el lenguaje UNITY [Mes92], el pi-ca´lculo [Vir96,
Ste00, TSMO02], el lenguaje de programacio´n lo´gico-concurrente GAEA [IMW+97], el len-
guaje de programacio´n para redes activas PLAN [WMG00, ST02], el metamodelo de UML
[TF00, FT00, FT01], el lenguaje de especificacio´n de protocolos criptogra´ficos CAPSL
[DM00a], el sistema de agentes mo´viles DaAgent [BCM00], y la extensio´n de Maude para
co´mputos mo´viles Mobile Maude [DELM00] (ve´ase Seccio´n 9.4). Para una bibliograf´ıa ma´s
exhaustiva sobre este tema referimos al lector al art´ıculo [MOM02].
Quiza´s el primer intento por conseguir implementaciones directas de sema´nticas ope-
racionales fue Typol [Des88], un lenguaje formal para representar reglas de inferencia
y sema´nticas operacionales. Los programas en Typol se compilan a Prolog para crear
comprobadores de tipos ejecutables e inte´rpretes a partir de sus especificaciones [Des84].
Aunque algunas de nuestras implementaciones siguen en gran medida el estilo de la pro-
gramacio´n lo´gica, una gran ventaja al utilizar Maude se obtiene al poder trabajar por un
lado con tipos de datos definidos por el usuario y por otro con especificaciones algebraicas
mo´dulo axiomas ecuacionales. Adema´s, podr´ıamos utilizar otras estrategias diferentes de
la bu´squeda en profundidad, aun manteniendo la misma especificacio´n subyacente.
Algunas de las desventajas de Typol son su ineficiencia y el hecho de que la codificacio´n
de especificaciones de sema´nticas operacionales estructurales en Prolog es poco atractiva,
debido a la falta de un sistema de tipos apropiado en Prolog (algunos autores han utilizado
el lenguaje de orden superior λProlog [FGH+88] para evitar este problema). Por esas
razones se disen˜o´ el lenguaje RML (Relational Meta-Language) [Pet94, Pet96], un lenguaje
de especificacio´n ejecutable para sema´nticas naturales. En ese estudio se identificaron
propiedades de las especificaciones de sema´nticas naturales determinables de forma esta´tica
que permiten realizar algunas optimizaciones en la implementacio´n. RML tiene un sistema
de tipos fuerte al estilo de Standard ML, y soporta reglas de inferencia como las dadas en
las sema´nticas naturales y definiciones de tipos de datos mediante induccio´n estructural.
Las especificaciones en RML se transforman a una representacio´n intermedia, fa´cilmente
optimizable e implementable, siguiendo el estilo de CPS (Continuation-Passing Style).
Esta representacio´n intermedia termina compila´ndose a co´digo C eficiente.
Tambie´n se han utilizado demostradores de teoremas como Isabelle/HOL [NPW02] o
Coq [HKPM02] para construir modelos de lenguajes a partir de su sema´ntica operacio-
nal. En la Seccio´n 4.8 utilizaremos Isabelle para implementar CCS y la lo´gica modal de
Hennessy-Milner, compararemos este enfoque con el nuestro, y citaremos trabajos relacio-
nados sobre la representacio´n de sistemas de inferencia en el marco lo´gico Isabelle/HOL,
relacionados con CCS. Isabelle/HOL tambie´n ha sido utilizado por Nipkow [Nip98] para
formalizar sema´nticas operacionales y denotacionales de lenguajes de programacio´n. Otros
marcos lo´gicos y demostradores de teoremas se han utilizado as´ı mismo para representar
sistemas de inferencia. El entorno interactivo de desarrollo de demostraciones Coq, basado
en el ca´lculo de construcciones (Calculus of Constructions) extendido con tipos inducti-
vos [Coq88, PM94], ha sido utilizado para representar el pi-ca´lculo [FHS01, Hir97] y el
9µ-ca´lculo [Spr98] aplicado a CCS. Coq se utiliza para codificar sema´nticas naturales en
[Ter95]. En estos trabajos el enfoque es diferente al nuestro, ya que ma´s que conseguir re-
presentaciones ejecutables, el e´nfasis se pone en obtener modelos sobre los que se puedan
verificar metapropiedades.
LEGO, un sistema interactivo de desarrollo de demostraciones [LP92], se utiliza en
[YL97] para formalizar un sistema de verificacio´n para CCS. El sistema combina la de-
mostracio´n de teoremas con el ana´lisis exhaustivo de estados (model checking), utilizando
un demostrador de teoremas para reducir o dividir los problemas hasta subproblemas que
pueden ser comprobados por un analizador de estados.
Cap´ıtulo 2
Lo´gica de reescritura y Maude
En este cap´ıtulo presentamos las principales caracter´ısticas de la lo´gica de reescritura y
del lenguaje y sistema Maude basado en ella, mostrando todos los elementos que se utilizan
en el resto de la tesis. De Maude describimos tanto la versio´n 1.0.5 como la versio´n 2.0,
actualmente en desarrollo. Tambie´n presentamos la extensio´n de Maude conocida como
Full Maude. El contenido de este cap´ıtulo se ha adaptado a partir de varios trabajos
[CDE+99, MOM93, Dur99, MOM02, CDE+00b].
2.1. Lo´gica de reescritura
La lo´gica ecuacional, en todas sus variantes, es una lo´gica para razonar sobre tipos de
datos esta´ticos, donde las nociones de “antes” y “despue´s” no tienen sentido, ya que gracias
a la simetr´ıa de la igualdad de la lo´gica ecuacional, todo cambio es reversible. Eliminando
la regla de deduccio´n de la simetr´ıa de la lo´gica ecuacional, las ecuaciones dejan de ser
sime´tricas y se convierten en orientadas, como en la reescritura ecuacional. La lo´gica de
reescritura [Mes92, Mes98] va un paso (muy importante) ma´s alla´ eliminando la simetr´ıa
y la interpretacio´n ecuacional de las reglas, e interpretando una regla t −→ t′
computacionalmente, como una transicio´n local en un sistema concurrente; es de-
cir, t y t′ describen patrones de fragmentos del estado distribuido de un sistema,
y la regla explica co´mo puede tener lugar una transicio´n local concurrente en tal
sistema, cambiando el fragmento local del estado de una instancia del patro´n t a la
correspondiente instancia del patro´n t′;
lo´gicamente, como una regla de inferencia, de tal forma que se pueden inferir fo´rmulas
de la forma t′ a partir de fo´rmulas de la forma t.
La lo´gica de reescritura es una lo´gica de cambio, que nos permite especificar los aspectos
dina´micos de los sistemas en un sentido muy general. Es ma´s, permitiendo la reescritura
sobre clases de equivalencia mo´dulo algunos axiomas estructurales, podemos entender un
“te´rmino” [t] como una proposicio´n o fo´rmula que afirma estar en un cierto estado con
una cierta estructura.
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Una signatura en lo´gica de reescritura es una teor´ıa ecuacional1 (Σ, E), donde Σ es
una signatura ecuacional, esto es, un alfabeto de s´ımbolos de funcio´n con su rango corres-
pondiente, y E es un conjunto de Σ-ecuaciones. En la signatura (Σ, E) se hace expl´ıcito
el conjunto de ecuaciones para hacer e´nfasis en el hecho de que la reescritura tendra´ lugar
sobre clases de te´rminos congruentes mo´dulo E.
Dada una signatura (Σ, E), las sentencias de la lo´gica son secuentes (llamados rees-
crituras) de la forma
[t]E −→ [t′]E ,
donde t y t′ son Σ-te´rminos posiblemente con variables, y [t]E denota la clase de equiva-
lencia del te´rmino t mo´dulo las ecuaciones en E. El sub´ındice E se omite cuando no hay
lugar a ambigu¨edad.
Una teor´ıa de reescritura R es una tupla R = (Σ, E, L,R), donde (Σ, E) es una
signatura, L es un conjunto de etiquetas, y R es un conjunto de reglas de reescritura
de la forma
r : [t] −→ [t′] if [u1] −→ [v1] ∧ . . . ∧ [uk] −→ [vk],
donde r es una etiqueta y se reescriben clases de congruencia de te´rminos en TΣ,E(X), con
X = {x1, . . . , xn, . . .} un conjunto infinito contable de variables.
Dada una teor´ıa de reescrituraR, decimos que deR se deduce una sentencia [t] −→ [t′],
o que [t] −→ [t′] es una R-reescritura (concurrente), y lo escribimos como R ` [t] −→ [t′],
si y solo si [t] −→ [t′] puede obtenerse con un nu´mero finito de aplicaciones de las siguientes
reglas de deduccio´n (donde suponemos que todos los te´rminos esta´n bien formados y t(w/x)
denota la sustitucio´n simulta´nea de cada xi por el correspondiente wi en t):
1. Reflexividad. Para cada [t] ∈ TΣ,E(X),
[t] −→ [t] .
2. Congruencia. Para cada f ∈ Σn, n ∈ IN,
[t1] −→ [t′1] . . . [tn] −→ [t′n]
[f(t1, . . . , tn)] −→ [f(t′1, . . . , t′n)]
.
3. Reemplazamiento. Para cada regla r : [t] −→ [t′] if [u1] −→ [v1]∧. . .∧[uk] −→ [vk]
en R
[w1] −→ [w′1] . . . [wn] −→ [w′n]
[u1(w/x)] −→ [v1(w/x)] . . . [uk(w/x)] −→ [vk(w/x)]
[t(w/x)] −→ [t′(w′/x)] .
4. Transitividad.
[t1] −→ [t2] [t2] −→ [t3]
[t1] −→ [t3] .
1La lo´gica de reescritura esta´ parametrizada sobre la lo´gica ecuacional subyacente, pudiendo ser esta la
lo´gica ecuacional sin tipos, con tipos, con tipos ordenados, de pertenencia, etc.
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Una sentencia [t] −→ [t′] enR se denomina una reescritura en un paso si y solo si puede
ser derivada a partir de R con un nu´mero finito de aplicaciones de las reglas (1)–(3), con
al menos una aplicacio´n de la regla (3). Si la regla (3) se aplica exactamente una vez,
entonces se dice que la sentencia es una reescritura secuencial en un paso.
La lo´gica de reescritura es una lo´gica para razonar de forma correcta sobre sistemas
concurrentes que tienen estados, y evolucionan por medio de transiciones. La signatura
de una teor´ıa de reescritura describe una estructura particular para los estados de un
sistema (por ejemplo, multiconjuntos, secuencias, etc.) de modo que los estados pueden
distribuirse de acuerdo con tal estructura. Las reglas de reescritura en la teor´ıa describen
por medio de transformaciones locales concurrentes que´ transiciones locales elementales
son posibles en el estado distribuido. Las reglas de deduccio´n de la lo´gica de reescritura
nos permiten razonar sobre que´ transiciones concurrentes generales son posibles en un
sistema que satisfaga tal descripcio´n. De forma alternativa, podemos adoptar un punto
de vista lo´gico, y ver las reglas de deduccio´n de la lo´gica de reescritura como metarreglas
para la deduccio´n correcta en un sistema lo´gico.
Los puntos de vista computacional y lo´gico bajo los cuales se puede interpretar la
lo´gica de reescritura pueden resumirse en el siguiente diagrama de correspondencias:
Estado ↔ Te´rmino ↔ Proposicio´n
Transicio´n ↔ Reescritura ↔ Deduccio´n
Estructura distribuida ↔ Estructura algebraica ↔ Estructura proposicional
Adema´s de tener un sistema de inferencia, la lo´gica de reescritura tambie´n tiene una
teor´ıa de modelos con interpretaciones naturales, tanto computacional como lo´gicamente.
Es ma´s, cada teor´ıa de reescritura R tiene un modelo inicial TR [Mes92]. La idea es que se
pueden decorar los secuentes probables con te´rminos de demostracio´n que indiquen co´mo
pueden ser probados. Desde un punto de vista computacional, un te´rmino de demostracio´n
es una descripcio´n de un co´mputo concurrente, posiblemente complejo; desde un punto
de vista lo´gico, es una descripcio´n de una deduccio´n lo´gica. La cuestio´n es, ¿cua´ndo dos
te´rminos de demostracio´n deber´ıan ser considerados descripciones equivalentes del mismo
co´mputo/deduccio´n? Con el modelo TR se responde a esta pregunta igualando te´rminos
de demostracio´n de acuerdo a unas ecuaciones de equivalencia naturales [Mes92]. De esta
forma, se obtiene un modelo TR con una estructura de categor´ıa, donde los objetos son
clases de equivalencia (mo´dulo las ecuaciones E de R) de Σ-te´rminos cerrados, y las fle-
chas son clases de equivalencia de te´rminos de demostracio´n. Las identidades se asocian
naturalmente con demostraciones por reflexividad, y la composicio´n de flechas correspon-
de a demostraciones por transitividad. Las interpretaciones lo´gica y computacional son
entonces obvias, ya que una categor´ıa es un sistema de transiciones estructurado, y los
sistemas lo´gicos se han entendido como categor´ıas desde el trabajo de Lambek [Lam69]
sobre sistemas deductivos. La teor´ıa de demostracio´n y la teor´ıa de modelos de la lo´gica
de reescritura esta´n relacionadas por un teorema de completitud, que establece que un
secuente se puede probar a partir de R si y solo si es satisfecho en todos los modelos de
R [Mes92].
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2.1.1. Reflexio´n en lo´gica de reescritura
La lo´gica de reescritura es reflexiva en una forma matema´ticamente precisa [Cla00],
a saber, existe una teor´ıa de reescritura U finitamente representable que es universal en
el sentido de que cualquier teor´ıa de reescritura R finitamente representable (incluyendo
la propia U) puede ser representada en U como un te´rmino R, cualquier te´rmino t en R
puede representarse como un te´rmino t, y cualquier par (R, t) puede representarse como
un te´rmino 〈R, t〉, de tal forma que tengamos la siguiente equivalencia
R ` t −→ t′ ⇔ U ` 〈R, t〉 −→ 〈R, t′〉.
Puesto que U puede representarse a s´ı misma, podemos conseguir una “torre reflexiva”
con un nu´mero arbitrario de niveles de reflexio´n, ya que tenemos
R ` t −→ t′
⇔ U ` 〈R, t〉 −→ 〈R, t′〉
⇔ U ` 〈U , 〈R, t〉〉 −→ 〈U , 〈R, t′〉〉
. . .
En esta cadena de equivalencias se dice que el primer co´mputo de reescritura tiene lugar
en el nivel 0 (o nivel objeto), el segundo en el nivel 1 (o metanivel), y as´ı sucesivamente.
2.2. Maude
Maude es tanto un lenguaje de alto nivel como un sistema eficiente que admite espe-
cificaciones tanto de la lo´gica ecuacional de pertenencia como de la lo´gica de reescritura,
y la programacio´n de un espectro muy amplio de aplicaciones. En las siguientes secciones
se describen las caracter´ısticas ma´s importantes del lenguaje, en su versio´n Maude 1.0.5,
que sera´n utilizadas en el resto de esta tesis. En la actualidad se esta´ desarrollando una
nueva versio´n del sistema Maude, conocida como Maude 2.0, ma´s general y expresiva.
Describiremos esta nueva versio´n en la Seccio´n 2.4.
El sistema Maude (en su versio´n 1.0.5), su documentacio´n, una coleccio´n de ejemplos,
algunos casos de estudio, y varios art´ıculos relacionados esta´n disponibles en la pa´gina
web de Maude en http://maude.cs.uiuc.edu.
2.2.1. Mo´dulos funcionales
Los mo´dulos funcionales en Maude definen tipos de datos y funciones sobre ellos por
medio de teor´ıas ecuacionales cuyas ecuaciones son Church-Rosser y terminantes. Un
mo´delo matema´tico de los datos y las funciones viene dado por el a´lgebra inicial defi-














Figura 2.1: Un grafo.
La lo´gica ecuacional en la cual se basan los mo´dulos funcionales en Maude es una ex-
tensio´n de la lo´gica ecuacional con tipos ordenados denominada lo´gica ecuacional de per-
tenencia [BJM00]. Adema´s de tipos, relaciones de subtipado, y sobrecarga en los s´ımbolos
de funcio´n, los mo´dulos funcionales pueden tener axiomas (condicionales) de pertenencia,
en los cuales se afirma que un te´rmino tiene cierto tipo (si se cumplen ciertas condicio-
nes). Estos axiomas de pertenencia pueden utilizarse para definir funciones parciales, que
quedan definidas cuando sus argumentos satisfacen ciertas condiciones ecuacionales o de
pertenencia.
Podemos ilustrar estas ideas con un mo´dulo PATH que define caminos en un grafo.
Conside´rese el grafo de la Figura 2.1. Un camino en el grafo es una concatenacio´n de aristas
tales que el nodo destino de una arista es el nodo origen de la siguiente. Por supuesto,
no todas las concatenaciones de aristas son caminos va´lidos. El siguiente mo´dulo PATH
axiomatiza el grafo y los caminos sobre e´l2.
fmod PATH is
protecting MACHINE-INT .
sorts Edge Path Path? Node .
subsorts Edge < Path < Path? .
ops n1 n2 n3 n4 n5 : -> Node .
ops a b c d e f : -> Edge .
op _;_ : Path? Path? -> Path? [assoc] .
ops source target : Path -> Node .
op length : Path -> MachineInt .
var E : Edge .
var P : Path .
cmb (E ; P) : Path if target(E) == source(P) .
ceq source(E ; P) = source(E) if E ; P : Path .
ceq target(P ; E) = target(E) if P ; E : Path .
eq length(E) = 1 .
ceq length(E ; P) = 1 + length(P) if E ; P : Path .
eq source(a) = n1 . eq target(a) = n2 .
2En la Seccio´n 2.4 veremos este mismo mo´dulo con la nueva sintaxis de Maude 2.0 generalizada para
permitir mayor soporte de la lo´gica ecuacional de pertenencia.
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eq source(b) = n1 . eq target(b) = n3 .
eq source(c) = n3 . eq target(c) = n4 .
eq source(d) = n4 . eq target(d) = n2 .
eq source(e) = n2 . eq target(e) = n5 .
eq source(f) = n2 . eq target(f) = n1 .
endfm
El mo´dulo se introduce con la sintaxis de un mo´dulo funcional fmod...endfm y tiene
un nombre, PATH. Importa el tipo predefinido de enteros MACHINE-INT y declara tipos
(sorts) y relaciones de subtipado (subsorts). Una relacio´n de subtipado entre dos tipos
se interpreta como una inclusio´n conjuntista, es decir, los elementos del subtipo se incluyen
en el supertipo. Por ejemplo, la declaracio´n de subtipado
subsorts Edge < Path < Path? .
declara las aristas como un subtipo de los caminos, y estos como un subtipo del tipo Path?,
que podr´ıamos llamar de caminos confusos. Este supertipo es necesario porque en general
la concatenacio´n de caminos utilizando el operador _;_ puede generar concatenaciones sin
sentido. Este operador se declara con sintaxis infija (los s´ımbolos de subrayado indican
las posiciones de los argumentos) y con el atributo assoc que indica que el operador es
asociativo. Esto significa que el encaje de patrones de te´rminos construidos con este ope-
rador se hara´ mo´dulo asociatividad, es decir, sin que importen los pare´ntesis (que pueden
no escribirse expl´ıcitamente). En general, el motor de reescritura de Maude puede reescri-
bir mo´dulo la mayor´ıa de las diferentes combinaciones de asociatividad, conmutatividad
(comm), identidad (por la izquierda, left id:; por la derecha, right id:; o por ambos
lados, id:) e idempotencia (idem)3.
La eliminacio´n de concatenaciones sin sentido se lleva a cabo por medio del axioma de
pertenencia condicional
cmb (E ; P) : Path if target(E) == source(P) .
que establece que una arista concatenada con un camino es tambie´n un camino si el nodo
destino de la arista coincide con el nodo origen del camino.
Todas las variables en el lado derecho de cada ecuacio´n tienen que aparecer en el
correspondiente lado izquierdo, y las variables en las condiciones de cada ecuacio´n (axioma
de pertenencia) tienen que aparecer en el correspondiente lado izquierdo (predicado de
pertenencia). Esta restriccio´n solo se aplica si queremos ejecutar la especificacio´n.
Las expresiones formadas por los operadores declarados en un mo´dulo pueden evaluarse
con el comando de Maude reduce (red de forma abreviada). En el proceso de reduccio´n las
ecuaciones se utilizan de izquierda a derecha como reglas de simplificacio´n, y los axiomas
de pertenencia se utilizan para conocer el menor tipo de una expresio´n.
3Los axiomas ecuacionales declarados como atributos de operadores no deben declararse como ecuacio-
nes. Ello es as´ı por dos razones: primero porque ser´ıa redundante, y segundo porque aunque la sema´ntica
denotacional no se ver´ıa afectada, s´ı se modificar´ıa la sema´ntica operacional, pues puede afectar a la ter-
minacio´n de la especificacio´n. No obstante, el problema de falta de terminacio´n puede aparecer tambie´n
en presencia de atributos. En general, el especificador tiene que ser cuidadoso con la interaccio´n entre
atributos y ecuaciones.
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Maude> reduce b ; c ; d .
result Path: b ; c ; d
Maude> red length(b ; c ; d) .
result NzMachineInt: 3
Maude tiene una librer´ıa de mo´dulos predefinidos que, por defecto, son cargados en el
sistema al principio de cada sesio´n. Estos mo´dulos son BOOL, MACHINE-INT, QID, QID-LIST,
META-LEVEL y LOOP-MODE.
El mo´dulo BOOL define los valores booleanos true y false y algunos operadores como
la igualdad _==_, la desigualdad _=/=_, if_then_else_fi, y algunos de los operadores
booleanos usuales, como la conjuncio´n (_and_), disyuncio´n (_or_), negacio´n (not_), etc.
El mo´dulo MACHINE-INT proporciona un tipo MachineInt de enteros predefinidos, un
tipo NzMachineInt de enteros distintos de 0, y las operaciones aritme´ticas habituales para
trabajar con enteros.
El mo´dulo QID proporciona el tipo Qid de identificadores con comilla (al estilo de
LISP), junto con operaciones sobre estos identificadores, como la concatenacio´n (conc), la
indexacio´n de un identificador por un entero (index), o la eliminacio´n del primer cara´cter
despue´s de la comilla (strip). Los siguientes ejemplos muestran el comportamiento de
estas operaciones.
conc(’a, ’b) = ’ab
conc(’a, ’42) = ’a42
index(’a, 2 * 21) = ’a42
conc(’a, index(’ , 1 - 43)) = ’a-42
strip(’abcd) = ’bcd
Resulta tambie´n u´til disponer de un tipo de datos de listas de identificadores con
comilla. El mo´dulo QID-LIST extiende al mo´dulo QID ofreciendo un tipo QidList de listas




subsort Qid < QidList .
op nil : -> QidList .
op __ : QidList QidList -> QidList [assoc id: nil] .
endfm
El mo´dulo META-LEVEL se explicara´ en la Seccio´n 2.2.4, y el mo´dulo LOOP-MODE en la
Seccio´n 2.2.6.
2.2.2. Mo´dulos de sistema
Los mo´dulos ma´s generales de Maude son los mo´dulos de sistema, que representan una
teor´ıa de la lo´gica de reescritura. Adema´s de los elementos declarables en un mo´dulo fun-
cional, un mo´dulo de sistema puede incluir reglas etiquetadas de reescritura, posiblemente
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condicionales. Si consideramos el grafo de la Figura 2.1 como un sistema de transiciones:
los nodos se convierten en estados y las aristas en transiciones entre estados. El siguiente
mo´dulo de sistema especifica un sistema de transiciones como una teor´ıa de reescritura.
Cada transicio´n se convierte en una regla de reescritura, donde el nombre de la transicio´n
etiqueta la correspondiente regla.
mod A-TRANSITION-SYSTEM is
sort State .
ops n1 n2 n3 n4 n5 : -> State .
rl [a] : n1 => n2 .
rl [b] : n1 => n3 .
rl [c] : n3 => n4 .
rl [d] : n4 => n2 .
rl [e] : n2 => n5 .
rl [f] : n2 => n1 .
endm
Obse´rvese que esta especificacio´n no es confluente, ya que, por ejemplo, hay dos tran-
siciones que salen del nodo n2 que no pueden unirse, y tampoco es terminante, ya que hay
ciclos que crean co´mputos infinitos. Por tanto, y en oposicio´n a la simplificacio´n ecuacio-
nal en mo´dulos funcionales, la reescritura puede ir en muchas direcciones. Sin embargo,
la reescritura puede ser controlada por el usuario por medio de estrategias. El inte´rpre-
te de Maude proporciona una estrategia por defecto para la ejecucio´n de expresiones en
mo´dulos de sistema a trave´s del comando rewrite (rew en forma abreviada). Debido a la
posibilidad de no terminacio´n, este comando admite un argumento adicional que acota el
nu´mero de aplicaciones de reglas. Por ejemplo,
Maude> rew [10] n3 .
result State: n5
La teor´ıa de reescritura (Σ, E, L,R) correspondiente a un mo´dulo de sistema tiene
una signatura Σ dada por los tipos, relaciones de subtipado y operadores declarados, y
un conjunto E de ecuaciones, que se asume que puede ser descompuesto en una unio´n
E = A ∪ E′, donde A es un conjunto de axiomas (entre aquellos soportados por Maude)
mo´dulo los cuales se hace la reescritura, y E ′ es un conjunto de ecuaciones terminantes y
Church-Rosser mo´dulo A.
Una regla de reescritura puede contener variables nuevas en el lado derecho que no
aparezcan en el lado izquierdo. Sin embargo, ya que la aplicacio´n pra´ctica de tales reglas
requiere informacio´n adicional sobre co´mo instanciar estas variables, las reglas con varia-
bles nuevas no pueden ser utilizadas por el comando por defecto rewrite, sino que deben
ser ejecutadas al metanivel. En la versio´n Maude 1.0.5 las condiciones de una regla con-
dicional tienen que cumplir las mismas restricciones que las condiciones de una ecuacio´n,
incluyendo el hecho de que todas sus variables deben aparecer en el lado izquierdo de la
regla, si queremos ejecutar la especificacio´n al nivel objeto (ve´ase Seccio´n 2.2.4). Traba-
jando al metanivel se puede evitar esta restriccio´n, como veremos en el Cap´ıtulo 4. Esta
restriccio´n se ha relajado considerablemente en Maude 2.0 (ve´ase la Seccio´n 2.4).
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Como un ejemplo ma´s de mo´dulo de sistema veamos el siguiente mo´dulo SORTING
para ordenar vectores de enteros. Los vectores se representan como conjuntos de pares de
enteros, donde la primera componente de cada par representa una posicio´n (o ı´ndice) del
vector y la segunda el valor en dicha posicio´n.
mod SORTING is
protecting MACHINE-INT .
sorts Pair PairSet .
subsort Pair < PairSet .
op <_;_> : MachineInt MachineInt -> Pair .
op empty : -> PairSet .
op __ : PairSet PairSet -> PairSet [assoc comm id: empty] .
vars I J X Y : MachineInt .
crl [sort] : < J ; X > < I ; Y > => < J ; Y > < I ; X >
if (J < I) and (X > Y) .
endm
Los estados son, por tanto, conjuntos P de pares de enteros, a saber, elementos del tipo
PairSet. Para facilitar el ejemplo, asumiremos que todo par < i ; x > en un conjunto de
entrada P verifica que 1 ≤ i ≤ card(P ) y que no puede haber pares diferentes < i ; x > y
< j ; y > con i = j. En tal caso, un conjunto de entrada P se puede ver como un vector
de enteros4.
El mo´dulo tiene una u´nica regla condicional sort, que modifica un vector de enteros
para ordenarlo. El sistema descrito es, por tanto, altamente concurrente, ya que la regla
sort se puede aplicar de forma concurrente a muchas parejas de pares del conjunto que
representa el vector. Utilizando el comando rew podemos utilizar el inte´rprete por defecto
de Maude para ordenar un vector de enteros:
Maude> rew < 1 ; 3 > < 2 ; 2 > < 3 ; 1 > .
result PairSet: < 1 ; 1 > < 2 ; 2 > < 3 ; 3 >
Utilizando este inte´rprete no tenemos ningu´n control sobre la aplicacio´n de las reglas
en un mo´dulo. Aunque en este caso esto no representa un problema, ya que esta especifi-
cacio´n es confluente y terminante, en general puede ocurrir que queramos, y debamos de
hecho, controlar la forma en la que se aplican las reglas. Esto puede hacerse mediante la
introduccio´n de estrategias, como veremos en la Seccio´n 2.2.5.
2.2.3. Jerarqu´ıas de mo´dulos
Las especificaciones y el co´digo Maude deber´ıan estructurarse en mo´dulos de taman˜o
relativamente pequen˜o para facilitar la comprensio´n de sistemas de gran taman˜o, incre-
4Por supuesto, estos requisitos podr´ıan ser especificados de forma expl´ıcita declarando un subtipo y
axiomas de pertenencia que impongan tales restricciones.
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mentar la reutilizacio´n de componentes, y localizar los efectos producidos por cambios en
el sistema. Full Maude ofrece un soporte completo a estos objetivos, como se vera´ en la
Seccio´n 2.3, facilitando un a´lgebra de mo´dulos extensible, que soporta en particular la pro-
gramacio´n parametrizada. Sin embargo, (Core) Maude ya proporciona un soporte ba´sico a
la modularidad permitiendo la definicio´n de jerarqu´ıas de mo´dulos, es decir, grafos ac´ıcli-
cos de importaciones de mo´dulos. Matema´ticamente, se pueden entender tales jerarqu´ıas
como o´rdenes parciales de inclusiones de teor´ıas, es decir, la teor´ıa del mo´dulo importador
contiene a las teor´ıas de los submo´dulos como subteor´ıas.
Maude ofrece dos tipos de inclusiones de mo´dulos, introducidas por las palabras clave
including y protecting, seguidas de una lista no vac´ıa de mo´dulos importados. La
importacio´n de tipo including es la forma ma´s general, y no impone ningu´n requisito a la
importacio´n. La importacio´n protecting es ma´s restrictiva, en el sentido de que hace una
asercio´n sema´ntica sobre la relacio´n entre las dos teor´ıas. De forma intuitiva, la asercio´n
afirma que el supermo´dulo no an˜ade ni “basura” ni “confusio´n” al submo´dulo, es decir, no
se crean nuevos valores de los tipos definidos en los mo´dulos importados ni se identifican
valores de estos tipos que fueran diferentes.
2.2.4. Reflexio´n en Maude
En Maude, la principal funcionalidad de la reflexio´n se ha implementado de forma
eficiente en el mo´dulo funcional META-LEVEL. En este mo´dulo
los te´rminos Maude se representan como elementos de un tipo de datos Term de
te´rminos;
los mo´dulos Maude se representan como te´rminos en un tipo de datos Module de
mo´dulos;
el proceso de reduccio´n de un te´rmino a su forma normal en un mo´dulo funcional y
de determinar si tal forma normal tiene un tipo dado se representan por una funcio´n
meta-reduce;
el proceso de aplicacio´n de una regla de un mo´dulo de sistema a un te´rmino se
representa por medio de una funcio´n meta-apply;
el proceso de reescritura de un te´rmino en un mo´dulo de sistema utilizando el
inte´rprete por defecto de Maude se representa por una funcio´n meta-rewrite; y
el ana´lisis sinta´ctico y la impresio´n edulcorada (en ingle´s, pretty-printing) de un
te´rmino en un mo´dulo, as´ı como operaciones sobre tipos como la comparacio´n de
tipos en el orden de subtipado de una signatura, son representadas tambie´n por
funciones adecuadas al metanivel.
Sintaxis de te´rminos y mo´dulos
Los te´rminos se representan como elementos del tipo Term, construidos con la siguiente
signatura:
2.2. Maude 21
subsort Qid < Term .
subsort Term < TermList .
op {_}_ : Qid Qid -> Term .
op _[_] : Qid TermList -> Term .
op _,_ : TermList TermList -> TermList [assoc] .
op error* : -> Term .
La primera declaracio´n, que convierte a Qid en un subtipo de Term, se utiliza para
representar las variables como identificadores con comilla. El operador {_}_ se utiliza
para representar las constantes como pares, donde el primer argumento es la constante y el
segundo su tipo, siendo ambos identificadores con comilla. El operador _[_] corresponde a
la construccio´n recursiva de te´rminos a partir de subte´rminos, con el operador ma´s externo
como primer argumento y la lista de sus subte´rminos como segundo argumento, donde la
concatenacio´n de listas se denota por _,_. La u´ltima declaracio´n para el tipo de datos de
los te´rminos es una constante error* utilizada para representar valores erro´neos.
Para ilustrar esta sintaxis, utilizaremos un mo´dulo NAT de nu´meros naturales con cero
y sucesor, y operadores de suma y multiplicacio´n conmutativos.
fmod NAT is
sorts Zero Nat .
subsort Zero < Nat .
op 0 : -> Zero .
op s_ : Nat -> Nat .
op _+_ : Nat Nat -> Nat [comm] .
op _*_ : Nat Nat -> Nat [comm] .
vars N M : Nat .
eq 0 + N = N .
eq s N + M = s (N + M) .
eq 0 * N = 0 .
eq s N * M = M + (N * M) .
endfm
El te´rmino s s 0 + s N de tipo Nat en el mo´dulo NAT se metarrepresenta como
’_+_[’s_[’s_[{’0}’Zero]], ’s_[’N]].
Ya que los te´rminos del mo´dulo META-LEVEL pueden metarrepresentarse como los te´rmi-
nos de cualquier otro mo´dulo, la representacio´n de te´rminos puede iterarse. Por ejemplo,
la meta-metarrepresentacio´n s 0 del te´rmino s 0 en NAT es el te´rmino
’_[_][{’’s_}’Qid,’{_}_[{’’0}’Qid,{’’Zero}’Qid]].
Los mo´dulos funcionales y de sistema se metarrepresentan con una sintaxis muy si-
milar a la original. Las principales diferencias son que: (1) los te´rminos en ecuaciones,
axiomas de pertenencia y reglas de reescritura aparecen metarrepresentados, segu´n la sin-
taxis ya explicada; (2) en la metarrepresentacio´n de mo´dulos se sigue un orden fijo en la
introduccio´n de las diferentes clases de declaraciones; y (3) los conjuntos de identificadores
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utilizados en las declaraciones de tipos se representan como conjuntos de identificadores
con comilla construidos con el operador asociativo y conmutativo _;_.
La sintaxis de los operadores ma´s externos para la representacio´n de mo´dulos funcio-
nales y de sistema es la siguiente:
sorts FModule Module .
subsort FModule < Module .
op fmod_is_______endfm : Qid ImportList SortDecl SubsortDeclSet
OpDeclSet VarDeclSet MembAxSet EquationSet -> FModule .
op mod_is________endm : Qid ImportList SortDecl SubsortDeclSet
OpDeclSet VarDeclSet MembAxSet EquationSet RuleSet -> Module .
La definicio´n completa de esta sintaxis en el mo´dulo META-LEVEL puede encontrarse en
[CDE+99].
La representacio´n NAT del mo´dulo NAT es el siguiente te´rmino de tipo FModule:
fmod ’NAT is
nil
sorts ’Zero ; ’Nat .
subsort ’Zero < ’Nat .
op ’0 : nil -> ’Zero [none] .
op ’s_ : ’Nat -> ’Nat [none] .
op ’_+_ : ’Nat ’Nat -> ’Nat [comm] .
op ’_*_ : ’Nat ’Nat -> ’Nat [comm] .
var ’N : ’Nat .
var ’M : ’Nat .
none
eq ’_+_[{’0}’Zero, ’N] = ’N .
eq ’_+_[’s_[’N], ’M] = ’s_[’_+_[’N, ’M]] .
eq ’_*_[{’0}’Zero, ’N] = {’0}’Zero .
eq ’_*_[’s_[’N], ’M] = ’_+_[’M, ’_*_[’N, ’M]] .
endfm
Obse´rvese que, como cualesquiera te´rminos, los te´rminos de tipo Module pueden ser
metarrepresentados de nuevo, dando lugar a te´rminos de tipo Term, y esta metarrepresen-
tacio´n puede iterarse un nu´mero arbitrario de veces. Esto es de hecho necesario cuando los
co´mputos al metanivel tienen que operar a niveles ma´s altos, como se vera´ en la Seccio´n 4.7.
Funciones de descenso
El mo´dulo META-LEVEL tiene tres funciones predefinidas (implementadas internamente
por el sistema) que proporcionan formas eficientes y u´tiles de reducir co´mputos del meta-
nivel a co´mputos del nivel objeto (nivel 0): meta-reduce, meta-apply y meta-rewrite.
Estas funciones se denominan funciones de descenso [CDE+98a].
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La operacio´n meta-reduce, con sintaxis
op meta-reduce : Module Term -> Term .
toma como argumentos la representacio´n de un mo´dulo M y un te´rmino t, y devuelve la
forma completamente reducida del te´rmino t utilizando las ecuaciones enM . Por ejemplo5,
Maude> red meta-reduce(NAT, s 0 + s 0) .
result Term: s s 0
La operacio´n meta-rewrite tiene sintaxis
op meta-rewrite : Module Term MachineInt -> Term .
y es ana´loga a meta-reduce, pero en vez de utilizar solo la parte ecuacional de un mo´dulo,
utiliza tanto las ecuaciones como las reglas para reescribir un te´rmino utilizando la es-
trategia por defecto de Maude. Sus primeros dos argumentos son las representaciones de
un mo´dulo M y un te´rmino t, y su tercer argumento es un nu´mero natural n. La funcio´n
devuelve la representacio´n del te´rmino obtenido a partir de t despue´s de, como mucho, n
aplicaciones de reglas de M , utilizando la estrategia por defecto de Maude, que aplica las
reglas de forma justa de arriba abajo. Si se da el valor 0 como tercer argumento, el nu´mero
de reescrituras no estar´ıa acotado.
Utilizando la metarrepresentacio´n del mo´dulo A-TRANSITION-SYSTEM visto en la Sec-
cio´n 2.2.2, podemos reescribir (utilizando como mucho 10 aplicaciones de reglas) la meta-
rrepresentacio´n del estado n3:
Maude> red meta-rewrite(A-TRANSITION-SYSTEM, n3, 10) .
result Term: n5
La operacio´n meta-apply tiene como perfil
op meta-apply : Module Term Qid Substitution MachineInt -> ResultPair .
Los primeros cuatro argumentos son las representaciones de un mo´dulo M , un te´rmino
t en M , una etiqueta l de alguna(s) regla(s) en M y un conjunto de asignaciones (po-
siblemente vac´ıo) que definen una sustitucio´n parcial σ de las variables en esas reglas.
El u´ltimo argumento es un nu´mero natural n. Esta funcio´n devuelve una pareja de tipo
ResultPair formada por un te´rmino y una sustitucio´n. La sintaxis de las sustituciones y
de los resultados es
sorts Assignment Substitution ResultPair .
subsort Assignment < Substitution .
5Para simplificar la presentacio´n utilizamos la metanotacio´n t para denotar la metarrepresentacio´n
del te´rmino t y Id para denotar la metarrepresentacio´n del mo´dulo con nombre Id . Como veremos en la
Seccio´n 2.3, en Full Maude podremos utilizar la funcio´n up para obtener estas metarrepresentaciones.
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op _<-_ : Qid Term -> Assignment .
op none : -> Substitution .
op _;_ : Substitution Substitution -> Substitution [assoc comm id: none] .
op {_,_} : Term Substitution -> ResultPair .
La operacio´n meta-apply se evalu´a de la siguiente manera:
1. el te´rmino t se reduce completamente utilizando las ecuaciones en M ;
2. el te´rmino resultante se intenta encajar con los lados izquierdos de todas las reglas
con etiqueta l parcialmente instanciadas con σ, descartando aquellos encajes que no
satisfagan la condicio´n de la regla;
3. se descartan los primeros n encajes que hayan tenido e´xito; si existe un n+ 1-e´simo
encaje, su regla se aplica utilizando este encaje y se realizan los pasos siguientes 4 y
5; en caso contrario, se devuelve el par {error*, none};
4. el te´rmino resultante se reduce completamente utilizando las ecuaciones de M ;
5. se devuelve el par formado utilizando el constructor {_,_} cuyo primer elemento
es la representacio´n del te´rmino resultante completamente reducido y cuyo segundo
elemento es la representacio´n del encaje utilizado en la reescritura.
Utilizando la operacio´n meta-apply y el mo´dulo A-TRANSITION-SYSTEM metarrepre-
sentado, se pueden obtener todas las reescrituras secuenciales en un paso del estado n2:
Maude> red meta-apply(A-TRANSITION-SYSTEM, n2, ’e, none, 0) .
result ResultPair: { n5, none }
Maude> red meta-apply(A-TRANSITION-SYSTEM, n2, ’f, none, 0) .
result ResultPair: { n1, none }
Adema´s de estas tres funciones, el mo´dulo META-LEVEL proporciona otras funciones
pertenecientes a la teor´ıa universal y que podr´ıan haber sido definidas ecuacionalmente,
pero que por razones de eficiencia se han implementado directamente. Estas funciones in-
cluyen el ana´lisis sinta´ctico, la impresio´n edulcorada de te´rminos de un mo´dulo al metanivel
y operaciones sobre los tipos declarados en la signatura de un mo´dulo.
La operacio´n meta-parse tiene como perfil
op meta-parse : Module QidList -> Term .
Esta operacio´n toma como argumentos la representacio´n de un mo´dulo M y la repre-
sentacio´n de una lista de tokens (componentes sinta´cticas) dada por una lista de identi-
ficadores con comilla, y devuelve el te´rmino analizado a partir de la lista de tokens para
la signatura de M . Si la lista no se puede analizar, se devuelve la constante error*.
Por ejemplo, dado el mo´dulo NAT y la entrada ’s ’0 ’+ ’s ’0, obtenemos el siguiente
resultado:
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Maude> red meta-parse(NAT, ’s ’0 ’+ ’s ’0) .
result Term : ’_+_[’s_[{’0}’Zero], ’s_[{’0}’Zero]]
La operacio´n meta-pretty-print tiene como perfil
op meta-pretty-print : Module Term -> QidList .
Esta operacio´n toma como argumentos la representacio´n de un mo´dulo M y de un
te´rmino t, y devuelve la lista de identificadores con comilla que codifican la cadena de
tokens producida al imprimir t de forma edulcorada, utilizando la sintaxis concreta dada
por M . Si se produce un error, se devuelve la lista vac´ıa. Por ejemplo,
Maude> red meta-pretty-print(NAT, ’_+_[’s_[{’0}’Zero], ’s_[{’0}’Zero]]) .
result QidList : ’s ’0 ’+ ’s ’0
2.2.5. Estrategias internas
Como hemos visto, los mo´dulos de sistema de Maude son teor´ıas de reescritura que no
tienen por que´ ser confluentes ni terminantes. Por tanto, necesitamos controlar el proceso
de reescritura, que en principio podr´ıa ir en muchas direcciones, mediante estrategias ade-
cuadas. Gracias a las propiedades reflexivas de Maude, dichas estrategias pueden hacerse
internas al sistema; es decir, pueden definirse en un mo´dulo Maude, con el que se puede
razonar como con cualquier otro mo´dulo.
De hecho, hay una libertad absoluta para definir diferentes lenguajes de estrategias
dentro de Maude, ya que los usuarios pueden definir sus propios lenguajes, sin estar li-
mitados a un lenguaje fijo y cerrado. Para ello se utilizan las operaciones meta-reduce,
meta-apply y meta-rewrite como expresiones de estrategias ba´sicas, extendie´ndose el
mo´dulo META-LEVEL con expresiones de estrategias adicionales y sus correspondientes re-
glas. A continuacio´n presentaremos un ejemplo tomado de [CDE+99] que sigue la meto-
dolog´ıa para definir lenguajes de estrategias internos para lo´gicas reflexivas introducido
en [Cla98].
Para ilustrar las ideas utilizaremos el mo´dulo SORTING para ordenar vectores de enteros
mostrado en la Seccio´n 2.2.2. Veremos en concreto la forma en que puede controlarse la
aplicacio´n de las reglas.
Antes de explicar algunas de las estrategias que podemos definir, obse´rvese que la
estrategia por defecto del inte´rprete Maude para mo´dulos de sistema puede ser utilizada,
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Los lenguajes de estrategias pueden definirse en Maude en extensiones del mo´dulo
META-LEVEL. El mo´dulo que definimos es el siguiente mo´dulo STRATEGY, del que primero




sorts MetaVar Binding BindingList Strategy StrategyExpression .
subsort MetaVar < Term .
ops I J : -> MetaVar .
op binding : MetaVar Term -> Binding .
op nilBindingList : -> BindingList .
op bindingList : Binding BindingList -> BindingList .
op rewInWith : Module Term BindingList Strategy -> StrategyExpression .
op set : MetaVar Term -> Strategy .
op rewInWithAux : StrategyExpression Strategy -> StrategyExpression .
op idle : -> Strategy .
op failure : -> StrategyExpression .
op and : Strategy Strategy -> Strategy .
op apply : Qid -> Strategy .
op applyWithSubst : Qid Substitution -> Strategy .
op iterate : Strategy -> Strategy .
op while : Term Strategy -> Strategy .
op orelse : Strategy Strategy -> Strategy .
op extTerm : ResultPair -> Term .
op extSubst : ResultPair -> Substitution .
op update : BindingList Binding -> BindingList .
op applyBindingListSubst : Module Substitution BindingList -> Substitution .
op substituteMetaVars : TermList BindingList -> TermList .
op SORTING : -> Module .
var M : Module .
vars V V’ F S G L : Qid .
vars T T’ : Term .
var TL : TermList .
var SB : Substitution .
vars B B’ : Binding .
vars BL BL’ : BindingList .
vars MV MV’ : MetaVar .
vars ST ST’ : Strategy .
eq SORTING = SORTING .
En el mo´dulo STRATEGY la operacio´n rewInWith computa expresiones de estrategias.
Los dos primeros argumentos son las metarrepresentaciones de un mo´dulo M y un te´rmi-
no t. El cuarto argumento es la estrategia S a computar, y el tercer argumento guarda
2.2. Maude 27
informacio´n que puede ser relevante para S, como veremos ma´s adelante. La definicio´n de
rewInWith es tal que, al ir computando la estrategia, t se reescribe mediante una aplica-
cio´n controlada de las reglas en M , se actualiza la informacio´n en el tercer argumento, y
la estrategia S se reescribe a la estrategia que queda por ser computada. En caso de ter-
minacio´n, se acaba con la estrategia idle. La expresio´n de estrategia failure se devuelve
si una estrategia no puede ser aplicada.
Una primera estrategia ba´sica que podemos definir es la aplicacio´n de una regla una vez
y al nivel ma´s alto de un te´rmino y con el primer encaje encontrado. Para esta estrategia
ba´sica se introduce el constructor apply, cuyo u´nico argumento es la etiqueta de la regla
a aplicar. La siguiente ecuacio´n define el valor de rewInWith para esta estrategia:
eq rewInWith(M, T, BL, apply(L)) =
if meta-apply(M, T, L, none, 0) == {error*, none}
then failure
else rewInWith(M, extTerm(meta-apply(M, T, L, none, 0)), BL, idle)
fi .
Las operaciones extTerm y extSubst devuelven la primera y segunda componente,
respectivamente, de un par construido con {_,_}.
eq extSubst({T, SB}) = SB .
eq extTerm({T, SB}) = T .















La informacio´n relevante para el co´mputo de una estrategia se almacena en una lista de
ligaduras de valores a metavariables, donde los valores son de tipo Term y las metavariables
se introducen por el usuario como constantes del tipo MetaVar.
El co´mputo de la estrategia set actualiza la informacio´n almacenada asociando a una
metavariable MV un te´rmino T’. Esto se lleva a cabo mediante la operacio´n update. Antes
se utiliza substituteMetaVars para sustituir las posibles metavariables en T’ por su valor
actual.
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eq rewInWith(M, T, BL, set(MV, T’)) =
rewInWith(M, T,
update(BL,
binding(MV, meta-reduce(M, substituteMetaVars(T’, BL)))),
idle) .
eq substituteMetaVars(T, nilBindingList) = T .
eq substituteMetaVars(MV, bindingList(binding(MV’, T’), BL)) =
if MV == MV’ then T’ else substituteMetaVars(MV, BL) fi .
eq substituteMetaVars(F, BL) = F .
eq substituteMetaVars({F}S, BL) = {F}S .
eq substituteMetaVars(F[TL], BL) = F[substituteMetaVars(TL, BL)] .
eq substituteMetaVars((T, TL), BL) =
(substituteMetaVars(T, BL), substituteMetaVars(TL, BL)).
eq update(bindingList(binding(MV, T), BL), binding(MV’, T’)) =




eq update(nilBindingList, B) = bindingList(B, nilBindingList) .
El co´mputo de la estrategia applyWithSubst aplica una regla, parcialmente instanciada
con un conjunto de asignaciones, una vez al nivel ma´s alto de un te´rmino, utilizando
el primer encaje consistente con la sustitucio´n parcial dada. Las representaciones de los
te´rminos asignados a las variables pueden contener metavariables que deben ser sustituidas
por las representaciones a las que esta´n ligadas en la lista actual de ligaduras. La operacio´n
applyBindingListSubst hace exactamente eso.
eq rewInWith(M, T, BL, applyWithSubst(L, SB)) =
if meta-apply(M, T, L, applyBindingListSubst(M, SB, BL), 0)
== {error*, none}
then failure
else rewInWith(M, extTerm(meta-apply(M, T, L,
applyBindingListSubst(M, SB, BL), 0)),
BL, idle)
fi .
eq applyBindingListSubst(M, none, BL) = none .
eq applyBindingListSubst(M, ((V <- T); SB), BL) =
((V <- meta-reduce(M, substituteMetaVars(T, BL))) ;
applyBindingListSubst(M, SB, BL)) .
Muchas de las estrategias interesantes se definen como concatenacio´n o iteracio´n de
estrategias ba´sicas. Para representar estos casos, extendemos el lenguaje de estrategias
con los constructores and, orelse, iterate y while.
Las ecuaciones para las estrategias and, orelse e iterate se definen a continuacio´n:
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eq rewInWith(M, T, BL, and(ST, ST’)) =
if rewInWith(M, T, BL, ST) == failure
then failure
else rewInWithAux(rewInWith(M, T, BL, ST), ST’)
fi .
eq rewInWith(M, T, BL, orelse(ST, ST’)) =
if rewInWith(M, T, BL, ST) == failure
then rewInWith(M, T, BL, ST’)
else rewInWith(M, T, BL, ST)
fi .
eq rewInWith(M, T, BL, iterate(ST)) =
if rewInWith(M, T, BL, ST) == failure
then rewInWith(M, T, BL, idle)
else rewInWithAux(rewInWith(M, T, BL, ST), iterate(ST))
fi .
donde la operacio´n rewInWithAux se define mediante la ecuacio´n
eq rewInWithAux(rewInWith(M, T, BL, idle), ST) = rewInWith(M, T, BL, ST) .
lo que fuerza que el co´mputo de una secuencia de estrategias se realice paso a paso, en
el sentido de que una estrategia solo se considerara´ cuando la anterior ya haya terminado
completamente.




















orelse(applyWithSubst(’sort, (’J <- {’4}’MachineInt)),
applyWithSubst(’sort, (’J <- J)))).




















Finalmente, la estrategia while hace que el co´mputo de una estrategia dada dependa
de que se cumpla una condicio´n. Esta condicio´n deber´ıa ser la representacio´n de un te´rmino
de tipo Bool.
eq rewInWith(M, T, BL, while(T’, ST)) =
if meta-reduce(M, substituteMetaVars(T’, BL)) == {’true}’Bool
then (if rewInWith(M, T, BL, ST) == failure
then rewInWith(M, T, BL, idle)
else rewInWithAux(rewInWith(M, T, BL, ST), while(T’, ST))
fi)
else rewInWith(M, T, BL, idle)
fi .
El lenguaje de estrategias anterior se puede extender para definir, por ejemplo, el
algoritmo de ordenacio´n por insercio´n. La siguiente estrategia insertion-sort(n) puede
utilizarse para ordenar un vector de enteros de longitud n.
op insertion-sort : MachineInt -> Strategy .
ops X Y : -> MetaVar .
var N : MachineInt .
eq insertion-sort(N) =
and(set(Y, {’2}’MachineInt),
while(’ <= [Y, {index(’, N)}’MachineInt],
and(set(X, Y),




(’J <- ’ - [X, {’1}’MachineInt]))),
set(X, ’ - [X, {’1}’MachineInt]))),
set(Y, ’ + [Y, {’1}’MachineInt]))))) .
Por ejemplo, podemos utilizar la estrategia insertion-sort para ordenar un vector





























En [CDE+99] se extiente este lenguaje de estrategias para definir una estrategia gana-
dora de una versio´n del juego de Nim, y para definir un metainte´rprete de mo´dulos Maude
que solo contengan reglas confluentes y terminantes. En [CDE+02, Seccio´n 6] se utiliza
una variacio´n del mo´dulo SORTING para ilustrar co´mo se puede controlar el proceso de
ordenacio´n de un vector utilizando unas estrategias diferentes a las que hemos presentado
aqu´ı.
En el Cap´ıtulo 4 definiremos nuestra propia estrategia para controlar la aplicacio´n
de las reglas sema´nticas del a´lgebra de procesos CCS, y en el Cap´ıtulo 8 definiremos
una estrategia para poder demostrar la correccio´n del protocolo de eleccio´n de l´ıder del
esta´ndar IEEE 1394.
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2.2.6. El mo´dulo predefinido LOOP-MODE
Utilizando conceptos orientados a objetos, se ha especificado en Maude un mecanismo
general de entrada/salida proporcionado por el mo´dulo predefinido LOOP-MODE que extien-
de el mo´dulo QID-LIST con un bucle de lectura, evaluacio´n y escritura [CDE+99, Dur99].
mod LOOP-MODE is
protecting QID-LIST .
sorts State System .
op [_,_,_] : QidList State QidList -> System .
endm
El operador [_,_,_] puede verse como un objeto persistente con un canal de entrada
(su primer argumento), un canal de salida (su tercer argumento) y un estado (su segundo
argumento). Adema´s de tener canales de entrada y salida, los te´rminos de tipo System
ofrecen la posibilidad de mantener un estado persistente en su segunda componente. Este
estado ha sido declarado de una forma completamente gene´rica. De hecho, el tipo State del
mo´dulo LOOP-MODE no tiene ningu´n constructor definido. Esto da completa flexibilidad a
la hora de definir los te´rminos que se quiere que representen el estado persistente del bucle
en una aplicacio´n particular. El tratamiento de la entrada y la salida, y de la evolucio´n
del estado interno se definen mediante reglas de reescritura apropiadas.
Podemos ilustrar estas ideas con un ejemplo “de juguete”, en el que el bucle de entra-
da/salida muestra en la salida la entrada, pero solo despue´s de que se hayan introducido
diez tokens, es decir, mantiene la entrada hasta que el nu´mero de tokens almacenados en el
estado sea diez. Es necesario un estado persistente que almacene la entrada ya introducida
y no mostrada en la salida. Este estado puede representarse por un par formado por una
lista de identificadores con comilla (la entrada desde la u´ltima salida) y un nu´mero que




op <_;_> : QidList MachineInt -> State .
op init : -> System .
vars Input StoredInput Output : QidList .
vars QI QI0 QI1 QI2 QI3 QI4 QI5 QI6 QI7 QI8 QI9 : Qid .
var Counter : MachineInt .
rl [init] : init
=> [nil, < nil ; 0 >, nil] .
rl [in] : [QI Input, < StoredInput ; Counter >, Output]
=> [Input, < StoredInput QI ; Counter + 1 >, Output] .
rl [out] : [Input,
< QI0 QI1 QI2 QI3 QI4 QI5 QI6 QI7 QI8 QI9 StoredInput ;
Counter >,
Output]
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=> [Input,
< StoredInput ; Counter - 10 >,
Output QI0 QI1 QI2 QI3 QI4 QI5 QI6 QI7 QI8 QI9] .
endm
Una vez introducido este mo´dulo, se tiene que inicializar el bucle utilizando el comando
loop. Para distinguir la entrada dirigida directamente al sistema Maude de la entrada
dirigida al bucle de entrada/salida, esta u´ltima se encierra entre pare´ntesis. Cuando se
escribe algo entre pare´ntesis se convierte en una lista de identificadores con comilla y se
coloca en la primera componente del bucle. La salida se trata de forma inversa, es decir, la
lista de identificadores con comilla colocada en la tercera componente del bucle se muestra
en el terminal aplicando la conversio´n inversa.
Maude> loop init .
Maude> (a b)
Maude> (c d e f g h i)
Maude> (j k l)
a b c d e f g h i j
En la Seccio´n 7.6.5 utilizaremos estas ideas para implementar una herramienta inte-
ractiva en la que ejecutar procesos de Full LOTOS.
2.3. Full Maude
Full Maude es una extensio´n del lenguaje Maude, escrita en el propio (Core) Maude, con
notacio´n para la programacio´n orientada a objetos, mo´dulos parametrizados, vistas (para
la instanciacio´n de mo´dulos) y expresiones de mo´dulos [Dur99]. Full Maude admite adema´s
los mo´dulos funcionales y de sistema de Maude, y muchos de los comandos utilizados
para trabajar con estos mo´dulos. A continuacio´n nos centraremos en las caracter´ısticas
adicionales que ofrece Full Maude.
2.3.1. Mo´dulos orientados a objetos
En un sistema concurrente orientado a objetos el estado, denominado usualmente con-
figuracio´n, tiene la estructura de un multiconjunto formado por objetos y mensajes que
evoluciona por reescritura mo´dulo asociatividad, conmutatividad e identidad, utilizando
reglas de reescritura que describen los efectos de los eventos de comunicacio´n entre objetos
y mensajes. Por tanto, se puede ver el co´mputo concurrente orientado a objetos como la
deduccio´n en la lo´gica de reescritura. Las configuraciones S alcanzables a partir de una
configuracio´n inicial S0 son exactamente aquellas tales que el secuente S0 −→ S se puede
probar en lo´gica de reescritura utilizando las reglas que especifican el comportamiento del
sistema orientado a objetos.
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Un objeto con un cierto estado se representa como un te´rmino
< O : C | a1: v1, . . . , an: vn >
donde O es el nombre del objeto, C es el identificador de su clase, los ai son los identifica-
dores de los atributos del objeto, y los vi son los correspondientes valores. Los mensajes no
tienen una sintaxis fija, sino que esta la define el usuario para cada aplicacio´n. El estado
concurrente de un sistema orientado a objetos es un multiconjunto de objetos y mensajes,
de tipo Configuration, con el operador (de sintaxis vac´ıa) __ como operador de unio´n
de multiconjuntos. El siguiente mo´dulo, importado impl´ıcitamente por cualquier mo´dulo
orientado a objetos, define los conceptos ba´sicos de un sistema orientado a objetos.
fmod CONFIGURATION is
sorts Oid Cid Attribute AttributeSet Object Msg Configuration .
subsorts Object Msg < Configuration .
subsort Attribute < AttributeSet .
op none : -> AttributeSet .
op _,_ : AttributeSet AttributeSet -> AttributeSet [assoc comm id: none] .
op <_:_| > : Oid Cid -> Object .
op <_:_|_> : Oid Cid AttributeSet -> Object .
op none : -> Configuration .
op __ : Configuration Configuration -> Configuration [assoc comm id: none] .
endfm
En Full Maude los sistemas concurrentes orientados a objetos se describen por medio de
mo´dulos orientados a objetos (introducidos con las palabras clave omod...endom) con una
sintaxis especial ma´s conveniente para estos sistemas. Por ejemplo, el mo´dulo orientado a
objetos ACCNT especifica el comportamiento concurrente de los objetos de una clase muy
sencilla Accnt de cuentas bancarias, con un atributo bal con el saldo de la cuenta, y que





subsort Qid < Oid .
class Accnt | bal : MachineInt .
msgs credit debit : Oid MachineInt -> Msg .
msg transfer_from_to_ : MachineInt Oid Oid -> Msg .
6Full Maude recibe la entrada a trave´s del objeto persistente del mo´dulo LOOP-MODE descrito en la
Seccio´n 2.2.6, por lo que esta debe escribirse encerrada entre pare´ntesis.
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vars A B : Oid .
vars M N N’ : MachineInt .
rl [credit] : credit(A, M) < A : Accnt | bal : N >
=> < A : Accnt | bal : (N + M) > .
crl [debit] : debit(A, M) < A : Accnt | bal : N >
=> < A : Accnt | bal : (N - M) >
if N > M .
crl [transfer] : (transfer M from A to B)
< A : Accnt | bal : N > < B : Accnt | bal : N’ >
=> < A : Accnt | bal : (N - M) > < B : Accnt | bal : (N’ + M) >
if N > M .
endom)
Las clases se definen con la palabra clave class, seguida del nombre de la clase y de
la lista de declaraciones de atributos separados por coma. Cada declaracio´n de atributo
es de la forma a : S, donde a es el identificador del atributo y S el tipo de los valores que
este atributo puede tomar. Es decir, una declaracio´n de clase tiene en general la forma:
class C | a1: S1, . . . , an: Sn .
Los mensajes se introducen con la palabra clave msg (o msgs) y tienen una sintaxis
definida por el usuario.
Las reglas en un mo´dulo orientado a objetos especifican de forma declarativa el compor-
tamiento asociado a los mensajes. La estructura como multiconjunto de la configuracio´n
proporciona la estructura distribuida al nivel ma´s externo del sistema, y permite la apli-
cacio´n concurrente de las reglas [Mes93]. La forma general de tales reglas es la siguiente:
M1 . . .Mn 〈O1 : F1 | atts1〉 . . . 〈Om : Fm | attsm〉
−→ 〈Oi1 : F ′i1 | atts ′i1〉 . . . 〈Oik : F ′ik | atts ′ik〉
〈Q1 : D1 | atts ′′1〉 . . . 〈Qp : Dp | atts ′′p〉




donde k, p, q ≥ 0, los Ms son mensajes, los i1, . . . , ik son nu´meros diferentes entre los
originales 1, . . . ,m, y C es la condicio´n de la regla. El resultado de la aplicacio´n de una
regla tal es la desaparicio´n de los mensajes M1, . . . ,Mn; el estado y, posiblemente, la clase
de los objetos Oi1 , . . . , Oik pueden cambiar; el resto de objetos Oj desaparecen; se crean
los nuevos objetos Q1, . . . , Qp; y se env´ıan nuevos mensajes M
′
1, . . . ,M
′
q.
Ya que en esta u´ltima regla aparecen varios objetos y mensajes en el lado izquierdo, se
dice que es una regla s´ıncrona. Es importante conceptualmente distinguir el caso especial
de las reglas que tienen como mucho un objeto y un mensaje en su lado izquierdo. Estas
reglas se denominan reglas as´ıncronas y tienen la forma
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(M) 〈O : F | atts〉
−→ (〈O : F ′ | atts ′〉)
〈Q1 : D1 | atts ′′1〉 . . . 〈Qp : Dp | atts ′′p〉




donde aparecen entre pare´ntesis los elementos opcionales.
Por convenio, en una regla solo se mencionan expl´ıcitamente los atributos de un objeto
relevantes para ella. En particular, los atributos que solo se mencionan en el lado izquierdo
de la regla permanecen sin modificacio´n, el valor original de los atributos mencionados solo
en el lado derecho de la regla carece de importancia, y todos los atributos no mencionados
expl´ıcitamente permanecen sin modificar.
En el ejemplo anterior, podemos reescribir una configuracio´n muy simple formada por
una cuenta y un mensaje de la siguiente manera:
Maude> (rew < ’Peter : Accnt | bal : 2000 > debit(’Peter, 1000) .)
result Object : < ’Peter : Accnt | bal : 1000 >
La herencia entre clases viene soportada directamente por la estructura de tipos orde-
nados de Maude. Una declaracio´n de subclase C < C’ (introducida con la palabra clave
subclass) en un mo´dulo orientado a objetos es un caso particular de una declaracio´n de
subtipos C < C’. El efecto de la declaracio´n de subclase es que los atributos, mensajes y
reglas de todas las superclases as´ı como los nuevos atributos, mensajes y reglas definidos
en la subclase caracterizan la estructura y el comportamiento de los objetos de la subclase.
Por ejemplo, podemos definir una clase de cuentas de ahorro introduciendo una sub-
clase SavAccnt de Accnt con un nuevo atributo rate que almacena el intere´s de la cuenta.
(omod SAV-ACCNT is
including ACCNT .
class SavAccnt | rate : MachineInt .
subclass SavAccnt < Accnt .
endom)
Aunque los mo´dulos orientados a objetos proporcionan una sintaxis conveniente para
la programacio´n de sistemas orientados a objetos, su sema´ntica puede reducirse a la de
los mo´dulos de sistema. De hecho, cada mo´dulo orientado a objetos puede traducirse a
un mo´dulo de sistema correspondiente cuya sema´ntica es por definicio´n la del mo´dulo
original orientado a objetos. En [Dur99, CDE+99] se da una explicacio´n detallada de esta
traduccio´n, que Full Maude realiza cuando se introducen en el sistema mo´dulos orientados
a objetos.
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2.3.2. Programacio´n parametrizada
Los componentes ba´sicos de la programacio´n parametrizada son los mo´dulos parame-
trizados, las teor´ıas y las vistas.
Las teor´ıas se utilizan para declarar interfaces de mo´dulos, es decir, las propiedades
sinta´cticas y sema´nticas que tienen que satisfacer los mo´dulos utilizados como para´me-
tros actuales en una instanciacio´n. Full Maude soporta tres tipos de teor´ıas: funcionales
(fth...endfth), de sistema (th...endth) y orientadas a objetos (oth...endoth). Su es-
tructura es la misma que la del tipo de mo´dulo correspondiente. Las teor´ıas son teor´ıas
de lo´gica de reescritura con sema´ntica laxa, es decir, cualquier modelo que satisfaga los
axiomas es admisible [Mes92].




La teor´ıa de los conjuntos parcialmente ordenados con un operador binario transitivo




op _<_ : Elt Elt -> Bool .
vars X Y Z : Elt .
eq X < X = false .
ceq X < Z = true if X < Y and Y < Z .
endfth)
Las teor´ıas pueden utilizarse para declarar los requisitos del interfaz de los mo´dulos
parametrizados. Estos pueden parametrizarse con una o ma´s teor´ıas. Todas las teor´ıas
tienen que estar etiquetadas de forma que sus tipos puedan ser identificados de manera
u´nica. Adema´s, en la versio´n 1.0.5 de Full Maude todos los tipos importados de las teor´ıas
en un interfaz tienen que ser cualificados con sus etiquetas: si Z es la etiqueta de una
teor´ıa para´metro T , cada tipo S de T tiene que ser cualificado como S.Z.
El mo´dulo parametrizado SET que define los conjuntos finitos, con TRIV como interfaz,
puede definirse de la siguiente manera:
(fmod SET[X :: TRIV] is
sorts Set NeSet .
subsorts Elt.X < NeSet < Set .
op mt : -> Set .
op __ : Set Set -> Set [assoc comm id: mt] .
op __ : NeSet NeSet -> NeSet [assoc comm id: mt] .
var E : Elt.X .
eq E E = E .
endfm)
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Las vistas se utilizan para indicar co´mo un mo´dulo o teor´ıa destino particular satisface
una teor´ıa fuente. En la versio´n 1.0.5 de Full Maude, todas las vistas tienen que ser definidas
expl´ıcitamente, y todas tienen que tener un nombre. En la definicio´n de una vista hay que
indicar su nombre, la teor´ıa fuente, el mo´dulo o teor´ıa destino y la correspondencia de
cada tipo, operacio´n, clase o mensaje.
La siguiente vista
(view MachineInt from TRIV to MACHINE-INT is
sort Elt to MachineInt .
endv)
define una vista desde la teor´ıa TRIV al mo´dulo MACHINE-INT.
La instanciacio´n es el proceso por el cual se asignan para´metros actuales a los para´me-
tros de un mo´dulo parametrizado, creando como resultado un nuevo mo´dulo. La instancia-
cio´n requiere una vista desde cada para´metro formal al correspondiente para´metro actual.
La instanciacio´n de un mo´dulo parametrizado tiene que hacerse con vistas definidas expl´ıci-
tamente con anterioridad. Por ejemplo, podemos obtener los conjuntos de enteros con la
expresio´n de mo´dulo SET[MachineInt].
2.3.3. Extensiones de META-LEVEL
En Full Maude, dentro de cualquier mo´dulo que incluya META-LEVEL se puede utilizar
la funcio´n up para obtener la metarrepresentacio´n de un te´rmino dentro de un mo´dulo o
la metarrepresentacio´n de un mo´dulo. Por ejemplo, para obtener la metarrepresentacio´n
del te´rmino s 0 en el mo´dulo NAT (Seccio´n 2.2.4), podemos escribir
Maude> (red up(NAT, s 0) .)
result Term : ’s_[{’0}’Zero]
La funcio´n up tambie´n nos permite acceder a la metarrepresentacio´n de un mo´dulo
ya introducido en el sistema. Evaluando en cualquier mo´dulo que incluya META-LEVEL la
funcio´n up con el nombre de un mo´dulo en el sistema se obtiene la metarrepresentacio´n
de dicho mo´dulo. Por ejemplo, podemos obtener la metarrepresentacio´n del mo´dulo NAT
de la siguiente manera:




sorts ’Zero ; ’Nat .
subsort ’Zero < ’Nat .
op ’0 : nil -> ’Zero [none] .
op ’s_ : ’Nat -> ’Nat [none] .
op ’_+_ : ’Nat ’Nat -> ’Nat [comm] .
op ’_*_ : ’Nat ’Nat -> ’Nat [comm] .
var ’N : ’Nat .
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var ’M : ’Nat .
none
eq ’_+_[{’0}’Zero, ’N] = ’N .
eq ’_+_[’s_[’N], ’M] = ’s_[’_+_[’N, ’M]] .
eq ’_*_[{’0}’Zero, ’N] = {’0}’Zero .
eq ’_*_[’s_[’N], ’M] = ’_+_[’M, ’_*_[’N, ’M]] .
endfm
Esta operacio´n puede utilizarse para escribir reducciones como las presentadas en la
Seccio´n 2.2.4. Por ejemplo, la reduccio´n meta-reduce(NAT, s 0 + s 0) puede escribirse
de la siguiente manera:
Maude> (red meta-reduce(up(NAT), up(NAT, s 0 + s 0)) .)
result Term : ’s_[’s_[{’0}’Zero]]
El resultado de un co´mputo al metanivel, utilizando eventualmente varios niveles de
reflexio´n, puede ser un te´rmino o un mo´dulo metarrepresentado una o ma´s veces, que
puede ser dif´ıcil de leer. Para mostrar la salida de una forma ma´s legible se puede utilizar
el comando down, que es, en cierta forma, el inverso de up, ya que construye un te´rmino a
partir de su metarrepresentacio´n. El comando down recibe dos argumentos: el nombre del
mo´dulo al cual pertenece el te´rmino t que tiene que devolver y el comando cuyo resultado
es la metarrepresentacio´n del te´rmino t. Por ejemplo, se puede escribir
Maude> (down NAT :
red meta-reduce(up(NAT), up(NAT, s 0 + s 0)) .)
result Nat : s s 0
2.3.4. Restricciones en la sintaxis de Full Maude
En Full Maude podemos escribir mo´dulos funcionales y de sistema como en Core
Maude (Maude ba´sico sin extensiones), pero encerra´ndolos entre pare´ntesis. Sin embargo,
hay algunas diferencias entre lo que permiten Core Maude y Full Maude. Al escribir
especificaciones en Full Maude hay que seguir las siguientes restricciones:
1. Los nombres de operadores y mensajes, cuando son declarados, deben darse en su
forma de identificador u´nico equivalente.
2. Los nombres de tipos utilizados en la cualificacio´n de te´rminos y en los axiomas de
pertenencia deben darse en su forma de identificador u´nico equivalente.
As´ı, por ejemplo, el operador _menor o igual que_ tiene que ser declarado en Full
Maude como _menor‘o‘igual‘que_. Excepto por esto, la declaracio´n de operadores es
igual que en Core Maude:
op _menor‘o‘igual‘que_ : Nat Nat -> Bool .
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Te´ngase en cuenta que no solo los espacios en blanco, sino tambie´n los caracteres
especiales ‘{’, ‘}’, ‘(’, ‘)’, ‘[’, ‘]’ y ‘,’ rompen los identificadores. Por tanto, para declarar
en Full Maude un operador como {_} que tome un argumento de tipo Nat y construya un
valor de tipo Set, deberemos escribir
op ‘{_‘} : Nat -> Set .
Ya que la cualificacio´n de te´rminos con tipos o los axiomas de pertenencia son tra-
tados directamente por Core Maude, que no conoce los tipos parametrizados, el usuario
debe utilizar en estos casos los nombres de los tipos parametrizados, no como los ha
definido, sino en su forma equivalente de identificador u´nico. Por tanto, si tenemos por
ejemplo un tipo List[Nat] y una constante nil, si es necesario deber´ıa cualificarse como
(nil).List‘[Nat‘].
2.4. Maude 2.0
Maude 2.0 es la nueva versio´n de Maude actualmente en desarrollo cuyas principa-
les caracter´ısticas son: una mayor generalidad y expresividad; un soporte eficiente de un
mayor nu´mero de aplicaciones de programacio´n; y su utilidad como una componente prin-
cipal en el desarrollo de programacio´n en internet y de sistemas de computacio´n mo´viles
[CDE+00b]. En esta seccio´n resumiremos brevemente las nuevas caracter´ısticas de Maude
2.0 utilizadas en los cap´ıtulos siguientes7, y que consisten en:
soporte ma´s amplio de la lo´gica ecuacional de pertenencia,
nueva sintaxis en la declaracio´n de variables,
reglas con reescritura en las condiciones,
comandos de bu´squeda,
ma´s atributos para declarar propiedades de los operadores,
nuevos tipos predefinidos, y
nueva sintaxis para el metanivel.
La nueva sintaxis de mo´dulos funcionales extiende la sintaxis previa para permitir la
ma´xima generalidad posible en el soporte de especificaciones de la lo´gica ecuacional de per-
tenencia. Para dar soporte a la especificacio´n de operaciones parciales que no se restringen
a una funcio´n total sobre un producto de tipos, se permite la declaracio´n expl´ıcita de tales
funciones al nivel de las familias (kinds en ingle´s). En la lo´gica ecuacional de pertenencia
los te´rminos que no tienen tipo se entiende que son te´rminos no definidos o error. Una
familia k tiene un conjunto Sk de tipos asociados, que se entienden sema´nticamente como
7En el momento de escribir esta tesis, existen ya implementaciones de Maude 2.0 en fase de prueba, no
distribuibles al pu´blico en general.
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subconjuntos suyos. En general, una funcio´n total al nivel de las familias se restringe a
una funcio´n parcial al nivel de los tipos.
En los mo´dulos funcionales, las familias no se nombran expl´ıcitamente. En cambio,
se identifica una familia k con el conjunto Sk de sus tipos, entendido como una clase de
equivalencia mo´dulo la relacio´n de equivalencia generada por la ordenacio´n de subtipado.
Por tanto, para cualquier s ∈ Sk, [s] denota la familia k, entendida como la componente
conexa a la que pertenece el tipo s.
Conside´rese, por ejemplo, la operacio´n de concatenacio´n de caminos de un grafo en el
mo´dulo PATH de la Seccio´n 2.2.1. Realmente se trata de una funcio´n parcial, aunque all´ı se
definio´ como total sobre el tipo Path? de caminos confusos. Resulta ma´s simple, y ma´s
elegante, definirla al nivel de las familias mediante la declaracio´n
op _;_ : [Path] [Path] -> [Path] .
El mo´dulo PATH completo en Maude 2.0 es el siguiente
fmod PATH is
protecting NAT .
sorts Edge Path Node .
subsort Edge < Path .
ops n1 n2 n3 n4 n5 : -> Node .
ops a b c d e f : -> Edge .
op _;_ : [Path] [Path] -> [Path] .
ops source target : Path -> Node .
op length : Path -> Nat .
var E : Edge .
vars P Q : Path .
cmb (E ; P) : Path if target(E) == source(P) .
ceq source(P) = source(E) if E ; Q := P .
ceq target(P) = target(P) if E ; Q := P .
eq length(E) = 1 .
ceq length(E ; P) = 1 + length(P) if E ; P : Path .
eq source(a) = n1 . eq target(a) = n2 .
eq source(b) = n1 . eq target(b) = n3 .
eq source(c) = n3 . eq target(c) = n4 .
eq source(d) = n4 . eq target(d) = n2 .
eq source(e) = n2 . eq target(e) = n5 .
eq source(f) = n2 . eq target(f) = n1 .
endfm
En Maude 2.0 una variable es un identificador formado por un nombre y un tipo,
separados por ‘:’. Por ejemplo, N:Nat es una variable de tipo Nat. De esta forma no es
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necesario declarar las variables, sino que pueden aparecer directamente en los te´rminos.
Las declaraciones de variables, sin embargo, se siguen permitiendo por conveniencia.
Las reglas de reescritura pueden tomar la forma ma´s general posible de la variante de
la lo´gica de reescritura construida sobre la lo´gica ecuacional de pertenencia. Es decir, las
reglas pueden ser de la forma
t −→ t′ if (
∧
i
ui = vi) ∧ (
∧
j




sin ninguna restriccio´n sobre las variables nuevas que puedan aparecer en la parte derecha
o en la condicio´n. Las condiciones de las reglas se construyen por medio de una conectiva
de conjuncio´n asociativa /\, que permite unir ecuaciones (tanto ecuaciones ordinarias t =
t’, como ecuaciones de encaje t := t’), axiomas de pertenencia (t : s), y reescrituras
(t => t’) como condiciones. En esta total generalizacio´n la ejecucio´n de un mo´dulo de
sistema requerira´ estrategias que controlen al metanivel la instanciacio´n de las variables
nuevas en la condicio´n y en la parte derecha. Sin embargo, el inte´rprete por defecto de
Maude 2.0 es capaz de ejecutar por s´ı mismo una clase de mo´dulos de sistema bastante ge-
neral, denominados mo´dulos admisibles. Esencialmente, el requerimiento de admisibilidad
asegura que todas las variables nuevas llegara´n a ser instanciadas por encaje de patrones
[CDE+00b].
Cuando se ejecuta una regla condicional, la comprobacio´n de satisfaccio´n de todas sus
condiciones se lleva a cabo secuencialmente de izquierda a derecha; pero obse´rvese que
adema´s del hecho de que pueden ser posibles diferentes encajes en las condiciones ecua-
cionales debido a la presencia de axiomas estructurales, tambie´n hay que tratar el hecho
de que la resolucio´n de las condiciones de reescritura requiere una bu´squeda, incluyendo
la posibilidad de bu´squeda de nuevas soluciones cuando las encontradas anteriormente no
han satisfecho las condiciones siguientes. Por tanto, el inte´rprete por defecto debe soportar
co´mputos de bu´squeda. El comando search busca todas las reescrituras de un te´rmino
dado que encajan con un patro´n dado satisfaciendo alguna condicio´n.
La sintaxis de este comando es la siguiente:
search t search-type P such that C .
donde t es un te´rmino, P es un patro´n, C es una condicio´n, y el tipo de bu´squeda search-
type puede ser:
=>, exactamente una reescritura;
=>*, cero o ma´s reescrituras;
=>+, una o ma´s reescrituras;
=>!, hasta que no se apliquen ma´s reglas.
Otra caracter´ıstica de Maude 2.0 es el atributo frozen. Cuando un operador se declara
como congelado, sus argumentos no pueden ser reescritos por reglas. En la Seccio´n 5.2 se
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explicara´ con todo detalle por que´ este atributo es u´til, e incluso imprescindible en algunas
ocasiones. No´tese que la utilizacio´n de este atributo cambia la sema´ntica del operador
congelado, al no permitir la regla de congruencia de la lo´gica de reescritura. Aunque en
la implementacio´n actual de Maude 2.0 que nosotros vamos a utilizar, el atributo frozen
congela todos los argumentos de un operador, ya se esta´ pensando en generalizar este
atributo para que se pueda indicar que´ argumentos son los congelados.
Maude 2.0 ofrece una coleccio´n ma´s amplia que Maude 1.0.5 de mo´dulos predefinidos.
Existen mo´dulos predefinidos que implementan una jerarqu´ıa de valores nu´mericos: natu-
rales (NAT), enteros (INT), racionales (RAT) y nu´meros reales con coma flotante (FLOAT).
Todos ellos con las operaciones t´ıpicas y con implementaciones muy eficientes. Existe tam-
bie´n un mo´dulo que implementa las cadenas de caracteres (STRING) con sus operaciones
t´ıpicas y un mo´dulo que implementa conversiones entre los valores nume´ricos y las cadenas
(NUMBER-CONVERSION).
2.4.1. META-LEVEL en Maude 2.0
El nuevo mo´dulo META-LEVEL, adema´s de permitir la metarrepresentacio´n de la sintaxis
extendida, ofrece una representacio´n ma´s simple de los te´rminos y un conjunto ma´s rico
de funciones de descenso.
La representacio´n ma´s simple de los te´rminos se obtiene a trave´s de los subtipos
Constant y Variable del tipo Qid. Las constantes metarrepresentadas son identifica-
dores con comilla que contienen el nombre de la constante y su tipo separados por un
‘.’, por ejemplo, ’0.Zero. De forma similar, las variables metarrepresentadas contienen
su nombre y su tipo separados por ‘:’, por ejemplo, ’N:Nat.
Los te´rminos se construyen entonces de la forma habitual, aplicando un s´ımbolo de
operador a una lista de te´rminos, siendo los casos ba´sicos de la construccio´n las constantes
y las variables.
subsorts Constant Variable < Term .
op _[_] : Qid TermList -> Term .
subsort Term < TermList .
op _,_ : TermList TermList -> TermList [assoc] .
Por ejemplo, el te´rmino s 0 + N:Nat en un mo´dulo NAT se metarrepresenta ahora por
’_+_[’s_[’0.Zero],’N:Nat].
Los mo´dulos se metarrepresentan pra´cticamente de la misma manera que en la versio´n
anterior de Maude, con las siguientes diferencias: se necesita sintaxis nueva para las nuevas
condiciones; no hay necesidad de declaracio´n de variables; y los te´rminos utilizan la nueva
metarrepresentacio´n de te´rminos.
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Por ejemplo, el mo´dulo NAT
fmod NAT is
sorts Zero Nat .
subsort Zero < Nat .
op 0 : -> Zero .
op s : Nat -> Nat .
op _+_ : Nat Nat -> Nat [comm] .
vars N M : Nat .
eq 0 + N = N .
eq s(N) + M = s(N + M) .
endfm
se metarrepresenta ahora de la siguiente manera:
fmod ’NAT is
nil
sorts ’Zero ; ’Nat .
subsort ’Zero < ’Nat .
op ’0 : nil -> ’Zero [none] .
op ’s : ’Nat -> ’Nat [none] .
op ’_+_ : ’Nat ’Nat -> ’Nat [comm] .
none
eq ’_+_[’0.Zero, ’N:Nat] = ’N:Nat .
eq ’_+_[’s[’N:Nat], ’M:Nat] = ’s[’_+_[’N:Nat, ’M:Nat]] .
endfm
En Maude 2.0 ha cambiado la sintaxis de las funciones de descenso, y el tipo del
resultado que devuelven, que ahora incluye tambie´n el tipo del te´rmino resultado devuelto.
sort Bound .
subsort Nat < Bound .
op unbounded : -> Bound .
op metaReduce : Module Term -> [ResultPair] .
op metaRewrite : Module Term Bound -> [ResultPair] .
op metaApply : Module Term Qid Substitution Nat -> [ResultTriple] .
op {_,_} : Term Type -> ResultPair .
op {_,_,_} : Term Type Substitution -> ResultTriple .
op failure : -> [ResultTriple] .
Adema´s se ha an˜adido, entre otras, una funcio´n que representa al metanivel la bu´squeda
realizada por el comando search.
op metaSearch : Module Term Term Condition Qid Bound Nat -> [ResultTriple] .
La funcio´n metaSearch recibe como argumentos la metarrepresentacio´n del mo´dulo
con el que se quiere trabajar, el te´rmino inicial para la bu´squeda, el patro´n que hay que
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buscar, una condicio´n adicional, la clase de bu´squeda (’* para cero o ma´s reescrituras,
’+ para una o ma´s reescrituras, y ’! para emparejar solo con te´rminos que no pueden
ser reescritos ma´s), la profundidad de la bu´squeda y el nu´mero de solucio´n requerida, y
devuelve el te´rmino que encaja con el patro´n, su tipo y la sustitucio´n producida por el
emparejamiento.
La sintaxis de la operacio´n que realiza el ana´lisis sinta´ctico de te´rminos en un mo´dulo, y
la de la operacio´n encargada de la impresio´n edulcorada de un te´rmino metarrepresentado
tambie´n se han modificado.
op metaParse : Module QidList Type? -> [ResultPair] .
op metaPrettyPrint : Module Term -> QidList .
El tercer argumento de metaParse indica el tipo en el que se tiene que intentar hacer





Como ya se ha dicho previamente, la lo´gica de reescritura fue introducida por Jose´ Me-
seguer para servir como modelo unificado de la concurrencia en el cual diversos modelos
de concurrencia bien conocidos y estudiados pudieran ser representados en un u´nico marco
comu´n [Mes92]. Este objetivo fue extendido en [MOM93] presentando la lo´gica de reescri-
tura como un marco sema´ntico en el cual se pudieran representar de forma natural muchos
modelos de computacio´n (particularmente concurrentes y distribuidos) y lenguajes dife-
rentes. Debido a la dualidad intr´ınseca entre lo´gica y computacio´n que ofrece la lo´gica
de reescritura, las mismas razones que hacen de ella un marco sema´ntico muy apropiado,
hacen tambie´n que sea un marco lo´gico muy atractivo en el cual representar gran varie-
dad de lo´gicas diferentes. En [MOM93] se demostro´ que varias lo´gicas de naturaleza muy
diferente pueden representarse dentro de la lo´gica de reescritura de una forma directa y
natural. La forma general de conseguir dichas representaciones consiste en:
Representar las fo´rmulas, o ma´s en general las estructuras de demostracio´n tales
como secuentes, como te´rminos de un tipo de datos en una lo´gica ecuacional, cuyas
ecuaciones expresen axiomas estructurales naturales a la lo´gica en cuestio´n.
Representar las reglas de inferencia o deduccio´n de la lo´gica como reglas de rees-
critura que transforman ciertos patrones de fo´rmulas en otros patrones, mo´dulo los
axiomas estructurales dados.
Muchos lenguajes y sistemas pueden especificarse en lo´gica de reescritura de forma
natural utilizando te´cnicas similares, construyendo as´ı prototipos de ejecucio´n de dichos
lenguajes. En particular, las similitudes entre la lo´gica de reescritura y las sema´nticas ope-
racionales estructurales [Plo81] se mostraron por primera vez en [Mes92], y se exploraron
con ma´s detalle en [MOM93]. Como ejemplo ilustrativo, en el art´ıculo [MOM93] se desa-
rrollo´ completamente una representacio´n del lenguaje CCS de Milner [Mil89] utilizando
lo´gica de reescritura, extendiendo las ideas presentadas anteriormente en [MFW92], y que
estudiaremos en esta tesis en gran profundidad en los Cap´ıtulos 4 y 5. En la introduccio´n
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ya citamos trabajos relacionados con la utilizacio´n de la lo´gica de reescritura como marco
sema´ntico.
En este cap´ıtulo mostraremos las ideas generales de utilizacio´n de la lo´gica de reescri-
tura y Maude presentadas en [MOM93] para representar sema´nticas operacionales estruc-
turales. Veremos los problemas de ejecutabilidad que se presentan e ideas sobre soluciones
que nosotros proponemos, que sera´n detalladas en los cap´ıtulos siguientes. Tambie´n pre-
sentaremos las buenas propiedades de Maude como metalenguaje en el cual construir
herramientas completas para otros lenguajes.
3.1. Sema´nticas operacionales estructurales
Las sema´nticas operacionales estructurales son un marco introducido originalmente por
G. D. Plotkin [Plo81], en el cual la sema´ntica operacional de un lenguaje de programacio´n
se especifica de forma lo´gica, independiente de la arquitectura de una ma´quina o de detalles
de implementacio´n, por medio de reglas que proporcionan una definicio´n inductiva basada
en la estructura de las expresiones del lenguaje. Dirigimos al lector al libro de M. Hennessy
“The Semantics of Programming Languages: An Elementary Introduction Using Structural
Operational Semantics” [Hen90], donde se presenta una introduccio´n clara al tema.
Dentro de la sema´ntica operacional estructural existen dos enfoques principales:
Sema´ntica de paso largo (big-step semantics, en ingle´s), tambie´n denominada sema´n-
tica natural por Kahn [Kah87] y sema´ntica de evaluacio´n por Hennessy [Hen90]. En
este enfoque, el predicado inductivo principal describe el resultado total o el valor
de la ejecucio´n de un co´mputo hasta su terminacio´n. Por esta razo´n, este enfoque
no es apropiado para lenguajes como CCS donde se pretende que la mayor´ıa de los
programas no terminen.
Sema´ntica de paso corto (small-step semantics, en ingle´s), denominada tambie´n
sema´ntica de computacio´n por Hennessy [Hen90]. En este enfoque, el predicado in-
ductivo principal describe la ejecucio´n de pasos individuales de un co´mputo, siendo
el co´mputo total, en su caso, el cierre transitivo de tales pasos cortos. La sema´ntica
operacional de CCS presentada al comienzo del Cap´ıtulo 4 es un ejemplo.
Para ilustrar estas ideas, y como ejemplo sencillo que utilizaremos en las siguientes
secciones, vamos a presentar la sema´ntica de paso largo (o evaluacio´n) de un lenguaje
de expresiones aritme´ticas y booleanas, con distincio´n de casos y declaracio´n de variables
locales, denominado Exp4 en [Hen90]. Su sintaxis abstracta, con significado intuitivo obvio,
se describe en la Figura 3.1. Este lenguaje se extendera´ a un lenguaje funcional simple en
el Cap´ıtulo 6.
Los juicios de esta sema´ntica sera´n de la forma
ρ ` e =⇒A v
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1. Categor´ıas sinta´cticas
op ∈ Op bop ∈ BOp
n ∈ Num
e ∈ Exp be ∈ BExp
x ∈ Var bx ∈ BVar
2. Definiciones
op ::= + | − | ∗
bop ::= And | Or
e ::= n | x | e′ op e′′ | If be Then e′ Else e′′ | let x = e′ in e′′
be ::= bx | T | F | be′ bop be′′ | Not be′ | Equal(e, e′)
Figura 3.1: Sintaxis abstracta de Exp4.
donde ρ es un entorno que almacena el valor de cada variable, e es una expresio´n aritme´tica
del lenguaje y v es el valor al que la expresio´n e se evalu´a; o de la forma
ρ ` be =⇒B bv
donde be es una expresio´n booleana y bv el valor al que se evalu´a.
Las reglas sema´nticas de este lenguaje se muestran en las Figuras 3.2 y 3.3. Para una
explicacio´n de las mismas referimos al lector a [Hen90].
No obstante, s´ı comentaremos algu´n aspecto que va a hacer que modifiquemos la for-
ma de algunas reglas en la representacio´n en Maude de la Seccio´n 3.2. En este tipo de
sema´nticas es habitual que aparezcan reglas como nuestra OpR. Esta regla expresa que
para evaluar la expresio´n e op e′ en el entorno ρ, hay que evaluar tanto e como e′, para
obtener sus valores v y v′, respectivamente, siendo el resultado total la aplicacio´n (con la
funcio´n Ap) del operador binario op a los resultados v y v′. Si queremos utilizar la regla
para probar si un juicio ρ ` e op e′ =⇒A v′′ es va´lido, tendr´ıamos que terminar compa-
rando v′′ con Ap(op, v, v′). Esto es lo que dice directamente la siguiente versio´n de la regla
que incluye una condicio´n lateral:
OpR′
ρ ` e =⇒A v ρ ` e′ =⇒A v′
ρ ` e op e′ =⇒A v′′ v
′′ = Ap(op, v, v′)
La regla VarR tambie´n utiliza una expresio´n no trivial en la parte derecha del juicio.
Podemos evitarlo si modificamos la regla de la siguiente manera:
VarR′
ρ ` x =⇒A v v = ρ(x)
Lo mismo ocurre con las reglas BVarR y BOpR, cuyas modificaciones triviales no
mostramos.
3.2. Reglas de inferencia como reescrituras
Al proponer la lo´gica de reescritura como marco lo´gico y sema´ntico, Narciso Mart´ı Oliet
y Jose´ Meseguer mostraron en [MOM93] diversas formas diferentes de representar en ella
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CR
ρ ` n =⇒A n
VarR
ρ ` x =⇒A ρ(x)
OpR
ρ ` e =⇒A v ρ ` e′ =⇒A v′
ρ ` e op e′ =⇒A Ap(op, v, v′)
IfR
ρ ` be =⇒B T ρ ` e =⇒A v
ρ ` If be Then e Else e′ =⇒A v
ρ ` be =⇒B F ρ ` e′ =⇒A v′
ρ ` If be Then e Else e′ =⇒A v′
LocR
ρ ` e =⇒A v ρ[v/x] ` e′ =⇒A v′
ρ ` let x = e in e′ =⇒A v′
Figura 3.2: Sema´ntica de evaluacio´n para Exp4, =⇒A.
BCR
ρ ` T =⇒B T ρ ` F =⇒B F
BVarR
ρ ` bx =⇒A ρ(bx)
BOpR
ρ ` be =⇒B bv
ρ ` be′ =⇒B bv′
ρ ` be bop be′ =⇒B Ap(bop, bv, bv′)
EqR
ρ ` e =⇒A v
ρ ` e′ =⇒A v
ρ ` Equal(e, e′) =⇒B T
ρ ` e =⇒A v
ρ ` e′ =⇒A v′
ρ ` Equal(e, e′) =⇒B F v 6= v
′
NotR
ρ ` be =⇒B T
ρ ` Not be =⇒B F
ρ ` be =⇒B F
ρ ` Not be =⇒B T
Figura 3.3: Sema´ntica de evaluacio´n para expresiones booleanas, =⇒B.
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sistemas de inferencia. Una posibilidad muy general consiste en representar una regla de
inferencia de la forma
S1 . . . Sn
S0
como una regla de reescritura de la forma S1 . . . Sn −→ S0, que reescribe multiconjuntos de
juicios Si. Esta transformacio´n es correcta desde un punto de vista abstracto, pero al pensar
en te´rminos de ejecutabilidad de las reglas de reescritura, resulta ma´s apropiado considerar
reglas de reescritura invertidas de la forma S0 −→ S1 . . . Sn, que siguen reescribiendo
multiconjuntos de juicios pero que van de la conclusio´n a las premisas, de forma que la
reescritura con ellas corresponde a una bu´squeda de una demostracio´n de abajo arriba. De
nuevo esta transformacio´n es correcta, y en ambos casos, la idea intuitiva es que la relacio´n
de reescritura equivale a la l´ınea horizontal que separa la conclusio´n de las premisas en la
presentacio´n habitual de las reglas de inferencia en los libros de texto.
En [MOM93] se sigue la primera idea (las premisas se reescriben a la conclusio´n) para
representar en lo´gica de reescritura la sema´ntica de CCS y del lenguaje funcional Mini-ML
tomado del art´ıculo de Kahn [Kah87] (ve´ase Cap´ıtulo 6).
Nosotros aqu´ı vamos a seguir la segunda idea, donde la conclusio´n se reescribe al con-
junto de premisas. Vamos a concretar las representaciones utilizando el lenguaje Maude,
aunque como veremos ma´s adelante (Seccio´n 3.4) los mo´dulos resultantes no son directa-
mente ejecutables en el sistema Maude.
Antes de ver la representacio´n de la sema´ntica operacional hemos de representar la
sintaxis del lenguaje. Hay que apuntar que la especificacio´n de la sintaxis del lenguaje
esta´ fuera del enfoque de la sema´ntica operacional estructural. Sin embargo, gracias a la
estructura de tipos ordenados de la lo´gica de reescritura, podemos dar tal especificacio´n
como el siguiente mo´dulo funcional en Maude:
fmod SYNTAX is
protecting QID .
sorts Var Num Op Exp BVar Boolean BOp BExp .
op V : Qid -> Var .
subsort Var < Exp .
subsort Num < Exp .
ops + - * : -> Op .
op 0 : -> Num .
op s : Num -> Num .
op ___ : Exp Op Exp -> Exp [prec 20] .
op let_=_in_ : Var Exp Exp -> Exp [prec 25] .
op If_Then_Else_ : BExp Exp Exp -> Exp [prec 25] .
op BV : Qid -> BVar .
subsort BVar < BExp .
subsort Boolean < BExp .
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ops T F : -> Boolean .
ops And Or : -> BOp .
op ___ : BExp BOp BExp -> BExp [prec 20] .
op Not_ : BExp -> BExp [prec 15] .
op Equal : Exp Exp -> BExp .
endfm
Utilizamos identificadores con comilla, de tipo Qid, para representar los identificadores
de variables del lenguaje Exp4. En vez de declarar Qid como subtipo de Var, ya que este
tipo tambie´n se utiliza para representar las variables booleanas, optamos por tener cons-
tructores V y BV que conviertan los Qid en valores de los tipos Var y BVar, respectivamente.
Como constantes nume´ricas utilizamos los nu´meros naturales en notacio´n de Peano, con
constructores 0 y s.
Tambie´n podemos definir en un mo´dulo funcional AP la funcio´n de aplicacio´n Ap de
un operador binario a sus dos argumentos ya evaluados, utilizada en la definicio´n de la
sema´ntica, y en otro mo´dulo funcional ENV los entornos para conocer el valor de una
variable (nume´rica o booleana). Estos dos mo´dulos, al igual que el mo´dulo SYNTAX que
define la sintaxis del lenguaje, son independientes de la representacio´n que hagamos de la




op Ap : Op Num Num -> Num .
vars n n’ : Num .
eq Ap(+, 0, n) = n .
eq Ap(+, s(n), n’) = s(Ap(+, n, n’)) .
eq Ap(*, 0, n) = 0 .
eq Ap(*, s(n), n’) = Ap(+, n’, Ap(*, n, n’)) .
eq Ap(-, 0, n) = 0 .
eq Ap(-, s(n), 0) = s(n) .
eq Ap(-, s(n), s(n’)) = Ap(-, n, n’) .
op Ap : BOp Boolean Boolean -> Boolean .
var bv bv’ : Boolean .
eq Ap(And, T, bv) = bv .
eq Ap(And, F, bv) = F .
eq Ap(Or, T, bv) = T .
eq Ap(Or, F, bv) = bv .
endfm
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fmod ENV is
protecting SYNTAX .
sorts Value Variable .
subsorts Num Boolean < Value .
subsorts Var BVar < Variable .
sort ENV .
op mt : -> ENV .
op _=_ : Variable Value -> ENV [prec 20] .
op __ : ENV ENV -> ENV [assoc id: mt prec 30] .
op _‘(_‘) : ENV Variable -> Value .
op _‘[_/_‘] : ENV Value Variable -> ENV [prec 35] .
op remove : ENV Variable -> ENV .
vars X X’ : Variable .
var V : Value .
var ro : ENV .
eq (X = V ro)(X’) = if X == X’ then V else ro(X’) fi .
eq ro [V / X] = remove(ro, X) X = V .
eq remove(mt, X) = mt .
eq remove(X = V ro, X’) = if X == X’ then ro else X = V remove(ro,X’) fi .
endfm
Las operaciones mt, _=_ y __ (del mo´dulo ENV) se utilizan para construir entornos
vac´ıos, unitarios y uniones de entornos, respectivamente. La operacio´n _(_) se utiliza para
consultar el valor asociado a una variable en un entorno, y se define de forma recursiva
mediante una ecuacio´n. La operacio´n _[_/_] se utiliza para modificar la asociacio´n entre
una variable y un valor en un entorno, y se define mediante la operacio´n auxiliar remove
que elimina de un entorno una variable dada.
Ahora podemos representar la sema´ntica operacional. Un juicio ρ ` e =⇒A v se repre-
senta mediante un te´rmino ro |- e ==>A v de tipo Judgement, construido mediante el
siguiente operador
op _|-_==>A_ : ENV Exp Num -> Judgement [prec 50] .
De igual forma tendremos un operador para construir juicios de la forma ρ ` be =⇒B
bv.
op _|-_==>B_ : ENV BExp Boolean -> Judgement [prec 50] .
En general, una regla sema´ntica tiene una conclusio´n y un conjunto de premisas, cada
una de las cuales se representa mediante un juicio o sentencia. Por tanto se necesita un
tipo de datos para representar conjuntos de juicios:
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sort JudgementSet .
subsort Judgement < JudgementSet .
op emptyJS : -> JudgementSet .
op __ : JudgementSet JudgementSet -> JudgementSet
[assoc comm id: emptyJS prec 60] .
El constructor de unio´n se escribe con sintaxis vac´ıa (__), y se declara como asocia-
tivo (assoc), conmutativo (comm), y teniendo como elemento neutro el conjunto vac´ıo
(id: emptyJS). El encaje de patrones y la reescritura tendra´n lugar mo´dulo dichas pro-
piedades. La propiedad de idempotencia se especifica mediante una ecuacio´n expl´ıcita, ya
que Maude no soporta la combinacio´n del atributo de idempotencia con los atributos de
asociatividad y conmutatividad.
var J : Judgement .
eq J J = J .
Una regla sema´ntica se implementa como una regla de reescritura en la que el con-
junto unitario formado por el juicio que representa la conclusio´n se reescribe al conjunto
formado por los juicios que representan las premisas. Los esquemas de axioma (reglas
sema´nticas sin premisas), como CR y BCR, se representan por medio de reglas de rees-
critura que reescriben la representacio´n de la conclusio´n al conjunto vac´ıo de juicios. Si la
regla sema´ntica tiene una condicio´n lateral, esta se representa como la condicio´n de una
regla de reescritura condicional.
El siguiente mo´dulo de sistema EVALUATION incluye la representacio´n de las sema´nticas
operacionales estructurales para expresiones aritme´ticas y booleanas de las Figuras 3.2
y 3.3, con las modificaciones de las reglas comentadas al final de la seccio´n anterior.
Utilizando el hecho de que cualquier texto que empiece por --- es un comentario en Maude,
la regla se presenta de una forma que resalta la correspondencia con la presentacio´n usual
en los libros de texto (aunque en este caso la conclusio´n se encuentra debajo de la l´ınea





var n : Num .
var x : Var .
vars e e’ : Exp .
var op : Op .
var v v’ v’’ : Num .
var ro : ENV .
var bv bv’ bv’’ : Boolean .
var bx : BVar .
vars be be’ : BExp .
var bop : BOp .
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sort Judgement .
op _|-_==>A_ : ENV Exp Num -> Judgement [prec 50] .
op _|-_==>B_ : ENV BExp Boolean -> Judgement [prec 50] .
sort JudgementSet .
subsort Judgement < JudgementSet .
op emptyJS : -> JudgementSet .
op __ : JudgementSet JudgementSet -> JudgementSet
[assoc comm id: emptyJS prec 60] .
*** Evaluation semantics for Exp4
rl [CR] : ro |- n ==>A n
=> ------------------
emptyJS .
crl [VarR’] : ro |- x ==>A v
=> ------------------
emptyJS
if v == ro(x) .
crl [OpR’] : ro |- e op e’ ==>A v’’
=> -------------------------
ro |- e ==>A v
ro |- e’ ==>A v’
if v’’ == Ap(op, v, v’) .
rl [IfR1] : ro |- If be Then e Else e’ ==>A v
=> -----------------------------------
ro |- be ==>B T
ro |- e ==>A v .
rl [IfR2] : ro |- If be Then e Else e’ ==>A v’
=> ------------------------------------
ro |- be ==>B F
ro |- e’ ==>A v’ .
rl [LocR] : ro |- let x = e in e’ ==>A v’
=> -------------------------------
ro |- e ==>A v
ro[v / x] |- e’ ==>A v’ .
*** Evaluation semantics for boolean expressions
rl [BCR1] : ro |- T ==>B T
=> ----------------
emptyJS .
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rl [BCR2] : ro |- F ==>B F
=> ----------------
emptyJS .
crl [BVarR’] : ro |- bx ==>B bv
=> -------------------
emptyJS
if bv == ro(bx) .
crl [BOpR’] : ro |- be op be’ ==>B bv’’
=> -------------------------
ro |- be ==>B bv
ro |- be’ ==>B bv’
if bv’’ == Ap(bop, bv, bv’) .
rl [EqR1] : ro |- Equal(e,e’) ==>B T
=> --------------------------
ro |- e ==>A v
ro |- e’ ==>A v .
crl [EqR2] : ro |- Equal(e,e’) ==>B F
=> --------------------------
ro |- e ==>A v
ro |- e’ ==>A v’
if v =/= v’ .
rl [NotR1] : ro |- Not be ==>B F
=> ---------------------
ro |- be ==>B T .
rl [NotR2] : ro |- Not be ==>B T
=> ---------------------
ro |- be ==>B F .
endm
Esta representacio´n de la sema´ntica operacional tiene un marcado cara´cter de demos-
trador, en el que el proceso de reescritura corresponde a encontrar una demostracio´n de
la correccio´n del juicio inicial que se reescribe.
As´ı, un juicio ρ ` e =⇒A v es va´lido, o sea derivable a partir de las reglas sema´nticas
para Exp4, si y solo si el te´rmino de tipo Judgement que lo representa puede ser reescrito
al conjunto vac´ıo de juicios utilizando las reglas de reescritura del mo´dulo EVALUATION
que definen la sema´ntica operacional. Intuitivamente, la idea es que se empieza con un
juicio que quiere probarse que es va´lido y se trabaja hacia atra´s utilizando el proceso de
reescritura de una forma dirigida por objetivos, manteniendo el conjunto de juicios que
deben cumplirse y faltan por demostrar para probar la correccio´n del juicio inicial. De
modo que si este conjunto llega a ser vac´ıo habremos concluido que el juicio inicial era
correcto.
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La representacio´n conseguida mediante este enfoque, aunque correcta desde un punto
de vista teo´rico, presenta diversos problemas a la hora de ser ejecutada, como veremos en
la Seccio´n 3.4.
3.3. Transiciones como reescrituras
La transformacio´n presentada en la seccio´n anterior se puede aplicar a una gran varie-
dad de sistemas de inferencia, como se muestra detalladamente en [MOM93], incluyendo
sistemas de secuentes para lo´gicas y tambie´n definiciones de sema´nticas operacionales para
lenguajes. Sin embargo, en el caso de las sema´nticas operacionales, los juicios Si t´ıpica-
mente tienen la forma de algu´n tipo de “transicio´n” P → Q entre estados, de forma que
tiene sentido considerar la posibilidad de transformar esta relacio´n de transicio´n entre
estados en la relacio´n de reescritura entre te´rminos que representen los estados. Esta posi-
bilidad tambie´n se contemplo´ en [MOM93]. Cuando pensamos de esta manera, una regla
de inferencia de la forma
P1 → Q1 . . . Pn → Qn
P0 → Q0
se convierte en una regla de reescritura condicional de la forma
P0 −→ Q0 if P1 −→ Q1 ∧ . . . ∧ Pn −→ Qn,
donde la condicio´n incluye las reescrituras correspondientes a las premisas de la regla
sema´ntica.
Las reglas de esta forma ya fueron consideradas por Jose´ Meseguer en su art´ıculo
sobre lo´gica de reescritura [Mes92] y, como se vio en la Seccio´n 2.4, pueden utilizarse
directamente en Maude 2.0.
En el caso concreto de la sema´ntica operacional del lenguaje Exp4, los tipos de los
te´rminos a la izquierda y a la derecha de la flecha que representa la transicio´n no son
iguales, debido a que a la izquierda aparece tambie´n el entorno ρ. Utilizaremos un tipo
Statement para representar el par formado por un entorno y una expresio´n.
sort Statement .
op _|-_ : ENV Exp -> Statement [prec 40] .
A la derecha de la transicio´n aparece siempre un valor (nume´rico o booleano). Como
en este tipo de representacio´n se reescribira´n te´rminos de tipo Statement en te´rminos de
tipo Num o Boolean, estos tipos tienen que pertenecer a la misma componente conexa.
subsorts Num Boolean < Statement .
El siguiente mo´dulo de sistema EVALUATION2 contiene la representacio´n de la sema´ntica
operacional del lenguaje Exp4 siguiendo el enfoque en el que las transiciones sema´nticas
se representan mediante reescrituras.





subsorts Num Boolean < Statement .
op _|-_ : ENV Exp -> Statement [prec 40] .
op _|-_ : ENV BExp -> Statement [prec 40] .
var ro : ENV .
var n : Num .
var x : Var .
var bx : BVar .
var v v’ : Num .
var bv bv’ : Boolean .
var op : Op .
vars e e’ : Exp .
vars be be’ : BExp .
var bop : BOp .
*** Evaluation semantics for Exp4
rl [CR] : ro |- n => n .
rl [VarR] : ro |- x => ro(x) .
crl [OpR] : ro |- e op e’ => Ap(op,v,v’)
if ro |- e => v /\
ro |- e’ => v’ .
crl [IfR1] : ro |- If be Then e Else e’ => v
if ro |- be => T /\
ro |- e => v .
crl [IfR2] : ro |- If be Then e Else e’ => v’
if ro |- be => F /\
ro |- e’ => v’ .
crl [LocR] : ro |- let x = e in e’ => v’
if ro |- e => v /\
ro[v / x] |- e’ => v’ .
*** Evaluation semantics for boolean expressions
rl [BCR1] : ro |- T => T .
rl [BCR2] : ro |- F => F .
rl [BVarR] : ro |- bx => ro(bx) .
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crl [BOpR] : ro |- be bop be’ => Ap(bop,bv,bv’)
if ro |- be => bv /\
ro |- be’ => bv’ .
crl [EqR1] : ro |- Equal(e,e’) => T
if ro |- e => v /\
ro |- e’ => v .
crl [EqR2] : ro |- Equal(e,e’) => F
if ro |- e => v /\
ro |- e’ => v’ /\ v =/= v’ .
crl [NotR1] : ro |- Not be => F
if ro |- be => T .
crl [NotR2] : ro |- Not be => T
if ro |- be => F .
endm
En esta representacio´n no hemos tenido que utilizar las modificaciones de las reglas
sema´nticas VarR, OpR, BVarR y BOpR, ya que el funcionamiento de las reglas de rees-
critura correspondientes es el mismo que la lectura que hac´ıamos de las reglas sema´nticas.
Por ejemplo, la regla OpR dice que una expresio´n e op e’ se puede reescribir si sus subex-
presiones se pueden reescribir a valores v y v’ y, si esto es as´ı, el valor al que se reescribe
la expresio´n original se calcula aplicando el operador op a dichos valores.
Ahora la idea del proceso de reescritura es diferente. Un juicio de la sema´ntica opera-
cional ρ ` e =⇒A v es va´lido si y solo si el te´rmino que representa la parte de la izquierda
ro |- e puede ser reescrito al te´rmino v utilizando las reglas de reescritura del mo´dulo
EVALUATION2. En cierto sentido, podemos ver esta representacio´n de la sema´ntica ma´s
como un inte´rprete del lenguaje Exp4, donde dado un entorno y una expresio´n, estos se
reescriben obtenie´ndose el valor al que se reduce la expresio´n segu´n la sema´ntica opera-
cional de evaluacio´n del lenguaje. Por ejemplo, podemos pedir a Maude que reescriba la
expresio´n s(0) + x en un entorno en el que x vale s(0):
Maude> rew (V(’x) = s(0)) |- s(0) + V(’x) .
result Num: s(s(0))
Esta visio´n de la representacio´n sema´ntica como inte´rprete es diferente de la visio´n de
demostrador de la correccio´n de un juicio que ten´ıa la representacio´n de la seccio´n anterior.
Sin embargo, utilizando el comando search de Maude 2.0, que busca entre las posibles
reescrituras de un te´rmino aquellas que encajen con un patro´n dado, podemos obtener
este cara´cter de demostrador. Por ejemplo, con la siguiente ejecucio´n,
Maude> search (V(’x) = s(0)) |- s(0) + V(’x) => s(s(0)) .
Solution 1 (state 1)
empty substitution
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No more solutions.
al haber obtenido una solucio´n, queda probado que el juicio inicial es correcto.
Desde un punto de vista teo´rico, esta forma de representar sema´nticas es siempre lo´gica-
mente correcta. Desde un punto de vista pra´ctico, es directamente utilizable para algunas
sema´nticas, como, por ejemplo, para la sema´ntica del lenguaje Exp4 como demuestran
los ejemplos anteriores. Sin embargo, como veremos en la Seccio´n 3.4.2, esta forma de
representacio´n tambie´n puede tener problemas de ejecutabilidad.
3.4. Maude como marco sema´ntico ejecutable
Uno de los objetivos que queremos conseguir (el ma´s importante de esta tesis) al repre-
sentar en Maude la sema´ntica operacional de un lenguaje es que la representacio´n obtenida
sea ejecutable y podamos utilizarla tanto desde un punto de vista ma´s computacional, co-
mo inte´rprete que nos permita tener un prototipo del lenguaje, como desde un punto de
vista ma´s lo´gico, como demostrador que nos permita obtener pruebas de la correccio´n de
un juicio, a partir de su derivabilidad utilizando las reglas sema´nticas.
Como hemos dicho anteriormente, los dos tipos generales de representacio´n mostrados
en las secciones anteriores adolecen de una serie de problemas de ejecutabilidad, en las
versiones actuales de Maude. Al comenzar el trabajo de esta tesis nos propusimos el ob-
jetivo de conseguir, a partir del conjunto de reglas de inferencia que definen la sema´ntica
operacional estructural de un lenguaje, una representacio´n en Maude completamente eje-
cutable que resolviera estos problemas. El ejemplo sobre el que estudiamos los problemas
y presentamos soluciones fue la sema´ntica operacional de CCS [Mil89] y la lo´gica modal
de Hennessy-Milner [HM85, Sti96] para describir propiedades de procesos CCS. Este caso
de estudio se presentara´ con todo detalle en los Cap´ıtulos 4 y 5. Los problemas encontra-
dos y las soluciones propuestas no son exclusivos de CCS (de hecho se aplican de igual
forma para representar la sema´ntica de la lo´gica modal mencionada), y pueden aparecer
en muchas de las representaciones de sema´nticas de lenguajes que hagamos siguiendo los
dos enfoques vistos.
En esta seccio´n mostraremos los problemas de ejecutabilidad que sufren ambos enfo-
ques y presentaremos las ideas generales detra´s de las soluciones propuestas, que sera´n
discutidas con mayor profundidad para el caso de CCS en los Cap´ıtulos 4 y 5.
3.4.1. Reglas de inferencia como reescrituras
Primero discutiremos los problemas que aparecen al trabajar con el enfoque que con-
vierte los juicios de la sema´ntica en te´rminos y las reglas de inferencia en reglas de rees-
critura.
El primer problema con el que nos encontramos en este enfoque es la presencia de
variables nuevas en las premisas, es decir en la parte derecha de la regla de reescritura,
que no aparec´ıan en la conclusio´n, parte izquierda de la regla de reescritura. Por ejemplo,
en la regla LocR para el operador de declaracio´n local de variables
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rl [LocR] : ro |- let x = e in e’ ==>A v’
=> -------------------------------
ro |- e ==>A v
ro[v / x] |- e’ ==>A v’ .
la variable v aparece solo en la parte derecha. Este tipo de reglas no pueden ser utilizadas
directamente por el inte´rprete por defecto de Maude. Adema´s, aunque en la nueva versio´n
de Maude 2.0 s´ı es posible manejar variables nuevas en algunos casos, esta regla no ser´ıa
admisible (ve´ase Seccio´n 2.4 y [CDE+00b]).
Este problema puede resolverse utilizando el concepto de metavariables expl´ıcitas pre-
sentado en [SM99] en un contexto muy similar. Las variables nuevas en la parte derecha de
una regla de reescritura representan valores “desconocidos” cuando se reescribe; utilizando
metavariables se hace expl´ıcita esta falta de conocimiento. La sema´ntica con metavariables
expl´ıticas se encarga de ligarlas a valores concretos una vez estos son conocidos.
Como el nu´mero de metavariables diferentes no se conoce de antemano, ya que no
depende del nu´mero de reglas sino de la profundidad de las demostraciones y de las reglas
que se utilicen para dichas demostraciones, necesitamos un mecanismo de generacio´n de
metavariables nuevas, que genere metavariables no utilizadas cada vez que se aplica una
regla con metavariables. La reescritura que genera la demostracio´n debe estar controlada
por una estrategia al metanivel que genere nuevas metavariables (ve´ase Seccio´n 4.3.2).
En el Cap´ıtulo 4 veremos una representacio´n ejecutable completa de la sema´ntica de
CCS utilizando metavariables.
La utilizacio´n de metavariables para resolver el problema de nuevas variables en la parte
derecha de una regla, y la adaptacio´n de la representacio´n para tratar dichas metavariables,
tiene como efecto lateral que podamos utilizar la representacio´n obtenida como inte´rprete
que calcule, dada una expresio´n, el valor al que esta se evalu´a, sin tener que empezar con
un juicio completo que incluya este valor. Si, por ejemplo, queremos evaluar la expresio´n e
en un entorno de variables ro, podemos reescribir el juicio
ro |- e ==>A ?(’result)
donde ?(’result) es una metavariable. En el proceso de reescritura de este juicio dicha
metavariable se ligara´ al valor resultado de evaluar e. An˜adiendo un mecanismo que al-
macene las ligaduras producidas en el proceso de demostracio´n, podr´ıamos, al terminar el
proceso, examinar a que´ valor se ha ligado la metavariable ?(’result). Esto se hace en
el Cap´ıtulo 4 para calcular todos los sucesores en un paso de un proceso CCS. Utilizando
las ideas presentadas en la Seccio´n 3.5 podr´ıamos ocultar estos mecanismos, creando un
inte´rprete para el lenguaje que evaluara expresiones.
Otro problema que presenta esta representacio´n de las reglas de inferencia como reglas
de reescritura es que algunas veces es posible aplicar ma´s de una regla para reescribir un
juicio y los te´rminos a los que se llega tras la aplicacio´n de estas reglas son diferentes. Es
decir, el conjunto de reglas no es determinista.
Por ejemplo, para reducir el juicio
V(’x) = 0 |- If Equal(V(’x),0) Then s(0) Else V(’x) ==>A s(0)
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se pueden aplicar tanto la regla IfR1 como IfR2.
En general, solo algunos de los caminos nos llevara´n al conjunto vac´ıo de juicios, en
caso de que el juicio inicial sea probable. Por tanto, se hace necesario tratar con el a´rbol
completo de posibles reescrituras de un juicio, buscando si una de las ramas conduce a
emptyJS.
En la Seccio´n 4.3.2 se describe con todo detalle co´mo implementar, de forma suficien-
temente general, una estrategia de bu´squeda en profundidad que recorre el a´rbol completo
de posibles reescrituras de un te´rmino buscando nodos que cumplan cierto criterio de
bu´squeda. La estrategia presentada en dicha seccio´n viene parametrizada por el mo´dulo
Maude que contiene las reglas de reescritura necesarias para construir el a´rbol de reescri-
turas (para pasar de un nodo a sus hijos) y por el predicado que indica cua´ndo un nodo
representa un te´rmino que estamos buscando. En el caso concreto de aplicacio´n de esta
estrategia de bu´squeda general para ver si un juicio es probable, el mo´dulo sera´ aquel con
la representacio´n de las reglas de inferencia y el predicado de bu´squeda sera´ cierto cuando
el te´rmino represente el conjunto vac´ıo de juicios, es decir, sea igual a emptyJS.
Los problemas encontrados con esta representacio´n son intr´ınsecos al tipo de repre-
sentacio´n en s´ı, por lo que aparecer´ıan en la representacio´n de casi cualquier sema´ntica
operacional estructural no trivial que siga el enfoque de reglas de inferencia como reescri-
turas.
3.4.2. Transiciones como reescrituras
Este segundo enfoque esta´ mucho ma´s cercano a la idea de sema´ntica operacional. Esto
hace que los problemas de ejecutabilidad no aparezcan con tanta facilidad. De hecho, la
representacio´n dada en el mo´dulo EVALUATION2 de la Seccio´n 3.3 es directamente ejecutable
en Maude 2.0. En buena medida, los problemas que encontra´bamos en el primer enfoque ya
esta´n resueltos por el propio sistema, al permitir el uso de reescrituras en las condiciones.
La presencia de variables nuevas en la parte derecha de una regla de reescritura o en su
condicio´n esta´ permitida y soportada (aunque con algunas restriciones, como vimos en la
Seccio´n 2.4), y la resolucio´n de las reescrituras en las condiciones requiere bu´squeda en el
a´rbol de posibles reescrituras, tambie´n soportada por Maude 2.0.
Sin embargo, este tipo de representaciones tambie´n tiene algunos problemas de ejecu-
tabilidad, que tienen que ver sobre todo con reescrituras no deseadas que no corresponden
a transiciones, o bu´squedas infinitas en la resolucio´n de reescrituras en las condiciones
sin e´xito. En el Cap´ıtulo 5 veremos que´ problemas hemos encontrado en la implementa-
cio´n de la sema´ntica de CCS, y co´mo estos problemas han podido ser resueltos de forma
satisfactoria.
Uno de los problemas que podemos encontrar, que tiene que ver ma´s con la represen-
tacio´n en s´ı, y no con su ejecucio´n, es que a menudo hay que ser cuidadoso para tener
en cuenta cierta informacio´n adicional que aparece en las transiciones de la sema´ntica
operacional. Por ejemplo, en las sema´nticas operacionales estructurales para a´lgebras de
procesos es esencial que las transiciones tengan alguna informacio´n de etiquetado que pro-
porcione los mecanismos de sincronizacio´n. En el art´ıculo [MOM93] ya se mostro´ co´mo
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resolver estos detalles para el caso particular de la sema´ntica de CCS de Milner [Mil89], y
nosotros lo veremos con detalle en el Cap´ıtulo 5.
Otro problema de este enfoque es que pueden generarse reescrituras que no correspon-
den a transiciones en la sema´ntica operacional. El problema aparece si quisie´ramos razonar
sobre las posibles reescrituras de una expresio´n, o si una expresio´n pudiera dar lugar a
un co´mputo infinito o pudiera reescribirse a infinitos te´rminos ninguno de los cuales fuera
correcto. La solucio´n esta´ en utilizar el atributo frozen (ve´ase Seccio´n 2.4), que declara
los argumentos del operador congelados y hace que el sistema no los reescriba.
En ocasiones se genera una pe´rdida de informacio´n al representar diferentes “flechas”
o transiciones de la sema´ntica operacional utilizando siempre la misma “flecha” o relacio´n
de reescritura. Este hecho ya ha ocurrido con la sema´ntica del lenguaje Exp4 cuando las
transiciones =⇒A y =⇒B se han representado mediante reescrituras. Ya que los te´rminos
que pueden aparecer a la izquierda de dichas transiciones son disjuntos, no hemos tenido
el problema de que las transiciones se mezclaran. Pero esta pe´rdida de informacio´n puede
ser un problema, que podemos evitar si utilizamos un operador que distinga los te´rminos
a la izquierda de las diferentes transiciones.
3.5. Maude como metalenguaje
El uso de Maude como metalenguaje es una consecuencia natural de las buenas pro-
piedades de la lo´gica de reescritura como marco sema´ntico y lo´gico. Resumiremos en esta
seccio´n las ideas sobre Maude como metalenguaje presentadas en los art´ıculos [CDE+98b,
CDE+01].
Lo que tienen en comu´n todas las aplicaciones de la lo´gica de reescritura como mar-
co sema´ntico y lo´gico es que los modelos de computacio´n, las lo´gicas o los lenguajes se
representan en lo´gica de reescritura por medio de funciones de la forma
(†) Φ : L −→ RWLogic.
Estas representaciones son habitualmente muy simples y naturales, como hemos visto
en las secciones anteriores y hacen corresponder teor´ıas de reescritura a las teor´ıas o
mo´dulos en L.
Al ser reflexivo, un lenguaje basado en lo´gica de reescritura como Maude soporta
funciones de representacio´n de la forma (†), con lo que se convierte en un metalenguaje
en el cual se puede definir sema´nticamente y ejecutar una gran variedad de lenguajes de
programacio´n, especificacio´n y disen˜o, y sistemas de computacio´n o lo´gicos.
Como vimos en el Cap´ıtulo 2, el disen˜o y la implementacio´n del lenguaje Maude hacen
un uso sistema´tico del hecho de que la lo´gica de reescritura sea reflexiva, y proporcionan
un soporte eficiente de co´mputos reflexivos por medio del mo´dulo META-LEVEL.
Utilizando el mo´dulo META-LEVEL se puede tanto hacer ejecutable la funcio´n de repre-
sentacio´n Φ, como ejecutar la teor´ıa de reescritura resultante, que representa una teor´ıa
o mo´dulo en L, consiguiendo por tanto una implementacio´n del lenguaje L en Maude.
Concretamente, podemos representar al metanivel una funcio´n de representacio´n Φ de
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la forma (†) definiendo un tipo abstracto de datos ModuleL que represente mo´dulos en
el lenguaje L. Ya que en el mo´dulo META-LEVEL tambie´n existe un tipo Module cuyos
te´rminos representan teor´ıas de reescritura, podemos entonces internalizar la funcio´n de
representacio´n Φ como una funcio´n
Φ : ModuleL −→ Module
definida ecuacionalmente. De hecho, gracias al resultado general de Bergstra y Tucker
[BT80], cualquier funcio´n de representacio´n Φ computable puede ser especificada de esta
forma mediante un nu´mero finito de ecuaciones terminantes y Church-Rosser.
Al tener definida en Maude esta funcio´n de representacio´n, podemos ejecutar la teor´ıa
de reescritura Φ(M) asociada a la teor´ıa o mo´dulo M en L. Esto se ha hecho, por ejem-
plo, para mo´dulos Maude estructurados y mo´dulos orientados a objetos en Full Maude
[Dur99]. Tambie´n se han producido herramientas que extienden Maude y comprueban la
propiedad de Church-Rosser [DM00b], coherencia [Dur00a] y terminacio´n [Dur00b] para
especificaciones Maude. Pero podr´ıa hacerse de igual forma para una gran variedad de
lenguajes y lo´gicas. En el Cap´ıtulo 7 utilizaremos este me´todo para implementar una he-
rramienta para especificaciones Full LOTOS con tipos de datos definidos en ACT ONE,
y en el Cap´ıtulo 9 para dar sema´ntica al lenguaje RDF de descripcio´n de recursos web
propuesto por el W3C.
Al definir el tipo de datos ModuleL en una extensio´n de META-LEVEL podemos definir
la sintaxis de L dentro de Maude, incorporando otros tipos de datos auxiliares para co-
mandos y otras construcciones. Esto puede hacerse de forma sencilla y natural utilizando
el interfaz le´xico mixfijo y los tipos de datos predefinidos de Maude Token (cualquier iden-
tificador) y Bubble (cualquier cadena de identificadores). La intuicio´n que hay detra´s de
estos tipos es que corresponden a partes de un mo´dulo del lenguaje que solo pueden anali-
zarse sinta´cticamente una vez este´ disponible la gra´matica introducida por la signatura del
propio mo´dulo. La idea es que para lenguajes que permiten mo´dulos con sintaxis definida
por el usuario (como el propio Maude, o ACT ONE, ve´ase el Cap´ıtulo 7) es natural ver su
sintaxis como combinacio´n de dos niveles diferentes: lo que podr´ıamos llamar la sintaxis de
alto nivel del lenguaje, y la sintaxis definida por el usuario introducida en cada mo´dulo.
Los tipos de datos Token y Bubble nos permiten reflejar estos dos niveles.
Para ilustrar estos conceptos, supongamos que queremos definir la sintaxis de Maude
en Maude. Consideremos el siguiente mo´dulo Maude:
fmod NAT3 is
sort Nat3 .
op 0 : -> Nat3 .
op s : Nat3 -> Nat3 .
eq s s s 0 = 0 .
endfm
No´tese que las cadenas de caracteres recuadradas no son parte de la sintaxis de al-
to nivel de Maude. Solo pueden ser analizadas sinta´cticamente utilizando la grama´tica
asociada a la signatura del mo´dulo NAT3, es decir, los operadores 0 y s_ y el tipo Nat3.
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A continuacio´n mostramos parte del mo´dulo MAUDE que define la sintaxis de Maude pa-
ra mo´dulos funcionales, y el comando de reduccio´n asociado, reflejando esta dualidad de
niveles sinta´cticos.
fmod MAUDE is
sort PreModule PreCommand .
subsort Decl < DeclList .
op fmod_is_endfm : Token DeclList -> PreModule .
op eq_=_. : Bubble Bubble -> Decl .
op red in_:_. : Token Bubble -> PreCommand .
...
endfm
Obse´rvese co´mo se declaran expl´ıcitamente operadores que corresponden a la sintaxis
de alto nivel de Maude, y se representan como te´rminos de tipo Bubble aquellas partes de
un mo´dulo que solo pueden analizarse con la sintaxis definida por el usuario, como, por
ejemplo, los lados izquierdo y derecho de una ecuacio´n.
El mo´dulo funcional NAT3 puede analizarse sinta´cticamente como un te´rmino de tipo
PreModule (incluyendo te´rminos de tipo Bubble) del mo´dulo MAUDE. Este te´rmino puede
seguir siendo analizado por una funcio´n como la siguiente:
op parse-premodule : PreModule -> Module? .
que utiliza la funcio´n predefinida meta-parse de META-LEVEL para construir un te´rmino
de tipo Module.
Dado un PreModule M , parse-premodule genera, primero, un Module M ′ con la mis-
ma signatura que M pero sin ecuaciones; despue´s, parse-premodule intenta transformar
el PreModule M en un Module M ′′, reduciendo cada Bubble b en M a un Term t, donde
t es el resultado, en el caso de que haya habido e´xito, de meta-parse(M ′, b). En caso de
fallo, se devuelve un te´rmino de error del supertipo Module? de Module.
Para proporcionar un entorno de ejecucio´n satisfactorio para un lenguaje L en Maude,
tambie´n tenemos que dar soporte a la entrada/salida y a un estado persistente que permita
interactuar con el inte´rprete de L que queremos definir. Es decir, deberemos ser capaces
de introducir definiciones de mo´dulos, comandos de ejecucio´n y obtener los resultados de
las ejecuciones. El mo´dulo LOOP-MODE (ve´ase Seccio´n 2.2.6) hace esto posible, utilizando
conceptos orientados a objetos. Como consecuencia, un entorno para L en Maude t´ıpica-
mente sera´ implementado por un mo´dulo que incluya como submo´dulos tanto META-LEVEL
como LOOP-MODE. Este mo´dulo contendra´ una clase System con un canal de entrada de
tipo Input (declarado como un supertipo de PreModule y PreCommand), un canal de salida
de tipo QidList, y un atributo de tipo Database. Este tipo Database sera´ especializado
dependiendo de cada lenguaje L de intere´s. Por ejemplo, para Maude contendr´ıa el estado
actual de la base de datos de mo´dulos ya introducidos en el sistema.
sort Input .
subsorts PreCommand PreModule < Input .
class System | db : Database, input : Input, output : QidList .
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Para cada lenguaje particular se especifican el tipo Database y las reglas de reescritura
que definan el comportamiento de la herramienta para los diferentes comandos del len-
guaje. Por ejemplo, en el caso de Maude, tendr´ıamos una regla que procesa un PreModule
una vez introducido en el sistema
var DB : Database .
var PM: PreModule .
var I : Identifier .
var B : Bubble .
rl [premodule] :
< system : System | db : DB, input : PM >
=> < system : System | db : processPreModule(PM, DB),
input : empty > .
La funcio´n processPreModule intenta analizar sinta´cticamente el PreModule utilizan-
do la funcio´n parse-premodule anterior y, si tiene e´xito, introduce el Module resultante
en la base de datos.
Tambie´n habra´ que definir reglas para tratar comandos introducidos por el usuario.
Por ejemplo, la siguiente regla trata el comando red in _:_:
rl [reduce] :
< system : System | db : DB, input : red in I : B . >
=> < system : System | input : empty,
output : meta-pretty-print(getModule(I, DB),
meta-reduce(getModule(I, DB),
meta-parse(getModule(I, DB), B))) > .
donde getModule es una funcio´n que extrae de la base de datos el mo´dulo cuyo nombre
es el primer argumento.
Estas ideas se han utilizado para construir una herramienta donde ejecutar especifica-
ciones Full LOTOS con tipos de datos descritos en el lenguaje ACT ONE. Veremos todos
los detalles en el Cap´ıtulo 7.
Cap´ıtulo 4
Ejecucio´n y verificacio´n de CCS en
Maude
En este cap´ıtulo se exploran las caracter´ısticas de la lo´gica de reescritura, y en par-
ticular del lenguaje Maude, como un marco sema´ntico y lo´gico donde representar tanto
la sema´ntica del a´lgebra de procesos CCS de Milner [Mil89] como una lo´gica modal pa-
ra describir capacidades locales de procesos CCS [HM85, Sti96]. Para ello seguiremos el
enfoque denominado reglas de inferencia como reescrituras.
Como vimos en la Seccio´n 3.2, una posibilidad muy general a la hora de representar sis-
temas de inferencia en lo´gica de reescritura consiste en representar una regla de inferencia
de la forma
S1 . . . Sn
S0
como una regla de reescritura de la forma S0 −→ S1 . . . Sn que reescribe multiconjuntos de
juicios pasando de la conclusio´n a las premisas, de tal forma que la reescritura con estas
reglas corresponde a una bu´squeda de una demostracio´n de abajo arriba.
Aunque ya fue presentada anteriormente una representacio´n de la sema´ntica de CCS
en lo´gica de reescritura en [MOM93] siguiendo el enfoque equivalente que reescribe las
premisas a la conclusio´n, esta representacio´n, si bien correcta desde un punto de vista
teo´rico, no es ejecutable directamente. Es ma´s, no se puede utilizar para responder pre-
guntas tales como cua´les son los sucesores de un proceso despue´s de realizar una accio´n,
lo que se precisa para definir la sema´ntica de la lo´gica modal de Hennessy-Milner.
Con la disponibilidad de la primera versio´n del sistema Maude en 1999 [CDE+99],
nosotros emprendimos el proyecto de implementar cuidadosamente y de una forma com-
pletamente ejecutable la sema´ntica operacional de CCS para ver si las ideas que teo´ri-
camente funcionan lo hac´ıan tambie´n en la pra´ctica. El primer problema con el que nos
encontramos fue que la primera versio´n de Maude no permit´ıa reglas condicionales con
reescrituras en las condiciones, que estaban restringidas a condiciones booleanas. Esto no
nos permitio´ considerar la forma de la representacio´n en la cual se ven las transiciones
como reescrituras (ve´ase Seccio´n 3.3), con lo que esta´bamos restringidos a la posibilidad de
ver las reglas de inferencia como reescrituras (o transiciones como juicios). Incluso en este
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caso, un nu´mero de problemas ten´ıan que ser resueltos, a saber, la presencia de variables
nuevas en los lados derechos de las reglas y el control del no determinismo en la aplicacio´n
de las reglas. En este cap´ıtulo se muestra co´mo estos problemas han sido resueltos de
una forma elegante utilizando las propiedades reflexivas de Maude. Las caracter´ısticas del
metanivel de Maude nos han permitido salvar una distancia importante entre la teor´ıa
y la pra´ctica, obtenie´ndose una representacio´n completamente ejecutable de la sema´ntica
operacional de CCS, que puede utilizarse para analizar procesos CCS mediante la lo´gica
modal de Hennessy-Milner [HM85].
Nos gustar´ıa apuntar que el principal objetivo de este cap´ıtulo (y de la tesis en s´ı) es
describir con todo detalle co´mo se pueden obtener representaciones ejecutables en Maude a
partir de definiciones de la sema´ntica operacional de lenguajes de programacio´n o a´lgebras
de procesos, o de sistemas de inferencia para lo´gicas en general. Estas representaciones
ejecutables pueden verse como prototipos de inte´rpretes para los lenguajes o demostradores
para las lo´gicas, haciendo posible la experimentacio´n con los diferentes lenguajes o lo´gicas,
y tambie´n con diferentes sema´nticas para el mismo lenguaje. En este momento no estamos
interesados en utilizar Maude como un demostrador de teoremas para obtener modelos
abstractos de las sema´nticas que nos permitieran hacer metarazonamientos (como por
ejemplo sobre la teor´ıa de bisimulacio´n para CCS), en contraste con los objetivos de la
mayor´ıa de los trabajos relacionados que citamos ma´s tarde en la Seccio´n 4.8 y otros que
citamos en el Cap´ıtulo 1.
Parte del trabajo presentado en este cap´ıtulo ha sido publicado en [VMO00a, VMO00b]
y se presento´ por primera vez en la conferencia Formal Description Techniques for Distri-
buted Systems and Communications Protocols, FORTE 2000, dando lugar a la publicacio´n
[VMO00c]. Una versio´n actualizada, mejorada y extendida de este trabajo esta´ pendien-
te de aceptacio´n para su publicacio´n en la revista Formal Methods and System Design
[VMO02a].
4.1. CCS
Realizamos a continuacio´n una introduccio´n muy breve del Calculus of Communicating
Systems de Milner, CCS [Mil89]. Se asume un conjunto A de nombres; los elementos del
conjunto A = {a | a ∈ A} se llaman co-nombres, y los elementos de la unio´n (disjunta)
L = A ∪ A son etiquetas utilizadas para dar nombre a acciones ordinarias. La funcio´n
a 7→ a se extiende a L definiendo a = a. Hay una accio´n especial conocida como accio´n
silenciosa denotada por τ , utilizada para representar la evolucio´n interna de un sistema
y, en particular, la sincronizacio´n de dos procesos por medio de las acciones a y a. El
conjunto de acciones es L∪{τ}. El conjunto de procesos se define de forma intuitiva como
sigue:
0 es un proceso inactivo que no hace nada.
Si α es una accio´n y P es un proceso, α.P es el proceso que realiza la accio´n α y
despue´s se comporta como P .













P |Q α−→ P ′|Q
Q
α−→ Q′
P |Q α−→ P |Q′
P
a−→ P ′ Q a−→ Q′




f(α)−→ P ′[f ]
P
α−→ P ′




α−→ P ′ X =def P
Figura 4.1: Reglas de la sema´ntica operacional de CCS.
Si P y Q son procesos, entonces P + Q es el proceso que puede comportarse como
P o como Q.
Si P y Q son procesos, entonces P |Q representa a P y Q ejecuta´ndose de forma
concurrente con posibles comunicaciones a trave´s de la sincronizacio´n del par de
acciones ordinarias a y a.
Si P es un proceso y f : L → L es una funcio´n de reetiquetado tal que f(a) =
f(a), P [f ] es el proceso que se comporta como P pero con las acciones ordinarias
renombradas de acuerdo con la funcio´n f .
Si P es un proceso y L ⊆ L es un conjunto de acciones ordinarias, P\L es el proceso
que se comporta como P pero con las acciones en L ∪ L prohibidas.
Si P es un proceso, X es un identificador de proceso, y X =def P es una ecuacio´n
de definicio´n donde P puede referirse recursivamente a X, entonces X es un proceso
que se comporta como P .
Esta explicacio´n intuitiva puede hacerse ma´s precisa en te´rminos de la sema´ntica ope-
racional estructural mostrada en la Figura 4.1, que define un sistema etiquetado de tran-
siciones para los procesos CCS.
4.2. Representacio´n de CCS
En esta seccio´n mostraremos co´mo representar la sema´ntica de CCS en Maude, para
ver con detalle co´mo aparecen los dos problemas mencionados anteriormente. Se utiliza
Full Maude [Dur99] para sacar partido de los mecanismos de parametrizacio´n que ofrece.
Para empezar, se muestra la representacio´n de la sintaxis de CCS en dos mo´dulos
funcionales mediante la definicio´n de tipos de datos algebraicos que definen las acciones y
los procesos de CCS. Se importa el mo´dulo predefinido QID para utilizar los identificadores
con comilla de tipo Qid para representar las etiquetas de CCS y los identificadores de
proceso.
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(fmod ACTION is
protecting QID .
sorts Label Act .
subsorts Qid < Label < Act .
op tau : -> Act . *** silent action
op ~_ : Label -> Label .
var L : Label .




sorts ProcessId Process .
subsorts Qid < ProcessId < Process .
op 0 : -> Process . *** inaction
op _._ : Act Process -> Process [prec 25] . *** prefix
op _+_ : Process Process -> Process [prec 35] . *** summation
op _|_ : Process Process -> Process [prec 30] . *** composition
op _‘[_/_‘] : Process Label Label -> Process [prec 20] .
*** relabelling: [b/a] relabels "a" to "b"
op _\_ : Process Label -> Process [prec 20] . *** restriction
endfm)
En la representacio´n se considera CCS al completo, incluyendo definiciones de procesos
mutuamente recursivos, por medio de contextos. Un contexto esta´ bien definido si un
identificador de proceso esta´ definido como mucho una vez. Utilizando un axioma de
pertenencia condicional (cmb) se establece que´ valores del tipo AnyContext son contextos
bien construidos, es decir, son de tipo Context. La evaluacio´n de def(X,C) devuelve el
proceso asociado al identificador de proceso X si este esta´ definido; en otro caso, devuelve
el proceso erro´neo not-defined.
(fmod CCS-CONTEXT is
protecting PROCESS .
sorts AnyProcess Context AnyContext .
subsort Process < AnyProcess .
subsort Context < AnyContext .
op _=def_ : ProcessId Process -> Context [prec 40] .
op nil : -> Context .
op _&_ : AnyContext AnyContext -> AnyContext [assoc comm id: nil prec 42] .
op _definedIn_ : ProcessId Context -> Bool .
op def : ProcessId Context -> AnyProcess .
op not-defined : -> AnyProcess .
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op context : -> Context .
vars X X’ : ProcessId .
var P : Process .
var C : Context .
cmb (X =def P) & C : Context if not(X definedIn C) .
eq X definedIn nil = false .
eq X definedIn ((X’ =def P) & C) = (X == X’) or (X definedIn C) .
eq def(X, nil) = not-defined .
eq def(X, ((X =def P) & C)) = P .
ceq def(X, ((X’ =def P) & C)) = def(X, C) if X =/= X’ .
endfm)
La constante context se utiliza para mantener las definiciones de los identificadores
de proceso utilizados en cada especificacio´n concreta en CCS. La constante se declara
aqu´ı porque sera´ utilizada en la definicio´n de la sema´ntica (Seccio´n 4.3.1), pero sera´ definida
en un ejemplo posterior (ve´ase la Seccio´n 4.3.3).
A continuacio´n, empezamos a definir la sema´ntica de CCS.
(mod CCS-SEMANTICS is
protecting CCS-CONTEXT .
Siguiendo las ideas presentadas en el Cap´ıtulo 3, una transicio´n CCS P
a−−→ P ′ se
representa en Maude mediante el te´rmino P -- a ->P ′ de tipo Judgement, construido
mediante el operador
sort Judgement .
op _--_->_ : Process Act Process -> Judgement [prec 50] .
Utilizamos un tipo de datos para representar conjuntos de juicios y una operacio´n de
unio´n asociativa, conmutativa, con el conjunto vac´ıo como elemento identidad, e idempo-
tente:
sort JudgementSet .
subsort Judgement < JudgementSet .
op emptyJS : -> JudgementSet .
op __ : JudgementSet JudgementSet -> JudgementSet
[assoc comm id: emptyJS prec 60] .
var J : Judgement .
eq J J = J .
72 Cap´ıtulo 4. Ejecucio´n y verificacio´n de CCS en Maude
Una regla sema´ntica se implementa como una regla de reescritura donde el conjunto
unitario formado por el juicio que representa la conclusio´n se reescribe al conjunto formado
por los juicios que representan las premisas. Por ejemplo, para el operador de restriccio´n
de CCS tenemos la siguiente regla sema´ntica (adaptacio´n de la regla de la Figura 4.1 al
caso en el que solo se restringe una etiqueta)1,
P
α−−→ P ′
P \ l α−−→ P ′ \ l
α 6= l ∧ α 6= l¯
la cual se traduce a la siguiente regla de reescritura:
var L : Label .
var A : Act .
vars P P’ Q Q’ : Process .
crl [res] : P \ L -- A -> P’ \ L
=> ------------------------
P -- A -> P’ if (A =/= L) and (A =/= ~ L) .
Como ejemplo alternativo, el esquema de axioma
α.P
α−−→ P
que define el comportamiento del operador de prefijo de CCS, da lugar a la siguiente regla
de reescritura
rl [pref] : A . P -- A -> P
=> ---------------------
emptyJS .
Por tanto, una transicio´n P
a−−→ P ′ es posible en CCS si y solo si el juicio que la
representa puede ser reescrito al conjunto vac´ıo de juicios utilizando reglas de reescritura
de la forma descrita ma´s arriba, que describen la sema´ntica operacional de CCS.
Sin embargo, como introdujimos en la Seccio´n 3.4, encontramos dos problemas al tra-
bajar con este enfoque en la versio´n del sistema Maude 1.0.5. El primer problema es que
en ocasiones aparecen variables nuevas en las premisas, que no aparec´ıan en la conclu-
sio´n. Por ejemplo, en la regla sema´ntica para el operador paralelo correspondiente a la
sincronizacio´n tenemos
rl [par] : P | Q -- tau -> P’ | Q’
=> --------------------------------
P -- L -> P’ Q -- ~ L -> Q’ .
1Podr´ıamos generalizar fa´cilmente el operador de restriccio´n para permitir ocultar un conjunto de
etiquetas P \ {l1, . . . , ln}, pero esto har´ıa la sintaxis ma´s compleja, sin an˜adir nada nuevo a la representacio´n
de la sema´ntica. Lo mismo ocurre con el operador de renombramiento.
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donde L es una variable nueva en la parte derecha de la regla de reescritura. Las reglas de
este tipo no pueden ser utilizadas directamente por el inte´rprete por defecto de Maude;
solo pueden utilizarse al metanivel utilizando una estrategia que instancie las variables
nuevas, como veremos en la Seccio´n 4.3.2.
Otro problema es que en ocasiones se pueden aplicar varias reglas para reescribir un
mismo juicio. Por ejemplo, para el operador de suma, que es intr´ınsecamente no determi-
nista, tenemos
rl [sum] : P + Q -- A -> P’
=> -------------------
P -- A -> P’ .
rl [sum] : P + Q -- A -> Q’
=> -------------------
Q -- A -> Q’ .
Si declara´semos el operador de CCS + como conmutativo, solo se necesitar´ıa una regla.
Sin embargo, el no determinismo seguir´ıa apareciendo al haber varios posibles encajes
(mo´dulo conmutatividad) con el patro´n P + Q en el te´rmino que representa una transicio´n
en la parte izquierda de la regla.
En general, no todas las posibles maneras de reescribir un juicio conducen al conjunto
vac´ıo de juicios. Por tanto, se hace necesario trabajar con el a´rbol completo de posibles
reescrituras de un juicio, buscando si alguna de las ramas conduce a emptyJS.
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En esta seccio´n se muestra co´mo resolver el problema de la presencia de variables nuevas
en la parte derecha de una regla de reescritura utilizando el concepto de metavariables
expl´ıcitas presentado en [SM99], y co´mo controlar la reescritura no determinista por medio
de una estrategia de bu´squeda [BMM98, CDE+00c].
4.3.1. Definicio´n de la sema´ntica ejecutable
El problema de las variables nuevas en la parte derecha de una regla de reescritura
se resuelve utilizando metavariables para representar valores desconocidos2. La sema´ntica
con metavariables expl´ıcitas se encarga de ligarlas a valores concretos una vez estos son
conocidos.
Por ahora, solo es necesario el uso de metavariables para representar acciones en los
juicios, por lo que declararemos un nuevo tipo de metavariables como acciones:
sort MetaVarAct .
2No´tese que este concepto de metavariables es distinto al utilizado en la Seccio´n 2.2.5 al definir un
lenguaje de estrategias. All´ı las metavariables eran un concepto utilizado u´nicamente en el metanivel para
asignar valor a variables del nivel objeto. Ahora las metavariables aparecen en el nivel objeto, aunque parte
de su tratamiento (como la generacio´n de nuevas metavariables) se hara´ al metanivel.
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Para poder producir un nu´mero no determinado de metavariables vamos a utilizar el
tipo Qid de los identificadores con comilla, y un operador constructor de metavariables:
op ?‘(_‘)A : Qid -> MetaVarAct .
var NEW1 : Qid .
As´ı, los te´rminos cerrados ?(’mv1)A, ?(’mv2)A, ?(’mv3)A, . . . representan metava-
riables diferentes. Para poder representar la idea de que nuevas metavariables deben ser
generadas cada vez que se aplica una regla con variables nuevas a la derecha, en dichas
reglas las metavariables aparecera´n de la forma ?(NEW1)A, como veremos ma´s adelante.
Tambie´n se introduce un nuevo tipo Act? de “posibles acciones”, que engloba tanto
las propias acciones como las metavariables como acciones, es decir, es supertipo de los
tipos Act y MetaVarAct:
sort Act? .
subsorts Act MetaVarAct < Act? .
var ?A : MetaVarAct .
var A? : Act? .
Necesitamos modificar el operador de construccio´n de juicios para tratar con este nuevo
tipo de acciones3:
op _--_->_ : Process Act? Process -> Judgement [prec 50] .
Como hemos dicho anteriormente, una metavariable sera´ ligada cuando se conozca su
valor concreto, por lo que es necesario un nuevo juicio que establezca que una metavariable
esta´ ligada a un valor concreto:
op ‘[_:=_‘] : MetaVarAct Act -> Judgement .
y un mecanismo de propagacio´n de esta ligadura al resto de juicios donde la metavariable
ligada pueda aparecer. Ya que esta propagacio´n debe alcanzar a todos los juicios en el
estado actual del proceso de inferencia, introducimos un operador para definir el conjunto
completo de juicios, y una regla de reescritura para propagar la ligadura
sort Configuration .
op ‘{‘{_‘}‘} : JudgementSet -> Configuration .
var JS : JudgementSet .
rl [bind] : {{ [?A := A] JS }} => {{ <act ?A := A > JS }} .
donde se utilizan las siguientes funciones auxiliares sobrecargadas para realizar la corres-
pondiente sustitucio´n
3Tambie´n podr´ıamos haber sobrecargado el operador -- -> mediante dos declaraciones, una en la que
el segundo argumento fuera de tipo Act y otra en la que fuera de tipo MetaVarAct.
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op <act_:=_>_ : MetaVarAct Act Act? -> Act? .
op <act_:=_>_ : MetaVarAct Act Judgement -> Judgement .
op <act_:=_>_ : MetaVarAct Act JudgementSet -> JudgementSet .
Estas funciones se definen ecuacionalmente de la siguiente manera:
eq <act ?A := A > ?A = A .
ceq <act ?A := A > ?A’ = ?A’ if ?A =/= ?A’ .
eq <act ?A := A > A’ = A’ .
eq <act ?A := A > (~ A?) = ~(<act ?A := A > A?) .
eq <act ?A := A > (P -- A? -> Q) = P -- <act ?A := A > A? -> Q .
eq <act ?A := A > [ ?A’ := A’ ] = [?A’ := A’] .
eq <act ?A := A > [ A? =/= A’? ] =
[<act ?A := A > A? =/= <act ?A := A > A’?] .
eq <act ?A := A > emptyJS = emptyJS .
ceq <act ?A := A > (J JS) = (<act ?A := A > J) (<act ?A := A > JS)
if JS =/= emptyJS .
Aunque en la regla bind los te´rminos [?A := A] JS y <act ?A := A > JS pueden
resultar muy parecidos, en realidad son muy diferentes. El primero representa un conjunto
de juicios, uno de cuyos elementos (mo´dulo conmutatividad y asociatividad) es el juicio
[?A := A]. El segundo representa la aplicacio´n de la operacio´n modificadora de juicios
<act_:=_>_ al conjunto de juicios JS, y sera´ reducido utilizando las ecuaciones anteriores.
Ahora ya podemos redefinir las reglas de reescritura que implementan la sema´ntica
de CCS, preocupa´ndonos de las metavariables. Para el operador de prefijo mantenemos el
axioma previo
rl [pref] : A . P -- A -> P
=> --------------------
emptyJS .
y an˜adimos una nueva regla para el caso en el que una metavariable aparezca en el juicio
rl [pref] : A . P -- ?A -> P
=> --------------------
[?A := A] .
No´tese co´mo la metavariable ?A presente en el juicio de la parte izquierda se liga a la
accio´n concreta A tomada del proceso A . P. Esta ligadura se propagara´ a cualquier otro
juicio dentro del conjunto de juicios que contuviera al juicio A . P -- ?A -> P.
Aunque hemos definido dos reglas para distinguir los casos en los que una accio´n o
una metavariable aparece en la transicio´n, la segunda regla ser´ıa suficiente si tuvie´ramos
reglas auxiliares que convirtieran las transiciones en las que aparecen etiquetas que no son
metavariables, introduciendo en su lugar una metavariable adicional que denote su valor.
Comentaremos esta simplificacio´n en la Seccio´n 7.7.
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Para el operador de suma se generaliza la regla permitiendo una variable A?ma´s general
de tipo Act?, ya que el comportamiento es el mismo, independientemente de si en el juicio
aparece una metavariable o una accio´n:
rl [sum] : P + Q -- A? -> P’
=> -------------------
P -- A? -> P’ .
rl [sum] : P + Q -- A? -> Q’
=> -------------------
Q -- A? -> Q’ .
El no determinismo, que sigue estando presente, sera´ tratado en la Seccio´n 4.3.2.
Para el operador de composicio´n paralela, tenemos dos reglas para los casos en los que
uno de los procesos componentes realiza una accio´n por su cuenta,
rl [par] : P | Q -- A? -> P’ | Q
=> -----------------------
P -- A? -> P’ .
rl [par] : P | Q -- A? -> P | Q’
=> ------------------------
Q -- A? -> Q’ .
y dos reglas adicionales ma´s, para tratar el caso en el que se produce una comunicacio´n
entre ambos procesos:
rl [par] : P | Q -- tau -> P’ | Q’
=> ----------------------------------------------
P -- ?(NEW1)A -> P’ Q -- ~ ?(NEW1)A -> Q’ .
rl [par] : P | Q -- ?A -> P’ | Q’
=> -----------------------------------------------------------
P -- ?(NEW1)A -> P’ Q -- ~ ?(NEW1)A -> Q’ [?A := tau] .
donde tambie´n se ha sobrecargado el operador ~
op ~_ : Act? -> Act? .
No´tese co´mo se utiliza el te´rmino ?(NEW1)A para representar una metavariable nueva.
La reescritura debe estar controlada por una estrategia que instancie la variable NEW1 con
un nuevo identificador con comilla no utilizado anteriormente cada vez que se aplica una
de las dos u´ltimas reglas, con el fin de construir una metavariable nueva. La estrategia
presentada en la Seccio´n 4.3.2 logra esto. Obse´rvese tambie´n que la variable NEW1 es una
variable nueva en la parte derecha de las reglas, es decir, continu´a presente precisamente
el problema que estamos intentando resolver. Lo que hemos logrado ha sido localizar la
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presencia de estas variables, lo que permite definir mecanismos que instancien estas varia-
bles nuevas y propagen tambie´n sus valores cuando estos se conozcan. La idea principal es
que cuando alguna de estas reglas sea aplicada realmente, el te´rmino ?(NEW1)A habra´ si-
do sustituido por un te´rmino cerrado como ?(’mv1)A que representara´ una metavariable
nueva.
Hay dos reglas para tratar el operador de restriccio´n de CCS: una para el caso en el
que aparece una accio´n en el juicio de la parte izquierda y otra para el caso en el que
aparece una metavariable en el juicio:
crl [res] : P \ L -- A -> P’ \ L
=> ------------------------
P -- A -> P’ if (A =/= L) and (A =/= ~ L) .
rl [res] : P \ L -- ?A -> P’ \ L
=> ------------------------------------------
P -- ?A -> P’ [?A =/= L] [?A =/= ~ L] .
En el primer caso, la condicio´n lateral de la regla sema´ntica se convierte en una con-
dicio´n de la regla de reescritura que la representa. Sin embargo, en el segundo caso no
se puede utilizar una regla de reescritura condicional, porque la condicio´n correspondien-
te (?A =/= L) and (?A =/= ~ L) no puede comprobarse hasta que se conozca el valor
concreto de la metavariable ?A. Por tanto, tenemos que an˜adir un nuevo tipo de juicios
op ‘[_=/=_‘] : Act? Act? -> Judgement .
utilizado para establecer restricciones de desigualdad sobre los valores de las metavariables
(las cuales sera´n sustituidas ma´s tarde por acciones). La restriccio´n se elimina cuando se
cumple,
crl [dist] : [A =/= A’] => emptyJS if A =/= A’ .
donde se esta´n utilizando acciones “normales”, no metavariables, A y A’.
Para el operador de renombramiento de CCS se tienen reglas de reescritura similares,
donde utilizamos las mismas te´cnicas.
rl [rel] : P[M / L] -- M -> P’[M / L]
=> -----------------------------
P -- L -> P’ .
rl [rel] : P[M / L] -- ~ M -> P’[M / L]
=> -------------------------------
P -- ~ L -> P’ .
crl [rel] : P[M / L] -- A -> P’[M / L]
=> -----------------------------
P -- A -> P’ if (A =/= L) and (A =/= ~ L) .
78 Cap´ıtulo 4. Ejecucio´n y verificacio´n de CCS en Maude
rl [rel] : P[M / L] -- ?A -> P’[M / L]
=> -----------------------------
(P -- L -> P’) [?A := M] .
rl [rel] : P[M / L] -- ?A -> P’[M / L]
=> -------------------------------
P -- ~ L -> P’ [?A := ~ M] .
rl [rel] : P[M / L] -- ?A -> P’[M / L]
=> ------------------------------------------
P -- ?A -> P’ [?A =/= L] [?A =/= ~ L] .
Finalmente, para los identificadores de proceso, solo necesitamos generalizar la regla
original por medio de una variable ma´s general A?:
crl [def] : X -- A? -> P’
=> -------------------------------
def(X, context) -- A? -> P’ if X definedIn context .
Utilizando las reglas presentadas podemos empezar a proponer algunas preguntas sobre
la capacidad de un proceso para realizar una accio´n. Por ejemplo, podemos preguntar
si el proceso ’a.’b.0 puede realizar la accio´n ’a (convirtie´ndose en el proceso ’b.0)
reescribiendo la configuracio´n formada por el juicio que representa dicha transicio´n:
Maude> (rewrite {{ ’a . ’b . 0 -- ’a -> ’b . 0 }} .)
result Configuration : {{ emptyJS }}
Ya que se alcanza una configuracio´n formada por el conjunto vac´ıo de juicios, podemos
concluir que la transicio´n es va´lida.
Sin embargo, si preguntamos si el proceso ’a.0 + ’b.0 puede realizar la accio´n ’b
convirtie´ndose en el proceso 0, obtenemos el resultado
Maude> (rewrite {{ ’a . 0 + ’b . 0 -- ’b -> 0 }} .)
result Configuration : {{ ’a . 0 -- ’b -> 0 }}
el cual representa que la transicio´n dada no es posible, lo cual no es cierto. El problema
proviene del hecho de que la configuracio´n {{ ’a.0 + ’b.0 -- ’b -> 0 }} se puede
reescribir de dos formas diferentes, y solo una de ellas conduce a la configuracio´n formada
por el conjunto vac´ıo de juicios, como muestra el siguiente a´rbol:
{{ ’a . 0 + ’b . 0 -- ’b -> 0 }}
{{ ’a . 0 -- ’b -> 0 }} {{ ’b . 0 -- ’b -> 0 }}
{{ emptyJS }}
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Por tanto, necesitamos una estrategia para buscar en el a´rbol de posibles reescrituras
la configuracio´n formada por el conjunto vac´ıo de juicios.
4.3.2. Bu´squeda en el a´rbol de reescrituras
En esta seccio´n se muestra co´mo pueden utilizarse las propiedades reflexivas de Mau-
de [CM96] para controlar la reescritura de un te´rmino y la bu´squeda en el a´rbol de posibles
reescrituras de un te´rmino. La bu´squeda en profundidad utilizada se basa en los trabajos
presentados en [Bru99, BMM98, CDE+00c], aunque modificada para tratar la sustitucio´n
de metavariables explicada en la seccio´n anterior. La estrategia que implementa la bu´sque-
da es completamente general, por lo que su definicio´n no viene determinada de ninguna
forma por la representacio´n presentada de CCS. La estrategia esta´ parametrizada con res-
pecto al mo´dulo utilizado para construir el a´rbol de reescrituras, que incluye en particular
el predicado que define los objetivos de la bu´squeda. Nosotros utilizaremos como valor del
para´metro el mo´dulo CCS-SEMANTICS para instanciar la estrategia de bu´squeda en la Sec-
cio´n 4.3.3 y el mo´dulo MODAL-LOGIC que implementa la lo´gica modal de Hennessy-Milner,
en la Seccio´n 4.7.3.
A continuacio´n, definimos la teor´ıa para´metro que especifica los requisitos que el
para´metro debe satisfacer: debe tener una constante (MOD) que represente el mo´dulo con
las reglas de reescritura que sera´n utilizadas para construir el a´rbol de bu´squeda, y una
constante (labels) que represente la lista de etiquetas de estas reglas.
(fth AMODULE is
including META-LEVEL .
op MOD : -> Module .
op labels : -> QidList .
endfth)
El mo´dulo con la estrategia, que extiende al mo´dulo predefinido META-LEVEL, es en-
tonces el mo´dulo parametrizado SEARCH[M :: AMODULE].
Ya que estamos definiendo una estrategia de bu´squeda en un a´rbol de posibles reescri-
turas, necesitamos la nocio´n de objetivo de la bu´squeda. Para que la estrategia sea suficien-
temente general, supondremos que el mo´dulo metarrepresentado MOD tiene una operacio´n
ok definida al nivel objeto (ve´ase, por ejemplo, la Seccio´n 4.3.3), la cual devuelve un valor
del tipo Answer de modo que
ok(T) = solution significa que el te´rmino T es uno de los te´rminos que estamos
buscando, es decir, T denota una solucio´n;
ok(T) = no-solution significa que el te´rmino T no es una solucio´n y que no se
puede encontrar ninguna solucio´n por debajo de e´l en el a´rbol de bu´squeda;
ok(T) = maybe-sol significa que el te´rmino T no es una solucio´n pero que no se
sabe si hay soluciones por debajo de e´l.
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La estrategia controla las posibles reescrituras de un te´rmino por medio de la funcio´n
de descenso meta-apply, en el mo´dulo META-LEVEL. Como se vio en la Seccio´n 2.2.4, la
evaluacio´n de meta-apply(MOD, T, L, S, N) aplica (descartando los N primeros encajes)
la regla del mo´dulo MOD con etiqueta L, parcialmente instanciada con la sustitucio´n S, al
te´rmino T (al nivel ma´s alto). La funcio´n devuelve el te´rmino resultado completamente
reducido y la representacio´n de la sustitucio´n utilizada en la reduccio´n, { T’, S’ }, como
un te´rmino de tipo ResultPair construido utilizando el operador {_,_}.
En la Seccio´n 4.3.1 vimos la necesidad de instanciar las variables nuevas en la parte
derecha de una regla de reescritura con el fin de crear nuevas metavariables. Si queremos
utilizar la funcio´n meta-apply con reglas que tengan nuevas variables en la parte derecha
(como NEW1 en algunas de las reglas de la Seccio´n 4.3.1), tenemos que proporcionar una
sustitucio´n de forma que las reglas se apliquen siempre sin variables nuevas en la parte
derecha. Para simplificar la explicacio´n, supondremos que una regla puede tener como
mucho tres nuevas variables, llamadas NEW1, NEW2 y NEW3. (Sin embargo, la versio´n dada
en [VMO00a] y en la pa´gina web http://dalila.sip.ucm.es/~alberto/tesis es com-
pletamente general, admitiendo cualquier nu´mero de metavariables, determinado por una
constante num-metavar de la teor´ıa AMODULE.) Estas variables sera´n sustituidas por nuevos
identificadores, formados por una comilla y un nu´mero, no utilizados anteriormente en la
construccio´n del a´rbol conceptual de reescrituras actual.
vars N M : MachineInt .
op new-var : MachineInt -> Term .
eq new-var(M) = {conc(’’ , index(’ , M))}’Qid .
op createSubst : MachineInt -> Substitution .
eq createSubst(M) = ((’NEW1@Qid <- new-var(M + 1));
(’NEW2@Qid <- new-var(M + 2));
(’NEW3@Qid <- new-var(M + 3))) .
Por ejemplo, la evaluacio´n de new-var(5) devuelve la metarrepresentacio´n {’’5}’Qid
del te´rmino ’5 de tipo Qid. Para evitar conflictos con los nombres de las variables meta-
rrepresentadas, Full Maude las renombra siguiendo el convenio de an˜adir el cara´cter ‘@’
seguido del nombre del tipo de la variable. As´ı, por ejemplo, una variable metarrepresenta-
da como ’NEW1 de tipo Qid se renombra a ’NEW1@Qid. La evaluacio´n de createSubst(5)
devuelve la sustitucio´n4
’NEW1@Qid <- {’’6}’Qid ; ’NEW2@Qid <- {’’7}’Qid ; ’NEW3@Qid <- {’’8}’Qid
utilizada para reemplazar las variables NEW1, NEW2 y NEW3 por nuevos identificadores con
comilla. En este caso, 5 ser´ıa el u´ltimo nu´mero utilizado para construir identificadores
nuevos en el proceso actual de reescritura, por lo que los tres identificadores creados son
realmente nuevos.
Definimos ahora una nueva operacio´n meta-apply’ que recibe el mayor nu´mero M
utilizado para sustituir variables en T y utiliza tres nuevos enteros para crear otros tantos
nuevos identificadores (metarrepresentados).
4La sintaxis para construir sustituciones puede encontrarse en la Seccio´n 2.2.4.
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var L : Qid .
var T : Term .
var SB : Substitution .
op extTerm : ResultPair -> Term .
eq extTerm({T, SB}) = T .
op meta-apply’ : Term Qid MachineInt MachineInt -> Term .
eq meta-apply’(T, L, N, M) = extTerm(meta-apply(MOD, T, L,
createSubst(M), N)) .
La operacio´n meta-apply’ devuelve una de las posibles reescrituras en un paso, y
al nivel ma´s alto, del te´rmino recibido como para´metro. Nuestro primer paso consiste en
definir una operacion allRew que devuelva todas las posibles reescrituras secuenciales en
un paso [Mes92] del te´rmino T recibido como para´metro, utilizando para ello reglas de
reescritura con etiquetas en la lista labels. El tercer argumento de allRew representa el
mayor nu´mero M utilizado para crear nuevas variables en T.
El mo´dulo META-LEVEL contiene un tipo TermList para construir listas de te´rminos,
pero no contiene ningu´n elemento identidad, que nosotros necesitamos ahora para repre-
sentar el caso en el que ninguna regla pueda aplicarse, por lo que el conjunto de todas las
reescrituras ser´ıa vac´ıo. Por tanto extendemos el mo´dulo de la siguiente forma:
op ~ : -> TermList . *** empty term list
var TL : TermList .
eq ~, TL = TL .
eq TL, ~ = TL .
Obse´rvese que este nuevo operador para representar la lista vac´ıa de te´rminos no fun-
cionara´, en principio, como elemento identidad del operador _,_ de concatenacio´n, ya que
este ya esta´ declarado en el mo´dulo predefinido META-LEVEL, por lo que el sistema no
hara´ encaje de patrones mo´dulo identidad. Ahora bien, podemos an˜adir las dos ecuaciones
indicadas, que se podra´n utilizar, como cualquier otra ecuacio´n, de izquierda a derecha,
para simplificar te´rminos de tipo TermList donde aparezca la constante de lista vac´ıa ~.
Las operaciones necesarias para encontrar todas las posibles reescrituras de un te´rmino,
y sus definiciones, son las siguientes:
op allRew : Term QidList MachineInt -> TermList .
op topRew : Term Qid MachineInt MachineInt -> TermList .
op lowerRew : Term Qid MachineInt -> TermList .
op rewArgs : Qid TermList TermList Qid MachineInt -> TermList .
op rebuild : Qid TermList TermList TermList -> TermList .
var LS : QidList .
vars C S OP : Qid .
vars Before After : TermList .
eq allRew(T, nil, M) = ~ .
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eq allRew(T, L LS, M) = topRew(T, L, 0, M), *** rew. at the top
lowerRew(T, L, M), *** rew. subterms
allRew(T, LS, M) . *** rew. with labels LS
La evaluacio´n de topRew(T, L, N, M) devuelve todas las posibles reescrituras en un
paso, y al nivel ma´s alto, del te´rmino T, aplicando la regla L, descartando los N primeros
encajes, y utilizando nu´meros a partir de M + 1 para construir identificadores para las
variables nuevas.
eq topRew(T, L, N, M) =
if meta-apply’(T, L, N, M) == error* then ~
else (meta-apply’(T, L, N, M) , topRew(T, L, N + 1, M))
fi .
La evaluacio´n de lowerRew(T, L, M) devuelve todas las posibles reescrituras en un
paso de los subte´rminos de T aplicando la regla L y utilizando nu´meros a partir de M + 1
para construir identificadores para las variables nuevas. Si T es una constante (te´rmino sin
argumentos), se devuelve la lista vac´ıa de te´rminos; en caso contrario, se utiliza la operacio´n
rewArgs, definida de forma recursiva sobre su tercer argumento, el cual representa los
argumentos de T au´n no reescritos.
eq lowerRew({C}S, L, M) = ~ .
eq lowerRew(OP[TL], L, M) = rewArgs(OP, ~, TL, L, M) .
eq rewArgs(OP, Before, T, L, M) =
rebuild(OP, Before, allRew(T, L, M), ~) .
eq rewArgs(OP, Before, (T, After), L, M) =
rebuild(OP, Before, allRew(T, L, M), After) ,
rewArgs(OP, (Before, T), After, L, M) .
La evaluacio´n de rebuild(OP, Before, TL, After) devuelve todos los te´rminos de
la forma OP[Before, T, After] donde T es un te´rmino de la lista de te´rminos TL. Los
te´rminos construidos de esta manera son metarreducidos, utilizando las ecuaciones en el
mo´dulo MOD, antes de ser devueltos.
eq rebuild(OP, Before, ~, After) = ~ .
eq rebuild(OP, Before, T, After) =
meta-reduce(MOD, OP[Before, T, After]) .
eq rebuild(OP, Before, (T, TL), After) =
meta-reduce(MOD, OP[Before, T, After]),
rebuild(OP, Before, TL, After) .
Por ejemplo, podemos aplicar la operacio´n allRew a la metarrepresentacio´n del te´rmino
{{ ’a.0 + ’b.0 -- ’b -> 0 }} para calcular todas sus reescrituras, obteniendo la me-
tarrepresentacio´n de los te´rminos {{ ’a.0 -- ’b -> 0 }} y {{ ’b.0 -- ’b -> 0 }}.5
5En [VMO00a, Ape´ndice B] se pueden encontrar estos ejemplos tal y como se introducir´ıan en el sistema
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Maude> (reduce allRew( {{ ’a . 0 + ’b . 0 -- ’b -> 0 }}, labels, 0 ) .)
result TermList : {{ ’a . 0 -- ’b -> 0 }}, {{ ’b . 0 -- ’b -> 0 }}
Ahora ya estamos en condiciones de definir una estrategia para buscar en el a´rbol (con-
ceptual) de posibles reescrituras de un te´rmino T algu´n te´rmino que satisfaga el predicado
ok. Cada nodo del a´rbol de bu´squeda es un par, cuya primera componente es un te´rmino
y cuya segunda componente es un nu´mero que representa el mayor valor utilizado como
identificador para nuevas variables en el proceso de reescritura del te´rmino. Los nodos del
a´rbol que han sido generados pero que todav´ıa no han sido comprobados se mantienen en
una lista.
sorts Pair PairSeq .
subsort Pair < PairSeq .
op <_‘,_> : Term MachineInt -> Pair .
op nil : -> PairSeq .
op _|_ : PairSeq PairSeq -> PairSeq [assoc id: nil] .
var PS : PairSeq .
Necesitamos una operacio´n para construir estos pares a partir de la lista de te´rminos
devuelta por allRew:
op buildPairs : TermList MachineInt -> PairSeq .
eq buildPairs(~, N) = nil .
eq buildPairs(T, N) = < T , N > .
eq buildPairs((T, TL), N) = < T , N > | buildPairs(TL, N) .
La operacio´n rewDepth comienza la bu´squeda llamando a la operacio´n rewDepth’ con
la ra´ız del a´rbol de bu´squeda. rewDepth’ devuelve la primera solucio´n encontrada en una
bu´squeda en profundidad. Si no hay ninguna solucio´n, devuelve el te´rmino error*.
op rewDepth : Term -> Term .
op rewDepth’ : PairSeq -> Term .
eq rewDepth(T) = rewDepth’(< meta-reduce(MOD, T), 0 >) .
eq rewDepth’(nil) = error* .
eq rewDepth’(< T , N > | PS) =
if meta-reduce(MOD, ’ok[T]) == {’solution}’Answer then T
else (if meta-reduce(MOD, ’ok[T]) == {’no-solution}’Answer then
rewDepth’(PS)
else rewDepth’(buildPairs(allRew(T, labels, N), N + 3) | PS )
fi)
fi .
Full Maude. Aqu´ı utilizamos t para la metarrepresentacio´n del te´rmino t para simplificar la presentacio´n.
Tambie´n podemos evitar la necesidad de introducir te´rminos metarrepresentados si utilizamos las capa-
cidades de ana´lisis sinta´ctico y escritura de te´rminos que proporciona Maude. Como el lenguaje CCS es
suficientemente simple, no utilizamos estas capacidades en este cap´ıtulo, pero en cambio s´ı que las vamos
a utilizar en la implementacio´n de LOTOS en el Cap´ıtulo 7.
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Hemos definido una estrategia de bu´squeda al metanivel para resolver el “problema”
de la aplicacio´n no determinista de las reglas de reescritura. Este no determinismo es parte
esencial de la lo´gica de reescritura. Maude 2.0 (ve´ase la Seccio´n 2.4, [CDE+00b]) incluye
un comando search para buscar, en el a´rbol de todas las posibles reescrituras de un
te´rmino, los te´rminos que encajen con un patro´n dado. Esto tiene la ventaja indiscutible
de la eficiencia, ya que la bu´squeda esta´ integrada en la implementacio´n del sistema6. Sin
embargo, el definir la bu´squeda al metanivel tiene la ventaja de permitirnos hacerla ma´s
general. Por ejemplo, aqu´ı hemos utilizado un predicado ok definido por el usuario que
define los objetivos de bu´squeda. Tambie´n hemos podido incluir la generacio´n de nuevas
metavariables en el proceso de bu´squeda. De hecho, es la necesidad de instanciacio´n de
estas metavariables lo que no nos permitir´ıa utilizar el nuevo comando search en esta
representacio´n, ya que este comando no puede utilizar directamente reglas de reescritura
con variables nuevas en la parte derecha. Si adapta´ramos la implementacio´n presentada
en este cap´ıtulo a la nueva versio´n de Maude, seguir´ıa siendo necesaria la estrategia de
bu´squeda extendida con la generacio´n de nuevas variables.
4.3.3. Algunos ejemplos
Ahora podemos probar la sema´ntica de CCS con algunos ejemplos que manejan di-
ferentes juicios. Primero definimos un mo´dulo CCS-OK que extiende la sintaxis y reglas
sema´nticas de CCS para definir algunos procesos constantes que se utilizara´n en los ejem-
plos. Tambie´n definimos la constante context utilizada por la sema´ntica, y que contiene
la definicio´n de identificadores de procesos. Y por u´ltimo definimos el predicado ok, que
establece cua´ndo una configuracio´n es una solucio´n. En este caso una configuracio´n deno-
ta una solucio´n cuando es el conjunto vac´ıo de juicios, representando el hecho de que el
conjunto de juicios original es demostrable por medio de las reglas sema´nticas.
(mod CCS-OK is
protecting CCS-SEMANTICS .
ops p1 p2 p3 : -> Process .
eq p1 = (’a . 0) + (’b . 0 | (’c . 0 + ’d . 0)) .
eq p2 = (’a . ’b . 0 | (~ ’c . 0) [’a / ’c]) \ ’a .
eq context = (’Proc =def ’a . tau . ’Proc) .
eq p3 = (’Proc | ~ ’a . ’b . 0) \ ’a .
sort Answer .
ops solution no-solution maybe-sol : -> Answer .
op ok : Configuration -> Answer .
var JS : JudgementSet .
6Nosotros utilizaremos este comando de bu´squeda y su representacio´n en el metanivel en la implemen-
tacio´n de CCS del Cap´ıtulo 5 y de LOTOS en el Cap´ıtulo 7.
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eq ok({{ emptyJS }}) = solution .
ceq ok({{ JS }}) = maybe-sol if JS =/= emptyJS .
endm)
Para instanciar el mo´dulo gene´rico SEARCH necesitamos la metarrepresentacio´n del
mo´dulo CCS-OK. Utilizamos la funcio´n up de Full Maude (ve´ase Seccio´n 2.3.3) para obtener
la metarrepresentacio´n de un mo´dulo o un te´rmino.
(mod META-CCS is
including META-LEVEL .
op METACCS : -> Module .
eq METACCS = up(CCS-OK) .
endm)
Declaramos una vista (ve´ase Seccio´n 2.3.3) para instanciar el mo´dulo gene´rico para-
metrizado SEARCH.
(view ModuleCSS from AMODULE to META-CCS is
op MOD to METACCS .





Ahora podemos ver ya los ejemplos. Primero probamos que el proceso p1 puede realizar
la accio´n ’c convirtie´ndose en ’b.0 | 0.
Maude> (red rewDepth({{ p1 -- ’c -> ’b . 0 | 0 }}) .)
result Term : {{ emptyJS }}
Tambie´n podemos probar que el proceso p2 no puede realizar la accio´n ’a (pero ve´ase
el comentario ma´s abajo).
Maude> (red rewDepth({{ p2 -- ’a -> (’b . 0 | (~ ’c . 0)[’a / ’c]) \ ’a }}) .)
result Term : error*
El hecho de que se haya devuelvo error* significa que en el a´rbol de reescrituras que
se ha explorado no hay ningu´n te´rmino que satisfaga el predicado ok, es decir, no hay
ningu´n te´rmino que represente la lista vac´ıa de juicios. Por tanto, la transicio´n dada
p2 -- ’a -> (’b . 0 | (~ ’c . 0)[’a / ’c]) \ ’a
no es va´lida en CCS.
El proceso p2 s´ı puede realizar la accio´n tau convirtie´ndose en (’b.0 | 0[’a/’c])\’a.
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Maude> (red rewDepth({{ p2 -- tau -> (’b . 0 | 0 [’a / ’c]) \ ’a }}) .)
result Term : {{ emptyJS }}
De la misma forma, podemos comprobar que el proceso p3 puede realizar la accio´n
tau.
Maude> (red rewDepth({{ p3 -- tau -> (tau . ’Proc | ’b . 0) \ ’a }}) .)
result Term : {{ emptyJS }}
En todos estos ejemplos hemos tenido que proporcionar el proceso resultado. En las
demostraciones positivas no hay problema (aparte de la molestia de tener que escribir
expl´ıcitamente este proceso), pero en la demostracio´n negativa, es decir, cuando hemos
visto que el proceso p2 no puede realizar la accio´n ’a, la demostracio´n dada no es en
realidad completa: lo que hemos probado es que el proceso p2 no puede realizar la accio´n
’a convirtie´ndose en (’b.0 | (~’c.0) [’a/’c])\’a, pero no hemos probado que no haya
ninguna forma en la cual el proceso p2 pueda ejecutar la accio´n ’a. En la Seccio´n 4.4.2
veremos co´mo puede probarse correctamente tal cosa.
La correccio´n de las demostraciones obtenidas depende de la correccio´n de la estrategia
de bu´squeda. Por ejemplo, si la estrategia fuera incompleta, debido a no aplicar en cierto
momento una regla de reescritura aplicable, la “demostracio´n” de que un proceso no
puede realizar una transicio´n no ser´ıa va´lida. Tambie´n las respuestas positivas podr´ıan ser
incorrectas, por ejemplo si la estrategia perdiera en algunos casos juicios que tienen que
ser demostrados.
La simplicidad y la generalidad de la estrategia de bu´squeda permiten evitar estos
problemas. Una vez que contamos con una estrategia correcta que realmente construye y
recorre completamente el a´rbol conteniendo todas las reescrituras de un te´rmino, entonces
tenemos una estrategia correcta va´lida para siempre, que no tiene que ser modificada
cuando modificamos la representacio´n de la sema´ntica subyacente, o incluso si cambiamos
la sema´ntica completamente, pasando a considerar otros lenguajes.
4.4. Co´mo obtener nuevas clases de resultados
Ahora estamos interesados en responder a preguntas tales como: ¿Puede el proceso P
realizar la accio´n a (sin preocuparnos de en que´ se convierte el proceso al hacerlo)? Es decir,
queremos saber si la transicio´n P
a−−→ P ′ es posible para un P ′ cualquiera o indeterminado.
Este es el mismo problema que ten´ıamos cuando aparec´ıan nuevas variables en las premisas
de una regla sema´ntica. La solucio´n, al igual que se hizo en el caso de las acciones, consiste
en introducir metavariables para denotar procesos.
4.4.1. Inclusio´n de metavariables como procesos
Igual que hicimos con las acciones, declaramos un nuevo tipo de metavariables como
procesos,
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sort MetaVarProc .
op ?‘(_‘)P : Qid -> MetaVarProc .
y un nuevo tipo de posibles procesos,
sort Process? .
subsorts Process MetaVarProc < Process? .
var ?P : MetaVarProc .
var P? : Process? .
y modificamos la operacio´n para construir los juicios ba´sicos
op _--_->_ : Process? Act? Process? -> Judgement [prec 50] .
Ahora para el operador de prefijo tenemos que an˜adir dos nuevas reglas:
rl [pref] : A . P -- A -> ?P
=> --------------------
[?P := P] .
rl [pref] : A . P -- ?A -> ?P
=> -----------------------
[?A := A] [?P := P] .
donde, como en el caso de las metavariables como acciones, tenemos que definir una nueva
clase de juicios que ligan metavariables como procesos, una regla para propagar estas
ligaduras, y operaciones que realicen la correspondiente sustitucio´n:
op ‘[_:=_‘] : MetaVarProc Process? -> Judgement .
rl [bind] : {{ [?P := P] JS }} => {{ <proc ?P := P > JS }} .
op <proc_:=_>_ : MetaVarProc Process Process? -> Process? .
op <proc_:=_>_ : MetaVarProc Process Judgement -> Judgement .
op <proc_:=_>_ : MetaVarProc Process JudgementSet -> JudgementSet .
Para el resto de operadores CCS se tienen que an˜adir nuevas reglas que traten las
metavariables en el segundo proceso de un juicio que represente una transicio´n (ve´ase el
conjunto completo de reglas en [VMO00a] o en la pa´gina web). Aqu´ı mostraremos solo
algunos ejemplos de co´mo son estas reglas.
rl [sum] : P + Q -- A? -> ?P
=> --------------------
P -- A? -> ?P .
rl [sum] : P + Q -- A? -> ?Q
=> --------------------
Q -- A? -> ?Q .
rl [par] : P | Q -- A? -> ?P
=> --------------------------------------------
P -- A? -> ?(NEW1)P [?P := ?(NEW1)P | Q] .
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rl [par] : P | Q -- ?A -> ?R
=> --------------------------------------------------------
P -- ?(NEW1)A -> ?(NEW2)P Q -- ~ ?(NEW1)A -> ?(NEW3)P
[?A := tau] [?R := ?(NEW2)P | ?(NEW3)P] .
rl [res] : P \ L -- ?A -> ?P
=> --------------------------------------------
P -- ?A -> ?(NEW1)P [?A =/= L] [?A =/= ~ L]
[?P := ?(NEW1)P \ L] .
4.4.2. Ma´s ejemplos
Ahora podemos probar que el proceso p1 puede realizar la accio´n ’c reescribiendo el
juicio
p1 -- ’c -> ?(’any)P,
donde, al colocar la metavariable ?(’any)P como segundo proceso, indicamos que no
nos preocupa el proceso resultante. Obviamente, el nombre concreto utilizado en esta
metavariable (’any) es irrelevante.
Maude> (red rewDepth({{ p1 -- ’c -> ?(’any)P }}) .)
result Term : {{ emptyJS }}
Tambie´n podemos probar que el proceso p2 no puede realizar la accio´n ’a.
Maude> (red rewDepth({{ p2 -- ’a -> ?(’any)P }}) .)
result Term : error*
4.4.3. Sucesores de un proceso
Otra pregunta interesante es saber cua´les son los sucesores de un proceso P tras realizar
una accio´n en un conjunto dado As. Dicho conjunto viene dado por
succ(P,As) = {P ′ | P a−−→ P ′ ∧ a ∈ As}.
Ya que tenemos metavariables como procesos, podemos reescribir el juicio que repre-
senta una transicio´n
P -- A -> ?(’proc)P
instanciando la variable A con las acciones en el conjunto de acciones dado. Estas rees-
crituras ligara´n la metavariable ?(’proc)P con los sucesores de P, pero nos encontramos
entonces con dos problemas. El primero es que, con la implementacio´n actual, las ligadu-
ras entre metavariables y procesos se pierden cuando se realiza la sustitucio´n aplicando
la regla de reescritura bind. Para resolver este problema modificamos el operador que
construye configuraciones, para que mantenga, junto con el conjunto de juicios que deben
ser probados, el conjunto de ligaduras producidas hasta el momento:
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op ‘{‘{_|_‘}‘} : JudgementSet JudgementSet -> Configuration .
La regla bind guardara´ en este segundo argumento las ligaduras generadas adema´s de
realizar la correspondiente propagacio´n:
rl [bind] : {{ [?P := P] JS | JS’ }} =>
{{ (<proc ?P := P > JS) | [?P := P] JS’ }} .
Tambie´n tenemos que modificar la definicio´n de la operacio´n ok. Ahora una confi-
guracio´n es solucio´n si su primera componente representa el conjunto vac´ıo de juicios,
independientemente del valor de su segunda componente:
vars JS JS’ : JudgementSet .
eq ok({{ emptyJS | JS’ }}) = solution .
ceq ok({{ JS | JS’}}) = maybe-sol if JS =/= emptyJS .
El otro problema es que la funcio´n rewDepth solo devuelve una solucio´n, pero podemos
modificarla fa´cilmente de forma que consigamos todas las soluciones, es decir, de forma que
se explore (en profundidad) el a´rbol completo de posibles reescrituras, encontrando todos
los nodos que satisfagan el predicado ok. La operacio´n allSol, an˜adida al mo´dulo SEARCH,
devuelve el conjunto con los te´rminos que representan todas las soluciones. An˜adimos tam-
bie´n un tipo TermSet para representar conjuntos de te´rminos metarrepresentados. No´tese
co´mo se introduce la “idempotencia” mediante una ecuacio´n: dos te´rminos se consideran
iguales cuando lo son en el nivel objeto, es decir, en el mo´dulo MOD.
sort TermSet .
subsort Term < TermSet .
op ‘{‘} : -> TermSet .
op _U_ : TermSet TermSet -> TermSet [assoc comm id: {}] .
ceq T U T’ = T if meta-reduce(MOD, ’_==_[T, T’]) == {’true}’Bool .
op allSol : Term -> TermSet .
op allSolDepth : PairSeq -> TermSet .
eq allSol(T) = allSolDepth(< meta-reduce(MOD,T), 0 >) .
eq allSolDepth(nil) = {} .
eq allSolDepth(< T , N > | PS) =
if meta-reduce(MOD, ’ok[T]) == {’solution}’Answer then
(T U allSolDepth(PS))
else (if meta-reduce(MOD, ’ok[T]) == {’no-solution}’Answer then
allSolDepth(PS)
else
allSolDepth(buildPairs(allRew(T, labels, N), N + 3) | PS)
fi)
fi .
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Ahora podemos definir, en una extensio´n de SEARCH-CCS, una operacio´n succ que,
dada la metarrepresentacio´n de un proceso y un conjunto de metarrepresentaciones de
acciones, devuelva el conjunto de metarrepresentaciones de los procesos sucesores7
op succ : Term TermSet -> TermSet .
eq succ(T, {}) = {} .
eq succ(T, A U AS) =
filter(allSol({{ T -- A -> ?(’proc)P | emptyJS }}), ?(’proc)P)
U succ(T, AS) .
donde se utiliza la funcio´n filter para eliminar todas las ligaduras que tengan que ver
con metavariables distintas a ?(’proc)P.
El mo´dulo CCS-SUCC que implementa la extensio´n de SEARCH-CCS es el siguiente:
(fmod CCS-SUCC is
protecting SEARCH-CCS .
op succ : Term TermSet -> TermSet .
op filter : TermSet TermSet -> TermSet .
op filter-bind : TermList TermSet -> TermSet .
var A T T’ BS : Term .
vars MVS TS AS : TermSet .
var TL : TermList .
eq filter({}, MVS) = {} .
eq filter(_U_( ’‘{‘{_|_‘}‘}[{’emptyJS}’JudgementSet, BS], TS), MVS) =
_U_(filter-bind(BS, MVS), filter(TS, MVS)) .
eq filter-bind( (’‘[_:=_‘] [T, T’]) , MVS) =
if (T isIn MVS) then T’ else {} fi .
eq filter-bind( (’‘[_:=_‘] [T, T’], TL) , MVS) =
if (T isIn MVS) then _U_(T’, filter-bind(TL, MVS))
else filter-bind(TL, MVS)
fi .
eq filter-bind(’__ [ TL ] , MVS) = filter-bind(TL, MVS) .
eq succ(T, {}) = {} .






Con los procesos definidos en el mo´dulo CCS-OK de la Seccio´n 4.3.3 podemos ilustrar
estas operaciones. Por ejemplo, podemos calcular los sucesores del proceso p1 tras realizar
bien la accio´n ’a o la accio´n ’b.
7En esta definicio´n tambie´n utilizamos t para denotar la metarrepresentacio´n del te´rmino t.




a1−−→ P ′ P ′ a2...an−−−−−→ P ′′
P
a1a2...an−−−−−−−→ P ′′
Figura 4.2: Sema´ntica de trazas.
Maude> (red succ(p1, ’a U ’b) .)
result TermSet : 0 | ( ’c.0 + ’d.0 ) U 0
4.5. Extensio´n de la sema´ntica a trazas
En la sema´ntica de CCS que hemos utilizado hasta ahora solo aparec´ıan transiciones
de la forma P
a−−→ P ′. Podemos extender la sema´ntica a secuencias de acciones o trazas,
es decir, a transiciones de la forma P
a1a2...an−−−−−−−→ P ′, con n ≥ 0. Las reglas sema´nticas que
definen estas nuevas transiciones se muestran en la Figura 4.2, donde ε denota la traza
vac´ıa.
Al efecto comenzamos extendiendo nuestro entorno incorporando un nuevo tipo de
datos para representar las trazas
sort Trace .
subsort Act < Trace .
op nil : -> Trace .
op __ : Trace Trace -> Trace [assoc id: nil] .
var Tr : Trace .
y una nueva clase de juicios
op _-_->_ : Process Trace Process -> Judgement [prec 50] .
Y ahora podemos traducir las reglas sema´nticas presentadas en la Figura 4.2 a las
correspondientes reglas de reescritura, de la forma obvia:
rl [nil] : P - nil -> P
=> -------------------
emptyJS .
rl [seq] : P - A Tr -> P’
=> ------------------------------------------
P -- A -> ?(NEW1)P ?(NEW1)P - Tr -> P’ .
Igual que hicimos con los juicios sobre acciones, podemos extender los juicios sobre
trazas de forma que se puedan utilizar metavariables como procesos. Solo tenemos que
modificar la operacio´n para construir esta clase de juicios
op _-_->_ : Process? Trace Process? -> Judgement [prec 50] .
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Figura 4.3: Sema´ntica de´bil.
y an˜adir nuevas reglas para tratar el caso en el que una metavariable aparezca como
segundo proceso
rl [nil] : P - nil -> ?P
=> ---------------
[?P := P] .
rl [seq] : P - A Tr -> ?P
=> -------------------------------------------
P -- A -> ?(NEW1)P ?(NEW1)P - Tr -> ?P .
4.6. Extensio´n a la sema´ntica de transiciones de´bil
Otra relacio´n de transicio´n importante definida para CCS, P
a
==⇒ P ′, no observa las
transiciones τ [Mil89]. Se define en la Figura 4.3, donde
τ−→∗ denota el cierre reflexivo y
transitivo de
τ−−→ , definie´ndose tambie´n para una accio´n a cualquiera como se indica en la
segunda fila de la Figura 4.3. La sema´ntica de transicio´n de´bil se puede extender tambie´n
a trazas, como muestra la tercera fila de la Figura 4.3.
4.6.1. Definicio´n de la extensio´n
En esta seccio´n veremos co´mo se definen en Maude estas extensiones. Primero de-
finimos el cierre reflexivo y transitivo de la relacio´n de transicio´n ba´sica que ya hemos
implementado. Para ello necesitamos un operador para construir la nueva clase de juicios
op _--_->*_ : Process? Act Process? -> Judgement [prec 50] .
donde se permiten metavariables como procesos, porque as´ı se necesitan en la implemen-
tacio´n de la relacio´n de transicio´n de´bil. Las reglas de reescritura que definen el cierre son
las siguientes:
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rl [refl] : P -- A ->* P
=> -----------------
emptyJS .
rl [refl] : P -- A ->* ?P
=> ----------------
[?P := P] .
rl [tran] : P -- A ->* P?
=> ---------------------------------------------
P -- A -> ?(NEW1)P ?(NEW1)P -- A ->* P? .
No´tese que la transicio´n ba´sica
a−−→ esta´ incluida en su cierre transitivo y reflexivo
a−→∗, lo que se obtiene utilizando primero la regla de reescritura tran y aplicando despue´s
una de las reglas refl a la segunda premisa.
De la misma forma podemos definir en Maude la relacio´n de transicio´n de´bil, tanto
para acciones como para trazas:
op _==_==>_ : Process? Act Process? -> Judgement [prec 50] .
rl [act] : P == A ==> P?
=> ----------------------------------------------------
P -- tau ->* ?(NEW1)P ?(NEW1)P -- A -> ?(NEW2)P
?(NEW2)P -- tau ->* P? .
op _=_==>_ : Process? Trace Process? -> Judgement [prec 50] .
rl [nil] : P = nil ==> P?
=> --------------------
P -- tau ->* P? .
rl [seq] : P = A Tr ==> P?
=> ---------------------------------------------
P == A ==> ?(NEW1)P ?(NEW1)P = Tr ==> P? .
Como antes, podemos definir una funcio´n que calcule los sucesores de un proceso con
respecto a la sema´ntica de transiciones de´biles:
wsucc(P,As) = {P ′ | P a==⇒ P ′ ∧ a ∈ As}.
op wsucc : Term TermSet -> TermSet .
eq wsucc(T, {}) = {} .
eq wsucc(T, A U AS) = filter(
allSol({{ T == A ==> ?(’proc)P | emptyJS }}), ?(’proc)P)
U wsucc(T, AS) .
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4.6.2. Ejemplo
Continuando con el ejemplo definido en el mo´dulo CCS-OK en la Seccio´n 4.3.3, podemos
probar ahora que el proceso p2 puede realizar una accio´n ’b observable:
Maude> (red rewDepth({{ p2 == ’b ==> ?(’any)P }}) .)
result Term : {{ emptyJS }}
Tambie´n podemos probar que el proceso recursivo ’Proc puede realizar sucesivamente
tres acciones ’a observables, convirtie´ndose en el mismo proceso:
Maude> (red rewDepth({{ ’Proc = ’a ’a ’a ==> ’Proc }}) .)
result Term : {{ emptyJS }}
Finalmente, podemos calcular los sucesores del proceso ’Proc definido recursivamente,
despue´s de realizar la accio´n ’a permitiendo antes y despue´s un nu´mero cualquiera de
transiciones τ :
Maude> (red wsucc(’Proc, ’a) .)
result TermSet : tau . ’Proc U ’Proc
4.7. Lo´gica modal para procesos CCS
En esta seccio´n se muestra co´mo se puede definir en Maude la sema´ntica de una lo´gica
modal para procesos CCS siguiendo el mismo enfoque que hemos usado para representar
la sema´ntica operacional de CCS, y utilizando las operaciones definidas en las secciones
anteriores.
4.7.1. Lo´gica de Hennessy-Milner
Presentaremos aqu´ı una lo´gica modal para describir capacidades locales de procesos
CCS, que implementaremos en Maude en la siguiente seccio´n. Esta lo´gica es una versio´n de
la lo´gica de Hennessy-Milner [HM85] y su sema´ntica se presenta en [Sti96]. Las fo´rmulas
de la lo´gica se construyen de la siguiente manera:
Φ ::= tt | ff | Φ1 ∧ Φ2 | Φ1 ∨ Φ2 | [K]Φ | 〈K〉Φ
donde K es un conjunto de acciones. La relacio´n de satisfaccio´n que describe cuando un
proceso P satisface una propiedad Φ, P |= Φ, se define en la Figura 4.4.
Tenemos que todo proceso satisface la fo´rmula tt y ninguno satisface la fo´rmula ff. Un
proceso P satisface la fo´rmula Φ1∧Φ2 si P satisface a la vez Φ1 y Φ2, y satisface la fo´rmula
Φ1 ∨ Φ2 si satisface Φ1 o Φ2. Un proceso P satisface la fo´rmula [K]Φ construida con el
operador modal universal, si todos los sucesores en un paso de P tras realizar una accio´n
en el conjunto K cumplen la formula Φ. En cambio, un proceso P satisface la fo´rmula
〈K〉Φ construida con el operador modal existencial, si alguno de sus sucesores cumple Φ.
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P |= tt
P |= Φ1 ∧ Φ2 iff P |= Φ1 and P |= Φ2
P |= Φ1 ∨ Φ2 iff P |= Φ1 or P |= Φ2
P |= [K]Φ iff ∀Q ∈ {P ′ | P a−−→ P ′ ∧ a ∈ K} . Q |= Φ
P |= 〈K〉Φ iff ∃Q ∈ {P ′ | P a−−→ P ′ ∧ a ∈ K} . Q |= Φ
Figura 4.4: Relacio´n de satisfaccio´n de la lo´gica modal.
4.7.2. Implementacio´n
Para implementar la lo´gica en Maude, primero definimos un tipo de datos HMFormula




ops tt ff : -> HMFormula .
op _/\_ : HMFormula HMFormula -> HMFormula .
op _\/_ : HMFormula HMFormula -> HMFormula .
op ‘[_‘]_ : TermSet HMFormula -> HMFormula .
op <_>_ : TermSet HMFormula -> HMFormula .
A continuacio´n, definimos la sema´ntica de la lo´gica modal de la misma manera que
hicimos con la sema´ntica de CCS, es decir, definiendo reglas de reescritura que reescriban
el juicio P |= Φ al conjunto de juicios que tienen que ser satisfechos para que el primero
se cumpla. Los tipos Judgement y JudgementSet tienen que volver a ser declarados, ya
que en el mo´dulo CCS-SUCC solo aparecen dentro de una constante de tipo Module, y
metarrepresentados.
sort Judgement .
op _|=_ : Term HMFormula -> Judgement .
sort JudgementSet .
op emptyJS : -> JudgementSet .
subsort Judgement < JudgementSet .
op __ : JudgementSet JudgementSet -> JudgementSet [assoc comm id: emptyJS] .
op _|=_ : Term HMFormula -> Judgement .
op forall : TermSet HMFormula -> JudgementSet .
op exists : TermSet HMFormula -> JudgementSet .
var P : Term .
vars K PS : TermSet .
vars Phi Psi : HMFormula .








Figura 4.5: Estructura de mo´dulos en nuestra aplicacio´n.
rl [true] : P |= tt => emptyJS .
rl [and] : P |= Phi /\ Psi => (P |= Phi) (P |= Psi) .
rl [or] : P |= Phi \/ Psi => P |= Phi .
rl [or] : P |= Phi \/ Psi => P |= Psi .
rl [box] : P |= [ K ] Phi => forall(succ(P, K), Phi) .
rl [diam] : P |= < K > Phi => exists(succ(P, K), Phi) .
eq forall({}, Phi) = emptyJS .
eq forall(P U PS, Phi) = (P |= Phi) forall(PS, Phi) .
rl [ex] : exists(P U PS, Phi) => P |= Phi .
endm)
Estas reglas tambie´n son no deterministas. Por ejemplo, la aplicacio´n de las dos re-
glas or es no determinista porque ambas tienen la misma parte izquierda, y la regla ex
tambie´n es no determinista debido a los mu´ltiples encajes con el patro´n P U PS, mo´dulo
asociatividad y conmutatividad.
Podemos instanciar el mo´dulo parametrizado SEARCH de la Seccio´n 4.3.2 con la meta-
rrepresentacio´n del mo´dulo que contiene la definicio´n de la sema´ntica de la lo´gica modal.
Obtenemos as´ı la estructura de mo´dulos mostrada en la Figura 4.5. En la base tenemos
el mo´dulo CCS con la implementacio´n de la sema´ntica de CCS extendida con el predicado
ok utilizado por la estrategia de bu´squeda. Su metarrepresentacio´n CCS se utiliza para ins-
tanciar la estrategia de bu´squeda, y esta instanciacio´n se utiliza para definir la sema´ntica
de la lo´gica modal de Hennessy-Milner en el mo´dulo MODAL. Este mo´dulo extendido con
su propia definicio´n del predicado ok es metarrepresentado, obtenie´ndose MODAL, que se
utiliza para instanciar de nuevo la estrategia de bu´squeda.
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4.7.3. Ejemplos
Al igual que hicimos en la Seccio´n 4.3.3, para poder instanciar la estrategia de bu´sque-





ops solution no-solution maybe-sol : -> Answer .
op ok : JudgementSet -> Answer .
var JS : JudgementSet .
eq ok(emptyJS) = solution .




op METAMODALCCS : -> Module .
eq METAMODALCCS = up(MODAL-LOGIC-OK) .
op labelsIDs : -> QidList .
eq labelsIDs = ( ’true ’and ’or ’box ’diam ’ex ) .
endm)
(view ModuleMODAL-LOGIC-OK from AMODULE to META-MODAL-LOGIC-OK is
op MOD to METAMODALCCS .





Tomando como ejemplo uno de [Sti96], mostramos algunas fo´rmulas que cumple una
ma´quina expendedora ’Ven definida en un contexto CCS de la siguiente manera:
eq context = ’Ven =def ’2p . ’VenB + ’1p . ’VenL &
’VenB =def ’big . ’collectB . ’Ven &
’VenL =def ’little . ’collectL . ’Ven .
y co´mo pueden ser probadas las mismas en Maude.
El proceso ’Ven puede aceptar inicialmente una moneda del tipo 2p o 1p. Si se deposita
una moneda 2p, a continuacio´n se puede presionar el boto´n big, y se puede recoger un
producto grande. En cambio, si se deposita una moneda 1p, se puede pulsar el boto´n
little, y se puede recoger un producto pequen˜o. Despue´s de ser recogido el producto, la
ma´quina expendedora vuelve al estado inicial.
Una de las propiedades que cumple la ma´quina expendedora es que los botones no
pueden ser pulsados inicialmente, es decir, antes de que se introduzca dinero. Podemos
probar en Maude que ’Ven |= [’big, ’little]ff:
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Maude> (red rewDepth(’Ven |= [ ’big U ’little ] ff) .)
result Term : emptyJS
Otra propiedad interesante de ’Ven es que despue´s de insertar una moneda ’2p, el
boto´n pequen˜o no puede pulsarse, mientras que el grande s´ı:
Maude> (red rewDepth(’Ven |= [’2p](([’little] ff) /\ (<’big> tt))).)
result Term : emptyJS
’Ven tambie´n cumple que justo despue´s de que se haya introducido una moneda no
puede introducirse otra:
Maude> (red rewDepth(’Ven |= [ ’1p U ’2p ] [ ’1p U ’2p ] ff) .)
result Term : emptyJS
Por u´ltimo, tambie´n se cumple que despue´s de introducir una moneda y pulsar el
correspondiente boto´n, la ma´quina devuelve un producto (grande o pequen˜o):
Maude> (red rewDepth(
’Ven |= [’1p U ’2p][’big U ’little]< ’collectB U ’collectL > tt) .)
result Term : emptyJS
Tambie´n podemos probar que un proceso no cumple una determinada fo´rmula. Por
ejemplo, podemos ver que despue´s de introducir una moneda 1p no es posible presionar el
boto´n big y recoger un producto grande.
Maude> (red rewDepth(’Ven |= <’1p><’big>< ’collectB> tt) .)
result Term : error*
Obtener como resultado error* significa que la bu´squeda no ha tenido e´xito, es decir,
que la fo´rmula dada no se puede probar con las reglas sema´nticas o, dicho de otra manera,
es falsa.
4.7.4. Ma´s modalidades
Si queremos dar a la accio´n “silenciosa” τ un estatus especial, podemos introducir
nuevas modalidades [[K]] y 〈〈K〉〉 definidas por medio de la relacio´n de transicio´n de´bil, en
la Figura 4.6. Un proceso P satisface la fo´rmula [[K]]Φ si todos sus sucesores alcanzables
realizando una accio´n en el conjuntoK segu´n la sema´ntica de transiciones de´biles satisfacen
la fo´rmula Φ. De igual modo, un proceso P satisface la fo´rmula 〈〈K〉〉Φ si alguno de
sus sucesores segu´n dicha sema´ntica cumple Φ. Obse´rvese la analog´ıa con los operadores
modales anteriores, pues nos limitamos a cambiar el tipo de las transiciones para definir
los sucesores de un proceso.
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P |= [[K]]Φ iff ∀Q ∈ {P ′ | P a==⇒ P ′ ∧ a ∈ K} . Q |= Φ
P |= 〈〈K〉〉Φ iff ∃Q ∈ {P ′ | P a==⇒ P ′ ∧ a ∈ K} . Q |= Φ
Figura 4.6: Relacio´n de satisfaccio´n para los nuevos operadores modales.
La implementacio´n en Maude de estas nuevas modalidades es la siguiente:
op ‘[‘[_‘]‘]_ : TermSet HMFormula -> HMFormula .
op <<_>>_ : TermSet HMFormula -> HMFormula .
rl [dbox] : P |= [[ K ]] Phi => forall(wsucc(P, K), Phi) .
rl [ddiam] : P |= << K >> Phi => exists(wsucc(P, K), Phi) .
donde se utiliza la operacio´n wsucc para calcular los sucesores del proceso P con respecto
a la sema´ntica de transicio´n de´bil. De nuevo la u´nica diferencia con las reglas box y diam
de la Seccio´n 4.7.2 es la operacio´n que se utiliza para calcular los sucesores de un proceso
tras hacer acciones de un conjunto dado: succ pasa a ser wsucc.
Ahora podemos demostrar algunas propiedades que cumple un control de cruce entre
una l´ınea de ferrocarril y una carretera [Sti96], especificado en un contexto CCS como
sigue:
eq context =
’Road =def ’car . ’up . ~ ’ccross . ~ ’down . ’Road &
’Rail =def ’train . ’green . ~ ’tcross . ~ ’red . ’Rail &
’Signal =def ~ ’green . ’red . ’Signal
+ ~ ’up . ’down . ’Signal &
’Crossing =def (’Road | (’Rail | ’Signal)) \ ’green \ ’red \ ’up \ ’down .
El control esta´ formado por tres componentes: Road, Rail y Signal. Las acciones car y
train representan el acercamiento de un coche o un tren, respectivamente, up abre el cruce
para el coche, ccross indica que el coche esta´ pasando, down cierra el cruce para el coche,
green representa la recepcio´n de la sen˜al verde por parte del tren, tcross representa que
el tren esta´ pasando, y red pone la luz roja.
El proceso ’Crossing cumple que cuando un coche y un tren llegan simulta´neamente
al cruce, solo uno de ellos tiene la posibilidad de cruzarlo.
Maude> (red RewDepth(
’Crossing |= [[’car]][[’train]]((<<~ ’ccross>> tt) \/ (<<~ ’tcross>> tt))) .)
result Term : emptyJS
Maude> (red RewDepth(
’Crossing |= [[’car]][[’train]]((<<~ ’ccross>> tt) /\ (<<~ ’tcross>> tt))) .)
result Term : error*
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4.8. Comparacio´n con Isabelle
En esta seccio´n se muestra co´mo la sema´ntica de CCS y la lo´gica modal de Hennessy-
Milner se pueden representar y utilizar en el demostrador de teoremas Isabelle [NPW02],
compara´ndose este marco con el nuestro.
Isabelle es un sistema gene´rico para implementar formalismos lo´gicos, e Isabelle/HOL
es la especializacio´n de Isabelle para la lo´gica de orden superior HOL (Higher-Order Lo-
gic) [NPW02].
Trabajar con Isabelle consiste en escribir teor´ıas, las cuales son colecciones de tipos,
funciones y teoremas. HOL contiene una teor´ıa Main, unio´n de todas las teor´ıas ba´sicas
predefinidas tales como la aritme´tica entera, las listas, los conjuntos, etc. Todas nuestras
teor´ıas extendera´n esta. En una teor´ıa hay tipos, te´rminos y fo´rmulas HOL. Los te´rminos
se construyen como en programacio´n funcional, aplicando funciones a argumentos, y las
fo´rmulas son te´rminos de tipo bool.
Isabelle distingue entre variables libres y ligadas, definidas en la forma habitual, y,
adema´s, tiene un tercer tipo de variables, llamadas variables esquema´ticas o desconocidas,
cuyo nombre empieza por ?. Desde un punto de vista lo´gico, una variable desconocida
es una variable libre, pero que durante el proceso de demostracio´n puede ser instanciada
mediante unificacio´n con otro te´rmino. Las variables desconocidas corresponden a lo que
nosotros hemos llamado metavariables.
Los tipos de datos definidos de forma inductiva forman parte de casi cualquier aplica-
cio´n no trivial de HOL. Se introducen por medio de la palabra clave datatype, y se definen
por medio de constructores. Por ejemplo, las acciones y los procesos CCS se modelan de
forma natural con los siguientes tipos de datos:
types id = "char list"
datatype label = nm id
| conm id
consts compl :: "label ⇒ label"
primrec "compl (nm a) = conm a"
"compl (conm a) = nm a"
datatype action = tau
| va label
datatype process = Stop ("0")
| Prefix action process ("_ . _" [120, 110] 110)
| Sum process process ( infixl "+" 85)
| Par process process ( infixl " |" 90)
| Rel process label label ("_ [ _ =: _ ]" [100,120,120] 100)
| Rest process label ("_ \ _" [100, 120] 100)
| Id id
Las funciones sobre los tipos de datos (introducidas con la palabra clave consts) se
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definen usualmente mediante recursio´n primitiva. La palabra clave primrec va seguida
de la lista de ecuaciones. As´ı hemos definido ma´s arriba la funcio´n compl. Utilizando todas
estas herramientas podemos definir tambie´n los contextos de CCS.
datatype Def = Defi id process
datatype Context = Empty
| And Def Context
consts defin :: "id ⇒ Context ⇒ process"
primrec
"defin X Empty = Stop"
"defin X (And D C’) =
(case D of (Defi Y P) ⇒ (if (X = Y) then P else (defin X C’)))"
consts Context :: Context
Para definir la sema´ntica de CCS en Isabelle/HOL, definimos de forma inductiva un
conjunto trans de ternas (P,a,P’). Utilizamos la notacio´n mixfija habitual P - a → P’
para representar que (P,a,P’) ∈ trans. La inductividad implica que el conjunto de tran-
siciones esta´ formado exactamente por aquellas ternas (P,a,P’) que pueden derivarse a
partir del conjunto de reglas de transicio´n. Los conjuntos definidos de forma inductiva se
introducen en Isabelle por medio de una declaracio´n inductive, que incluye una serie de
reglas de introduccio´n. Estas no son otra cosa que la traduccio´n inmediata de las reglas
sema´nticas de CCS. Cada regla de inferencia de la forma
φ1 · · · φn
φ
se formaliza en la metalo´gica de Isabelle como el axioma [[φ1; . . . ;φn]] =⇒ φ.
Aunque no utilicemos variables esquema´ticas directamente en la regla, cuando se cons-
truye una teor´ıa Isabelle transforma las reglas a una forma esta´ndar, donde todas las
variables libres se convierten en esquema´ticas, lo que permite que la unificacio´n instancie
la regla.
A continuacio´n, se presentan las reglas que definen la sema´ntica de CCS en Isabelle:
inductive trans
intros
prefi: "A . P - A → P"
sum1: "P1 - A → P =⇒ P1 + P2 - A → P"
sum2: "P2 - A → P =⇒ P1 + P2 - A → P"
par1: "P1 - A → P =⇒ P1 | P2 - A → P | P2"
par2: "P2 - A → P =⇒ P1 | P2 - A → P1 | P"
par3: " [[ P1 - va L → P ; P2 - va (compl L) → Q ]]
=⇒ P1 | P2 - tau → P | Q"
rel1: " [[ P - va N → P’ ; N 6= L ; N 6= compl L ]]
=⇒ P [ M =: L ] - va N → P’ [ M =: L ]"
rel2: "P - tau → P’ =⇒ P [ M =: L ] - tau → P’ [ M =: L ]"
rel3: "P - va L → P’ =⇒ P [ M =: L ] - va M → P’ [ M =: L ]"
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rel4: " [[ P - va N → P’ ; N = compl L ]]
=⇒ P [ M =: L ] - va (compl M) → P’ [ M =: L ]"
res1: "P - tau → P’ =⇒ P \ L - tau → P’ \ L"
res2: " [[ P - va L → P’ ; L 6= M ; compl L 6= M ]]
=⇒ P \ M - va L → P’ \ M"
defi: "(defin X Context) - A → Q =⇒ Id X - A → Q"
La simplificacio´n es una de las herramientas de demostracio´n de teoremas ma´s impor-
tante en Isabelle, y en otros muchos sistemas. En su forma ma´s ba´sica, la simplificacio´n
consiste en la aplicacio´n repetida de ecuaciones de izquierda a derecha (reescritura de
te´rminos). Para facilitar la simplificacio´n, los teoremas pueden declararse como reglas de
simplificacio´n con el atributo [simp], en cuyo caso las demostraciones por simplificacio´n
hara´n uso de estas reglas automa´ticamente. Adema´s las construcciones datatype y prim-
rec declaran de forma oculta reglas de simplificacio´n muy u´tiles.
Las demostraciones en Isabelle generalmente utilizan resolucio´n para dar soporte a las
demostraciones hacia atra´s, donde se comienza con un objetivo que se va refinando pro-
gresivamente a subobjetivos ma´s simples, hasta que todos han sido probados. El resolutor
cla´sico de Isabelle esta´ formado por una familia de herramientas que realizan demostra-
ciones de forma automa´tica. Podemos extender la potencia del resolutor an˜adiendo nuevas
reglas (intro:). El resolutor cla´sico utiliza estrategias de bu´squeda y vuelta atra´s para
probar un objetivo. En concreto, nosotros utilizaremos el me´todo force que combina la
aplicacio´n del resolutor cla´sico con el simplificador a un objetivo.
Tal y como hicimos con Maude (Seccio´n 4.3.3), probaremos la sema´ntica de CCS con
una serie de ejemplos. Para empezar, los procesos constantes se declaran por medio de
definiciones (defs), que expresan abreviaturas y tambie´n sera´n aplicadas como reglas de
simplificacio´n.
consts p1 :: process
defs p1_def[simp]: "p1 ≡ ( va (nm ’’a’’) . 0) +
(va (nm ’’b’’) . 0 | (va (nm ’’c’’) . 0 + va (nm ’’d’’) . 0))"
consts p2 :: process
defs p2_def[simp]: "p2 ≡ ( va (nm ’’a’’) . va (nm ’’b’’) . 0 |
( va (conm ’’c’’) . 0) [ nm ’’a’’ =: nm ’’c’’] ) \ nm ’’a’’"
lemma "p1 - va (nm ’’c’’) → va (nm ’’b’’) . 0 | 0"
by (force intro: trans.intros)
Podemos demostrar que un proceso puede realizar una accio´n dada, utilizando una
variable desconocida ?P, como hicimos en la Seccio´n 4.4.2.
lemma "p2 - tau → ?P"
by (force intro: trans.intros)
Pero para probar que una determinada transicio´n no es posible, no podemos limitarnos
a utilizar alguno de los me´todos de demostracio´n automa´ticos; por el contrario, tenemos
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que utilizar induccio´n sobre la regla trans. Isabelle genera automa´ticamente una regla
de eliminacio´n para ana´lisis por casos (regla cases) y una regla de induccio´n por cada
definicio´n inductiva de un conjunto.
lemma "¬(p2 - va (nm ’’a’’) → ?P)"
apply clarsimp
by (erule trans.cases, clarsimp+)+
No´tese co´mo en este caso hemos utilizado una negacio´n expl´ıcita. En la siguiente seccio´n
haremos la comparacio´n con nuestra aproximacio´n.
Tambie´n podemos definir la sintaxis y la sema´ntica de la lo´gica modal, como hemos
hecho para CCS. Al efecto utilizamos un tipo de datos formula y un conjunto sat definido
de forma inductiva que representa la relacio´n de satisfaccio´n.
datatype formula = tt
| ff
| AndF formula formula ("_ ∧ _")
| OrF formula formula ("_ ∨ _")
| Diam "action set" formula ("〈 _ 〉 _")
| Box "action set" formula ("[ _ ] _")
inductive sat
intros
ttR[intro!]: "P |= tt"
andR: " [[ P |= Phi ; P |= Psi ]] =⇒ P |= (Phi ∧ Psi)"
orR1: "P |= Phi =⇒ P |= (Phi ∨ Psi)"
orR2: "P |= Psi =⇒ P |= (Phi ∨ Psi)"
diamR: " [[ P - A → Q ; A ∈ AS; Q |= Phi ]] =⇒ P |= 〈 AS 〉 Phi"
boxR: "(∀ Q A . ( (P - A → Q ∧ A ∈ AS) −→ Q |= Phi)) =⇒ P |= [ AS ] Phi"
Para probar que un proceso dado satisface una fo´rmula tenemos que realizar induccio´n
sobre la relacio´n sat. Esto se debe a la presencia del cuantificador universal en la regla
boxR, el cual se refiere a todos los sucesores de un proceso. El me´todo ind cases aplica una
instancia de la regla cases para el patro´n proporcionado.
lemma "(va (nm ’’a’’) . va (nm ’’b’’) . 0)
|= [ {va (nm ’’a’’)} ]( 〈{va (nm ’’b’’)}〉 tt)"
apply (rule sat.boxR, clarify)
apply (ind_cases "A . P - B → Q")
by (force intro: trans.intros sat.intros)
A continuacio´n se muestra co´mo pueden demostrarse con Isabelle algunas de las pro-
piedades de la ma´quina expendedora de la Seccio´n 4.7.3.
defs Context_def[simp]: "Context ≡
And (Defi ’’Ven’’ (va (nm ’’2p’’) . Id ’’VenB’’ +
va (nm ’’1p’’) . Id ’’VenL’’))
(And (Defi ’’VenB’’ (va (nm ’’big’’) . va (nm ’’collectB’’) .
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Id ’’Ven’’))
(And (Defi ’’VenL’’ (va (nm ’’little’’) . va (nm ’’collectL’’) .
Id ’’Ven’’))
Empty))"
lemma "Id ’’Ven’’ |= 〈{va (nm ’’2p’’)}〉 (〈{va (nm ’’big’’)}〉 tt)"
apply (force intro: trans.intros intro: sat.intros)
done
lemma "Id ’’VenB’’ |= ( 〈{va (nm ’’big’’), va (nm ’’little’’)} 〉 tt)"
apply (force intro: trans.intros intro: sat.intros)
done
lemma "Id ’’Ven’’ |= ( [ {va (nm ’’big’’),
va (nm ’’little’’)} ] ff)"
apply (rule sat.boxR, clarify)
by (erule trans.cases, simp_all,clarsimp)+
lemma "Id ’’Ven’’ |= [{va (nm ’’2p’’)}]
(([{va (nm ’’little’’)}] ff) ∧ (〈{va (nm ’’big’’)}〉 tt))"
apply (rule sat.boxR, clarify)
apply (erule trans.cases, simp_all,clarsimp)+
apply (rule sat.andR, rule sat.boxR, clarify)
apply (erule trans.cases, simp_all,clarsimp)+
apply (force intro: trans.intros intro: sat.intros)
apply (rule sat.andR, rule sat.boxR, clarify)
apply (erule trans.cases, simp_all,clarsimp)+
done
lemma "Id ’’Ven’’ |= [{va (nm ’’2p’’),va (nm ’’1p’’)}]
( [{va (nm ’’2p’’),va (nm ’’1p’’)}] ff)"
apply (rule sat.boxR, clarify)
apply (ind_cases "Id X - A → Q", simp)
apply (ind_cases "P + Q - A → P’")
apply (ind_cases "A . P - B → Q", clarsimp)
apply (rule sat.boxR, clarify)
apply (ind_cases "Id X - A → Q", simp)
apply (ind_cases "A . P - B → Q", clarsimp)
apply (ind_cases "A . P - B → Q", clarsimp)
apply (rule sat.boxR, clarify)
apply (ind_cases "Id X - A → Q", simp)
apply (ind_cases "A . P - B → Q", clarsimp)
done
4.8.1. Comparacio´n con la representacio´n en Maude
Isabelle ha sido disen˜ado tanto como marco lo´gico como demostrador de teoremas. Por
tanto, los conceptos de variables esquema´ticas y unificacio´n son ba´sicos, de tal forma que el
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usuario no tiene que preocuparse de ellos. Por el contrario, Maude no soporta directamente
las variables desconocidas. Pero, como hemos visto, gracias a sus caracter´ısticas reflexi-
vas podemos representarlas en el lenguaje, para tratarlas creando nuevas metavariables,
propagando sus valores cuando estos llegan a ser conocidos.
Isabelle/HOL ofrece adema´s diversas herramientas automa´ticas que ayudan a la de-
mostracio´n de teoremas. Por ejemplo, como se ha visto anteriormente, Isabelle genera
automa´ticamente una regla de induccio´n cuando se define de forma inductiva un conjun-
to. Obviamente, esto an˜ade mucho poder expresivo. Pero el usuario tiene que saber co´mo
utilizar todas estas herramientas, es decir, cua´ndo ha de utilizar reglas de introduccio´n o
eliminacio´n, o cua´ndo ha de utilizar induccio´n, por ejemplo. En Maude, solo utilizamos las
reglas de reescritura que definen la sema´ntica y la estrategia de bu´squeda exhaustiva que
(de una forma ciega) las utiliza, y ello nos permite probar sentencias sobre CCS y sobre
la lo´gica modal, de una misma forma.
Como se comento´ en la Seccio´n 4.3.3, las demostraciones negativas (por ejemplo, que
una transicio´n CCS no es va´lida) esta´n basadas en nuestro enfoque en la completitud de
nuestra estrategia de bu´squeda. En Isabelle un teorema con una negacio´n expl´ıcita puede
probarse utilizando induccio´n.
Isabelle, como marco lo´gico, utiliza una lo´gica de orden superior para metarrepresentar
las lo´gicas del usuario. Es en esta metalo´gica donde la resolucio´n tiene lugar. Gracias a
las propiedades reflexivas de la lo´gica de reescritura, podemos bajar de este nivel superior,
representando conceptos de order superior en un marco de primer orden. En cierto sen-
tido, esta comparacio´n puede resumirse diciendo que con nuestro ejemplo de CCS hemos
mostrado co´mo se pueden utilizar te´cnicas de order superior en un marco de primer orden,
gracias a la reflexio´n; es decir, la reflexio´n aporta a un sistema de primer orden, como
Maude, gran parte del poder expresivo de un sistema de orden superior, como Isabelle.
Ma´s au´n, la lo´gica de reescritura es una moneda de dos caras, donde la deduccio´n
tambie´n puede interpretarse como co´mputo. Esto nos permite obtener informacio´n de las
demostraciones, tal y como hicimos con la operacio´n succ que devuelve los sucesores de
un proceso. En cambio, aunque podemos representar en Isabelle el conjunto de sucesores
de un proceso, y probar si un proceso dado pertenece a este conjunto, no podemos calcular
(o mostrar) este conjunto.
Christine Ro¨eckl tambie´n ha utilizado Isabelle/HOL en su tesis [Ro¨e01b] para repre-
sentar la sema´ntica de CCS. Ella define la relacio´n de transicio´n de CCS de forma in-
ductiva como lo hemos hecho nosotros, y define entonces relaciones de equivalencia entre
procesos, como la bisimulacio´n y la equivalencia observacional, y demuestra, utilizando
Isabelle, propiedades sobre ellas. Tambie´n ha utilizado Isabelle/HOL para representar el
pi-ca´lculo de diferentes maneras, con sintaxis abstractas de primer orden y de orden supe-
rior [Ro¨e01b, Ro¨e01a, RHB01].
El sistema similar HOL [GM93] ha sido utilizado por Monica Nesi para formalizar
CCS con paso de valores [Nes99] y una lo´gica modal para este ca´lculo [Nes96]. En ambos
casos, la autora esta´ interesada en demostrar propiedades sobre las propias sema´nticas
representadas. Melham tambie´n ha utilizado el demostrador de teoremas HOL para realizar
una formalizacio´n del pi-ca´lculo [Mel94].
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4.9. Conclusiones
En este cap´ıtulo hemos mostrado con todo detalle co´mo los sistemas de inferencia
pueden representarse en lo´gica de reescritura y su lenguaje de implementacio´n Maude
de forma general y completamente ejecutable siguiendo el enfoque de reglas de inferencia
como reescrituras. Para disponer de un caso de estudio concreto que nos permita ilustrar las
ideas generales, hemos abordado la representacio´n de la sema´ntica operacional estructural
de CCS. Hemos resuelto los problemas de la presencia de nuevas variables en la parte
derecha de las reglas y el no determinismo por medio de las propiedades reflexivas de la
lo´gica de reescritura y su realizacio´n en el mo´dulo META-LEVEL de Maude. En particular,
hemos utilizado metavariables, junto con la capacidad de sustitucio´n de la operacio´n de
descenso meta-apply, para resolver el problema de las variables nuevas, y una estrategia
de bu´squeda que maneja a´rboles conceptuales de reescrituras para resolver el problema
del no determinismo. Las soluciones presentadas no son dependientes de CCS y pueden
utilizarse en particular para implementar una gran variedad de sistemas de inferencia y
definiciones de sema´nticas operacionales.
Hemos visto tambie´n co´mo la sema´ntica puede ser extendida para responder pregun-
tas sobre la capacidad de un proceso para realizar una accio´n, considerando metavariables
como procesos, de la misma forma que hab´ıamos hecho antes con las acciones. Tener me-
tavariables como procesos nos permite extender la sema´ntica a trazas, definir la sema´ntica
de transiciones de´biles, y calcular cua´les son los sucesores de un proceso despue´s de realizar
una accio´n. Por otra parte, nos permite representar la sema´ntica de la lo´gica modal de
Hennessy-Milner de una forma muy similar a como se hace en su definicio´n matema´tica.
Hemos comparado nuestro enfoque con el de Isabelle/HOL, llegando a la conclusio´n
de que, aunque Maude, al ser un marco tan general no es quiza´s tan fa´cil de usar, s´ı que
puede utilizarse para aplicar te´cnicas de orden superior en un marco de primer orden, por
medio de la reflexio´n.
Cierto es que otras herramientas de pro´posito ma´s espec´ıfico, tales como la herramien-
ta Concurrency Workbench of the New Century (CWB-NC) [CS02], son ma´s eficientes y
expresivas que nuestra herramienta, pues esta ha de verse como un prototipo en el que
podemos “jugar” no solo con procesos y sus capacidades, sino con la sema´ntica, represen-
tada a un nivel matema´tico muy alto, an˜adiendo o modificando ciertas reglas. El disen˜o
de CWB-NC explota la independencia del lenguaje de sus rutinas de ana´lisis localizando
los procedimientos espec´ıficos de un lenguaje, lo cual permite a los usuarios introducir sus
propios lenguajes de descripcio´n de sistemas por medio de la herramienta Process Algebra
Compiler [CMS95], que convierte la definicio´n de la sema´ntica operacional dada, en co´digo
SML. Nosotros hemos seguido un enfoque similar, aunque hemos intentado mantener la
representacio´n de la sema´ntica a un nivel tan alto como ha sido posible, sin que por ello
deje de ser ejecutable. De esta forma evitamos la necesidad de traducir la representacio´n
de la sema´ntica a otros lenguajes ejecutables.
Cap´ıtulo 5
Implementacio´n de CCS en
Maude 2
En el Cap´ıtulo 4 hemos seguido el primero de los caminos posibles para implemen-
tar la sema´ntica de CCS. Este cap´ıtulo describe en detalle co´mo abordar la separacio´n
entre teor´ıa y pra´ctica en cuanto a ejecutabilidad de las especificaciones, en una nueva
implementacio´n de la sema´ntica operacional de CCS en Maude, siguiendo el enfoque con-
sistente en transformar la relacio´n de transicio´n entre estados del lenguaje en la relacio´n
de reescritura entre te´rminos que representen estos estados. As´ı, la regla de inferencia
P1 → Q1 . . . Pn → Qn
P0 → Q0
se representar´ıa mediante la regla de reescritura condicional
P0 −→ Q0 if P1 −→ Q1 ∧ . . . ∧ Pn −→ Qn,
donde la condicio´n incluye reescrituras.
El que Maude 2.0 [CDE+00b] admita reglas condicionales con reescrituras en las con-
diciones que se resuelven en tiempo de ejecucio´n por medio de un mecanismo de bu´squeda
predefinido (ve´ase Seccio´n 2.4), ha hecho posible que reconsideremos esta segunda posi-
bilidad en la que las transiciones del lenguaje se convierten en reescrituras. Este cap´ıtulo
detalla los resultados obtenidos siguiendo esta segunda alternativa y compara las dos im-
plementaciones producidas. Veremos que la segunda implementacio´n es algo ma´s simple
al ser ma´s cercana a la presentacio´n habitual matema´tica de las sema´nticas operacionales,
como ya dijimos en el Cap´ıtulo 3.1 Sin embargo, existe todav´ıa la necesidad de salvar
algunos huecos entre la teor´ıa y la pra´ctica, y en este sentido el nuevo atributo frozen
disponible en Maude 2.0 ha jugado un papel muy importante, como se describe con detalle
en la Seccio´n 5.2.
1La extensio´n de Maude descrita en [Bra01] tambie´n utiliza reescrituras en las condiciones. Las ventajas
obvias de Maude 2.0 son su generalidad y eficiencia. En lo que se refiere a nuestro trabajo en este cap´ıtulo,
que sepamos el inte´rprete para MSOS no se ha utilizado hasta la fecha para ejecutar ninguna especificacio´n
de la sema´ntica operacional de CCS.
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El trabajo descrito en este cap´ıtulo se ha presentado en el Fourth International Work-
shop on Rewriting Logic and its Applications, WRLA 2002, publica´ndose en [VMO02b].
5.1. Sintaxis de CCS
Comenzamos con una segunda exposicio´n de la sintaxis de CCS en Maude. La diferencia
con la definicio´n dada en el Cap´ıtulo 4 es que los operadores para construir procesos se
definen ahora como frozen, una nueva caracter´ıstica de Maude 2.0. En la Seccio´n 5.2
explicaremos la razo´n de esta declaracio´n. Adema´s, los operadores binarios _+_ y _|_ se




sorts Label Act .
subsorts Qid < Label < Act .
op tau : -> Act .
op ~_ : Label -> Label .




sorts ProcessId Process .
subsorts Qid < ProcessId < Process .
op 0 : -> Process .
op _._ : Act Process -> Process [frozen prec 25] .
op _+_ : Process Process -> Process [frozen assoc comm prec 35] .
op _|_ : Process Process -> Process [frozen assoc comm prec 30] .
op _[_/_] : Process Label Label -> Process [frozen prec 20] .
op _\_ : Process Label -> Process [frozen prec 20] .
endfm
Al igual que en el cap´ıtulo anterior, representamos CCS completo, incluyendo defi-
niciones de procesos posiblemente recursivos a trave´s de contextos. El siguiente mo´dulo
CCS-CONTEXT, en el que se definen estos contextos, junto con operaciones para manejar-
los, es ana´logo al presentado en la Seccio´n 4.2, solo que ahora utilizamos la sintaxis de




op _=def_ : ProcessId Process -> Context [prec 40] .
op nil : -> Context .
op _&_ : [Context] [Context] -> [Context] [assoc comm id: nil prec 42] .
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op _definedIn_ : ProcessId Context -> Bool .
op def : ProcessId Context -> [Process] .
op context : -> Context .
vars X X’ : ProcessId .
var P : Process .
vars C C’ : Context .
cmb (X =def P) & C : Context if not(X definedIn C) .
eq X definedIn nil = false .
eq X definedIn (X’ =def P & C’) = (X == X’) or (X definedIn C’) .
eq def(X, (X’ =def P) & C’) = if X == X’ then P else def(X, C’) fi .
endfm
El mo´dulo incluye una constante context, utilizada para guardar la definicio´n de los
identificadores de proceso en cada especificacio´n CCS.
5.2. Sema´ntica de CCS
Para implementar la sema´ntica de CCS tomando las transiciones como reescrituras,
interpretaremos una transicio´n P
a−−→ P ′ como una reescritura en lo´gica de reescritu-
ra. Sin embargo, las reescrituras no contienen etiquetas, las cuales son esenciales en la
sema´ntica de CCS. Por tanto, haremos que la etiqueta sea parte del te´rmino resultado,
obteniendo de esta forma reescrituras de la forma P −→ {a}P ′, donde {a}P ′ es un valor
del tipo ActProcess, un supertipo de Process, lo que explicaremos ma´s adelante. El si-
guiente mo´dulo, que es admisible [CDE+00b] y por tanto directamente ejecutable, incluye




subsort Process < ActProcess .
op {_}_ : Act ActProcess -> ActProcess [frozen] .
vars L M : Label .
var A : Act .
vars P P’ Q Q’ R : Process .
var X : ProcessId .
*** Prefix
rl [pref] : A . P => {A}P .
*** Summation
crl [sum] : P + Q => {A}P’
if P => {A}P’ .
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*** Composition
crl [par] : P | Q => {A}(P’ | Q)
if P => {A}P’ .
crl [par] : P | Q => {tau}(P’ | Q’)
if P => {L}P’ /\ Q => {~ L}Q’ .
*** Relabelling
crl [rel] : P[M / L] => {M}(P’[M / L])
if P =>{L}P’ .
crl [rel] : P[M / L] => {~ M}(P’[M / L])
if P =>{~ L}P’ .
crl [rel] : P[M / L] => {A}(P’[M / L])
if P =>{A}P’ /\ A =/= L /\ A =/= ~ L .
*** Restriction
crl [res] : P \ L => {A}(P’ \ L) if P => {A}P’ /\ A =/= L /\ A =/= ~ L .
*** Definition
crl [def] : X => {A}P if (X definedIn context) /\ def(X,context) => {A}P .
endm
En esta representacio´n de la sema´ntica, las reglas de reescritura tiene la propiedad
de “aumentar el tipo”, es decir, en una reescritura t −→ t′, el menor tipo del te´rmino
t′ es mayor (en la relacio´n de subtipado) que el menor tipo de t. Por tanto, una regla
no puede ser aplicada a menos que el te´rmino resultante este´ bien formado. Por ejemplo,
aunque A . P −→ {A}P es una reescritura correcta, no podemos derivar (A . P) | Q −→
({A}P) | Q, ya que el te´rmino de la parte derecha no esta´ bien formado. En consecuencia
las reescrituras solo pueden ocurrir al nivel ma´s externo de un te´rmino que representa un
proceso, y no dentro del te´rmino.
Pero este mecanismo de “aumentar el tipo” no es suficiente en la versio´n del sistema
Maude 2.0 si tenemos reescrituras en las condiciones y procesos infinitos. Si nos encontra-
mos con la condicio´n de reescritura P => {A}Q, el sistema intentara´ reescribir P de cada
forma posible, y el resultado se intentara´ encajar con el patro´n {A}Q. Si en una aplica-
cio´n concreta de esta regla P fuese (A . P’) | Q’, entonces el te´rmino ser´ıa reescrito a
({A}P’) | Q’ aunque despue´s el resultado se rechazar´ıa al no encajar con el patro´n. El
problema aparecer´ıa cuando nos encontraramos con procesos recursivos, para los que la
bu´squeda predefinida que intenta satisfacer la condicio´n de reescritura puede convertirse en
una bu´squeda infinita, que no terminar´ıa nunca. Por ejemplo, si el proceso P’ anterior vie-
ne dado por P’ = A . P’, entonces P se reescribira´ a ({A}P’) | Q’, ({A}{A}P’) | Q’,
etc.,
P
({A}P’) | Q’ ({A}{A}P’) | Q’ ({A}{A}{A}P’) | Q’
. . .
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aunque todos los resultados terminen siendo rechazados, por no estar bien formados. Nues-
tra solucio´n a este problema ha sido declarar todos los operadores de la sintaxis como
operadores frozen, lo cual evita que los argumentos de los correspondientes operadores
sean reescritos por reglas.
Sin embargo, el problema sigue apareciendo cuando queremos conocer todas las posibles
reescrituras del proceso P’ definido anteriormente, que sean de la forma {A}Q (con Q de





y solo la primera reescritura encaja con el patro´n {A}Q . En consecuencia, tambie´n tenemos
que declarar como frozen el operador {_}_.
En resumen, utilizamos el atributo frozen para evitar un bucle infinito en el proceso
de bu´squeda cuando sabemos que la misma no tendr´ıa e´xito, lo que puede suceder por dos
razones diferentes: bien porque los te´rminos construidos no este´n bien formados, como en
({A}P’) | Q’, y esa es la razo´n por la cual declaramos los operadores de la sintaxis como
frozen; o porque los te´rminos no encajen con el patro´n dado, como en {A}{A}P’, y esa
es la razo´n por la cual se declara como frozen el operador {_}_.
Desgraciadamente, al declarar todos los operadores constructores como frozen, hemos
perdido la posibilidad de probar que un proceso puede realizar una secuencia de acciones, o
traza, pues las reglas solo pueden utilizarse para obtener sucesores en un paso. La regla de
congruencia de la lo´gica de reescritura no puede utilizarse al ser los operadores frozen y la
de transitividad no puede utilizarse, porque todas las reglas reescriben a algo de la forma
{A}Q, y no hay ninguna regla con este patro´n en la parte izquierda. Afortunadamene, esto
no es problema si queremos utilizar la sema´ntica solo en la definicio´n de la sema´ntica de
la lo´gica modal, pues all´ı u´nicamente se necesitan los sucesores en un paso.
Sin embargo, tambie´n podemos solventar el problema extendiendo la sema´ntica con
reglas que generen el cierre transitivo de las transiciones CCS, de la siguiente manera:
sort TProcess .
subsort TProcess < ActProcess .
op [_] : Process -> TProcess [frozen] .
crl [refl] : [ P ] => {A}Q if P => {A}Q .
crl [tran] : [ P ] => {A}AP if P => {A}Q /\ [ Q ] => AP .
No´tese la utilizacio´n del operador ficticio [_] para indicar que´ reglas queremos que
se utilicen para resolver una condicio´n. Si no lo utiliza´ramos en la parte izquierda de las
reglas anteriores, la parte izquierda de la cabeza de las reglas y de las reescrituras en las
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condiciones ser´ıan variables que encajar´ıan con cualquier te´rmino y entonces la misma
regla podr´ıa ser utilizada para resolver su primera condicio´n, dando lugar a un bucle
infinito. Adema´s, el operador ficticio tambie´n ha sido declarado como frozen para evitar
reescrituras sin sentido como por ejemplo [ A . P ] −→ [ {A}P ].
La representacio´n que hemos obtenido de CCS, incluyendo estas dos u´ltimas reglas, es
sema´nticamente correcta, en el sentido de que dado un proceso CCS P , existira´n procesos
P1, . . . , Pk tales que
P
a1−→ P1 a2−→ · · · ak−→ Pk
si y solo si [ P ] puede ser reescrito a {a1}{a2}...{ak}Pk (ve´ase [MOM93]).
Utilizando el comando search de Maude 2.0, podemos encontrar todos los posibles
sucesores en un paso de un proceso, o todos los sucesores tras realizar una accio´n dada.
Maude> search ’a . ’b . 0 | ~ ’a . 0 => AP:ActProcess .
Solution 1 (state 1)
AP:ActProcess --> {~ ’a}0 | ’a . ’b . 0
Solution 2 (state 2)
AP:ActProcess --> {’a}’b . 0 | ~ ’a . 0
Solution 3 (state 3)
AP:ActProcess --> {tau}0 | ’b . 0
No more solutions.
Maude> search ’a . ’b . 0 + ’c . 0 => {’a}AP:ActProcess .
Solution 1 (state 2)
AP:ActProcess --> ’b . 0
No more solutions.
Si an˜adimos la siguiente ecuacio´n al mo´dulo CCS-SEMANTICS, que define el proceso
recursivo ’Proc en el contexto de CCS, podemos probar que ’Proc puede realizar la traza
’a ’b ’a:
eq context = ’Proc =def ’a . ’b . ’Proc .
Maude> search [1] [ ’Proc ] => {’a}{’b}{’a}X:Process .
Solution 1 (state 5)
X:Process --> ’b . ’Proc
En concreto, por medio de este u´ltimo comando hemos pedido al sistema Maude que
busque la primera forma, [1], en la cual el te´rmino [ ’Proc ] puede ser reescrito al
patro´n {’a}{’b}{’a}X:Process. El comando search realiza una bu´squeda en anchura
en el a´rbol conceptual de todas las posibles reescrituras del te´rmino [ ’Proc ], y ya que
existe una solucio´n, la encuentra. Sin embargo, si pidie´ramos que buscara ma´s soluciones
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de esta misma consulta, la bu´squeda no terminar´ıa a pesar de que no las hay, ya que en
su busca se explorar´ıa el a´rbol completo de bu´squeda que es infinito.
[ ’Proc ]
{’a}’b.’Proc {’a}{’b}’Proc {’a}{’b}{’a}’b.’Proc . . .
. . .
5.3. Extensio´n a la sema´ntica de transiciones de´biles
Consideraremos ahora la relacio´n de transicio´n P
a
==⇒ P ′, definida en la Figura 4.3.
Tambie´n podemos implementar esta relacio´n por medio de reescrituras, con lo que una
transicio´n P
a−→∗ P se representara´ como una reescritura P −→ {a}∗ P ′ y una transi-
cio´n P
a
==⇒ P ′ se representara´ como una reescritura P −→ {{a}}P ′. De nuevo tenemos
que introducir operadores ficticios para prevenir la utilizacio´n de las nuevas reglas de
reescritura de manera incorrecta en la verificacio´n de las condiciones de reescritura. La
implementacio´n propuesta es la siguiente:
sorts Act*Process ObsActProcess .
op {_}*_ : Act Process -> Act*Process [frozen] .
op {{_}}_ : Act Process -> ObsActProcess [frozen] .
sort WProcess .
subsorts WProcess < Act*Process ObsActProcess .
op |_| : Process -> WProcess [frozen] .
op <_> : Process -> WProcess [frozen] .
rl [refl*] : | P | => {tau}* P .
crl [tran*] : | P | => {tau}* R
if P => {tau}Q /\
| Q | => {tau}* R .
crl [weak] : < P > => {{A}}P’
if | P | => {tau}* Q /\
Q => {A}Q’ /\
| Q’ | => {tau}* P’ .
Obse´rvese que tanto los nuevos operadores sema´nticos, {_}*_ y {{_}}_, como los
operadores ficticios, |_| y <_>, se declaran tambie´n como frozen, por las mismas razones
ya explicadas en la Seccio´n 5.2.
Podemos utilizar el comando search para buscar todos los sucesores de´biles de un
proceso dado despue´s de realizar una accio´n ’a.
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Maude> search < tau . ’a . tau . ’b . 0 > => {{ ’a }}AP:ActProcess .
Solution 1 (state 2)
AP:ActProcess --> tau . ’b . 0
Solution 2 (state 3)
AP:ActProcess --> ’b . 0
No more solutions.
5.4. Lo´gica modal de Hennessy-Milner
Ahora queremos implementar la lo´gica modal de Hennessy-Milner para describir ca-
pacidades locales de procesos CCS [Sti96]. Las fo´rmulas son construidas de la siguiente
manera:
Φ ::= tt | ff | Φ1 ∧ Φ2 | Φ1 ∨ Φ2 | [K]Φ | 〈K〉Φ | [[K]]Φ | 〈〈K〉〉Φ
donde K es un conjunto de acciones. La relacio´n de satisfaccio´n que describe cuando un
proceso P satisface una propiedad Φ, P |= Φ, se ha definido de forma inductiva en las
Figuras 4.4 y 4.6. En la Seccio´n 4.7 se explico´ el significado de todas las fo´rmulas.
Ya que la definicio´n de la relacio´n de satisfaccio´n utiliza las transiciones de CCS,
podr´ıamos intentar implementarla al mismo nivel. Por ejemplo, las dos definiciones si-
guientes
P |= Φ1 ∧ Φ2 iff P |= Φ1 and P |= Φ2
P |= 〈K〉Φ iff ∃Q ∈ {P ′ | P a−−→ P ′ ∧ a ∈ K} . Q |= Φ
podr´ıan implementarse con las siguientes reglas:
rl [and] : P |= Phi1 /\ Phi2 => true if P |= Phi1 => true /\
P |= Phi2 => true .
rl [dia] : P |= < A > Phi => true if P => {A}Q /\ Q |= Phi => true .
Estas reglas son correctas y representan exactamente lo que expresa la relacio´n de
satisfaccio´n de la lo´gica modal. Por ejemplo, la condicio´n de la segunda regla representa
que existe un proceso Q tal que P
a−−→ Q y Q |= Φ, que es la definicio´n del operador
modal diamante. Esto es as´ı porque la variable Q esta´ cuantificada existencialmente en la
condicio´n de la regla. Pero encontramos un problema con la definicio´n del operador modal
universal [K], al aparecer un cuantificador universal sobre todas las posibles transiciones
de un proceso. Si queremos trabajar con todas las posibles reescrituras en un paso de
un te´rmino, tenemos que subir al metanivel. Utilizando la operacio´n metaSearch, hemos
definido una operacio´n succ que devuelve todos los sucesores (metarrepresentados) de un
proceso tras realizar acciones dentro de un conjunto de acciones dado.
La evaluacio´n de allOneStep(T, N, X) devuelve todas las reescrituras en un paso del
te´rmino T (salta´ndose las primeras N soluciones) que encajan con el patro´n X utilizando
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las reglas de reescritura del mo´dulo MOD (la metarrepresentacio´n de CCS-SEMANTICS, deno-
tada por el te´rmino [’CCS-SEMANTICS] en el mo´dulo SUCC expuesto a continuacio´n). La
evaluacio´n de filter(F, TS, AS) devuelve los procesos metarrepresentados P tales que
F[A, P] esta´ en TS y A esta´ en AS. A la hora de buscar el te´rmino A en el conjunto de
te´rminos AS, los te´rminos se comparan en el mo´dulo MOD. Esto es debido a que los te´rminos
metarrepresentados diferentes ’’a.Qid y ’’a.Act representan la misma accio´n dentro del
mo´dulo CCS-SEMANTICS. La operacio´n filter se utiliza en la definicio´n de succ(T,TS)
para eliminar del conjunto de sucesores del proceso T aquellos procesos que son alcanzados
realizando una accio´n que no este´ en el conjunto TS.
Habiendo definido estas operaciones de una forma tan general, tambie´n podemos im-
plementar una operacio´n wsucc que devuelva todos los sucesores de´biles de un proceso.
fmod SUCC is
including META-LEVEL .
op MOD : -> Module .
eq MOD = [’CCS-SEMANTICS] .
sort TermSet .
subsort Term < TermSet .
op mt : -> TermSet .
op _+_ : TermSet TermSet -> TermSet [assoc comm id: mt] .
op _isIn_ : Term TermSet -> Bool .
op allOneStep : Term Nat Term -> TermSet .
op filter : Qid TermSet TermSet -> TermSet .
op succ : Term TermSet -> TermSet .
op wsucc : Term TermSet -> TermSet .
var M : Module .
var F : Qid .
vars T T’ X : Term .
var N : Nat .
vars TS AS : TermSet .
eq T isIn mt = false .
eq T isIn (T’ + TS) =
(getTerm(metaReduce(MOD, ’_==_[T,T’])) == ’true.Bool) or (T isIn TS) .
eq filter(F, mt, AS) = mt .
ceq filter(F, X + TS, AS) =
(if T isIn AS then T’ else mt fi) + filter(F,TS,AS) if F[T,T’] := X .
eq allOneStep(T,N,X) =
if metaSearch(MOD,T, X, nil, ’+,1,N) == failure then mt
else getTerm(metaSearch(MOD,T, X, nil, ’+,1,N)) +
allOneStep(T,N + 1,X)
fi .
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eq succ(T,TS) = filter((’‘{_‘}_), allOneStep(T,0,’AP:ActProcess),TS) .
eq wsucc(T,TS) = filter((’‘{‘{_‘}‘}_),
allOneStep(’<_>[T],0,’OAP:ObsActProcess),TS) .
endfm
Utilizando las operaciones succ y wsucc hemos definido ecuacionalmente la relacio´n de
satisfaccio´n de la lo´gica modal. Obse´rvese co´mo la sema´ntica de los operadores modales se
ha definido desplegando una conjuncio´n o disyuncio´n, que maneja los sucesores o sucesores




ops tt ff : -> HMFormula .
ops _/\_ _\/_ : HMFormula HMFormula -> HMFormula .
ops <_>_ ‘[_‘]_ : TermSet HMFormula -> HMFormula .
ops <<_>>_ ‘[‘[_‘]‘]_ : TermSet HMFormula -> HMFormula .
ops forall exists : TermSet HMFormula -> Bool .
op _|=_ : Term HMFormula -> Bool .
var P : Term .
var K PS : TermSet .
vars Phi Psi : HMFormula .
eq P |= tt = true .
eq P |= ff = false .
eq P |= Phi /\ Psi = P |= Phi and P |= Psi .
eq P |= Phi \/ Psi = P |= Phi or P |= Psi .
eq P |= [ K ] Phi = forall(succ(P, K), Phi) .
eq P |= < K > Phi = exists(succ(P, K), Phi) .
eq P |= [[ K ]] Phi = forall(wsucc(P, K), Phi) .
eq P |= << K >> Phi = exists(wsucc(P, K), Phi) .
eq forall(mt, Phi) = true .
eq forall(P + PS, Phi) = P |= Phi and forall(PS, Phi) .
eq exists(mt, Phi) = false .
eq exists(P + PS, Phi) = P |= Phi or exists(PS,Phi) .
endfm
Utilizando los mismos ejemplos de [Sti96] ya presentados en las Secciones 4.7.3 y 4.7.4,
podemos ilustrar co´mo se prueba en Maude que un proceso CCS satisface una fo´rmula
modal. El primer ejemplo trata sobre una ma´quina expendedora ’Ven, definida en un
contexto CCS en la pa´gina 97.
La ma´quina satisface que tras insertar una moneda y pulsar un boto´n, se puede recoger
un producto (grande o pequen˜o).
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Maude> red ’’Ven.Qid |= [ ’’1p.Act + ’’2p.Act ]
[ ’’big.Act + ’’little.Act ]
< ’’collectB.Act + ’’collectL.Act > tt .
result Bool: true
El segundo ejemplo trata el control de un cruce de una v´ıa fe´rrea y una carretera, y
se especifico´ en la pa´gina 99. El proceso ’Crossing satisface que cuando han llegado al
cruce a la vez un coche y un tren, exactamente uno de ellos tiene posibilidad de cruzarlo.
Maude> red ’’Crossing.Qid |= [[ ’’car.Act ]] [[ ’’train.Act ]]
((<< ’~_[’’ccross.Act] >> tt) \/ (<< ’~_[’’tcross.Act] >> tt)) .
result Bool: true
Maude> red ’’Crossing.Qid |= [[ ’’car.Act ]] [[ ’’train.Act ]]
((<< ’~_[’’ccross.Act] >> tt) /\ (<< ’~_[’’tcross.Act] >> tt)) .
result Bool: false
Maude 2.0 tarda ahora 1,3 segundos en resolver el u´ltimo comando. Con la primera
implementacio´n de CCS en Maude presentada en el Cap´ıtulo 4, se tardaba 10 minutos.
La mejora es considerable, y es debida sobre todo al cambio de representacio´n, si bien hay
que tener en cuenta que la implementacio´n de Maude 2.0 tambie´n intenta ser ma´s eficiente
en general. En la siguiente seccio´n comparamos ambas implementaciones.
5.5. Conclusiones
Hemos presentado ya dos implementaciones diferentes de la sema´ntica de CCS y su uti-
lizacio´n para implementar la lo´gica modal de Hennessy-Milner; en el Cap´ıtulo 4 seguimos
el enfoque de reglas de inferencia como reescrituras, mientras que en este hemos seguido
el enfoque de transiciones como reescrituras.
En nuestra opinio´n la segunda implementacio´n conlleva varias ventajas. En primer lu-
gar es ma´s cercana a la presentacio´n matema´tica de la sema´ntica. Una regla de la sema´ntica
operacional establece que la transicio´n en la conclusio´n es posible si las transiciones en las
premisas son posibles, y esa es precisamente la interpretacio´n de una regla de reescritura
condicional con reescrituras en las condiciones.
El primer enfoque necesita estructuras auxiliares como los multiconjuntos de juicios
que tienen que ser probados como va´lidos, y mecanismos como la generacio´n de nuevas
metavariables y su propagacio´n cuando sus valores concretos llegan a ser conocidos. Esto
nos obligo´ a implementar al metanivel una estrategia de bu´squeda que compruebe si un
multiconjunto de juicios dado puede ser reducido al conjunto vac´ıo de juicios, generando
nuevas metavariables cada vez que se necesiten (ve´ase Seccio´n 4.3.2). La necesidad de in-
troducir las metavariables nuevas es lo que hace que no podamos prescindir de la estrategia
no esta´ndar definida por nosotros.
Incluso si utiliza´ramos el sistema Maude 2.0 no podr´ıamos usar su comando search
pues este no puede manejar reglas de reescritura con nuevas variables en la parte derecha,
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si estas no se vinculan a un valor en la resolucio´n de alguna de sus condiciones, y eso es
exactamente lo que ocurr´ıa.
En la segunda implementacio´n la necesidad de la bu´squeda aparece en las condiciones
de reescritura, pero ahora el sistema Maude 2.0, que s´ı es capaz de trabajar con estas
condiciones de reescritura junto con la presencia de variables nuevas ligadas en alguna
condicio´n, s´ı que resuelve el problema.
Tambie´n existen diferencias en lo que sucede al nivel objeto (nivel de la representacio´n
de la sema´ntica) y al metanivel (utilizando reflexio´n). En la primera implementacio´n, la
estrategia de bu´squeda recorre el a´rbol conceptual que contiene todas las posibles reescri-
turas de un te´rmino, movie´ndose continuamente entre el nivel objeto y el metanivel. En
la implementacio´n descrita en este cap´ıtulo, la bu´squeda se realiza movie´ndonos siempre
en el nivel objeto, lo que la hace ma´s ra´pida y simple.
La generalidad de las te´cnicas desarrolladas quedara´ de manifiesto en los cap´ıtulos
siguientes.
Cap´ıtulo 6
Otros lenguajes de programacio´n
En este cap´ıtulo vamos a presentar implementaciones de distintas sema´nticas operacio-
nales estructurales, que van desde sema´nticas de evaluacio´n a sema´nticas de computacio´n
con ma´quina abstracta, descritas en [Hen90], tanto para lenguajes funcionales como im-
perativos, incluyendo no determinismo. Tambie´n presentamos una implementacio´n de la
sema´ntica de evaluacio´n del lenguaje Mini-ML descrito en [Kah87].
Todas las implementaciones que vamos a presentar en este cap´ıtulo siguen el enfoque de
transiciones como reescrituras que, como ya hemos comentado, presenta diversas ventajas
sobre el enfoque de reglas de inferencia como reescrituras, tanto a nivel metodolo´gico como
de eficiencia en la implementacio´n.
6.1. El lenguaje funcional Fpl
El lenguaje Fpl (abreviatura de Functional programming language) es una extensio´n
del lenguaje de expresiones Exp4, utilizado como ejemplo en el Cap´ıtulo 3, con declaracio´n
de funciones definidas por el usuario (con posibilidad de recursio´n mu´tua) y llamadas a
funciones.
Su sintaxis abstracta se describe en la Figura 6.1. Un programa esta´ formado por
una expresio´n junto con una declaracio´n, 〈e,D〉. De forma intuitiva, D proporciona las
definiciones de todos los nombres de funcio´n en e.1
La sintaxis se implementa en el siguiente mo´dulo funcional FPL-SYNTAX. No´tese que la
estructura de la signatura se corresponde con la estructura de la grama´tica que define la
sintaxis del lenguaje (Figura 6.1).
fmod FPL-SYNTAX is
protecting QID .
sorts Var Num Op Exp BVar Boolean BOp BExp FunVar
1Utilizando axiomas de pertenencia podr´ıamos definir cua´ndo un programa 〈e, D〉 es correcto, lo que
suceder´ıa cuando todas las funciones utilizadas en e este´n definidas en D, de forma similar a como hemos
definido los contextos correctos para CCS (Seccio´n 4.2).
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1. Categor´ıas sinta´cticas
p ∈ Prog op ∈ Op
D ∈ Dec bop ∈ BOp
e ∈ Exp n ∈ Num
be ∈ BExp x ∈ Var
F ∈ FunVar bx ∈ BVar
2. Definiciones
p ::= 〈e,D〉
D ::= F (x1, . . . , xk)⇐= e | F (x1, . . . , xk)⇐= e,D
op ::= + | − | ∗
bop ::= And | Or
e ::= n | x | e′ op e′′ | If be Then e′ Else e′′ | let x = e′ in e′′ | F (e1, . . . , ek)
be ::= bx | T | F | be′ bop be′′ | Not be′ | Equal(e, e′)
Figura 6.1: Sintaxis abstracta de Fpl.
VarList NumList ExpList Prog Dec .
op V : Qid -> Var .
subsort Var < Exp .
subsort Num < Exp .
op BV : Qid -> BVar .
subsort BVar < BExp .
subsort Boolean < BExp .
op FV : Qid -> FunVar .
ops + - * : -> Op .
op 0 : -> Num .
op s : Num -> Num .
subsort Exp < ExpList .
op _,_ : ExpList ExpList -> ExpList [assoc prec 30] .
op ___ : Exp Op Exp -> Exp [prec 20] .
op If_Then_Else_ : BExp Exp Exp -> Exp [prec 25] .
op let_=_in_ : Var Exp Exp -> Exp [prec 25] .
op _‘(_‘) : FunVar ExpList -> Exp [prec 15] .
ops T F : -> Boolean .
ops And Or : -> BOp .
op ___ : BExp BOp BExp -> BExp [prec 20] .
op Not_ : BExp -> BExp [prec 15] .
op Equal : Exp Exp -> BExp .
subsort Var < VarList .
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op _,_ : VarList VarList -> VarList [assoc prec 30] .
subsort VarList < ExpList .
subsort Num < NumList .
op _,_ : NumList NumList -> NumList [assoc prec 30] .
subsort NumList < ExpList .
op <_,_> : Exp Dec -> Prog .
op nil : -> Dec .
op _‘(_‘)<=_ : FunVar VarList Exp -> Dec [prec 30] .
op _&_ : Dec Dec -> Dec [assoc comm id: nil prec 40] .
op exDec1 : -> Dec .
eq exDec1 =
FV(’Fac)(V(’x)) <= If Equal(V(’x),0) Then s(0)
Else V(’x) * FV(’Fac)(V(’x) - s(0)) &
FV(’Rem)(V(’x) , V(’y)) <= If Equal(V(’x),V(’y)) Then 0
Else If Equal(V(’y) - V(’x), 0) Then V(’y)
Else FV(’Rem)(V(’x) , V(’y) - V(’x)) &
FV(’Double)(V(’x)) <= V(’x) + V(’x) .
endfm
Adema´s de la sintaxis completa de Fpl, el mo´dulo anterior incluye una constante
exDec1, con un ejemplo de conjunto de declaraciones de funcio´n que utilizaremos ma´s
tarde.
La sintaxis abstracta de Fpl de la Figura 6.1 es comu´n para las tres definiciones
sema´nticas presentadas en [Hen90], y que vamos a ver a continuacio´n. Sin embargo, pa-
ra facilitar la representacio´n en Maude 2.0 de las diferentes sema´nticas habra´ que hacer
algunos cambios en el mo´dulo FPL-SYNTAX. Estos cambios podr´ıan haberse hecho des-
de el principio, pero preferimos tener distintas versiones para hacer notar las (pequen˜as)
diferencias.
Las diferentes sema´nticas para el lenguaje Fpl que vamos a ver son las siguientes: una
sema´ntica de evaluacio´n (o paso largo) bastante abstracta, una sema´ntica de computacio´n
(o paso corto) ma´s detallada, y una tercera sema´ntica au´n ma´s concreta en forma de una
ma´quina abstracta.
6.1.1. Sema´ntica de evaluacio´n
Para poder evaluar una expresio´n nume´rica e es necesario contar con un entorno ρ que
asigne valor a las variables en la expresio´n e, y con una declaracio´n que proporcione un
contexto para los s´ımbolos de funcio´n en e. Por tanto, los juicios de esta primera sema´ntica
sera´n de la forma
D, ρ ` e =⇒A v.
Lo mismo ocurre con las expresiones booleanas ya que, aunque las llamadas a funcio´n son
solo expresiones nume´ricas, las expresiones nume´ricas se utilizan tambie´n para construir
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CR
D, ρ ` n =⇒A n
VarR
D, ρ ` x =⇒A ρ(x)
OpR
D, ρ ` e =⇒A v D, ρ ` e′ =⇒A v′
D, ρ ` e op e′ =⇒A Ap(op, v, v′)
IfR
D, ρ ` be =⇒B T D, ρ ` e =⇒A v
D, ρ ` If be Then e Else e′ =⇒A v
D, ρ ` be =⇒B F D, ρ ` e′ =⇒A v′
D, ρ ` If be Then e Else e′ =⇒A v′
LocR
D, ρ ` e =⇒A v D, ρ[v/x] ` e′ =⇒A v′
D, ρ ` let x = e in e′ =⇒A v′
FunR
D, ρ ` ei =⇒A vi, 1 ≤ i ≤ k
D, ρ[v1/x1, . . . , vk/xk] ` e =⇒A v
D, ρ ` F (e1, . . . , ek) =⇒A v F (x1, . . . , xk)⇐ e esta´ en D
Figura 6.2: Sema´ntica de evaluacio´n para Fpl, =⇒A.
expresiones booleanas con el operador Equal. Los juicios para evaluar expresiones booleanas
sera´n de la forma
D, ρ ` be =⇒B bv.
Tendremos que ρ ` 〈e,D〉 =⇒ v si y solo si D, ρ ` e =⇒A v. Las reglas sema´nticas
para la transicio´n =⇒A se muestran en la Figura 6.2, y las correspondientes a la transicio´n
=⇒B en la Figura 6.3.
La regla FunR indica que para evaluar F (e1, . . . , ek) primero hay que evaluar todos los
argumentos y despue´s evaluar el cuerpo de la definicio´n de F , en un entorno en el que los
para´metros formales se han ligado al valor del correspondiente para´metro actual. Este es
el mecanismo de paso de para´metros conocido como llamada por valor. Ma´s tarde veremos
otra alternativa denominada llamada por nombre.
Esta regla presenta un problema a la hora de implementarla. El mismo radica en
que el nu´mero de premisas no es fijo, dependiendo de la llamada a funcio´n concreta que
queramos evaluar, concretamente del nu´mero de argumentos que esta tenga. En Maude 2.0
no podemos escribir una regla de reescritura condicional con un nu´mero no determinado
de condiciones, a no ser que lo hicieramos utilizando una funcio´n definida al metanivel que
construyera las correspondientes reglas de reescritura cuando el nu´mero de condiciones
fuese concretado.
Sin embargo, tambie´n podemos resolver el problema si vemos la lista de para´metros
actuales como una nueva categor´ıa sinta´ctica de listas no vac´ıas de expresiones nume´ricas, y
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BCR
D, ρ ` T =⇒B T D, ρ ` F =⇒B F
BVarR
D, ρ ` bx =⇒B ρ(bx)
BOpR
D, ρ ` be =⇒B bv
D, ρ ` be′ =⇒B bv′
D, ρ ` be bop be′ =⇒B Ap(bop, bv, bv′)
NotR
D, ρ ` be =⇒B T
D, ρ ` Not be =⇒B F
D, ρ ` be =⇒B F
D, ρ ` Not be =⇒B T
EqR
D, ρ ` e =⇒A v
D, ρ ` e′ =⇒A v
D, ρ ` Equal(e, e′) =⇒B T
D, ρ ` e =⇒A v
D, ρ ` e′ =⇒A v′
D, ρ ` Equal(e, e′) =⇒B F v 6= v
′
Figura 6.3: Sema´ntica de evaluacio´n para expresiones booleanas, =⇒B.
escribimos una regla sema´ntica que evalu´e listas de expresiones. La regla FunR modificada
y la regla ExpLR para evaluar listas de expresiones son las siguientes:
FunR
D, ρ ` el =⇒A vl
D, ρ[vl/xl] ` e =⇒A v
D, ρ ` F (el) =⇒A v F (xl)⇐ e esta´ en D
ExpLR
D, ρ ` e =⇒A v D, ρ ` el =⇒A vl
D, ρ ` e, el =⇒A v, vl
La sema´ntica utiliza una funcio´n Ap para aplicar un operador binario a dos argumentos,
definida como en el mo´dulo AP de la Seccio´n 3.2.
Los entornos de variables y la funcio´n de modificacio´n de un entorno an˜adiendo ligadu-
ras o modificando ligaduras anteriores tambie´n se implementaron en el mo´dulo ENV de la
Seccio´n 3.2. En este caso habr´ıa que extender la operacio´n de modificacio´n para permitir
la inclusio´n de una lista de nuevas ligaduras.
El siguiente mo´dulo EVALUATION contiene las reglas de reescritura que representan la





subsorts Num Boolean NumList < Statement .
op _,_|-_ : Dec ENV Exp -> Statement [prec 40] .
op _,_|-_ : Dec ENV BExp -> Statement [prec 40] .
op _,_|-_ : Dec ENV ExpList -> Statement [prec 40] .
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vars D D’ : Dec .
var ro : ENV .
var n : Num .
var x : Var .
var bx : BVar .
var v v’ : Num .
var bv bv’ : Boolean .
var op : Op .
vars e e’ : Exp .
vars be be’ : BExp .
var bop : BOp .
var F : FunVar .
var el : ExpList .
var xl : VarList .
var vl : NumList .
*** Evaluation semantics for Fpl
rl [CR] : D,ro |- n => n .
rl [VarR] : D,ro |- x => ro(x) .
crl [OpR] : D,ro |- e op e’ => Ap(op,v,v’)
if D,ro |- e => v /\
D,ro |- e’ => v’ .
crl [IfR1] : D,ro |- If be Then e Else e’ => v
if D,ro |- be => T /\
D,ro |- e => v .
crl [IfR2] : D,ro |- If be Then e Else e’ => v’
if D,ro |- be => F /\
D,ro |- e’ => v’ .
crl [LocR] : D,ro |- let x = e in e’ => v’
if D,ro |- e => v /\
D,ro[v / x] |- e’ => v’ .
*** call-by-value
crl [FunR] : D,ro |- F(el) => v
if D,ro |- el => vl /\
F(xl)<= e & D’ := D /\
D,ro[vl / xl] |- e => v .
crl [ExpLR] : D,ro |- e, el => v, vl
if D,ro |- e => v /\
D,ro |- el => vl .
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*** Evaluation semantics for boolean expressions
rl [BCR1] : D,ro |- T => T .
rl [BCR2] : D,ro |- F => F .
rl [BVarR] : D,ro |- bx => ro(bx) .
crl [BOpR] : D,ro |- be bop be’ => Ap(bop,bv,bv’)
if D,ro |- be => bv /\
D,ro |- be’ => bv’ .
crl [NotR1] : D,ro |- Not be => F
if D,ro |- be => T .
crl [NotR2] : D,ro |- Not be => T
if D,ro |- be => F .
crl [EqR1] : D,ro |- Equal(e,e’) => T
if D,ro |- e => v /\
D,ro |- e’ => v .
crl [EqR2] : D,ro |- Equal(e,e’) => F
if D,ro |- e => v /\
D,ro |- e’ => v’ /\ v =/= v’ .
endm
Obse´rvese co´mo con la condicio´n F(xl)<= e & D’ := D en la regla FunR se extrae del
conjunto de declaraciones D la declaracio´n correspondiente a la funcio´n F. La resolucio´n
de la condicio´n mediante encaje de patrones, mo´dulo asociatividad y conmutatividad, liga
las variables xl, e y D’.
El mo´dulo EVALUATION es un mo´dulo admisible, directamente ejecutable en Maude 2.0.
A continuacio´n mostramos algunos ejemplos. En [Hen90] se ilustra esta sema´ntica utili-
zando como ejemplo el programa 〈Rem(3,5), D〉, donde D es la declaracio´n de la funcio´n
Rem(x, y) que devuelve el resto de la divisio´n entera de y entre x. El conjunto de declara-
ciones exDec1 incluye la declaracio´n de esta funcio´n, tal y como se hace en [Hen90, pa´gina
63]. El siguiente comando evalu´a el programa anterior:
Maude> rew exDec1, mt |- FV(’Rem)(s(s(s(0))), s(s(s(s(s(0)))))) .
rewrites: 240 in 0ms cpu (3ms real) (~ rewrites/second)
result Num: s(s(0))
Maude 2.0 tarda aproximadamente 3 milisegundos en reescribir el te´rmino en cuestio´n,
ciertamente muy simple, y tarda unos 1,5 segundos en calcular el factorial de 9:
Maude> rew exDec1, mt |- FV(’Fac)(s(s(s(s(s(s(s(s(s(0)))))))))) .
rewrites: 409612 in 0ms cpu (1421ms real) (~ rewrites/second)
result Num: 362880
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donde hemos adaptado la salida para mostrar el resultado en te´rminos de enteros ordina-
rios. La mayor parte de este tiempo se consume debido a las ecuaciones de la operacio´n
Ap. Si modificamos la sintaxis para poder utilizar el tipo predefinido Nat como subtipo de
Num, y utilizamos las operaciones predefinidas para definir la operacio´n Ap, la ganancia es
considerable, como muestran los siguientes ejemplos:
Maude> rew exDec1, mt |- FV(’Fac)(9) .
rewrites: 418 in 0ms cpu (5ms real) (~ rewrites/second)
result NzNat: 362880
Maude> rew exDec1, mt |- FV(’Fac)(42) .
rewrites: 1813 in 0ms cpu (27ms real) (~ rewrites/second)
result NzNat: 1405006117752879898543142606244511569936384000000000
Tambie´n podemos pedir a Maude que trace el proceso de reescritura, mostra´ndonos
en que´ orden se van aplicando las reglas. Para poder mostrar el resultado, solo podemos
trazar un ejemplo muy sencillo. La siguiente traza, modificada a mano para clarificar los
pasos, muestra co´mo se aplica la sema´ntica de evaluacio´n para calcular el factorial de 1. Los
nu´meros utilizados para numerar las aplicaciones de las reglas corresponden a los usados
para numerar los distintos juicios en el correspondiente a´rbol de derivacio´n mostrado en
la Figura 6.4. En este a´rbol hemos eliminado de cada juicio el conjunto de declaraciones
de funcio´n, pues es siempre el mismo en toda la prueba.
Maude> rew exDec1, mt |- FV(’Fac)(s(0)) .




*** rule VarR (2)
exDec1,V(’x) = s(0) |- V(’x)
--->
s(0)
*** rule CR (3)
exDec1,V(’x) = s(0) |- 0
--->
0
*** rule EqR2 (4)



























mt ` 1 =⇒A 1 (1)
x = 1 ` x =⇒A 1 (2)
x = 1 ` 0 =⇒A 0 (3)
x = 1 ` Eq(x, 0) =⇒B F (4)
x = 1 ` x =⇒A 1 (5)
x = 1 ` x =⇒A 1 (6)
x = 1 ` 1 =⇒A 1 (7)
x = 1 ` x− 1 =⇒A 0 (8)
x = 0 ` x =⇒A 0 (9)
x = 0 ` 0 =⇒A 0 (10)
x = 0 ` Eq(x, 0) =⇒B T (11) x = 0 ` 1 =⇒A 1
(12)
x = 0 ` If... =⇒A 1 (13)
x = 1 ` Fac(x− 1) =⇒A 1 (14)
x = 1 ` x ∗ Fac(x− 1) =⇒A 1 (15)
x = 1 ` If Eq(x, 0) Then 1 Else x ∗ Fac(x− 1) =⇒A 1 (16)
mt ` Fac(1) =⇒A 1 (17)
Figura 6.4: A´rbol de derivacio´n para Fac(1) (llamada por valor).
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*** rule VarR (5)
exDec1,V(’x) = s(0) |- V(’x)
--->
s(0)
*** rule VarR (6)
exDec1,V(’x) = s(0) |- V(’x)
--->
s(0)
*** rule CR (7)
exDec1,V(’x) = s(0) |- s(0)
--->
s(0)
*** rule OpR (8)
exDec1,V(’x) = s(0) |- V(’x) - s(0)
--->
Ap(-, s(0), s(0)) = 0
*** rule VarR (9)
exDec1,V(’x) = 0 |- V(’x)
--->
0
*** rule CR (10)
exDec1,V(’x) = 0 |- 0
--->
0
*** rule EqR1 (11)
exDec1,V(’x) = 0 |- Equal(V(’x), 0)
--->
T
*** rule CR (12)
exDec1,V(’x) = 0 |- s(0)
--->
s(0)
*** rule IfR1 (13)
exDec1,V(’x) = 0 |- If Equal(V(’x), 0) Then s(0)
Else V(’x) * FV(’Fac)(V(’x) - s(0))
--->
s(0)
*** rule FunR (14)
exDec1,V(’x) = s(0) |- FV(’Fac)(V(’x) - s(0))
--->
s(0)
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*** rule OpR (15)
exDec1,V(’x) = s(0) |- V(’x) * FV(’Fac)(V(’x) - s(0))
--->
Ap(*, s(0), s(0)) = s(0)
*** rule IfR2 (16)
exDec1,V(’x) = s(0) |- If Equal(V(’x), 0) Then s(0)
Else V(’x) * FV(’Fac)(V(’x) - s(0))
--->
s(0)




rewrites: 60 in 0ms cpu (199ms real) (~ rewrites/second)
result Num: s(0)
Antes dijimos que la regla FunR corresponde a una llamada por valor. La alternativa
llamada por nombre deja los para´metros sin evaluar y simplemente los sustituye direc-
tamente en el cuerpo de la definicio´n. La regla que describe este comportamiento es la
siguiente:
FunR′
D, ρ ` e[e1/x1, . . . , ek/xk] =⇒A v
D, ρ ` F (e1, . . . , ek) =⇒A v F (x1, . . . , xk)⇐ e esta´ en D
donde se utiliza un operador de sustitucio´n simulta´nea para sustituir, en la expresio´n e,
las variables x1, . . . , xk por las expresiones en los para´metros actuales, e1, . . . , ek.
La definicio´n de la operacio´n de sustitucio´n e[e′/v] tiene que tener en cuenta las pecu-
liaridades de las variables libres y ligadas, para evitar la captura de variables y de modo
que solo se sustituyan variables libres. Esta sustitucio´n puede tener que introducir varia-
bles nuevas que no aparezcan ni en e ni en e′. El siguiente mo´dulo funcional SUBSTITUTION
define esta operacio´n. En el caso de la sustitucio´n simulta´nea e[e1/x1, . . . , ek/xk], supo-
nemos que las variables que se sustituyen solo aparecen en e, por lo que se reduce a una
serie de sustituciones simples.
La operacio´n new, dado un conjunto (finito) de variables VS , devuelve una variable
que no esta´ en VS . Para obtener su valor se va probando con las variables z1, z2, etc.
hasta que se encuentra una variable que no pertenezca al conjunto. Una nueva variable se
necesita en el caso de una sustitucio´n sobre un let que declare una variable que aparezca
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op mt : -> VarSet .
subsort Var < VarSet .
op _U_ : VarSet VarSet -> VarSet [assoc comm id: mt] .
eq x U x = x . *** idempotency
*** FVar returns the set of free variables in an expression.
op FVar : Exp -> VarSet .
op FVar : BExp -> VarSet .
op FVar : ExpList -> VarSet .
op _in_ : Var VarSet -> Bool .
op _not-in_ : Var VarSet -> Bool .
op _\_ : VarSet VarSet -> VarSet .
op new : VarSet -> Var .
op new : VarSet Nat -> Var .
op newvar : Nat -> Var .
var n : Num .
vars x y x’ : Var .
vars e e’ e1 e2 : Exp .
var op : Op .
var F : FunVar .
var bx : BVar .
vars be be1 be2 : BExp .
var bop : BOp .
var el : ExpList .
vars VS VS’ : VarSet .
var N : Nat .
var xl : VarList .
eq FVar(n) = mt .
eq FVar(x) = x .
eq FVar(e1 op e2) = FVar(e1) U FVar(e2) .
eq FVar(If be Then e1 Else e2) = FVar(be) U FVar(e1) U FVar(e2) .
eq FVar(let x = e in e’) = (FVar(e’) \ x) U FVar(e) .
eq FVar(F(el)) = FVar(el) .
eq FVar(e,el) = FVar(e) U FVar(el) .
eq FVar(T) = mt .
eq FVar(F) = mt .
eq FVar(Not be) = FVar(be) .
eq FVar(be1 bop be2) = FVar(be1) U FVar(be2) .
eq FVar(bx) = mt .
eq FVar(Equal(e1,e2)) = FVar(e1) U FVar(e2) .
eq x in mt = false .
eq x in (y U VS) = (x == y) or (x in VS) .
eq x not-in VS = not (x in VS) .
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eq (mt \ VS’) = mt .
eq (y U VS) \ VS’ = if (y in VS’) then VS \ VS’
else y U (VS \ VS’) fi .
eq newvar(N) = V(qid("z" + string(N,10))) .
eq new(VS) = new(VS, 1) .
eq new(VS, N) = if newvar(N) not-in VS then newvar(N)
else new(VS, N + 1) fi .
*** substitution of an expression for a variable
op _[_/_] : Exp Exp Var -> Exp .
op _[_/_] : BExp Exp Var -> BExp .
op _[_/_] : ExpList Exp Var -> ExpList .
eq y [e’ / x] = if x == y then e’ else y fi .
eq n [e’ / x] = n .
eq (e1 op e2) [e’ / x] = (e1 [e’ / x]) op (e2 [e’ / x]) .
eq (If be Then e1 Else e2) [e’ / x] =
If (be[e’ / x]) Then (e1[e’ / x]) Else (e2[e’ / x]) .
eq (let x = e1 in e2) [e’ / x] = let x = (e1 [e’ / x]) in e2 .
ceq (let y = e1 in e2) [e’ / x] =
let y = (e1 [e’ / x]) in (e2 [e’ / x])
if x =/= y /\ y not-in FVar(e’) .
ceq (let y = e1 in e2) [e’ / x] =
let x’ = (e1 [e’ / x]) in ((e2[x’ / y]) [e’ / x])
if x =/= y /\ y in FVar(e’) /\
x’ := new(FVar(e’) U FVar(e2)) .
eq F(el) [e’ / x] = F(el [e’ / x]) .
eq (e, el) [e’ / x] = (e[e’ / x]), (el[e’ / x]) .
eq T [e’ / x] = T .
eq F [e’ / x] = F .
eq bx [e’ / x] = bx .
eq (be1 bop be2) [e’ / x] = (be1 [e’ / x]) bop (be2 [e’ / x]) .
eq (Not be) [e’ / x] = Not (be[e’ / x]) .
eq Equal(e1,e2) [e’ / x] = Equal(e1[e’ / x],e2[e’ / x]) .
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*** multiple simultaneous substitution
op _[_/_] : Exp ExpList VarList -> Exp .
eq e [e’, el / x, xl] = (e [e’ / x])[el / xl] .
endfm
Una vez definida la sustitucio´n, podemos escribir la regla de reescritura que implementa
la llamada por nombre:
*** call-by-name
crl [FunR’] : D,ro |- F(el) => v
if F(xl)<= e & D’ := D /\
D,ro |- (e[el / xl]) => v .
Podemos probar esta sema´ntica con el programa 〈Rem(3,5), D〉, evaluado por el si-
guiente comando:
Maude> rew exDec1, mt |- FV(’Rem)(s(s(s(0))), s(s(s(s(s(0)))))) .
rewrites: 234 in 0ms cpu (1ms real) (~ rewrites/second)
result Num: s(s(0))
Tambie´n podemos trazar el mismo ejemplo que trazamos en la pa´gina 126, para com-
probar co´mo afecta el cambio realizado al co´mputo de una expresio´n. El a´rbol de derivacio´n
correspondiente se muestra en la Figura 6.5.
Maude> rew exDec1, mt |- FV(’Fac)(s(0)) .








*** rule EqR2 (3)



























mt ` 1 =⇒A 1 (1)
mt ` 0 =⇒A 0 (2)
mt ` Eq(1, 0) =⇒B F (3)
mt ` 1 =⇒A 1 (4)
mt ` 1 =⇒A 1 (5)
mt ` 1 =⇒A 1 (6)
mt ` 1− 1 =⇒A 0 (7) mt ` 0 =⇒A 0
(8)
mt ` Eq(1− 1, 0) =⇒B T (9) mt ` 1 =⇒A 1
(10)
mt ` If Eq(1− 1, 0) Then 1 Else (1− 1) ∗ Fac((1− 1)− 1) =⇒A 1 (11)
mt ` Fac(1− 1) =⇒A 1 (12)
mt ` 1 ∗ Fac(1− 1) =⇒A 1 (13)
mt ` If Eq(1, 0) Then 1 Else 1 ∗ Fac(1− 1) =⇒A 1 (14)
mt ` Fac(1) =⇒A 1 (15)
Figura 6.5: A´rbol de derivacio´n para Fac(1) (llamada por nombre).
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*** rule OpR (7)
exDec1,mt |- s(0) - s(0)
--->
Ap(-, s(0), s(0)) = 0




*** rule EqR1 (9)
exDec1,mt |- Equal(s(0) - s(0), 0)
--->
T




*** rule IfR1 (11)
exDec1,mt |- If Equal(s(0) - s(0), 0) Then s(0) Else
(s(0) - s(0)) * FV(’Fac)((s(0) - s(0)) - s(0))
--->
s(0)
*** rule FunR’ (12)
exDec1,mt |- FV(’Fac)(s(0) - s(0))
--->
s(0)
*** rule OpR (13)
exDec1,mt |- s(0) * FV(’Fac)(s(0) - s(0))
--->
Ap(*, s(0), s(0)) = s(0)
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*** rule IfR2 (14)
exDec1,mt |- If Equal(s(0), 0) Then s(0)
Else s(0) * FV(’Fac)(s(0) - s(0))
--->
s(0)




rewrites: 65 in 0ms cpu (158ms real) (~ rewrites/second)
result Num: s(0)
6.1.2. Sema´ntica de computacio´n
En esta seccio´n veremos co´mo implementar en Maude una sema´ntica de computacio´n
(o paso corto) para Fpl que describe la secuencia de operaciones primitivas a la cual da
lugar la evaluacio´n de una expresio´n. Al igual que ocurre con la sema´ntica de evaluacio´n,
sera´n necesarios los entornos de variables y las declaraciones. Los juicios de esta sema´ntica
para evaluar expresiones nume´ricas y booleanas son
D, ρ ` e −→A v y D, ρ ` be −→B bv.
Las reglas sema´nticas que definen estos dos juicios se presentan en las Figuras 6.6 y
6.7, respectivamente.
Para la implementacio´n vamos a utilizar el mo´dulo FPL-SYNTAX presentado al comienzo
de la Seccio´n 6.1 aunque con algunas modificaciones. Para poder expresar con facilidad y
claridad la regla FunRc de la Figura 6.6 vamos a necesitar que el operador de construccio´n
de listas de expresiones tenga como elemento identidad la lista vac´ıa, como veremos a
continuacio´n:
subsort Exp < ExpList .
op nil : -> ExpList .
op _,_ : ExpList ExpList -> ExpList [assoc id: nil prec 30] .
Los mo´dulos AP, ENV y SUBSTITUTION se utilizan sin modificacio´n. El siguiente mo´dulo
COMPUTATION contiene la implementacio´n de las reglas sema´nticas. Obse´rvese como la
primera regla FunRc expresa la eleccio´n no determinista de uno de los argumentos para
ser reescrito, mediante un encaje de patrones de la lista de argumentos con el patro´n
el,e,el’ modulo asociatividad, conmutatividad y elemento neutro. Este patro´n incluye
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VarRc
D, ρ ` x −→A ρ(x)
OpRc
D, ρ ` v op v′ −→A Ap(op, v, v′)
D, ρ ` e −→A e′′
D, ρ ` e op e′ −→A e′′ op e′
D, ρ ` e′ −→A e′′
D, ρ ` e op e′ −→A e op e′′
IfRc
D, ρ ` be −→B be′
D, ρ ` If be Then e Else e′ −→A If be′ Then e Else e′
D, ρ ` If T Then e Else e′ −→A e D, ρ ` If F Then e Else e′ −→A e′
LocRc
D, ρ ` e −→A e′′
D, ρ ` let x = e in e′ −→A let x = e′′ in e′
D, ρ ` let x = v in e′ −→A e′[v/x]
FunRc
D, ρ ` ei −→A e′i
D, ρ ` F (e1, . . . , ei, . . . , ek) −→A F (e1, . . . , e′i, . . . , ek)
D, ρ ` F (v1, . . . , vk) −→A e[v1/x1, . . . , vk/xk] F (x1, . . . , xk)⇐ e esta´ en D
Figura 6.6: Sema´ntica de computacio´n para Fpl, −→A.
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BVarRc
D, ρ ` bx −→B ρ(bx)
BOpRc
D, ρ ` bv bop bv′ −→B Ap(bop, bv, bv′)
D, ρ ` be −→B be′′
D, ρ ` be bop be′ −→B be′′ bop be′
D, ρ ` be′ −→B be′′
D, ρ ` be bop be′ −→B be bop be′′
NotRc
D, ρ ` be −→B be′
D, ρ ` Not be −→B Not be′
D, ρ ` Not T −→B F D, ρ ` Not F −→B T
EqRc
D, ρ ` e −→A e′′
D, ρ ` Equal(e, e′) −→B Equal(e′′, e′)
D, ρ ` e′ −→A e′′
D, ρ ` Equal(e, e′) −→B Equal(e′, e′′)
v = v′
D, ρ ` Equal(v, v′) −→B T
v 6= v′
D, ρ ` Equal(v, v′) −→B F
Figura 6.7: Sema´ntica de computacio´n para expresiones booleanas, −→B.
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protecting SUBSTITUTION .
sort Statement .
subsorts Num Boolean < Statement .
op _,_|-_ : Dec ENV Exp -> Statement [prec 40] .
op _,_|-_ : Dec ENV BExp -> Statement [prec 40] .
vars D D’ : Dec .
var ro : ENV .
var x : Var .
var bx : BVar .
vars v v’ : Num .
vars bv bv’ : Boolean .
var op : Op .
vars e e’ e’’ : Exp .
vars el el’ : ExpList .
vars be be’ be’’ : BExp .
var xl : VarList .
var vl : NumList .
var bop : BOp .
var F : FunVar .
*** computation semantics for Fpl
rl [VarRc] : D,ro |- x => ro(x) .
rl [OpRc1] : D,ro |- v op v’ => Ap(op,v,v’) .
crl [OpRc2] : D,ro |- e op e’ => e’’ op e’
if D,ro |- e => e’’ .
crl [OpRc3] : D,ro |- e op e’ => e op e’’
if D,ro |- e’ => e’’ .
crl [IfRc1] : D,ro |- If be Then e Else e’ => If be’ Then e Else e’
if D,ro |- be => be’ .
rl [IfRc2] : D,ro |- If T Then e Else e’ => e .
rl [IfRc3] : D,ro |- If F Then e Else e’ => e’ .
crl [LocRc1] : D,ro |- let x = e in e’ => let x = e’’ in e’
if D,ro |- e => e’’ .
rl [LocRc2] : D,ro |- let x = v in e’ => e’[v / x] .
crl [FunRc1] : D,ro |- F(el,e,el’) => F(el,e’,el’)
if D,ro |- e => e’ .
crl [FunRc2] : D,ro |- F(vl) => e[vl / xl]
if F(xl)<= e & D’ := D .
*** computation semantics for boolean expressions
rl [BVarRc] : D,ro |- bx => ro(bx) .
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rl [BOpRc1] : D,ro |- bv bop bv’ => Ap(bop,bv,bv’) .
crl [BOpRc2] : D,ro |- be bop be’ => be’’ bop be’
if D,ro |- be => be’’ .
crl [BOpRc3] : D,ro |- be bop be’ => be bop be’’
if D,ro |- be’ => be’’ .
crl [NotRc1] : D,ro |- Not be => Not be’
if D,ro |- be => be’ .
rl [NotRc2] : D,ro |- Not T => F .
rl [NotRc3] : D,ro |- Not F => T .
crl [EqRc1] : D,ro |- Equal(e,e’) => Equal(e’’,e’)
if D,ro |- e => e’’ .
crl [EqRc2] : D,ro |- Equal(e,e’) => Equal(e,e’’)
if D,ro |- e’ => e’’ .
crl [EqRc3] : D,ro |- Equal(v,v’) => T
if v == v’ .
crl [EqRc4] : D,ro |- Equal(v,v’) => F
if v =/= v’ .
*** reflexive, transitive closure
op _,_|=_ : Dec ENV Exp -> Statement [prec 40] .
op _,_|=_ : Dec ENV BExp -> Statement [prec 40] .
rl [zero] : D,ro |= v => v . *** no step
crl [more] : D,ro |= e => v
if D,ro |- e => e’ *** one step
/\ D,ro |= e’ => v . *** all the rest
rl [zero] : D,ro |= bv => bv . *** no step
crl [more] : D,ro |= be => bv
if D,ro |- be => be’ *** one step
/\ D,ro |= be’ => bv . *** all the rest
endm
Hemos definido tambie´n el cierre transitivo y reflexivo de las transiciones −→A y −→B.
Obse´rvese que si hubie´ramos utilizado los mismos constructores _,_|-_ para los te´rminos
que aparecen a la izquierda de las reglas zero y more, estas reglas podr´ıan utilizarse para
intentar resolver la primera condicio´n de las reglas more, generando bucles infinitos. Hemos
evitado el problema utilizando los nuevos operadores _,_|=_. Esta es una te´cnica similar
a la que hemos utilizado en la Seccio´n 5.2 (pa´gina 111) al introducir operadores ficticios
para definir el cierre transitivo y reflexivo de las transiciones CCS.
Podemos utilizar esta implementacio´n de la sema´ntica de computacio´n para evaluar la
expresio´n Rem(3,5), considerada en la seccio´n anterior. Obse´rvese que se utiliza el cierre
transitivo y reflexivo _,_|=_. Si utilizaramos la relacio´n _,_|-_ solo conseguir´ıamos dar
un paso, ya que al aplicar una regla se obtiene una expresio´n, que no encaja con el lado
140 Cap´ıtulo 6. Otros lenguajes de programacio´n
izquierdo de ninguna regla. Este hecho tambie´n se muestra a continuacio´n:
Maude> rew exDec1, mt |= FV(’Rem)(s(s(s(0))), s(s(s(s(s(0)))))) .
rewrites: 181 in 0ms cpu (1ms real) (~ rewrites/second)
result Num: s(s(0))
Maude> rew exDec1, mt |- FV(’Fac)(s(s(s(s(0))))) .
rewrites: 19 in 0ms cpu (0ms real) (~ rewrites/second)
result Exp: If Equal(s(s(s(s(0)))), 0) Then s(0)
Else s(s(s(s(0)))) * FV(’Fac)(s(s(s(s(0)))) - s(0))
Podemos tambie´n observar de nuevo la traza producida al evaluar el factorial de 1.
Para simplificar solo mostraremos las transiciones de las relaciones −→A y −→B, y hemos
eliminado las aplicaciones de la regla zero (1 vez) y de la regla more (8 veces), al final de
la traza.




If Equal(s(0), 0) Then s(0) Else s(0) * FV(’Fac)(s(0)) - s(0))
*** rule EqRc4




exDec1,mt |- If Equal(s(0), 0) Then s(0) Else s(0) * FV(’Fac)(s(0) - s(0))
--->
If F Then s(0) Else s(0) * FV(’Fac)(s(0) - s(0))
*** rule IfRc3
exDec1,mt |- If F Then s(0) Else s(0) * FV(’Fac)(s(0) - s(0))
--->
s(0) * FV(’Fac)(s(0) - s(0))
*** rule OpRc1
exDec1,mt |- s(0) - s(0)
--->
Ap(-, s(0), s(0)) = 0
*** rule FunRc1
exDec1,mt |- FV(’Fac)(s(0) - s(0))
--->
FV(’Fac)(nil,0,nil)
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*** rule OpRc3






If Equal(0, 0) Then s(0) Else 0 * FV(’Fac)(0 - s(0))
*** rule OpRc3
exDec1,mt |- s(0) * FV(’Fac)(0)
--->
s(0) * (If Equal(0, 0) Then s(0) Else 0 * FV(’Fac)(0 - s(0)))
*** rule EqRc3




exDec1,mt |- If Equal(0, 0) Then s(0) Else 0 * FV(’Fac)(0 - s(0))
--->
If T Then s(0) Else (0).Num * FV(’Fac)(0 - s(0))
*** rule OpRc3
exDec1,mt |- s(0) * (If Equal(0, 0) Then s(0) Else 0 * FV(’Fac)(0 - s(0)))
--->
s(0) * (If T Then s(0) Else 0 * FV(’Fac)(0 - s(0)))
*** rule IfRc2








exDec1,mt |- s(0) * s(0)
--->
Ap(*, s(0), s(0)) = s(0)
rewrites: 68 in 0ms cpu (255ms real) (~ rewrites/second)
result Num: s(0)
Las reglas sema´nticas de la Figura 6.6 utilizan la sustitucio´n sinta´ctica de variables
por valores en una expresio´n. Pero los entornos fueron introducidos con el propo´sito de
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LocRc
D, ρ ` e −→A e′′
D, ρ ` let x = e in e′ −→A let x = e′′ in e′
D, ρ[v/x] ` e −→A e′
D, ρ ` let x = v in e −→A let x = v in e′
D, ρ ` let x = v in v′ −→A v′
FunRc
D, ρ ` ei −→A e′i
D, ρ ` F (e1, . . . , ei, . . . , ek) −→A F (e1, . . . , e′i, . . . , ek)
D, ρ ` F (v1, . . . , vk) −→A let x1 = v1 in . . . let xk = vk in e F (x1, . . . , xk)⇐ e esta´ en D
Figura 6.8: Modificacio´n de las reglas para no utilizar sustitucio´n.
almacenar las asociaciones entre variables y valores, por lo que podr´ıa ser preferible no
ocultar parte de esta misio´n con el uso de las sustituciones. Una forma de suprimir las
sustituciones es definir las reglas sema´nticas LocRc y FunRc como se hace en la Figura 6.8.
Las siguientes reglas de reescritura implementan estas nuevas reglas sema´nticas. Hemos
utilizado la operacio´n auxiliar buildLet para construir la expresio´n resultado en la segunda
regla FunRc.
op buildLet : VarList NumList Exp -> Exp .
eq buildLet(nil, nil, e) = e .
eq buildLet(x, v, e) = let x = v in e .
eq buildLet((x, xl), (v, vl), e) = let x = v in buildLet(xl, vl, e) .
crl [LocRc1] : D,ro |- let x = e in e’ => let x = e’’ in e’
if D,ro |- e => e’’ .
crl [LocRc2] : D,ro |- let x = v in e => let x = v in e’
if D,ro[v / x] |- e => e’ .
rl [LocRc3] : D,ro |- let x = v in v’ => v’ .
crl [FunRc1] : D,ro |- F(el,e,el’) => F(el,e’,el’)
if D,ro |- e => e’ .
crl [FunRc2] : D,ro |- F(vl) => buildLet(xl, vl, e)
if F(xl)<= e & D’ := D .
6.1.3. Ma´quina abstracta para Fpl
En esta seccio´n presentaremos una sema´ntica operacional concreta para Fpl basada en
una ma´quina abstracta. Obtenemos as´ı un inte´rprete formal del lenguaje que se ejecuta
en una ma´quina virtual. Los estados de esta ma´quina sera´n tuplas 〈S, env, C〉, donde S
es una pila de valores, env es un entorno (una lista finita de asociaciones entre variables
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1. Categor´ıas sinta´cticas
st ∈ States C ∈ Control
S ∈ Stack env ∈ Env
a ∈ Assoc cons ∈ Constants
F ∈ FunVar v ∈ Num
bv ∈ Boolean
2. Definiciones
st ::= 〈S, env, C〉
S ::= ε | v.S | bv.S
C ::= ε | e.C | cons.C
cons ::= op | bop | 〈x, e〉 | if(e, e′) | not | equal | F | pop
env ::= ε | a.env
a ::= (x, v) | (bx, bv) | (F, (x, e))
v ::= n
bv ::= T | F
Figura 6.9: Estados de la ma´quina abstracta para Fpl.
y valores, en este caso) y C es una secuencia de control. La sintaxis abstracta de estos
estados se muestra en la Figura 6.9.
Para describir el funcionamiento de la ma´quina es suficiente definir una relacio´n −→
entre estados,
〈S, env, C〉 −→ 〈S ′, env′, C ′〉.
Las reglas sema´nticas que definen esta relacio´n se muestran en las Figuras 6.10 y 6.11.
Las reglas Varm y Funm2 utilizan en sus premisas predicados como env, x ` v para
indicar que v es el valor al que la variable x esta´ ligada en el entorno env. No mostramos la
definicio´n obvia de estos predicados, que sera´n implementados por medio de las funciones
lookup en el mo´dulo ABS-MACHINE-SEMANTICS.
El siguiente mo´dulo funcional ABS-MACHINE-SYNTAX define la sintaxis de los estados
de la ma´quina abstracta.
fmod ABS-MACHINE-SYNTAX is
protecting AP .
*** states of the abstract machine for Fpl
sorts Constants Assoc Env Stack Control States .
op <_,_,_> : Stack Env Control -> States [prec 60] .
op mtS : -> Stack .
op _._ : Num Stack -> Stack .
op _._ : Boolean Stack -> Stack .
op mtC : -> Control .
op _._ : Exp Control -> Control [prec 50] .
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Opm1 〈S, env, e op e′.C〉 −→ 〈S, env, e.e′.op.C〉
〈S, env, be bop be′.C〉 −→ 〈S, env, be.be′.bop.C〉
Ifm1 〈S, env, If be Then e Else e′.C〉 −→ 〈S, env, be.if(e, e′).equal.C〉
Locm1 〈S, env, let x = e in e′.C〉 −→ 〈S, env, e.〈x, e′〉.C〉
Funm1 〈S, env, F (e).C〉 −→ 〈S, env, e.F.C〉
Notm1 〈S, env,Not be.C〉 −→ 〈S, env, be.not.C〉
Eqm1 〈S, env,Equal(e, e′).C〉 −→ 〈S, env, e.e′.equal.C〉
Figura 6.10: Reglas de ana´lisis para la ma´quina abstracta.
Opm2 〈v′.v.S, env, op.C〉 −→ 〈Ap(op, v, v′).S, env, C〉
〈bv′.bv.S, env, bop.C〉 −→ 〈Ap(bop, bv, bv′).S, env, C〉
Varm
env, x ` v
〈S, env, x.C〉 −→ 〈v.S, env, C〉
env, bx ` bv
〈S, env, bx.C〉 −→ 〈bv.S, env, C〉
Valm 〈S, env, v.C〉 −→ 〈v.S, env, C〉 〈S, env, bv.C〉 −→ 〈bv.S, env, C〉
Notm2 〈T.S, env, not.C〉 −→ 〈F.S, env, C〉 〈F.S, env, not.C〉 −→ 〈T.S, env, C〉
Eqm2
v = v′
〈v.v′.S, env, equal.C〉 −→ 〈T.S, env, C〉
v 6= v′
〈v.v′.S, env, equal.C〉 −→ 〈F.S, env, C〉
Ifm2 〈T.S, env, if(e, e′).C〉 −→ 〈S, env, e.C〉
〈F.S, env, if(e, e′).C〉 −→ 〈S, env, e′.C〉
Funm2
env, F ` (x, e)
〈v.S, env, F.C〉 −→ 〈S, (x, v).env, e.pop.C〉
Locm2 〈v.S, env, 〈x, e〉.C〉 −→ 〈S, (x, v).env, e.pop.C〉
Pop 〈S, (x, v).env, pop.C〉 −→ 〈S, env, C〉
Figura 6.11: Reglas de aplicacio´n para la ma´quina abstracta.
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op _._ : BExp Control -> Control [prec 50] .
op _._ : Constants Control -> Control [prec 50] .
subsort Op BOp < Constants .
op <_,_> : Var Exp -> Constants .
op if : Exp Exp -> Constants .
op not : -> Constants .
op equal : -> Constants .
op pop : -> Constants .
subsort FunVar < Constants .
op mtE : -> Env .
subsort Assoc < Env .
op _._ : Env Env -> Env [assoc id: mtE] .
op ‘(_,_‘) : Var Num -> Assoc .
op ‘(_,_‘) : BVar Boolean -> Assoc .
op ‘(_,_,_‘) : FunVar Var Exp -> Assoc .
endfm
El mo´dulo ABS-MACHINE-SEMANTICS implementa las reglas de ana´lisis y de aplicacio´n
de la ma´quina abstracta. Obse´rvese que las reglas en este mo´dulo no necesitan reescrituras




op lookup : Env Var -> Num .
op lookup : Env BVar -> Boolean .
op lookup : Env FunVar -> Constants .
vars x x’ : Var .
vars v v’ : Num .
vars bx bx’ : BVar .
vars bv bv’ : Boolean .
vars FV FV’ : FunVar .
vars e e’ : Exp .
var op : Op .
var bop : BOp .
var be be’ : BExp .
var env : Env .
var S : Stack .
var C : Control .
eq lookup((x’,v) . env, x) = if x == x’ then v else lookup(env,x) fi .
eq lookup((bx, bv) . env, x) = lookup(env, x) .
eq lookup((FV,x’,e) . env, x) = lookup(env, x) .
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eq lookup((x,v) . env, bx) = lookup(env,bx) .
eq lookup((bx’,bv) . env, bx) = if bx == bx’ then bv else lookup(env,bx) fi .
eq lookup((FV,x’,e) . env, bx) = lookup(env,bx) .
eq lookup((x,v) . env, FV) = lookup(env,FV) .
eq lookup((bx’,bv) . env, FV) = lookup(env,FV) .
eq lookup((FV’,x’,e) . env, FV) =
if FV == FV’ then < x’, e > else lookup(env,FV) fi .
*** Analysis rules for the abstract machine
rl [Opm1] : < S, env, e op e’ . C > => < S, env, (e . e’ . op . C) > .
rl [Opm1’] : < S, env, be bop be’ . C > => < S, env, be . be’ . bop . C > .
rl [Notm1] : < S, env, Not be . C > => < S, env, be . not . C > .
rl [Eqm1] : < S, env, Equal(e,e’) . C > => < S, env, e . e’ . equal . C > .
rl [Ifm1] : < S, env, If be Then e Else e’ . C >
=> < S, env, be . if(e,e’) . C > .
rl [Funm1] : < S, env, FV(e) . C > => < S, env, e . FV . C > .
rl [Locm1] : < S, env, let x = e in e’ . C > => < S, env, e . < x, e’ > . C > .
*** Application rules for the abstract machine
rl [Opm2] : < v’ . v . S, env, op . C > => < Ap(op, v, v’) . S, env, C > .
rl [Opm2’] : < bv’ . bv . S, env, bop . C >
=> < Ap(bop, bv, bv’) . S, env, C > .
crl [Varm] : < S, env, x . C > => < v . S, env, C >
if v := lookup(env, x) .
crl [Varm’] : < S, env, bx . C > => < bv . S, env, C >
if bv := lookup(env, bx) .
rl [Valm] : < S, env, v . C > => < v . S, env, C > .
rl [Valm’] : < S, env, bv . C > => < bv . S, env, C > .
rl [Notm2] : < T . S, env, not . C > => < F . S, env, C > .
rl [Notm2’] : < F . S, env, not . C > => < T . S, env, C > .
crl [Eqm2] : < v . v’ . S, env, equal . C > => < T . S, env, C > if v == v’ .
crl [Eqm2’] : < v . v’ . S, env, equal . C > => < F . S, env, C > if v =/= v’ .
rl [Ifm2 ] : < T . S, env, if(e,e’) . C > => < S, env, e . C > .
rl [Ifm2’] : < F . S, env, if(e,e’) . C > => < S, env, e’ . C > .
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crl [Funm2] : < v . S, env, FV . C > => < S, (x, v) . env, e . pop . C >
if < x, e > := lookup(env,FV) .
rl [Locm2] : < v . S, env, < x, e > . C > => < S, (x,v) . env, e . pop . C > .
rl [Pop] : < S, (x,v) . env, pop . C > => < S, env, C > .
endm
Calculando el factorial de 1 podemos ver co´mo funciona la ma´quina abstracta. Las
reescrituras en esta sema´ntica son completamente deterministas, ya que no hay reescrituras
en las condiciones, no hay dos reglas con la misma parte izquierda, y todas las reescrituras
se hacen al nivel ma´s alto. Por eso hemos modificado la traza producida por Maude, para
mostrar esta secuencialidad. Adema´s, hemos escrito dec1 en vez de la declaracio´n completa
de la funcio´n Fac, que s´ı mostramos en el comando rew introducido en Maude.
Maude> rew < mtS, (FV(’Fac), V(’x), If Equal(V(’x),0) Then s(0)
Else V(’x) * FV(’Fac)(V(’x) - s(0))),
FV(’Fac)(s(0)) . mtC > .
< mtS, dec1, FV(’Fac)(s(0)) . mtC >
---> *** rule Funm1
< mtS, dec1, s(0) . FV(’Fac) . mtC >
---> *** rule Valm
< s(0) . mtS, dec1, FV(’Fac) . mtC >
---> *** rule Funm2
< mtS, (V(’x),s(0)) . dec1, If Equal(V(’x), 0) Then s(0)
Else V(’x) * FV(’Fac)(V(’x) - s(0)) . pop . mtC >
---> *** rule Ifm1
< mtS, (V(’x),s(0)) . dec1, Equal(V(’x), 0) . if(s(0), V(’x) *
FV(’Fac)(V(’x) - s(0))) . pop . mtC >
---> *** rule Eqm1
< mtS, (V(’x),s(0)) . dec1, V(’x) . 0 . equal . if(s(0), V(’x) *
FV(’Fac)(V(’x) - s(0))) . pop . mtC >
---> *** rule Varm
< s(0) . mtS, (V(’x),s(0)) . dec1, 0 . equal . if(s(0), V(’x) *
FV(’Fac)(V(’x) - s(0))) . pop . mtC >
---> *** rule Valm
< 0 . s(0) . mtS, (V(’x),s(0)) . dec1, equal . if(s(0), V(’x) *
FV(’Fac)(V(’x) - s(0))) . pop . mtC >
---> *** rule Eqm2’
< F . mtS, (V(’x),s(0)) . dec1, if(s(0), V(’x) * FV(’Fac)(V(’x) - s(0))) .
pop . mtC >
---> *** rule Ifm2’
< mtS, (V(’x),s(0)) . dec1, V(’x) * FV(’Fac)(V(’x) - s(0)) . pop . mtC >
---> *** rule Opm1
< mtS, (V(’x),s(0)) . dec1, V(’x) . FV(’Fac)(V(’x) - s(0)) . * . pop . mtC >
---> *** rule Varm
< s(0) . mtS, (V(’x),s(0)) . dec1, FV(’Fac)(V(’x) - s(0)) . * . pop . mtC >
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---> *** rule Funm1
< s(0) . mtS, (V(’x),s(0)) . dec1, V(’x) - s(0) . FV(’Fac) . * . pop . mtC >
---> *** rule Opm1
< s(0) . mtS,(V(’x),s(0)) . dec1, V(’x) . s(0) . - . FV(’Fac) . * . pop . mtC >
---> *** rule Varm
< s(0) . s(0) . mtS, (V(’x),s(0)) . dec1, s(0) . - . FV(’Fac) . * . pop . mtC >
---> *** rule Valm
< s(0) . s(0) . s(0) . mtS, (V(’x),s(0)) . dec1, - . FV(’Fac) . * . pop . mtC >
---> *** rule Opm2
< 0 . s(0) . mtS, (V(’x),s(0)) . dec1, FV(’Fac) . * . pop . mtC >
---> *** rule Funm2
< s(0) . mtS, (V(’x),0) . (V(’x),s(0)) . dec1, If Equal(V(’x), 0) Then
s(0) Else V(’x) * FV(’Fac)(V(’x) - s(0)) . pop . * . pop . mtC >
---> *** rule Ifm1
< s(0) . mtS, (V(’x),0) . (V(’x),s(0)) . dec1, Equal(V(’x), 0) .
if(s(0), V(’x) * FV(’Fac)(V(’x) - s(0))) . pop . * . pop . mtC >
---> *** rule Eqm1
< s(0) . mtS, (V(’x),0) . (V(’x),s(0)) . dec1, V(’x) . 0 . equal .
if(s(0), V(’x) * FV(’Fac)(V(’x) - s(0))) . pop . * . pop . mtC >
---> *** rule Varm
< 0 . s(0) . mtS, (V(’x),0) . (V(’x),s(0)) . dec1, 0 .
equal . if(s(0), V(’x) * FV(’Fac)(V(’x) - s(0))) . pop . * . pop . mtC >
---> *** rule Valm
< 0 . 0 . s(0) . mtS, (V(’x),0) . (V(’x),s(0)) . dec1, equal .
if(s(0), V(’x) * FV(’Fac)(V(’x) - s(0))) . pop . * . pop . mtC >
---> *** rule Eqm2
< T . s(0) . mtS, (V(’x),0) . (V(’x),s(0)) . dec1, if(s(0), V(’x) *
FV(’Fac)(V(’x) - s(0))) . pop . * . pop . mtC >
---> *** rule Ifm2
< s(0) . mtS, (V(’x),0) . (V(’x),s(0)) . dec1, s(0) . pop . * . pop . mtC >
---> *** rule Valm
< s(0) . s(0) . mtS, (V(’x),0) . (V(’x),s(0)) . dec1, pop . * . pop . mtC >
---> *** rule Pop
< s(0) . s(0) . mtS, (V(’x),s(0)) . dec1, * . pop . mtC >
---> *** rule Opm2
< s(0) . mtS, (V(’x),s(0)) . dec1, pop . mtC >
---> *** rule Pop
< s(0) . mtS, dec1, mtC >
rewrites: 55 in 0ms cpu (152ms real) (~ rewrites/second)
result States: < s(0) . mtS, dec1, mtC >
6.2. El lenguaje WhileL
En esta seccio´n presentamos dos sema´nticas operacionales (de evaluacio´n y de com-
putacio´n) para un lenguaje de programacio´n imperativo simple denominado WhileL en
[Hen90]. Un programa es una secuencia de comandos, cada uno de los cuales puede mo-
dificar la memoria, vista como una coleccio´n de direcciones donde se almacenan valores.
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1. Categor´ıas sinta´cticas
p ∈ Prog C ∈ Com
op ∈ Op bop ∈ BOp
e ∈ Exp x ∈ Var




C ::= skip | x := e | C ′;C ′′ | If be Then C ′ Else C ′′ |While be Do C ′
op ::= + | − | ∗
e ::= n | x | e′ op e′′
bop ::= And | Or
be ::= bx | T | F | be′ bop be′′ | Not be′ | Equal(e, e′)
Figura 6.12: Sintaxis abstracta de WhileL.
La sintaxis abstracta del lenguaje WhileL se muestra en la Figura 6.12, y se implementa
en el mo´dulo WHILE-SYNTAX. Obse´rvese que la estructura de la signatura corresponde a la
estructura de la grama´tica que define la sintaxis abstracta del lenguaje.
fmod WHILE-SYNTAX is
protecting QID .
sorts Var Num Op Exp BVar Boolean BOp BExp Com Prog .
op V : Qid -> Var .
subsort Var < Exp .
subsort Num < Exp .
op 0 : -> Num .
op s : Num -> Num .
ops + - * : -> Op .
op ___ : Exp Op Exp -> Exp [prec 20] .
op BV : Qid -> BVar .
subsort BVar < BExp .
subsort Boolean < BExp .
ops T F : -> Boolean .
ops And Or : -> BOp .
op ___ : BExp BOp BExp -> BExp [prec 20] .
op Not_ : BExp -> BExp [prec 15] .
op Equal : Exp Exp -> BExp .
op skip : -> Com .
op _:=_ : Var Exp -> Com [prec 30] .
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op _;_ : Com Com -> Com [assoc prec 40] .
op If_Then_Else_ : BExp Com Com -> Com [prec 50] .
op While_Do_ : BExp Com -> Com [prec 60] .
subsort Com < Prog .
endfm
6.2.1. Sema´ntica de evaluacio´n
La sema´ntica de evaluacio´n de WhileL viene dada por tres relaciones: =⇒A, =⇒B y
=⇒C , correspondientes a cada una de las categor´ıas sinta´cticas Exp, BExp y Com. Tam-
bie´n se utilizan entornos para guardar el valor de las variables. Sin embargo, aqu´ı las
variables juegan un papel muy diferente al que jugaban en el lenguaje Fpl ; ahora repre-
sentan direcciones de memoria y, como dijimos antes, el co´mputo procede modificando el
contenido de esta memoria.
La relacio´n de evaluacio´n =⇒A para expresiones nume´ricas toma un par formado por
una expresio´n y una memoria y devuelve un valor, resultado de evaluar la expresio´n sobre la
memoria. Lo mismo ocurre con la relacio´n =⇒B para expresiones booleanas. Su definicio´n
se muestra en la Figura 6.13.





subsorts Num Boolean < Statement .
op <_,_> : Exp ENV -> Statement .
op <_,_> : BExp ENV -> Statement .
var n : Num .
var x : Var .
var st : ENV .
vars e e’ : Exp .
var op : Op .
vars v v’ : Num .
var bx : BVar .
vars bv bv’ : Boolean .
var bop : BOp .
vars be be’ : BExp .
*** Evaluation semantics for expressions
rl [CR] : < n, st > => n .
rl [VarR] : < x, st > => st(x) .
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CR
(n, s) =⇒A n
VarR
(x, s) =⇒A s(x)
OpR
(e, s) =⇒A v (e′, s) =⇒A v′
(e op e′, s) =⇒A Ap(op, v, v′)
BCR
(T, s) =⇒B T (F, s) =⇒B F
BVarR
(bx, s) =⇒B s(bx)
BOpR
(be, s) =⇒B bv
(be′, s) =⇒B bv′
(be bop be′, s) =⇒B Ap(bop, bv, bv′)
EqR
(e, s) =⇒A v
(e′, s) =⇒A v
(Equal(e, e′), s) =⇒B T
(e, s) =⇒A v
(e′, s) =⇒A v′
(Equal(e, e′), s) =⇒B F v 6= v
′
NotR
(be, s) =⇒B T
(Not be, s) =⇒B F
(be, s) =⇒B F
(Not be, s) =⇒B T
Figura 6.13: Sema´ntica de evaluacio´n para WhileL, =⇒A y =⇒B.
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crl [OpR] : < e op e’, st > => Ap(op,v,v’)
if < e, st > => v /\
< e’, st > => v’ .
rl [BCR1] : < T, st > => T .
rl [BCR2] : < F, st > => F .
rl [BVarR] : < bx, st > => st(bx) .
crl [OpR] : < be bop be’, st > => Ap(bop,bv,bv’)
if < be, st > => bv /\
< be’, st > => bv’ .
crl [EqR1] : < Equal(e,e’), st > => T
if < e, st > => v /\
< e’, st > => v .
crl [EqR2] : < Equal(e,e’), st > => F
if < e, st > => v /\
< e’, st > => v’ /\ v =/= v’ .
crl [Not1] : < Not be, st > => F
if < be, st > => T .
crl [Not2] : < Not be, st > => T
if < be, st > => F .
endm
La relacio´n de evaluacio´n para instrucciones =⇒C toma un par formado por una ins-
truccio´n y una memoria y devuelve una nueva memoria. Intuitivamente, la memoria de-
vuelta es el resultado de modificar la memoria inicial por medio de la instruccio´n ejecutada.
As´ı, un juicio
(C, s) =⇒C s′
significa que cuando se ejecuta la instruccio´n C sobre la memoria s, la ejecucio´n termina
y el estado final de la memoria es s′. La definicio´n de esta relacio´n se muestra en la
Figura 6.14, mientras que el mo´dulo EVALUATION-WHILE implementa la relacio´n =⇒C .
mod EVALUATION-WHILE is
protecting EVALUATION-EXP .
subsort ENV < Statement .
op <_,_> : Com ENV -> Statement .
var x : Var .
vars st st’ st’’ : ENV .
var e : Exp .
var v : Num .
var be : BExp .
vars C C’ : Com .
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SkipR
(skip, s) =⇒C s
AsR
(e, s) =⇒A v
(x := e, s) =⇒C s[v/x]
ComR
(C, s) =⇒C s′
(C ′, s′) =⇒C s′′
C;C ′ =⇒C s′′
IfR
(be, s) =⇒B T
(C, s) =⇒C s′
(If be Then C Else C ′, s) =⇒C s′
(be, s) =⇒B F
(C ′, s) =⇒C s′
(If be Then C Else C ′, s) =⇒C s′
WhileR
(be, s) =⇒B F
(While be Do C, s) =⇒C s
(be, s) =⇒B T
(C ′;While be Do C, s) =⇒C s′
(While be Do C, s) =⇒C s′
Figura 6.14: Sema´ntica de evaluacio´n para WhileL, =⇒C .
*** Evaluation semantics for WhileL
crl [AsR] : < x := e, st > => st[v / x]
if < e, st > => v .
rl [SkipR] : < skip, st > => st .
crl [IfR1] : < If be Then C Else C’, st > => st’
if < be, st > => T /\
< C, st > => st’ .
crl [IfR2] : < If be Then C Else C’, st > => st’
if < be, st > => F /\
< C’, st > => st’ .
crl [ComR] : < C ; C’, st > => st’’
if < C, st > => st’ /\
< C’, st’ > => st’’ .
crl [WhileR1] : < While be Do C, st > => st
if < be, st > => F .
crl [WhileR2] : < While be Do C, st > => st’
if < be, st > => T /\
< C ; (While be Do C), st > => st’ .
endm
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Como ejemplo de aplicacio´n de estas reglas consideraremos el siguiente programa
z := 0 ;
While Not (Equal(x, 0)) Do
z := z + y ;
x := x− 1
que calcula el producto x ∗ y y guarda el resultado en z. Lo ejecutamos comenzando con
una memoria s en la que s(x) = 2, s(y) = 3 y s(z) = 1.
Maude> rew
< V(’z) := 0 ;
(While Not Equal(V(’x), 0) Do
V(’z) := V(’z) + V(’y) ;
V(’x) := V(’x) - s(0)),
V(’x) = s(s(0)) V(’y) = s(s(s(0))) V(’z) = s(0) > .
rewrites: 267 in 0ms cpu (630ms real) (~ rewrites/second)
result ENV: V(’x) = 0 V(’y) = s(s(s(0))) V(’z) = s(s(s(s(s(s(0))))))
6.2.2. Sema´ntica de computacio´n
Las instrucciones ba´sicas de WhileL son las asignaciones, que modifican una memoria
modificando el valor asociado a una variable. Una sema´ntica de computacio´n para WhileL
debe describir las operaciones ba´sicas que cada instruccio´n puede realizar e indicar un
orden entre ellas. El juicio
(C, s) −→C (C ′, s′)
significa que la instruccio´n C puede ejecutar una operacio´n ba´sica, que cambia la memoria
de s a s′, siendo C ′ el resto que todav´ıa queda por ejecutarse de la instruccio´n C.
En esta seccio´n asumimos que no estamos interesados en indicar co´mo se computan
las expresiones nume´ricas y booleanas, por lo que no definiremos relaciones −→A y −→B,
utilizando en su lugar las relaciones de evaluacio´n =⇒A y =⇒B de la seccio´n anterior.
Las reglas que definen la relacio´n −→C para instrucciones se muestran en la Figura 6.15,
donde (C, s)
√
indica que la ejecucio´n de la instruccio´n C ha terminado. La definicio´n del
predicado de terminacio´n
√
se muestra en la Figura 6.16.
La implementacio´n de estas reglas sema´nticas se muestra a continuacio´n en el mo´dulo
COMPUTATION-WHILE. El predicado de terminacio´n se ha implementado mediante reglas
que reescriben un par formado por una instruccio´n y una memoria a la constante Tick.
El uso de reglas de reescritura, y no de ecuaciones, es necesario ya que la definicio´n del
predicado hace uso de transiciones en las premisas de las reglas IfRt de la Figura 6.16.
mod COMPUTATION-WHILE is
protecting EVALUATION-EXP .
op <_,_> : Com ENV -> Statement .
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AsRc
(e, s) =⇒A v
(x := e, s) −→C (skip, s[v/x])
ComRc
(C, s) −→C (C ′′, s′)
(C;C ′, s) −→C (C ′′;C ′, s′)
(C, s)
√
(C ′, s) −→C (C ′′, s′)
(C;C ′, s) −→C (C ′′, s′)
IfRc
(be, s) =⇒B T (C, s) −→C (C ′′, s′)
(If be Then C Else C ′, s) −→C (C ′′, s′)
(be, s) =⇒B F (C ′, s) −→C (C ′′, s′)
(If be Then C Else C ′, s) −→C (C ′′, s′)
WhileRc
(be, s) =⇒B F
(While be Do C, s) −→C (skip, s)
(be, s) =⇒B T
(While be Do C, s) −→C (C;While be Do C, s)












(be, s) =⇒B T (C, s)
√
(If be Then C Else C ′, s)
√
(be, s) =⇒B F (C ′, s)
√
(If be Then C Else C ′, s)
√
Figura 6.16: Predicado de terminacio´n para WhileL.
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sort Statement2 .
op ‘(_,_‘) : Com ENV -> Statement2 .
op Tick : -> Statement2 .
var x : Var .
vars st st’ : ENV .
var e : Exp .
var v : Num .
var be : BExp .
vars C C’ C’’ : Com .
*** Computation semantics for WhileL
crl [AsRc] : < x := e, st > => < skip, st[v / x] >
if < e, st > => v .
crl [IfRc1] : < If be Then C Else C’, st > => < C’’, st’ >
if < be, st > => T /\
< C, st > => < C’’, st’ > /\ C =/= C’’ .
crl [IfRc2] : < If be Then C Else C’, st > => < C’’, st’ >
if < be, st > => F /\
< C’, st > => < C’’, st’ > /\ C’ =/= C’’ .
crl [ComRc1] : < C ; C’, st > => < C’’ ; C’, st’ >
if < C, st > => < C’’, st’ > /\ C =/= C’’ .
crl [ComRc2] : < C ; C’, st > => < C’’, st’ >
if ( C, st ) => Tick /\
< C’, st > => < C’’, st’ > /\ C’ =/= C’’ .
crl [WhileRc1] : < While be Do C, st > => < skip, st >
if < be, st > => F .
crl [WhileRc2] : < While be Do C, st > => < C ; (While be Do C), st >
if < be, st > => T .
*** Termination predicate for WhileL
rl [Skipt] : ( skip, st ) => Tick .
crl [IfRt1] : ( If be Then C Else C’, st ) => Tick
if < be, st > => T /\
( C, st ) => Tick .
crl [IfRt2] : ( If be Then C Else C’, st ) => Tick
if < be, st > => F /\
( C’, st ) => Tick .
crl [ComRt] : ( C ; C’, st ) => Tick
if ( C, st ) => Tick /\
( C’, st ) => Tick .
endm









C ::= skip | x := e | C ′;C ′′ | if GC fi | do GC od
GC ::= be→ C | GC ′ 2 GC ′′
Figura 6.17: Sintaxis abstracta de GuardL.
Podemos ejecutar el programa ejemplo de la seccio´n anterior.
Maude> rew
< V(’z) := 0 ;
(While Not Equal(V(’x),0) Do
V(’z) := V(’z) + V(’y) ;
V(’x) := V(’x) - s(0)),
V(’x) = s(s(0)) V(’y) = s(s(s(0))) V(’z) = s(0) > .
rewrites: 299 in 0ms cpu (826ms real) (~ rewrites/second)
result Statement:
< skip, V(’x) = 0 V(’y) = s(s(s(0))) V(’z) = s(s(s(s(s(s(0)))))) >
6.2.3. El lenguaje GuardL
En [Hen90] se presenta tambie´n una generalizacio´n del lenguaje WhileL que permite no
determinismo, denominada GuardL. Este lenguaje fue definido originalmente por Dijkstra
en [Dij76], donde se presentaba como un lenguaje conveniente para el desarrollo de pro-
gramas y su verificacio´n. El no determinismo se consideraba muy u´til, ya que permit´ıa al
disen˜ador del programa delegar ciertas decisiones al implementador o compilador.
La sintaxis abstracta del lenguaje GuardL se muestra en la Figura 6.17. Aparece una
nueva categor´ıa sinta´ctica de instrucciones guardadas, cuyos elementos tienen la forma
general
be1 → C1 2 . . . 2 bek → Ck.
El siguiente mo´dulo implementa la sintaxis de GuardL teniendo la misma estructura
que la correspondiente grama´tica.
fmod GUARDL-SYNTAX is
protecting QID .
sorts Var Num Op Exp BVar Boolean BOp BExp Com GuardCom Prog .
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op V : Qid -> Var .
subsort Var < Exp .
subsort Num < Exp .
op z : -> Num .
op s : Num -> Num .
ops + - * : -> Op .
op ___ : Exp Op Exp -> Exp [prec 20] .
op BV : Qid -> BVar .
subsort BVar < BExp .
subsort Boolean < BExp .
ops T F : -> Boolean .
ops And Or : -> BOp .
op ___ : BExp BOp BExp -> BExp [prec 20] .
op Not_ : BExp -> BExp [prec 15] .
op Equal : Exp Exp -> BExp .
op skip : -> Com .
op _:=_ : Var Exp -> Com [prec 30] .
op _;_ : Com Com -> Com [assoc prec 40] .
op if_fi : GuardCom -> Com [prec 50] .
op do_od : GuardCom -> Com [prec 60] .
op _->_ : BExp Com -> GuardCom [prec 42] .
op _[]_ : GuardCom GuardCom -> GuardCom [assoc prec 45] .
subsort Com < Prog .
endfm
Se dice que la expresio´n booleana bei guarda a la instruccio´n Ci correspondiente, que
solo se ejecutara´ si el control “pasa a trave´s de la guarda bei”, es decir, esta se evalu´a a
cierto. En la instruccio´n if GC fi, solo se ejecutara´ una de las instrucciones asociada a una
guarda cierta. Si ninguna de las guardas es cierta, se considera que se ha producido un
error de ejecucio´n. De la misma forma, la instruccio´n do GC od es una generalizacio´n de la
instruccio´n While. La instruccio´n guardada GC se ejecuta de forma repetida, mientras al
menos una de las guardas sea cierta. La terminacio´n tiene lugar cuando todas las guardas
son falsas. Estas ideas intuitivas se formalizan en la sema´ntica de computacio´n de la
Figura 6.18, que define dos relaciones de transicio´n, −→C y −→GC , y utiliza la sema´ntica
de evaluacio´n de la Figura 6.13 para las expresiones aritme´ticas y booleanas.
Para formalizar el hecho de que todas las guardas booleanas de una instruccio´n guar-
dada son falsas, se necesita un predicado de fallo. Este se define de forma inductiva en la
Figura 6.19. Tambie´n se utiliza un predicado de terminacio´n, como en el caso de WhileL,
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AsRc
(e, s) =⇒A v
(x := e, s) −→C (skip, s[v/x])
ComRc
(C, s) −→C (C ′′, s′)
(C;C ′, s) −→C (C ′′;C ′, s′)
(C, s)
√
(C ′, s) −→C (C ′′, s′)
(C;C ′, s) −→C (C ′′, s′)
IfRc
(GC, s) −→GC (C, s)
(if GC fi, s) −→C (C, s)
DoRc
(GC, s) −→GC (C, s)
(do GC od, s) −→C (C; do GC od, s)
(GC, s) fails
(do GC od, s) −→C (skip, s)
GCRc1
(be, s) =⇒B T
(be→ C, s) −→GC (C, s)
GCRc2
(GC1, s) −→GC (C, s)
(GC1 2 GC2, s) −→GC (C, s)
(GC2, s) −→GC (C, s)
(GC1 2 GC2, s) −→GC (C, s)
Figura 6.18: Sema´ntica de computacio´n para GuardL, −→C y −→GC .
Skipt
(be, s) =⇒B F
(be→ C, s) fails
ComRt
(GC, s) fails (GC ′, s) fails
(GC 2 GC ′, s) fails
Figura 6.19: Predicado de fallo para GuardL.
aunque en este caso es au´n ma´s sencillo, y se define en la Figura 6.20.






op <_,_> : Com ENV -> Statement .
op <_,_> : GuardCom ENV -> Statement .
sort Statement2 .
op ‘(_,_‘) : Com ENV -> Statement2 .
op Tick : -> Statement2 .
op ‘(_,_‘) : GuardCom ENV -> Statement2 .
op fails : -> Statement2 .











Figura 6.20: Predicado de terminacio´n para GuardL.
var x : Var .
vars st st’ : ENV .
var e : Exp .
var op : Op .
vars v v’ : Num .
var be : BExp .
vars C C’ C’’ : Com .
vars GC GC’ : GuardCom .
*** Computation semantics for GuardL
crl [AsRc] : < x := e, st > => < skip, st[v / x] >
if < e, st > => v .
crl [ifRc] : < if GC fi, st > => < C, st >
if < GC, st > => < C, st > .
crl [ComRc1] : < C ; C’, st > => < C’’ ; C’, st’ >
if < C, st > => < C’’, st’ > /\ C =/= C’’ .
crl [ComRc2] : < C ; C’, st > => < C’’, st’ >
if ( C, st ) => Tick /\
< C’, st > => < C’’, st’ > /\ C’ =/= C’’ .
crl [doRc1] : < do GC od, st > => < C ; (do GC od), st >
if < GC, st > => < C, st > .
crl [doRc2] : < do GC od, st > => < skip, st >
if ( GC, st ) => fails .
crl [GCRc1] : < be -> C, st > => < C, st >
if < be, st > => T .
crl [GCRc2] : < GC [] GC’, st > => < C, st >
if < GC, st > => < C, st > .
crl [GCRc2] : < GC [] GC’, st > => < C, st >
if < GC’, st > => < C, st > .
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*** Failure predicate for GuardL
crl [IfRf1] : ( be -> C, st ) => fails
if < be, st > => F .
crl [IfRf2] : ( GC [] GC’, st ) => fails
if ( GC, st ) => fails /\
( GC’, st ) => fails .
*** Termination predicate for GuardL
rl [Skipt] : ( skip, st ) => Tick .
crl [ComRt] : ( C ; C’, st ) => Tick
if ( C, st ) => Tick /\
( C’, st ) => Tick .
endm
Los predicados de fallo y terminacio´n tambie´n se han implementado mediante reglas,
como en la seccio´n anterior. Sin embargo, en este caso, no es necesario utilizar reglas
de reescritura para el predicado de terminacio´n, ya que las u´nicas reescrituras en las
condiciones son las propias que definen el predicado. As´ı, podemos definir este predicado
mediante una operacio´n booleana, aunque especificando solo los casos verdaderos.
op ‘(_,_‘)Tick : Com ENV -> Bool .
eq ( skip, st )Tick = true .
ceq ( C ; C’, st )Tick = true
if ( C, st )Tick /\ ( C’, st )Tick .
Utilizando este predicado, la regla ComRc2 tendr´ıa que modificarse de la siguiente ma-
nera:
crl [ComRc2] : < C ; C’, st > => < C’’, st’ >
if ( C, st )Tick /\
< C’, st > => < C’’, st’ > /\ C’ =/= C’’ .
Para ilustrar esta sema´ntica podemos ejecutar la siguiente instruccio´n, utilizada en
[Hen90, pa´gina 133]:
do
x > 0→ x := x− 1 ; y := y + 1
2
x > 2→ x := x− 2 ; y := y + 1
od
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Si empezamos a ejecutar esta instruccio´n en una memoria s en la que s(x) = 5 y
s(y) = 0, y suponiendo reglas apropiadas para la operacio´n >, se pueden alcanzar tres
estados distintos. Para pedir a Maude que nos muestre todos los estados finales alcanzables,
utilizamos el comando search (con la versio´n =>+ para que pueda dar varios pasos hasta
encontrar el te´rmino buscado).
Maude> search
< do
V(’x) > 0 -> V(’x) := V(’x) - s(0) ; V(’y) := V(’y) + s(0)
[]
V(’x) > s(s(0)) -> V(’x) := V(’x) - s(s(0)) ; V(’y) := V(’y) + s(0)
od,
V(’x) = s(s(s(s(s(0))))) V(’y) = 0 >
=>+ < skip, st:ENV > .
Solution 1 (state 25)
st --> V(’x) = 0 V(’y) = s(s(s(s(s(0)))))
Solution 2 (state 29)
st --> V(’x) = 0 V(’y) = s(s(s(s(0))))
Solution 3 (state 38)
st --> V(’x) = 0 V(’y) = s(s(s(0)))
No more solutions.
6.3. El lenguaje Mini-ML
En esta seccio´n implementamos la sema´ntica de evaluacio´n (o sema´ntica natural) del
lenguaje funcional Mini-ML utilizado por Kahn en [Kah87]. La sintaxis abstracta, tal y
como se define en [Kah87], se presenta en la Figura 6.21. Obse´rvese co´mo esta presentacio´n
de la sintaxis esta´ ma´s cercana a la signatura de una especificacio´n algebraica. La sintaxis
define un λ-ca´lculo extendido con productos, if, let y letrec. En una expresio´n λp.e, p
puede ser un patro´n. En Mini-ML un patro´n puede ser un identificador, como la variable
x, o una pareja de patrones (p1,p2), como el patro´n (x, (y, z)).
La sintaxis de Mini-ML se implementa por medio de los mo´dulos siguientes:
fmod NATS is
sort Nats .
op 0 : -> Nats .




ops true false : -> TruthVal .
endfm
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sorts
EXP, IDENT, PAT, NULLPAT
subsorts
EXP ⊃ NULLPAT, IDENT PAT ⊃ NULLPAT, IDENT
constructors
Patterns
pairpat : PAT×PAT → PAT
nullpat : → NULLPAT
Expressions
number : → EXP
false : → EXP
true : → EXP
ident : → IDENT
lambda : PAT×EXP → EXP
if : EXP×EXP×EXP → EXP
mlpair : EXP×EXP → EXP
apply : EXP×EXP → EXP
let : PAT×EXP×EXP → EXP
letrec : PAT×EXP×EXP → EXP










sorts Exp Value Pat NullPat Lambda .
subsorts NullPat Var < Pat .
op ‘(‘) : -> NullPat .
op ‘(_,_‘) : Pat Pat -> Pat .
op ‘(_,_‘) : Var Var -> Var .
subsorts TruthVal Nats < Value .
op ‘(_,_‘) : Value Value -> Value .
subsorts Value Var Lambda < Exp .
op s : Exp -> Exp .
op _+_ : Exp Exp -> Exp [prec 20] .
op not : Exp -> Exp .
op _and_ : Exp Exp -> Exp .
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op if_then_else_ : Exp Exp Exp -> Exp [prec 22] .
op ‘(_,_‘) : Exp Exp -> Exp .
op __ : Exp Exp -> Exp [prec 20] .
op \_._ : Pat Exp -> Lambda [prec 15] .
op let_=_in_ : Pat Exp Exp -> Exp [prec 25] .
op letrec_=_in_ : Pat Exp Exp -> Exp [prec 25] .
endfm
En [Kah87] se define la sema´ntica de Mini-ML utilizando juicios de la forma
ρ ` e⇒ α
donde e es una expresio´n de Mini-ML, ρ es un entorno, y α es el resultado de la evaluacio´n
de e en ρ. Con las funciones se trabaja como con cualquier otro valor; por ejemplo, pueden
ser pasadas como para´metros a otras funciones, o devueltas como valor de una expresio´n.
Los valores sema´nticos son
valores enteros,
valores booleanos true y false,
clausuras de la forma [[λp.e, ρ]], donde p es un patro´n, e es una expresio´n y ρ un
entorno.
pares de valores sema´nticos de la forma (α, β) (los cuales, naturalmente, pueden ser
a su vez pares, dando lugar a a´rboles de valores sema´nticos).
Las reglas sema´nticas de Mini-ML, tal y como se presentan en [Kah87], se muestran
en la Figura 6.22.
La implementacio´n de los entornos y de las reglas sema´nticas, haciendo excepcio´n de





op _->_ : Pat Value -> Pair [prec 10] .
sort Env .
subsort Pair < Env .
op nil : -> Env .
op _·_ : Env Env -> Env [assoc id: nil prec 20] .
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ρ ` number N⇒ N
ρ ` true⇒ true
ρ ` false⇒ false
ρ ` λp.e⇒ [[λp.e, ρ]]
ρ
val of
` ident I 7→ α
ρ ` ident I⇒ α
ρ ` e1 7→ true ρ ` e2 ⇒ α
ρ ` if e1 then e2 else e3 ⇒ α
ρ ` e1 7→ false ρ ` e3 ⇒ α
ρ ` if e1 then e2 else e3 ⇒ α
ρ ` e1 ⇒ α ρ ` e2 ⇒ β
ρ ` (e1,e2)⇒ (α, β)
ρ ` e1 ⇒ [[λp.e, ρ1]] ρ ` e2 ⇒ α ρ · p 7→ α ` e⇒ β
ρ ` e1 e2 ⇒ β
ρ ` e2 ⇒ α ρ · p 7→ α ` e1 ⇒ β
ρ ` let p = e2 in e1 ⇒ β
ρ · p 7→ α ` e2 ⇒ α ρ · p 7→ α ` e1 ⇒ β
ρ ` letrec p = e2 in e1 ⇒ β
Figura 6.22: Sema´ntica de evaluacio´n para Mini-ML.
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op _|-_ : Env Exp -> Statement [prec 40] .
op _|-val-of_ : Env Var -> Statement [prec 40] .
subsort Value < Statement .
vars RO RO1 : Env .
vars N M : Nats .
vars P P1 P2 : Pat .
vars E E1 E2 E3 : Exp .
vars I X : Qid .
vars A B C : Value .
rl [number] : RO |- N => N .
crl [add] : RO |- E1 + E2 => C if
RO |- E1 => A /\ RO |- E2 => B /\ C := sum(A,B) .
op sum : Nats Nats -> Nats .
eq sum(0,N) = N .
eq sum(s(N),M) = s(sum(N,M)) .
rl [true] : RO |- true => true .
rl [false] : RO |- false => false .
rl [lambda] : RO |- \ P . E => Clos( \ P . E, RO) .
crl [id] : RO |- id(I) => A
if RO |-val-of id(I) => A .
crl [if] : RO |- if E1 then E2 else E3 => A if
RO |- E1 => true /\ RO |- E2 => A .
crl [if] : RO |- if E1 then E2 else E3 => A if
RO |- E1 => false /\ RO |- E3 => A .
crl [pair] : RO |- ( E1, E2 ) => ( A, B ) if
RO |- E1 => A /\ RO |- E2 => B .
crl [app] : RO |- E1 E2 => B if
RO |- E1 => Clos( \ P . E, RO1) /\
RO |- E2 => A /\
(RO1 · P -> A ) |- E => B .
crl [let] : RO |- let P = E2 in E1 => B if
RO |- E2 => A /\ (RO · P -> A) |- E1 => B .
*** set VAL_OF
rl [val_of] : RO · id(I) -> A |-val-of id(I) => A .
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crl [val_of] : RO · id(X) -> B |-val-of id(I) => A
if X =/= I /\ RO |- id(I) => A .
crl [val_of] : RO · (P1, P2) -> (A, B) |-val-of id(I) => C
if RO · P1 -> A · P2 -> B |-val-of id(I) => C .
endm
Evaluaremos ahora algunas de las expresiones utilizadas como ejemplos en [Kah87].
Por ejemplo, podemos ver la estructura de bloques del lenguaje y el uso de patrones con
la siguiente expresio´n que se evalu´a a 3.
let (x, y) = (2, 3)
in let (x, y) = (y, x) in x
Maude> rew nil |- let ( id(’x), id(’y) ) = ( s(s(0)), s(s(s(0))) )
in let ( id(’x), id(’y) ) = ( id(’y), id(’x) ) in id(’x) .
result Nats: s(s(s(0)))
Tambie´n podemos utilizar funciones de orden superior, como en
let succ = λx.x+ 1
in let twice = λf.λx.(f(f x))
in ((twice succ) 0)
Maude> rew
nil |- let id(’succ) = (\ id(’x) . (id(’x) + s(0)))
in let id(’twice) = (\ id(’f) . (\ id(’x) . (id(’f) (id(’f) id(’x)))))
in (( id(’twice) id(’succ)) 0) .
result Nats: s(s(0))
La regla sema´ntica del operador letrec no se puede implementar de una forma directa,
ya que la regla
crl [letrec] : RO |- letrec P = E2 in E1 => B if
(RO · P -> A) |- E2 => A /\ (RO · P -> A) |- E1 => B .
no resulta admisible debido a que en el lado izquierdo de la primera condicio´n de reescritura
la variable A es una variable nueva.
Esto hace que debamos replantearnos la presentacio´n de la regla sema´ntica que define
este operador. Ahora bien, trabajando con llamada por valor, como hacemos aqu´ı, solo
tiene sentido permitir definiciones recursivas de λ-abstracciones, por lo que asumiremos
que este es el caso. Para este caso, Reynolds presenta en [Rey98, pa´gina 230] la siguiente
regla para el caso de la definicio´n de una sola variable:
ρ ` (λu . e)(λu . letrec v = λu . e′ in e′)⇒ α
ρ ` letrec v = λu . e′ in e⇒ α
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La idea intuitiva es que en la premisa se ha desplegado una vez la definicio´n recursiva.
Al tener llamada por valor, el argumento (λu . letrec v = λu . e′ in e′) solo se puede evaluar
si es una funcio´n, que se evalu´a a una clausura.
Hemos generalizado esta regla al caso de Mini-ML, donde tenemos definiciones de
patrones:
ρ ` (λp .e′) e∗ ⇒ α
ρ ` letrec p = e in e′ ⇒ α
donde p y e tienen la misma forma (en lo que se refiere al anidamiento), e solo contiene
λ-abstracciones, y e∗ tiene la misma forma que e pero donde el cuerpo de cada funcio´n
se ha sustituido por un letrec, como hemos hecho en el caso anterior. La implementacio´n
en Maude, que viene a ser equivalente a la correspondiente definicio´n formal de e∗, es la
siguiente:
op e* : Pat Exp Exp -> Exp .
eq e*(P, E, \ P’ . E1) = \ P’ . (letrec P = E in E1) .
eq e*(P, E, ( E1, E2 )) = ( e*(P, E, E1), e*(P, E, E2) ) .
crl [letrec] : RO |- letrec P = E in E’ => A
if RO |- (\ P . E’) e*(P, E, E) => A .
Ahora podemos evaluar otro de los ejemplos de [Kah87],
letrec (even, odd) = (λx . if x = 0 then true else odd(x− 1),
λx . if x = 0 then false else even(x− 1))
in even(3).
Maude> rew
nil |- letrec (id(’even), id(’odd)) =
( (\ id(’x) . (if (id(’x) = 0) then true
else (id(’odd) (id(’x) - s(0))))),
(\ id(’x) . (if (id(’x) = 0) then false
else (id(’even) (id(’x) - s(0)))))
)
in id(’even) s(s(s(0))) .
result TruthVal: false
6.4. Conclusiones
En este cap´ıtulo hemos mostrado co´mo el enfoque de transiciones como reescrituras,
que hab´ıamos usado en el cap´ıtulo anterior para el ca´lculo CCS, puede utilizarse tambie´n
para implementar de forma sencilla gran variedad de sema´nticas operacionales de lenguajes
de programacio´n. Hemos visto sema´nticas de evaluacio´n y computacio´n (incluyendo una
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basada en una ma´quina abstracta) para lenguajes funcionales, con llamada por valor y por
nombre; y sema´nticas de evaluacio´n y computacio´n para lenguajes imperativos, incluyendo
no determinismo. De varias de ellas hemos visto adema´s diferentes variantes.
En ocasiones ha sido necesario concretar algu´n detalle de la definicio´n matema´tica de
alguna sema´ntica, como cuando en esta aparec´ıan puntos suspensivos en alguna de las
reglas sema´nticas. La potencia de Maude a la hora de definir los operadores sinta´cticos,
incluyendo las propiedades de asociatividad y elemento neutro, y el encaje de patrones
mo´dulo estas propiedades, nos han permitido concretar estos detalles de forma clara y
sencilla, resolviendo, por ejemplo, la eleccio´n no determinista de uno de los argumentos de
una llamada a funcio´n para ser reducido. Tambie´n hemos podido definir al mismo nivel
el operador de sustitucio´n sinta´ctica, utilizado en varias de las definiciones sema´nticas,
incluyendo la generacio´n de variables nuevas (no utilizadas en la expresio´n objeto de
evaluacio´n) para evitar la captura de variables libres.
En el ejemplo del lenguaje Mini-ML hemos encontrado una regla sema´ntica (la del
operador letrec) que no pod´ıa ser implementada directamente. El problema radicaba en que
la sema´ntica no era tan operacional como se pretend´ıa, ya que llegado un cierto momento
hac´ıa falta adivinar el valor que se quer´ıa calcular para poder inferirlo. Cierto es que estas
reglas sema´nticas no suelen ser habituales, por ser su significado bastante poco intuitivo.
La solucio´n ha sido encontrar una regla sema´ntica alternativa, esta s´ı implementable.
Tambie´n hemos mostrado co´mo se puede trazar en Maude la aplicacio´n de las reglas
de reescritura, lo que puede ayudar a entender la sema´ntica y co´mo sus reglas se aplican,
y en que´ orden, para demostrar un juicio.
Cap´ıtulo 7
Una herramienta para Full LOTOS
La te´cnica de descripcio´n formal Full LOTOS [ISO89] fue desarrollada en el marco de
ISO para afrontar el problema de la especificacio´n formal de sistemas distribuidos abiertos.
La parte de descripcio´n del comportamiento de procesos LOTOS (conocida como Basic
LOTOS) esta´ basada en a´lgebras de procesos, tomando prestadas ideas de CCS [Mil89]
y CSP [Hoa85], y el mecanismo para definir y tratar tipos de datos se basa en ACT
ONE [EM85].1 En 1989 LOTOS se convirtio´ en un esta´ndar internacional (IS-8807), y
desde su estandarizacio´n ha sido utilizado para describir cientos de sistemas. La mayor
parte de su e´xito se debe a la existencia de buenas herramientas donde las especificaciones
se pueden ejecutar, comparar y analizar.
El esta´ndar define la sema´ntica de LOTOS mediante un sistema de transiciones etique-
tadas, donde cada variable de datos es instanciada con todos los posibles valores, lo que
puede dar lugar a que un estado tenga infinitas transiciones, tanto en anchura como en
profundidad. Esta es la razo´n por la cual muchas de las herramientas ignoran o restringen
el uso de los tipos de datos. Calder y Shankland [CS00, CS01] han definido una sema´ntica
simbo´lica para LOTOS que da significado a procesos simbo´licos o parametrizados por los
datos (ve´ase Seccio´n 7.2) evitando la ramificacio´n infinita.
En este cap´ıtulo se describe una herramienta formal basada en dicha sema´ntica simbo´li-
ca, por medio de la cual se pueden ejecutar especificaciones sin restricciones sobre los tipos
de datos utilizados. Las caracter´ısticas reflexivas de la lo´gica de reescritura y las propieda-
des de Maude como metalenguaje hacen posible que podamos implementar la herramienta
completa en el mismo marco sema´ntico. As´ı, hemos obtenido una implementacio´n de la
sema´ntica operacional de la parte de procesos de LOTOS, que se ha integrado con las
especificaciones en ACT ONE, y hemos construido un entorno para tal herramienta, que
incluye el tratamiento de la entrada y salida de especificaciones LOTOS cualesquiera.
Adema´s, nuestro objetivo ha sido el de obtener una herramienta que pueda ser utilizada
por un usuario cualquiera, sin conocimientos de la implementacio´n concreta, y donde la
representacio´n de la sema´ntica se hace a un alto nivel, para que pueda ser comprendida y
modificada por cualquiera que tenga conocimientos de sema´nticas operacionales.
1La unio´n de las partes de descripcio´n del comportamiento de procesos y de los tipos de datos se conoce
como Full LOTOS. Nosotros utilizaremos aqu´ı el te´rmino LOTOS para referirnos al lenguaje completo.
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El enfoque seguido en este cap´ıtulo para implementar la sema´ntica simbo´lica de LOTOS
es el de transiciones como reescrituras utilizado en el Cap´ıtulo 5 para la sema´ntica de CCS.
La sema´ntica de LOTOS es bastante ma´s compleja, y la utilizacio´n de especificaciones de
tipos abstractos de datos definidos por el usuario, ha presentado nuevos problemas, cuyas
soluciones presentaremos a continuacio´n.
El enfoque alternativo de representacio´n de reglas de inferencia como reescrituras tam-
bie´n ha sido utilizado para implementar la sema´ntica simbo´lica de LOTOS, construyendo
una herramienta similar a la presentada en este cap´ıtulo, donde la sema´ntica tambie´n
se ha integrado con especificaciones ACT ONE, aunque siguiendo soluciones diferentes a
algunos de los problemas encontrados. La herramienta se ha integrado con Full Maude.
Esta implementacio´n alternativa se ha presentado en el informe te´cnico [Ver02a]. En la
Seccio´n 7.7 comentaremos los aspectos novedosos de esta implementacio´n respecto al caso
de CCS, y compararemos las dos implementaciones de la sema´ntica de LOTOS.
El trabajo descrito en este cap´ıtulo ha sido publicado en el informe te´cnico [Ver02b]
y ha sido presentado en la conferencia Formal Techniques for Networked and Distributed
Systems, FORTE 2002, dando lugar a la publicacio´n [Ver02c]. Este trabajo se engloba
dentro del proyecto EPSRC brita´nico Developing Implementation and Extending Theory:
A Symbolic Approach to Reasoning about LOTOS [SC02]. Una panora´mica de todo el
trabajo realizado relacionado con este proyecto se ha publicado en [SBM+02].
7.1. LOTOS
En esta seccio´n presentamos una visio´n general breve de la sintaxis del lenguaje
LOTOS, y una idea intuitiva de su sema´ntica, adaptando una descripcio´n presentada
en [CS00]. Ma´s detalles sobre LOTOS pueden encontrarse en [ISO89, BB87].
Componentes sinta´cticas
expresiones de comportamiento denotadas por P , Q
predicados de seleccio´n (expresiones booleanas) denotados por SP
puertas en su forma ma´s simple se denotan por g, h. Llamamos
G al conjunto de nombres de puertas, y a recorre G∪
{δ, i}. (Las acciones especiales δ y i se explicara´n ma´s
adelante.)
comunicaciones (los datos asociados con eventos) denotados por d y
tienen la forma !E o ?x:S. El conjunto de eventos
estructurados (puerta ma´s datos) se denota por Act y
α recorre Act ∪ {δ, i}. Nota: G ⊆ Act.
expresiones de datos (abiertas) denotadas por E
te´rminos de datos cerrados denotados por v
para´metros de salida denotados por ep
variables denotadas por x, y, z
tipos de datos denotados por S
7.1. LOTOS 173
Operadores LOTOS
Como en CCS y CSP, las componentes principales de LOTOS son las acciones y los
procesos. Los procesos ba´sicos en LOTOS son: stop, el proceso parado que no puede
realizar ninguna accio´n, y exit(ep1, . . . , epn), el proceso que representa la terminacio´n con
e´xito que devuelve los valores indicados. Tambie´n hay un proceso exit sin devolucio´n de
valores.
Las acciones ocurren en puertas, y pueden tener o no asociadas comunicaciones de
datos. Por ejemplo, g d1 . . . dn es una accio´n que ocurre en la puerta g, con comunicacio´n
de los datos d1 . . . dn. Una comunicacio´n de datos puede ser un valor (denotado por !, por
ejemplo, g!4) o una variable sobre un conjunto de valores (denotado por ?, por ejemplo,
g?x:Nat). Las acciones pueden estar sujetas a predicados de seleccio´n, g d1 . . . dn[SP],
donde SP es una condicio´n booleana que restringe el conjunto de valores permitidos. Hay
dos acciones especiales: i, que representa un evento interno, no observable (τ en CCS), y
δ, que representa el evento de terminacio´n con e´xito (y puede tener datos asociados).
Las acciones y los procesos se combinan utilizando los operadores siguientes:
prefijo de accio´n g d1 . . . dn;P , representa el proceso que primero realiza la ac-
cio´n g d1 . . . dn y despue´s se comporta como P .
eleccio´n P1[]P2, representa el proceso que puede comportarse como P1
o como P2. La eleccio´n es no determinista si la accio´n inicial
de cada rama es la misma.
Hay otras dos versiones especializadas de eleccio´n: una elec-
cio´n no determinista de un nombre de puerta de una lista,
choice g in [g1,. . .,gn] [] P ; y una eleccio´n no determinis-
ta de un valor de un tipo dado, choice x :S [] P .
paralelismo P1 |[g1, . . ., gn]| P2, representa la evolucio´n en paralelo de
los procesos P1 y P2, sincronizando en las acciones sobre las
puertas de la lista g1, . . . , gn. En consecuencia una accio´n en
g1, . . . , gn no puede ocurrir a menos que ambos procesos este´n
dispuestos a realizarla. Las acciones sobre las otras puertas
pueden ocurrir separadamente en uno y otro proceso.
Hay tres casos especiales: sin sincronizacio´n en ninguna puerta
o entrelazado (P1 ||| P2); sincronizacio´n en todas las puertas
de G (P1 || P2); y par g in [g1,. . .,gn] op P , donde op es
uno de los tres operadores de paralelo ya vistos, que representa
la instanciacio´n de n copias de P combinadas en paralelo con
op, reemplazando g por gi en la i-e´sima instancia de P .
habilitacio´n P1 >> P2, representa el proceso que se comporta como P1 y
cuando este termina con e´xito, pasa a comportarse como P2.
La habilitacio´n tambie´n puede estar parametrizada con datos:
P1 >> accept x1:S1, . . ., xn:Sn in P2, hace que los valores
se pasen desde el exit de terminacio´n de P1 liga´ndose en P2 a
las variables x1, . . . , xn.
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deshabilitacio´n P1 [> P2, representa el proceso que se comporta como P1 pero
que en cualquier momento puede ser interrumpido por P2 que
toma el control, que nunca vuelve a P1. Si P1 termina con
e´xito, P2 ya no puede interrumpir.
guarda [SP] -> P , representa el proceso que se comporta como P
si se cumple la condicion SP . En caso contrario, se comporta
como stop.
ocultamiento hide g1, . . . , gn in P , representa el proceso que se comporta
como P , pero cuando realiza una accio´n en g1, . . . , gn, esta se
convierte en la accio´n interna i, de forma que no puede ser
observada por el entorno. Se utiliza principalmente para forzar
a los procesos dentro de P a que se comuniquen solo entre ellos.
declaracio´n de variables let x1 = E1, . . ., xn = En in P , representa el proceso P ,
donde la variable xi se ha ligado al valor de Ei.
La recursio´n tambie´n esta´ permitida, y se realiza a trave´s de la instanciacio´n de procesos
definidos.
7.2. Sema´ntica simbo´lica para LOTOS
La implementacio´n de la sema´ntica simbo´lica de LOTOS que presentamos aqu´ı se
basa en el trabajo presentado en [CS00, CS01]. La sema´ntica simbo´lica de LOTOS asocia
un sistema simbo´lico de transiciones a cada expresio´n de comportamiento P . Siguiendo
las ideas presentadas en [HL95], Calder y Shankland definen los sistemas simbo´licos de
transiciones (STS) como sistemas de transiciones que separan la informacio´n sobre los
datos del comportamiento de los procesos, considerando los datos como simbo´licos. Los
STS son sistemas de transiciones etiquetadas que contienen variables, tanto en los estados
como en las transiciones, y condiciones que determinan la validez de la transicio´n.
Un sistema de transiciones simbo´lico esta formado por:
Un conjunto (no vac´ıo) de estados. Cada estado T tiene asociado un conjunto de
variables libres, denotado por fv(T ).
Un estado inicial diferenciado, T0.
Un conjunto de transiciones del tipo T
b α−−−−−→ T ′, donde α es un evento sim-
ple o estructurado y b es una expresio´n booleana tal que fv(T ′) ⊆ fv(T ) ∪ fv(α) y
fv(b) ⊆ fv(T ) ∪ fv(α).
En [CS01] se explica la intuicio´n detra´s de la definicio´n y las caracter´ısticas principales
de esta sema´ntica, junto con los axiomas y reglas de inferencia para cada operador LOTOS.
Nosotros veremos estas reglas, junto con su representacio´n en Maude, en la Seccio´n 7.3.2.
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Figura 7.1: Sema´ntica esta´ndar: Sistema de transiciones etiquetadas.










Figura 7.2: Sema´ntica simbo´lica: Sistema simbo´lico de transiciones.
En las Figuras 7.1 y 7.2 se presenta un ejemplo que ilustra las diferencias entre la
sema´ntica esta´ndar y la sema´ntica simbo´lica. Los nodos esta´n etiquetados por la corres-
pondiente expresio´n de comportamiento en LOTOS.
En la sema´ntica esta´ndar, las comunicaciones de salida se instancian con datos con-
cretos. Por tanto, en la Figura 7.1, las comunicaciones de tipo ? corresponden a muchas,
o a un nu´mero infinito de transiciones, cada una etiquetada con la comunicacio´n de un
dato concreto. Incluso en este pequen˜o ejemplo, esta´ claro que pueden aparecer sistemas
de estados infinitos aun a partir de procesos simples. El problema empeora con el uso del
paralelismo.
En la sema´ntica simbo´lica, los estados pueden estar etiquetados por expresiones de
comportamiento abiertas conteniendo variables, como por ejemplo h!x ; stop, y las tran-
siciones ofrecen variables, bajo ciertas condiciones. Estas condiciones determinan el con-
junto de valores que pueden ser utilizados para sustituir a las variables. Mientras que el
sistema de la Figura 7.1 es de ramificacio´n infinita, el sistema de la Figura 7.2 tiene solo
ramificacio´n finita.
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La sema´ntica simbo´lica no es suficiente por s´ı sola para describir cualquier comporta-
miento LOTOS. Si el comportamiento cicla, entonces hay que introducir un mecanismo de
sustitucio´n que permita que las variables tengan un valor diferente en cada iteracio´n. Esto
se consigue en [CS01] utilizando el concepto de te´rminos. Un te´rmino esta´ formado por
un sistema de transiciones simbo´lico y una sustitucio´n asociada. La sustitucio´n se aplica
paso a paso, segu´n se va recorriendo el sistema de transiciones (ve´ase la Seccio´n 7.3.3).
En las pro´ximas secciones no se incluira´ el co´digo Maude completo necesario para la
implementacio´n de la herramienta descrita, sino solo co´digo ilustrativo de todas las ideas
utilizadas y presentadas. El co´digo completo puede encontrarse, junto con explicaciones,
en el informe te´cnico [Ver02b], y el co´digo Maude ejecutable y ejemplos de especificaciones
en la pa´gina web http://dalila.sip.ucm.es/~alberto/tesis.
7.3. Sema´ntica simbo´lica de LOTOS en Maude
Para implementar la sema´ntica simbo´lica de LOTOS en Maude seguimos el enfoque de
transiciones como reescrituras. As´ı, interpretamos la transicio´n de LOTOS T
b α−−−−−→ T ′
como la reescritura T −→ {b}{α}T ′.
7.3.1. Sintaxis de LOTOS
Existen dos sintaxis diferenciadas: la sintaxis concreta utilizada por quien escribe es-
pecificaciones (ve´ase Seccio´n 7.5), y la sintaxis abstracta utilizada por la implementacio´n
de la sema´ntica, que es la introducida en esta seccio´n. Se define en el mo´dulo funcional
de Maude LOTOS-SYNTAX, el cual incluye el mo´dulo DATAEXP-SYNTAX. Utilizamos los iden-
tificadores con comilla predefinidos para construir identificadores LOTOS para variables,
tipos, puertas y procesos. Los booleanos son el u´nico tipo predefinido. La sintaxis LOTOS
se extiende con una sintaxis definida por el usuario cuando se utilizan especificaciones de
tipos de datos ACT ONE. Los valores de estos tipos de datos extendera´n el tipo DataExp.




op V : Qid -> VarId .
sort DataExp .
subsort VarId < DataExp . *** A LOTOS variable is a data expression.
subsort Bool < DataExp . *** Booleans are a predefined data type.
subsort VarId < Bool .
sort DataExpList .
subsort DataExp < DataExpList .
op nilDEL : -> DataExpList .
op _,_ : DataExpList DataExpList -> DataExpList [assoc prec 35] .
endfm




sorts SortId GateId ProcId .
op S : Qid -> SortId .
op G : Qid -> GateId .
op P : Qid -> ProcId .
Presentamos a continuacio´n los procesos ba´sicos de LOTOS: el proceso que no hace
nada, y el proceso que termina con e´xito, posiblemente devolviendo valores. Para simplifi-
car, y como se hace en [CS01], supondremos que solo puede aparecer un para´metro en una
expresio´n de comportamiento exit. Dicho para´metro puede ser un valor o una variable
sobre un conjunto de valores.
sort BehaviourExp .
op stop : -> BehaviourExp [format (b! o)] .
op exit : -> BehaviourExp .
op exit(_) : ExitParam -> BehaviourExp .
sort ExitParam .
subsort DataExp < ExitParam .
op any_ : SortId -> ExitParam .
Las acciones ocurren a trave´s de puertas, y pueden estar acompan˜adas o no de comu-
nicacio´n de datos. Nosotros hemos preferido eliminar la restriccio´n incluida en [CS01] por
la cual solo se pod´ıa ofrecer un dato a trave´s de una accio´n, permitiendo comunicacio-
nes mu´ltiples. Las acciones pueden estar sujetas a predicados de seleccio´n, los cuales son
condiciones booleanas que pueden restringir los valores comunicados. La accio´n especial i
representa un evento interno (no observable).
sorts SimpleAction StrucAction Action Offer SelecPred IdDecl .
subsort GateId < SimpleAction .
subsorts SimpleAction StrucAction < Action .
op i : -> SimpleAction .
op __ : GateId Offer -> StrucAction [prec 30 gather(e e)] .
op !_ : DataExp -> Offer [prec 25] .
op ?_ : IdDecl -> Offer [prec 25] .
op _:_ : VarId SortId -> IdDecl [prec 20] .
op __ : Offer Offer -> Offer [assoc prec 27] .
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op _[_] : SimpleAction SelecPred -> Action [prec 30] .
op _[_] : StrucAction SelecPred -> Action [prec 30] .
subsort Bool < SelecPred .
Enumeramos a continuacio´n los operadores restantes junto con diversos operadores
auxiliares. Obse´rvese que los operadores que definen expresiones de comportamiento se
han declarado con el atributo frozen. La razo´n es la misma que explica´bamos en la
Seccio´n 5.2: evitar reescrituras de subte´rminos de una expresio´n de comportamiento que
dar´ıan lugar a te´rminos mal formados.
*** action prefixing
op _;_ : Action BehaviourExp -> BehaviourExp [frozen prec 35] .
*** choice
op _[]_ : BehaviourExp BehaviourExp -> BehaviourExp [assoc frozen prec 40] .
op choice_[]_ : IdDecl BehaviourExp -> BehaviourExp [frozen prec 40] .
op choice_in[_][]_ : GateId GateIdList BehaviourExp -> BehaviourExp
[frozen prec 40] .
*** parallelism
sort GateIdList .
subsort GateId < GateIdList .
op nilGIL : -> GateIdList .
op ALL : -> GateIdList .
op _,_ : GateIdList GateIdList -> GateIdList [assoc prec 35] .
eq nilGIL, GIL:GateIdList = GIL:GateIdList .
eq GIL:GateIdList, nilGIL = GIL:GateIdList .
eq g:GateId, ALL = ALL .
eq ALL, g:GateId = ALL .
sort ParOp .
op |[_]| : GateIdList -> ParOp .
op || : -> ParOp .
op ||| : -> ParOp .
op ___ : BehaviourExp ParOp BehaviourExp -> BehaviourExp [frozen prec 40] .
op par_in[_]__ : GateId GateIdList ParOp BehaviourExp ->
BehaviourExp [frozen prec 40] .
*** enable
op _>>_ : BehaviourExp BehaviourExp -> BehaviourExp [frozen prec 40] .
op _>> accept_in_ : BehaviourExp IdDecl BehaviourExp -> BehaviourExp
[frozen prec 40] .
*** disable
op _[>_ : BehaviourExp BehaviourExp -> BehaviourExp [frozen prec 40] .
*** guard
op [_]->_ : SelecPred BehaviourExp -> BehaviourExp [frozen prec 40] .
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*** hide
op hide_in_ : GateIdList BehaviourExp -> BehaviourExp [frozen prec 40] .
*** variable declaration
op let_=_in_ : VarId DataExp BehaviourExp -> BehaviourExp [prec 40] .
En la sintaxis abstracta toda instanciacio´n de proceso contiene una lista de identifica-
dores de puertas y una lista de expresiones de datos, si bien ambas pueden ser vac´ıas.
*** process instantiation
op _[_](_) : ProcId GateIdList DataExpList -> BehaviourExp [frozen prec 30] .
endfm
7.3.2. Sema´ntica simbo´lica de LOTOS
Primero introducimos los contextos, de tipo Context, utilizados para mantener las
definiciones de procesos introducidos en la especificacio´n LOTOS. Para poder ejecutar una
instanciacio´n de proceso, se tiene que buscar en el contexto su correspondiente definicio´n
de proceso. El contexto actual se construye cuando la especificacio´n LOTOS es introducida
en la herramienta. Veremos co´mo hacerlo en la Seccio´n 7.6.4. En la sema´ntica, se parte
de una constante context que representa la coleccio´n de definiciones de procesos. Ma´s
formalmente, podr´ıamos decir que la sema´ntica esta´ parametrizada por esta constante,
que sera´ instanciada cuando se utilice una especificacio´n LOTOS concreta.
fmod CONTEXT is
protecting LOTOS-SYNTAX .
sorts ProcDef Context .
subsorts ProcDef < Context .
op process : ProcId GateIdList DataExpList BehaviourExp -> ProcDef .
op nil : -> Context .
op _&_ : [Context] [Context] -> [Context] [assoc comm id: nil prec 42] .
op _definedIn_ : ProcId Context -> Bool .
op def : Context ProcId -> [ProcDef] .
op context : -> Context .
vars X X’ : ProcId .
var P : BehaviourExp .
var GIL : GateIdList .
var DEL : DataExpList .
var C : Context .
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Un contexto esta´ bien definido si cada identificador de proceso se define como mucho
una vez. Utilizamos un axioma condicional de pertenencia (cmb) para establecer que´ te´rmi-
nos de la familia [Context] son contextos bien definidos (de tipo Context).
cmb process(X,GIL,DEL,P) & C : Context if not(X definedIn C) .
eq X definedIn nil = false .
eq X definedIn (process(X’,GIL,DEL,P) & C) = (X == X’) or (X definedIn C) .
La evaluacio´n de def(C,X) devuelve la definicio´n de proceso asociada al identificador
de proceso X si esta existe.
eq def(process(X,GIL,DEL,P) & C, X) = process(X,GIL,DEL,P) .
ceq def(process(X’,GIL,DEL,P) & C, X) = def(C, X) if X =/= X’ .
endfm
Ahora ya podemos implementar la sema´ntica simbo´lica de LOTOS. Primero definimos





sorts SimpleEv StructEv EOffer Event TransCond .
subsort SimpleAction < SimpleEv .
subsorts SimpleEv StructEv < Event .
subsort DataExp < EOffer .
op delta : -> GateId .
op __ : GateId EOffer -> StructEv [prec 30 gather(e e)] .
op __ : EOffer EOffer -> EOffer [assoc prec 27] .
*** Trace of events (used for the tool output)
sort Trace .
subsort Event < Trace .
op nil : -> Trace .
op __ : Trace Trace -> Trace [assoc id: nil prec 35 gather(e E)] .
*** transition conditions
subsort Bool < TransCond .
op _=_ : DataExp DataExp -> TransCond [prec 25] .
op _/\_ : TransCond TransCond -> TransCond [assoc comm] .
vars B B’ : Bool .
var A : SimpleAction .
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vars E E’ E1 E2 : DataExp .
vars g g’ g’’ gi : GateId .
vars O O’ : Offer .
vars EO EO1 EO2 : EOffer .
var SP : SelecPred .
vars x y z : VarId .
var S : SortId .
var p : ProcId .
vars GIL GIL’ : GateIdList .
var OP : ParOp .
vars DEL DEL’ : DataExpList .
vars b b’ b1 b2 : TransCond .
vars a a’ a1 a2 : Event .
vars P P’ P1 P2 P1’ P2’ : BehaviourExp .
var N : MachineInt .
eq true /\ b = b .
A continuacio´n, definimos un operador para construir transiciones simbo´licas. Una
transicio´n T
b α−−−−−→ T ′ sera´ representada como una reescritura T −→ {b}{α}T ′, donde el
te´rmino de la parte derecha es del tipo TCondEventBehExp.
sort TCondEventBehExp .
subsort BehaviourExp < TCondEventBehExp .
op {_}{_}_ : TransCond Event TCondEventBehExp -> TCondEventBehExp [frozen] .
Igual que en la Seccio´n 5.2, las reglas de reescritura que manejaremos tienen la propie-
dad de “incrementar el tipo”, ya que reescriben te´rminos de tipo BehaviourExp a te´rminos
de su supertipo TCondEventBehExp. Esto evita la aparicio´n de te´rminos mal formados en
los que los subte´rminos de un operador LOTOS no sean expresiones de comportamiento.
Adema´s, el operador {_}{_}_ utilizado para construir los valores a la derecha de las
reglas de reescritura que representen las reglas sema´nticas se ha declarado como frozen.
La razo´n es evitar que se realicen reescrituras innecesarias que podr´ıan dar lugar a proce-
sos infinitos de bu´squeda. De esta forma, con el comando search o la funcio´n metaSearch
al metanivel, podremos conseguir los sucesores en un paso de una expresio´n de comporta-
miento (ve´anse las Secciones 7.3.4 y 7.4).
Antes de definir las reglas de la sema´ntica, definimos varias funciones utilizadas por
esta. En la sema´ntica se utiliza un conjunto new-var de nombres de variables nuevas,
no utilizadas. Como se dice en [CS01], hablando estrictamente, cualquier referencia a este
conjunto requiere un contexto, que incluira´ los nombres de variables que ya han aparecido2.
En vez de complicar la implementacio´n de la sema´ntica con este nuevo contexto, hemos
preferido utilizar una utilidad predefinida de Maude, importada del mo´dulo ORACLE3, don-
2No´tese que no estamos en la misma situacio´n que ten´ıamos en la Seccio´n 6.1.1, cuando para definir
el operador de sustitucio´n e[e′/x] necesita´bamos una nueva variable que no apareciera ni en e ni en e′.
Aqu´ı necesitamos una variable que no haya sido utilizada todav´ıa.
3La presencia de este mo´dulo puede cambiar en futuras implementaciones del sistema Maude 2.0.
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de se define una constante NEWQ. Cada vez que NEWQ se reescribe, lo hace a un identificador
con comilla distinto. Esto nos sirve para definir variables nuevas de la siguiente manera:
op new-var : -> VarId .
eq new-var = V(NEWQ) .
La sustitucio´n (de datos) de x por e se denota por [e/x]. Parecer´ıa que esta operacio´n
debiera ser fa´cil de implementar ecuacionalmente. De hecho ma´s abajo presentamos algu-
nas ecuaciones de ejemplo, que muestran co´mo la operacio´n de sustitucio´n se distribuye
sobre la sintaxis de las expresiones de comportamiento. La implementacio´n completa (o
tan completa como se puede conseguir en este momento) puede encontrarse en [Ver02b].
Sin embargo, si permitimos expresiones de datos con sintaxis definida por el usuario, por
medio de especificaciones ACT ONE, tenemos que en este punto no podemos definir com-
pletamente la operacio´n, al no conocerse todav´ıa la sintaxis de las expresiones de datos.
En la Seccio´n 7.5.1 describiremos co´mo el mo´dulo que contiene la nueva sintaxis de datos
se extiende de forma automa´tica para definir esta operacio´n sobre las nuevas expresiones
de datos.
sort Substitution .
op ‘[‘] : -> Substitution .
op ‘[_/_‘] : DataExp DataExp -> Substitution .
op __ : Substitution Substitution -> Substitution .
op __ : DataExp Substitution -> DataExp .
op __ : Offer Substitution -> Offer .
op __ : BehaviourExp Substitution -> BehaviourExp .
eq P [] = P .
eq ! E1 [E’ / x ] = ! (E1 [E’ / x ]) .
eq ? y : S [E’ / x ] = ? y : S .
eq ! E1 O [E’ / x ] = ! (E1 [E’ / x ]) (O[E’ / x ]) .
eq ? y : S O [E’ / x ] = ? y : S (O[E’ / x ]) .
eq A [E’ / x ] = A .
eq g’’ O [E’ / x ] = g’’(O[E’ / x ]) .
eq stop [E’ / x ] = stop .
eq A:Action ; P [E’ / x ] = (A:Action[E’ / x ]) ; (P[E’ / x ]) .
eq P1 [] P2 [E’ / x ] = (P1[E’ / x ]) [] (P2[E’ / x ]) .
eq P1 OP P2 [E’ / x ] = (P1[E’ / x ]) OP (P2[E’ / x ]) .
eq par g in [GIL] OP P [E’ / x ] = par g in [GIL] OP (P[E’ / x ]) .
eq P1 >> P2 [E’ / x ] = (P1[E’ / x ]) >> (P2[E’ / x ]) .
Tambie´n declaramos una operacio´n de sustitucio´n de identificadores de puertas en una
expresio´n de comportamiento, definida de forma similar.
op ‘[_/_‘] : GateId GateId -> Substitution .
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La funcio´n name : Act ∪ {δ, i} → G ∪ {δ, i} extrae el nombre de la puerta de un
evento estructurado:
op name : Event -> Event .
eq name(i) = i .
eq name(g) = g .
eq name(g EO) = g .
Necesitamos tambie´n un predicado que nos diga si un identificador de puerta dado
aparece en una lista de identificadores de puertas.
op _in_ : Event GateIdList -> Bool .
eq i in GIL = false .
eq g in nilGIL = false .
eq g in ALL = true .
eq g in g’ = (g == g’) .
eq g in (g’ , GIL) = (g == g’) or (g in GIL) .
Tambie´n se utiliza una funcio´n vars que nos da el conjunto de variables que aparecen
en una expresio´n de comportamiento. Y aqu´ı tenemos el mismo problema que ten´ıamos
con la operacio´n de sustitucio´n, es decir, no podemos definir completamente la operacio´n
vars a este nivel, ya que la sintaxis definida por el usuario para construir expresiones de
datos es desconocida. En la Seccio´n 7.5.1 veremos co´mo se define de forma automa´tica
para las nuevas expresiones de datos.
sort VarSet .
subsort VarId < VarSet .
op mt : -> VarSet .
op _U_ : VarSet VarSet -> VarSet [assoc comm id: mt] .
eq x U x = x . *** idempotency
op _in_ : VarId VarSet -> Bool .
op _subseteq_ : VarSet VarSet -> Bool .
op _\_ : VarSet VarSet -> VarSet .
vars VS VS’ : VarSet .
eq x in mt = false .
eq x in (y U VS) = (x == y) or (x in VS) .
eq mt subseteq VS = true .
eq (x U VS) subseteq VS’ = (x in VS’) and (VS subseteq VS’) .
eq mt \ VS’ = mt .
eq (y U VS) \ VS’ = if (y in VS’) then VS \ VS’
else y U (VS \ VS’) fi .
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op vars : Offer -> VarSet .
op vars : BehaviourExp -> VarSet .
op vars : DataExp -> VarSet .
Las siguientes ecuaciones muestran co´mo la operacio´n vars recorre el te´rmino extra-
yendo sus variables.
eq vars(! E) = vars(E) .
eq vars(? x : S) = x .
eq vars(! E O) = vars(E) U vars(O) .
eq vars(? x : S O) = x U vars(O) .
eq vars(stop) = mt .
eq vars(A ; P) = vars(P) .
eq vars(g O ; P) = vars(O) U vars(P) .
eq vars(P1 [] P2) = vars(P1) U vars(P2) .
eq vars(choice x : S [] P) = x U vars(P) .
eq vars(x) = x .
eq vars(true) = mt .
eq vars(false) = mt .
eq vars(not(B)) = vars(B) .
eq vars(B and B’) = vars(B) U vars(B’) .
eq vars(B or B’) = vars(B) U vars(B’) .
El conjunto de variables libres que aparecen en una expresio´n de comportamiento o de
datos se define de la siguiente manera:
op fv : DataExp -> VarSet .
op fv : BehaviourExp -> VarSet .
op fv : Offer -> VarSet .
op bv : Offer -> VarSet .
eq fv(E) = vars(E) . *** all variables are free in E
eq fv(stop) = mt .
eq fv(A ; P) = fv(P) .
eq fv(g O ; P) = fv(O) U (fv(P) \ bv(O)) .
eq fv(P1 [] P2) = fv(P1) U fv(P2) .
eq fv(choice x : S [] P) = fv(P) \ x .
eq fv(! E) = fv(E) .
eq fv(? x : S) = mt .
eq fv(! E O) = fv(E) U fv(O) .
eq fv(? x : S O) = mt U fv(O) .
eq bv(! E) = mt .
eq bv(? x : S) = x .
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eq bv(! E O) = bv(O) .
eq bv(? x : S O) = x U bv(O) .
Ahora ya podemos representar las reglas de la sema´ntica simbo´lica de LOTOS. Para
cada operador de LOTOS, presentaremos las reglas sema´nticas y su representacio´n como
reglas de reescritura. Algunas de las reglas no coinciden exactamente con las presentadas
en [CS00], ya que aqu´ı se han generalizado para considerar el caso en el que se comunica














Ei si di = !Ei
xi si di = ?xi:Si
*** prefix axioms
rl [prefix] : A ; P => {true}{A}P .
rl [prefix] : g O ; P => {true}{g eOffer(O)}P .
rl [prefix] : g O [SP] ; P => {SP}{g eOffer(O)}P .
op eOffer : Offer -> EOffer .
eq eOffer(! E) = E .
eq eOffer(? x : S) = x .








E si ep = E
z si ep = any S donde z ∈ new-var.
*** exit axioms
rl [exit] : exit => {true}{delta}stop .
rl [exit] : exit(E) => {true}{delta E}stop .
rl [exit] : exit(any S) => {true}{delta new-var}stop .
Obse´rvese la utilizacio´n del te´rmino new-var en la u´ltima regla exit.
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regla del let
P [E/x]
b α−−−−−→ P ′
let x = E in P
b α−−−−−→ P ′
*** let rule
crl [let] : let x = E in P => {b}{a}P’
if P [E / x] => {b}{a}P’ .
reglas de la eleccio´n sobre valores
P [gi/g]
b α−−−−−→ P ′
choice g in [g1, . . . , gn] []P
b α−−−−−→ P ′
por cada gi ∈ {g1, . . . , gn}
P
b α−−−−−→ P ′
choice x : S []P
b α−−−−−→ P ′
*** choice range rules
crl [choicer] : choice g in [GIL][] P => {b}{a}P’
if select(GIL) => gi /\
P[gi / g] => {b}{a}P’ .
crl [choicer] : choice x : S [] P => {b}{a}P’
if P => {b}{a}P’ .
sort ND-GateId .
subsort GateId < ND-GateId .
op select : GateIdList -> ND-GateId .
rl [sel] : select(g) => g .
rl [sel] : select(g, GIL) => g .
rl [sel] : select(g, GIL) => select(GIL) .
Obse´rvese co´mo se utiliza un tipo ND-GateId y una operacio´n select para represen-
tar un identificador de puerta elegido de forma no determinista a partir de una lista de
identificadores. Esta eleccio´n no determinista se implementa por medio de las reglas de
reescritura sel anteriores.
regla del paralelo con instanciacio´n
P [g1/g] op . . . op P [gn/g]
b α−−−−−→ P ′
par g in [g1, . . . , gn] op P
b α−−−−−→ P ′
donde op es uno de los operadores paralelo, ||, |||, o |[h1, . . . , hm]|.
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*** par rule
crl [pari] : par g in [GIL] OP P => {b}{a}P’
if unfold(g, GIL, OP, P) => {b}{a}P’ .
op unfold : GateId GateIdList ParOp BehaviourExp -> BehaviourExp .
eq unfold(g, g’, OP, P) = P[g’ / g] .
eq unfold(g, (g’, GIL), OP, P) = (P[g’ / g]) OP unfold(g, GIL, OP, P) .
La operacio´n unfold se utiliza para construir la expresio´n de comportamiento de la
premisa de la regla.
reglas del ocultamiento
P
b α−−−−−→ P ′
hide g1, . . . , gn in P
b i−−−−−→ hide g1, . . . , gn in P ′
si name(α) ∈ {g1, . . . , gn}
P
b α−−−−−→ P ′
hide g1, . . . , gn in P
b α−−−−−→ hide g1, . . . , gn in P ′
si name(α) 6∈ {g1, . . . , gn}
*** hide rules
crl [hide] : hide GIL in P => {b}{i}hide GIL in P’
if P => {b}{a}P’ /\
(name(a) in GIL) .
crl [hide] : hide GIL in P => {b}{a}hide GIL in P’
if P => {b}{a}P’ /\
not(name(a) in GIL) .
reglas de la habilitacio´n
P1
b α−−−−−→ P ′1
P1 >> accept x :S in P2
b α−−−−−→ P ′1 >> accept x :S in P2
si name(α) 6= δ
P1
b δE−−−−−−−→ P ′1
P1 >> accept x :S in P2
b i−−−−−→ P2[E/x]
Y de forma similar para el operador >> sin datos.
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*** accept rules
crl [accept] : P1 >> accept x : S in P2 => {b}{a}(P1’ >> accept x : S in P2)
if P1 => {b}{a}P1’ /\
(name(a) =/= delta) .
crl [accept] : P1 >> accept x : S in P2 => {b}{i}(P2 [E / x])
if P1 => {b}{delta E}P1’ .
crl [accept] : P1 >> P2 => {b}{a}(P1’ >> P2)
if P1 => {b}{a}P1’ /\
(name(a) =/= delta) .
crl [accept] : P1 >> P2 => {b}{i}P2
if P1 => {b}{delta}P1’ .
reglas de la deshabilitacio´n
P1
b α−−−−−→ P ′1
P1 [> P2
b α−−−−−→ P ′1 [> P2
si name(α) 6= δ
P1
b α−−−−−→ P ′1
P1 [> P2
b α−−−−−→ P ′1
si name(α) = δ
P2
b α−−−−−→ P ′2
P1 [> P2
b α−−−−−→ P ′2
*** disable rules
crl [disable] : P1 [> P2 => {b}{a}(P1’ [> P2)
if P1 => {b}{a}P1’ /\
(name(a) =/= delta) .
crl [disable] : P1 [> P2 => {b}{a}P1’
if P1 => {b}{a}P1’ /\
(name(a) == delta) .
crl [disable] : P1 [> P2 => {b}{a}P2’
if P2 => {b}{a}P2’ .
reglas del paralelismo general (sin sincronizacio´n)
P1
b α−−−−−→ P ′1
P1 |[ g1, . . . , gn ]| P2
bσ ασ−−−−−−−→ P ′1σ |[ g1, . . . , gn ]| P2
name(α) 6∈ {g1, . . . , gn, δ}
σ = σ1 . . . σn, α = gE1 . . . En, y
σi =
{
[zi/xi] si Ei = xi y xi ∈ vars(P2) donde zi ∈ new-var.
[ ] en otro caso
De forma similar para P2.
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*** general parallelism rules (not synchronising)
crl [genpar] : P1 |[ GIL ]| P2 => {b subsPar(a, vars(P2))}
{a subsPar(a, vars(P2))}
((P1’ subsPar(a, vars(P2))) |[ GIL ]| P2)
if P1 => {b}{a}P1’ /\
not(name(a) in (GIL, delta)) .
crl [genpar] : P1 |[ GIL ]| P2 => {b subsPar(a, vars(P1))}
{a subsPar(a, vars(P1))}
(P1 |[ GIL ]| (P2’ subsPar(a, vars(P1))))
if P2 => {b}{a}P2’ /\
not(name(a) in (GIL, delta)) .
La siguiente operacio´n devuelve la sustitucio´n necesaria para definir la regla sema´ntica
del operador de composicio´n paralela, que depende de la accio´n dada y del conjunto de
variables en el proceso que no realiza la accio´n.
op subsPar : Event VarSet -> Substitution .
op subsPar : EOffer VarSet -> Substitution .
eq subsPar(A, VS) = [] .
eq subsPar(g EO, VS) = subsPar(EO, VS) .
eq subsPar(E, VS) = if (E :: VarId) then
(if (E in VS) then [ new-var / E ] else [] fi)
else [] fi .
eq subsPar(E EO, VS) = if (E :: VarId) then
(if (E in VS) then [ new-var / E ] subsPar(EO, VS)
else subsPar(EO, VS) fi)
else subsPar(EO, VS) fi .
El operador de entrelazado ||| es un simple caso particular:
eq P1 ||| P2 = P1 |[ nilGIL ]| P2 .
reglas del paralelismo general (con sincronizacio´n)
P1
b1 g−−−−−→ P ′1 P2
b2 g−−−−−→ P ′2
P1 |[ g1, . . . , gn ]| P2
b1∧b2 g−−−−−−−−→ P ′1 |[ g1, . . . , gn ]| P ′2
donde g ∈ {g1, . . . , gn, δ}.
P1




P1 |[ g1, . . . , gn ]| P2
b1∧b2∧E1=E′1∧...∧En=E
′
n gE1...En−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ P ′1 |[ g1, . . . , gn ]| P ′2
donde g ∈ {g1, . . . , gn, δ}.
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*** general parallelism rules (synchronising without values)
crl [genpar] : P1 |[ GIL ]| P2 => {b1 /\ b2}{g}(P1’ |[ GIL ]| P2’)
if P1 => {b1}{g}P1’ /\
P2 => {b2}{g}P2’ /\
(g in (GIL, delta)) .
*** general parallelism rules (synchronising with values)
crl [genpar] : P1 |[ GIL ]| P2 => {b1 /\ b2 /\ match(EO1,EO2)}
{g EO1}
(P1’ |[ GIL ]| P2’)
if P1 => {b1}{g EO1}P1’ /\
P2 => {b2}{g EO2}P2’ /\
(g in (GIL, delta)) .
op match : EOffer EOffer -> TransCond .
eq match(E1, E2) = (E1 = E2) .
eq match(E1 EO1, E2 EO2) = (E1 = E2) /\ match(EO1, EO2) .
El operador de paralelo || es tambie´n un caso particular:
eq P1 || P2 = P1 |[ ALL ]| P2 .
reglas de la eleccio´n
P1
b α−−−−−→ P ′1
P1 [] P2
b α−−−−−→ P ′1
P2
b α−−−−−→ P ′2
P1 [] P2
b α−−−−−→ P ′2
*** choice rules
crl [choice] : P1 [] P2 => {b}{a}P1’
if P1 => {b}{a}P1’ .
crl [choice] : P1 [] P2 => {b}{a}P2’
if P2 => {b}{a}P2’ .
regla de la guarda
P
b α−−−−−→ P ′
([SP] -> P )
b∧SP α−−−−−−−−→ P ′
*** guard rule
crl [guard] : [ SP ] -> P => {b /\ SP}{a}P’
if P => {b}{a}P’ .
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regla de la instanciacio´n de proceso
P [g1/h1, . . . , gn/hn][E1/x1, . . . , Em/xm]
b α−−−−−→ P ′
p[g1, . . . , gn](E1, . . . , Em)
b α−−−−−→ P ′
donde p[h1, . . . , hn](x1, . . . , xm) := P es una definicio´n de proceso.
*** instantiation rule
crl [instantiation] : p[GIL](DEL) => {b}{a}P’
if (p definedIn context) /\
instantiate(def(context,p),GIL,DEL) => {b}{a}P’ .
La operacio´n instantiate, dada una definicio´n de proceso y los identificadores de
puertas y las expresiones de datos utilizadas en una instanciacio´n del proceso, devuelve la
expresio´n de comportamiento que define al proceso, donde los identificadores de puertas
formales y los para´metros de datos han sido sustituidos por los actuales.
op instantiate : ProcDef GateIdList DataExpList -> BehaviourExp .
op instantiate : BehaviourExp GateIdList GateIdList -> BehaviourExp .
op instantiate : BehaviourExp DataExpList DataExpList -> BehaviourExp .
eq instantiate(process(p,GIL,DEL,P), GIL’, DEL’) =
instantiate(instantiate(P,GIL,GIL’), DEL, DEL’) .
eq instantiate(P, nilGIL, nilGIL) = P .
eq instantiate(P, g, g’) = P [ g’ / g ] .
eq instantiate(P, (g, GIL), (g’, GIL’)) = instantiate(P,GIL,GIL’) [ g’ / g ] .
eq instantiate(P, nilDEL, nilDEL) = P .
eq instantiate(P, E, E’) = P [ E’ / E ] .
eq instantiate(P, (E, DEL), (E’, DEL’)) = instantiate(P,DEL,DEL’) [ E’ / E ] .
Ahora ya hemos implementado todas las reglas sema´nticas para expresiones de com-
portamiento, y tenemos el siguiente resultado de conservacio´n.
Conservacio´n de transiciones simbo´licas LOTOS: Dada una expresio´n de compor-
tamiento LOTOS P , existen una condicio´n de transicio´n b, un evento a, y una expresio´n
de comportamiento P ′ tales que
P
b a−−−−−→ P ′
si y solo si P puede ser reescrito a {b}{a}P’ utilizando las reglas de reescritura presentadas.
La sema´ntica simbo´lica no propaga a la expresio´n de comportamiento resultante las
ligaduras de la forma x = E que puedan aparecer en la condicio´n de una transicio´n cuan-
do sincronizan dos comportamientos. Ello en realidad no es necesario, pues el valor de
cualquier variable puede averiguarse consultando las condiciones en un recorrido del sis-
tema de transiciones simbo´lico. Sin embargo, la herramienta LOTOS que definiremos ma´s
adelante s´ı que propagara´ estas ligaduras, para mostrar de forma ma´s legible las posibles
transiciones de un comportamiento. La propagacio´n de las ligaduras en una condicio´n de
una transicio´n se puede definir as´ı:
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ceq (E1 = E2) = (E2 = E1) if E2 :: VarId and not(E1 :: VarId) .
op apply-subst : TransCond BehaviourExp -> BehaviourExp .
eq apply-subst(B, P) = P .
eq apply-subst(E1 = E2, P) =
if (E1 :: VarId) and not(E2 :: VarId) then P[E2 / E1]




eq apply-subst(b /\ b’, P) = apply-subst(b, apply-subst(b’,P)) .
7.3.3. Sema´ntica de te´rminos
En [CS01] se define tambie´n el concepto de te´rmino (term): un te´rmino viene dado por
un STS T y una sustitucio´n σ, y se denota como Tσ. As´ı mismo se definen las transiciones
entre te´rminos, que implementaremos de la misma forma que lo hemos hecho con las
transiciones entre expresiones de comportamiento. El te´rmino Tσ se representa con el par
<T,σ>.
sorts term substitution .
op <_‘,_> : BehaviourExp substitution -> term [frozen] .
op ‘(‘) : -> substitution .
op ‘(_<-_‘) : DataExp VarId -> substitution .
op __ : substitution substitution -> substitution [assoc id: ()] .
op _‘[_/_‘] : substitution DataExp VarId -> substitution .
op remove : substitution VarId -> substitution .
var sig : substitution .
eq sig [ E / x ] = remove(sig,x) (E <- x) .
eq remove((), x) = () .
eq remove((E <- y) sig, x) = if (x == y) then sig
else (E <- y) remove(sig, x) fi .
op __ : TransCond substitution -> TransCond .
op __ : Event substitution -> Event .
eq b () = b .
eq b ((E <- x) sig) = b [E / x] sig .
eq a () = a .
eq a ((E <- x) sig) = a [E / x] sig .
op _<|_ : VarSet substitution -> substitution .
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eq VS <| () = () .
eq VS <| ((E <- x) sig) = if (x in VS) then (E <- x) (VS <| sig)
else (VS <| sig) fi .
sort TCondEventTerm .
subsort term < TCondEventTerm .
op {_}{_}_ : TransCond Event TCondEventTerm -> TCondEventTerm [frozen] .
Las transiciones entre te´rminos se definen en [CS01] de la siguiente manera:
T
b a−−−−−→ T ′ implica Tσ bσ a−−−−−−−→ T ′σ′
T
b gE−−−−−−−→ T ′ implica Tσ
bσ gEσ−−−−−−−→ T ′σ′
donde fv(E) ⊆ fv(T )
T
b gx−−−−−−−→ T ′ implica Tσ
bσ[z/x] gz−−−−−−−−−−→ T ′σ′[z/x]
donde x /∈ fv(T ) y z /∈ fv(Tσ)
En todos los casos σ′ = fv(T ′)¢σ, donde la expresio´n S¢σ denota la proyeccio´n sobre el
dominio, es decir, la restriccio´n de σ para que incluya solo los elementos del conjunto S.
crl [term] : < P, sig > => {b}{A} < P’, fv(P’) <| sig >
if P => {b}{A}P’ .
crl [term] : < P, sig > => {b sig}{(g E) sig} < P’, fv(P’) <| sig >
if P => {b}{g E}P’ /\
fv(E) subseteq fv(P) .
crl [term] : < P, sig > => {b (sig [ z / x ])}
{g z}
< P’, (fv(P’) <| sig) [ z / x ] >
if P => {b}{g x}P’ /\
not(x in fv(P)) /\
z := new-var .
endm
7.3.4. Ejemplo de ejecucio´n
Utilizando el comando search de Maude, que busca todas las reescrituras de un te´rmi-
no que encajan con un patro´n dado, podemos encontrar todas las posibles transiciones de
una expresio´n de comportamiento:
Maude> search
G(’g) ; G(’h) ; stop
|[ G(’g) ]|
( G(’a) ; stop
[]
G(’g) ; stop ) => X:TCondEventBehExp .
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Solution 1 (state 1)
X:TCondEventBehExp --> {true}{G(’a)}G(’g) ; G(’h) ; stop |[G(’g)]| stop
Solution 2 (state 2)
X:TCondEventBehExp --> {true}{G(’g)}G(’h) ; stop |[G(’g)]| stop
No more solutions.
Maude> search G(’h) ; stop |[G(’g)]| stop => X:TCondEventBehExp .
Solution 1 (state 1)
X:TCondEventBehExp --> {true}{G(’h)}stop |[G(’g)]| stop
No more solutions.
Pero tenemos que escribir los identificadores utilizando la sintaxis abstracta (por ejem-
plo, G(’g)) y no podemos utilizar expresiones de datos, aparte de los booleanos predefi-
nidos, ya que no hemos incluido ninguna especificacio´n ACT ONE. Estas especificaciones
son definidas por el usuario como parte de una especificacio´n Full LOTOS. En las siguien-
tes secciones veremos co´mo podemos dar sema´ntica a las especificaciones ACT ONE, y
co´mo pueden integrarse con la implementacio´n de la sema´ntica de LOTOS presentada
anteriormente.
7.4. Lo´gica modal FULL
Antes de describir la implementacio´n de la herramienta, vamos a ver la implementacio´n
de parte de la lo´gica modal FULL basada en la sema´ntica simbo´lica de LOTOS y descrita
en [CMS01]. Lo haremos as´ı porque parte de las operaciones utilizadas para su definicio´n
se utilizan tambie´n para la herramienta de simulacio´n de procesos.
Adema´s de las constantes, operadores binarios y operadores modales de la lo´gica modal
de Hennessy-Milner (Seccio´n 4.7), la lo´gica modal FULL incluye cuantificacio´n universal
y existencial sobre valores de datos, de forma que los operadores modales pueden expre-
sar tanto cuantificacio´n sobre transiciones como cuantificacio´n sobre datos. Se exponen a
continuacio´n los nuevos operadores, y la idea intuitiva sobre su significado:
〈∃y g〉 Un valor, una transicio´n g.
〈∀y g〉 Todos los valores, con suficientes transiciones g para cubrir todos
los valores.
[∃y g] Un valor y varias transiciones g, ma´s exactamente, todas las tran-
siciones g correspondientes al valor en cuestio´n.
[∀y g] Todos los valores, todas las transiciones g.
En el art´ıculo [CMS02] se presentan con detalle diversos ejemplos de fo´rmulas que
manejan estos operadores modales, as´ı como procesos que cumplen esas fo´rmulas. Nosotros
7.4. Lo´gica modal FULL 195
consideraremos aqu´ı el siguiente proceso P,
process P [g, h, k] : exit :=
g?x:Num [x < 5]; h; exit (1)
[] g!4; k; exit (2)
[] g?x:Num [x = 5]; ( h; exit (3)
[] k; exit ) (4)
[] g!5; h; exit (5)
[] g?x:Num [x > 5]; h; exit (6)
[] g!10; k; exit (7)
endproc
donde el tipo Num representa los enteros del 1 al 10, y donde hemos numerado las distintas
ramas que puede seguir el proceso, para utilizar estos nu´meros en las explicaciones que
damos a continuacio´n.
Veamos algunos ejemplos de fo´rmulas FULL que satisface el proceso P. Por ejemplo,
el predicado “P puede realizar una accio´n g comunicando algu´n valor igual a 4”, puede
expresarse en FULL como P |= 〈∃y g〉(y = 4). La rama (1) muestra que P satisface el
predicado. Tambie´n se cumple que, “para todos los valores, P puede realizar una accio´n
g, y despue´s una accio´n h”, P |= 〈∀y g〉〈h〉tt, como muestran las ramas (1), (5) y (6).
Sin embargo, P no cumple la propiedad similar 〈∀y g〉〈k〉tt. S´ı cumple que “para algu´n
valor, independientemente de la posibilidad de hacer la accio´n g que se elija, despue´s es
posible hacer una accio´n h”, P |= [∃y g]〈h〉tt, como muestran las ramas (3) y (5). En
cambio, tampoco cumple [∀y g]〈h〉tt, por culpa de la rama (2). Si la fo´rmula se extiende
a [∀y g](〈h〉tt ∨ 〈k〉tt), entonces P s´ı que la cumple.
Nosotros hemos implementado un subconjunto de FULL sin valores. La parte de la
lo´gica con valores de datos requiere un estudio ma´s profundo, y pensamos que para so-
portarla sera´ necesario conseguir la potencia de algu´n tipo de demostrador de teoremas.
Cierto es que la lo´gica de reescritura y Maude se han mostrado tambie´n muy u´tiles para
desarrollar este tipo de sistemas [Cla00].
La sema´ntica de FULL utiliza los sucesores de una expresio´n de comportamiento des-
pue´s de realizar una accio´n. Definimos primero operaciones para obtener todas las posibles
transiciones de una expresio´n de comportamiento, que tambie´n sera´n utilizadas por nuestra
herramienta para ejecutar o simular los procesos. Estas operaciones se definen al metani-
vel de forma similar a como hicimos con la funcio´n succ en el Cap´ıtulo 5, utilizada para
implementar la sema´ntica de Hennessy-Milner, y utilizan el mo´dulo Maude con las reglas




subsort Term < TermSeq .
op mt : -> TermSeq .
op _+_ : TermSeq TermSeq -> TermSeq [assoc id: mt] .
var M : Module .
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vars T T’ T’’ T1 T2 T3 : Term .
var TS : TermSeq .
var N : MachineInt .
La operacio´n transitions recibe un mo´dulo con la implementacio´n de la sema´nti-
ca (extendido como veremos con la sintaxis y la sema´ntica de las expresiones de datos)
y un te´rmino t que represente una expresio´n de comportamiento, y devuelve la secuen-
cia de te´rminos que representan las posibles transiciones de t. Utilizamos la operacio´n
metaSearch que representa al metanivel el comando search utilizado en la Seccio´n 7.3.4.
op transitions : Module Term -> TermSeq .
op transitions : Module Term MachineInt -> TermSeq .
eq transitions(M, T) = transitions(M,T,0) .
eq transitions(M, T, N) =
if metaSearch(M, T, ’X:TCondEventBehExp, nil, ’+, 1, N) == failure
then mt
else getTerm(metaSearch(M, T, ’X:TCondEventBehExp, nil, ’+, 1, N))
+ transitions(M, T, N + 1) fi .
La siguiente versio´n de esta operacio´n, transitions-subst, calcula tambie´n las tran-
siciones posibles de una expresio´n de comportamiento, pero aplicando la sustitucio´n de
cada transicio´n a la expresio´n de comportamiento resultado correspondiente.
op transitions-subst : Module Term -> TermSeq .
op apply-subst : Module TermSeq -> TermSeq .
eq transitions-subst(M, T) = apply-subst(M, transitions(M, T, 0)) .
eq apply-subst(M, mt) = mt .
eq apply-subst(M, (’‘{_‘}‘{_‘}_[T1,T2,T3]) + TS) =
getTerm(metaReduce(M, ’‘{_‘}‘{_‘}_[T1,T2,’apply-subst[T1,T3]])) +
apply-subst(M, TS) .
La operacio´n ttranstions es la versio´n correspondiente para transiciones de te´rminos
(LOTOS).
op ttransitions : Module Term -> TermSeq .
op ttransitions : Module Term MachineInt -> TermSeq .
eq ttransitions(M, T) = ttransitions(M,T,0) .
eq ttransitions(M, T, N) =
if metaSearch(M, T, ’X:TCondEventTerm, nil, ’+, 1, N) == failure
then mt
else getTerm(metaSearch(M, T, ’X:TCondEventTerm, nil, ’+, 1, N))
+ ttransitions(M, T, N + 1) fi .
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Ahora podemos definir una operacio´n succ que devuelva todos los sucesores de una
expresio´n de comportamiento despue´s de realizar una accio´n dada. Esta es la operacio´n
que sera´ utilizada en la definicio´n de la sema´ntica de la lo´gica modal. Por ahora nos
podemos limitar a utilizar el mo´dulo (metarrepresentado) LOTOS-SEMANTICS sin extensio-
nes, dado que en los operadores de la lo´gica modal no se permiten valores. El te´rmino
[’LOTOS-SEMANTICS] denota el mo´dulo LOTOS-SEMANTICS metarrepresentado. La opera-
cio´n succ con un argumento T devuelve todos los sucesores de la expresio´n de comporta-
miento que representa T, como te´rminos (metarrepresentados) de tipo TCondEventBehExp.
La operacio´n succ con tres argumentos T, T1 y T2, devuelve solo los sucesores de T tras
hacer una transicio´n de LOTOS cuya condicio´n y evento coincidan con T1 y T2, respecti-
vamente.
op succ : Term -> TermSeq .
op succ : Term Term Term -> TermSeq .
op filter : TermSeq Term Term -> TermSeq .
op equal : Term Term -> Bool .
eq succ(T) = transitions([’LOTOS-SEMANTICS], T, 0) .
eq succ(T,T1,T2) = filter(succ(T),T1,T2) .
eq filter(mt, T1, T2) = mt .
eq filter((’‘{_‘}‘{_‘}_[T,T’,T’’]) + TS, T1, T2) =





eq equal(T, T’) = getTerm(metaReduce([’LOTOS-SEMANTICS],
’_==_[T,T’])) == ’true.Bool .
endfm
El siguiente mo´dulo contiene la representacio´n del subconjunto de la lo´gica FULL
que nosotros implementamos. Presenta la sintaxis de FULL y su sema´ntica. El te´rmino
P |= Phi es un booleano, que es true si la expresio´n de comportamiento P satisface la
fo´rmula Phi. Obse´rvese el uso de las operaciones forall y exists para representar los
cuantificadores universal y existencial. El mo´dulo MOVE-UP utilizado define una funcio´n up
para metarrepresentar elementos de la sintaxis de LOTOS, equivalente a la funcio´n con el






ops tt ff : -> Formula .
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ops _/\_ _\/_ : Formula Formula -> Formula .
op <_>_ : SimpleAction Formula -> Formula .
op [_]_ : SimpleAction Formula -> Formula .
op forall : TermSeq Formula -> Bool .
op exists : TermSeq Formula -> Bool .
op _|=_ : BehaviourExp Formula -> Bool .
op _|=_ : Term Formula -> Bool .
var P : BehaviourExp .
var A : SimpleAction .
var T : Term .
var TS : TermSeq .
vars Phi Psi : Formula .
eq P |= Phi = up(P) |= Phi .
eq T |= tt = true .
eq T |= ff = false .
eq T |= Phi /\ Psi = (T |= Phi) and (T |= Psi) .
eq T |= Phi \/ Psi = T |= Phi or T |= Psi .
eq T |= [ A ] Phi = forall(succ(T, up(true), up(A)), Phi) .
eq T |= < A > Phi = exists(succ(T, up(true), up(A)), Phi) .
eq forall(mt, Phi) = true .
eq forall(T + TS, Phi) = (T |= Phi) and forall(TS, Phi) .
eq exists(mt, Phi) = false .
eq exists(T + TS, Phi) = T |= Phi or exists(TS,Phi) .
endm
Veremos ejemplos de utilizacio´n de esta lo´gica en la Seccio´n 7.6.6, cuando tengamos
nuestra herramienta completamente construida.
7.5. Traduccio´n de especificaciones ACT ONE
Nuestro objetivo ahora consiste en ser capaces de introducir en nuestra herramienta
especificaciones ACT ONE, que sera´n traducidas internamente a mo´dulos funcionales de
Maude.
Comenzaremos introduciendo la sintaxis de ACT ONE. Como ya vimos en la Sec-
cio´n 3.5, en Maude la definicio´n de sintaxis de un lenguaje L se lleva a cabo definiendo
un tipo de datos ModuleL, lo cual puede hacerse de una forma muy flexible, que refleje
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fielmente la sintaxis concreta del lenguaje L. Las particularidades al nivel le´xico de L
pueden tenerse en cuenta por medio de tipos de datos burbuja (cualquier cadena no vac´ıa
de identificadores Maude) definidos por el usuario, que correspondan de forma adecuada a
las nociones de token e identificador del lenguaje en cuestio´n. Las burbujas corresponden
a partes de un mo´dulo de un lenguaje que solo pueden ser analizadas sinta´cticamente una
vez que esta´ disponible la grama´tica introducida por la signatura definida en el propio
mo´dulo [CDE+98b]. Esto es especialmente importante cuando el lenguaje L tiene sintaxis
definida por el usuario, como ocurre en nuestro caso con ACT ONE (igual que ocurre con
las especificaciones en Maude).
La idea es que la sintaxis de un lenguaje que permite mo´dulos incluyendo caracter´ısticas
sinta´cticas definidas por el usuario se puede ver de manera natural como una sintaxis con
dos niveles diferentes: la que podemos llamar sintaxis al nivel ma´s alto del lenguaje, y la
sintaxis definible por el usuario introducida en cada mo´dulo. Los tipos de datos burbujas
nos permiten reflejar esta duplicidad de niveles.
Para ilustrar este concepto, veamos la siguiente especificacio´n ACT ONE, adaptacio´n




0 : -> Nat3
s_ : Nat3 -> Nat3
eqns
ofsort Nat
s s s 0 = 0 ;
endtype
Las cadenas de caracteres recuadradas no son parte de la sintaxis al nivel ma´s alto de
ACT ONE. De hecho, solo pueden analizarse sinta´cticamente con la grama´tica asociada a
la signatura del mo´dulo NAT3.
La grama´tica de ACT ONE se define en un mo´dulo funcional ACTONE-SIGN. A conti-
nuacio´n mostramos parte de esta definicio´n.
fmod ACTONE-SIGN is
sort Token NeTokenList Bubble .
sorts OperDeclList DeclList TypeDecl
SortName SortNameList EqDecl EqDeclGroup
VariDeclList VariDeclGroup VarEqDeclList .
op type_is_endtype : Token DeclList -> TypeDecl [prec 20 gather(e e)] .
op sorts_ : Token -> Decl [prec 18 gather(e)] .
op opns_ : OperDeclList -> Decl [prec 18 gather(e)] .
op eqns_ : VarEqDeclList -> Decl [prec 18 gather(e)] .
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op forall_ : VariDeclList -> VariDeclGroup [prec 15 gather(e)] .
op ofsort__ : Token EqDeclList -> EqDeclGroup [prec 15] .
op _: ->_ : Token SortName -> OperDecl [prec 5] .
op _:_->_ : Token SortNameList SortName -> OperDecl [prec 5] .
op _=_; : Bubble Bubble -> EqDecl [prec 5] .
op _=>_=_; : Bubble Bubble Bubble -> EqDecl [prec 5] .
endfm
En el mo´dulo META-LOTOS-TOOL-SIGN al final de la Seccio´n 7.6.1 se puede ver la defini-
cio´n de los tipos Bubble. Aunque hemos estado hablando de burbujas de forma gene´rica,
hay de hecho diferentes clases de burbujas. En particular, es ese mo´dulo las burbujas
de longitud uno se denominan Token. En [CDE+99, CDE+01] se puede encontrar una
descripcio´n ma´s detallada de los tipos burbujas y de co´mo realizan su funcio´n en Maude.
Despue´s de haber definido el mo´dulo con la sintaxis de ACT ONE, podemos utilizar
la funcio´n metaParse del mo´dulo META-LEVEL, la cual recibe como argumentos la repre-
sentacio´n de un mo´dulo M y la representacio´n de una lista de tokens (como valor del tipo
QidList, como se vio en la Seccio´n 2.2.4) y devuelve la metarrepresentacio´n del te´rmi-
no analizado (un a´rbol sinta´ctico que puede contener burbujas) segu´n la signatura de M
correspondiente a la lista de tokens.
El siguiente paso consiste en definir una operacio´n translate que recibe como argu-
mento el te´rmino analizado y devuelve un mo´dulo funcional con la misma sema´ntica que
la especificacio´n en ACT ONE introducida. El ana´lisis sinta´ctico de las posibles burbujas
se hara´ tambie´n en este segundo paso.
QidList
metaParse−−−−−−→ GrammarACT ONE translate−−−−−−→ FModule
Con nuestra traduccio´n conseguimos el siguiente resultado.
Conservacio´n de la equivalencia de ACT ONE: Dada una especificacio´n ACT ONE
SP , y te´rminos t y t′ en SP , tenemos que
SP |= t ≡ t′ ⇐⇒M |= tM ≡ t′M
donde M = translate(metaParse(ACTONE-GRAMMAR,SP)), y tM y t
′
M son las representa-
ciones de t y t′ en M .
Antes de ver con ma´s detalle co´mo se realiza la traduccio´n a un mo´dulo funcional de
Maude, veamos co´mo se realizan los dos pasos para el mo´dulo ejemplo anterior NAT3. Si
ejecutamos la operacio´n metaParse con el mo´dulo metarrepresentado ACTONE-GRAMMAR
(con la sintaxis al nivel ma´s alto de ACT ONE) y la siguiente lista de identificadores con
comilla




’0 ’: ’-> ’Nat3
’s_ ’: ’Nat3 ’-> ’Nat3
’eqns
’ofsort ’Nat
’s ’s ’s ’0 ’= ’0 ’;
’endtype
















Los tokens y las burbujas tienen como argumentos listas (unitarias en el primer ca-
so) metarrepresentadas de identificadores con comilla, es decir, valores de tipo QidList
metarrepresentados. Son estos valores los que hay que volver a analizar sinta´cticamen-
te (baja´ndolos un nivel de representacio´n), con la sintaxis definida por el usuario, en el
apartado opns de la especificacio´n en ACT ONE.
Si ejecutamos la operacio´n translateType comentada ma´s abajo sobre el te´rmino
metarrepresentado anterior, obtenemos el siguiente mo´dulo funcional Maude metarrepre-




subsort ’VarId < ’Nat3 .
subsort ’Nat3 < ’DataExp .
op ’0 : nil -> ’Nat3 [none] .
op ’s_ : ’Nat3 -> ’Nat3 [none] .
none
eq ’s_[’s_[’s_[’0.Nat3]]] = ’0.Nat3 .
endfm
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Este mo´dulo es la traduccio´n de la especificacio´n NAT3 en ACT ONE vista al comienzo
de esta seccio´n.
Veamos ahora co´mo se realiza la traduccio´n desde el te´rmino devuelto por metaParse
hasta un mo´dulo funcional en Maude. Primero definimos una operacio´n que extrae la
signatura definida por el usuario en la especificacio´n.
op extractSignature : Term -> FModule .
Esta operacio´n, dentro del mo´dulo ACTONE-TRANSLATION, recibe como argumento el
te´rmino devuelto por metaParse y devuelve un mo´dulo funcional que contiene las decla-
raciones Maude correspondientes a los tipos y operaciones encontradas en dicho te´rmino.
Este mo´dulo se utilizara´ para analizar las burbujas.
Las siguientes funciones realizan la traduccio´n propiamente dicha:
op translateType : Term -> FModule .
op translateType : Term FModule FModule -> FModule .
op translateDeclList : Term FModule FModule -> FModule .
La primera operacio´n es la principal. Recibe como argumento el te´rmino devuelto por
metaParse y devuelve su traduccio´n como mo´dulo funcional. Para ello utiliza la opera-
cio´n translateType con tres argumentos: la parte de especificacio´n ACT ONE au´n no
traducida, el mo´dulo Maude con la traduccio´n ya hecha, y el mo´dulo Maude con (solo) la
signatura de la parte ya traducida.
vars Q QI V S : Qid .
vars T T’ T’’ T’’’ : Term .
vars M M’ : Module .
var VS : VarSet .
var QIL : QidList .
eq translateType(T) =
translateType(T,
addImportList(including ’DATAEXP-SYNTAX ., emptyFModule),
emptyFModule) .
eq translateType(’__[T,T’], M, M’) =
translateType(T’, translateType(T, M, M’),
addDecls(M’, extractSignature(T))) .
eq translateType(’type_is_endtype[’token[T’],T’’], M, M’) =
translateDeclList(T’’, M,
addDecls(M’,extractSignature(’type_is_endtype[’token[T’],T’’]))) .
eq translateDeclList(’__[T,T’], M, M’) =
translateDeclList(T’, translateDeclList(T,M, M’), M’) .
La operacio´n translateDeclList recorre la lista de declaraciones dentro de la declara-
cio´n de un tipo, y va an˜adiendo a su segundo argumento la traduccio´n de cada declaracio´n.
Veamos, a continuacio´n, co´mo se traducen algunas de estas declaraciones.
7.5. Traduccio´n de especificaciones ACT ONE 203
Cuando en la especificacio´n en ACT ONE aparece una declaracio´n de un tipo T, esta
no solo produce su traduccio´n a una declaracio´n de tipo en Maude para el tipo T, sino que
tambie´n declara el tipo T como subtipo del tipo DataExp (ya que los valores del nuevo tipo
podr´ıan ser utilizados en una comunicacio´n dentro de una expresio´n de comportamiento)
e introduce adema´s el tipo de las variables de LOTOS VarId como subtipo del tipo T (ya
que se podr´ıan utilizar variables de LOTOS para construir valores del tipo T). Obtenemos
as´ı una herramienta general en Maude por medio de la cual se pueden introducir y ejecutar
especificaciones en ACT ONE, que nosotros utilizaremos para integrar los mo´dulos de ACT
ONE con especificaciones en LOTOS.
eq translateDeclList(’sorts_[’token[T]], M, M’) =
addSubsortDeclSet(subsort downQid(T) < ’DataExp .,
addSubsortDeclSet(subsort ’VarId < downQid(T) .,
addSortSet(downQid(T), M))) .
La operacio´n
op translateEqDeclList : Term FModule FModule VarSet -> FModule .
traduce una lista de declaraciones de ecuaciones. El cuarto argumento es un conjunto de
variables de ACT ONE que pueden aparecer en las ecuaciones (es decir, la ecuacio´n se
encuentra en el a´mbito de visibilidad de dichas variables). Para poder analizar de forma
correcta las burbujas en la ecuacio´n, la informacio´n relacionada con las variables tiene que
ser incluida en la expresio´n como variables de Maude. Recue´rdese que en Maude 2.0 una
variable metarrepresentada es un identificador con comilla que incluye el nombre de la
variable y su tipo, separados por ‘:’. Las siguientes ecuaciones describen co´mo se realiza
la traduccio´n de una ecuacio´n (posiblemente condicional).
eq translateEqDeclList(’_=_;[’bubble[T], ’bubble[T’]], M, M’, VS) =
addEquationSet(
(eq getTerm(metaParse(M’, insertVar(downQidList(T), VS), anyType))
= getTerm(metaParse(M’, insertVar(downQidList(T’), VS), anyType)) .),
M) .
eq translateEqDeclList(’_=>_=_;[’bubble[T], ’bubble[T’], ’bubble[T’’]],
M, M’, VS) =
addEquationSet(
(ceq getTerm(metaParse(M’, insertVar(downQidList(T’), VS), anyType))
= getTerm(metaParse(M’, insertVar(downQidList(T’’), VS), anyType))
if getTerm(metaParse(M’, insertVar(downQidList(T), VS), anyType))
= ’true.Bool .),
M) .
A continuacio´n mostramos un ejemplo de co´mo una especificacio´n en ACT ONE, algo
ma´s completa que la especificacio´n NAT3 vista anteriormente, se traduce a un mo´dulo
funcional en Maude. La especificacio´n en ACT ONE de la izquierda se traduce al mo´dulo
funcional en Maude de la derecha:




0 : -> Nat
s : Nat -> Nat
_+_ : Nat, Nat -> Nat
eqns
forall x, y : Nat
ofsort Nat
0 + x = x ;






subsort VarId < Nat .
subsort Nat < DataExp .
op 0 : -> Nat .
op s : Nat -> Nat .
op _+_ : Nat Nat -> Nat .
eq 0 + x:Nat = x:Nat .
eq s(x:Nat) + y:Nat =
s(x:Nat + y:Nat) .
endfm
7.5.1. Extensio´n de los mo´dulos
En la Seccio´n 7.3.2 vimos que la operacio´n que realiza la sustitucio´n sinta´ctica y la
operacio´n que extrae las variables que aparecen en una expresio´n de comportamiento no
fueron definidas completamente. La razo´n fue la misma en los dos casos: la presencia de
expresiones de datos con sintaxis definida por el usuario y, por tanto, desconocida en aquel
momento.
Ahora que conocemos la especificacio´n ACT ONE, y que esta se ha traducido a un
mo´dulo funcional, podemos definir estas operaciones sobre expresiones de datos que uti-
licen la nueva sintaxis. Debido a las facilidades de metaprogramacio´n que ofrece Maude,
podemos hacerlo de forma automa´tica. En el mo´dulo MODULE-EXTENSIONS mostrado a con-
tinuacio´n, definimos operaciones que toman un mo´dulo M y devuelven el mismo mo´dulo
M extendido con ecuaciones que definen la sustitucio´n y la extraccio´n de variables sobre
expresiones construidas utilizando la signatura en el mo´dulo M .
Por ejemplo, si la operacio´n addOpervars (descrita ma´s abajo) se aplica al mo´dulo
Naturals visto anteriormente, se an˜aden las siguiente ecuaciones:4
eq vars(0) = mt .
eq vars(s(v1:Nat)) = vars(v1:Nat) .
eq vars(v1:Nat + v2:Nat) = vars(v1:Nat) U vars(v2:Nat) .
Obse´rvese que esta no es la forma ma´s natural de definir esta operacio´n, ya que los
u´nicos constructores del tipo Nat son 0 y s, por lo que podr´ıan parecer suficientes las dos
primeras ecuaciones. Sin embargo, aqu´ı estamos definiendo la operacio´n sobre expresiones
que pueden contener variables LOTOS, por lo que la tercera ecuacio´n es tambie´n necesaria.
Veamos co´mo especificar la operacio´n addOpervars. La operacio´n recibe como argu-
mento un mo´duloM correspondiente a la traduccio´n de una especificacio´n ACT ONE. Por
tanto, las operaciones declaradas en este mo´dulo M pueden utilizarse para construir ex-
presiones LOTOS de cierto tipo. La funcio´n addOpervars recorre la lista de declaraciones
de operadores y para cada uno de ellos an˜ade una ecuacio´n que indica co´mo se extraen las
variables de un te´rmino cuyo operador ma´s externo sea aquel. El mo´dulo UNIT utilizado
4Recue´rdese que en Maude 2.0 las variables no tienen que ser declaradas expl´ıcitamente mediante
declaraciones de variables, aunque por conveniencia estas se permiten.
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incluye operaciones para la construccio´n de mo´dulos metarrepresentados a partir de sus
componentes: declaracio´n de tipos, operaciones, ecuaciones, reglas, etc.
fmod MODULE-EXTENSIONS is
protecting UNIT .
op addOpervars : Module -> Module .
op addOpervars : OpDeclSet Module -> Module .
op addOpervars : Qid TypeList Qid Module -> Module .
op buildArgs : TypeList MachineInt -> TermList .
op buildArgs2 : Qid TermList -> TermList .
var M : Module .
vars OP S A A’ : Qid .
var ARGS : TypeList .
var T : Term .
var TL : TermList .
var AttS : AttrSet .
var ODS : OpDeclSet .
var N : MachineInt .
eq addOpervars(M) = addOpervars(opDeclSet(M), M) .
eq addOpervars(none, M) = M .
eq addOpervars(op OP : ARGS -> S [AttS] . ODS, M) =
addOpervars(ODS, addOpervars(OP, ARGS, S, M)) .
eq addOpervars(OP, nil, S, M) =
addEquationSet(eq ’vars[conc(OP,conc(’.,S))] = ’mt.VarSet ., M) .
eq addOpervars(OP, A ARGS, S, M) =
addEquationSet(eq ’vars[OP[buildArgs(A ARGS, 1)]] =
if ARGS == nil then ’vars[buildArgs(A ARGS, 1)]
else ’_U_[buildArgs2(’vars, buildArgs(A ARGS, 1))] fi ., M) .
eq buildArgs(A, N) = conc(conc(index(’v,N),’:), A) .
eq buildArgs(A A’ ARGS, N) = buildArgs(A, N), buildArgs(A’ ARGS, N + 1) .
eq buildArgs2(OP, T) = OP[T] .
eq buildArgs2(OP, (T,TL)) = OP[T], buildArgs2(OP,TL) .
endfm
Las ecuaciones an˜adidas por la operacio´n addOpervars junto con la ecuacio´n
eq vars(x) = x .
que vimos en la Seccio´n 7.3.2 (pa´gina 184) indican co´mo extraer las variables de una
expresio´n de datos en LOTOS definida con la sintaxis del usuario.
De igual forma se define la operacio´n
op addOperSubs : Module -> Module .
206 Cap´ıtulo 7. Una herramienta para Full LOTOS
que an˜ade a un mo´dulo ecuaciones que definen la operacio´n de sustitucio´n de una expresio´n
por otra sobre te´rminos construidos con las operaciones del mo´dulo.
7.6. Construccio´n de la herramienta LOTOS
Queremos construir una herramienta formal donde se puedan introducir y ejecutar
especificaciones LOTOS completas, que incluyan una especificacio´n de tipos de datos
ACT ONE, una expresio´n de comportamiento principal y definiciones de procesos. Pa-
ra poder ejecutar o simular la especificacio´n, queremos ser capaces de recorrer el sistema
de transiciones simbo´lico generado para la expresio´n de comportamiento principal utili-
zando la sema´ntica simbo´lica instanciada con los tipos de datos concretos dados en la
especificacio´n ACT ONE y las definiciones de procesos dadas.
7.6.1. Grama´tica de la interfaz de la herramienta
Comenzamos definiendo la signatura (o sintaxis concreta) de LOTOS y la signatura
de los comandos que vamos a utilizar en nuestra herramienta para trabajar con la especi-
ficacio´n introducida. Hay una separacio´n importante entre la signatura concreta utilizada
por los usuarios para escribir sus propias especificaciones (utilizada por la herramienta
para analizar sinta´cticamente dichas especificaciones y definida utilizando conceptos como
los tipos burbujas) y la sintaxis abstracta que definimos en la Seccio´n 7.3.1 en el mo´du-
lo LOTOS-SYNTAX (utilizada para representar de forma abstracta te´rminos de LOTOS),
aunque aparentemente sean bastante similares.
La signatura de ACT ONE se presento´ en el mo´dulo ACTONE-SIGN y la de LOTOS se
presenta parcialmente, a continuacio´n, en el mo´dulo LOTOS-SIGN:
fmod LOTOS-SIGN is
protecting ACTONE-SIGN .
sorts VarId SortId GateId ProcId .
subsorts Token < VarId SortId GateId ProcId .
sort DataExp .
subsort Bubble < DataExp .
sorts BehaviourExp Offer StrucAction IdDecl GateIdList SelecPred .
op stop : -> BehaviourExp .
op exit : -> BehaviourExp .
op __ : GateId Offer -> StrucAction [prec 30 gather(e e)] .
op !_ : Bubble -> Offer [prec 25] .
op ?_ : IdDecl -> Offer [prec 25] .
op _:_ : VarId SortId -> IdDecl [prec 20] .
op _;_ : Action BehaviourExp -> BehaviourExp [prec 35] .
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op _‘[‘]_ : BehaviourExp BehaviourExp -> BehaviourExp [assoc prec 40] .
op hide_in_ : GateIdList BehaviourExp -> BehaviourExp [prec 40] .
op ‘[_‘]->_ : SelecPred BehaviourExp -> BehaviourExp [prec 40] .
endfm
El siguiente mo´dulo, LOTOS-TOOL-SIGN, incluye las signaturas de ACT ONE y LOTOS





op show process . : -> LotosCommand .
op show transitions . : -> LotosCommand .
op show transitions of_. : BehaviourExp -> LotosCommand .
op cont_. : MachineInt -> LotosCommand .
op cont . : -> LotosCommand .
op show state . : -> LotosCommand .
op show term transitions . : -> LotosCommand .
op show term transitions of_. : BehaviourExp -> LotosCommand .
op tcont_. : MachineInt -> LotosCommand .
op tcont . : -> LotosCommand .
op sat_. : Formula -> LotosCommand .
endfm
El primer comando se utiliza para mostrar el proceso actual, es decir, la expresio´n de
comportamiento utilizada por defecto si en el resto de comandos se utiliza la versio´n que no
incluye este argumento. El segundo y tercer comandos se utilizan para mostrar las posibles
transiciones (definidas por la sema´ntica simbo´lica) del proceso actual (por defecto) o del
dado expl´ıcitamente, de modo que con estos comandos se comienza la ejecucio´n de un
proceso. El cuarto comando se utiliza para proseguir con la ejecucio´n siguiendo una de
las posibles transiciones siguientes, en concreto la indicada en el argumento del comando.
El comando cont (sin nu´mero) es equivalente a cont 1. El sexto comando se utiliza para
mostrar el estado actual de la ejecucio´n, es decir, la condicio´n actual, la traza ejecutada
y las posibles transiciones siguientes. Los cuatro comandos siguientes corresponden a las
transiciones de te´rminos LOTOS, en vez de transiciones de expresiones de comportamiento.
El u´ltimo comando sirve para pedir a la herramienta que compruebe si el proceso actual
cumple la fo´rmula dada (del subconjunto implementado) de la lo´gica FULL.
Para poder analizar sinta´cticamente una entrada utilizando la funcio´n predefinida
metaParse, necesitamos dar la metarrepresentacio´n de la signatura dentro de la cual se
tiene que hacer el ana´lisis sinta´ctico. Incluyendo el mo´dulo anterior, LOTOS-TOOL-SIGN,
dentro del mo´dulo metarrepresentado LOTOS-GRAMMARmostrado a continuacio´n, obtenemos
la metarrepresentacio´n de LOTOS-TOOL-SIGN. El mo´dulo LOTOS-GRAMMAR sera´ utilizado en
las llamadas a la funcio´n metaParse, para conseguir que la entrada sea analizada con esta
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signatura5. Obse´rvese que la llamada a metaParse nos devolvera´ un te´rmino que repre-
sentara´ el a´rbol sinta´ctico de la entrada (posiblemente incluyendo burbujas). Este te´rmino
sera´ transformado entonces a un te´rmino de un tipo de datos apropiado.
fmod META-LOTOS-TOOL-SIGN is
including META-LEVEL .
op LOTOS-GRAMMAR : -> FModule .
eq LOTOS-GRAMMAR





op ’token : ’Qid -> ’Token
[special(
(id-hook(’Bubble, ’1 ’1)
op-hook(’qidSymbol, ’<Qids>, nil, ’Qid)))] .
op ’bubble : ’QidList -> ’Bubble
[special(
(id-hook(’Bubble, ’1 ’-1 ’‘( ’‘))
op-hook(’qidListSymbol, ’__, ’QidList ’QidList, ’QidList)
op-hook(’qidSymbol, ’<Qids>, nil, ’Qid)





7.6.2. Procesamiento de la entrada LOTOS
Cuando se introducen expresiones de comportamiento LOTOS, bien como parte de la
especificacio´n completa o bien en un comando de la herramienta, tienen que ser trans-
formadas en elementos del tipo BehaviourExp del mo´dulo LOTOS-SYNTAX (Seccio´n 7.3.1).
El a´rbol sinta´ctico devuelto por metaParse utilizando el mo´dulo LOTOS-GRAMMAR puede
contener burbujas (en los lugares donde aparecen expresiones de datos) y tokens (en los
lugares donde aparecen nuevos identificadores, como los que nombran puertas o variables)
que tienen que ser analizados de nuevo utilizando la definicio´n de sintaxis introducida por
el usuario. Esta sintaxis se obtiene traduciendo los tipos definidos en ACT ONE en mo´du-
los funcionales, como se explico´ anteriormente. Es ma´s, una expresio´n de comportamiento
por s´ı misma puede definir nueva sintaxis, ya que puede declarar nuevas variables LOTOS
5Aunque en las secciones anteriores hemos utilizado tambie´n una constante ACTONE-GRAMMAR para refe-
rirnos al mo´dulo con la signatura de ACT ONE, aqu´ı definimos una u´nica constante LOTOS-GRAMMAR que
incluye tanto la signatura de ACT ONE como la de LOTOS. Esto es debido a que en nuestra herramienta
las especificaciones se introducira´n de forma completa, incluyendo tanto la parte ACT ONE como la parte
LOTOS.
7.6. Construccio´n de la herramienta LOTOS 209
por medio de comunicaciones de valores del tipo ?, que en lo sucesivo pueden aparecer en
las expresiones. Por ejemplo, cuando se procese la expresio´n de comportamiento
g ? x : Nat ; h ! (s(x) + s(0)) ; stop
la expresio´n de datos s(x) + s(0) debe ser analizada sinta´cticamente en un mo´dulo donde
este´n definidos los operadores 0, s y _+_, y utilizando el hecho de que x es una variable
de tipo Nat.
A continuacio´n vamos a ver algunas de las operaciones y ecuaciones que definen esta
traduccio´n.
Utilizamos la operacio´n parseProcess para realizar la traduccio´n descrita arriba. Esta
operacio´n recibe como argumentos el te´rmino devuelto por metaParse que representa una
expresio´n de comportamiento, el mo´dulo metarrepresentado con la sintaxis de los tipos
de datos (obtenida a partir de la especificacio´n ACT ONE) y el conjunto de variables
libres que pueden aparecer en la expresio´n de comportamiento. La operacio´n devuelve
una expresio´n de comportamiento (metarrepresentada) sin burbujas. Para ello utiliza la
operacio´n parseAction que devuelve el te´rmino que metarrepresenta la accio´n dada, sin
burbujas, y las variables declaradas en la accio´n, si hubiera alguna.
op parseAction : Term Module VarSet -> TermVars .
op parseProcess : Term Module VarSet -> Term .
op parseDataExp : Term Module VarSet -> Term .
op parseOffer : Term Module VarSet -> TermVars .
op parseProcDeclList : Term Module -> Term .
Obse´rvese co´mo la siguiente ecuacio´n transforma un token que representa una puerta,
en un identificador de puerta, utilizando la sintaxis abstracta del mo´dulo LOTOS-SYNTAX
de la Seccio´n 7.3.1:
eq parseAction(’token[G], M, VS) = < ’G[G], mt > .
eq parseAction(’i.SimpleAction, M, VS) = < ’i.SimpleAction, mt > .
eq parseAction(’__[G, T’], M, VS) =
< ’__[term(parseAction(G, M, VS)), term(parseOffer(T’,M, VS))],
vars(parseOffer(T’,M, VS)) > .
Cuando se analiza sinta´cticamente un proceso prefijado por una accio´n, primero se
analiza la accio´n y despue´s se analiza el proceso, utilizando un conjunto de variables
extendido con las variables nuevas declaradas por la accio´n (si hubiera alguna):
eq parseProcess(’_;_[T,T’],M,VS) =
’_;_[term(parseAction(T,M,VS)),
parseProcess(T’,M, VS vars(parseAction(T,M,VS)))] .
Hay otros operadores, como el operador de eleccio´n sobre valores, que tambie´n declaran
nuevas variables. Su tratamiento es el mismo: la expresio´n de comportamiento interna (T’’
en la siguiente ecuacio´n) se analiza con un conjunto de variables extendido con la nueva
variable:
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eq parseProcess(’choice_‘[‘]_[’_:_[’token[T],’token[T’]],T’’], M, VS) =
’choice_‘[‘]_[’_:_[’V[T], ’S[T’]],
parseProcess(T’’,M, VS (downQid(T) : downQid(T’)))] .
La operacio´n parseDataExp recibe una burbuja que representa una expresio´n, un
mo´dulo con la sintaxis con la cual se tiene que analizar la expresio´n, y un conjunto de
variables de LOTOS que pueden aparecer en la expresio´n. Para poder analizar de forma
correcta esta burbuja, las variables LOTOS que aparezcan en la expresio´n original tienen
que sustituirse por variables de Maude asociadas. El te´rmino resultante contendra´ dichas
variables de Maude, que tendra´n que ser reconvertidas en las variables de LOTOS, pero
utilizando esta vez la sintaxis abstracta, con lo que obtenemos te´rminos de la forma V(Q),
siendo Q un identificador con comilla.
eq parseDataExp(’bubble[E], M, VS) =
varsMaudeToLotos(getTerm(metaParse(M,
insertVar(downQidList(E),VS),anyType))) .
La operacio´n parseProcDeclList construye un contexto LOTOS (metarrepresentado)
que incluye las definiciones de los procesos declarados en una especificacio´n.




parseProcess(T5, M, varDeclToVarSet(T3)) ] .
eq parseProcDeclList(’__[T,T’], M) =
’_&_[parseProcDeclList(T, M), parseProcDeclList(T’, M)] .
Las fo´rmulas de la lo´gica modal FULL que se escriben en el comando sat de nuestra
herramienta tambie´n tienen que ser traducidas, desde la sintaxis concreta a la sintaxis
abstracta en la que los identificadores de puertas son de la forma G(Q), siendo Q un
identificador con comilla.
op parseFormula : Term -> Term .
eq parseFormula(C) = C .
eq parseFormula(’_/\_[T,T’]) = ’_/\_[parseFormula(T),parseFormula(T’)] .
eq parseFormula(’_\/_[T,T’]) = ’_\/_[parseFormula(T),parseFormula(T’)] .
eq parseFormula(’‘[_‘]_[’token[G],T’]) = ’‘[_‘]_[’G[G], parseFormula(T’)] .
eq parseFormula(’<_>_[’token[G],T’]) = ’<_>_[’G[G], parseFormula(T’)] .
7.6.3. Procesamiento de los comandos de la herramienta
El siguiente mo´dulo define operaciones auxiliares utilizadas para el procesamiento de los
comandos de la herramienta. Estas operaciones sera´n utilizadas por las reglas que definen
el tratamiento del estado interno de la herramienta (ve´ase Seccio´n 7.6.4). Sirven para
mostrar por pantalla de forma correcta las transiciones de un proceso, y para seleccionar
los distintos argumentos de un te´rmino (metarrepresentado) de tipo TCondEventBehExp.
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fmod LOTOS-COMMAND-PROCESSING is
protecting SUCC .
vars Q Q1 Q2 : Qid .
var QIL : QidList .
var M : Module .
vars T T1 T2 T3 : Term .
var TS : TermSeq .
var N : MachineInt .
op meta-pretty-print-transitions : Module TermSeq -> QidList .
op meta-pretty-print-transitions : Module TermSeq MachineInt -> QidList .
op meta-pretty-print-trace : Module Term -> QidList .
op meta-pretty-print-condition : Module Term -> QidList .
eq meta-pretty-print-transitions(M, TS) =
if TS == mt then (’\n ’No ’more ’transitions ’. ’\n)
else
(’\n ’TRANSITIONS ’: ’\n
meta-pretty-print-transitions(M, TS, 1) ’\n )
fi .
eq meta-pretty-print-transitions(M, mt, N) = nil .
eq meta-pretty-print-transitions(M, T + TS, N) =
’\n conc(index(’ , N), ’.) ’\t filter(metaPrettyPrint(M,T))
meta-pretty-print-transitions(M, TS, N + 1) .
eq meta-pretty-print-trace(M, T) =
(’\n ’Trace ’: filter(metaPrettyPrint(M,T)) ’\n) .
eq meta-pretty-print-condition(M, T) =
(’\n ’Condition ’: filter(metaPrettyPrint(M,T)) ’\n) .
La operacio´n selectSol recibe como argumentos un entero N y una secuencia de
soluciones devueltas por la operacio´n transitions, y devuelve el elemento N-e´simo de la
secuencia.
op selectSol : MachineInt TermSeq -> Term .
op selectProc : Term -> Term .
op selectEvent : Term -> Term .
op selectCond : Term -> Term .
eq selectSol(1, T + TS) = T .
ceq selectSol(N, T + TS) = selectSol(_-_(N,1), TS) if N > 1 .
eq selectProc(’‘{_‘}‘{_‘}_[T1,T2,T3]) = T3 .
eq selectEvent(’‘{_‘}‘{_‘}_[T1,T2,T3]) = T2 .
eq selectCond(’‘{_‘}‘{_‘}_[T1,T2,T3]) = T1 .
endfm
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7.6.4. Tratamiento del estado de la herramienta
En nuestra herramienta, el estado persistente del sistema viene dado por un u´nico
objeto que mantiene el estado de la herramienta. Este objeto tiene los siguientes atributos:
semantics, para mantener el mo´dulo actual en el que se pueden ejecutar las ex-
presiones de comportamiento. Se trata pues del mo´dulo LOTOS-SEMANTICS de la
Seccio´n 7.3.2 extendido con la sintaxis y sema´ntica de las nuevas expresiones de
datos;
lotosProcess, para mantener la expresio´n de comportamiento que etiqueta el nodo
del sistema de transiciones simbo´lico que ha sido alcanzado durante la ejecucio´n;
transitions, para mantener el conjunto de posibles transiciones a partir del proceso
en el atributo lotosProcess;
trace, para mantener la secuencia de eventos realizados en el camino desde la ra´ız
del STS hasta el nodo actual;
condition, para mantener la conjuncio´n de las condiciones de las transiciones en
ese camino; e
input y output, para tratar la comunicacio´n con el usuario.
Declaramos la clase siguiente utilizando la notacio´n para clases en los mo´dulos orien-
tados a objetos:






output : QidList .
Sin embargo, ya que estamos utilizando Core Maude (y no Full Maude), las declaracio-
nes orientadas a objetos no pueden ser tratadas directamente. Debemos usar en cambio las
declaraciones equivalentes que eliminan el azu´car sinta´ctico de las declaraciones orientadas
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subsort ToolStateClass < Cid .
op ToolState : -> ToolStateClass .
*** Attributes of the tool state
op semantics :_ : Module -> Attribute .
op lotosProcess :_ : Term -> Attribute .
op transitions :_ : TermSeq -> Attribute .
op trace :_ : Term -> Attribute .
op condition :_ : Term -> Attribute .
op input :_ : TermList -> Attribute .
op output :_ : QidList -> Attribute .
op SYN : -> FModule .
op SEM : -> Module .
eq SYN = [’DATAEXP-SYNTAX] .
eq SEM = [’LOTOS-SEMANTICS] .
var TL : TermList .
var Atts : AttributeSet .
var X@ToolState : ToolStateClass .
var O : Oid .
vars T T’ T’’ T’’’ T1 T2 T3 T4 : Term .
vars SynM SemM : Module .
var TS : TermSeq .
op nilTermList : -> TermList .
eq (nilTermList, TL) = TL .
eq (TL, nilTermList) = TL .
Las siguientes reglas describen el comportamiento de la herramienta cuando se intro-
duce en el sistema una especificacio´n LOTOS o alguno de los diferentes comandos.
La primera regla procesa una especificacio´n LOTOS introducida en el sistema. Se per-
miten especificaciones LOTOS con cuatro argumentos: el nombre de la especificacio´n, una
especificacio´n ACT ONE que defina los tipos de datos a utilizar, la expresio´n de comporta-
miento principal, y una lista de definiciones de procesos (tanto la especificacio´n ACT ONE
como la lista de procesos pueden ser vac´ıas). No se permiten declaraciones locales. Cuando
se introduce una especificacio´n LOTOS, el atributo semantics se actualiza con un nuevo
mo´dulo construido de la siguiente manera: primero, la parte ACT ONE de la especifica-
cio´n se traduce a un mo´dulo funcional; despue´s, se le an˜aden ecuaciones que definen la
sustitucio´n sinta´ctica y la extraccio´n de variables (como se explico´ en la Seccio´n 7.5.1); el
mo´dulo resultante se une con la metarrepresentacio´n del mo´dulo LOTOS-SEMANTICS (con
las reglas de la sema´ntica simbo´lica); y, finalmente, se an˜ade una ecuacio´n que define la
constante context con las definiciones de procesos dadas en la especificacio´n. El atributo
lotosProcess tambie´n es actualizado con la expresio´n de comportamiento principal in-
troducida en la especificacio´n, y el resto de los atributos son inicializados. Obse´rvese el
mensaje colocado en el canal de salida output.
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rl [spec] :




semantics : SemM, lotosProcess : T1,
transitions : TS,
trace : T3,
condition : T4, Atts >
=> < O : X@ToolState | input : nilTermList,
output : (’\n ’Introduced ’specification getName(T) ’\n),









condition : ’true.Bool, Atts > .
Obse´rvese tambie´n co´mo se utiliza la variable Atts de tipo AttributeSet para capturar
“el resto” de atributos. Aunque en el objeto de la parte izquierda de la regla aparecen
expl´ıcitamente todos sus atributos, la regla tambie´n podr´ıa utilizarse si an˜adie´ramos ma´s
atributos al objeto siempre que estos no tuvieran que ser modificados a la hora de introducir
una especificacio´n.
Los comandos se tratan mediante reglas similares. Por ejemplo, la siguiente regla trata
el comando show transitions;
rl [show-transitions] :




transitions : TS, Atts >




transitions : transitions-subst(SemM,T), Atts > .
Para modificar el valor del atributo transitions se utiliza transitions-subst, ope-
racio´n definida en la Seccio´n 7.4. Obse´rvese co´mo en el atributo de entrada se coloca el
comando show state para que se ejecute la regla que trata este comando, mostra´ndose
por pantalla el estado actual.
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rl [show-state] :





transitions : TS, trace : T1, condition : T2, Atts >








transitions : TS, trace : T1, condition : T2, Atts > .
Las siguientes dos reglas tratan el comando cont. La primera se limita a modificar la
entrada para que, a continuacio´n, se ejecute la segunda. En esta se modifican los atributos
lotosProcess, trace y condition de forma adecuada, dependiendo del nu´mero de tran-
sicio´n con la que se quiera continuar, y se pide que se muestren las transiciones del nuevo
proceso actual:
rl [continue] :
< O : X@ToolState |
input : ’cont‘..LotosCommand, Atts >
=> < O : X@ToolState |
input : (’cont_.[’1.NzMachineInt]), Atts > .
rl [continue] :
< O : X@ToolState |
input : (’cont_.[T]), output : nil,
semantics : SemM,
lotosProcess : T’,
transitions : TS, trace : T’’, condition : T’’’, Atts >
=> < O : X@ToolState |








selectSol(downMachineInt(T),TS))])), Atts > .
Por u´ltimo, la siguiente regla trata el comando sat que pide comprobar si el proceso
actual cumple una fo´rmula dada de la lo´gica modal FULL:
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rl [sat] :
< O : X@ToolState |
input : (’sat_.[T]), output : nil,
lotosProcess : T’, Atts >
=> < O : X@ToolState |
input : nilTermList,
output : if getTerm(metaReduce([’FULL], ’_|=_[T’,parseFormula(T)]))
== ’true.Bool then
’Satisfied ’.
else ’Not ’Satisfied ’.
fi ,
lotosProcess : T’, Atts > .
endm
7.6.5. El entorno de la herramienta LOTOS
La entrada/salida de especificaciones y de los comandos se lleva a cabo a trave´s del
mo´dulo predefinido LOOP-MODE [CDE+99], que proporciona un bucle gene´rico de lectura-
evaluacio´n-escritura. Como se explico´ en la Seccio´n 2.2.6, este mo´dulo define un operador
[_,_,_] que puede verse como un objeto persistente con un canal de entrada y otro de
salida (su primer y tercer argumento, respectivamente), y un estado (dado por su segundo
argumento). Tenemos una flexibilidad total a la hora de definir este estado. En nuestra
herramienta, utilizaremos al efecto un objeto de la clase ToolState. Cuando se introduce
en la entrada de Maude un cierto dato escrito entre pare´ntesis, el sistema lo coloca en el
primer argumento del objeto persistente, como una lista de identificadores con comilla. A
continuacio´n se analizara´ sinta´cticamente la entrada utilizando la grama´tica adecuada, y
el te´rmino resultante se colocara´ en el atributo input del objeto correspondiente al estado
de la herramienta. Por u´ltimo, las reglas vistas en la seccio´n anterior lo procesara´n. La
salida se trata en el sentido inverso, de modo que la lista de identificadores con comilla,
colocada en el tercer argumento del objeto persistente, se imprime en el terminal.
En el siguiente mo´dulo se definen las reglas para inicializar el bucle, y para especificar






El estado del sistema viene representado por un u´nico objeto.
subsort Object < State .
op o : -> Oid . *** constant object identifier
op init : -> System . *** initial state of the persistent object
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var Atts : AttributeSet .
var X@ToolState : ToolStateClass .
var O : Oid .
var Q : Qid .
vars QIL QIL’ QIL’’ : QidList .
La regla init inicializa el objeto persistente como un objeto de la clase ToolState
inicializando todos sus atributos.
rl [init] : init
=> [nil,







condition : ’true.TransCond >,
(’\n ’\t ’LOTOS ’in ’Maude ’version ’1.0 ’\n )] .
La regla in utiliza el mo´dulo LOTOS-GRAMMAR para analizar sinta´cticamente las especifi-
caciones de Full LOTOS y los comandos de la herramienta. Si la entrada es sinta´cticamente
va´lida, su ana´lisis se coloca en el atributo input; en caso contrario, se coloca un mensaje
de error en el canal de salida. Obse´rvese que la regla solo se ejecuta cuando la (lista de)
entrada es no vac´ıa.
crl [in] :
[QIL,
< O : X@ToolState | input : nilTermList,
output : nil, Atts >,
QIL’]
=> if not(metaParse(LOTOS-GRAMMAR, QIL, anyType) :: ResultPair)
then [nil,
< O : X@ToolState |
input : nilTermList, output : nil, Atts >,
QIL’ (’ERROR: ’incorrect ’input ’.)]
else [nil,
< O : X@ToolState |
input : getTerm(metaParse(LOTOS-GRAMMAR, QIL, anyType)),
output : nil, Atts >,
QIL’]
fi
if QIL =/= nil .
Cuando el atributo output del objeto estado de la herramienta contiene una lista no
vac´ıa de identificadores con comilla, la siguiente regla la desplaza al tercer argumento del
bucle de entrada/salida. Entonces el sistema Maude la muestra por el terminal:
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crl [out] :
[QIL,
< O : X@ToolState | output : QIL’, Atts >,
QIL’’]
=> [QIL,
< O : X@ToolState | output : nil, Atts >,
(QIL’ QIL’’)]
if QIL’ =/= nil .
endm
Al sistema se le indica que´ objeto tiene que utilizar mediante el siguiente comando:
Maude> loop init .
Despue´s de introducir este u´ltimo mo´dulo ya puede ser utilizada la herramienta, pu-
die´ndose introducir y ejecutar especificaciones LOTOS, como se muestra en la siguiente
seccio´n.
7.6.6. Ejemplos de ejecucio´n
Para empezar veamos un ejemplo de interaccio´n con la herramienta LOTOS:





O : -> NAT
succ : NAT -> NAT
_+_ : NAT , NAT -> NAT
eq : NAT , NAT -> Bool
eqns
forall N : NAT,
M : NAT
ofsort NAT
O + N = N ;
succ(N) + M = succ(N + M) ;
ofsort Bool
eq(O, O) = true ;
eq(O, succ(N)) = false ;
eq(succ(N), O) = false ;
eq(succ(N), succ(M)) = eq(N,M) ;
endtype
behaviour
h ! O ; stop
[]
(
g ! (succ(O)) ; stop
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|[ g ]|









2. {x = succ(O)/\ eq(x,succ(O))}{g succ(O)}stop |[g]| h ! succ(succ(O));
stop
Maude> (cont 2 .)
Trace : g succ(O)
Condition : x = succ(O)/\ eq(x,succ(O))
TRANSITIONS :
1. {true}{h succ(succ(O))}stop |[g]| stop
Maude> (cont .)
Trace :(g succ(O))(h succ(succ(O)))
Condition : x = succ(O)/\ eq(x,succ(O))
No more transitions .
Podemos ver tambie´n co´mo comprobar que una versio´n simplificada (finita) de la
ma´quina expendedora de la Seccio´n 4.7 cumple ciertas fo´rmulas de la lo´gica modal FULL:
Maude> (specification VEN
behaviour
2p ; big ; collectB ; stop
[]
1p ; little ; collectL ; stop
endspec)
Introduced specification ’VEN
Maude> (sat ([ big ] ff) /\ ([ little ] ff) .)
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Satisfied .
Maude> (sat [ 2p ] (([ little ] ff) /\ (< big > tt)) .)
Satisfied .
Maude> (sat < collectB > tt .)
Not Satisfied .
Maude> (sat [ 2p ] ([ big ] (< collectB > tt)) .)
Satisfied .




1. {true}{2p}big ; collectB ; stop
2. {true}{1p}little ; collectL ; stop




1. {true}{big}collectB ; stop
Maude> (sat < collectB > tt .)
Not Satisfied .
Maude> (cont 1 .)
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Maude> (sat < collectB > tt .)
Satisfied .
Tambie´n hemos utilizado nuestra herramienta para ejecutar ejemplos de mayor entidad,
incluyendo el conocido Alternating Bit Protocol y el Sliding Window Protocol (con ma´s
de 550 lineas de co´digo LOTOS) [Tur92]. La herramienta se comporta de forma bastante
eficiente, dando respuesta a los comandos introducidos en muy pocos milisegundos.
Mostramos a continuacio´n la especificacio´n utilizada del Alternating Bit Protocol :
(specification DataLink




O : -> SeqNum
inc : SeqNum -> SeqNum
_equal_ : SeqNum, SeqNum -> Bool
eqns forall x, y : SeqNum
ofsort SeqNum
inc(inc(x)) = x ;
ofsort Bool
x equal x = true ;
x equal inc(x) = false ;
inc(x) equal x = false ;
inc(x) equal inc(y) = (x equal y) ;
endtype




empty : -> BitString
add : SeqNum, BitString -> BitString
endtype




info, ack : -> FrameType
equal : FrameType, FrameType -> Bool
eqns forall x : FrameType
ofsort Bool
equal(info, ack) = false ;
equal(ack, info) = false ;
equal(x, x) = true ;
endtype
behaviour
hide tout, send, receive in
( ( transmitter [ get, tout, send, receive ] (O)
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|||
receiver [ give, send, receive ] (O)
)
|[ tout, send, receive ]|
line [ tout, send, receive ] )
where
process transmitter [ get, tout, send, receive ]
( seq : SeqNum) : noexit :=
get ? data : BitString ;
sending [ tout, send, receive] (seq, data)
>> transmitter [ get, tout, send, receive ] (inc(seq))
endproc
process sending [ tout, send, receive]
( seq : SeqNum, data : BitString ) : exit :=
send ! info ! seq ! data ;
( receive ! ack ! (inc(seq)) ! empty ; exit
[] tout ; sending [ tout, send, receive ] (seq, data)
)
endproc
process receiver [ give, send, receive ]
( exp : SeqNum) : noexit :=
receive ! info ? rec : SeqNum ? data1 : BitString
; ( [ rec equal exp ] ->
give ! data1
; send ! ack ! (inc(rec)) ! empty
; receiver [ give, send, receive ] (inc(exp))
[] [ (inc(rec) equal exp) ] ->
send ! ack ! (inc(rec)) ! empty
; receiver [ give, send, receive ] (exp))
endproc
process line [ tout, send, receive ] : noexit :=
send ? f : FrameType ? seq : SeqNum ? data2 : BitString
; ( receive ! f ! seq ! data2
; line [ tout, send, receive ]
[] i
; tout




7.7. Comparacio´n con otras herramientas
En esta seccio´n compararemos la implementacio´n presentada en este cap´ıtulo con la
implementacio´n alternativa que hemos realizado siguiendo el enfoque de reglas de infe-
rencia como reescrituras, y con otras herramientas para LOTOS no basadas en lo´gica de
reescritura.
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7.7.1. LOTOS con el enfoque de reglas de inferencia como reescrituras
Como dijimos en la introduccio´n a este cap´ıtulo, hemos implementado tambie´n una
herramienta similar a la descrita aqu´ı utilizando el enfoque alternativo en el que las tran-
siciones se representan mediante te´rminos y las reglas de inferencia mediante reglas de
reescritura. Esta implementacio´n se presenta con todo detalle en [Ver02a]. Aqu´ı comen-
taremos primero las diferencias entre ella y la implementacio´n de CCS presentada en el
Cap´ıtulo 4, para despue´s comparar las dos implementaciones de LOTOS.
Ya que la sema´ntica de LOTOS es mucho ma´s complicada que la de CCS, y las especi-
ficaciones LOTOS son bastante ma´s complicadas que los simples procesos CCS, a la hora
de implementar la sema´ntica de LOTOS tuvimos que mejorar las ideas presentadas en el
Cap´ıtulo 4 en diversas direcciones.
En primer lugar, para presentar las reglas sema´nticas de una forma ma´s general y
elegante, escribimos las reglas para cada operador LOTOS asumiendo la presencia de
metavariables en cualquier sitio donde pueden aparecer estas dentro de una transicio´n, en
vez de como lo hicimos en el Cap´ıtulo 4, donde se escribieron reglas diferentes dependiendo
de donde aparecieran las metavariables. An˜adimos a continuacio´n otras reglas adicionales
que reducen los juicios sin metavariables en todos los sitios a los anteriores. Si hubie´ramos
hecho esa simplificacio´n en el caso de CCS, para el operador de prefijo solo tendr´ıamos la
regla
rl [pref] : A . P -- ?A -> ?P
=> -----------------------
[?A := A] [?P := P] .
Pero en cambio tendr´ıamos las siguientes reglas generales que permiten otras clases de
juicios como “conclusio´n”:
rl [meta] : P -- A -> P’
=> -----------------------------
P -- ?(NEW1)A -> ?(NEW2)P
[ ?(NEW1)A == A ]
[ ?(NEW2)P == P’ ] .
rl [meta] : P -- ?A -> P’
=> -----------------------
P -- ?A -> ?(NEW2)P
[ ?(NEW2)P == P’ ] .
rl [meta] : P -- A -> ?P
=> -----------------------
P -- ?(NEW1)A -> ?P
[ ?(NEW1)A == A ] .
Continuando con la idea de presentar la sema´ntica de una forma lo ma´s general posible,
utilizamos tambie´n un operador _[[_/_]] para representar la sustitucio´n sinta´ctica de
metavariables por sus valores concretos, en lugar de las operaciones <act_:=_>_ utilizadas
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para CCS, cuando estos se propagan al resto de juicios. La mejora esta´ en que podemos
definir el comportamiento de este nuevo operador al metanivel solo una vez, en vez de tener
que definir las diversas operaciones auxiliares sobrecargadas utilizadas en el Cap´ıtulo 4.
En cuanto a la eficiencia, cambiamos los conjuntos de juicios por secuencias de juicios
en los que el orden importa, para evitar los mu´ltiples encajes de patrones mo´dulo conmu-
tatividad. A partir de aqu´ı los juicios se mantienen ordenados y se prueban de izquierda a
derecha. Tambie´n modificamos la estrategia de bu´squeda para que solo se intente reescribir
el primer juicio de la secuencia. Ya que la estrategia tiene que comprobar que todos los
juicios se reducen al conjunto vac´ıo, si el primer juicio no puede ser reescrito, ya no es
necesario intentar reescribir el resto de juicios, pues es ya evidente que por debajo del nodo
actual en el a´rbol de reescrituras no habra´ ningu´n nodo que represente la secuencia vac´ıa.
Sin embargo, este cambio puede afectar a la forma en que las premisas se escriben en la
regla sema´ntica, ya que para reducir un juicio no deber´ıan hacer falta ligaduras producidas
por un juicio posterior (a la derecha).
Esta segunda implementacio´n de LOTOS se integro´ con Full Maude (el cual es alta-
mente extensible [Dur99]) an˜adiendo la capacidad de introducir especificaciones LOTOS
a Full Maude y la de trabajar con ellas por medio de nuevos comandos espec´ıficos, como
tambie´n hemos hecho en este cap´ıtulo. Tambie´n se permiten especificaciones ACT ONE
que se traducen automa´ticamente a mo´dulos funcionales que se integran con la sema´ntica
simbo´lica.
La diferencia ma´s importante entre las dos implementaciones, aparte de la representa-
cio´n de la sema´ntica, que es bastante diferente, se encuentra en las cosas que se hacen (o
pueden hacerse) al nivel objeto (el nivel de la representacio´n de la sema´ntica) y el metanivel
(utilizando reflexio´n). En [Ver02a], se define una operacio´n de bu´squeda al metanivel, para
comprobar si una transicio´n LOTOS es posible. La operacio´n recorre el a´rbol con todas las
posibles reescrituras de un te´rmino, movie´ndose continuamente entre el nivel objeto y el
metanivel. En la implementacio´n descrita en este cap´ıtulo la bu´squeda se realiza siempre
al nivel objeto, lo cual la hace bastante ma´s ra´pida y simple. Cierto es que el hecho de
estar movie´ndose continuamente entre los dos niveles nos permite definir en [Ver02a] ma´s
cosas al metanivel, como la operacio´n de sustitucio´n sinta´ctica o la extraccio´n de variables,
definida utilizando valores del tipo Term. Aqu´ı no pod´ıamos seguir esa solucio´n ya que la
bu´squeda ocurre completamente en el nivel objeto, por lo que hemos seguido un enfoque
diferente, como hemos explicado en la Seccio´n 7.5.1, en el que los mo´dulos traduccio´n de
una especificacio´n en ACT ONE se extienden de forma automa´tica, gracias a las capaci-
dades de metaprogramacio´n de Maude, con ecuaciones que definen (al nivel objeto) estas
operaciones sobre expresiones con la nueva sintaxis. Este enfoque nos parece mucho ma´s
elegante y general.
7.7.2. Otras herramientas
La herramienta Concurrency Workbench of the New Century (CWB-NC) es una herra-
mienta de verificacio´n automa´tica con la que pueden ejecutarse y analizarse sistemas dados
en diferentes lenguajes de especificacio´n [CS02]. En lo que se refiere a LOTOS, CWB-NC
acepta Basic LOTOS, ya que la herramienta no soporta a´lgebras de procesos con paso de
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valores. El disen˜o del sistema hace e´nfasis en la independencia del lenguaje de sus rutinas
de ana´lisis, localizando los procedimientos espec´ıficos de cada lenguaje, lo que permite
al usuario cambiar el lenguaje de descripcio´n de sistemas utilizando la herramienta Pro-
cess Algebra Compiler [CMS95], que traduce las definiciones de la sema´ntica operacional
de un lenguaje concreto en co´digo en SML. Nosotros hemos seguido un enfoque similar,
separando la sema´ntica del lenguaje de los procesos de ana´lisis que la utilizan, aunque
hemos intentado mantener la representacio´n de la sema´ntica en un nivel tan alto como
sea posible, sin que deje de ser ejecutable. De esta forma evitamos tener que traducir las
representaciones sema´nticas a otros lenguajes.
El conjunto de herramientas Caesar/Aldebaran Development Package (CADP) se uti-
liza para el desarrollo de protocolos, con diversas funcionalidades, desde la simulacio´n
interactiva hasta la verificacio´n formal [JHA+96]. Para poder dar soporte a diferentes
lenguajes de especificacio´n, CADP utiliza representaciones internas de bajo nivel, lo cual
obliga al implementador de una nueva sema´ntica a construir compiladores que generen es-
tas representaciones. CADP ya ha sido utilizado para implementar FULL [BS01], aunque
con la fuerte restriccio´n a tipos finitos y con la sema´ntica esta´ndar de LOTOS, en vez de
con la sema´ntica simbo´lica en la que se basa FULL.
7.8. Conclusiones
Hemos presentado un nuevo ejemplo de co´mo se pueden utilizar la lo´gica de reescritura
y Maude como marco sema´ntico y como metalenguaje, con el que se pueden construir
entornos y herramientas completas para ejecutar lenguajes de especificacio´n formal. En
este proceso la reflexio´n juega un papel decisivo.
Hemos implementado la sema´ntica simbo´lica de LOTOS en Maude siguiendo el enfoque
de transiciones como reescrituras, ya utilizado para CCS en el Cap´ıtulo 5. Aunque LOTOS
es un lenguaje bastante ma´s complejo que CCS, en lo que tiene que ver estrictamente
con los procesos hemos podido utilizar las mismas te´cnicas presentadas para este. Uno
de los aspectos ma´s novedosos de LOTOS es la inclusio´n de tipos de datos, con una
sintaxis y sema´ntica definida por el usuario. Hemos implementado una traduccio´n de
especificaciones en ACT ONE a mo´dulos funcionales en Maude, la cual permite ejecutar
estas especificaciones en Maude, utilizando su ma´quina de reduccio´n, cuyo rendimiento,
en lo que se refiere a tiempo de ejecucio´n, es muy alto. Estos mo´dulos funcionales se
integran con la sema´ntica, obtenie´ndose as´ı una implementacio´n de la sema´ntica simbo´lica
de LOTOS con tipos de datos definidos por el usuario.
El enfoque de transiciones como reescrituras es diferente al utilizado en el Cap´ıtulo 4
para CCS y en [Ver02a] para LOTOS, y presenta diversas ventajas, como se ha explicado
en la Seccio´n 7.7.1.
Finalmente, hemos implementado en Maude un interfaz de usuario para nuestra he-
rramienta, que permite que el usuario no utilice Maude directamente, sino que utilice una
herramienta escrita sobre Maude cuya entrada es una especificacio´n LOTOS, y donde es-
ta especificacio´n puede ser ejecutada mediante comandos que recorren el correspondiente
sistema de transiciones etiquetado.
Cap´ıtulo 8
Protocolo de eleccio´n de l´ıder de
IEEE 1394
Durante los u´ltimos an˜os se ha venido utilizando la lo´gica de reescritura y Maude
en la especificacio´n de sistemas reales, principalmente en aplicaciones de arquitecturas
distribuidas [DMT00b, DV01, ADV01c, ADV01a, ADV01b] y protocolos de comunicacio´n
[DMT98, DMT00a]. En [DMT98] se presenta una metodolog´ıa formal para especificar y
analizar protocolos de comunicacio´n (que ya presentamos en la introduccio´n de esta tesis,
pa´gina 5), estructurada como una secuencia de me´todos incrementalmente ma´s potentes,
que incluye los pasos siguientes:
1. Especificacio´n formal, para obtener un modelo formal del sistema, en el que se hayan
resuelto las posibles ambigu¨edades.
2. Ejecucio´n de la especificacio´n, con el propo´sito de poder simular y depurar la espe-
cificacio´n, conduciendo a mejores especificaciones.
3. Ana´lisis formal mediante “model-checking”, con el fin de encontrar errores a base de
considerar todos los posibles comportamientos de un sistema altamente distribuido
y no determinista.
4. Ana´lisis por “narrowing”, en el cual se analizan todos los comportamientos de un
conjunto posiblemente infinito de estados descrito por una expresio´n simbo´lica.
5. Demostracio´n formal, donde se verifica la correccio´n de propiedades cr´ıticas por
medio de alguna te´cnica formal.
En este cap´ıtulo utilizamos los me´todos 1, 2 y 3 para especificar y analizar tres des-
cripciones, a diferentes niveles de abstraccio´n, del protocolo de eleccio´n de l´ıder dentro
de la especificacio´n del bus multimedia en serie IEEE 1394 (conocido como FireWire),
y daremos indicaciones de co´mo utilizar el me´todo 5 para verificar las especificaciones.
No hemos podido realizar ningu´n ana´lisis por narrowing ya que el sistema Maude no lo
soporta (al menos al nivel objeto).
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Aunque para desarrollar el esta´ndar IEEE 1394 no se utilizaron me´todos formales, va-
rios aspectos del sistema han sido descritos utilizando gran variedad de te´cnicas diferentes,
entre las que se incluye los auto´matas I/O [DGRV97, Rom01], µCRL [SZ98] y E-LOTOS
[SM98, SV01]. De esta forma este ejemplo se esta´ convirtiendo en un caso de estudio t´ıpico
para la comparacio´n de me´todos formales [MS00, SMR01]. En este cap´ıtulo mostramos
co´mo Maude tambie´n puede ser utilizado como lenguaje de especificacio´n formal. Al efecto
se utiliza el estilo de especificacio´n orientado a objetos de Maude (ve´ase la Seccio´n 2.3),
que permite la formalizacio´n de sistemas de objetos concurrentes, tanto s´ıncronos como
as´ıncronos. En particular, se estudian los aspectos del protocolo relacionados con el tiem-
po, por lo que an˜adiremos conceptos temporales a estas especificaciones, siguiendo ideas
presentadas en [O¨M02]. La correccio´n del protocolo se ha probado de dos formas distintas.
Primero, las descripciones se han validado por medio de una exploracio´n exhaustiva de
todos los posibles comportamientos y estados alcanzables a partir de una configuracio´n
inicial (arbitraria) de la red, comprobando que siempre ocurre que se elige un u´nico l´ıder.
Veremos co´mo realizar este ana´lisis en la Seccio´n 8.4. En segundo lugar, se ha comprobado
la correccio´n del protocolo mediante una demostracio´n formal que prueba que toda red
conexa y ac´ıclica cumple las propiedades que se desean. Este trabajo es parte de la tesis
doctoral de Isabel Pita [Pit03]. En la Seccio´n 8.5 resumiremos las principales ideas.
La mayor´ıa de los trabajos presentados en [SMR01] utilizan formalismos abstractos
y herramientas que no son apropiadas para la ejecucio´n directa del protocolo, aunque
de una u otra forma cada enfoque aporta una visio´n u´til del tema. Pero sin duda los
me´todos de especificacio´n ejecutables y sus herramientas facilitan una representacio´n ma´s
completa. Como se apunta en [O¨lv00], la lo´gica de reescritura y Maude se situ´an a un
nivel operacional intermedio, que puede ayudar considerablemente a llenar el hueco entre
las especificaciones ma´s abstractas, orientadas a las propiedades, y las implementaciones
concretas, proporcionando al tiempo soporte a especificaciones ejecutables, te´cnicas u´tiles
para el razonamiento formal automa´tico o semi-automa´tico (como el ana´lisis formal basado
en estrategias presentado en la Seccio´n 8.4) y un modelo matema´tico preciso del sistema.
Parte del trabajo contenido en este cap´ıtulo se presento´ por primera vez en el Third
International Workshop on Rewriting Logic and its Applications, WRLA 2000, y fue pu-
blicado en [VPMO00]. Tambie´n se presento´ en el International Workshop on Application
of Formal Methods to IEEE 1394 Standard [VPMO01b, VPMO01a] en 2001, evento que
ha dado lugar a un volumen especial de la revista Formal Aspects of Computing donde se
ha incluido una versio´n extendida de nuestro trabajo [VPMO02].
Nuestro trabajo relacionado con el protocolo de eleccio´n de l´ıder dentro del esta´ndar
IEEE 1394 comenzo´ antes [SV99a], estudiando las cualidades del a´lgebra de procesos
E-LOTOS [ISO01] para describir este tipo de protocolos. Una versio´n extendida y mejorada
de este trabajo se ha publicado en la revista Computer Networks [SV01]. En la Seccio´n 8.8
realizaremos una comparacio´n entre el trabajo presentado en este cap´ıtulo y el trabajo
con E-LOTOS.



































Figura 8.1: Configuraciones de la red durante el protocolo de eleccio´n de l´ıder.
8.1. Descripcio´n informal del protocolo
El bus multimedia en serie IEEE 1394 [IEE95] conecta sistemas y dispositivos para que
transporten cualquier forma de v´ıdeo y audio digital de forma ra´pida, fiable y barata. Su
arquitectura es escalable, y sigue el enfoque “conectar sin apagar” (hot-pluggable), es decir,
un disen˜ador o usuario puede an˜adir o eliminar sistemas y perife´ricos de forma fa´cil en
cualquier momento. El esta´ndar IEEE 1394 completo es complejo y esta´ formado por varios
subprotocolos diferentes, cada uno encargado de una tarea distinta, como transferencia de
datos entre nodos de la red, arbitraje del bus, eleccio´n de l´ıder, etc. El esta´ndar se describe
en capas, al estilo de OSI (Open Systems Interconnection), y cada capa se divide a su vez
en diferentes fases.
En este cap´ıtulo nos limitaremos a describir la fase conocida como identificacio´n del
a´rbol de la capa f´ısica. De manera informal, la fase de identificacio´n del a´rbol del esta´ndar
IEEE 1394 consiste en un protocolo de eleccio´n de l´ıder que tiene lugar tras una ini-
cializacio´n del bus en la red, es decir, cuando se an˜ade o se elimina un nodo de la red.
Inmediatamente despue´s de la inicializacio´n de la red, todos los nodos tienen el mismo
estado, y solo saben a que´ otros nodos esta´n conectados. Debemos elegir un l´ıder (o ra´ız)
para que sirva de autoridad en el bus en las siguientes fases del esta´ndar IEEE 1394. La
Figura 8.1(a) muestra el estado inicial de una posible red. Las conexiones entre los nodos
se indican mediante l´ıneas continuas. El protocolo tiene e´xito cuando la red original es
conexa y ac´ıclica, aunque el protocolo es capaz de detectar ciclos y avisar del error.
Cada nodo lleva a cabo una serie de negociaciones con sus vecinos para establecer el
sentido de la relacio´n padre-hijo entre ellos. De forma ma´s precisa, si un nodo tiene n
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conexiones, empezara´ recibiendo peticiones “se´ mi padre” desde todas ellas, o desde todas
menos una. Una vez que se han hecho n o n − 1 peticiones de este estilo, el nodo pasa a
una fase de reconocimiento, en la que env´ıa mensajes “tu´ eres mi hijo” a todos los nodos
que enviaron peticiones “se´ mi padre” en la fase previa. Cuando se han enviado todos los
reconocimientos, puede ocurrir que el nodo tenga n hijos y, por tanto, sea el nodo ra´ız, o
que tenga n−1 hijos, en cuyo caso el nodo env´ıa una peticio´n “se´ mi padre” por la conexio´n
au´n no utilizada y espera el reconocimiento del nodo al otro lado de esta conexio´n. Las
hojas se saltan la fase inicial de recepcio´n de peticiones y pasan directamente a este punto;
como ellas solo tienen una conexio´n conocen por defecto la forma de llegar al padre. La
Figura 8.1(b) muestra el instante en el que los nodos d, f y g saben ya quie´n es su padre
(conexiones continuas con la flecha apuntando al padre), y el nodo b esta´ pidiendo al nodo
c que sea su padre (la relacio´n se muestra con una l´ınea discontinua).
La comunicacio´n entre nodos es as´ıncrona, por lo que es posible que dos nodos se pidan
simulta´neamente el uno al otro que sea su padre, producie´ndose un conflicto de ra´ız (ve´ase
Figura 8.1(c)). Para resolver el conflicto, cada nodo selecciona un valor booleano aleatorio,
y dependiendo del mismo se espera un periodo corto o largo antes de volver a enviar la
peticio´n “se´ mi padre”. Evidentemente, esto puede mantener el conflicto, pero la hipo´tesis
de equidad garantiza que ma´s tarde o ma´s temprano uno se convertira´ en la ra´ız del a´rbol.
Cuando todas las negociaciones han concluido, el nodo que se ha hecho padre de todos
los nodos a los que esta´ conectado sera´ el nodo ra´ız de un a´rbol de recubrimiento de la
red. Ve´ase la Figura 8.1(d), en la cual el nodo c es el nodo ra´ız.
En las secciones siguientes se presentan tres descripciones de este protocolo a diferentes
niveles de abstraccio´n.
8.2. Descripcio´n del protocolo con comunicacio´n s´ıncrona
Empezamos con una descripcio´n simple del protocolo, sin consideraciones en lo que
se refiere al tiempo, en la que la comunicacio´n entre nodos se supone que es s´ıncrona, de
modo que todo mensaje se env´ıa y se recibe simulta´neamente. En consecuencia, no hay
necesidad de mensajes de reconocimiento, y no puede haber conflictos.
En el esta´ndar IEEE 1394 se habla de nodos y comunicaciones entre ellos, que equivalen
de forma natural a objetos y mensajes entre ellos. En esta primera descripcio´n los nodos
esta´n representados por objetos de una clase Node con los siguientes atributos:
neig : SetIden, el conjunto de identificadores de nodos vecinos con los que el nodo
todav´ıa no se ha comunicado. Este atributo se inicializara´ con el conjunto de todos
los nodos (identificadores de objeto) conectados a este, y se ira´ reduciendo a medida
que haya comunicaciones con otros nodos que quieran que este sea su padre, hasta
que se haga vac´ıo, con lo que el nodo sera´ la ra´ız, o solo contenga un elemento, que
ser´ıa el padre del nodo; y
done : Bool, una etiqueta que se hara´ cierta cuando la fase de identificacio´n del
a´rbol para este nodo haya terminado, bien porque haya sido elegido como nodo ra´ız,
o bien porque ya sepa que´ nodo es su padre.
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Ya que la comunicacio´n es s´ıncrona, no son necesarios mensajes de peticio´n “se´ mi
padre” ni mensajes de reconocimiento. Sin embargo, s´ı an˜adimos un mensaje “l´ıder”, que
sera´ enviado por el nodo elegido como ra´ız para indicar que ha sido elegido un l´ıder. Esto
nos proporciona un me´todo con el cual comprobar la propiedad de que se elije un u´nico
l´ıder eventualmente (ve´ase Seccio´n 8.4).
En el siguiente mo´dulo se introducen los identificadores de nodos y los conjuntos de
identificadores. Un identificador es un conjunto de identificadores unitario y los conjuntos
mayores se construyen por yuxtaposicio´n (__). Este operador de unio´n se declara como
asociativo, conmutativo, y con el conjunto vac´ıo como elemento identidad. El encaje de
patrones se realizara´ mo´dulo estos atributos, de forma que un patro´n como J NEs repre-
sentara´ cualquier conjunto que tenga un elemento J y un resto NEs.
(fmod IDENTIFIERS is
protecting QID .
sorts Iden SetIden .
subsorts Qid < Iden < SetIden .
op empty : -> SetIden .
op __ : SetIden SetIden -> SetIden [assoc comm id: empty] .
var S : SetIden .
eq S S = S .
endfm)
El mo´dulo orientado a objetos en el que se describe el protocolo comienza declarando
los identificadores de nodos como identificadores de objetos va´lidos, la clase Node con




subsort Iden < Oid .
class Node | neig : SetIden, done : Bool .
msg leader_ : Iden -> Msg .
Ahora hay que especificar el comportamiento de los nodos mediante reglas de reescri-
tura. En este caso nos basta con dos. La primera regla describe co´mo un nodo J, que solo
contenga un identificador I en su atributo neig, env´ıa una peticio´n “se´ mi padre” al nodo
I, y co´mo este nodo recibe la peticio´n y elimina el nodo J de su conjunto de comunica-
ciones pendientes; con ello el nodo J tambie´n finaliza su fase de identificacio´n, poniendo a
cierto el atributo done. Hablamos de enviar y recibir una peticio´n de forma figurada, pues
al ser la regla rec una regla s´ıncrona, no hay ni env´ıo ni recepcio´n de mensajes de forma
expl´ıcita, pero s´ı hay un intercambio impl´ıcito de informacio´n, en el cual un nodo actu´a
como emisor y el otro como receptor.
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vars I J : Iden .
var NEs : SetIden .
rl [rec] :
< I : Node | neig : J NEs, done : false >
< J : Node | neig : I, done : false >
=> < I : Node | neig : NEs > < J : Node | done : true > .
No´tese que el no determinismo aparece cuando hay dos nodos conectados con un u´nico
identificador en sus atributos neig. En este caso cualquiera de ellos tiene la posibilidad de
actuar como emisor.
La siguiente regla establece cua´ndo un nodo es elegido como l´ıder.
rl [leader] :
< I : Node | neig : empty, done : false >
=> < I : Node | done : true > (leader I) .
endom)
En la Seccio´n 8.5 mostraremos co´mo abordar la demostracio´n de correccio´n de esta
descripcio´n s´ıncrona del protocolo.
8.3. Descripcio´n con comunicacio´n as´ıncrona con tiempo
La descripcio´n anterior es muy simple, pero no da una visio´n fidedigna de los eventos
que ocurren en el protocolo real, en el que los mensajes se env´ıan a trave´s de cables de
longitud variable, con lo que el paso de mensajes es as´ıncrono y esta´ sujeto a retrasos. Al
ser la comunicacio´n as´ıncrona, se hacen necesarios los mensajes de reconocimiento, y puede
aparecer el problema de que dos nodos puedan simulta´neamente pedir uno al otro que sea
su padre, producie´ndose un conflicto de ra´ız. Si utiliza´ramos la comunicacio´n as´ıncrona
expl´ıcita a trave´s de mensajes de Maude, llegar´ıamos a una descripcio´n del protocolo
que no funcionar´ıa de la forma esperada, pues ser´ıa posible que la fase de conflicto y
la fase de recepcio´n de peticiones “se´ mi padre” se alternaran de forma indefinida. En
consecuencia, no debemos ignorar los aspectos relacionados con el tiempo del protocolo, y
en la fase de conflicto de ra´ız los nodos tienen que esperar un periodo de tiempo corto o
largo (elegido aleatoriamente) antes de enviar de nuevo la peticio´n “se´ mi padre”. Otros
aspectos relacionados con el tiempo, como son la deteccio´n de ciclos o la presencia en un
nodo de un para´metro que le fuerza a permanecer ma´s tiempo en la fase de recepcio´n de
peticiones por parte de los hijos, se tratara´n en la Seccio´n 8.3.3.
Hay que precisar que no representamos todos los detalles concretos del protocolo tal
y como se describen en [IEE95], dando descripciones ma´s abstractas. En particular, re-
presentamos la comunicacio´n entre nodos por medio de mensajes discretos, en vez de la
colocacio´n y eliminacio´n de sen˜ales continuas sobre los cables utilizadas en el esta´ndar. La
razo´n es el nivel de abstraccio´n que queremos mantener, y no la incapacidad de nuestro
enfoque para representar tales aspectos. As´ı, por ejemplo, podr´ıamos haber utilizado ob-
jetos para representar los cables con atributos que tuvieran el valor actual de la sen˜al. En
ese caso, los nodos detectar´ıan el estado del cable examinando el correspondiente atributo.
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Antes de presentar la nueva descripcio´n del protocolo con tiempo, describimos de forma
breve las ideas presentadas en [O¨lv00, O¨M02] sobre co´mo introducir conceptos de tiempo
en la lo´gica de reescritura y Maude, y de forma particular en una especificacio´n orientada a
objetos. En nuestra opinio´n, la introduccio´n de aspectos temporales en una especificacio´n,
tal y como se realiza a continuacio´n, es bastante natural y modular.
8.3.1. El tiempo en la lo´gica de reescritura y Maude
Una teor´ıa de reescritura con tiempo real es una teor´ıa de reescritura con un tipo de
datos Time que representa los valores de tiempo y que cumple ciertas propiedades, como
ser un monoide conmutativo (Time,+, 0) con operaciones ≤, < y −. (“monus”). Utilizamos
el mo´dulo TIME-DOMAIN para representar los valores de tiempo, con un tipo Time cuyos
valores son los nu´meros naturales que es subtipo del tipo TimeInf, que contiene adema´s
la constante INF que representa +∞ (ve´ase [O¨lv00]).
(fmod NAT-INF is
protecting MACHINE-INT .
sorts Nat NzNat NatInf .
subsort Nat < MachineInt .
subsort NzNat < Nat .
subsort NzNat < NzMachineInt .
subsort Nat < NatInf .
var NZ : NzMachineInt .
mb 0 : Nat .
cmb NZ : NzNat if NZ > 0 .
op INF : -> NatInf .
op _plus_ : NatInf NatInf -> NatInf [assoc comm] .
op _monus_ : NatInf Nat -> NatInf .
op _lt_ : NatInf NatInf -> Bool .
op _le_ : NatInf NatInf -> Bool .
op min : NatInf NatInf -> NatInf [comm] .
op max : NatInf NatInf -> NatInf [comm] .
vars N N’ : Nat .
vars NI NI’ : NatInf .
eq N plus N’ = N + N’ .
eq NI plus INF = INF .
eq N monus N’ = if N lt N’ then 0 else (N - N’) fi .
eq INF monus N’ = INF .
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eq N lt N’ = N < N’ .
eq N lt INF = true .
eq INF lt NI = false .
eq N le N’ = N <= N’ .
eq NI le INF = true .
eq INF le N = false .
ceq min(NI, NI’) = NI if NI le NI’ .




sorts Time TimeInf .
subsorts Nat < Time < TimeInf .
subsort NatInf < TimeInf .
endfm)
Las reglas se dividen en reglas tick, que modelan el paso del tiempo en un sistema, y
reglas instanta´neas que modelan cambios en partes del sistema, y que se supone tardan
tiempo cero. Para asegurar que el tiempo avanza uniformemente en todas las partes de un
estado, se hace necesario un nuevo tipo de datos ClockedSystem, con un constructor libre
{_|_} : State Time -> ClockedSystem.
En el te´rmino { s | t }, s denota el estado global del sistema y t denota el tiempo
transcurrido en un co´mputo si el estado inicial del reloj ten´ıa el valor 0. El paso uniforme
del tiempo se asegura entonces si cada regla tick es de la forma
{ s | t } −→ { s′ | t+ τ },
donde τ representa la duracio´n de la regla. Estas reglas se denominan reglas globales porque
reescriben te´rminos de tipo ClockedSystem. El resto de reglas se denominan reglas locales,
porque no actu´an sobre el sistema completo, sino solo sobre algunas de sus componentes.
Al manejar reglas locales se permite el paralelismo, ya que varias de ellas pueden aplicarse
al mismo tiempo en diferentes partes del sistema. Las reglas locales se consideran siempre
como reglas instanta´neas que tardan un tiempo cero.
En general, tambie´n debe asegurarse que el tiempo no transcurre si hay acciones ins-
tanta´neas que realizar. Aunque en muchos casos esto se puede lograr an˜adiendo condiciones
a las reglas tick, de tal forma que el tiempo no transcurra si hay alguna regla de tiempo
cr´ıtico que se pueda ejecutar (y esto es lo que ocurre en nuestro caso, como veremos ma´s
adelante), un enfoque ma´s general consiste en dividir las reglas de una teor´ıa de reescritura
con tiempo real en reglas impacientes y reglas perezosas, y utilizar estrategias internas que
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restrinjan las reescrituras posibles, haciendo que la aplicacio´n de reglas impacientes tenga
precedencia sobre la de reglas perezosas (ve´ase la Seccio´n 8.4.1).
Estas ideas pueden aplicarse de igual forma a sistemas orientados a objetos [O¨M02]. En
tal caso, el estado global sera´ un te´rmino del tipo Configuration, y ya que este tiene una
estructura muy rica, es necesario disponer de una operacio´n expl´ıcita δ que denote el efecto
del paso del tiempo en el estado completo. De esta manera, la operacio´n δ sera´ definida
para cada posible elemento de una configuracio´n de objetos y mensajes, y habra´ ecuaciones
que distribuyan el efecto del tiempo al sistema completo. En este caso, las reglas tick sera´n
de la forma
{ s | t } −→ { δ(s, τ) | t+ τ }.
Tambie´n es u´til una operacio´n mte que devuelva el ma´ximo periodo de tiempo que
puede transcurrir antes de que tengan que ejecutarse acciones de tiempo cr´ıtico, y que
sera´ definida de forma separada para cada objeto y mensaje. El mo´dulo general presen-
tado a continuacio´n declara estas operaciones y co´mo se distribuyen sobre los elementos
(recue´rdese que none es la configuracio´n vac´ıa):
(omod TIMED-OO-SYSTEM is
protecting TIME-DOMAIN .
sorts State ClockedSystem .
subsort Configuration < State .
op ‘{_|_‘} : State Time -> ClockedSystem .
op delta : Configuration Time -> Configuration .
op mte : Configuration -> TimeInf .
vars CF CF’ : Configuration .
var T : Time .
eq delta(none, T) = none .
ceq delta(CF CF’, T) = delta(CF, T) delta(CF’, T)
if CF =/= none and CF’ =/= none .
eq mte(none) = INF .
ceq mte(CF CF’) = min(mte(CF), mte(CF’))
if CF =/= none and CF’ =/= none .
endom)
8.3.2. Segunda descripcio´n del protocolo
En esta segunda descripcio´n del protocolo, cada nodo pasa a trave´s de una serie de
fases diferentes (como se explico´ en la Seccio´n 8.1) que se declaran como sigue:
(fmod PHASES is
sort Phase .
ops rec ack waitParent contention self : -> Phase .
endfm)
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Cuando un nodo se encuentra en la fase rec esta´ recibiendo peticiones “se´ mi padre”
de sus vecinos. En la fase ack el nodo env´ıa mensajes de reconocimiento “tu´ eres mi hijo”
a todos los nodos que enviaron “se´ mi padre” en la fase previa. En la fase waitParent el
nodo espera el mensaje de reconocimiento de su padre. En la fase contention el nodo elige
si esperara´ un periodo de tiempo corto o largo antes de enviar de nuevo el mensaje “se´ mi
padre”. Por u´ltimo, un nodo se encontrara´ en la fase self cuando ha sido elegido como
l´ıder o cuando ya ha recibido el reconocimiento de su padre; en ambos casos el protocolo
de eleccio´n de l´ıder ha terminado para e´l.
Los atributos de la clase Node, definida en el mo´dulo FIREWIRE-ASYNC que extiende al
mo´dulo TIMED-OO-SYSTEM, son ahora los siguientes:
class Node | neig : SetIden, children : SetIden,
phase : Phase, rootConDelay : DefTime .
El atributo children representa el conjunto de hijos que tienen que ser reconocidos,
phase representa la fase en la que se encuentra el nodo, y rootConDelay es un reloj utili-
zado en la fase de conflicto de ra´ız. El tipo DefTime extiende al tipo Time, que representa
los valores del tiempo, con una nueva constante noTimeValue utilizada cuando el reloj
esta´ parado [O¨M02].
sort DefTime .
subsort Time < DefTime .
op noTimeValue : -> DefTime .
Adema´s del mensaje leader, introducimos dos nuevos mensajes que tienen como ar-
gumentos el emisor, el receptor y el tiempo necesario para alcanzar al receptor:
msg from_to_be‘my‘parent‘with‘delay_ : Iden Iden Time -> Msg .
msg from_to_acknowledgement‘with‘delay_ : Iden Iden Time -> Msg .
Por ejemplo, el mensaje from I to J be my parent with delay T denota que una
peticio´n “se´ mi padre” ha sido enviada desde el nodo I al nodo J, y que llegara´ a J
dentro de T unidades de tiempo. Un mensaje con tiempo 0 es urgente, en el sentido de que
tiene que ser atendido por el receptor antes de que pase ningu´n tiempo. La operacio´n mte
asegurara´ que esta restriccio´n se cumple.
La primera regla1 establece que un nodo I en la fase rec, y con ma´s de un vecino,
puede recibir una peticio´n “se´ mi padre” que tenga tiempo 0 de uno de sus vecinos J. El
identificador J se almacena en el atributo children:
vars I J K : Iden .
vars NEs CHs : SetIden .
1Aunque para simplificar la explicacio´n aqu´ı presentamos las reglas como locales reescribiendo te´rminos
de tipo Configuration, en la especificacio´n completa utilizamos reglas globales que reescriben te´rmi-
nos de tipo ClockedSystem, para evitar problemas con la funcio´n mte, que tiene un argumento de tipo
Configuration.
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crl [rec] :
(from J to I be my parent with delay 0)
< I : Node | neig : J NEs, children : CHs, phase : rec >
=> < I : Node | neig : NEs, children : J CHs >
if NEs =/= empty .
Cuando un nodo se encuentra en la fase rec y solo tiene una conexio´n no utilizada,
puede pasar a la siguiente fase, ack, o puede recibir la u´ltima peticio´n antes de entrar en
dicha fase:
rl [recN-1] :
< I : Node | neig : J, children : CHs, phase : rec >
=> < I : Node | phase : ack > .
rl [recLeader] :
(from J to I be my parent with delay 0)
< I : Node | neig : J, children : CHs, phase : rec >
=> < I : Node | neig : empty, children : J CHs, phase : ack > .
Obse´rvese que la regla recN-1 podr´ıa aplicarse aunque hubiera un mensaje “se´ mi
padre”. Esto ocasionar´ıa un conflicto de ra´ız, como veremos ma´s adelante.
En la fase de reconocimiento el nodo env´ıa los reconocimientos “tu´ eres mi hijo” a
todos los nodos que anteriormente le hab´ıan enviado peticiones “se´ mi padre”, cuyos
identificadores, por tanto, se encuentran en el atributo children:
rl [ack] :
< I : Node | children : J CHs, phase : ack >
=> < I : Node | children : CHs >
(from I to J acknowledgement with delay timeLink(I,J)) .
La operacio´n
op timeLink : Iden Iden -> Time .
representa una tabla con los valores del tiempo que tarda un mensaje en llegar de un nodo
a otro (ve´ase un ejemplo en la Seccio´n 8.3.4).
Cuando se han enviado todos los mensajes de reconocimiento, o bien el nodo tiene el
atributo neig vac´ıo y, por tanto, es el nodo ra´ız, o bien env´ıa una peticio´n “se´ mi padre”
por la u´nica conexio´n no utilizada y espera un reconocimiento de su padre. No´tese de nuevo
que las hojas se saltan la fase inicial de recepcio´n de peticiones y pasan directamente a
este punto.
rl [ackLeader] :
< I : Node | neig : empty, children : empty, phase : ack >
=> < I : Node | phase : self > (leader I) .
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rl [ackParent] :
< I : Node | neig : J, children : empty, phase : ack >
=> < I : Node | phase : waitParent >
(from I to J be my parent with delay timeLink(I,J)) .
rl [wait1] :
(from J to I acknowledgement with delay 0)
< I : Node | neig : J, phase : waitParent >
=> < I : Node | phase : self > .
Habiendo modelado las comunicaciones por medio de mensajes, y considerando un
medio libre de fallos en el que los mensajes no se “pierden”, no es necesaria la confirmacio´n
por parte de los hijos reconocidos. Esto no es as´ı en el esta´ndar IEEE 1394, donde el padre
espera reconocimientos de todos sus hijos antes de enviar su propia peticio´n “se´ mi padre”.
Una vez enviada una peticio´n al padre, el nodo espera el reconocimiento. Si en vez de
un reconocimiento llega una peticio´n “se´ mi padre”, entonces este nodo y el que origino´ la
peticio´n entran en conflicto para ver quie´n es finalmente el l´ıder.
En el esta´ndar IEEE 1394, el conflicto se resuelve eligiendo de forma aleatoria un valor
booleano b y esperando un periodo de tiempo, corto o largo dependiendo del valor de
b, antes de mirar por el puerto correspondiente si ha llegado una peticio´n “se´ mi padre”
desde el otro nodo. Si nos encontramos con una peticio´n, este nodo pasa a ser la ra´ız y
env´ıa un reconocimiento al otro; si el mensaje no ha llegado, entonces el nodo enviara´ de
nuevo la peticio´n “se´ mi padre”.
En nuestra representacio´n se elige el booleano utilizando un generador de nu´meros alea-
torios, y se espera el tiempo correspondiente. Se utilizan las constantes ROOT-CONT-FAST
y ROOT-CONT-SLOW, definidas en el esta´ndar, para representar un tiempo corto y largo,
respectivamente. Si durante la espera llega una peticio´n “se´ mi padre”, la espera se aborta
y la peticio´n es atendida; si el tiempo de espera expira, entonces el nodo reenv´ıa la peticio´n
“se´ mi padre”:
rl [wait2] :
(from J to I be my parent with delay 0)
< I : Node | neig : J, phase : waitParent >
< RAN : RandomNGen | seed : N >
=> < I : Node | phase : contention,
rootConDelay : if (N % 2 == 0) then ROOT-CONT-FAST
else ROOT-CONT-SLOW fi >
< RAN : RandomNGen | seed : random(N) > .
rl [contenReceive] :
(from J to I be my parent with delay 0)
< I : Node | neig : J, phase : contention >
=> < I : Node | neig : empty, children : J, phase : ack,
rootConDelay : noTimeValue > .
rl [contenSend] :
< I : Node | neig : J, phase : contention, rootConDelay : 0 >
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=> < I : Node | phase : waitParent, rootConDelay : noTimeValue >
(from I to J be my parent with delay timeLink(I,J)) .
Los objetos de la clase RandomNGen son generadores de nu´meros pseudoaleatorios. La
declaracio´n de la clase y la funcio´n random son las siguientes:
class RandomNGen | seed : MachineInt .
op random : MachineInt -> MachineInt . *** next random number
var N : MachineInt .
eq random(N) = ((104 * N) + 7921) % 10609 .
La correccio´n de esta eleccio´n aleatoria se trata en [SV99b], donde se demuestra que el
algoritmo de resolucio´n del conflicto de ra´ız garantiza su terminacio´n de forma satisfactoria
eventualmente (con probabilidad uno). Este resultado se extiende en [FS02], donde se
deriva una relacio´n entre el nu´mero de intentos de resolver el conflicto y la probabilidad
de una salida satisfactoria.
Ahora tenemos que definir co´mo afecta el tiempo a los objetos y a los mensajes, es
decir, tenemos que definir la operacio´n delta que denota el efecto del paso del tiempo en
objetos y mensajes, y tambie´n cua´l es el ma´ximo transcurso de tiempo permitido, para
asegurar que las acciones cr´ıticas se realicen en el instante correcto, por un objeto o un
mensaje. Lo haremos siguiendo las ideas desarrolladas en [O¨lv00, O¨M02]:
vars T T’ : Time .
var DT : DefTime .
eq delta(< I : Node | rootConDelay : DT >, T) =
if DT == noTimeValue then < I : Node | >
else < I : Node | rootConDelay : DT monus T > fi .
eq delta(< RAN : RandomNGen | >, T) = < RAN : RandomNGen | > .
eq delta(leader I, T) = leader I .
eq delta(from I to J be my parent with delay T, T’) =
from I to J be my parent with delay (T monus T’) .
eq delta(from I to J acknowledgement with delay T, T’) =
from I to J acknowledgement with delay (T monus T’) .
eq mte(< I : Node | neig : J K NEs, phase : rec >) = INF .
eq mte(< I : Node | neig : J, phase : rec >) = 0 .
eq mte(< I : Node | phase : ack >) = 0 .
eq mte(< I : Node | phase : waitParent >) = INF .
eq mte(< I : Node | phase : contention, rootConDelay : T >) = T .
eq mte(< I : Node | phase : self >) = INF .
eq mte(< RAN : RandomNGen | >) = INF .
eq mte( from I to J be my parent with delay T ) = T .
eq mte( from I to J acknowledgement with delay T ) = T .
eq mte( leader I ) = INF .
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Por ejemplo, la primera ecuacio´n para delta indica que cuando pasa un tiempo T, un
objeto de la clase Node no se ve afectado si su reloj rootConDelay esta´ parado, mientras
que si el reloj esta´ funcionando hay que restar a su valor el tiempo T. Para la operacio´n
mte, la primera ecuacio´n indica que un objeto de la clase Node en la fase rec puede dejar
pasar un tiempo infinito si contiene dos o ma´s identificadores en su atributo neig, mientras
que la segunda ecuacio´n indica que mte no permite que pase el tiempo si contiene solo un
identificador en dicho atributo. El resto de ecuaciones tienen una interpretacio´n similar.
La regla tick, que permite el paso del tiempo si no hay ninguna regla que pueda ser
aplicada inmediatamente, es la siguiente:
var C : Configuration .
crl [tick] : { C | T } => { delta(C, mte(C)) | T plus mte(C) }
if mte(C) =/= INF and mte(C) =/= 0 .
Teniendo en cuenta la definicio´n dada de la operacio´n mte, tenemos que esta regla solo
puede ser aplicada cuando no hay ninguna otra disponible para ser ejecutada.
Tambie´n podr´ıamos haber modelado el paso no determinista del tiempo por medio de
una regla como la siguiente:
rl [tick’] : { C | T } => { delta(C, T’) | T plus T’ } .
que introduce una nueva variable T’ en el lado derecho para representar el incremento en
el tiempo. Como ya sabemos, estas reglas con nuevas variables no pueden ser utilizadas
directamente por el inte´rprete por defecto de Maude, pero s´ı podr´ıan ser utilizadas al
metanivel por una estrategia que instancie la variable T’ con diferentes valores de tiempo,
siempre que nos aseguremos que no dejen de ejecutarse acciones de tiempo cr´ıtico. Sin
embargo, no estamos interesados en los estados intermedios entre el estado resultado de
aplicacio´n de una regla instanta´nea y el estado alcanzable en el que una nueva accio´n de
tiempo cr´ıtico debe ejecutarse. De modo que si aparecen transiciones
s0
t1−−→ s1 t2−−→ s2 t3−−→ · · · tn−−→ sn
tal que los sj (0 ≤ j < n) sean estados en los que se pueda dejar pasar un tiempo tj+1, y
sn es el primer estado en el que deba ocurrir una accio´n instanta´nea, modelaremos estas





Por supuesto, esto modificara´ el conjunto de estados observables, como se comentara´ en
la Seccio´n 8.4.1.
8.3.3. Tercera descripcio´n del protocolo
Hay dos consideraciones, en lo que se refiere al tiempo, que no hemos tenido en cuenta
en nuestra segunda descripcio´n. La primera tiene que ver con el hecho de que llegue a
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alcanzarse un valor de tiempo definido en el esta´ndar como CONFIG-TIMEOUT. Si esto ocu-
rriera, tendr´ıamos que la red se ha configurado incorrectamente, al contener un ciclo, por lo
que deber´ıa producirse un error. La segunda consideracio´n tiene que ver con el para´metro
“ra´ız forzada”, fr. En principio es posible que un nodo pase a la fase de reconocimiento
ack cuando se han realizado n − 1 comunicaciones, siendo n el nu´mero de vecinos del
nodo. Haciendo el atributo fr cierto, se fuerza a que el nodo espere en la fase rec un poco
ma´s, con la esperanza de que entre tanto se completen las n comunicaciones y el nodo se
convierta en el l´ıder.
Estas dos consideraciones afectan solo a la primera fase del protocolo, la fase de recep-
cio´n de peticiones “se´ mi padre”.
Entonces la clase Node, definida en el mo´dulo FIREWIRE-ASYNC2, se modifica an˜adiendo
tres nuevos atributos:
class Node | neig : SetIden, children : SetIden,
phase : Phase, rootConDelay : DefTime,
CONFIG-TIMEOUTalarm : DefTime,
fr : Bool, FORCE-ROOTalarm : DefTime .
No podemos definirla como subclase de la clase Node (de la seccio´n anterior) que an˜ada
los nuevos atributos, porque en tal caso tambie´n se heredar´ıan las reglas de la seccio´n
anterior, y algunas de ellas han de ser modificadas en la nueva descripcio´n del protocolo.
El atributo CONFIG-TIMEOUTalarm es una alarma inicializada con el valor constante
CONFIG-TIMEOUT, y que decrece segu´n pasa el tiempo. Si alcanza el valor 0, el nodo se da
cuenta de que la red contiene un ciclo, emitie´ndose un error a trave´s del siguiente mensaje:
msg error : -> Msg .
y el atributo phase se modifica a error, nuevo valor del tipo Phase.
El atributo fr se hace cierto cuando se pretende que el nodo sea el l´ıder, aunque esto
no garantiza que acabe sie´ndolo. En ese caso, el atributo FORCE-ROOTalarm toma como
valor la constante de tiempo FRTIME definida en el esta´ndar, que determina cua´nto tiempo
espera un nodo antes de pasar a la siguiente fase, aunque ya haya recibido peticiones
de todos sus vecinos menos uno. Esta alarma tambie´n decrece cuando pasa el tiempo,
y cuando alcanza el valor 0 se apaga, asigna´ndole el valor noTimeValue y haciendo el
atributo fr falso. Si el atributo fr es inicialmente falso, la alarma FORCE-ROOTalarm se
inicializa a noTimeValue.
Veamos ahora co´mo se modifican las reglas de reescritura. La regla rec no se modifica
porque no esta´ afectada por las nuevas consideraciones. Se an˜aden dos reglas que controlan
lo que ocurre cuando las alarmas alcanzan el valor 0, e indican que´ hacer en cada caso:
rl [error] :
< I : Node | phase : rec, CONFIG-TIMEOUTalarm : 0 >
=> < I : Node | phase : error > error .
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rl [stopAlarm] :
< I : Node | phase : rec, fr : true, FORCE-ROOTalarm : 0 >
=> < I : Node | fr : false, FORCE-ROOTalarm : noTimeValue > .
La regla recN-1 s´ı se modifica porque ahora un nodo en la fase rec solo pasa a la
siguiente fase si su atributo fr tiene el valor falso. En ese caso se apagan las dos alarmas:
rl [recN-1] :
< I : Node | neig : J, children : CHs, fr : false, phase : rec >
=> < I : Node | phase : ack, CONFIG-TIMEOUTalarm : noTimeValue > .
Tambie´n se apagan las dos alarmas si la u´ltima peticio´n “se´ mi padre” se recibe mientras
el nodo esta´ en la fase rec:
rl [recLeader] :
(from J to I be my parent with delay 0)
< I : Node | neig : J, children : CHs, phase : rec >
=> < I : Node | neig : empty, children : J CHs, phase : ack, fr : false,
FORCE-ROOTalarm : noTimeValue,
CONFIG-TIMEOUTalarm : noTimeValue > .
El resto de las reglas, que describen las siguientes fases, permanecen igual. Sin embargo,
las operaciones delta y mte se han de redefinir como se indica a continuacio´n, ya que tienen
que tratar con objetos que tienen ma´s atributos que dependen del tiempo. La interpretacio´n
intuitiva es la misma que en la seccio´n anterior.
eq delta(< A : Node | phase : rec, CONFIG-TIMEOUTalarm : DT,
FORCE-ROOTalarm : DT’ >, T) =
if DT == noTimeValue then
(if DT’ == noTimeValue then < A : Node | >
else < A : Node | FORCE-ROOTalarm : DT’ monus T >
fi)
else
(if DT’ == noTimeValue then
< A : Node | CONFIG-TIMEOUTalarm : DT monus T >
else < A : Node | CONFIG-TIMEOUTalarm : DT monus T,
FORCE-ROOTalarm : DT’ monus T >
fi)
fi .
eq delta(< A : Node | phase : contention, rootConDelay : DT >, T) =
if DT == noTimeValue then < A : Node | >
else < A : Node | rootConDelay : DT monus T > fi .
ceq delta(< A : Node | phase : PH >, T) = < A : Node | >
if (PH == ack or PH == waitParent or PH == self or PH == error) .
eq delta( leader I, T ) = leader I .
eq delta( error, T ) = error .
eq delta( from I to J be my parent with delay T, T’) =
from I to J be my parent with delay (T monus T’) .














Figura 8.2: Red inicial con tiempos entre nodos.
eq delta( from I to J acknowledgement with delay T, T’) =
from I to J acknowledgement with delay (T monus T’) .
eq mte( from I to J be my parent with delay T ) = T .
eq mte( from I to J acknowledgement with delay T ) = T .
eq mte( leader I ) = INF .
eq mte( error ) = INF .
eq mte(< A : Node | neig : I J NEs, phase : rec, CONFIG-TIMEOUTalarm : DT,
FORCE-ROOTalarm : DT’ >) =
if DT == noTimeValue then
(if DT’ == noTimeValue then INF else DT’ fi)
else
(if DT’ == noTimeValue then DT else min(DT, DT’) fi)
fi .
eq mte(< A : Node | neig : J, phase : rec, fr : true,
FORCE-ROOTalarm : T >) = T .
eq mte(< A : Node | neig : J, phase : rec, fr : false >) = 0 .
eq mte(< A : Node | phase : ack >) = 0 .
eq mte(< A : Node | phase : waitParent >) = INF .
eq mte(< A : Node | phase : contention, rootConDelay : T >) = T .
eq mte(< A : Node | phase : self >) = INF .
eq mte(< A : Node | phase : error >) = INF .
8.3.4. Ejecucio´n de la especificacio´n con un ejemplo
Las especificaciones del protocolo descritas en las secciones anteriores son ejecutables
en el sistema Maude. Podemos sacar partido de este hecho para aumentar nuestra confianza
en la correccio´n del protocolo. Primero definimos una configuracio´n que denota el estado
inicial de la red de la Figura 8.2, que es la misma red de la Figura 8.1(a), pero donde
hemos an˜adido informacio´n sobre la distancia entre nodos, que refleja el tiempo que tarda
un mensaje en recorrer el camino desde el emisor al receptor, utilizando la descripcio´n
del protocolo con tiempo de la Seccio´n 8.3.2. Queremos hacer notar que las descripciones
del protocolo son completamente generales, y las reglas de reescritura que las describen
pueden aplicarse a cualquier red. Sin embargo, para ilustrar la ejecucio´n del protocolo
necesitamos comenzar con una red concreta, definida en una extensio´n del mo´dulo con la
descripcio´n del protocolo.
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(omod EXAMPLE is
protecting FIREWIRE-ASYNC .
op network7 : -> Configuration .
op dftATTRS : -> AttributeSet .
eq dftATTRS = children : empty, phase : rec, rootConDelay : noTimeValue .
eq network7 = < ’Random : RandomNGen | seed : 13 >
< ’a : Node | neig : ’c, dftATTRS >
< ’b : Node | neig : ’c ’d, dftATTRS >
< ’c : Node | neig : ’a ’b ’e, dftATTRS >
< ’d : Node | neig : ’b, dftATTRS >
< ’e : Node | neig : ’c ’f ’g, dftATTRS >
< ’f : Node | neig : ’e, dftATTRS >
< ’g : Node | neig : ’e, dftATTRS > .
eq timeLink(’a,’c) = 7 . eq timeLink(’c,’a) = 7 .
eq timeLink(’b,’c) = 7 . eq timeLink(’c,’b) = 7 .
eq timeLink(’b,’d) = 10 . eq timeLink(’d,’b) = 10 .
eq timeLink(’c,’e) = 20 . eq timeLink(’e,’c) = 20 .
eq timeLink(’e,’f) = 8 . eq timeLink(’f,’e) = 8 .
eq timeLink(’e,’g) = 10 . eq timeLink(’g,’e) = 10 .
endom)
Ahora podemos pedir al sistema Maude que reescriba la configuracio´n inicial utilizando
su estrategia por defecto:
Maude> (rew { network7 | 0 } .)
result ClockedSystem : { leader ’c
< ’e : Node | neig : ’c, restATTRS > < ’d : Node | neig : ’b, restATTRS >
< ’a : Node | neig : ’c, restATTRS > < ’f : Node | neig : ’e, restATTRS >
< ’b : Node | neig : ’c, restATTRS > < ’g : Node | neig : ’e, restATTRS >
< ’c : Node | neig : empty, restATTRS >
< ’Random : RandomNGen | seed : 9655 > | 920 }
donde para hacer ma´s legible la presentacio´n del te´rmino resultante hemos representado
por medio de restATTRS los atributos que son iguales para todos los nodos, de modo que
tenemos
restATTRS = children : empty, phase : self, rootConDelay : noTimeValue
Obse´rvese que en la configuracio´n alcanzada aparece un u´nico mensaje leader que
declara al nodo c como l´ıder.
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8.4. Ana´lisis exhaustivo de estados
Las propiedades deseables que debe cumplir el protocolo son dos: un u´nico l´ıder es
elegido (seguridad) y eventualmente se elige algu´n l´ıder (vivacidad). La ejecucio´n propor-
cionada por el inte´rprete por defecto de Maude, al seguir solo uno de los caminos posibles,
no es suficiente para asegurar que estas propiedades se cumplen siempre, en cualquier
ejecucio´n posible. Podemos ir ma´s alla´ en nuestro ana´lisis realizando una exploracio´n ex-
haustiva de todos los posibles comportamientos del protocolo.
En esta seccio´n mostramos co´mo pueden utilizarse las caracter´ısticas reflexivas de
Maude, de forma similar a como se utilizaron en el Cap´ıtulo 4 para hacer ejecutable la
sema´ntica de CCS, para demostrar que las especificaciones del protocolo funcionan de la
forma esperada cuando son aplicadas a una red inicial concreta arbitraria. Esto se hace
comprobando que las dos propiedades se cumplen al final del protocolo en todo posible
comportamiento de este, partiendo de la configuracio´n inicial que representa la red en
cuestio´n.
8.4.1. Estrategia de bu´squeda
Validaremos nuestras especificaciones mediante una exploracio´n exhaustiva de todos
los posibles comportamientos en el a´rbol de posibles reescrituras del te´rmino que repre-
senta el estado inicial de una red. Se buscan todos los te´rminos alcanzables irreducibles
y se comprueba que en todos ellos solo se ha elegido un l´ıder. La estrategia de bu´squeda
esta´ basada en los trabajos presentados en [BMM98, CDE+00c], y es muy similar a la
utilizada en la Seccio´n 4.3.2 para hacer ejecutable la sema´ntica de CCS. La estrategia es
completamente general en el sentido de que no depende del mo´dulo de sistema concreto
cuyas reglas se utilizan para construir el a´rbol de bu´squeda.
El mo´dulo que implementa la estrategia de bu´squeda esta´ parametrizado con respecto
a una constante que sera´ la metarrepresentacio´n del mo´dulo Maude con el que queramos
trabajar. As´ı pues, definimos una teor´ıa para´metro con una constante MOD que represente
este mo´dulo, y una constante labels que represente la lista de etiquetas de reglas de
reescritura que pueden aplicarse:
(fth AMODULE is
including META-LEVEL .
op MOD : -> Module .
op labels : -> QidList .
endfth)
El mo´dulo que contiene la estrategia, y que extiende al mo´dulo META-LEVEL, es enton-
ces el mo´dulo parametrizado SEARCH[M :: AMODULE]. La estrategia controla las posibles
reescrituras de un te´rmino por medio de la funcio´n del metanivel meta-apply. Esta de-
vuelve una de las posibles reescrituras en un paso al nivel ma´s alto del te´rmino dado.
Comenzamos definiendo una operacio´n allRew que devuelve todas las posibles reescritu-
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ras secuenciales en un paso [Mes92] de un te´rmino dado T, utilizando reglas de reescritura
con etiquetas en la lista labels.
Las operaciones necesarias para encontrar todas las posibles reescrituras son las si-
guientes2:
op allRew : Term QidList -> TermList .
op topRew : Term Qid MachineInt -> TermList .
var T : Term .
var L : Qid .
var LS : QidList .
eq allRew(T, nil) = ~ .
eq allRew(T, L LS) = topRew(T, L, 0) , allRew(T, LS) .
eq topRew(T, L, N) =
if extTerm(meta-apply(MOD, T, L, none, N)) == error* then ~
else (extTerm(meta-apply(MOD, T, L, none, N)) ,
topRew(T, L, N + 1))
fi .
Ahora podemos definir una operacio´n allSol que busque, en el a´rbol formado por
todas las posibles reescrituras de un te´rmino T, los te´rminos irreducibles, que no son otra
cosa que las hojas del a´rbol de bu´squeda.
sort TermSet .
subsort Term < TermSet .
op ‘{‘} : -> TermSet .
op _U_ : TermSet TermSet -> TermSet [assoc comm id: {}] .
eq T U T = T .
op allSol : Term -> TermSet .
op allSolDepth : TermList -> TermSet .
var TL : TermList .
eq allSol(T) = allSolDepth(meta-reduce(MOD,T)) .
eq allSolDepth(~) = {} .
eq allSolDepth( T ) =
if allRew(T, labels) == ~ then T
else allSolDepth(allRew(T, labels)) fi .
eq allSolDepth( (T, TL) ) =
if allRew(T, labels) == ~ then ( T U allSolDepth(TL) )
else allSolDepth((allRew(T, labels), TL)) fi .
2Obse´rvese que solo se reescribe al nivel ma´s alto de un te´rmino, nunca sus argumentos. Esto es sufi-
ciente en las aplicaciones de la estrategia a las descripciones del protocolo, donde se reescriben los estados
completos de la red, de tipo ClockedSystem.
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Antes de ver un ejemplo, vamos a considerar dos posibles modificaciones de esta es-
trategia. Supondremos primero que hemos separado las reglas que definen el protocolo en
reglas impacientes y reglas perezosas, como se comento´ en la Seccio´n 8.3.1, y que tenemos
constantes lazyLabels y eagerLabels identificando las listas de etiquetas de reglas en
cada uno de estos grupos. Entonces podemos modificar la operacio´n allSolDepth para
asegurar que las reglas impacientes se aplican primero, y que las reglas perezosas solo se
aplican cuando ya no se puede aplicar ninguna regla impaciente.
eq allSolDepth( T ) =
if allRew(T, eagerLabels) == ~ then
(if allRew(T, lazyLabels) == ~ then T
else allSolDepth(allRew(T, lazyLabels)) fi)
else allSolDepth(allRew(T, eagerLabels)) fi .
eq allSolDepth( (T, TL) ) =
if allRew(T, eagerLabels) == ~ then
(if allRew(T, lazyLabels) == ~ then ( T U allSolDepth(TL) )
else allSolDepth((allRew(T, lazyLabels), TL)) fi)
else allSolDepth((allRew(T, eagerLabels), TL)) fi .
En segundo lugar, la estrategia tambie´n puede modificarse para mantener, para cada
te´rmino T, los pasos de reescritura que se han realizado para alcanzar T desde el te´rmino
inicial. Esto se hace en [DMT98] manteniendo, en vez de te´rminos de tipo Term, te´rminos
de tipo Path construidos con la siguiente sintaxis:
sorts Path Step .
subsort Term < Path .
op path : Path Step -> Path .
op step : Qid Term -> Step .
De esta forma, el te´rmino path(path(t0, step(l1,t1)), step(l2,t2)) indica que el
te´rmino t2 ha sido alcanzado desde t0 de la siguiente manera t0
l1−→ t1 l2−→ t2.
Esto es u´til en el caso de que se encuentre un error cuando se valida el protocolo; en
tal caso, el camino que conduce a la configuracio´n erro´nea muestra un contraejemplo de
la correccio´n del protocolo (ve´ase [DMT98]).
En la aplicacio´n concreta de esta estrategia de bu´squeda utilizada en la siguiente
seccio´n, los te´rminos en los nodos del a´rbol son de tipo ClockedSystem, y los hijos de
un nodo X son los te´rminos alcanzables desde X por aplicacio´n de alguna de las reglas
de reescritura en el mo´dulo EXAMPLE. Debido a nuestro tratamiento del tiempo (ve´ase
la Seccio´n 8.3), si un nodo X del a´rbol de bu´squeda tiene ma´s de un hijo es porque X
representa una configuracio´n donde pueden realizarse varias acciones de tiempo cr´ıtico de
forma no determinista. Por el contrario, si X representa una configuracio´n donde puede
pasar el tiempo, solo tendra´ un hijo X ′, alcanzable a partir de X por aplicacio´n de la
regla de reescritura tick (Seccio´n 8.3.2) y donde X ′ representara´ una configuracio´n sobre
la que tiene que realizarse una accio´n de tiempo cr´ıtico.
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El no determinismo y los mu´ltiples encajes de patrones mo´dulo asociatividad son las
razones de la explosio´n de estados en el a´rbol de bu´squeda. Esto, y el hecho de que estemos
movie´ndonos continuamente entre el nivel objeto y el metanivel a la hora de ir generando y
recorriendo el a´rbol de bu´squeda, hace que el ana´lisis de estados resulte un tanto ineficiente.
Esta ineficiencia desaparece cuando utilizamos las nuevas facilidades de Maude 2.0, como
veremos en la Seccio´n 8.7.
8.4.2. Utilizacio´n de la estrategia con un ejemplo
Ahora veremos co´mo se puede utilizar la estrategia para demostrar que la descripcio´n
con tiempo del protocolo siempre funciona bien cuando se aplica a la red concreta del
mo´dulo EXAMPLE (Seccio´n 8.3.4). Para instanciar el mo´dulo gene´rico SEARCH, necesitamos
la metarrepresentacio´n del mo´dulo EXAMPLE. Utilizamos la funcio´n up de Full Maude para
obtener la metarrepresentacio´n de un mo´dulo o un te´rmino [CDE+99].
(mod META-FIREWIRE is
including META-LEVEL .
op METAFW : -> Module .
eq METAFW = up(EXAMPLE) .
endm)
y declaramos una vista e instanciamos el mo´dulo gene´rico SEARCH con ella:
(view ModuleFW from AMODULE to META-FIREWIRE is
op MOD to METAFW .
op labels to (’rec ’recN-1 ’recLeader ’ack ’ackLeader






Ahora podemos probar con el ejemplo. Utilizamos el comando down para presentar la
salida de forma ma´s legible. El resultado en Maude es el siguiente:
Maude> (down EXAMPLE : red allSol(up(EXAMPLE, { network7 | 0 })) .)
rewrites: 155131 in 50343ms cpu (50707ms real) (3081 rewrites/second)
result ClockedSystem : { leader ’c
< ’e : Node | neig : ’c, restATTRS > < ’d : Node | neig : ’b, restATTRS >
< ’a : Node | neig : ’c, restATTRS > < ’f : Node | neig : ’e, restATTRS >
< ’b : Node | neig : ’c, restATTRS > < ’g : Node | neig : ’e, restATTRS >
< ’c : Node | neig : empty, restATTRS >
< ’Random : RandomNGen | seed : 9655 > | 920 }











Figura 8.3: Una red sime´trica.
Podemos observar que solo se ha elegido un l´ıder y que la configuracio´n alcanzada es
la de la Figura 8.1(d). No es sorprendente que solo se alcance una configuracio´n (mo´dulo
idempotencia) aunque se comprueben todos los posibles comportamientos, ya que el resul-
tado del protocolo no es tan indeterminista cuando se le an˜ade tiempo. Las restricciones
temporales suponen restricciones severas sobre las configuraciones finales alcanzables.
Ahora probamos el protocolo sobre una red a partir de la cual se alcanzan dos con-
figuraciones finales. La red sera´ la mostrada en la Figura 8.3 y el mo´dulo Maude que la
define es el siguiente:
(omod EXAMPLE2 is
protecting FIREWIRE-ASYNC .
op network6 : -> Configuration .
op dftATTRS : -> AttributeSet .
eq dftATTRS = children : empty, phase : rec,
rootConDelay : noTimeValue .
eq network6 = < ’a : Node | neig : ’c, dftATTRS >
< ’b : Node | neig : ’c, dftATTRS >
< ’c : Node | neig : ’a ’b ’e, dftATTRS >
< ’e : Node | neig : ’c ’f ’g, dftATTRS >
< ’f : Node | neig : ’e, dftATTRS >
< ’g : Node | neig : ’e, dftATTRS >
< ’Random : RandomNGen | seed : 13 > .
eq timeLink(’a,’c) = 7 .
eq timeLink(’b,’c) = 7 .
eq timeLink(’c,’e) = 40 .
eq timeLink(’e,’f) = 7 .
eq timeLink(’e,’g) = 7 .
var I J : Qid .
ceq timeLink(J,I) = timeLink(I,J) if I < J .
endom)
Despue´s de instanciar la estrategia de bu´squeda con la metarrepresentacio´n de este
nuevo mo´dulo EXAMPLE2, podemos pedir a Maude que busque todas las configuraciones
finales alcanzables. Como se esperaba en todas ellas se ha elegido un u´nico l´ıder.
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Maude> (down EXAMPLE : red allSol(up(EXAMPLE, { network6 | 0 })) .)
rewrites: 288781 in 100791ms cpu (102636ms real) (2865 rewrites/second)
result ClockedSystem : { leader ’c
< ’e : Node | neig : ’c, restATTRS > < ’a : Node | neig : ’c, restATTRS >
< ’c : Node | neig : empty, restATTRS > < ’b : Node | neig : ’c, restATTRS >
< ’f : Node | neig : ’e, restATTRS > < ’g : Node | neig : ’e, restATTRS >
< ’Random : RandomNGen | seed : 9655 > | 997 }
& { leader ’e
< ’e : Node | neig : empty, restATTRS > < ’a : Node | neig : ’c, restATTRS >
< ’c : Node | neig : ’e, restATTRS > < ’b : Node | neig : ’c, restATTRS >
< ’f : Node | neig : ’e, restATTRS > < ’g : Node | neig : ’e, restATTRS >
< ’Random : RandomNGen | seed : 9655 > | 997 }
La presencia de un u´nico mensaje de l´ıder en las configuraciones finales no excluye la
posibilidad de que se hubieran declarado, y dejado de declarar, una secuencia de l´ıderes.
Pero un simple examen de las reglas de reescritura muestra que ningu´n mensaje de l´ıder
aparece en la parte izquierda de ninguna regla de reescritura, y no hay ninguna operacio´n
que elimine mensajes de esta clase de una configuracio´n. Por tanto, concluimos que una
vez que ha aparecido un mensaje de l´ıder, este nunca desaparece.
La estrategia de ana´lisis presentada tiene que ejecutarse comenzando con una red
concreta, aunque esta pueda ser elegida arbitrariamente. Por tanto, deber´ıamos ejecutar
la estrategia con muchas redes diferentes para estar seguros de que el protocolo funcio-
na correctamente en todos los casos. Esta es la razo´n por la cual en [VPMO02] hemos
propuesto una tercera clase de ana´lisis que evite la necesidad de comenzar con una red
concreta. Este trabajo es parte de la tesis doctoral de Isabel Pita [Pit03]. En la pro´xima
seccio´n resumimos las principales ideas.
8.5. Demostracio´n formal por induccio´n
Las demostraciones por induccio´n presentadas en [VPMO02] prueban que al ejecutar
cualquiera de las especificaciones del protocolo descritas en las secciones anteriores sobre
una red conexa y ac´ıclica cualquiera, se selecciona un l´ıder y solo uno.
La idea principal de estas demostraciones formales por induccio´n [Pit03] consiste en
definir observaciones que permitan expresar propiedades de una configuracio´n del sistema.
Despue´s se observan los cambios hechos por las reglas de reescritura en las configuraciones,
probando que ciertas propiedades son invariantes.
Para la primera descripcio´n simple con comunicacio´n s´ıncrona (Seccio´n 8.2) se define
una u´nica observacio´n nodes, el cual es un conjunto de pares 〈A;S〉 donde A es un iden-
tificador de nodo de la red y S es el conjunto de nodos con los que todav´ıa A no se ha
comunicado. A partir de propiedades ba´sicas que satisface el conjunto nodes, se pueden
derivar por induccio´n las propiedades deseables del protocolo.
Para la segunda y tercera descripciones (Secciones 8.3.2 y 8.3.3) las observaciones se
complican, ya que los objetos en las descripciones tienen muchos ma´s atributos, pasan por
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diferentes fases, y hay muchas ma´s reglas de reescritura. Ba´sicamente, se tienen observa-
ciones diferentes para los conjuntos de nodos en las diferentes fases. Se puede probar que
si los conjuntos no son vac´ıos, se puede aplicar alguna regla, y que una medida natural
que depende del nu´mero de elementos en los conjuntos decrece. Esto prueba la vivaci-
dad y terminacio´n del protocolo. Tambie´n se prueban propiedades de justicia, como que
solo se puede seleccionar un l´ıder por medio de las reglas de reescritura. Para la tercera
descripcio´n se prueba adema´s que si existe un ciclo en la red, se genera un mensaje de
error.
Una descripcio´n detallada de estas demostraciones puede encontrarse en [VPMO02,
Pit03].
8.6. Evaluacio´n
En la convocatoria para enviar art´ıculos para el volumen especial de la revista Formal
Aspects of Computing sobre la aplicacio´n de me´todos formales al esta´ndar IEEE 1394, se
ped´ıa a los autores que evaluaran sus contribuciones considerando una serie de cuestiones
[MRS02]. He aqu´ı el resultado de nuestra evaluacio´n.
Hemos especificado todas las partes de este protocolo de una manera formal, utilizando
la lo´gica de reescritura tal y como la implementa el sistema Maude. Consideramos que el
enfoque seguido por nosotros, orientado a objetos con tiempo, es particularmente expre-
sivo para esta clase de protocolos. Tambie´n hemos analizado el protocolo completo de dos
formas diferentes. La primera es completamente automa´tica y consiste en la exploracio´n
exhaustiva de todos los estados alcanzables a partir del estado inicial de una red con-
creta (pero elegida arbitariamente). La otra es manual y proporciona una demostracio´n
matema´tica de los requisitos de seguridad y vivacidad para cualquier red.
Tambie´n creemos que nuestra solucio´n es fa´cil de modificar o extender. De hecho, hemos
presentado tres especificaciones a diferentes niveles de abstraccio´n. Por el contrario, las
demostraciones formales son bastante sensibles a los cambios, aunque tambie´n son modu-
lares, lo que ha permitido reutilizar y extender la demostracio´n de la segunda descripcio´n
cuando se verificaba la tercera.
Las especificaciones fueron realizadas por el autor de esta tesis en un plazo de dos
semanas, cuando ya ten´ıa gran experiencia en el uso de Maude, pero con menor cono-
cimiento sobre la introduccio´n de aspectos de tiempo en la lo´gica de reescritura, el cual
se adquirio´ durante dicho periodo. Las demostraciones formales requirieron tres semanas
ma´s.
Todos los conceptos involucrados en este marco de especificacio´n son fa´ciles de entender
por un ingeniero medio, por lo que pensamos que cualquiera con mı´nimos conocimientos
de reescritura y especificaciones algebraicas podr´ıa comprender ra´pidamente nuestras so-
luciones.
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8.7. Ejecucio´n de las especificaciones en Maude 2.0
Cuando realizamos la especificacio´n y verificacio´n de este protocolo en Maude no
ten´ıamos disponibles las facilidades que ofrece la nueva versio´n Maude 2.0. Por eso tuvimos
que implementar al metanivel la estrategia de bu´squeda presentada en la Seccio´n 8.4.1,
que ejecuta la especificacio´n del protocolo de todas las formas posibles y devuelve todos
los estados irreducibles alcanzables.
En Maude 2.0 podemos realizar una bu´squeda en el a´rbol de posibles reescrituras
de un te´rmino mediante el comando search al nivel objeto (y la operacio´n metaSearch
al metanivel), como hemos hecho en el Cap´ıtulo 5 para ejecutar la representacio´n de la
sema´ntica de CCS. El comando
search T =>! P .
busca en el a´rbol de posibles reescrituras del te´rmino T aquellos te´rminos irreducibles que
encajan con el patro´n P . Esto es justo lo que necesitamos en nuestro ana´lisis exhaustivo
de estados. Dada una configuracio´n inicial de la red, tenemos que buscar todos los estados
irreducibles alcanzables, para comprobar despue´s que en todos ellos se ha declarado un
u´nico l´ıder.
Habiendo adaptado los mo´dulos con las especificaciones del protocolo a la nueva versio´n
de Maude, podemos ejecutar los ejemplos vistos en la Seccio´n 8.4.2.
El primer ejemplo busca todos los estados irreducibles alcanzables a partir de la confi-
guracio´n inicial de la red de la Figura 8.2. La u´nica configuracio´n alcanzable es la misma
que obtuvimos en la Seccio´n 8.4.2.
Maude> (search { network7 | 0 } =>! CS:ClockedSystem .)
rewrites: 18339 in 0ms cpu (158ms real) (~ rewrites/second)
Solution 1
CS:ClockedSystem <- { leader ’c
< ’e : Node | neig : ’c, restATTRS > < ’d : Node | neig : ’b, restATTRS >
< ’g : Node | neig : ’e, restATTRS > < ’f : Node | neig : ’e, restATTRS >
< ’a : Node | neig : ’c, restATTRS > < ’c : Node | neig : empty, restATTRS >
< ’b : Node | neig : ’c, restATTRS >
< ’Random : RandomNGen | seed : 9655 > | 920 }
No more solutions.
Realizar la ejecucio´n ana´loga con la estrategia de bu´squeda definida al metanivel re-
quer´ıa ma´s de 50 segundos, mientras que Maude 2.0 necesita solamente 158 milisegundos.
El segundo ejemplo utiliza la red de la Figura 8.3. Las dos configuraciones alcanzables
son las mismas que obtuvimos en la Seccio´n 8.4.2. En esta ejecucio´n pasamos de 102
segundos a 167 milisegundos. Como se observa, la ganancia obtenida al tener el comando
de bu´squeda implementado directamente en el sistema es ma´s que notable, como era de
esperar.
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Maude> (search { network6 | 0 } =>! CS:ClockedSystem .)
rewrites: 20637 in 0ms cpu (167ms real) (~ rewrites/second)
Solution 1
CS:ClockedSystem <- { leader ’c
< ’e : Node | neig : ’c, restATTRS > < ’g : Node | neig : ’e, restATTRS >
< ’f : Node | neig : ’e, restATTRS > < ’a : Node | neig : ’c, restATTRS >
< ’c : Node | neig : empty, restATTRS > < ’b : Node | neig : ’c, restATTRS >
< ’Random : RandomNGen | seed : 9655 > | 997 }
Solution 2
CS:ClockedSystem <- { leader ’e
< ’e : Node | neig : empty, restATTRS > < ’g : Node | neig : ’e, restATTRS >
< ’f : Node | neig : ’e, restATTRS > < ’a : Node | neig : ’c, restATTRS >
< ’c : Node | neig : ’e, restATTRS > < ’b : Node | neig : ’c, restATTRS >
< ’Random : RandomNGen | seed : 9655 > | 997 }
No more solutions.
8.8. Comparacio´n con descripciones en E-LOTOS
En [SV01] utilizamos el a´lgebra de procesos E-LOTOS para indicar co´mo describir a
distintos niveles de abstraccio´n un protocolo de comunicaciones, presentando como caso
de estudio el protocolo de eleccio´n de l´ıder considerado en este cap´ıtulo. El e´nfasis prin-
cipal se puso en la especificacio´n, ilustrando los operadores que proporciona E-LOTOS,
particularmente aquellos relacionados con el paralelismo y el tiempo, y el rango de niveles
de abstraccio´n disponibles.
E-LOTOS es una te´cnica de descripcio´n formal y esta´ndar de ISO [ISO01], desarrollada
a partir del esta´ndar LOTOS [ISO89] que, como hemos visto en el Cap´ıtulo 7, permite
la especificacio´n de comportamiento y de datos utilizando un a´lgebra de procesos y tipos
abstractos de datos. E-LOTOS mantiene la fuerte base formal de su predecesor LOTOS,
que fue desarrollado para la descripcio´n y ana´lisis de sistemas distribuidos y protocolos de
comunicacio´n. E-LOTOS mantiene este enfoque, an˜adiendo mayor expresividad y poder
de estructuracio´n, y siendo ma´s fa´cil de utilizar por gente no experta. Las mejoras ma´s
importantes que se incorporan son las siguientes:
La nocio´n de tiempo. En E-LOTOS se puede definir el tiempo exacto en el que
ocurren los eventos.
Un nuevo lenguaje de datos. Se proporciona una descripcio´n de tipos de datos similar
a la utilizada en lenguajes de programacio´n funcionales, manteniendo el soporte
formal. Los datos se manipulan mediante funciones.
Modularidad. Se permite la definicio´n de tipos, funciones y procesos en mo´dulos
separados, el control de su visibilidad por medio de interfaces y la definicio´n de
mo´dulos gene´ricos.
254 Cap´ıtulo 8. Protocolo de eleccio´n de l´ıder de IEEE 1394
Nuevos operadores que mejoran su poder expresivo. Concretamente, se han an˜adido
operadores para tratar las excepciones y otros para representar esquemas de parale-
lismo complejos de una forma sencilla.
Construcciones de lenguajes de programacio´n imperativos. Estas hacen que el len-
guaje sea u´til para cubrir las u´ltimas fases del ciclo de desarrollo del software, cuando
se desarrollan las implementaciones, y tambie´n hacen ma´s fa´cil la especificacio´n de
sistemas a gente acostumbrada a utilizar tales lenguajes.
Variables mutables. E-LOTOS tiene variables a las que se puede asignar distintos
valores, como en un lenguaje de programacio´n imperativo.
Un tratamiento ma´s detallado de E-LOTOS y sus caracter´ısticas puede encontrarse en
nuestros trabajos [HLDRV99, HLDQ+01], donde se explican las principales implicaciones
de la inclusio´n de estos elementos y se comentan algunas de las alternativas presentadas
durante la fase de estandarizacio´n del lenguaje.
Como hemos dicho, en [SV01] utilizamos E-LOTOS para describir el protocolo de elec-
cio´n de l´ıder del esta´ndar IEEE 1394 a diferentes niveles de abstraccio´n. Las entidades
principales de E-LOTOS son los tipos de datos, los procesos y los eventos (comunicaciones
entre procesos). En el protocolo, los elementos principales son los nodos y las comunicacio-
nes entre ellos, que se modelan de forma natural como procesos y eventos, respectivamente.
Los tipos de datos se utilizan para modelar el estado interno de los nodos y los valores
comunicados. Por ejemplo, los diferentes mensajes que aparecen en el protocolo se repre-
sentan como diferentes valores del tipo que se utiliza para los canales de comunicacio´n
entre procesos.
En [SV01] se presentan cuatro especificaciones. La primera es la ma´s abstracta, li-
mita´ndose a indicar que se ha de producir un evento leader, es decir, que se ha seleccio-
nado un l´ıder. En Maude no hemos dado ninguna especificacio´n tan abstracta. El resto de
especificaciones corresponden a las presentadas anteriormente en las Secciones 8.2, 8.3.2 y
8.3.3.
As´ı pues, la segunda descripcio´n es una descripcio´n s´ıncrona sin tiempo. Aunque hay
que decir que en E-LOTOS la nocio´n de tiempo esta´ siempre presente, aunque no se
utilicen expl´ıcitamente los operadores temporales. En el lenguaje existe tambie´n la nocio´n
de evento urgente (o instanta´neo, como hemos descrito en la Seccio´n 8.3.1), por lo que se
logra la evolucio´n del sistema haciendo que algunos eventos sean urgentes. El problema
con esta segunda descripcio´n en E-LOTOS es que depende de la red concreta que se quiera
probar; en particular, del nu´mero de nodos que la misma tenga. Esto es debido a que en
E-LOTOS se especifican de forma mucho ma´s concreta las comunicaciones entre procesos
y que´ procesos pueden comunicarse entre s´ı. En Maude, ninguna de las especificaciones
depend´ıa de una red concreta, ni del nu´mero de nodos de esta.
La tercera descripcio´n presentada en E-LOTOS es una versio´n con comunicacio´n
as´ıncrona en la que se tiene que tratar el problema del conflicto de ra´ız. Los nodos van
pasando por diferentes fases modeladas por diferentes procesos mutuamente recursivos.
Tambie´n se representan expl´ıcitamente los canales de comunicacio´n (de un u´nico sentido)
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entre cada par de procesos. Esta descripcio´n, gracias a los nuevos operadores de paralelis-
mo de E-LOTOS, no depende de la red concreta ni del nu´mero de nodos de la misma. El
nu´mero de nodos y las conexiones concretas entre ellos son para´metros de la especificacio´n.
La cuarta y u´ltima descripcio´n presentada en E-LOTOS modifica la fase de recepcio´n
de peticiones para que un nodo sea capaz de detectar ciclos en la red y para tratar el
para´metro fr. Al haberse especificado en la descripcio´n anterior cada fase mediante un
proceso diferente, solo uno de ellos tiene que ser modificado en esta extensio´n.
Debido a la falta de herramientas que soportaran el lenguaje E-LOTOS, al hacer
nuestro trabajo con este lenguaje no pudimos realizar ningu´n tipo de ana´lisis sobre las
especificaciones (aparte de la ejecucio´n manual de los procesos utilizando la definicio´n
formal de la sema´ntica operacional). Desgraciadamente, esta carencia se mantiene en la
actualidad. Como comentaremos en el Cap´ıtulo 10, esta es una de las tareas en las que
nos gustar´ıa participar en un futuro pro´ximo.
Al comparar E-LOTOS con otros formalismos utilizados para describir el protocolo,
como los auto´matas I/O [DGRV97] y el a´lgebra de procesos µCRL [SZ98], las conclu-
siones fueron que E-LOTOS es ma´s u´til para escribir especificaciones que tenga que leer
gente menos experta en formalismos, debido al alto contenido matema´tico de los otros
formalismos.
Las descripciones dadas en Maude, utilizando especificaciones orientadas a objetos,
estar´ıan entre ambos extremos. Sin llegar al detalle de las especificaciones E-LOTOS,
mantienen una interpretacio´n intuitiva, clara y sencilla de las reglas de reescritura. Adema´s
se pueden ejecutar directamente y se pueden analizar formalmente.
8.9. Conclusiones
A las conclusiones ya comentadas en las Secciones 8.6 y 8.8 nos gustar´ıa an˜adir las
siguientes.
En este cap´ıtulo hemos mostrado co´mo se puede utilizar Maude, y en particular sus
especificaciones orientadas a objetos, como un lenguaje de especificacio´n formal para des-
cribir y analizar a diferentes niveles de abstraccio´n un protocolo de comunicacio´n como el
protocolo de eleccio´n de l´ıder del “FireWire”. Hemos puesto especial e´nfasis en el trata-
miento de los aspectos relacionados con el tiempo, esenciales en este protocolo, ya que como
comentamos en la Seccio´n 8.3, si as´ı no lo hicie´ramos llegar´ıamos a tener una descripcio´n
incorrecta desde el punto de vista de la ejecucio´n.
Tambie´n hemos visto co´mo enfocar desde dos puntos de vista diferentes la demostracio´n
de la correccio´n del protocolo respecto a las propiedades deseables de seguridad y vivacidad.
Uno de ellos, descrito en la Seccio´n 8.4, consiste en la exploracio´n exhaustiva de todos
los estados irreducibles alcanzables aplicando de todas las formas posibles las reglas del
protocolo a una configuracio´n inicial de una red conexa y ac´ıclica. Utilizando te´cnicas
similares a las utilizadas en el Cap´ıtulo 4 para hacer ejecutable la sema´ntica de CCS, hemos
implementado una estrategia de bu´squeda que realiza esta exploracio´n, comprobando que
el protocolo se comporta correctamente en cualquiera de sus mu´ltiples ejecuciones.
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El segundo me´todo de demostracio´n prueba por induccio´n que la ejecucio´n del pro-
tocolo sobre cualquier red conexa y ac´ıclica conduce a la eleccio´n de un u´nico l´ıder. Este
me´todo se ha resumido en la Seccio´n 8.5, y forma parte de la tesis doctoral de Isabel Pita
[Pit03].
Cap´ıtulo 9
Representacio´n de RDF en Maude
Recientemente se ha incrementado de forma notable el intere´s en la web sema´ntica
[BLHL01] y en asuntos relacionados con la especificacio´n y explotacio´n de la sema´ntica en
la World Wide Web. De hecho ha habido importantes avances para tratar la sema´ntica
formal de la informacio´n de manera que se facilite su procesamiento por parte de las
ma´quinas. En esta categor´ıa podemos incluir todo el trabajo que se esta´ realizando por
parte del grupo de RDF del W3C [W3C].
La web actual, concebida desde el punto de vista de los humanos, esta´ au´n codificada
en gran parte en HTML. En los u´ltimos an˜os, se ha propuesto XML [XML] como una codi-
ficacio´n alternativa enfocada principalmente al procesamiento por parte de las ma´quinas,
convirtie´ndose en el esta´ndar para el intercambio de informacio´n en Internet. Sin embar-
go, esta no es la solucio´n final, ya que solo proporciona soporte para la representacio´n
sinta´ctica de la informacio´n, y no de su significado. Esencialmente proporciona un meca-
nismo para declarar y utilizar estructuras de datos simples y por tanto no es un lenguaje
apropiado para expresar conocimiento ma´s complejo. Mejoras recientes de XML ba´sico,
tales como XML Schema [XML01], no resultan suficientes para cubrir las necesidades del
lenguaje que necesita la web sema´ntica.
RDF (marco de descripcio´n de recursos, en ingle´s Resource Description Framework)
[LS99] y RDFS (esquemas RDF, en ingle´s RDF Schema) [BG02] representan un intento
de resolucio´n de estas deficiencias construido por encima de XML, aunque siguen sien-
do bastante limitados como lenguaje de representacio´n de conocimiento. En particular,
la sema´ntica sigue estando pobremente especificada. De cualquier forma, representan el
primer paso para construir la web sema´ntica, permitiendo que todas las partes implicadas
tengan una comprensio´n comu´n de los datos.
Tim Berners-Lee concibe la web sema´ntica que integra estos conceptos como la arqui-
tectura por capas [BLHL01] que se muestra en la Figura 9.1. En el nivel ma´s bajo RDF
proporciona un modelo de datos simples y una sintaxis estandarizada para metadatos (da-
tos sobre los datos) sobre los recursos web. El siguiente nivel es la capa de los esquemas
con la definicio´n de vocabularios. Los siguientes niveles se acercan a la capa lo´gica propor-
cionada por un lenguaje de representacio´n del conocimiento. Lo ma´s importante es que
cada capa es una extensio´n de RDF.
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Figura 9.1: Arquitectura por niveles de la web sema´ntica segu´n Tim Berners-Lee.
Nuestro objetivo a largo plazo consiste en tener una forma correcta de verificar y
validar las interacciones que pueden llevar a cabo aplicaciones y agentes en un entorno
distribuido dentro de la web sema´ntica. Para conseguirlo, un primer paso importante
consiste en dar sema´ntica a RDF y RDFS. Basa´ndose en este soporte formal se podra´n
analizar propiedades, as´ı como realizar transformaciones y verificaciones.
En este cap´ıtulo damos un soporte sema´ntico a RDF por medio del lenguaje formal
Maude. En concreto, utilizamos Maude para:
dar sema´ntica a los documentos RDF por medio de una traduccio´n a modulos orien-
tados a objetos en Maude;
implementar esta traduccio´n; e
implementar las aplicaciones que hacen uso de los documentos traducidos.
Los documentos RDF pueden traducirse fa´cilmente a mo´dulos orientados a objetos en
Maude y por tanto pueden convertirse en datos para aplicaciones Maude, como mostra-
remos en las Secciones 9.2 y 9.5. Esta representacio´n proporciona una sema´ntica formal
para los documentos RDF (la de los mo´dulos traducidos) y permite que los programas
que manipulen estos documentos puedan ser expresados en el mismo formalismo, al ser
las especificaciones Maude directamente ejecutables.
La traduccio´n de los documentos RDF a Maude puede implementarse tambie´n en el
propio Maude, por medio de una funcio´n que recibe un documento RDF y devuelve un
mo´dulo orientado a objetos, de la misma forma que en el Cap´ıtulo 7 vimos una traduccio´n
de ACT ONE a Maude.
Por u´ltimo, los documentos RDF traducidos pueden integrarse en una aplicacio´n ba-
sada en agentes web escrita utilizando Mobile Maude, una extensio´n de Maude para espe-
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cificar sistemas basados en agentes mo´viles. Es decir, se utiliza el mismo marco sema´ntico
para traducir documentos RDF y para expresar los programas que los manipulan.
Una de las caracter´ısticas ma´s importantes de nuestro enfoque es que es completamen-
te orientado a objetos. Cierto es que, como veremos en la Seccio´n 9.2, se utiliza una idea
algo relajada de objeto, al igual que en RDF, donde no todos los atributos de una clase
tienen que ser definidos para los objetos que pertenecen a esa clase, pero toda la potencia
de la orientacio´n a objetos esta´ soportada, incluyendo la herencia. Como veremos en la
Seccio´n 9.5, esto es crucial para que descripciones RDF que sean ma´s espec´ıficas (esto es,
con ma´s atributos definidos) puedan ser utilizadas por agentes que requirien menos infor-
macio´n que la proporcionada. Esto da soporte a la visio´n de la web sema´ntica por la cual
datos sema´nticamente ricos pueden ser vistos parcialmente por agentes sema´nticamente
ma´s pobres.
Una versio´n preliminar de parte del trabajo descrito en este cap´ıtulo se presento´ en
la First International Semantic Web Conference, ISWC 2002 [BLMO+02a], en forma de
po´ster, y una versio´n ma´s completa se ha presentado en las Segundas Jornadas sobre
Programacio´n y Lenguajes, PROLE 2002, dando lugar a la publicacio´n [BLMO+02b].
9.1. RDF y RDFS
El marco de descripcio´n de recursos RDF (Resource Description Framework) es un
lenguaje de propo´sito general para representar informacio´n en la World Wide Web. Pro-
porciona un marco comu´n en el que expresar la misma de forma que pueda ser intercam-
biada entre aplicaciones sin pe´rdida de conocimiento, proporcionando una forma sencilla
de expresar propiedades de recursos web, es decir, de objetos identificables de forma u´ni-
ca por medio de un URI (identificador de recursos uniforme, en ingle´s Uniform Resource
Identifier [URI00]).
RDF se basa en la idea de que los elementos que queremos describir tienen propiedades
que a su vez tienen valores (los cuales pueden ser literales u otros recursos), y que los
recursos pueden ser descritos mediante sentencias que especifican estas propiedades y sus
valores. Una sentencia tiene tres elementos: un recurso espec´ıfico (sujeto), una propiedad
(predicado), y el valor de dicha propiedad para ese recurso (objeto); por ejemplo, en la
siguiente sentencia
“El creador de la pa´gina web http://www.foo.com/john.html es John Smith.”
el sujeto es http://www.foo.com/john.html, la propiedad es “creador”, y el valor de
dicha propiedad es “John Smith”.
Una coleccio´n de tales sentencias referidas a un mismo recurso se denomina descripcio´n.
En [LS99] se presenta un modelo independiente de la sintaxis para representar recursos y
sus correspondientes descripciones. Este modelo representa las relaciones entre recursos,
sus propiedades y sus valores en un grafo etiquetado dirigido: los recursos se identifican
mediante nodos el´ıpticos, las propiedades se definen como arcos etiquetados y dirigidos, y
los valores literales se expresan como nodos rectangulares.
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La sentencia en el ejemplo anterior se representar´ıa de la siguiente forma:
http://www.foo.com/john.html John Smith
Creator
Supongamos que ahora queremos decir algo ma´s sobre el creador de la pa´gina web
anterior, como indicar cua´l es su nombre y su direccio´n de correo electro´nico. Entonces,
el valor de la propiedad “creador” se convierte en una entidad estructurada (un recurso)
que tiene a su vez propiedades con valores. Si el creador tiene un URI propio podemos






Si el creador no tiene un URI propio se utiliza un recurso ano´nimo (un nodo sin






En [LS99] se define tambie´n una sintaxis concreta interpretable por una ma´quina, que
utiliza XML. Por ejemplo, la pa´gina web http://www.foo.com/john.html se describe en
el siguiente documento RDF diciendo que su creador es alguien con un nombre y una
direccio´n de correo electro´nico conocidos (dados por medio de una descripcio´n de recurso
anidada).













Para identificar de forma u´nica las propiedades y su significado, RDF utiliza el meca-
nimos de espacios de nombres de XML [BHL99]. Las parejas 〈URI del espacio de nombres,
nombre local〉 se eligen de manera que al concatenar las partes se forma el URI del no-
do original1. El significado en RDF se expresa mediante una referencia a un esquema, lo
que explicaremos ma´s adelante. Por ejemplo, en el documento RDF anterior la propiedad
Name se importa de http://example.org/schema. Las sentencias en una Description se
refieren al recurso determinado por el atributo about (interpretado como un URI).
A menudo es necesario referirse a una coleccio´n de recursos. Los contenedores RDF se
utilizan para guardar estas colecciones de recursos o literales. Estos contenedores son, a
su vez, recursos. RDF define tres tipos de contenedores de objetos: bolsas (multiconjuntos
o listas no ordenadas de recursos o literales), secuencias (listas ordenadas), y alternativas
(listas que representan alternativas para el valor de una propiedad).
El siguiente ejemplo ilustra el uso de los contenedores: los trabajos de un autor se















Los dos recursos de tipo secuencia que se han creado no son recursos que existan de
forma independiente a esta descripcio´n y por eso no se ha utilizado el atributo about para
1Para simplificar los diagramas anteriores, se han utilizado como nombres de propiedades los nombres lo-
cales Creator, Name y Email, y no los nombres completos que ser´ıan http://example.org/schema/Creator,
http://example.org/schema/Name y http://example.org/schema/Email, respectivamente.
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indicar su URI, sino el atributo ID para darles un identificador u´nico en el documento que
contiene esta descripcio´n.
Adema´s de poder expresar sentencias sobre recursos web, RDF puede utilizarse para
expresar sentencias acerca de otras sentencias RDF. La sentencia original se modela como
un recurso con tres propiedades: sujeto, predicado y objeto. Este proceso se denomina
formalmente reificacio´n y el modelo de una sentencia se denomina sentencia reificada.
El siguiente documento muestra como sentencia reificada la sentencia









Las sentencias reificadas son instancias de la clase Statement (ve´ase explicaciones
sobre clases en RDF a continuacio´n), por lo que tienen una propiedad type con ese valor.
Una sentencia y su correspondiente sentencia reificada existen de forma independiente en
un documento RDF, y cualquiera puede estar presente sin la otra.
Las comunidades de usuarios de RDF necesitan poder decir ciertas cosas sobre ciertas
clases de recursos. La declaracio´n de estas propiedades (atributos) y clases de recursos
(clases) se define en un esquema RDF [BG02]. Este mecanismo proporciona un sistema
de tipos ba´sico para ser usado en los documentos RDF. En un esquema RDF, en vez de
definir una clase en te´rminos de las propiedades que sus instancias pueden tener, son las
propiedades las que se definen en te´rminos de las clases de recursos a las cuales se pueden
aplicar.
El siguiente documento RDFS describe una clase de impresoras con una subclase de
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RDF/RDFS Maude




Contenedor Tipo abstracto de datos
URI Identificador de objeto










La propiedad domain se utiliza para indicar la clase sobre cuyos miembros se puede
utilizar la propiedad. La propiedad range se utiliza para indicar la clase de la cual tienen
que ser miembros los valores de una propiedad.
9.2. Traduccio´n de RDF/RDFS a Maude
Para poder definir la traduccio´n de documentos RDF y RDFS a Maude hemos iden-
tificado cua´les son las principales componentes de un documento RDF o RDFS. Estos
son los recursos, las propiedades, los contenedores, los URIs y las clases. Tambie´n hemos
identificado que´ elementos de un mo´dulo Maude corresponder´ıan de forma natural a estas
componentes de RDF. La principal conclusio´n es que los mo´dulos orientados a objetos en
Maude son una buena eleccio´n para representar los documentos RDF en Maude, da´ndoles
la sema´ntica precisa deseada. La Tabla 9.1 muestra la correspondencia entre componentes
RDF y elementos de Maude.
En esta seccio´n describiremos la traduccio´n de documentos RDF (incluyendo contene-
dores y reificacio´n) y RDFS a mo´dulos orientados a objetos en Maude. La idea principal
es que una descripcio´n RDF de un recurso sera´ traducida a un objeto en Maude.
De la misma manera que hay esquemas RDF que describen los elementos ba´sicos de
RDFS y RDF2, hemos especificado en Maude mo´dulos que describen estos elementos o vo-
2Los documentos RDF en los ficheros con URIs http://www.w3.org/2000/01/rdf-schema y
http://www.w3.org/1999/02/22-rdf-syntax-ns.
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cabulario ba´sicos. Estos mo´dulos sera´n incluidos en la traduccio´n de cualquier documento
RDF concreto que utilice el vocabulario predefinido.
El siguiente mo´dulo define el vocabulario ba´sico de RDFS. Se declara un tipo de
referencias URI y se indica que estas pueden utilizarse como identificadores de objeto
(Oid). Se define una clase de recursos con varios atributos. Todo recurso descrito sera´ una
instancia de esta clase, aunque hemos utilizado la misma idea relajada presente en RDF
de lo que es una instancia. Un objeto O es una instancia de una clase C si se declara como
perteneciente a esta clase y solo tiene atributos definidos para esta clase (o cualquiera de
sus superclases), pero no todos los atributos de la clase tienen que estar definidos para
los objetos de la clase. Las referencias URI y las instancias de la clase de los recursos se
incluyen juntos en un tipo ma´s general Resource. Tambie´n se define una clase para las
propiedades, y se declara como subclase de los recursos. Finalmente, hay un tipo de datos




sorts URI Resource .
op uri : Qid -> URI .
subsort URI < Oid .
class ResourceClass | comment : Literal,
label : Literal,
seeAlso : Resource,
isDefinedBy : Resource .
subsorts URI ResourceClass < Resource .
class Property .
subclass Property < ResourceClass .
sort Literal .
op literal : Qid -> Literal .
endom)
Tambie´n hemos definido un mo´dulo con el vocabulario predefinido de RDF. Este decla-
ra una clase Statement para representar las sentencias RDF, de modo que una sentencia
reificada se representara´ como una instancia de esta clase. La clase tiene tres atributos:
subject, predicate y object. El mo´dulo tambie´n declara clases para los diferentes con-
tenedores RDF dando definiciones precisas de lo que realmente significan. Por ejemplo,
existe una clase para los contenedores de tipo bolsa que se describen en [LS99] como “lis-
tas no ordenadas de recursos o literales”. En Maude, podemos definir que´ significa esto
exactamente definiendo un tipo de datos para multiconjuntos de recursos y literales, con
un operador constante mtBag para representar el multiconjunto vac´ıo y un operador de
unio´n _&_ que se declara como asociativo, conmutativo, y con el multiconjunto vac´ıo como
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elemento identidad. Tambie´n hay clases similares para las secuencias y las alternativas,
aunque en cada caso el operador de unio´n se define de una forma diferente. Por ejemplo,
el operador de unio´n para las secuencias se declara como asociativo y con la secuencia
vac´ıa como elemento identidad, pero no como conmutativo, porque, por definicio´n, una
secuencia es “una lista ordenada de recursos y literales” [LS99].
(omod http://www.w3.org/1999/02/22-rdf-syntax-ns is
including http://www.w3.org/2000/01/rdf-schema .
class Statement | subject : Resource,
predicate : Property,
object : Resource .
*** containers
class Container .
subclass Container < Resource .
class Bag | val : BagVal .
subclass Bag < Container .
sort BagVal .
subsorts Literal Resource < BagVal .
op mtBag : -> BagVal .
op _&_ : BagVal BagVal -> BagVal [assoc comm id: mtBag] .
class Seq | val : SeqVal .
subclass Seq < Container .
sort SeqVal .
subsorts Literal Resource < SeqVal .
op mtSeq : -> SeqVal .
op _,_ : SeqVal SeqVal -> SeqVal [assoc id: mtSeq] .
...
endom)
La traduccio´n de un documento RDF definido por el usuario en un mo´dulo orientado
a objetos en Maude se resume en la Tabla 9.1.
A continuacio´n describimos por medio de ejemplos co´mo se traducen los documentos
RDF definidos por el usuario. El documento RDF que describe la pa´gina web http://





op http://www.foo.com/john.html : -> Object .
eq http://www.foo.com/john.html =
< uri(’http://www.foo.com/john.html) : ResourceClass |
Creator : uri(’http://www.foo.com/staff/123) > .
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op http://www.foo.com/staff/123 : -> Object .
eq http://www.foo.com/staff/123 =
< uri(’http://www.foo.com/staff/123) : ResourceClass |
Name : literal(’John‘Smith),
Email : literal(’john@foo.com) > .
endom
Los dos espacios de nombres utilizados en el documento RDF han sido traducidos a
inclusiones de mo´dulos. Los dos recursos, uno de ellos anidado dentro del otro, se han
traducido a dos objetos constantes y a dos ecuaciones que los definen. El primer objeto
tiene un atributo “creador”, traduccio´n de la correspondiente propiedad en la descripcio´n
RDF, cuyo valor es el URI del otro objeto. De esta forma existe un enlace expl´ıcito entre
el primer objeto y el segundo. El segundo objeto tiene dos atributos cuyos valores son
literales.
Los recursos ano´nimos tambie´n son soportados y traducidos a objetos constantes como
los anteriores, aunque para nombrarlos en vez de utilizar un URI se utiliza un identificador
local. Las descripciones de los contenedores se traducen a objetos de una clase como la
clase Seq mostrada anteriormente, y los elementos enumerados se incluyen en su atributo
como un valor construido utilizando el correspondiente operador de unio´n. Por ejemplo,
el documento RDF que describe los trabajos de un autor, ordenados de las dos formas
diferentes que indicamos en la Seccio´n 9.1, se traduce de la siguiente manera:
omod DocsCollections is
including http://www.w3.org/1999/02/22-rdf-syntax-ns .
op PapersByDate : -> Object .
eq PapersByDate = < local(’PapersByDate) : Seq |
val : uri(’http://www.dogworld.com/Aug96.doc) ,
uri(’http://www.webnuts.net/Jan97.html) ,
uri(’http://carchat.com/Sept97.html) > .
op PapersBySubj : -> Object .
eq PapersBySubj = < local(’PapersBySubj) : Seq |




El documento RDFS con el vocabulario para describir impresoras (Seccio´n 9.1) se




class Printer | PrinterResolution : Literal, Price : Literal .
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subclass Printer < ResourceClass .
class LaserPrinter .
subclass LaserPrinter < Printer .
endom
Como antes, los espacios de nombres se han traducido a inclusiones de mo´dulos. Las
declaraciones de clases en RDFS se han traducido a declaraciones de clases en Maude, y las
propiedades de subclases se han traducido en declaraciones de subclases en el mo´dulo Mau-
de. Adema´s la clase Printer se declara como subclase de la superclase ResourceClass que
engloba todos los recursos web. La propiedad PrinterResolution, con dominio Printer
y rango Literal, se ha traducido a una declaracio´n de atributo de la clase Printer cu-
yos valores pueden ser de tipo Literal. La propiedad Price se ha tratado de manera
completamente ana´loga.
9.3. Traduccio´n automa´tica definida en Maude
Utilizando las propiedades reflexivas de la lo´gica de reescritura y Maude, y subiendo
al metanivel, podemos definir operaciones que realizan la traduccio´n descrita en la seccio´n
anterior de forma automa´tica.
La operacio´n
op translate : Qid RDF -> Module .
recibe un identificador con comilla que representa el URI del fichero con la descripcio´n
RDF, que sera´ utilizado para nombrar el mo´dulo que se devuelve como resultado, y un
valor de tipo RDF. Este valor representa una descripcio´n RDF o RDFS, aunque con una
sintaxis un poco diferente a la de XML utilizada en la seccio´n previa, que puede ser leida
por un inte´rprete Maude. La operacio´n translate, definida por medio de ecuaciones en
un mo´dulo funcional Maude, devuelve el mo´dulo correspondiente a la descripcio´n RDF
dada.
A continuacio´n, explicaremos co´mo se realiza esta traduccio´n y mostraremos algunas
de las ecuaciones que la definen.
La operacio´n tranlate recorre los componentes del valor RDF y construye paso a paso
el mo´dulo que incluye la traduccio´n de cada componente, como se explico´ a trave´s de
ejemplos en la seccio´n anterior.
vars Q Q’ : Qid .
var NSDL : NSDeclList .
var DL : DescriptionList .
eq translate(Q, <rdf:RDF NSDL > DL </rdf:RDF>) =
translate(DL, addNS(NSDL, setName(emptyMod, Q))) .
Si se encuentra una declaracio´n de espacio de nombres, se an˜ade una declaracio´n
including que incluye un mo´dulo cuyo nombre es el URI del espacio de nombres.
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var M : Module .
eq addNS(xmlns: Q=Q’ NSDL, M) =
addNS(NSDL, addImportList((including Q’ .), M)) .
Si se encuentra una descripcio´n de recurso, se an˜ade un nuevo operador constante que
declara un objeto cuyo nombre es el URI del recurso, y se an˜ade una ecuacio´n definiendo
su valor inicial.
var IAA : IdAboutAttr .
vars PEL PEL’ : PropertyEltList .
eq translate(<rdf:Description IAA > PEL </rdf:Description> DL, M) =
translate(DL,
translate(name(IAA), ’ResourceClass, PEL, {’none}’AttributeSet,
addOpDeclSet(op name(IAA) : -> ’Object ., M))) .
eq translate(< Q:Q’ IAA > PEL </ Q:Q’ > DL, M) =
translate(DL,
translate(name(IAA), Q’, PEL, {’none}’AttributeSet,
addOpDeclSet(op name(IAA) : -> ’Object ., M))) .
En estas ecuaciones, se indica la clase del recurso (si aparece en la descripcio´n del
recurso; en otro caso se utiliza la clase general ResourceClass), y sus atributos con sus
valores, que son extraidos de la descripcio´n del recurso. Si el valor de una propiedad P es
una descripcio´n de un recurso anidado, posiblemente ano´nimo, la traduccio´n del recurso
anidado se an˜ade de forma recursiva al mo´dulo que se esta´ construyendo, y su URI se
utiliza como valor del atributo traducido P . Los contenedores se traducen de una forma
similar.
var IA : IdAttr .
var ML : MemberList .
eq translate(<rdf:Seq IA > ML </rdf:Seq> DL, M) =
translate(DL,
translateSeq(name(IA), ML, {’mtSeq}’SeqVal,
addOpDeclSet(op name(IA) : -> ’Object ., M))) .
Si encontramos un recurso de clase, se incluye en el mo´dulo una declaracio´n de clase, y
si la clase tiene propiedades subClassOf, estas se incluyen como declaraciones de subclase.
eq translate(<rdfs:Class IA > PEL </rdfs:Class> DL, M) =
translate(DL,
translate(name(IA), PEL,
addSubsortDeclSet(subsort ’URI < name(IA) .,
addClass(name(IA), M)))) .
eq translate(Q,
<rdfs:subClassOf resource= Q’ /> PEL, M) =
translate(Q, PEL,
addSubclassDecl(subclass Q < Q’ ., M)) .
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Finalmente, si encontramos una descripcio´n de propiedad, esta se traduce como un
atributo del tipo especificado en la propiedad range de la clase especificada en la propiedad
domain.
En la Seccio´n 9.5 utilizaremos esta traduccio´n en una aplicacio´n de compra de impre-
soras en un entorno mo´vil, implementada utilizando la extensio´n de Maude para permitir
co´mputos mo´viles conocida como Mobile Maude, que describimos a continuacio´n.
9.4. Mobile Maude
La flexibilidad de la lo´gica de reescritura para representar muchos y variados estilos
de comunicacio´n, tanto s´ıncrona como as´ıncrona, su facilidad para soportar objetos dis-
tribuidos y concurrentes, y su capacidad reflexiva para soportar la metaprogramacio´n y
la reconfiguracio´n dina´mica, la convierten en un formalismo u´nico para la especificacio´n
de sistemas distribuidos basados en agentes mo´viles, sobre las cuales se podra´ basar la
demostracio´n de propiedades de seguridad, correccio´n, y rendimiento. Es ma´s, la dispo-
nibilidad de una implementacio´n de la lo´gica de reescritura, v´ıa Maude, convierte tales
especificaciones en ejecutables proporcionando una excelente herramienta de prototipado
en la que ejecutar las aplicaciones basadas en agentes mo´viles.
En [DELM00] se ha propuesto una extensio´n del lenguaje Maude con mecanismos para
soportar la computacio´n mo´vil, conocida como Mobile Maude. Aqu´ı se presenta una breve
descripcio´n del lenguaje, mostrando sus conceptos ma´s importantes y sus primitivas.
Mobile Maude es un lenguaje de agentes mo´viles que extiende al lenguaje Maude para
soportar co´mputos mo´viles. En su disen˜o se ha hecho un uso sistema´tico de la reflexio´n,
obtenie´ndose un lenguaje de agentes mo´viles declarativo, simple y general. Mobile Maude
ha sido especificado formalmente a trave´s de una teor´ıa de reescritura en Maude. Ya que
esta especificacio´n es ejecutable, puede utilizarse como prototipo del lenguaje, en el cual
se pueden simular sistemas de agentes mo´viles.
Las principales caracter´ısticas del lenguaje Mobile Maude, que lo hacen adecuado para
los objetivos asociados a la especificacio´n y prototipado de sistemas basados en agentes
mo´viles, son las siguientes:
Basado en la lo´gica de reescritura, una lo´gica simple y sencilla de usar para la
especificacio´n de sistemas concurrentes, distribuidos y abiertos, incluyendo los datos,
los eventos, la evolucio´n del sistema, la seguridad, y aspectos de tiempo real.
Orientado a objetos, con soporte de primer nivel para objetos y agentes distribuidos
y su comunicacio´n, tanto s´ıncrona como as´ıncrona, sin perder la sema´ntica formal.
Reflexivo, con soporte formal para la metaprogramacio´n a cualquier nivel, y para la
reconfiguracio´n dina´mica con gran flexibilidad.
De amplio espectro, permitiendo la transformacio´n y refinamiento rigurosos desde
especificaciones hasta programas declarativos.
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Modular, con un avanzado sistema de mo´dulos que soportan parametrizacio´n, teor´ıas
para requisitos, vistas, y expresiones de mo´dulos, con sus correspondientes operacio-
nes de instanciacio´n, composicio´n y aplanamiento.
Mo´vil, con soporte para el movimiento de datos, estados locales, y programas.
Con una base formal para el desarrollo de modelos de seguridad y la verificacio´n de
propiedades sobre tales modelos.
Mobile Maude esta´ basado en dos conceptos principales: procesos y objetos mo´viles.
Los procesos son entornos computacionales localizados donde pueden residir los objetos
mo´viles. Los objetos mo´viles pueden moverse entre diferentes procesos, pueden comuni-
carse de forma as´ıncrona con otros objetos por medio de mensajes, y pueden evolucionar,
por medio de pasos de ejecucio´n. En Mobile Maude, un objeto mo´vil puede comunicarse
con objetos en el mismo proceso o en procesos diferentes3.
Los objetos mo´viles viajan con sus propios datos y co´digo. El co´digo de un objeto mo´vil
viene dado por (la metarrepresentacio´n de) un mo´dulo orientado a objetos (una teor´ıa de
reescritura) y sus datos vienen dados por una configuracio´n de objetos y mensajes que
representan su estado. Tal configuracio´n es un te´rmino va´lido en el mo´dulo del co´digo, el
cual se utiliza para ejecutarla.
Los procesos y los objetos mo´viles se modelan como objetos distribuidos de las clases
P y MO, respectivamente. Los nombres de los procesos son del tipo Pid, y la declaracio´n de
la clase P de procesos es la siguiente:
class P | cf : Configuration, cnt : Int, guests : Set(Mid),
forward : PFun(Int, Tuple(Pid, Int)) .
El atributo cf representa la configuracio´n interna, donde puede haber objetos mo´viles
y mensajes. Por tanto, un sistema de agentes mo´viles consistira´ en una configuracio´n de
procesos y mensajes en tra´nsito entre procesos, con una configuracio´n de objetos mo´viles
dentro de cada proceso, como se muestra en la Figura 9.2. El atributo guests guarda los
nombres de los objetos mo´viles que actualmente se encuentran en la configuracio´n interna
del proceso. El atributo cnt es un contador para generar nuevos nombres de objetos
mo´viles. Estos nombres de objetos mo´viles son del tipo Mid, y tienen la forma o(PI, N),
donde PI es el nombre del proceso padre, donde fue creado el objeto, y N es un nu´mero
que distingue a los hijos del proceso PI. Este nu´mero lo proporciona el atributo cnt, que
se incrementa tras la creacio´n de un nuevo objeto mo´vil. El reparto de mensajes no es
trivial, ya que los objetos mo´viles pueden moverse de un proceso a otro. Para resolver este
problema, cada proceso guarda informacio´n sobre el lugar donde se encuentran sus hijos
en el atributo forward, una funcio´n parcial que hace corresponder a cada nu´mero de hijo
un par formado por el nombre del proceso donde el objeto esta´ actualmente, y el nu´mero
de “saltos” que el objeto ha dado hasta llegar all´ı. El nu´mero de saltos se utiliza para
conocer la antigu¨edad de la informacio´n mantenida por el padre. Cada vez que un objeto
3Algunos lenguajes de agentes mo´viles, como el Ambient Calculus [Car99], proh´ıben este u´ltimo tipo
de comunicacio´n, permitiendo u´nicamente la comunicacio´n dentro de un mismo proceso.






Figura 9.2: Posible configuracio´n en Mobile Maude.
mo´vil se mueve a un proceso diferente, env´ıa un mensaje a su padre anunciando la nueva
localizacio´n.
La clase de objetos mo´viles esta´ declarada de la siguiente manera:
class MO | mod : Module, s : Term, p : Pid, hops : Int, mode : Mode .
El atributo s mantiene (la metarrepresentacio´n de) el estado del objeto mo´vil, y tiene
que ser de la forma C & C’, donde C es una configuracio´n de objetos y mensajes (mensajes
de entrada au´n no procesados y mensajes entre objetos internos) y C’ es un multiconjunto
de mensajes (la bandeja de mensajes de salida). Uno de los objetos en la configuracio´n
de objetos y mensajes se supone que tiene el mismo identificador que el objeto mo´vil
en el que se encuentra. A este objeto se le denomina objeto principal. El atributo mod
es la metarrepresentacio´n del mo´dulo Maude que describe el comportamiento del objeto.
El atributo p tiene el nombre del proceso donde el objeto se encuentra actualmente. El
nu´mero de saltos de un proceso a otro realizados por el objeto se almacena en el atributo
hops. Finalmente, el atribujo mode de un objeto puede ser active si el objeto se encuentra
dentro de un proceso (y por tanto puede ejecutarse), o idle si el objeto esta´ en movimiento
viajando de un proceso a otro.
Como dijimos anteriormente, la sema´ntica de Mobile Maude esta´ especificada por
medio de una teor´ıa de reescritura orientada a objetos que contiene las definiciones de las
clases anteriores y reglas de reescritura que describen el comportamiento de las diferentes
primitivas: movilidad de objetos, paso de mensajes, y creacio´n de objetos y procesos.
Esta especificacio´n es el co´digo de sistema de Mobile Maude, el cual se puede utilizar
como prototipo sobre el cual ejecutar aplicaciones Mobile Maude, como haremos en la
Seccio´n 9.5. Por supuesto, tales aplicaciones tienen que satisfacer ciertos requisitos, como
ser orientadas a objetos, utilizar el constructor _&_ para enviar mensajes fuera del objeto
mo´vil, y utilizar los mensajes predefinidos para moverse a otros procesos.
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A continuacio´n, presentaremos las primitivas de Mobile Maude, junto con algunas
reglas de reescritura que definen su comportamiento.
Existen tres clases de comunicacio´n entre objetos. Los objetos dentro de un mismo
objeto mo´vil pueden comunicarse entre s´ı por medio de mensajes con cualquier formato, y
la comunicacio´n puede ser s´ıncrona o as´ıncrona. Los objetos en diferentes objetos mo´viles
pueden comunicarse cuando esta´n en el mismo proceso o cuando esta´n en procesos dife-
rentes; en estos casos, la clase de comunicacio´n utilizada es transparente a los objetos que
se comunican, pero ha de tratarse de comunicaciones as´ıncronas, y los mensajes tienen que
ser de la forma to_:_, donde el primer argumento es el identificador del objeto destino, y
el segundo argumento es el contenido del mensaje, un valor del tipo Contents construido
con una sintaxis libremente definida por el usuario (ve´ase Seccio´n 9.5). De modo que la
informacio´n mı´nima necesaria para enviar un mensaje es la identidad del receptor; si el
emisor quiere comunicar su identidad, debera´ incluirla en el contenido del mensaje. Si el
receptor es un objeto en otro objeto mo´vil, entonces el mensaje debe ser colocado por
el emisor en la segunda componente de su estado (la bandeja de mensajes de salida). El
co´digo de sistema enviara´ el mensaje al objeto destino.
A continuacio´n, mostramos algunas de las reglas encargadas del reparto de mensajes.
La primera de ellas, en la que los te´rminos aparecen metarrepresentados (por ejemplo,
el te´rmino T’ metarrepresenta el nombre del objeto destino), inicia el proceso sacando el
mensaje del objeto mo´vil:
rl [message-out-to] :
< M : MO | mod : MOD, s : ’_&_[T, ’to_:_[T’, T’’]], mode : active >
=> < M : MO | mod : MOD, s : ’_&_[T, ’none.MsgSet] >
(to downMid(T’) { T’’ }) .
Si el mensaje se env´ıa a un objeto mo´vil o(PI’, N) en un proceso diferente, debe
enviarse al proceso padre PI’ el cual lo redirigira´ apropiadamente utilizando la informacio´n
en su atributo forward. Obse´rvese como la condicio´n de la siguiente regla comprueba que
o(PI’, N) no esta´ en el proceso PI mirando en el conjunto de hue´spedes.
crl [msg-send] :
< PI : P | cf : C (to o(PI’, N) { T }), guests : SMO, forward : F >
=> < PI : P | cf : C >
to o(PI’, N) hops null in PI’ { T }
if (not o(PI’, N) in SMO) and PI =/= PI’ .
Cuando el mensaje llega al proceso donde se encuentra el objeto destino, primero se
introduce en la configuracio´n interna del proceso, y finalmente en el estado interno del
objeto mo´vil destinatario (aqu´ı metarrepresentado).
crl [msg-arrive-to-proc] :
to o(PI, N) hops H in PI’ { T’ }
< PI’ : P | cf : C, guests : SMO >
=> < PI’ : P | cf : C (to o(PI, N) { T’ }) >
if o(PI, N) in SMO .
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rl [msg-in] :
to M { T }
< M : MO | mod : MOD, s : ’_&_[T’, T’’] >
=> < M : MO | s : ’_&_[’__[’to_:_[up(M), T], T’], T’’] > .
Cuando un objeto mo´vil quiere moverse a otro proceso debe poner en su bandeja de
mensajes de salida un mensaje del tipo go(PI), donde PI es el identificador del proceso
destino. Cuando un objeto mo´vil tiene un mensaje go en la bandeja de salida, se env´ıa un
mensaje go entre procesos, con el objeto mo´vil como uno de sus argumentos, despue´s de
haber eliminado el mensaje de la bandeja de salida y haber puesto el estado del objeto
mo´vil a idle. Esto asegura que el objeto mo´vil estara´ inactivo mientras este´ en movimiento.
rl [message-out-move] :
< M : MO | s : ’_&_[T, ’go[T’]], mode : active >
=> go(downPid(T’), < M : MO | s : ’_&_[T, ’none.MsgSet], mode : idle >) .
Si el emisor del mensaje y el destino esta´n en diferentes procesos, entonces este mensaje
go tiene que viajar al proceso deseado, saliendo a la configuracio´n externa de procesos.
Cuando el mensaje alcanza el proceso destino, el objeto mo´vil es introducido en este
proceso (en modo active), y el proceso padre es informado, para que pueda actualizar su
informacio´n en el atributo forward.
rl [arrive-proc] :
go(PI, < o(PI’, N) : MO | hops : N’ >)
< PI : P | cf : C, guests : SMO, forward : F >
=> if PI == PI’
then < PI : P | cf : C < o(PI’, N) : MO |
p : PI, hops : N’ + 1, mode : active >,
guests : o(PI’, N) . SMO,
forward : F[N -> (PI, N’ + 1)] >
else < PI : P | cf : C < o(PI’, N) : MO |
p : PI, hops : N’ + 1, mode : active >,
guests : o(PI’, N) . SMO >
(to PI’ @ (PI, N’ + 1) { N })
fi .
En el mensaje go, el objeto mo´vil indica el proceso a donde quiere ir. En ocasiones,
un objeto mo´vil querra´ ir a donde se encuentre otro objeto mo´vil, pero solo conocera´ en
principio el identificador del objeto con el que se quiere encontrar, y no el proceso en el que
este se encuentra. En tal caso, se utilizara´ el mensaje predefinido go-find. Cuando este
mensaje es utilizado por un objeto M, toma como argumentos el identificador del objeto
mo´vil al que M quiere alcanzar, y el identificador de un proceso donde el destino podr´ıa
encontrarse.
Cuando un objeto quiere crear un nuevo objeto mo´vil, debe enviar un mensaje newo
al sistema, coloca´ndolo en la segunda componente de su estado. El mensaje newo toma
como argumentos (la metarrepresentacio´n de) un mo´dulo M , una configuracio´n C (que
sera´ la configuracio´n inicial colocada dentro del objeto mo´vil a crear, y que tiene que ser
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un te´rmino va´lido del mo´dulo M), y el identificador provisional del objeto principal en la
configuracio´n C. La primera accio´n realizada por el sistema cuando se detecta un mensaje
newo es crear un nuevo objeto mo´vil con la configuracio´n C como estado y el mo´dulo M
como su co´digo, tras lo cual se enviara´ un mensaje start-up al objeto principal con su
nuevo nombre, para que coincida con el nombre del objeto mo´vil en el que se encuentra.
La ejecucio´n de objetos mo´viles se basa en la reflexio´n y se lleva a cabo mediante la
siguiente regla:
rl [do-something] :
< M : MO | mod : MOD, s : T, mode : active >
=> < M : MO | s : meta-rewrite(MOD, T, 1) > .
El co´digo de sistema completo de Mobile Maude, junto con informacio´n relacionada,
puede encontrarse en http://maude.cs.uiuc.edu/mobile-maude.
El co´digo que describe el comportamiento de los objetos mo´viles se denomina co´digo
de aplicacio´n. En la siguiente seccio´n veremos ejemplos de este tipo de co´digo.
En [DV02] hemos presentado un caso de estudio en el que Mobile Maude se utiliza
para implementar de forma satisfactoria una aplicacio´n distribuida, a saber, un sistema
de revisio´n de art´ıculos de una conferencia, desde que esta se anuncia hasta que se editan
las actas con los art´ıculos aceptados. Este ejemplo fue propuesto por Cardelli [Car99] co-
mo reto para cualquier lenguaje para entornos de redes de a´mbito global (en ingle´s, wide
area networks), para demostrar su usabilidad (aunque el ejemplo ya hab´ıa sido utilizado
anteriormente por otros autores). Esto nos permitio´ identificar posibles deficiencias y ex-
perimentar con diferentes alternativas. Por ejemplo, la primitiva go-find antes descrita
no estaba en el conjunto original de mensajes del sistema.
9.5. Caso de estudio: compra de impresoras
En esta seccio´n presentamos una aplicacio´n del proceso de traduccio´n de RDF a Maude.
La traduccio´n propuesta se utiliza en un ejemplo el que un agente comprador visita a
varios vendedores que le dan informacio´n sobre las impresoras que venden en formato
RDF. El comprador mantiene el precio de la impresora ma´s barata. Este ejemplo se ha
implementado utilizando Mobile Maude.
En esta aplicacio´n tenemos dos clases diferentes de objetos mo´viles: los vendedores y
los compradores. Aunque en esta versio´n los vendedores no se mueven, tambie´n tienen que
ser objetos mo´viles de Mobile Maude, pues se comunican con otros objetos mo´viles. Hay
otra clase de objetos, los objetos comparadores, que son utilizados por los compradores
para comparar impresoras. Estos no son objetos mo´viles, como veremos ma´s adelante.
Un comprador visita a varios vendedores. El comprador pide a cada uno la descripcio´n
de la impresora que vende. El vendedor env´ıa al comprador esta informacio´n en formato
RDF, la cual es traducida por el comprador y dada al comparador, que mantiene el precio
de la impresora ma´s barata.
Primero definimos los vendedores. Estos son agentes esta´ticos cuyo comportamiento
viene definido por el mo´dulo siguiente. La clase Seller tiene un atributo description con
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la descripcio´n en RDF de la impresora que el vendedor vende, utilizando el vocabulario
del esquema RDFS presentado en la Seccio´n 9.1. Cuando el vendedor recibe una peticio´n
de esta descripcio´n, la env´ıa en formato RDF.
(omod SELLER is
including RDF-SYNTAX .
class Seller | description : RDF .
op get-printer-description : Oid -> Contents .
op printer-description : RDF -> Contents .
vars S B : Oid . var D : RDF .
rl [get-des] :
(to S : get-printer-description(B))
< S : Seller | description : D > & none
=> < S : Seller | > & (to B : printer-description(D)) .
endom)
Obse´rvese co´mo el estado del comprador se describe en la regla get-des utilizando el
operador _&_ para as´ı separar el estado interno y los mensajes de entrada de los mensajes
de salida. Gracias a ello este mo´dulo se puede utilizar para crear objetos mo´viles en Mobile
Maude.
Antes de definir a los compradores, definimos la clase Comparer cuyas instancias son
capaces de comparar diferentes impresoras, manteniendo el precio de la ma´s barata. Cuan-
do un objeto comparador esta´ pro´ximo a un objeto impresora, generado por la traduccio´n
de una descripcio´n RDF de una impresora, el comparador consulta el precio de la impre-
sora y lo compara con el mejor precio que conoce, actualizando su conocimiento cuando
ello sea preciso. Obse´rvese que el objeto impresora desaparece, ya que no representa a una
impresora real, sino solo a su informacio´n, de modo que deja de ser u´til cuando el compa-
rador ya ha extra´ıdo la informacio´n necesaria. El mo´dulo parame´trico DEFAULT utilizado
extiende el tipo de la vista dada como para´metro con un nuevo valor null que representa




class Comparer | best : Default[MachineInt] .
var P C : Oid .
var Q : Qid .
var N : MachineInt .
var Atts : AttributeSet .
rl [compare] :
< P : Printer | Price : literal(Q), Atts >
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< C : Comparer | best : null >
=> < C : Comparer | best : convert(Q) > .
rl [compare] :
< P : Printer | Price : literal(Q), Atts >
< C : Comparer | best : N >
=> < C : Comparer | best : if (convert(Q) < N) then
convert(Q) else N fi > .
endom)
Un comparador no es un objeto mo´vil de Mobile Maude. No se mueve de forma inde-
pendiente, y no puede enviar o recibir mensajes de otro objeto mo´vil. Es un objeto Maude
que viajara´ dentro de un atributo de un comprador, como veremos ma´s adelante.
Obse´rvese co´mo se utiliza la variable Atts de tipo AttributeSet en el objeto impreso-
ra. Utilizando esta variable, la regla puede aplicarse a cualquier impresora con al menos un
atributo Price; si la impresora tiene ma´s atributos, estos sera´n capturados por la variable
Atts.
Este estilo de programacio´n es muy u´til en el a´mbito de la web sema´ntica. Si un
vendedor define su propio esquema RDFS para sus impresoras, extendiendo el esquema
presentado en la Seccio´n 9.1 definiendo una subclase de las impresoras con nuevas propieda-
des que sean importantes para este vendedor, entonces enviara´ descripciones de impresoras
con algunas propiedades desconocidas por el comparador. Sin embargo, la implementacio´n
anterior seguir´ıa siendo u´til, ya que las propiedades (atributos) extra ser´ıan capturados
por la variable Atts.
Finalmente, definimos los compradores. El mo´dulo BUYER describe el comportamiento
de un agente comprador. Este tiene una lista IPs con las direcciones de los vendedores
que conoce y quiere visitar. Un comprador tiene que visitar a todos los vendedores de
su lista, pidiendo a cada uno la descripcio´n de sus impresoras. El comprador tiene un
atributo app-state con el estado actual del comparador, metarrepresentado. Tiene que
estar metarrepresentado porque el comprador quiere ser capaz de ejecutar el comparador,
para lo que han de estar a diferentes niveles de representacio´n. Cada vez que recibe una
nueva descripcio´n, el comprador traduce la descripcio´n RDF de la impresora a un mo´dulo
Maude M con un objeto de la clase Printer, coloca este objeto junto con el estado actual
de su comparador, y pide que se reescriban (utilizando la operacio´n meta-rewrite) en el
mo´dulo Maude obtenido uniendo M con el mo´dulo COMPARER que contiene el co´digo del






ops onArrival asking done : -> Status .
class Buyer | IPs : List[Oid], status : Status, app-state : Term .
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op get-printer-description : Oid -> Contents .
op printer-description : RDF -> Contents .
var PD : RDF .
var Ss : List[Oid] .
vars B S : Oid .
var PI : Pid .
var N : MachineInt .
var T : Term .
rl [move] :
< B : Buyer | IPs : o(PI,N) + Ss, status : done > & none
=> < B : Buyer | status : onArrival > & go-find(o(PI,N), PI) .
rl [onArrival] :
< B : Buyer | IPs : S + Ss, status : onArrival > & none
=> < B : Buyer | status : asking > & (to S : get-printer-description(B)) .
rl [new-des] :
(to B : printer-description(PD))
< B : Buyer | IPs : S + Ss, app-state : T, status : asking >
=> < B : Buyer | IPs : Ss,
app-state : meta-rewrite(
addDecls(up(COMPARER), translate(’Printer, PD)),
’__[T, extractResources(translate(’Printer, PD))], 0),
status : done > .
endom)
La primera regla de reescritura, move, se encarga de los viajes del comprador: si se ha
terminado en el proceso actual (su estado es done) y hay al menos un nombre de ven-
dedor en el atributo IPs, entonces se pide al sistema que lleve al comprador a donde se
encuentra el siguiente vendedor. Al llegar, el comprador pide al vendedor la descripcio´n de
su impresora, dando tambie´n el nombre del comprador (regla de reescritura onArrival).
Cuando llega la descripcio´n RDF, el comprador la traduce a Maude (utilizando la ope-
racio´n translate descrita en la Seccio´n 9.2), extrae el recurso correspondiente a la des-
cripcio´n de la impresora, lo coloca junto con el comparador (utilizando el operador de
unio´n de configuraciones de objetos Maude __), y reescribe el resultado en el mo´dulo con
el comportamiento del comparador, lo que cambiara´ el estado del comparador.
El siguiente mo´dulo EXAMPLE define la configuracio´n inicial de un sistema con dos ven-
dedores con sus correspondientes descripciones de impresoras4 y un comprador. El mo´dulo
EXAMPLE incluye el co´digo de sistema de Mobile Maude, en el mo´dulo MOBILE-MAUDE.
4Las descripciones se dan en RDF con la sintaxis que puede entender Maude. Para simplificar la pre-
sentacio´n, aqu´ı solo ponemos el precio de cada impresora como propiedad de las mismas. En la pa´gina web
puede encontrarse un ejemplo ma´s completo.
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(omod EXAMPLE is
protecting MOBILE-MAUDE .
rl [initial-state] : initial =>
< ’loc0 : R | cnt : 4 >
< p(’loc0,0) : P |
cnt : 1,
cf : < o(p(’loc0,0),0) : MO |
mod : up(SELLER),
s : up(SELLER,
< o(p(’loc0,0),0) : Seller |
description :
<rdf:RDF
xmlns: s ’rdf = s ’http://www.w3.org/1999/02/22-rdf-syntax-ns
xmlns: s ’sc = s ’http://printers.org/schema/ >
< s ’sc : s ’Printer about= s ’http://HP/HPLaserJet1100 >
< s ’sc : s ’Price > s ’389 </ s ’sc : s ’Price >
</ s ’sc : s ’Printer >
</rdf:RDF> > & none),
p : p(’loc0,0),
hops : 0,
mode : active >,
guests : o(p(’loc0,0),0),
forward : (0, (p(’loc0, 0), 0)) >
< p(’loc0,1) : P |
cnt : 1,
cf : < o(p(’loc0,1),0) : MO |
mod : up(SELLER),
s : up(SELLER,
< o(p(’loc0,1),0) : Seller |
description :
<rdf:RDF
xmlns: s ’rdf = s ’http://www.w3.org/1999/02/22-rdf-syntax-ns
xmlns: s ’sc = s ’http://printers.org/schema/ >
< s ’sc : s ’Printer about= s ’http://HP/HPLaserJet1100 >
< s ’sc : s ’Price > s ’209 </ s ’sc : s ’Price >
</ s ’sc : s ’Printer >
</rdf:RDF> > & none),
p : p(’loc0,1),
hops : 0,
mode : active >,
guests : o(p(’loc0,1),0),
forward : (0, (p(’loc0, 1), 0)) >
< p(’loc0,3) : P |
cnt : 1,
cf : < o(p(’loc0,3),0) : MO |
mod : up(BUYER),
s : up(BUYER,
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< o(p(’loc0,3),0) : Buyer |
IPs : (o(p(’loc0,0),0) + o(p(’loc0,1),0)),
status : done,




mode : active >,
guests : o(p(’loc0,3),0),
forward : (0, (p(’loc0, 3), 0)) > .
endom)
Podemos ejecutar el ejemplo, para ver que en efecto el comparador del comprador
obtiene la informacio´n sobre el precio de la impresora ma´s barata. De la salida producida
por Maude hemos eliminado las descripciones de las impresoras que tienen los vendedores,
pues estos no cambian. Obse´rvese co´mo el comprador ha terminado en el proceso del
segundo vendedor que ha visitado, y co´mo se ha modificado la informacio´n del atributo
forward de su padre.
Maude> (MO grew [5][10] initial .)
Result Configuration :
< ’loc0 : R | cnt : 4 >
< p(’loc0, 0 ) : P |
cf : < o(p(’loc0,0),0 ) : MO |
mod : up(SELLER),
s : up(SELLER, < o(p(’loc0,0),0) : Seller |
description : ... > & none),
mode : active ,
hops : 0 ,
p : p(’loc0,0) >,
forward : (0, (p(’loc0,0),0)),
guests : o(p(’loc0,0),0),
cnt : 1 >
< p(’loc0,1) : P |
cf : (< o(p(’loc0,1),0) : MO |
mod : up(SELLER),
s : up(SELLER, < o(p(’loc0,1),0) : Seller |
description : ... > & none),
mode : active,
hops : 0 ,
p : p(’loc0,1) >
< o(p(’loc0,3),0) : MO |
mod : up(BUYER),
s : up(BUYER,
< o(p(’loc0,3),0) : Buyer |
app-state : ( ’<_:_|_>[{’’comp}’Qid,{’Comparer}’Comparer,
’best‘:_[{’209}’NzMachineInt]]),
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status : done,
IPs : nilList > & none),
mode : active ,
hops : 2,
p : p(’loc0,1) > ),
forward : (0, (p(’loc0,1),0)),
guests : (o(p(’loc0,1),0) . o(p(’loc0,3),0)),
cnt : 1 >
< p(’loc0,3) : P |
cf : none,
forward : (0, (p(’loc0,1),2)),
guests : mt,
cnt : 1 >
9.6. Conclusiones
En este cap´ıtulo hemos visto co´mo se puede dotar de sema´ntica formal a los documentos
RDF mediante su traduccio´n a mo´dulos orientados a objetos en Maude. Los elementos
ba´sicos de un documento RDF, como son los recursos, sus propiedades, las clases y los
contenedores, tienen una relacio´n natural con los objetos, sus atributos, clases de objetos
y tipos abstractos de datos, respectivamente. Por tanto, la traduccio´n permite precisar la
idea intuitiva que hay detra´s de las descripciones RDF. Adema´s, esta traduccio´n se puede
ejecutar, al contrario de la sema´ntica basada en lo´gica de predicados propuesta en [Hay02],
y que comentaremos ma´s abajo.
Gracias a las propiedades reflexivas de Maude hemos podido implementar esta traduc-
cio´n de documentos RDF a mo´dulos orientados a objetos de Maude en el mismo Maude,
mediante una funcio´n definida al metanivel que recibe como argumento de entrada un
documento RDF y devuelve como resultado un mo´dulo orientado a objetos. El mo´dulo
resultado se puede manipular y tambie´n ejecutar al metanivel.
Esto nos permite definir de nuevo en Maude agentes web que trabajen con descripciones
RDF y que utilicen la traduccio´n para poder utilizarlas junto con aplicaciones escritas en
Maude al nivel de las descripciones y que utilizan estos datos para obtener la informacio´n
requerida, como ocurre en el ejemplo de compra de impresoras descrito en la Seccio´n 9.5.
Hemos visto tambie´n co´mo estas aplicaciones pueden integrarse en un entorno distribuido
y mo´vil utilizando Mobile Maude.
En [Hay02] se presenta una sema´ntica de teor´ıa de modelos para RDF y RDFS. La
definicio´n sema´ntica traduce un grafo RDF en una expresio´n lo´gica “con el mismo sig-
nificado”. Ba´sicamente, cada arista del grafo da lugar a una asercio´n ato´mica y el grafo
completo se traduce como el cierre existencial de la conjuncio´n de las aserciones genera-
das para cada una de sus aristas. Tambie´n se estudia una nocio´n de deduccio´n en RDF.
Aunque versiones previas de dicho trabajo no soportaban la reificacio´n o los contenedores
(ve´ase la Seccio´n 9.1), la versio´n actual s´ı que los contempla [Hay02]. Nuestro enfoque es
ma´s pragma´tico, en el sentido de que traducimos a un lenguaje formal, pero de modo que
las traducciones pueden ser ejecutadas. As´ı combinamos las ventajas de un mundo formal
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en el que se pueden verificar formalmente propiedades, con las del desarrollo de prototipos
con los que adquirir confianza en nuestras especificaciones e implementaciones de sistemas.
Cap´ıtulo 10
Conclusiones y trabajo futuro
Como dijimos en la introduccio´n, hemos abordado el objetivo de presentar la lo´gica
de reescritura, y en particular el lenguaje Maude, como marco sema´ntico ejecutable desde
diferentes puntos de vista:
obteniendo sema´nticas operacionales ejecutables para a´lgebras de procesos como
CCS y LOTOS, as´ı como para lenguajes funcionales e imperativos;
realizando el modelado y ana´lisis del protocolo de eleccio´n de l´ıder en la especificacio´n
del bus multimedia en serie IEEE 1394 (“FireWire”); y
dotando de sema´ntica formal a lenguajes de la web sema´ntica, mediante la traduccio´n
de RDF (Resource Description Framework) a Maude y su integracio´n con Mobile
Maude.
A continuacio´n presentamos las conclusiones y l´ıneas de trabajo futuro que nos gustar´ıa
seguir en relacio´n con estos tres puntos.
10.1. Sema´nticas operacionales ejecutables
En primer lugar, hemos presentado dos implementaciones diferentes de la sema´ntica
de CCS y su utilizacio´n para implementar la lo´gica modal de Hennessy-Milner. Hemos
mostrado con todo detalle co´mo implementar la sema´ntica de CCS siguiendo el enfoque
de las reglas sema´nticas como reglas de reescritura. Se han resuelto de una forma general los
problemas causados por la presencia de nuevas variables en la parte derecha de las reglas y
el no determinismo, utilizando para ello las propiedades reflexivas de la lo´gica de reescritura
y su realizacio´n en el mo´dulo META-LEVEL de Maude. Esto nos permitio´ utilizar las mismas
te´cnicas para implementar la lo´gica modal de Hennessy-Milner. Por u´ltimo comparamos
nuestro enfoque con la utilizacio´n del demostrador de teoremas Isabelle/HOL, llegando
a la conclusio´n de que, aunque Maude no tenga implementadas todas las facilidades de
demostracio´n que ofrece Isabelle, al no ser ese el objetivo de Maude al tratarse de un
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marco tan general, s´ı que gracias a la reflexio´n puede utilizarse para aplicar te´cnicas de
order superior en un marco de primer orden.
Tambie´n hemos presentado una implementacio´n alternativa de la sema´ntica de CCS,
siguiendo el enfoque de transiciones como reescrituras. Como dijimos en la Seccio´n 5.5,
la segunda implementacio´n ofrece diversas ventajas, siendo ma´s cercana a la presentacio´n
matema´tica de la sema´ntica, mientras que el primer enfoque necesita estructuras, como
los multiconjuntos de juicios, y mecanismos auxiliares, como la generacio´n de nuevas me-
tavariables y su propagacio´n.
Las te´cnicas presentadas en el Cap´ıtulo 3 y utilizadas en el caso de CCS, son muy
generales. Adema´s, el segundo enfoque, en el que las transiciones se representan como
reescrituras, es interesante en la pra´ctica, al conducir a implementaciones razonablemente
eficientes.
El enfoque de transiciones como reescrituras se ha utilizado tambie´n para implemen-
tar otros tipos de sema´nticas operacionales. En concreto, se utiliza para implementar de
forma satisfactoria todas las sema´nticas diferentes presentadas por Hennessy en [Hen90]
para lenguajes tanto funcionales como imperativos, as´ı como la sema´ntica de Mini-ML
presentada por Kahn [Kah87]. Este mismo enfoque tambie´n ha sido utilizado por Thati,
Sen y Mart´ı Oliet en [TSMO02] para obtener una especificacio´n ejecutable de una versio´n
as´ıncrona del pi-ca´lculo.
Por u´ltimo, hemos descrito una implementacio´n de una sema´ntica simbo´lica para
LOTOS siguiendo tambie´n el enfoque de transiciones como reescrituras. Adema´s, las es-
pecificaciones en ACT ONE, que pueden formar parte de las especificaciones LOTOS, se
traducen automa´ticamente a mo´dulos funcionales equivalentes en Maude. Estos mo´dulos
se extienden para integrarlos con la sema´ntica operacional. El problema que se resuelve con
esta extensio´n es el de obtener operaciones cuya definicio´n natural este´ basada en la sin-
taxis de tipos de datos definibles por el usuario: a la hora de introducir una especificacio´n
en ACT ONE se crean automa´ticamente las definiciones de estas operaciones. Finalmente,
hemos mostrado co´mo implementar en Maude un interfaz de usuario que permite que este
no tenga que utilizar Maude directamente, sino que utilice una herramienta escrita sobre
Maude donde puede introducir una especificacio´n LOTOS y ejecutarla mediante comandos
espec´ıficos que recorren el correspondiente sistema de transiciones etiquetado asignado a
la especificacio´n por la sema´ntica simbo´lica.
Tambie´n hemos comparado esa implementacio´n de la sema´ntica de LOTOS con otra
que sigue el enfoque alternativo de reglas de inferencia como reescrituras. Ya que este
lenguaje es ma´s complejo que CCS, con lo que las especificaciones LOTOS son bastante
ma´s complicadas, incluyendo tambie´n tipos de datos, hemos necesitado mejorar en varias
direcciones las soluciones que facilitaron la implementacio´n de CCS.
El estudio de las sema´nticas operacionales ejecutables en Maude no termina ni mucho
menos con esta tesis. A corto plazo pretendemos estudiar un lenguaje de estrategias in-
ternas para Maude, aplicable no solo a la representacio´n de sema´nticas operacionales sino
a especificaciones ejecutables en general. Por el momento cada usuario tiene que escribir
sus propias estrategias, bien partiendo de cero, o bien adaptando y extendiendo las estra-
tegias propuestas por otros investigadores, como hemos hecho en los Cap´ıtulos 4 y 8. Para
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solventar esta situacio´n, nos hemos planteado el objetivo de disen˜ar un lenguaje ba´sico
de estrategias para el usuario, integrado en el sistema Maude, que sea suficientemente
expresivo para cubrir gran parte de los casos de uso esencial de estrategias que se precisan
en la pra´ctica. Las te´cnicas de reflexio´n y metaprogramacio´n nos permitira´n realizar un
prototipo de implementacio´n del lenguaje de estrategias en el propio metanivel de Maude.
Una vez este prototipo demuestre la utilidad del lenguaje propuesto, se trasladara´ al equi-
po de implementacio´n de Maude, para su integracio´n en la implementacio´n ma´s eficiente
escrita en C++.
Tambie´n estamos interesados en aplicar la metodolog´ıa presentada en esta tesis a nue-
vos lenguajes en desarrollo o desarrollados recientemente. Nos interesan particularmente
aquellos lenguajes en los que el uso de estrategias de ejecucio´n resulta esencial. Sobre ellos
podremos aprovechar, por un lado, los resultados y experiencia obtenidos en esta tesis, y
por otro lado el lenguaje de estrategias internas que acabamos de comentar. Como ejemplos
espec´ıficos, pretendemos estudiar diferentes sema´nticas ejecutables del lenguaje funcional
paralelo Ede´n [BLOMPM96, HHOM02], sobre las que ir´ıamos variando las estrategias de
ejecucio´n para ver co´mo influyen en las propiedades de la sema´ntica, y del a´lgebra de
procesos E-LOTOS [ISO01], donde las estrategias jugar´ıan un papel importante a la hora
de combinar las transiciones de la sema´ntica dina´mica con las transiciones relacionadas
con el paso del tiempo.
Basa´ndonos en la sema´ntica simbo´lica de LOTOS utilizada en el Cap´ıtulo 7, se han
definido ya una bisimulacio´n simbo´lica [CS01, RC02] y la lo´gica modal FULL [CMS01].
Tenemos planeado extender nuestra herramienta de forma que se pueda comprobar si dos
procesos son bisimilares, o si un proceso satisface una fo´rmula de la lo´gica modal dada.
De hecho, ya hemos implementado un subconjunto de FULL sin valores (Seccio´n 7.4), y
hemos integrado la extensio´n con nuestra herramienta. La parte de la lo´gica con valores
requiere un estudio ma´s profundo, y creemos que sera´ inevitable el recurso a algu´n tipo
de demostracio´n automa´tica de teoremas. La propia lo´gica de reescritura y Maude ya se
han mostrado u´tiles para desarrollar tales demostradores [Cla00].
Una vez hemos obtenido sema´nticas operacionales ejecutables, el siguiente paso puede
consistir en analizar y demostrar propiedades de tales sema´nticas, como pueden ser la con-
fluencia o la terminacio´n. Estas propiedades no se refieren a programas concretos escritos
en el lenguaje cuya sema´ntica se representa, sino que son metapropiedades aplicables a
todos los programas en general. Muchas de ellas se demuestran por induccio´n estructu-
ral sobre las reglas que definen la sema´ntica. A este respecto, nos proponemos estudiar
extensiones del demostrador de teoremas ITP [Cla01], desarrollado por Manuel Clavel en
el seno del grupo Maude, que permitan la demostracio´n por induccio´n de tales tipos de
propiedades sobre las sema´nticas ejecutables.
10.2. Protocolos de comunicacio´n
La idea de utilizar Maude como marco sema´ntico ejecutable puede extenderse para
dotar de sema´ntica e implementar descripciones que carec´ıan de tal sema´ntica formal.
Hemos mostrado co´mo se puede utilizar la lo´gica de reescritura, y Maude en particular,
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para especificar y analizar a diferentes niveles de abstraccio´n un protocolo de comunicacio´n
como el protocolo de eleccio´n de l´ıder del “FireWire”, descrito inicialmente en lenguaje
natural y co´digo C. Tambie´n hemos mostrado co´mo los aspectos de tiempo del protocolo
pueden modelarse de forma sencilla y estructurada en lo´gica de reescritura, por medio de
operaciones que definen el efecto del paso del tiempo y reglas de reescritura que dejan pasar
el tiempo. As´ı mismo, las descripciones pueden analizarse de forma exhaustiva al metanivel,
mediante la exploracio´n de todos los estados alcanzables a partir de una configuracio´n
inicial, lo que produce una demostracio´n de correccio´n para una red concreta dada.
Vemos este trabajo como una nueva contribucio´n al a´rea de investigacio´n sobre la
especificacio´n y el ana´lisis de varias clases de protocolos de comunicacio´n en Maude, tal y
como se describe en [DMT98, DMT00a], as´ı como al desarrollo de la metodolog´ıa formal
resumida en la introduccio´n de esta tesis. En nuestra opinio´n, es necesario aportar ma´s
ejemplos que consoliden la metodolog´ıa, y desarrollar herramientas que puedan ayudar en
la simulacio´n y ana´lisis de dichos ejemplos. A este respecto nos gustar´ıa citar los trabajos
realizados por O¨lveczky, Meseguer y otros [O¨KM+01, MO¨ST02].
Tambie´n hemos estudiado co´mo las nuevas facilidades que ofrece la versio´n Maude 2.0
pueden utilizarse para analizar de forma ma´s sencilla protocolos como el descrito. El
reciente desarrollo de un analizador automa´tico de estados para una versio´n lineal de la
lo´gica temporal [EMS02] ha dado lugar a la posibilidad de aplicar el me´todo de “model
checking” a sistemas especificados en un lenguaje como Maude, que es considerablemente
ma´s expresivo que los que habitualmente se consideran en estos analizadores. Estudiar su
aplicacio´n para la verificacio´n de protocolos de comunicacio´n como el de eleccio´n de l´ıder
es una l´ınea de trabajo futuro muy interesante.
Anteriormente hemos expresado nuestra pretensio´n de implementar la sema´ntica del
a´lgebra de procesos E-LOTOS. Esto nos permitir´ıa ejecutar y analizar las descripciones
sobre el protocolo de eleccio´n de l´ıder que realizamos utilizando E-LOTOS [SV01], que
hemos comentado en la Seccio´n 8.8. Hasta el momento no lo hemos podido hacer de una
forma mecanizada, ya que no se dispone de implementaciones de E-LOTOS.
10.3. Lenguajes de especificacio´n de la web sema´ntica
La traduccio´n de documentos RDF a mo´dulos orientados a objetos en Maude propuesta
y el caso de estudio presentado para ilustrar su uso constituyen un nuevo ejemplo de co´mo
Maude puede utilizarse como marco sema´ntico ejecutable, en este caso para dar sema´ntica
a descripciones puramente sinta´cticas consiguiendo que el resultado de la traduccio´n pueda
integrarse directamente con co´digo ejecutable en el mismo formalismo.
Hemos presentado los primeros resultados de la traduccio´n de RDF y RDFS al lenguaje
formal Maude. La traduccio´n, implementada en el propio Maude, produce una versio´n
formal de los datos originales en RDF/RDFS, sin necesidad de an˜adir informacio´n extra
en los documentos originales, lo que permite la compatibilidad con otros enfoques. Sin
embargo, queda mucho trabajo por hacer en el a´rea de utilizacio´n de Maude para la
verificacio´n de agentes mo´viles que utilizan RDF para intercambiar informacio´n.
Recientemente se ha extendido el estudio de ontolog´ıas para la web, para facilitar el
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uso, composicio´n, comparticio´n, etc. de los recursos en la web. Una ontolog´ıa es una forma
de describir el significado y las relaciones entre recursos, con la idea de que, al poner esta
informacio´n por encima de RDF, se facilite el uso automatizado de esos recursos as´ı como
la interoperabilidad sema´ntica entre los sistemas. Entre los diferentes lenguajes que han
sido propuestos para la descripcio´n de datos en la web mediante ontolog´ıas, destacamos
DAML+OIL [Hor02] y OWL [OWL02]. Como trabajo futuro nos gustar´ıa continuar esta
l´ınea de trabajo extendiendo la traduccio´n de RDF a Maude para incorporar ontolog´ıas a
trave´s de lenguajes como los anteriores, que enriquecen considerablemente RDF.
Por otro lado, la traduccio´n de RDF y RDFS a Maude, junto con la integracio´n de
Maude en Mobile Maude, permite expresar servicios web mediante agentes mo´viles en
Mobile Maude. Recientemente, el grupo de DAML [DAM] ha propuesto una ontolog´ıa
espec´ıfica en DAML+OIL, conocida como DAML-S [ABH+02], para describir propiedades
y capacidades de servicios web. Este enfoque es declarativo, pues se basa en describir
que´ hace un servicio y por que´, sin tener que decir co´mo. Por tanto, parece razonable tratar
de relacionarlo con nuestro enfoque declarativo basado en la lo´gica de reescritura y Maude.
Adema´s, ambos enfoques comparten el intere´s en la interoperabilidad y composicionalidad,
junto con la verificacio´n de propiedades de servicios. Otro de nuestros objetivos futuros
en relacio´n con este tema es el desarrollo de sema´nticas dina´micas para servicios web a
trave´s de agentes en Mobile Maude y el estudio de la relacio´n conceptual con DAML-S.
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