In recent years, autonomous robots have proven capable of solving tasks in complex environments. In particular, robot manipulations in activities of daily living (ADL) for service robots have been widely developed. However, manipulations of grasping an unreachable object in domestic environments still present difficulty.
INTRODUCTION
In the home environment, perception is used to recognize a variety of objects; however, a service robot might not be able to detect all of the objects in every circumstance. In other words, when the robot attempts to recognize multiple objects on a table, it is difficult to detect all objects because many variables such as the shape of object, robot hand position and etc. should be considered. However, if a human can support the judgment of the robot, the robot can acquire the specific object needed quite easily.
To find solutions for performing tasks in the home environment, many types of service robots have been developed. In particular, robots that provide fully autonomous system and activities of daily living (ADL) for older people have been developed. One representative service robot is Care-O-bot, which was developed with basic technologies for delivery, navigation, and monitoring for users (Schraft et al., 1998) . Moreover, in recent years, several projects have featured different robots that integrate smart home technology for healthcare, shopping, garaging (Cavallo et al., 2014) , and communication with users by gesture and speech (Torta et al., 2012) .
Despite enhanced functionalities of the service robots, we still face several challenges of ADL in the domestic environment. Particularly with tasks such as grasping objects iteratively in the environments, the capabilities of current robots are still lacking. To solve these problems, robots typically focus on either a fully autonomous or a fully teleoperated system. However, many limitations with perception and manipulation remain. A possible solution to overcome these issues is to use autonomous system with humanin-the-loop, in which the human operator controls the robot in a remote site with a high level of abstraction.
In this paper, The development of the integration of an autonomous system with human-in-theloop was presented for grasping an unreachable object in the domestic environment. The main contributions of this paper are the following:
• Multi-object segmentation was implemented and it supports grasping point detection that used grasping the object with two different grasp poses using a depth camera.
• Three mobile manipulation strategies were developed for picking and placing unreachable objects with various and unknown table heights. • Perception, visual and voice interfaces, and motion planning were integrated as functionalities of grasping an unreachable object system framework.
RELATED WORK
Mobile manipulation tasks for grasping an object in the domestic environment have been studied extensively over decades (Dogar and Srinivasa, 2011; Kitaev et al., 2015; Stilman et al., 2007; Ozgür and Akın, ; Fromm and Birk, 2016) . Grasping objects are frequently used for autonomous manipulation system in the domestic environment. However, grasping unreachable objects (occluded objects) are still one of the issues in the environment. In order to solve the issue, the pushing manipulation systems for grasping unreachable an object have been developed. Dogar et al. (Dogar and Srinivasa, 2011) suggest a framework to generate a sequence of pushing actions to manipulate a target object. However, the pushing action system needs adequate space in which to shift or remove objects. To solve the problem, a sequence of manipulation actions to grasp the objects is suggested. Stilman et al. (Stilman et al., 2007 ) use a sampling-based planner to take away the blocking objects in a simulation. Moreover, Fromm et al. (Fromm and Birk, 2016) propose a method to plan strategies for a sequence of manipulation actions. Based on the previous paper, a sequence of manipulation actions for grasping unreachable objects was considered. However, the discussed literatures show that the robot already knows the target object before the robot manipulation starts. To overcome the object selection during the robot manipulation, user-interfaces operated by autonomous system with human-in-the-loop are developed.
Many prior works address that user-interfaces are developed for object selection in an autonomous system with human-in-the-loop. For remote selection of an object by people at home, the graphical point-click interface system was developed (Pitzer et al., 2011) . The interface is allowed to drag, translate, and rotate to select a target object by a person. In addition, an interface is used to generate waypoints for desired gripper position to conduct grasping tasks (Leeper et al., 2012) . The interface systems support the object selection problem using human capabilities. However, the interface systems on the papers only consider grasping reachable objects, which are not occluded, and simple task planning is applied. In addition, to select the target object, a human operator should concentrate on the visual display and take their time when selecting an object. For theses reasons, we developed three mobile manipulation strategies for grasping occluded and different grasp poses to support grasp planning with intuitively user interfaces for object selection.
SYSTEM ARCHITECTURE
The goal of our work is to develop a robotic system that will be able to help people in ADL. In particular, we studied the scenario in which a user needs a particular object located on a table and asks the assistant robot to find and bring the object.
In fact, the preferred way to achieve the scenario is to operate the robotic system automatically. However, the capability to recognize a target object, calculate eligible grasp poses, and generate task planning for complex tasks are still being researched. The mobile manipulation task, which is part of the robotic system, should be automated. Parasuraman et al. (Parasuraman et al., 2000) proposed a model for different levels of automation that provides a framework made
Integration of an Autonomous System with Human-in-the-Loop for Grasping an Unreachable Object in the Domestic Environment up of four classes: (1) information acquisition, (2) information analysis, (3) decision and action selection, and (4) action implementation. In current work, we adapted the same framework in our robotic system (see Figure 1 ).
AUTONOMOUS SYSTEM WITH HUMAN-IN-THE-LOOP DESCRIPTION
Based on Sheridan's four-stage model, which was previously described, Decision & Action selection were conducted as a good starting point for the autonomous system with human-in-the-loop concept. We aimed to develop a system that is operated by minimum human effort. The human operator contributes by interpreting the environment from the camera images and by choosing a low level of automation in the third stage of Sheridan's model. The final objective of the mobile manipulation task is to pick up an object on a table of unknown height and bring it to a user. In our system, as the robot finds a table, it measures the table height and adjusts its neck angle accordingly. Then, robot detects and segments multiple objects that are positioned in two rows (front and back). As the robot completes extraction of the objects with several RGB colors, the user selects a row and a target object using voice and visual interfaces. Based on the table height information, and row and object information (height, length, weight, and distance), the robot selects one of three mobile manipulation strategies that we have developed for grasping an object in the back row. The strategies were designed with different grasp poses according to the table heights.
For grasping an object, we followed two scenarios, In the first scenario, the user employed a known table height fixed at 70, 80, 90, or 100 cm. Moreover, in the second scenario, the user employed an unknown table height which is measured by robot itself, and robot can decide empirically which strategies are better for grasping. From several experimental trials, empirical results suggest three strategy modes for better grasping:
( 1) where T h is table height measured by camera. For grasping objects and controlling the arm, we used Point Cloud Library (PCL) (Rusu and Cousins, 2011) and Moveit (Chitta et al., 2012) library.
IMPLEMENTATION OF AUTONOMOUS SYSTEM WITH HUMAN-IN-THE-LOOP SYSTEM
The goal of the autonomous system with humanin-the-loop is to provide support to improve the quality of human life. Thus, we considered grasping an object from a table of unknown height in the domestic environment, which schematically is shown in Figure 2 with our robot. Actually, many studies for grasping objects (Dogar and Srinivasa, 2011; Kitaev et al., 2015; Fromm and Birk, 2016) were tested using fixed table height and viewpoint. However, if the viewpoint is changed, detection of objects on the table will be difficult by the robot. Therefore, to overcome the difficulty of detecting objects from a different viewpoint, we adjusted the neck angle of the robot based on table height. Before applying the fixed neck angle, the robot needs to find a table. Thus, the initial neck angle was set at the lowest position to find a lower table height. After the table was segmented by PCL, a point (which is calculated by averaging all the coordinate points on the top surface of the table) was substracted from the base frame of the robot (see Figure 4) , and only the z-axis value was used to calculate table height. Then the value was stored for changing the neck angle and choosing the strategies. Next, the neck angle of the robot was adjusted by the interpolation method. To interpolate the neck angle, we set the maximum and minimum range of neck angle and table height. Moreover, the linearly interpolated neck angle helped the robot to detect multiple objects easily.
where N θ,d is the desired neck angle, N θ,max and N θ,min are maximum and minimum neck angle, respectively, and T h,max and T h,min are maximum and minimum table heights, respectively. The T h is the current table height described in Figure 2 . To establish an appropriate area for grasping an object, the robot secures the workspace using a laser sensor to measure the distance between the table and robot base. After the robot judges that the workspace is appropriate for the manipulation, it starts performing task given. This process is represented in the flow chart in Figure 3 .
Multi-object Segmentation
In our work, we adapted and modified the approach of Trevoret al. (Trevor et al., 2013) to segment multiple objects by an organized point cloud library. We used a depth camera (Xtion) for acquiring depth data instead of an RGB camera to increase depth data accuracy. For each point P(x,y), a label L(x, y) is assigned. Points belonging to the same segment will be assigned to the same label based on the Euclidean clustering comparison function (see (Trevor et al., 2013) for more details). To segment the objects accurately, some of the large segments, like the plane surface, will be excluded. In addition, if the distance between the two points in the same label set is more than a threshold, one of the points will be discarded because of increasing object segmentation speed. The area to be clustered and the threshold of points for each object. The points of each object clustered between 1500 to 10000 points were chosen experimentally. To Figure 4 : Real-time multi-object segmentation on the table visualized in rviz (Hershberger et al., 2011) distinguish between multiple objects easily, the object were covered with six RGB colors. The result of this segmentation process is presented in Figure 4 . This process is described in the flow chart shown in Figure  3 ).
Human Object Selection
For our robotic platform, object selection was done in two ways: 1) voice and 2) visual. We also believe that a combination of these two methods could be easily accessible for very old people who cannot move. Moreover, our interface platform includes a tablet for the voice user interface (see Figure 5 (b)) and rviz in a PC for the visualization interface (see Figure 5 (a)). The visualization interface, which includes RGB colors and depth information of the environment, was provided for the selection system; the voice user interface is based on speech recognition (Sak et al., 2015) . The selection system consisted of three steps:
• 1. Select one of the rows of multiple objects • 2. Choose an object desired in the same row • 3. Choose an object desired in a different row First, the user selects the object from the front or back row of the table. After identification of the row (front or back), the target object selection is done (see Figure 3 ).
Action Planning & Execution
Among multiple objects, grasping an object is still a challenge. Thus, we tried to find a grasping point with simply shaped objects such as a bottle or box, which are common household objects in the domestic environment. In addition, the grasping point was used to generate possible hand poses relative to the object for action planning.
To extract the grasping point from each object, we used the 3D centroid function in PCL and configured the grasp poses. In our case, we characterized two types of grasp poses:
•Top pose: It is aligned by the robot hand to the object in the vertical plane (along the x-and z-axis), and opening and closing of the robotic hand is in the direction of the x-or y-axis (see Figure 6(a) ).
•Side pose: It is defined in the horizontal plane (along the x-and y-axis), and the opening and closing direction of the robotic hand is the same as previous (see Figure 6(b) ).
To grasp the object, we used the motion planning library, which includes capability for collision avoidance, self-collisions, and joint limit avoidance of the robot arm in the domestic environment. The motion planning library (Moveit) was used for executing three mobile manipulation strategies. During the motion planning, the position of the robot hand plays an important role in grasping. For this reason, pre-grasp position (it is an offset from the target object with the two grasp poses) was developed. After the pre-grasp position was obtained, the palm of the robot hand approached the surface of the target object to grasp it. Based on these technologies, the strategies were enhanced to avoid crashes between the robot arm and robot body during the operation (Ciocarlie et al., 2014) (see Figure 3) .
Developed Mobile Manipulation Strategies
Three strategies of the mobile manipulation were conceived to grasp an object, which was apart from the robot. A set of 6 objects, arranged in two rows, was placed in front of the robot (see Figure 5 (a)). We con- sider grasping objects placed in the back row because grasping front row objects are an easy task that we have already developed. Before starting the strategies for grasping an object, we need to accomplish three steps. The first step is initialization of the robot arm. The next step is to transform the coordinates of multiple objects from camera frame to robot base frame for manipulation. The last step is pre-grasp position based on table height. These three steps are described in Algorithm 1 (lines 2 to 5). Actually, these steps are capable of grasping an object on a table, but grasping back-row objects always fails due to the obstruction caused the front-row objects. For these reasons, we developed three strategies for the mobile manipulation for grasping an object in the back row.
• The First Strategy. The objective of the first strategy was to grasp an object on the approximately 70cm high table, directly from the back row, to reduce manipulation time. The mobile platform was pre-defined to be at a rotated angle and also the specific neck angle that supports segmentation of objects in the back row was set. Actually, when the same sizes of objects are detected, the visualization of the object size shows differently because the distance from the camera to each object is different. In addition, the objects in the front row would be obstructed during grasping, and it will be difficult to detect the entire size of the back row objects. For this reason, the function of the linear interpolation (the same as Equation 2) with different variables was developed. The output of the interpolation is a value that will add to the position in the z-axis to establish the stable grasping point. After the interpolation, the top grasp pose was applied to grasp the object directly. The first strategy in the actual environment was performed as shown in Figure 7 ((a)-(d)) and also as described in Algorithm 1 (lines 22 to 25).
• The Second Strategy. The first strategy of the mobile manipulation was useful to grasp the objects in the back. However, we still are challenged to ensure stable grasping by the robot. For this reason, we developed a new strategy to grasp the objects in the back row to compensate for an inadequate object segmentation and robust and stable grasping. The objective of the second strategy was to grasp the objects from an 80cm high table while ensuring good stability. To pick up the objects, the algorithm for removing the objects in the front was conceived. The point of the strategy is that when the user selects the back row and target object, the robot calculates the centroid of the front row object as well. Then, the robot lifts the object off the front row and places it in the empty place on the table. First, to find the objects in the front, the function was implemented for searching the nearest distance between all objects and the target object. After the object in the front row was found, the pre-defined grasp position was applied. To ensure a stable grasping, the side grasp pose was introduced. Then, as the front row object was grasped (see Figure 8(a) ), a pre-defined place was located at the right edge of the table (see Figure   Algorithm 1 
8(b)
). Since the robot arm is mounted on the right of the body, we considered that an available place to the right would be easier. After the object was placed on the table, the arm returned to the initial position and the robot started grasping the target object with the side grasp pose (see Figure 8(c,d) ). The entire process is represented in Algorithm 1 (lines 15 to 19).
• The Third Strategy. The first and second strategies of the mobile manipulation were helpful to grasp objects in the back row, but the robot might fail to accomplish the task. For example, if the robot faced a table higher than its vi- sual field, or if objects in the front row were taller than objects in the back row, the robot could not detect objects in the back row. For this reason, the third strategy was developed to grasp the hidden object. The third strategy is used in the particular situation of a hidden object when the first and second strategies cannot perform grasping tasks. In this strategy, human support was exploited to overcome the difficulty of object selection. To conduct a feasibility study for the third strategy, the hidden object was evaluated according to the decision of the user. The object selection method in the third strategy was not the same as in previous strategies because the user cannot see the object in the back using visual interface. However, the user already knows the location of the target object on the table and selects the back row and an object in the front using voice interface. After the user selects both row and object, the process of the third strategy, which is similar to that of the second strategy, is implemented. The basic difference between these two strategies is to update the state of the objects. After the object in the front is placed in the empty space, the robot should discover the target object. To find the object, the state of the scene was updated using the multi-object segmentation function. In addition, the information of the y-axis is used to find the target object because the target object is located colinear to the front object. The simplified algorithm is described in Algorithm 1(lines 7 to 11). 
EXPERIMENTAL SETUP
Our experimental setup is shown in Figure 9 . The robotic platform for the experiment is the Doro (domestic robot) personal robot (Cavallo et al., 2014) , a service robot equipped with an omni-directional mobile base and a Kinova Jaco robotic arm. The Kinova Jaco arm, which has six degrees of freedom, is used for manipulation tasks. The head of the Doro is a pantilt platform equipped with two stereo cameras and an Asus Xtion Pro depth camera; they are used for object detection and segmentation. To implement ADL, we set up the experimental environment with multiple objects placed on the table, which can be adjusted in height as shown in Figure 9 . Three objects were placed in the front, and the others were placed in the back. We used rectangular objects such as plastic bottles and juice boxes during the experiments.
For the experiment, several scenarios were organized. Before grasping an object in the back row, we tested a simple scenario for grasping an object in the front row. Then, the three manipulation strategies were tested to grasp an object in the back. The known table height was set at different steps of 10 cm, such as 70, 80, 90, and 100 cm. In addition, these three strategies were tested at an unknown table height to apply them in the real life situation. The objects were placed in three positions: short size objects in the front (FSO), tall size objects in the front (FTO), and random size objects (RO) (see Figure 10 ). During the manipulation with all strategies for unknown table height, we considered grasping one of the objects, which were placed randomly. The scenarios were evaluated 10 times for each strategy in terms of collision and success rate with known table height and with unknown table height. 
EXPERIMENTAL RESULTS
Firstly, quantitative analysis for three mobile manipulation strategies for known and unknown table height were performed.
Quantitative Analysis at Known Table Heights
The quantitative results focused on three criteria: success rates and collision The success rates were measured when the robot grasped a target object. We also considered a collision case in which objects were crashed into by a robot hand.
Success Rates
The success rates were evaluated in each strategy with three different object positions (FSO, FTO, and RO) on known table heights. As shown in Figure 11 (a), the success rate of the first strategy was higher for the 70 cm table height compared to any other table heights and strategies (60% to 80% for all three scenarios). At this table height, the second and third strategies have low success rates of manipulation because of lack of workspace. Nevertheless, some trials in the first strategy also failed to grasp the target object, although we developed linear interpolation to overcome insufficient object segmentation and stable grasping. In addition, except for the 70 cm table height, the first strategy was not successful in grasping because the robot cannot reach pre-grasp position over 77 cm.
The success rate of the second strategy was improved for a table height of greater than 80 cm, which is better than for the first strategy, but it doesn't work for the 70 cm table height (see Figure 11(b) ). In particular, we found that the second strategy was a success for an average of 30% of the 70 cm table height tests in three different scenarios. Moreover, this strategy performed better for 80, 90, and 100 cm table heights for FSO and RO (success rate varies from 60% to 80%). We also observed that the second strategy failed to grasp FTO objects at table heights of 90 and 100 cm, which occurred due to taller objects blocking the target object (the human could not see or select the target object). In addition, when the robot grasped an object in the FTO, the robot only segmented small parts of objects in the back at 80 cm table height. Therefore, the grasp point was not extracted accurately.
Finally, the third strategy (see Figure 11 (c)) could be carried out with any table height. In this case, the success rate varies from 70% to 80% (higher than second strategy) at 80, 90, and 100 cm table heights. However, for the 70 cm table height, the performance is similar to that of the second strategy (20% to 30%). As the robot removed the front object, the multiobject segmentation system was repeated automatically. As a result, the grasp point could be extracted more accurately than with the second strategy. Failure of the strategy occurred when the grasp force was insufficient to grasp the target object. Thus, the robot dropped the object during manipulation. As shown in Figure 11 (c), the third strategy can be applied in any environment and shows better performance except for the 70 cm table height.
Collisions
During the evaluation, the number of collisions was measured for each table height using the three strategies for a total of 10 times for all scenarios in the experiments (see Figure 12) .
The best results with 70 cm table height were achieved using the first strategy with a total average of seven collisions from all scenarios (see Figure 12(a) ). The collisions in the strategy occurred while the robot arm returned to the home position. Except for the 70 cm table height, the low number of collisions oc- curred at 80, 90, and 100 cm table height with the third strategy. The total number of collisions using the strategy occurred with all scenarios, with averages of six, eight, and ten for 80, 90, and 100 cm table height respectively (see Figure 12 (b),(c),(d)), and standard deviation is about 5% of each collision. However, the second and third strategies have similar manipulations. Therefore, Figure 12 (b),(c), (d) show that the collisions of the strategies are similar except for 90 cm and 100 cm table heights in the FTO scenario. The collisions with two strategies occurred while the robot arm was close to the object and returned to the home position with a target object.
Actually, with the first strategy, collisions only with the 70 cm table height could be measured because the robot arm could not reach objects with the other table heights (see Figure 12(a) ). Moreover, we could not measure collisions with the second strategy in the FTO at the 90 and 100 cm table heights since the objects in the back were occluded due to being shorter than the front objects (see Figure 12(c),(d) ). Table Heights Previous quantitative results were analyzed using known table height. However, various types of tables exist in reality. Before we set up the table height, we defined range between 70 and 100 cm to select strategies automatically. Then, the table height was set up randomly between defined ranges. Also, we only tested the strategies with objects in the RO configuration for implementing in the actual environment.
Quantitative Results in Unknown
To confirm the three strategies of mobile manipulation, the three different table heights were measured and the results were evaluated in the same manner as previous cases (see Figure 13) . The robot selected one strategy automatically to manipulate according to table height. As a result, the experiment was tested in ten trials; the average of the success rate of the manipulation in unknown table height is greater than 75%. We analyzed the number of collisions during the experiment. Collisions were evaluated with the same criteria, and an average of five collisions occurred with all three scenarios.
CONCLUSIONS AND FUTURE WORK
In this paper, we present three mobile manipulation strategies in which the operator provides a simple command using visual and voice user interfaces. The three strategies of the mobile manipulation were de-veloped to pick and place, and convey an object in the domestic environment effectively. Based on the results, the three strategies have their own advantages at the different table heights. Therefore, the intelligent strategy selection system can be applied for domestic environments that have different table heights. Actually, the current system could be used to detect, cluster, and extract simple household objects such as bottles, boxes, etc. However, various objects that are different in shape exist in the domestic environment. Therefore, the 3D centroid of an object would not be able to grasp it. For this reason, we will develop a grasp pose algorithm for a variety of household objects with our strategies to save time (Redmon and Angelova, 2015) . In addition, a deep learningbased approach for extracting grasping point could be considered to obtain more accurate performance (Lenz et al., 2015; Levine et al., 2016) .
