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Certain time series models known as ARCH (autoregressive onditionally heterosedasti)
and GARCH (Generalised ARCH) models are popular in nanial eonometris where
they are designed to apture some of the distintive features of asset prie, exhange
rate, and other series. So-alled stylised fats haraterise nanial returns data as heavy-
tailed, unorrelated, but not independent, with time-varying volatility and a long range
dependene eet evident in volatility, this last also being manifest as a \persistene in
volatility". Various attempts have been made to apture these features in a ontinuous
time model, a natural extension being given by diusion approximations to the disrete
time GARCH as in Nelson [21℄ and Duan [10℄ or also in de Haan and Karandikar [8℄.

























are independent Brownian motions. For a review paper on suh
ontinuous time GARCH models we refer to Drost and Werker [9℄.
Various related models have been suggested and investigated, many generalisations
being based on Levy proesses replaing the Brownian motions and on relaxing the in-
dependene property. We refer here to Barndor-Nielsen and Shephard [2, 3℄ and Anh,
Heyde and Leonenko [1℄ for quite sophistiated models.
The main dierene between models like (1.1) and the original GARCH setup is the
fat that in the GARCH modelling one single soure of randomness suÆes; all stylized
features are then aptured by the dependene struture of the model.
We adopt this idea of a single noise proess and suggest a new ontinuous time GARCH
model, whih aptures all the stylized fats as the disrete time GARCH does. As noise
proess, any Levy proess is possible, its inrements replaing the innovations in the dis-
rete time GARCH model. The volatility proess is modelled by a stohasti dierential
equation, whose solution displays the \feedbak" and \autoregressive" aspet of the re-
ursion formula for the disrete time GARCH model.
Our paper is organised as follows. We start in Setion 2 with the basis, giving nees-
sary and suÆient onditions (NASC) for the existene of stable solutions to the disrete
time GARCH(1,1) model, assuming no a priori onditions whatsoever; in partiular, no
moment or log-moment assumptions are made.
In Setion 3, motivated by the strutural results of the previous setion, we suggest
a new ontinuous time GARCH(1,1) model taking a general Levy proess as the driving
proess. The resulting volatility proess satises a stohasti dierential equation and
is stationary under analogous onditions as for the disrete time GARCH model. More-
over, it is Markovian. For the ontinuous time GARCH model a bivariate state spae
2
representation exists and is Markovian, again in analogy to the disrete time GARCH.
Setion 4 is devoted to an investigation of the stylized fats for the volatility proess as
mentioned above. The seond order properties of the ontinous time GARCH math those
of the disrete time model, as alulated moments and autoorrelation funtions reveal.
Moreover, the stationary volatility is heavy-tailed in the sense that not all moments exist
in a given parametrisation.
Finally, in Setion 5 we summarize some moment properties of the GARCH proess
itself, showing in partiular that its squared inrements are positively orrelated under
some onditions.
2 Disrete time ARCH(1) and GARCH(1,1) proesses
















; n 2 N : (2.1)
The random variable (rv) 
n





, n = 1; 2; : : :, are
independent and identially distributed (i.i.d.) non-degenerate rvs with Pf"
1
= 0g = 0.
The parameters ,  and Æ satisfy  > 0,   0 and Æ  0. When Æ = 0 in (2.1),




is simply a sequene of
i.i.d. rvs, so we assume Æ +  > 0 to exlude this ase. We assume some initial almost




, independent of eah other










. For general bakground on ARCH we refer
to Engle [13℄, and for GARCH to Bollerslev, Engle and Nelson [6℄; see also Shephard [29℄.
There have been many empirial and theoretial investigations into properties of the
models. Of major theoretial importane are onditions on the parameters in the model












) ; n 2 N :
The next result will be used to motivate our ontinuous time model. Throughout, \
D
!"
means \onvergene in distribution", \
P
!" means \onvergene in probability", and \
D
="
means \has the same distribution as".
Theorem 2.1. (a) (GARCH(1,1)) Assume the above setup with Æ > 0 and   0, but
no further restritions. Suppose
Ej log(Æ + "
2
1
)j <1 and E log(Æ + "
2
1
) < 0: (2.2)
3
Then we have stability of the mean and variane proesses, that is, Y
n
D













































)  x) <1 :
(2.3)
Conversely, if (2.2) with Æ = 0, and (2.3) both fail, then 
n
P






















; n 2 N ; (2.4)
where "
n 1
is independent of 
2
n 1



























= 1 when a > b). This relation shows that the distribution of 
n
has the form










= 1 in their notation, we an apply their Theorem 2.1















0 a.s., and taking limits in (2.4) shows that  satises 
2
D





and  independent. From (2.1) we then get Y
n
D
! Y , satisfying Y
D
= ", with " and 
independent. If 
n








! 1 beause Pf"
1
= 0g = 0. Thus, a NASC for stability of the disrete
ARCH(1) and GARCH(1,1) proesses is 
n












; n 2 N ; for X
i
=   log(Æ + "
2
i
) ; i 2 N :
Sine Pf"
i




are a.s. nite rvs for any Æ  0,   0, Æ +  > 0.
Further, 
n
! 0 a.s. if and only if S
n









. Then, by Kesten and Maller [18℄ and Erikson [14℄, a NASC for 
n
! 0
a.s., or, equivalently, S
n
!1 a.s., is:
















 xg <1 : (2.7)
(a) Keep Æ > 0,   0. Now (2.6) is exatly (2.2), so we only have to hek that ondition
(2.7) annot our in this ase. We do this by showing EX
+
<1. Note that (2.2) implies




= 0 a.s. So we may keep 0 < Æ < 1. Then for x > 0,
P (X > x) = P (  log(Æ + "
2
1
) > x) = P (log(Æ + "
2
1










P (log(Æ + "
2
1
) <  x) dx;
whih is always nite, ompleting the proof of (a).
(b) Next, keep Æ = 0,  > 0. This time (2.7) an our, the ondition being equivalent to
(2.3). Alternatively, (2.6) is equivalent to (2.2) with Æ = 0 in this ase. This proves (b).
2
Remark 2.1. (i) Under the a priori assumption that the expetations of the positive and
negative parts of log(Æ+"
2
1
) are not both innite, Nelson [22℄ gives a NASC for stability
of the ARCH(1) and GARCH(1,1) volatility proesses as E log(Æ + "
2
1
) < 0 (see also






1, and so (2.2) reovers Nelson's suÆient ondition. Nelson laims that if (2.2) fails,
then 
n
!1 a.s., but his proof is inorret in the ase E log(Æ+"
2
1








!1 (n!1) as stated in our Theorem 2.1, an be
laimed in general. This distintion is important in some appliations.















= 1, but (2.3) still holds. Thus Theorem 2.1 extends
Nelson's result for the ARCH(1) ase.









) <1, Bougerol and Piard [7℄ give NASC for strit stationarity of GARCH(p,q)
models.








(; 0) = 0 a.s.
for  > 0. Thus, the GARCH(1,1) stability ondition implies stability of ARCH(1). 2
Remark 2.2. When Y and  exist in Theorem 2.1 they satisfy the random equations
Y
D
= "; where 
2
D










independent of , as shown in the proof. Also,  has an expliit representation



















= 0 a.s. is neessary for the stability of
GARCH(1,1), but the suÆieny omes about using deeper properties of random walks,
as exploited in Goldie and Maller [17℄. 2
For onditions guaranteeing various useful properties of a stationary solution (existene
of moments, tail behavior, extremal behavior, et.) when it exists, Mikosh and Staria [20℄
provide the most general investigation so far. Suh results of ourse have great pratial
importane as well. Connetions between GARCH models and the random dierene
equation literature have been noted by various authors, among them Goldie [16℄; see
Embrehts et al. [12℄, Setion 8.4 for further referenes. Rather than pursue these here,
we turn to a ontinuous time setting.
3 A ontinuous time GARCH proess
Our aim now is to onstrut a kind of GARCH proess in ontinuous time. We want to
preserve the essential features of (2.1), that innovations feed into the volatility proess,
whih has in addition an autoregressive aspet. We proeed from the representation (2.5).


















whih suggests replaing the noise variables "
j
by inrements of a Levy proess. Aord-






, t  0, dened on a
probability spae with appropriate ltration, satisfying the \usual onditions". We reall
some of its properties. For eah t  0 the harateristi funtion of L
t






























;  2 R ;
(3.2)





 0 and the
measure 
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); t  0 : (3.3)
Then, with  > 0 and 
0




, dene the left-ontinuous




















; t  0; (3.4)












; t  0 ; G
0
= 0 : (3.5)






, t  0.
Here L
t
is to play the role of the innovation "
n
in the disrete time GARCH, and









display a kind of ontinuous time GARCH-like
behaviour. This indeed turns out to be the ase.










is a spetrally negative Levy proess of bounded variation with
drift 
X;0
=   log Æ, Gaussian omponent 
2
X




















































  1)Æ=g ; x > 0 :
This means that 
X
is the image measure of 
L
under the transformation T : R !
( 1; 0℄, x 7!   log(1 + (=Æ)x
2



























is a Levy proess of bounded


















;  2 R; (3.6)
(e.g. Sato [27℄, Theorem 19.3), showing that 
X;0
=   log Æ and 
2
X




is the negative of a subordinator together with a positive drift.) 2









given by (3.4) and (3.5).











































; t  0: (3.8)
Proof. Set K
t









) and f(k; s) := e
k
s. Then use Ito^'s


























; t  0 : (3.9)














































































































); t  0;
by the assoiativity of the stohasti integral. So we obtain from (3.4) that (3.7) holds,
from whih (3.8) follows after appliation of (3.9). 2



















































to denote the squared disrete time





to denote the ontinuous time proess dened by
(3.4); these are quite dierent proesses but this should ause no onfusion.) Thus (3.8)
aptures the \feedbak" and \autoregressive" aspets of the GARCH volatility proess
whih are important features of its appliation.








(dy) <   log Æ (3.11)





























Proof. By a ontinuous time analogue to the Goldie and Maller [17℄ theorem, due to







ds onverges a.s. to a nite rv if X
t




























ds ; t  0:
Hene we only need to show that (3.11) is equivalent to X
t
! 1 a.s. as t ! 1. Sine

X
f[0;1)g = 0, EX
1
always exists (possibly, EX
1





t ! 1 (e.g., Sato [27℄, Theorem 36.3). If EX
1
 0 then X
t




osillates, so we need to show that EX
1
> 0 if and only if (3.11) holds. From (3.6) we get
EX
1













implying the equivalene of EX
1
> 0 and (3.11). 2













, then it is stritly stationary.
9





, as given by (3.4), is a time ho-
mogeneous Markov proess. Moreover, if the limit variable 
2
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are independent of F
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is a Markov proess.













































































funtions are thus time homogeneous.



































we an take any version of 
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t > 0. 2




























depends on the past until time y only through 
y
, and the integrator is
independent of this past. From Theorem 3.2 we thus obtain:























is a proess with stationary inrements.
Remark 3.1. (i) The analogy between (3.8) and (3.10) is not exat, in that the param-
eterisation is slightly dierent; (1  Æ) is replaed by   log Æ in the ontinuous version.
(ii) The value  = 0 is permissible in (3.3), in whih aseX
t
=  t log Æ, t  0, (0 < Æ < 1),














; t  0 :

























; n 2 N ;
again demonstrating the orrespondene between the disrete and ontinuous time version.
(The same results if we take L  0.)
(iii) Only Æ > 0 is allowed in (3.3) { (3.9). Thus our ontinuous time GARCH does not
ontain a ontinuous time ARCH as a submodel. To aommodate the ase Æ = 0, whih
is the ARCH situation, we have to go bak to (3.1). Then X
t














; t  0;
and this is only a well-dened (Levy) proess, if L is ompound Poisson. 2
We treat this important example in the more general GARCH setup.





be a ompound Poisson proess, with jumps "
n
at the times T
n
of an in-

















= 0 and N
t
=
maxfn  1 : T
n
 tg, t  0. Suppose Pf"
1
= 0g = 0. Evaluated at T
n























= (1   T
n










are i.i.d. exponential rvs. This shows that the ontinuous time
GARCH proess evaluated at the jump times diers from a disrete GARCH proess, due
to the term (1 T
n
) log Æ, though it evidently has similar harateristis. A simulation
of suh a proess, driven by a ompound Poisson proess with rate 1 and standard nor-
mally distributed jump sizes, is given in Figure 1. The parameters were hosen as  = 1,






has nite seond, but not third, moment (by (4.12) below). The parameters were hosen
so the simulated series is lose to non-stationarity, as is often observed for nanial time
series. 2
Of ourse, the lass of ontinuous time proesses given by our model is muh larger than
the ompound Poissons. Examples urrently of great interest in nanial modelling are
the pure jump proess generated by a normal inverse Gaussian or hyperboli (Barndor-
Nielsen and Shephard [2℄ and Eberlein [11℄), a variane gamma (VG) proess (Madan
and Seneta [19℄), a Meixner proess (e.g., Shoutens and Teugels [28℄), or simply a stable
proess (e.g., Samorodnitsky and Taqqu [25℄). These proesses are not ompound Poisson
{ they have innitely many jumps, a.s., in nite time intervals { and have been suessfully
used for nanial modelling in various appliations.
It is instrutive to ompare the proess dened in (3.4) with the stohasti volatility









; t  0 ; (3.13)




. The solution to (3.13)


















; t  0 : (3.14)
By omparison with (3.4), the Levy proess is in the integrator rather than in the in-




















; t  0; (3.15)









is pure drift (to 1) we get an rv with the same distribution as the one in (3.14).
Conditions for onvergene of (3.15) as t!1 are in Erikson and Maller [15℄, but we do
not investigate further at this stage.
12
An alternative stohasti volatility model is introdued in Anh, Heyde and Leo-





M(t  s)dL(s) ; t  0 ;




is a Levy proess suh that L(1) is a rv
with positive support. In this paper, as well as in [2, 3℄, the logarithmi prie proess is
modelled by the SDE
dx

(t) = (+ b
2
(t))dt+ (t)dW (t) ; t > 0 ;
where  and b are onstants and (W (t))
t0
is standard Brownian motion, independent of











(u)dW (u) + t+ b
2
















((n  1)) ; n 2 N ;
model the logarithmi asset returns over time periods of length .
4 Seond order properties of the volatility proess
















. To speify the relationships exatly,
we give Lemma 4.1.
Lemma 4.1. Keep  > 0 throughout.





at  is nite for some t > 0, or,



































< 1 and 	(1) < 0, then (3.11) holds, and 
2
t
onverges in distribution to a
nite rv.
(d) If 	() < 0 for some  > 0, then 	(d) < 0 for all 0 < d < .
13
Proof. (a) By Sato [27℄, Theorem 25.17, the Laplae transform Ee
 X
t
is nite for some


























is nite, giving (a) (see e.g. Sato [27℄, Theorem 25.3).
(b) follows from Sato [27℄, Theorem 25.17, and (3.6).








(dy) <   log Æ:




, this implies (3.11).
(d) Let 	() < 0. From (a) and (b) we onlude that 	(d) is denable for 0 < d  .





















(dy) <   log Æ:




  1) is inreasing for any xed
y, the result follows. 2





in terms of the funtion 	, showing in partiular that the autoovariane funtion de-
reases exponentially fast with the lag.














































<1. In that ase, the following formulae


















































Proof. (a) We start with the alulation of E
2
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Putting all this together, we see that E
4
t
<1, and we obtain (4.3). The onverse follows
similarly.









. Then it follows








































































































Then (4.4) follows immediately from (4.6). 2
The following results hold for the stationary version of the volatility proess. Reall











is the limit rv from Theo-
rem 3.1. Results related to the following proposition an be found in Bertoin and Yor [5℄,
see also the referenes therein.
Proposition 4.2. Let  > 0. Then the k-th moment of 
2
1
















Proof. Using Fubini's Theorem and the independent and stationary inrements property,




























































































































provided that 	(1); : : : ;	(k) are all dened and negative. The last equality follows from




1, then the alulation shows that E
2j
1
= 1. Sine E
2k
1




j < k, it follows from Lemma 4.1 that E
2k
1




<1) and negative. 2
From this result we obtain the mean and seond moment of 
2
1
; we also alulate the


























































<1 and 	(k) < 0, with k = 1 for (4.8), and k = 2 for (4.9), (4.10).
Proof. (4.8) and (4.9) are immediate from (4.7) for  > 0, and (4.10) follows by inserting
(4.8) and (4.9) into (4.4). 2
Of ourse it is our goal to express the quantities 	
X





. We obtain the following results for the existene of moments.























(dy) <   log Æ: (4.11)
Proof. By Lemma 4.1, EL
2k
1
< 1 and 	(k) < 0 imply EL
2
1
< 1 and 	(1) < 0, whih







	(k) < 0, whih is (4.11). 2
As for the disrete GARCH model, also the ontinuous time GARCH turns out to be
heavy-tailed. This is an impliation of the fat that the volatility proess never has mo-
ments of all orders.
Proposition 4.3. Let k 2 N, 0 < Æ < 1,   0.


























<1 and for any Æ 2 (0; 1) there exists

Æ






< 1 for any pair of parameters
(Æ; ) suh that 0    
Æ
.





measure) do the moments of all orders of 
2
1




does not exist for any negative argument.
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), (3.11) holds, but (4.11) does not.
(b) Let 0 < Æ < 1 be xed. Sine EL
2k
1
<1, the lefthand side of (4.11) is nite for any
 > 0, and goes to zero as ! 0. Choosing  suÆiently small then implies (4.11).
() Let  > 0 be suh that q := 
L






















If all moments of 
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8 k 2 N ;
a ontradition. 2





be a ompound Poisson proess with Poisson rate  > 0 and jump distribution
#. Then 
L
= #. Let Y be a random variable with distribution # and set Z := Y
2
=Æ.

















is a stationary Markov proess whose stationary distribution has nite k-th
moment if and only if
E(1 + Z)
k
  1 + (k=) log Æ < 0; (4.12)
whih is equivalent to (4.11) in this ase. 2
5 Seond order properties of the GARCH proess






, t > 0, i.e. G







implies that for any xed timepoint t all moments of G
t
are zero. It makes sense, however,
to alulate moments for the inrements of G in arbitrary time intervals. Consequently,
















; t  0 :





. Reall from Corollary 3.1,











is a quadrati pure jump proess (i.e. 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) = 0: (5.3)
Assume further that EL
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Assume further that  > 0, that EL
8
1



























; t  0
























The last an be alulated from the ompensation formula (e.g. Bertoin [4℄, p. 7) and
(4.8) as the righthand side of (5.2). This shows square integrability of G
r
and (5.2) then





From the Ito^ isometry for square integrable martingales as integrators (e.g. Rogers and

























we have (5.1), and hene also (5.3)
follows.
For the proof of (5.4), assume further that EL
4
1
< 1 and 	(2) < 0, and let E
r
denote
onditional expetation given F
r























































































































































































































































Equation (5.4) then follows from (5.2).
Finally, assume that EL
8
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whih we will multiply through by 
2
t


















































































has no xed points of disontinuity, a.s., to show



































is the quadrati ovariation. Sine EL
1
= 0 and  (4) < 0, I
t
is a loally square
integrable zero-mean martingale and hene the rst term on the righthand side of (5.7)














we an write the seond term on the righthand side of (5.7) as an integral with re-








































































(dx) = 0, we see that C
t
has expetation 0. Taking expetations


























































































































































(dx) = 0, so (5.8) has expetation
0. Thus the last term in (5.5) ontributes 0 to the expetation.

















































































































































whih is positive. 2
In Figure 2 we show the simulated autoorrelation funtions of 
t




, and of their squares, for the same proess simulated in Figure 1. A feature of the
 and 
2
autoorrelations is their very slow derease with inreasing lag. As expeted,
the sample autoorrelation funtions of the inrement G
(1)
t
, and its square, are zero, and
positive, respetively, within sampling errors.
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with rate 1 and standard normally dis-
tributed jump sizes (rst) with orresponding COGARCH proess (G
t
) (seond), volatility proess (
t
)
(third) and dierened COGARCH proess (G
(1)
t
































































(bottom right), for the proess simulated in Figure 1. The dashed lines in the bottom graphs show the
ondene bounds 1:96=
p
9999.
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