Abstract. In this paper we study the Dirichlet problem for some Monge-Ampère type equations on S n , which naturally arise in some geometric problems. The result then is applied to prove the existence of hypersurfaces in R n+1 of prescribed Gauss-Kronecker curvature and with fixed boundary.
Introduction.
Let Ω be a smooth domain on the unit sphere S n ⊂ R n+1 , the Euclidean (n+1)-space. In this paper we study the classical solvability of the Dirichlet problem for the following equation of Monge-Ampère type g −1 det(ug ij + ∇ ij u) 1/n = ψ(x, u, ∇u) in Ω, (1.1) with boundary data u = ϕ on ∂Ω, (1.2) where g ij denotes the metric of S n , g = det(g ij ) > 0 and ϕ ∈ C ∞ (∂Ω), ψ > 0 is C ∞ with respect to (x, z, p) ∈Ω × R × T x S n , T x S n denotes the tangent space at x ∈ S n . Equation (1.1) arises in various geometric problems related to the Gauss curvature such as the Minkowski problem (see Cheng and Yau [3] and the references therein). The Dirichlet problem was studied by Guan and Spruck [5] in connection with the problem of finding hypersurfaces in R n+1 of constant GaussKronecker curvature (K-hypersurfaces). Let M be a hypersurface in R n+1 which can be represented as a radial graph over Ω ⊂ S n X(x) = ρ(x) x, ρ > 0, x ∈Ω (1.3)
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where X denotes the position vector of M in R n+1 . Then the function u ≡ 1/ρ solves (1.1) with ψ = K 1/n 1 + ∇u u 2 (n+2)/(2n) (1.4) where K denotes the Gauss curvature of M (see [5] ). When K is a positive constant, the solvability of (1.1)-(1.2), with ψ given by (1.4) , is proved in [5] under some additional assumptions ((1.7) and (1.8) below). In the present paper we first extend this result to more general ψ satisfying the assumption ψ(x, z, p) is a convex function with respect to p ∈ T x S n . (1.5) Note that this condition is satisfied by the function in (1.4).
We seek solutions u for which equation (1.1) is elliptic. This is equivalent to the condition that {ug ij + ∇ ij u} is positive definite. (1.6) A function u ∈ C 2 (Ω) is called admissible with respect to (1.1) if it satisfies (1.6). Assume that Ω does not contain any hemisphere, (1.7) and that there exists an admissible strict subsolution u ∈ C ∞ (Ω) to (1.1)-(1.2), that is, g −1 det(u g ij + ∇ ij u) 1/n ≥ ψ(x, u, ∇u) + δ 0 inΩ, (1.8) for some δ 0 > 0 and u = ϕ on ∂Ω. Define A = {u ∈ C ∞ (Ω) : {ug ij + ∇ ij u} > 0, u ≥ u inΩ and u = u on ∂Ω}.
We shall prove the following result: Theorem 1.1. Under conditions (1.5), (1.7), and (1.8), there exists an admissible solution of (1.1)-(1.2) in C ∞ (Ω). Moreover, any solution u ∈ A of (1.1)-(1.2) satisfies the a priori estimate
We remark that the estimates in (1.9) were already proved in [5] for u > 0. However, since the linearized operator of det(ug ij + ∇ ij u) may have a nontrivial kernel, these estimates do not seem to yield directly the desired existence result. The monotone iteration approach in [5] also fails here for general ψ because it makes use of the special property ∂ψ/∂u ≤ 0 of the function ψ given by (1.4) with K being a constant. Therefore we have to rederive (1.9) for a wider class of equations in order to apply degree theory to the proof of existence in Theorem 1.1.
An interesting question is whether Theorem 1.1 still holds if u is merely assumed to be a subsolution (i.e., δ 0 = 0 in (1.8)). Based on the interior estimates for second derivatives we shall derive, we are able to prove Theorem 1.2. Under conditions (1.5), (1.7), and (1.8)
As we observed, Problem (1.1)-(1.2) is closely related to the boundary value problem for hypersurfaces with prescribed Gauss-Kronecker curvature, which may be stated as follows. Given a disjoint collection
of closed smooth embedded (n − 1) dimensional submanifolds of R n+1 , and a positive smooth function K defined in R n+1 , decide whether there exist smooth hypersurfaces M in R n+1 with Gauss curvature
, and boundary ∂M = Γ. (1.11) Locally this problem reduces to questions concerning Monge-Ampère type equations and we seek solutions for which the resulting equations are elliptic. This turns out to confine ourselves to strictly locally convex hypersurfaces (i.e. those whose principal curvatures are all positive; such a hypersurface locally lies on one side of its tangent plane at any point). Namely we will look for solutions of (1.11) among strictly locally convex hypersurfaces. There exists an elementary necessary condition for Γ to bound such hypersurfaces: the second fundamental form of every Γ i , as a submanifold of R n+1 , must be non-degenerate everywhere. In particular, if some Γ i is contained in a hyperplane, it must be strictly convex. However, this condition is in general not sufficient; there are topological obstructions as shown by Rosenberg [8] .
While the general solvability of Problem (1.11) still remains open, some important special cases have been investigated using the theory of Monge-Ampère equations. In the non-parametric setting, one is led to the Dirichlet problem for the equation of prescribed Gauss curvature in domains
If u is a solution of (1.12) then the Gauss curvature of graph(u) is given by K. By an existence theorem due to Caffarelli, Nirenberg and Spruck [1] and Krylov [7] , (1.12) admits a strictly convex solution in C ∞ (Ω) when Ω is a strictly convex smooth domain and if there is a strictly convex subsolution in C ∞ (Ω) taking the same boundary value. For non-convex domains, Guan and Spruck [5] , who extended the result of [6] , proved the existence of a strictly locally convex solution in C ∞ (Ω) under the condition that there exists a strictly locally convex strict subsolution in C ∞ (Ω). Using an argument similar to the proof of Theorem 1.2, we shall prove the following result:
. Suppose there exists a strictly locally convex subsolution u ∈ C ∞ (Ω) to (1.12), i.e. u satisfies
in Ω, u| ∂Ω = ϕ.
Then (1.12) admits a strictly locally convex solution
We should remark here that it is not known to us whether this solution has better regularity up to boundary. On the other hand, as we shall see Theorem 1.3 holds for some more general equations of Monge-Ampère type. Note that the novelty here, as in [5] , lies in the fact that no geometric assumptions on ∂Ω are made.
Following the approach of Guan and Spruck [5] to the boundary value problem for K-hypersurfaces, in this paper we are mainly interested in seeking solutions to (1.11) which can be represented as radial graphs of form (1.3).
From Theorems 1.1 and 1.2 we obtain the following existence result which extends the main theorem of [5] . Theorem 1.4. Assume Γ can be represented as a radial graph over the boundary of a smooth domain Ω on S n (with a suitable choice of the center in R n+1 ) which does not contain any hemisphere. Assume there exists a strictly locally convex radial graphX(x) =ρ(x)x over Ω with ∂X = Γ and Gauss curvature ≥ K(X(x)) + δ 0 for some constant δ 0 ≥ 0. Then there exists a strictly locally convex hypersurface M in R n+1 solving (1.11). Moreover, M is a radial graph over Ω of form (
In particular, the δ 0 = 0 case gives the following complement to Corollary 0.2 in [5] . Corollary 1.5. Let M be a closed smooth strictly convex hypersurface and Γ = ∂D for a smooth subdomain D ⊂ M . Then Γ bounds a smooth embedded hypersurface of constant Gauss curvature
This article is organized as follows: In Section 2 we establish a priori estimates up to the second derivatives for solutions of a family of equations of MongeAmpère type. The C 2,α and higher order estimates then follow from the work of Krylov [7] (see also Caffarelli et al. [2] ) and the classical elliptic theory. These estimates are used to carry out the proof of Theorem 1.1 through a degree theory argument in Section 3. Theorem 1.2 and Theorem 1.3 are proved in Section 4, where we derive some useful interior estimates for second derivatives.
We conclude this introduction by recording some formulae for commuting covariant derivatives on S n . Throughout the paper, ∇ denotes the covariant differentiation on S n . Let e 1 , . . . , e n be a local frame on S n . We use the notation
n , ∇v denotes the gradient, and ∇ 2 v the Hessian which is given by
We recall that ∇ ij v = ∇ ji v and
2. A priori estimates. In this section we shall derive the estimate (1.9) for more general equations as follows. Let h ∈ C 2,α (Ω) satisfy h ≥ u in Ω and h = u on ∂Ω. For 0 ≤ t ≤ 1, we write t = 1 − t and consider the equation
Theorem 2.1. Assume (1.5), (1.7), and (1.8) hold. Let u ∈ C 4,α (Ω) be a solution of the Dirichlet problem (2.1)-(1.2) for some fixed t ∈ [0, 1] with
where C depends on h C 2,α (Ω) , in addition to the known data as in Theorem 1.1.
Proof. First we note that (u + max Ω |h|) is an admissible function. Thus it follows from the C 1 estimates in [5] that
We remark that (2.4) holds for all C 2 functions satisfying (2.2) and C 0 does not depend on the function ψ.
Turning to the second derivatives, we shall first assume a boundary bound
and derive the global estimate
Then we come back to establish (2.5).
(a) Bounds for |∇ 2 u| onΩ. Set
where a, b are positive constants to be determined later. In order to obtain (2.6) it suffices to derive a bound for M .
If the maximum M occurs on ∂Ω, then M is estimated via the known estimates for u C 1 and (2.5), and (2.6) thus follows. So assume M is achieved at a point x 0 ∈ Ω and for some unit vector ξ ∈ T x0 S n . We may choose a smooth orthonormal local frame e 1 , . . . , e n about x 0 such that e 1 (x 0 ) = ξ and {∇ ij u(x 0 )} is diagonal. Set
We need only estimate λ 1 from above.
The function log(tu + t h
for all i,
for all i.
Rewrite Equation (2.1) as
and differentiate it twice to obtain at x 0 ,
Using (1.13), we write for i ≥ 2,
and combine it with (2.8) to derive
Multiplying (2.8) by λ 1 λ −1 i , from (2.10) and (1.14), we find with f = n log ψ,
The first two terms on the right-hand side are bounded below by −C(1 + t λ
for some c 1 > 0. We calculate
by (2.8). From (2.9) and (1.13),
Thus,
and from (2.11),
Consequently, we either have
Thus, we can choose b a 1 to obtain a desired upper bound for λ 1 .
(b) Bounds for |∇ 2 u| on ∂Ω. About a point x 0 ∈ ∂Ω, let e 1 , . . . , e n be a local orthonormal frame on S n obtained by parallel translation of a local orthonormal frame on ∂Ω and the interior unit normal vector field to ∂Ω along the geodesics perpendicular to ∂Ω on S n . We assume e n is the parallel translation of the unit normal field on ∂Ω and set B αβ = ∇ α e β , e n , 1 ≤ α, β ≤ n − 1.
On ∂Ω we have u − u = 0, so ∇ α (u − u) = 0 for α < n, and
We proceed to estimate the derivatives ∇ nα u for α ≤ n. Let L be the linearized operator (at u) of F [u], that is
where {F ij } is the inverse matrix of
For fixed α ≤ n, we find using (1.13)
We introduce another linear operator
From (2.14) we have for α ≤ n,
We want to construct barriers in a small neighborhood of x 0 . Consider the distance function
and set
2 (x 0 ) = 2δ ij , by choosing δ small enough, we may assume
There is a uniform positive constant ε 1 independent of t such that
Proof. Consider the function w = u − εd 2 . In view of (2.16), for ε > 0 small enough,
By the concavity of F and the convexity of ψ( · , · , p) in p, we then find
for some z = z(x) with u ≤ z ≤ u. The proof is thus complete.
Using Lemma 2.2, we may employ a barrier function in Ω δ of the form
to estimate ∇ αn u. For the mixed normal tangential derivatives ∇ αn u(x 0 ), α < n, we may choose A B 1 so that
We observe that for δ sufficiently small, the operator L has a trivial kernel on Ω δ . Thus we may apply the maximum principle to conclude
Consequently,
It remains to estimate the double normal derivative ∇ nn u. Since ∆ s u + nu ≥ 0, it suffices to derive an upper bound
The following proof is inspired by an idea of Trudinger [9] and simplifies our original argument. For x ∈ ∂Ω let
and assume that λ(x) is minimized at x 0 ∈ ∂Ω with ξ = e 1 (x 0 ), that is
for all x ∈ ∂Ω and any unit vector ξ ∈ T x (∂Ω). As in [1] , (2.20) will follow from Equation (2.1) if we can prove
for some uniform constant c 0 . We consider two possible cases: 
It follows that
and, for x ∈ ∂Ω,
since (u + ∇ 11 u)| ∂Ω is minimized at x 0 and u = u on ∂Ω. Note that since B 11 is smooth near ∂Ω and 0 < ∇ n (u − u) ≤ C, we must have
for some uniform c 2 > 0, if δ is chosen sufficiently small. Therefore,
We observe that Ψ is smooth in Ω δ . Thus by (2.15), (2.24) and Lemma 2.2, we may choose A B 1 such that
where v as in (2.18). As before, the maximum principle then yields
Consequently, since v + Ψ − ∇ n (u − u) = 0 at x 0 , we have
We have shown that the eigenvalues of {uδ ij (x 0 ) + ∇ ij u(x 0 )} are all bounded (they are also all positive). On the other hand, in virtue of Equation (2.1), the product of these eigenvalues are bounded below from zero by a uniform constant.
Thus each of them must be bounded below from zero. In particular, we obtain the estimate in (2.21) which in turn implies (2.20) . This completes the proof of (2.5).
Finally, as mentioned in the introduction, we may apply the results of Krylov [7] to obtain the C 2,α estimate (2.3).
3. Proof of Theorem 1.1. In this section we make use of the a priori estimates established in Section 2 and degree theory to prove the existence of solutions to (1.1)-(1.2) as in [1] . To begin with, let u 0 ∈ A be a solution of
with u 0 = ϕ on ∂Ω. It follows from [5] that such a solution u 0 exists and satisfies
where ∇ ν is the interior normal differentiation on ∂Ω.
For 0 ≤ t ≤ 1, consider the Dirichlet problem for the equation
with boundary condition (1.2), where t = 1 − t and
Let A t denote the collection of admissible functions associated with (3.3):
Note that for each t ∈ [0, 1], u ∈ A t and is a strict subsolution of (3.3), and ψ t satisfies (1.5). By Theorem 2.1 and the elliptic regularity theory we thus have the a priori estimate for each k ≥ 1
for all solutions u ∈ A t of (3. 
Here C 5 0 (Ω) is the space of functions in C 5 (Ω) which vanish on ∂Ω. We want to prove for each t ∈ [0, 1] there exists a solution of the form
to Problem (3.3)-(1.2) . First we observe that there is no solution u = u + v ∈ A t of (3.3)-(1.2) with v on the boundary of C. For if u ∈ A t is a solution of (3.3)-(1.2), then
Since u ≥ u, the maximum principle is valid to conclude that u − u ∈ C. According to (3.4) we can choose r > 0 sufficiently large so that (3.3)-(1.2) does not have solution in A t of the form (3.5) with v C 5 (Ω) = r. Set
and for each v ∈C r and t ∈ [0, 1],
From (2.2) and the remark following it, we have the a priori estimate
where C 0 depends on v C 0 but does not on t. It follows that
Now for 0 ≤ t ≤ 1 and fixed v ∈C r , consider the equation
where η t (x, z, p) = ψ t (x, z, p)e tΛ(z−u−v) . We observe that η t is a convex function with respect to p and u is a strict subsolution of (3.7). It thus follows from Theorem 2.1 that any solution u ∈ A t [v] of (3.7)-(1.2) satisfies the a priori estimate u C 2,α (Ω) ≤ C, independent of t and v. From elliptic theory, the map
On the other hand, we have seen that there are no solutions of
on the boundary of C r . Thus, the degree
is well defined and independent of t. For t = 0, (3.9) has a solution v 0 = u 0 − u ∈ C r . By the maximum principle, the linearized operator of det(u 0 g ij + ∇ ij u), linearized at u 0 , is invertible. It follows that v 0 is a regular point of I − T 0 . Consequently γ = ±1, and (3.9) has a solution for all 0 ≤ t ≤ 1. The function u 1 = u+v 1 is then a solution of (1.1)-(1.2). The elliptic regularity theory implies that u 1 ∈ C ∞ (Ω). This completes the proof of Theorem 1.1.
Interior estimates for second derivatives.
In order to prove Theorem 1.2, we need the following interior estimate for the second derivatives of admissible solutions of (1.1)-(1.2).
Theorem 4.1. Let u ∈ C ∞ (Ω) be an admissible solution of (1.1)-(1.2). Assume that ψ satisfies (1.5) and that there exists an admissible function v ∈ C 2 (Ω) satisfying v ≥ u in Ω, v = ϕ on ∂Ω and
, for x ∈ Ω, (4.2) for some uniform constant C depending on n, Ω, ε 0 , u C 1 (Ω) , and v C 2 (Ω) .
We first prove the following lemma. 
where a > 0 is a constant to be determined later. We shall first derive a bound for M . It is similar to the proof of the global estimate for second derivatives in Section 2, but here we need some more precise inequalities.
Since η = 0 on ∂Ω, M is achieved at some interior point x 0 ∈ Ω and for some unit vector ξ ∈ T x0 S n . We may choose a smooth orthonormal local frame e 1 , . . . , e n about x 0 such that e 1 (x 0 ) = ξ and {∇ ij u(x 0 )} is diagonal. Set
The function log η + log(u + ∇ 11 u) + a 2 (u 2 + |∇u| 2 ) (defined near x 0 ) then attains a maximum at x 0 where
From (4.7) we have for i ≥ 2,
We need make use the following formulas which are obtained by differentiating (1.1),
From (1.13) we find
i , by (4.10) and (1.14), we see that
Setting f = n log ψ, we calculate
by (4.7). From (4.9) and (1.13),
Now multiply (4.11) by η 2 , and note that
from which follows a bound for M when a ≥ 1 + C. Finally, at any point x ∈ Ω, we have and consider the Dirichlet problem for g −1 det(ug ij + ∇ ij u) 1/n = ψ k (x, u, ∇u) inΩ, (4.15) with boundary condition (1.2). We note that u is a strict subsolution of (4.15). Thus it follows from Theorem 1.1 that (4.15)-(1.2) admits a solution u k ∈ A for each k ≥ 1. By (2.4) we have a uniform C 1 bound
We do not have global a priori estimates independent of k for second derivatives. But we can apply Theorem 4.1 to u k (with v = u 1 ) to obtain, for all k ≥ 2,
, for x ∈ Ω. (4.17)
Here C is a uniform constant independent of k. It follows from the C 2,α interior estimate of L. C. Evans [4] that for any subdomain Ω Ω, 
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Finally, we conclude from (4.16), (4.18) and the standard regularity theory that u k has a subsequence which converges to a solution u ∈ C ∞ (Ω) ∩ C 0,1 (Ω) of (1.1)-(1.2).
To conclude this section, we remark that Theorem 1.3 may be similarly proved. Moreover, it holds for the more general Monge-Ampère equations ((det(u ij )) 1/n = ψ(x, u, Du)
with ψ > 0 being a convex function of the gradient Du. In place of (4.15) we may consider ((det(u ij )) 1/n = ψ(x, u, Du) − ψ 0 2k (4.19) (where ψ 0 is similarly defined as in (4.13)) and apply Theorem 0.3 of [5] to obtain a strictly locally convex solution u k ∈ C ∞ (Ω) with u k ≥ u and u k | ∂Ω = ϕ for each k ≥ 1. We observe that (4.16) still holds, while we can modify the proof of Trudinger and Urbas [10] of the interior estimate for the second derivatives to obtain in place of (4.17)
, for x ∈ Ω. Now the Evans Theorem applies to complete the proof of Theorem 1.3 as before.
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