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Estimates are given for the number of variables required to solve p-adic 
equations. In particular, systems of homogeneous and of inhomogeneous additive 
equations, as well as single homogeneous equations in general, are studied. 
1. INTRODUCTION 
Recently Arhipov and Karacuba [2] have shown that Artin’s conjecture is 
further from the truth than had generally been assumed: Given E > 0, we 
have vk = 0(ek’(‘ogk’2+E), where vk is the least number such that every 
homogeneous polynomial equation of degree k in more than vk variables has 
a nontrivial p-adic solution. Very recently, Lewis and Montgomery ]S] 
sharpened this to vk = R(ek’(‘ogk)“a ). It, therefore, may be of interest to study 
special p-adic equations and systems of equations, and to derive upper 
bounds for ljk, however far they may be from best possible. 
THEOREM 1. Suppose F, ,..., F, are additive forms of degree k > I and 
with p-adic coefficients, sa.v 
Fi(x) = Fi(x, ,..., xS) = b,,x; + ... + b,,x; 
Then the system of equations 
(i = l,..., r). (1) 
F,(x) = 0 (i = l,..., r) (2) 
has a nontrivial p-adic solution when s > c, r2 k3 log k. 
The constant c,, as well as subsequent constants cz,..., are absolute and 
could be computed. Our result is only marginally better (when r is much 
larger than k) than an estimate of Davenport and Lewis 14 J, who had shown 
that 48 r* k3 log 3rk2 variables suffice. Moreover, they had given a better 
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bound in the case when k is odd. Our proof is structurally simpler than 
theirs. It provides another application of the reduction theory introduced by 
the author in [9], and its proof is a “warmup” for the next result. 
THEOREM 2. Suppose F, ,..., F, are additive polynomials with p-adic 
coeficients, of the type 
(i = l,..., r), (3) 
where each fij is a polynomial of degree <k with zero constant term. Then 
the system of equations (2) has a nontrivial p-adic solution if 
s > c2 r2 4k k22 log k. 
In the case r = 1, Hua (51 has proved a closely related result. Our 
estimate is fairly good in terms of r, not so good in terms of k. But 
exponential growth is required, since Arhipov [ 1 ] has shown that the system 
xj, + .*. +x+0 (j= I,..., k) in the 2-adic field needs s 9 2k variables. 
Theorem 2 in conjunction with the machinery developed in ]7] yields 
THEOREM 3. vk = o(e2kk!). 
This supersedes the estimate vk < e(knz(l+E)k given in [7]. 
2. PROOF OF THEOREM 1 
Let F = (F1 ,..., Fr) be a system of forms with p-adic integer coefficients. 
Given c = (c , ,..., c,) with integer components, write V,(C) for the number of 
solutions of the congruences 
F(x) = c (modp’) (4) 
in vectors x (modp’). In particular, write V[ = v,(O) for the number of 
solutions of 
F(x) = 0 (mod p’). 
Finally write x1 for the number of primitive solutions, that is, of solutions 
x + 0 (mod p), of the latter equation. It is easily seen that when I> k, 
VI = 7L, +p+l)SVl-k, (5) 
for systems of degree k. 
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We will have to attach weights to our solutions. Put p - 1 = dd with 
6 = (p - 1, k). Attach the weight 
w(x) = 1 when plx, 
= l/6 when pt.u, 
to residue classes x modulop. Then 
-m-dP,,w(x)=pI-’ 2: w(x)=P(l +d)=B,, 
xlmodp) 
say. Attach the weight w(x) = W&Y,) ... w(x,) to x = (x, ,..., x,); then 
Let V:(C) be the number of solutions x of (4), with each x counted with 
weight w(x). Since the probability for (4) to hold is p-“, one should expect 
that usually c,* is of the order of magnitude p-” B;. Therefore. 
p,?(c) = v:(c)p” B,” 
should be about 1. 
The letter T will denote linear maps Q$+ C$, and the letter r “diagonal” 
linear maps Qi + Qi, that is, maps z(x) = (r,x, ,..., 5,x,) with ti E Q,. Given 
a system F of forms, 7F will again be a system of additive forms, and so will 
be F, defined by F,(x) = F(rx). We put F - G if G = 7’F, with nonsingular 
T, 5. 
The notation a T b for p-adic integers u, b will mean that a is a proper 
divisor of b, that is, that pa is a divisor of b. More generally for p-adic a, b it 
will mean that either b = 0 or that ab # 0 and ba-‘pm’ is an integer. Given 
systems F, F’ of additive forms with integer coefficients, write 
F’<F 
if F’ = T-IF,, where T, T are nonsingular transformations having 
(det s)~’ T (det T)‘. 
A system F with integer coefficients will be called reduced if there is no 
F’ d F. A system will be called bottomed if it is equivalent to a reduced 
system, and bottomless otherwise. 
PROPOSITION 1. Suppose F is a reduced system of additive forms of 
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degree k > 1. Suppose that s > cj r(r + A) k3 log k, where A > 0 is given. 
Then 
lPl”(C)- 11 <P-A. 
Taking A = 1 we see that s > c,r2k3 log k yields p?(c) > f. 
whence’ V;“(C) $p’(‘-‘), whence 
This holds for reduced systems. Now if F, F’ have integer coefficients and if 
F - F’, then, in an obvious notation, 
v, % v;. 
For the easy proof see, for example, [9, Lemma 11. Hence, 
v, $pj’s-r), (6) 
for every bottomed system. If rt, were zero for 1 > I,, then v, <p’s(k-“‘k by 
(5), contradicting (6) since s > kr. Hence, (4) has primitive solutions for 
each 1. A well-known argument now shows that (2) has a nontrivial p-adic 
zero. 
All this holds when F is bottomed. What about bottomless systems? 
Given F as in Theorem 1, write J(F) for the product of the (r x r)- 
determinants formed from the matrix 6, (1 < i < r, 1 <j < s). Then J is a 
form in the coefficients, of some degree A, with the transformation property 
3 (TF,) = (det T)“‘(det r)Ak’s 3 (F). 
Therefore, F’ < F implies 3(F’) r J(F). Hence, when J(F) # 0, then a chain 
such as F>F’> . . . > F”’ (where by definition the F”’ have integer coef- 
ficients) must come to an end after a bounded number of steps and F is bot- 
tomed. 
Each system F is the limit (in the standard p-adic metric) of systems G 
with J(G) # 0. Since each G has a nontrivial p-adic zero, so has F. Thus 
Theorem 1 follows from Proposition 1. 
It remains for us to prove Proposition 1. The pencil of F consists of 
combinations a,F, + ..a + a,F,. A primitive element of the pencil is one 
with p-adic integer factors a, with g.c.d.(a, ,..., a,.) = 1. 
LEMMA 1. Suppose F is reduced. Then every primitive element of the 
pencil has at least slkr coefjcients which are not divisible by p. 
‘Here and below, the constants implicit in < may depend on p. k, r, s, F, etc., but are 
independent of 1. 
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Proof. Let F = a,F, + ..a + arFr be such a primitive element. If, say. 
pka i, and if F is reduced then so is the system (F, F, ,..., F,). Hence, we may 
suppose that F = F, = b,,x: + . . . + b,,xz. We may suppose that p does not 
divide b, ,,..., blmr but does divide b,,, + , ,..., b,,. Let T, r be the maps with 
with T(Y L 7.**3 Y,> = (PYl 3 YZYY Yr) and z(x, ,...’ x,) = (PX’ ,...,pxm, 
x m+, ,..., xS). Then F’ = T-IF, again has integer coeffkients. Since det T = p, 
det r=pm, and since we cannot have F’ -C F, we must have krm > s. 
PROPOSITION 2. Suppose 1 > 1 and pkb. Then 
W b) = B;’ xcLd,,, w(x) e(bxk/p’) 
with e(z) = eZniz has 
1 E(1, b) / < pcJ”k2’ogk. 
The proof is postponed to the next section. 
Standard methods give a formula for v,?(c) in terms of sums 
(7) 
W a> = BYS .!b,,, w(x) e@-’ a(F(x) - c)). 
where a = (a, ,.,., a,.) and a(F -c) = a,(F, - c,) + ... + ar(F,. - c,). One 
obtains 
pT(c) = 2 T(1, a). 
atmod& 
It is easily seen that 
P?(C)-P.?-,(C)= 2 T(La), 
a(modp’) 
primitive 
which remains valid for I= 1 if we set ,U $ = 1. For a typical primitive a write 
aF = b:x, + ... + bsx:, and suppose that b,,..., 6, are the coefficients not 
divisible by p. We have T(Z, a) = E(Z, b,) ... E(1, b,) e(-p-‘ac). The first m 
factors in this product may be estimated by Proposition 2, so that 
(T(I, a)1 <p-c4m”k2’ogk 
and 
Ip/yc) VP?- ~‘$1 <p-dslrk”ogk <p- 2.41, 
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if s> 2c;’ ~(r +A) k3 log k. In proving Proposition 1 we may clearly 
suppose that A > 1, and since ,@ = 1, we get 
I/q(c) - 11 < (pZA - 1)-l <p-*. 
We remark that without weights, our argument would lead to k4 log k 
(instead of k3 log k) in Theorem 1 and Proposition 1. 
3. EXPONENTIAL SUMS 
LEMMA 2. For given I > 1, set p = (@(p’), k). For p,fb we have 
w, b)l G 1 - (l/32& 
ProoJ: Write @ = @(p’) and @ = mp. When ,u = 1 then E(1, b) = 
B;‘(l - S-‘) C e(bxk/p’) ( 1 - 6-i < 1 - (1/32p2), where the sum is over 
x(mod p’) with p 1 x. We may suppose that p > 1. When x runs through a 
reduced residue system 9l modp’, the powers xk will assume m distinct 
values modulo p’, and each value exactly p times. Hence, 
1 zs 4-Q e(ax”/p’> / G 044 j 2 eWp’> 1 
y=1 
= Cd24 / c @(A+) + e((m + 1-.d/P’N / y=1 
= @/4 2 I cos(~(m + 1 - W/P’) I 
y=l 
Q 044 2 (1 - 4((m + 1 - ~Y)/P’)~), 
y=l 
since $rn - 1)/p’ < z@/pp’ < 7r/2 and since 
COST= l-2sin*@< I-447L-282, 
for 18) < 7r/2. Hence, in the case when m > 1 we obtain 
< mCu/W - (Cm - l)/p’)*) < (Q/4(1 - WW2) 
< (@/ml - (l/4AJ)2). 
In this case E(1, b) is bounded by 
B;‘(B, - (Q/J) + (@/S>(l - (l/4!G2)) = 1 - (@/&)(l/4&2 
< 1 - (1/32p2). 
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There remains the case when m = 1. Then ,U = @ > 1. Further, d = 1 and 
3, = 2. We have xk = 0 (mod p’) when x = 0 (modp), and xk = 1 (mod p’) 
otherwise. Considering weights, we see that E(Z, b) becomes 
~;‘I~,-(~/~)+(~/~)e(~/~‘)l=l~+fe(~/p’)/ 
< If + fe( l/p’) I = I cos(7c/p’) ( ,< 1 - (4/p”) 
<1-@-2=1-p-2. 
Proof of Proposition 2. Define r by p’ I/k and put 
y=r+ 1 when p > 2 or p = 2 and 7 = 0, 
==r+2 when p= 2 and s > 0. 
Then y < k unless k =p = 2 in which case y = 3. 
We first deal with the case when I > y. A reduced residue modulo p’ is a 
kth power residue if and only if it is a kth power residue modulo p? Hence, if 
we put 
S*(i) = x w(x) e(bxkp-‘), 
x(modp’) 
S(I) = 1 e(bxkp-‘), 
x(madpJ) 
then 
S*(i)= j j  W(Y) ‘iy e(b(zpY+yk)p-‘) + ‘2’ e(bpk-‘yk). 
y=l ,?=I y=l 
Pb 
The inner sum of the first term vanishes. An analysis of the second term 
yields 
s*(l) y-1 when I< k, 
=P k-1 S(I- k) when 1> k. 
In particular, whenever y < I< 6k, we have 1 S*(l) / ( p’- ‘, and 
E(I,b)=B;‘IS*(l)l <B;‘p’-‘=B;‘=(l +d)-‘. 
But 
(8) 
1 + d = 1 + (p - l)/(k,p - 1) > P~“““~. 
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Hence, when y < I < 6k, then 
E(/, b) < p-csl~wk < p -cd/kloek. 
For S(1) a relation similar to (8) holds; in particular, S(I) =pk-’ S(I - k) 
when I > k, I > y. Thus, 
p*(q <pf+2-“lk’ <pf-‘-“/2”‘, 
when I > 6k. In this case 
This finishes all the cases when I > y. 
We yet have to show the proposition when I< y. Lemma 2 yields 
B;’ IS*(l)1 < 1 - (1/32p2) < 1 - (1/32k2) < e-‘/32k2. 
Whenp c k4 thenp’<p’+2 ,< kg and (7) follows. We are left with the case 
whenp > k4, y= 1, and 1= 1. Now 
s*(l) = 6-l S(1) + 1 - 6-l. 
It is well known (see, e.g., [ 11, Lemma4.31) that IS(l)1 ( (k- 1)~“‘. So 
now 
IS*(l)/ < 8-1kp”2 + 1 < 26-‘kp”‘, 
B, = 1 + d>pJ-’ and, hence, 
B;’ IS*(l)1 < 2kp-‘/2 < 2p-‘/4 cp-c4 <p-Wk2hke 
4. PROOF OF THEOREM 2 
Write Z, for the p-adic integers and C$ as usual for the p-adic numbers. A 
polynomial system F = (F, ,..., F,.) is said to be defined ouer 7, if it maps 
integer points into integer points. This is weaker than the condition that all 
the coefficients be integers. Let 6 = 6(F) be the smallest nonnegative integer 
such that psF has p-adic integer coefficients. Then x = y (modp’+“) implies 
that p’F(x) sps F(y) (modp’+s) and F(x) = F(y) (modp’). Hence, it makes 
sense to define a number i+(c) as the number of solutions of (4) as x runs 
through integer points modulo p Its. On heuristic grounds one should expect 
that vr(c) should usually be of the order of magnitude P(‘+“~-‘~ and, 
therefore, 
should be about 1. 
P&> = P -Ss-l(s--r) “I(C) 
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For polynomial systems F of the type considered in Theorem 2, both 71; 
and F, are well defined and are again systems of this type. The equivalence 
of systems is defined in the obvious way. The relation F’ < F is defined as 
before, but with reference to systems defined over Z,, rather than systems 
with integer coefficients. Reduced, bottomed, and bottomless systems can 
now be introduced. 
PROPOSITION 3. Suppose F is a reduced system of degree k > 1, of the 
kind considered in Theorem 2. Suppose that s > c, r(r + A) 4k - kz2 log k 
where A > 0 is given. Then 
I‘%(c) - 1 I <P-.4. 
In particular with A = 1 we get p,(c) > 5, and, therefore, V,(C) > 0, for each 
1. Hence, the equation 
F(x) = c (9) 
has a solution x E ZS, (possibly x = 0). All this is true when s is large and F 
is reduced. Since p-adic solubility is unaffected by equivalence, we see that 
(9) has a solution x E C4; when F is bottomed. 
Now if s > c2r2 4k . k** log k, then s - 1 > c, r(r + 1) 4k . k2* log k and 
we may write F(x) = G(x*) + f(x%), where x* = (x, ,..., x,~,). In the case 
when G is bottomed, the equation G(x*) = -f(x,) may be solved in x * for 
any given xs, and, hence, the equation F(x) = 0 has a nontrivial p-adic 
solution. To finish the proof of Theorem 2, there remains the case when G is 
bottomless, which will be dealt with in Section 6. 
We now turn to the proof of Proposition 3. 
LEMMA 3. Suppose F is reduced and F =f,(x,) + ... +f,(x,) is a 
primitive element of the pencil. Then at least c,s/(r k log k) of the 
polynomials S,(x)/p are not defined over ZI,. 
Proof: As in Lemma 1 we may suppose that F = F,. Suppose that 
f,/p ,..., f,/p are not defined over Z,, but the other polynomials f;:/p are. Let f 
denote a typical polynomial among fi ,..., f,,, . Then 
where (:) is the binomial symbol and where bk,..., b, lie in L,. Let i be the 
largest integer with 
p’ < k. (10) 
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Then 
lies in H, for x E Z, (I < Y < k), and, hence, p-if@+’ x) is defined over 
Z,. So if we let T, 7 be given by T(y ,,..., y,) = (py,,y, ,..., v,.) and by 
7(x, S’., xs) = (pa+’ x, ,..., pa” x,, x,+ i ,..., xs), then T-‘F, is defined over 
Z,. Since F was reduced we have (det r)kr T (det T)‘, or (1 f 1) krm > s, 
whence m > c, s/(rk log k). 
Given a polynomial f(x) with p-adic coefficients, write w  = o(f) for the 
least nonnegative integer such that x=y (modp”) implies 
f(x) zf(y) (mod l), that is, f(x) -f(u) E Z,. Clearly, o(f) Q S(f), where 
S(f) > 0 is least, such that pscnfhas integer coefticients. Put 
Jw) = P - W x,s,, e(f(x)). 
Note that the right-hand side is unaffected if UJ is replaced by I > o. 
Write f = r(f) for the least nonnegative integer such that p’f is defined 
over Z,. Clearly r(f) < S(f). One could call ps the denominator, p’ the true 
denominator, and pW the order off: 
PROPOSITION 4. 
(11) 
The proof of this proposition and a discussion of relations between 6, r, w  
is postponed until Section 5. 
It is routine to check that 
P,(C) -P/- l(c) = c TV, rh 
e(modpb 
primitive 
where 
T(f, a) ~p-(‘+~)~ x(m~p,+61 e@-’ a(W) - c)h 
with 6 = S(F). This is valid even for I = 1 if we set ,u, = 1. Now if 
aF =fiW + . +. +f,(x,), then by Lemma 3, m > c,s/(rk log k) of the 
polynomials p-If;: will not be defined over Z,, say the polynomials 
P-%,...,P-‘fm. We have T(I, a) = E(p-%) ... E(p-ff,) e(-p-‘ac). Here 
t(p-x) = I for j= l,..., m. Hence, Proposition 4 gives 
, T(I, a>, < p-ml/(cs4kk*‘) < p--lsl(c,r4kk%~k) 
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and 
if s > 2c, T(T + A) 4k . kz2 log k. Proposition 3 follows, 
5. EXPONENTIAL SUMS AGAIN 
Let f(x) = akxk + ... + a,x + a, be a polynomial with p-adic coeffkients, 
and put &(x) = akxk + ... + a,x. Quantities 6. r, o were introduced in 
Section 4; here we put 
6 = wo>~ 7 = Vo), w = 4AJ> = 4/-), 
6’ = S(f’), 7’ = r(f’), co* = o(f*) 
with f*(x) = f(x + 1) -f(x). Then 
(12) 
With f is associated a map 
where iol’p) is the ring of rationals whose denominator is a power of p. The 
quantities r, w  are “intrinsic” in the sense that they depend only onf. while 6 
is not. Hua [6] had proved that ]Edf)] < C,(k) p-“!+. This is nontrivial only 
when p’ > C,(k)k. In fact, the example f(x) = (x” -x)/p shows that 6 > 0 
does not imply ]E(x)] < 1. This is so since E(f) depends only onj whereas 
6 is not intrinsic. In [lo] it was shown that ]E(f) <p--WC2(k) with 
C,(k)= k- . ‘2k Proposition 4 gives an estimate in terms of 7. In what follows. 
2 is the largest integer with (10). 
LEMMA 4. Suppose p > k. Then A= 0 and 6 = 7 = w. 
Proof: The assertion on 1 is clear. Now p7f0 maps integers into integers 
and, hence, is a combination with integer coefficients of the polynomials 
Q,.(x) = (F) with 1 <r < k. Since r! is a unit in k,, then Q, and, hence, 
p’f, have integer coefficients. Thus, 6 < 7 and 6 = 7. As for w, induction 
on k gives s((f*),)=w(f*)<o(f)=o, so that p”ka,, ~“((‘;)a, + 
(k - 1) ak-,) ,..., p”(ka, + (k- 1) akel + ... + 2aJ lie in Z,. Hence, also 
pwak- pWa2 lie in 77,. It is now easy to see that also p”a, lies in Z,, so that 
6 < o and 6 = o. 
LEMMA 5. 6 < 6’ + 1. In particular 6 = 6’ when p > k. 
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ProoJ Since ka, ,..,, 2a,, a, lie in p-” Z,, it is clear that ak ,..., a,, a, lie 
in p -61-1 z P’ 
LEMMA 6. r’<r+A. 
ProoJ This is essentially Lemma 7.4 of Hua [5]. Other lemmas in this 
section also are similar to those of Hua. We have to show that if f, maps 
integers into integers, then so does pAf ‘. Now f0 is a combination with 
integer coefficients of the polynomials Q,(x) = (T) with 1 < r < k. We have 
to show that p”Q; maps integers into integers. If induction on k is used, then 
. . 
this IS clear for r = l,..., k - 1, and it remains for us to deal with Qk. But 
Q,(x + 1) = Q,(x) + Qk- 1 (xl, so that 
P’Q;(x + 1) =pAQ;(x) +P%,(x). 
By induction, pAQ;-, maps integers into integers and, hence, we need only 
show that pAQ;(0) E Z,. Since 1 Q;(O) 1 = l/r, this is clear. 
LEMMA 7. ps-’ < 2k and p”-*’ Q 2k-‘. 
ProoJ We may write f0 as a combination of polynomials p-‘Q, 
(1 < r < k) with integer coefficients. Then p”fO with 
a = r + $ [k/p’] 
(where [ ] denotes integer parts) has integer coefficients. Hence, 
6<a<t+k/(p- 1) and 
The second assertion follows in the same way. 
LEMMA 8. w~r’+/l+ 1. 
Proof Write x = y t p”+“‘z. Then 
f(x) =f(y) + zP .‘+“+‘fyy) + (z*/2!)p*'~'+~+'y-"(y) + . . . . 
By Lemma 6, prltra f”‘(y) (where r = 1, 2,...) is integral and, on the other 
hand, p’/r! is a p-adic integer. Thus, fix) =A y) and w  < r’ t ;3 t 1. 
LEMMA 9. Suppose r’ > 1 t 3. Then 
lE(f)j < 1 -p-*Y 
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Proof. Suppose x = y + p”- ’ z. Then 
f(x) =f(y) + zp”y’(y) + (z2/2!)pZ(=‘-‘)ffl(y) + a-- . 
Now p r’+Cr-‘)Af(r)(y) E Z, by Lemma 6. Moreover, p’r-“‘r’L*J-r/r! for 
r > 2 lies in Z, by our hypothesis. Hence, 
J‘(x) =.7(y) + zp”y’(.v). 
For large a we have 
p”-l pa-r’+l 
E(f)=p-* x 2: e(f(y+p”-’ 2)) 
y=, ;=1 
P” pa-*‘+l 
=P 
r'-I--20 \‘ \’ 
JZ, ,Y, 
e(f(y) + z g(,v))- 
with g(y) =p”‘-‘f’(y). Th e values of g(y) are integer multiples of l/p, and 
the inner sum vanishes unless g(y) E Z,. Hence, 
\E(f)\ <p-” x {number of y in 1 <y<p” with g(y)E Z,} 
=P -N’ x {number of v in 1 <y <pm’@ with g(y) E Z,}. 
By definition of r’ and of g, we have r(g) = 1 and, hence, y with g(y) @ Z, 
do exist. It follows that 
IE(f)l < 1 -p--w(t). 
Finally, by Lemmas 8 and 6, 
o-qg)<t(g’)-t-I+ l<s(g,)+2L+ 1<2u+2. 
LEMMA 10. IE(j)j ( kp-‘cs-2m-“‘k’, where @=S- 6’ asd where { } 
denotes the next largest integer. 
Proof: We may suppose that 6 > 24 + 2, so that 2s’ >, 6 + 2 > 0. We 
have f,, ==p-‘(akxk + a.. + a,~), where ak,..., a, are coprime integers. Since 
f’ = p-‘(ka& + ... + a,), it follows that g.c.d.(ka, ,..., a,) =pm. The 
lemma now follows from the argument used in the proof of Hua’s inequality; 
see, for example, Vaughan [ 11, pp. 93,941. It is shown there that 
I,qf)l < mp-“~-~o--lVkl, 
where m is the number of zeros, counted with multiplicities. of 
pmm(kakxk-’ + 9.. + a,) modulop. 
Proof of Proposition 4. We distinguish two cases. 
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(I) p > 4k2. We have pk-’ > k2k(4k-‘/k2)> kZk, so that 
~~~(k~~‘lfa,~~6~~~~*~e~d kp-“’ < p--IIZk. Lemma 4 gives A= 0 and 
(Ii) 8=r= 1. Weil’s estimate gives I,!?(f)/ < kp-I” <P-“‘~. 
(Iii) 6 = r > 1. Lemma 10 yields [E(f)1 < kp-((S-‘J’k’ < 
P 
-(l/Z)((S-1)/k) < p-8/4k =p--T/4ke 
(II) p < 4k2. We have three subcases. 
(Iii) t’ < A + 3. By Lemmas 5, 7, p’ <ps <p”+’ < 2k-1p”‘A ( 
2k-1p2at2 & 2k-1k2p2 < 8. 2kk6. Also, by Lemma 8, p” \<P”‘~” < 
P 2a+3 < k2p3 < 64k’. Since 1 has period p” with values which are multiples 
of p-‘, we get 
IWTI ,< 11 -P-” +P-” W’)l. 
Now when 0 < a, p < f, then 
) 1 - a + ae(p)l’ = (1 - a)’ + a2 + a(1 - a)(@) + e(-P)) 
= 1 - 2a(l - a)(1 - cos 27$) = 1 - 4a(l - a) sin27rp 
< 1 - 2a .4/I’ = 1 - 8ap2, 
and, therefore, 11 - a + ae@?)I < 1 - 4ap2. Thus, 
/E(f)1 < l -4p+-*= ,< 1 _ (c,o 4k k20)-1 < e-‘/(cdkk20)a 
Since p” < 8 . 2k k6 < ecllk, we obtain (11). 
(IIii) r’ > 1+ 3 and t < 2k2. Here, Lemma 9 yields 
lE(f)l< 1 -p-2*-2 < 1 - kd2pe2 < 1 - (16k6)-’ < e-i/(‘6k”)+ 
Since p’ < (4k2)2k2 < eCIZk’, we again get (11). 
(IIiii) t > 2k2. We have 24 + 1< 21 t 1< 2(log k/logp) + 1 < 
k2 ( r/2 < 6/2. Thus by Lemma 10, 
IE(j-)I < kp-S/2k < kp-=/3kp-T/6k 
< kp-Zk/3p-r/6k <p-“/6k. 
6. CHARACTERIZATION OF BOTTOMLESS SYSTEMS 
Suppose F = (F, ,..., F,) is a system of additive polynomials of the type 
(3), that is, Fi =&(x1) t .a. +&(x,). Write 
hj(Xj) = bj,k’ xi” + *. * + by xj. 
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The system will be called special if there exist nonnegative integers g, ,..., g, 
and h, ,..., h, with 
such that 
kr(g, + ... + g,) < s(h, + **. + h,), (13) 
b!!’ = 0 I.1 for all i, j. I with lg., < hi. (14) 
PROPOSITION 5. A system F is bottomless if and only ifit is equivalent to 
a special system. 
Proof. For the “if’ part it suffkes to show that a special system is 
bottomless. In fact it suffices to do this for special systems F with integer 
coefficients. Let R, p be the maps with R(y, ,..., y,) = (ph’y ,,..., phry,) and 
with p(xi ,..., xs) = (pglx, ,..., pgsxS). In R-IF,,, the coefficient bij!’ of F 
becomes p’(‘Qehi) b$), and by (14) this new coefficient is again an integer. 
Hence, R-IF,,, is defined over H, for t = 1,2,.... Suppose now that F is 
equivalent to F’, say F = TF:. Then T; ’ F:, = R -fF,, with T, = TR’ and 
rt = r-‘p’ is defined over Z, for t = 1,2,.... But (detp)kr T (det R)S and, 
hence, (det rJkr T (det T,)’ for sufficiently large t. This proves that F’ is not 
reduced and, hence, F is not bottomed. 
For the “only if’ part it suffices to show that a bottomless system F 
defined over 12, is equivalent to a special system. For such a system there is 
an infinite chain F > F”’ > F”’ > . . . , for if this chain would come to and 
end, F would be bottomed. From here on the argument of [7, Sect. 141 may 
be applied. Our situation is simpler since we are dealing only with additive 
polynomials and with diagonal transformations t. The only (very minor) 
complication is that our polynomials are not homogeneous. We have 
F(‘) = T[ ’ F,,, where (det T,)‘(det rl))kr p-’ E Z’,. This is the same as 
/ det T1 lfkr < p --I 1 det t, lP, 
where ] ... IP is the p-adic absolute value. This inequality corresponds to 
[ 7, (14.1)]. Write bi” = (b$ ,..., b$. For each t there is a basis (v, ,..., v,.) of 
ZL and there are nonnegative integers pi,..., v, and Us,..., u, with 
det Tt =p’l+“““r and det t, =p”l+“‘tus such that 
where a is fixed. This formula holds for 1 <j < r, 1 < i < s, and 1 < I< k, 
and corresponds to [9, (14.3)]. This all holds for each t = 1,2,.... There is a 
subsequence of the sequence 1,2,..., such that on this subsequence, v, ,.... v, 
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tends to a basis w1 ,..., w, of ZL. Following the procedure of [9] one finds 
nonnegative integers g, ,..., g, and h, ,..., h,, such that 
w.b!” = 0 
JI ’ 
for all i, j, I with lgj < hi. The system F’ = (w,F,..., w,F) is equivalent to F 
and, since its coefficients b$” = wjbj”, it is special. The proof of Proposition 
5 is complete. 
Suppose now that, say, g, < .a. < g, and h, > -a* > h,. As shown in 
[ 9, p. 571, (13) implies that there is a I in 1 < t < r with 
Then the polynomial hj = 0 for 1 < i < t and 1 (j ( (r - t)[s/r] + 1. 
In Section 4 we wrote F(x) = G(x*) + f(x,). We proved Theorem 2 in the 
case when G was bottomed. In the bottomless case, after equivalence, G is 
special. Thus, after reordering the variables and polynomials, we may apply 
what we have just said and hj=O for l<i<t and 
l,<j<(r--t)[(s--l)/r]+l=si, say. When trying to solve F(x) = 0 we 
now restrict ourselves to x = (X ,,..., x,,, 0 ,..., 0). For such x, the forms 
F r ,..., F1 vanish identically. When t = r, then we are done. When 1 < t < r, 
we have to deal with r1 = r-t forms F*+,,..., F, in s, variables. Now if 
s > C,(k) r’, then 
s, > r,l(C,@) r2 - 1)/r1 > C,(k) rig 
and Theorem 2 follows by induction on r. 
7. PROOF OF THEOREM 3 
Leep and Schmidt PI introduced the following notations. 
vkcrk, rk- 1 ,..., r,) is the least number, such that a system of homogeneous 
polynomial equations in a given field F, consisting of rj equations of degree j, 
for each j, 1 ,<j < k, always has a nontrivial solution in F, provided that the 
number of variables exceeds V,( . .. ). Similarly, a quantity Gk(rk,..., r,) was 
introduced which deals with the special case of additive equations. Here our 
field will be F = C$,. Our Theorem 2 certainly implies that 
@&k,“‘r r,) < cl3 5k(rd + .a. + rl>‘. (15) 
In particular, 
when A > 2. 
ak(A, A *,..., Ak) < c,,(~A*)~, 
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By the third basic inequality of [7], 
V,(A, A’,..., A’) < @ + V,-,(A4’, AZ@ +A@‘,..., Ah-‘@ + .-a + A#kp’), 
with @ = Qk(A, A*,..., Ak). The Ith entry in V,-, on the right is 
<IA@’ < IAc;,(SA~)‘~ < A’, . 
with A, = c:5A2kt I. Thus, 
V,(A, A ‘,..., Ah)-++ vkeI(Al ,..., A:-‘) 
<A, +A,+ vk-2(A2,...,A;-2) 
< ..* <A, + ... + Ak-, + VItAk-1) 
=A, + . . . +A,-, +Ak-,, 
where Aj+, = cf, Afkt’-‘j (j = 0 ,..., k - 2). Thus 
Ah-1 < (C1SA)3’S~-‘2k+ ” = (c,,A)“~‘, 
say, and 
v,(A,..., Ah) < (c,,Ark’. 
By 17, (2.14)) we have 
vk<<k + Vk-,(~k.-~&‘)~ 
where vk was defined at the beginning, and where tik is similar but with forms 
of degree k replaced by the more special additive forms of degree k. Thus, 
Now Davenport and Lewis [3] have shown that dk < k2. (Our (14) gives 
dk < ~,,5~, which would weaken our final result only slightly.) We get 
log vk ,<f(k - 1) log(c,,d,) = 0(2~ k!). 
Note added in proof. The main result of [S] was also obtained by Arhipov and Karacuba 
(Izzl. Akad. Nauk) and by W. D. Brownawell (On p-adic zeros of forms, J. Number Theory 18 
(1984), 342-349). 
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