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. , Corcuera and Giummol\‘e[CG99]
, , , Akahira[A96]
, Bayes .
2.
, $X_{1},$ $\ldots,$ $X_{n},$ $\mathrm{Y}$ , ( $\sigma$- $\mu$ ) $p0(x;\theta)(\theta\in\Theta)$
. , $\Theta$ , $\Theta$ $R^{m}$ . , $(X_{1}, \ldots, X_{n})$
$p(x; \theta)=\prod_{i=1}^{n}p_{0}$ ( $x_{i}$ ; . ) $x=(x_{1}, \ldots, x_{n})$ . $X_{1},$ $\ldots,$ $X_{n}$
, $\mathrm{Y}$ , $X=(X_{1}, \ldots, X_{n})$ $\mathrm{Y}$ $p_{0}$
$\hat{p}\mathrm{o}(y;x)$
. $\hat{p}_{0}$ $\mathrm{Y}$ (predictive density) .
, $\theta$ $\hat{\theta}=\hat{\theta}(X)$
$\hat{p}0(y;x)=p0(y;\hat{\theta}(x))$
. 1 Bayes . , $\Theta$ (
) $\pi$ , Bayes
$\hat{p}\mathrm{o}(y;x)=p0(y|x)=\int_{\Theta}p\mathrm{o}(y;\theta)\pi(\theta|x)d\theta$ (2.1)




. , $D(p,\hat{p})$ ,
E[D(po, )] $= \int_{\mathcal{X}^{n}}D$ ($p\mathrm{o}$ ( $y$ ;\mbox{\boldmath $\theta$}), $(y;$ $x)$ )$p(x;\theta)d\mu^{n}(x)$ (2.2)
, . , $\mathcal{X}$ $X_{\dot{l}}$ , $\mathcal{X}^{n}$ $\mathcal{X}$ $n$
, $\mu^{n}$ $\mu$ $n$ . , (2.2) $p$ ,
$\pi$ (2.2) $p$ . , Bayes
RD( ) $:= \int_{\Theta}$ E[D(p0, )]\pi (\mbox{\boldmath $\theta$})d\mbox{\boldmath $\theta$}(2.3)
, $p$ .








. , $\alpha=-1$ $D_{-1}$ Kullback-Leibler , $\alpha=0$ $D_{0}$ Hellinger
2 2 . $\alpha$- Bayes
([CG99]).
, Akahira[A96] , ,
$I^{(\alpha)}(p_{0}, \hat{p}_{0})=-\frac{8}{1-\alpha^{2}}\log\int_{\mathcal{X}}(p_{0}(y;\theta))^{(1-\alpha)/2}(\hat{p}_{0}(y;x))^{(1+\alpha)/2}d\mu(y)$
. , $-1<\alpha<1$ . , $\alpha=0$ (affinity)
. , Fisher .
, $\alpha$- [CG99] ( 3 ),




$\pi$ , $D$ $\alpha$- D , Bayes
(2.3) .
, $|\alpha|\leq 1$ $p\mathrm{o}(y;\theta)$ Bayes
$\hat{p}_{0}^{(\alpha)}(y;x)\propto\{$
$\{\int_{\Theta}(p\mathrm{o}(y;\theta))^{(1-a)/2}$ \pi (\mbox{\boldmath $\theta$}|x)d\mbox{\boldmath $\theta$}}2’(1-0 $(\alpha\neq 1)$ ,
$\exp\{\int_{\Theta}\log p_{0}(y;\theta)\pi(\theta|x)d\theta\}$ $(\alpha=1)$
(3.1)
. , $\alpha=-1$ , $\hat{p}_{0}^{(\alpha)}$ (2.1) .
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3.1([CG99]). $D$ $\alpha$- D , $p0(y$ ; Bayes ,
Bayes (2.3) , (3.1) Bayes $\hat{p}_{0}^{(\alpha)}(y;x)$ .








. , $C_{\alpha}(x)$ $\hat{p}_{0}^{(\alpha)}$
$p(x):= \int_{\Theta}p(x;\theta)\pi(\theta)d\theta$
. , $\hat{p}_{0}^{(\alpha)},\hat{r}$ Bayes
$R_{D_{\alpha}}(\hat{p}_{0}^{(\alpha)})\leq R_{D_{\alpha}}(\hat{r})$
, $\hat{p}_{0}^{(\alpha)}$ Bayes . , $\alpha=\pm 1$ .
4. Bayes
, $\pi$ , $D$ $I^{(\alpha)}$ , Bayes




. , $I^{(\alpha)}(p_{0},\hat{p}_{0})$ Bayes .
4.1([AN0I]). $D$ $I^{(\alpha)}(|\alpha|<1)$ , $p\mathrm{o}(y$ ;
$\hat{p}0(y;x)$ Bayes (2.3)
RI( ) $( \hat{p}_{0})\geq-\frac{8}{1-\alpha^{2}}\log\{1-\frac{1-\alpha^{2}}{4}R_{D_{\alpha}}(\hat{p}_{0}^{(\alpha)})\}=:B_{\alpha}$
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. , $\hat{p}_{0}^{(\alpha)}$ Bayes (3.1) $R_{D_{\alpha}}(\hat{p}_{0}^{(\alpha)})$ \mbox{\boldmath $\alpha$}-
$\hat{p}_{0}^{(\alpha)}$ Bayes .





( ) $:= \int_{\Theta}E[\exp\{-\frac{1-\alpha^{2}}{8}$ I(\mbox{\boldmath $\alpha$})(p0, )}] $\pi(\theta)d\theta$










R,( )( ) $\geq-\frac{8}{1-\alpha^{2}}\log\{1-\frac{1-\alpha^{2}}{4}R_{D_{a}}(\hat{p}_{0}^{(\alpha)})\}$
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4.1 Bayes B , Bayes
.
51. $X_{1},$ $\ldots,$ $X_{n},$ $\mathrm{Y}$ , $N(\mu, \sigma^{2})$ .
, $-\infty<\mu<\infty,$ $\sigma>0$ . $\theta:=(\mu, \sigma^{2})$ $\hat{\mu}:=$
$(1/n) \sum_{i=1}^{n}X_{i}=\overline{X},\hat{\sigma}^{2}:=(1/n)\sum_{i=1}^{n}(X_{i}-\overline{X})^{2}$ . , $\theta$ $\pi(\theta)\propto 1/\sigma$
$(0<\sigma<\infty)$ ,
$\pi(\theta|x)\propto p(x$ ;\mbox{\boldmath $\theta$} $)$ \pi (
$\propto(\frac{1}{\sigma})^{n+1}\exp\{-\frac{1}{2}\sum_{i=1}^{n}(\frac{x_{i}-\mu}{\sigma})^{2}\}$
. , $\alpha\neq 1$ , Bayes
$\hat{p}_{0}^{(\alpha)}(y;x)\propto\{\int_{0}^{\infty}\int_{-\infty}^{\infty}(p0(y;\theta))^{(1-\alpha)/2}\pi(\theta|x)d\mu d\sigma\}^{2/(1-\alpha)}$
$\hat{p}_{0}^{(\alpha)}(y;x)=\frac{K_{n,\alpha}}{\hat{\sigma}}\{1+\frac{1-\alpha}{2n+1-\alpha}(\frac{y-\hat{\mu}}{\hat{\sigma}})^{2}\}^{-}\urcorner 2\neg 1-\alpha 2n-1-\alpha$








5.1 $N(0,1/12)$ $\mu$} $\hat{p}_{0}^{(0)}(\cdot; oe)$ . , $n=25$,
50 500. ................... $p\mathrm{o}(\cdot;1/2)$ , $\hat{p}_{0}^{(0)}(\cdot;x)$
52. $X_{1},$ $\ldots,$ $X_{n},$ $\mathrm{Y}$ , $U(\theta-(1/2), \theta+(1/2))$ $p_{0}(\cdot;\theta)$
. , $-\infty<\theta<\infty$ . , $X:=(X_{1}, \ldots, X_{n})$
$n$
$p(oe; \theta)=\prod$ $(X:;\theta)=\chi_{\llcorner\theta,\overline{\theta}]}(\theta)$ (5.1)
$:=1$
. , $\underline{\theta}:=\max_{1\leq:\leq n}x:-(1/2),\overline{\theta}:=\max_{1\leq:\leq n}x:+(1/2)$ . , $\theta$
$U(-c, c)(c>0)$ , $\pi$ , (5.1)











0($y \leq A-\frac{1}{2}$ $y>B+ \frac{1}{2}$),
$(y-A+ \frac{1}{2})^{2/(1-\alpha)}$ $(A- \frac{1}{2}<y\leq\min\{A+\frac{1}{2}, B-\frac{1}{2}\})$ ,
1 $(A+ \frac{1}{2}<y\leq B-\frac{1}{2})$ ,
$(-y+B+ \frac{1}{2})^{2/(1-\alpha)}$ $( \max\{A+\frac{1}{2}, B-\frac{1}{2}\}<y\leq B+\frac{1}{2})$,
, $A\geq B$ $\hat{p}_{0}^{(\alpha)}(y;x)=0$ ( 52 ). $\hat{p}_{0}^{(\alpha)}$
$B_{\alpha}=- \frac{8}{1-\alpha^{2}}\log\{1-\frac{1-\alpha^{2}}{4}R_{D_{\alpha}}(\hat{p}_{0}^{(\alpha)})\}$
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52 $U(-1/2,1/2)$ $p0(\cdot;1/2)$ $\hat{p}_{0}^{(0)}($ ; $x)$ . ,
$n=25,50$ 500. ................... $p0(\cdot;1/2)$ , $\hat{p}_{0}^{(0)}(\cdot;x)$
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