Abstract Poor implementation quality (IQ) is known to reduce program effects making it important to consider IQ for evaluation and dissemination of prevention programs. However, less is known about the ways specific implementation variables relate to outcomes. In this study, two versions of keepin' it REAL, a seventh-grade drug prevention intervention, were implemented in 78 classrooms in 25 schools in rural districts in Pennsylvania and Ohio. IQ was measured through observational coding of 276 videos. IQ variables included adherence to the curriculum, teacher engagement (attentiveness, enthusiasm, seriousness, clarity, positivity), student engagement (attention, participation), and a global rating of teacher delivery quality. Factor analysis showed that teacher engagement, student engagement, and delivery quality formed one factor, which was labeled delivery. A second factor was adherence to the curriculum. Self-report student surveys measured substance use, norms (beliefs about prevalence and acceptability of use), and efficacy (beliefs about one's ability to refuse substance offers) at two waves (pretest, immediate posttest). Mixed model regression analysis which accounted for missing data and controlled for pretest levels examined implementation quality's effects on individual level outcomes, statistically controlling for cluster level effects. Results show that when implemented well, students show positive outcomes compared to students receiving a poorly implemented program. Delivery significantly influenced substance use and norms, but not efficacy. Adherence marginally significantly predicted use and significantly predicted norms, but not efficacy. Findings underscore the importance of comprehensively measuring and accounting for IQ, particularly delivery, when evaluating prevention interventions.
2010) with Durlak (1998) estimating that as many as 80 % of program activities may be omitted during implementation. This is problematic because poorly implemented programs tend not to achieve positive outcomes (for review, see Durlak & DuPre, 2008) . Thus, quality implementation is crucial to individual program success.
Given its importance in program success, the study of implementation has implications for prevention science as well as practice. Several scholars recognize the need to investigate implementation issues as part of program evaluation (e.g., Berkel et al. 2011; Domitrovich & Greenberg, 2000) . Shortcomings with respect to implementation can be mistaken for shortcomings of the actual curriculum (Domitrovich & Greenberg, 2000; Dusenbury et al. 2003) , which may lead to an underestimate of the value of some prevention programs. The study of implementation, then, assists in understanding how and why programs work as well as provides a foundation for knowing what programs have the potential to work if well implemented.
The current study adds to this growing body of knowledge by providing a more comprehensive approach to measuring implementation quality (IQ) and examining its effects on program outcomes for the keepin' it REAL (kiR) curriculum. keepin' it REAL is a 10-lesson curriculum that teaches decision making, general social skills, and "REAL" resistance strategies (refuse, explain, avoid, leave) using videos, presentation of concepts, discussion, activities, and role plays. kiR is recognized as evidence-based by SAMHSA's National Registry of Evidence-Based Programs and Practices and California's Healthy Kids Resource Center based on two at least partially successful clinical trials (Hecht et al. 2006; Marsiglia et al. 2011) . Previous studies, however, failed to adequately measure kiR's implementation quality (Marsiglia et al., 2011) , something that is particularly important given its widespread dissemination. This study also has the potential to build prevention science by incorporating extensive video observational measures of various dimensions of implementation quality (e.g., adherence, participant responsiveness, and delivery quality) in order to better understand how they relate to specific program outcomes.
Review of Literature
Implementation, broadly, refers to the "process by which interventions are put into action" (Graczyk et al. 2002, p.306) . Dusenbury et al. (2003) published a conceptual review of implementation and, building on Dane and Schneider (1998) , described five key dimensions: adherence to the curriculum (fidelity), quality of delivery (how a teacher presents a curriculum), participant responsiveness (how engaged students are during a lesson), dose (amount of program delivered), and program differentiation (presence/absence of distinguishing features of a particular program). Despite the recognition of various dimensions of implementation, research has focused almost exclusively on adherence and dose. Dane and Schneider (1998) , for example, report that in a sample of 162 intervention studies conducted between 1980 and 1994, 11 % examined adherence and 13 % dose with only 7 % measuring quality of delivery, 2 % participant responsiveness, and 6 % program differentiation. Clearly, more attention on various elements of implementation quality is needed.
Early research focused primarily on the amount of a curriculum that was delivered and demonstrated that when more of a program was implemented there were better outcomes (Botvin et al., 1995; Pentz et al., 1990) . Botvin et al. (1995) , for example, used observer reports to calculate the proportion of program objectives covered by teachers and showed that a subsample receiving at least 60 % of program objectives had stronger program effects than the full sample. A more recent evaluation confirms previous findings (Lillehoj et al. 2004 ). There is a clear relationship between the amount of curriculum covered and student outcomes.
Less, however, is known about how delivery quality, student responsiveness, and other aspects of implementation relate to student outcomes. Fewer studies have examined these variables, but those that have suggest they may be equally important (Dusenbury et al. 2005; Low et al. 2013) . , for example, had trained observers to measure implementation quality as adherence to the curriculum (i.e., fidelity), quality of delivery, student responsiveness, and teacher control of the class. They found that these variables formed a single implementation variable that moderated program outcomes. A more recent study used teacher reports of students' engagement (i.e., participant responsiveness) and teacher self-reports of adherence and showed that greater levels of student engagement significantly predicted program outcomes whereas adherence was unrelated to outcomes (Low et al., 2013) . While null findings for adherence could result from social desirability bias in teacher self-reports (Lillehoj et al., 2004) , this study more poignantly directs attention to the role of participant responsiveness in predicting program outcomes. Extant literature suggests that more detailed examination of dimensions of implementation is warranted.
The present study focuses on three dimensions of implementation: implementer quality of delivery, participant responsiveness, and adherence to curriculum content (fidelity). These dimensions are common to extant reviews implying they may be essential to understanding implementation. We utilize extensive observational measures of these dimensions. Thus, this study advances prevention science by offering a detailed examination of quality of delivery, participant responsiveness, and adherence and relationships between these dimensions and outcomes of the keepin' it REAL program. The study hypothesizes that higher levels of implementation quality will predict better outcomes (H1). We also seek to understand how specific aspects of implementation quality (e.g., delivery quality, participant responsiveness) relate to outcomes (i.e., norms, efficacy, and substance use) (RQ1).
Methods

Procedures
Data for this study are part of a larger investigation of adaptation processes and implementation of the keepin' it REAL (kiR) program (see Colby et al., 2013; Miller-Day et al., 2013; Pettigrew et al., 2013) . The larger study examines adaptation for rural schools and implementation processes, seeking to evaluate the relative effectiveness of designer adapted (i.e., curriculum customized by developers to rural students) versus non-adapted (i.e., the original, multicultural/urban curriculum) verses controls (i.e., schools continuing prevention activities as usual and not receiving keepin' it REAL). The present study examines implementation of both curriculum versions and explores effects of adherence, teacher delivery quality, and student responsiveness on proximal program outcomes (i.e., norms, efficacy) and youth substance use.
For the present study, both the adapted and non-adapted versions of the kiR curriculum were implemented in school districts defined as rural by the National Center for Education Statistics in Pennsylvania (PA) and Ohio (OH) during the 2009-2010 school year. Schools (n=39) were randomly assigned to control (n=14), classic (n=11), or rural (n=14) conditions (see Graham et al., 2013) . During training, teachers in both treatment conditions were directed to set up a camcorder in the back of the room and record their implementation. Although they were provided different versions of the curriculum (adapted, non-adapted), teachers in both conditions were given the same training in delivery and were both allowed to modify the curriculum, which allowed us to examine implementer adaptation across conditions through video observations. Teachers were provided a $10 incentive for completing a short on-line evaluation after each lessons and mailing videos of each lesson to project staff. Videos were collected during a single year of implementation and included data from 31 teachers in 25 schools. Treatment schools ranged in size from 194 to 1087 students (M=552, SD=27) and included seventhgrade classrooms in elementary (n=4), middle (n=7), and high schools (n=14). The number of seventh graders in treatment schools ranged from 27 to 226 students (M=99, SD=59) (school data available from NCES Common Core of Data, 2006 Data, -2007 school year at http://nces.ed.gov/ccd).
Students from all conditions participated in four waves of data collection administered by a university survey research center. These analyses focus on the first two waves of surveys administered in the fall semester of participants' seventh grade year and subsequently in the spring semesters of that year.
Spacing of surveys provided a baseline and immediate posttest following intervention delivery. For both waves of data collection, lists of students were obtained from participating schools. Passive parental consent was obtained for all participating students. Project staff coordinated with schools to schedule a survey date on which surveys were administered on site. Student informed assent forms were provided in writing and read aloud to all students. Only assented students, whose parents did not deny permission, participated in the survey. One make-up date was scheduled for each school to collect data from students who were absent during the scheduled survey date. All procedures were approved by a university institutional review board.
Teachers and Training
Participating teachers averaged about 13 years of teaching experience (M=12.81, SD=9.04) and were recruited by the Principal or Assistant Principal to participate voluntarily in the project. As reported elsewhere , teachers in treatment conditions participated in a 1-day training workshop during which they received copies of the curriculum manual. Manuals included detailed lesson plans, handouts, and homework sheets as well as PowerPoint files that corresponded with each lesson. Training included an overview of research on youth drug use, a presentation of the theoretical model undergirding the curriculum, and a report of existing studies of the effectiveness of the kiR program. The training also included several activities that familiarized implementers with the design of the kiR curriculum as well as instruction on and practice in using the lessons. Finally, teachers received training about how to conduct the research activities related to the project, such as video recording.
Measures
This study utilized both observational coding of videos to measure implementation and student self-reports of attitudes, beliefs, and behaviors. Implementation was measured by adherence, teacher engagement, student engagement, and teacher quality. Student outcomes include substance use related norms, efficacy, and substance use behaviors.
Implementation Quality Observational coding of teacher videos was used to measure implementation. Advantages of observation over self-report have been noted, as teachers often under-report adaptation and over-report fidelity (e.g., MillerDay et al., 2013) and self-reports of implementation have not been as useful predictors of outcomes as observer reports (Lillehoj et al., 2004) . Of the possible 780 videos (78 classes, 10 lessons per class), 688 teacher videos (88 %) were returned to project staff. Given their number and length, a subset of videos were randomly selected for coding using a procedure designed for this study that allowed for a balanced selection (e.g., across lessons) of videos (for details, see Pettigrew et al., 2013) . This procedure resulted in coding of 276 videos, which were watched and rated by trained coders using both qualitative and quantitative techniques to measure a variety of indicators, including implementation quality. Coder training included self-study of the coding manual, guided coding practice with feedback, and regular participation in coder meetings. An acceptable level of inter-coder reliability (see Hayes & Krippendorff 2007 ) was set at 0.80 prior to the outset of coding and was checked four times during the coding process by randomly selecting videos for double coding resulting in the following levels of agreement: 0.94, 0.93, 0.84, and 0.92. A detailed coder's manual, standardized training, and coder meetings held at regular intervals were used to help maintain agreement as well as prevent coder drift (for details, see also Pettigrew et al., 2013; Shin et al. 2011) .
Variables used in this study were patterned after prior articulations of implementation quality (e.g., Dusenbury et al., 2005) . Based on a review of the extant literature at the outset of the study, these dimensions included adherence, teacher engagement, a global rating of teacher delivery quality, and student engagement/responsiveness.
Adherence Adherence was conceptualized as how closely the implementation matched the prescribed content of the curricula. Closely aligned with fidelity, adherence was assessed by coder ratings on a three-point scale measuring how well teachers met the stated objectives of each lesson. Coders indicated very well, adequate, or poor. A rating of "Very Well" indicated that coders were fully confident that the listed objective was accomplished in the lesson. A rating of "Adequate" indicated that some of the listed objectives were accomplished. For example, information pertaining to the objective might have been introduced, but there was no practice, discussion, or indication that the students understood the concepts. A rating of "Poor" indicated that the listed objective was not accomplished. Adherence was rated for each of the selected lessons per class and averaged across lessons to create a mean level of adherence per class.
Teacher Engagement Teacher engagement was rated on five dimensions (attentiveness, enthusiasm, seriousness, clarity, and positivity) each using a four-point scale. Attentiveness measured the degree to which teachers appeared to be attentive to student needs and nonverbal cues throughout the lesson. Enthusiasm tapped how energetically the teacher delivered lesson content. A third item, seriousness, measured of how seriously the teacher presented the lesson content (e.g., did they make sarcastic or critical jokes about objectives). Clarity rated the degree to which a teacher's directions, explanations, and lecture were lucid, clear, or easy to understand. Finally, positivity measured a teacher's verbal and nonverbal feedback provided to the students throughout a lesson (e.g., verbal praises, smiles, backchannel cues of support). Each dimension was averaged across lessons (e.g., mean level of attentiveness in all coded lessons). These were then averaged together to form the mean level of teacher engagement per class.
Student Engagement Student engagement was measured by two variables, both rated on a four-point scale. One measured how attentive students were to the lesson while the second measured the degree to which students participated in lesson activities. These two constructs were averaged across lessons to form class levels of attentiveness and participation. These were then averaged together to create a mean level of student engagement per class.
Global Teaching Quality A single-item, global evaluation of delivery quality was also included, measured on a five-point scale ranging from poor to excellent. The global assessment judged the teachers overall excellence in the quality of delivery of the content and teaching technique in the lesson. To receive an excellent rating, the instructor adhered to the lesson's content, materials, and objectives, students and teacher were engaged, and teaching was effective. The global teaching quality variable was computed by averaging across lessons.
Outcome Measures Student surveys took about 55 min to complete and consisted of approximately 146 items. The survey was administered in a three-form design to maximize the number of items included in the questionnaire within the time allotted by the schools . Students completed one of three versions of the survey each consisting of approximately 109 items. One block of items (X) appeared on all the surveys and two additional blocks items (AB, AC, or BC) were given at random to different sets of students. Variables included in this study assess two proximal outcomes (efficacy, norms), which are hypothesized mediators of longer-term program outcomes, and students' substance use behaviors (drugs).
Efficacy One of the goals of keepin' it REAL is to equip youth with confidence to use refusal skills taught by the curriculum during offer-response episodes. Using modified items from previous prevention research , two aspects of efficacy were measured: self and response efficacy (see also Choi et al. 2013) . Eight items (four each for alcohol and marijuana) assessed students' self-efficacy, or their belief that they possessed the ability to use the REAL strategies (i.e., refuse, explain, avoid, or leave; see Alberts et al. 1991; Pettigrew et al. 2011 ) if they received a drug offer. Response efficacy, or the belief that the resistance strategies taught in the lessons will be effective, was assessed by four items. Scales were created for response efficacy and for self-efficacy (averaging within substance, and then averaging together). A summary variable (efficacy) was computed by equally weighting and averaging self-efficacy and response-efficacy scales.
Norms kiR lessons attempt to correct misperceptions about the prevalence middle-school students' substance use. Some content explicitly teaches about the prevalence of peer use while other content models non-use as an appropriate and desirable choice, potentially influencing participants' views on the acceptability of substance use. A norms scale was adapted from previous studies with four items that tapped into descriptive norms, or students' perceptions of peer use (e.g., out of 100 students your age, how many do you think drink alcohol), and four items adapted from the Communities that Care Youth Survey (Arthur et al. 2002) that measured peer injunctive norms, or perceptions of the degree to which peers find adolescent substance use acceptable (e.g., do you think it is wrong for someone your age to smoke cigarettes). Scales were computed for both types of norms separately, then equally weighted and averaged together to form a composite norms variable.
Substance Use Substance use was measured by 13 items assessing use of alcohol, cigarettes, chewing tobacco, and marijuana from . While not perfect, previous work has validated self-reported substance use behaviors showing 95-100 % agreement with analysis of saliva samples (Ellickson & Bell, 1990; Needle et al. 1989 ). Thus, self-reported use of each substance was measured by three items that asked about lifetime use (e.g., how many cigarettes have you smoked in your entire life?) and recent use (e.g., how many cigarettes have you smoked in the past 30 days? how many days in the past 30 days have you smoked cigarettes?). Appropriate responses were given for each item. For example, response choices for the amount of recent use ranged from none to more than about once a day for alcohol, cigarettes, chewing tobacco, and marijuana. Frequency rates for all substances ranged from none to 16 to 30 days. We included one additional question about alcohol that asked students to report the number of times they had five or more drinks in a row in the past 2 weeks. Scales were created for each substance by equally weighting and averaging items related to each substance together. The drugs variable was computed as an equally weighted average of alcohol, cigarettes, marijuana, and chewing tobacco scales.
Analytical Plan
Summary Variables In order to test the appropriateness of treating each implementation quality indicator separately, an exploratory factor analysis (principle axis factoring with promax rotation) of teacher engagement variables (attentiveness, enthusiasm, seriousness, clarity, positivity), student engagement variables (attentiveness, participation), and global teaching quality was conducted. This analysis showed that the items loaded onto a single factor that explained 57 % of the variance. To confirm the factor structure, we reran the factor analysis using the combined variables rather than the dimensions of each construct; that is, we used teacher engagement, student engagement, and global teaching quality rather than, for example, teacher attentiveness, enthusiasm, seriousness, clarity, and positivity. This analysis again showed a single factor that explained 77 % of the variance. Thus, a composite delivery variable was computed using a weighted average of student engagement, teacher engagement, and global teaching quality such that teacher engagement was given twice the weight as student engagement and global teaching quality. The weighting scheme was judged appropriate because (a) coded videos primarily focused on teachers' verbal and nonverbal behaviors rather than students' because video cameras were typically set up in the rear of the classroom and captured only the backs of students; and (b) teachers had a greater role in the delivery of the curriculum (e.g., introducing concepts and activities, managing time, etc.) indicated by the increased number of variables used to measure teacher engagement (n= 5) compared with student engagement (n=2) (see also Pettigrew et al., 2013) . Our weighting scheme doubled the standardized teacher engagement variable and averaged it with standardized student engagement and global teaching quality variables to compute a composite delivery variable.
Owing to the high correlation between the composite delivery variable and the adherence variable (r=0.73), a second factor analysis (principle axis with promax rotation) was computed. Both items loaded onto a single factor that explained 87 % of the variance, so a single implementation quality summary variable (IQsum) was computed by equally weighting and averaging delivery and adherence.
A single summary outcome variable (DVsum) was also computed to allow for an omnibus test of implementation quality on outcomes. The summary outcome variable was the equally weighted average of efficacy, norms, and drugs and was computed for both waves of data (with efficacy reverse coded for this weighted average).
Linking Data Sets Prior to analyses, we linked the implementation data (i.e., coded video data) with student survey data. Under ideal circumstances we would be able to match individual student scores with the specific classrooms in which the program was delivered. However, circumstances precluded a perfect match for all classrooms. To account for the imperfect match, we determined that as long as a match was likely between implementation data and individual student data (e.g., a teacher delivered kiR to only one class of students within a school, teachers delivered kiR to multiple classes but provided information linking the video and student data, teacher delivered information to multiple classes but information linking video and student data could be inferred from information provided by teachers), we used individual class level data. However, where a match was unlikely (e.g., teachers taught kiR to more than one class but provided inconsistent, little or no corroborating information), we used data for the entire school. Following these guidelines, we matched 68 % of the cases using individual class level data and for the remaining 32 % of cases used school level outcome data.
Missing Data Missing data occurred almost exclusively within the data for the individual students. In order to take best advantage of partial data, and to limit biases, we employed multiple imputation (MI) with SAS (version 9.2) Proc MI following guidelines in Graham (2012) . In order to take the school structure into account, we created dummy variables for school membership to be included in the imputation analysis. In order to maximize statistical power compared to the equivalent ML analysis, we generated a total of m=200 data sets (see Graham et al. 2007 ). Following Graham (2012) , half of these were imputed including the school-membership dummy codes, and half were imputed omitting the dummy variables. This procedure has been found to produce realistic, but slightly conservative estimates of the intraclass correlation (ICC). For both models, the EM convergence criterion was set to 0.00001, following Graham (2012) . When the dummy variables were included, EM (MLE) converged normally in 37 iterations. When dummy variables were omitted, EM (MLE) converged normally in 31 iterations. For imputation with both models, we set the number of MCMC burn-in iterations to 500, and the number of MCMC iterations between imputed data sets to 100.
Results
To examine classroom level effects, statistically controlling for school level effects, we used a mixed model design. We used Proc Mixed in SAS (version 9.2) to conduct the analyses. All analyses controlled for initial levels of the dependent variable.
We were interested in exploring how delivery and adherence impacted drugs, norms, and efficacy. However, conducting six different tests would require some adjustment to prevent capitalizing on chance. Rather than altering the significance level (e.g., through a Bonferroni adjustment) we opted to run a single omnibus test using the composite implementation quality measure (IQsum) predicting the composite DV (DVsum). This test controlled for experiment-wise type I error; it helped rule out the possibility that none of the six effects was significant. We reasoned that if the omnibus test was significant we would be justified in exploring the individual relationships among delivery quality and adherence on the three outcomes without further adjustment.
The omnibus analysis showed that the combined implementation quality variable significantly predicted outcomes controlling for pre-intervention levels, t(44)=−2.07, p=0.044. Thus, results support H1 that higher levels of implementation quality predicted better outcomes; better implementation was related in the predicted direction to the outcome variables.
Given the significant relationship between implementation quality and outcomes, we were justified in examining how specific dimensions of implementation quality related to outcomes (RQ1). We computed six additional tests to examine separately the effects of delivery and adherence on each of the three dependent variables (efficacy, norms, and substance use). Statistics associated with these tests are reported in Table 1 . Results show that better delivery quality significantly predicted more conservative norms and less substance use among adolescents whereas better adherence to the curriculum significantly predicted more conservative norms and was marginally significantly related to less substance use. Efficacy was not predicted by delivery quality or adherence.
Finally, the findings in response to RQ1 that delivery and adherence predicted drugs and norms justified further decomposing the outcomes to examine what effect, if any, the implementation variables had on the individual variables making up these outcomes. Rather than look at effects on drugs, for example, we looked at effects on alcohol, smoking tobacco, chewing tobacco, and marijuana. We imputed a new data set following the same procedures used for the previous test (a new imputation model was required due to the nested nature of the data; one imputation could not incorporate both the composite and individual levels of variables; Graham, 2012) . We included implementation quality variables (i.e., delivery, adherence) as well as both pre-intervention and post-intervention variables for drugs (i.e., alcohol, smoking tobacco, marijuana, chewing tobacco) and norms (i.e., perceptions of peer acceptability, perceptions of peer prevalence). With this data set, we computed mixed model regression using Proc Mixed in SAS. Results of these tests are also reported in Table 1 .
Delivery significantly predicted less use of alcohol and marijuana and marginally significantly predicted less use of smoking and chewing tobacco. Better delivery also significantly predicted conservative perceptions of peer prevalence but not perceptions of peer acceptability. Adherence was significantly related to less alcohol use but was not significantly related to any other type of drug use. Adherence was also significantly related to perceptions of peer prevalence but not perceptions of peer acceptability.
Discussion
The current study presents a method for more comprehensively and objectively measuring implementation quality and confirms previous findings that demonstrate that implementation affects outcomes. The study adds to existing knowledge by (a) presenting results of a quasi-experimental test of keepin' it REAL and (b) describing procedures for measuring implementation quality (adherence, delivery) as well as its relationships with outcomes.
Quasi-Experimental Test of kiR This study presents a quasiexperimental evaluation of the kiR curriculum. Findings show that when delivered well, the program has a better effect on proximal outcomes and substance use compared to when the program is delivered poorly. When well implemented, the program showed significant reductions in substance use even at the end of seventh grade immediately following curriculum delivery. Upon close examination, findings show that adherence (i.e., meeting curriculum objectives) was significantly related to reduced alcohol use whereas better delivery quality (e.g., higher levels of teacher and student engagement) either significantly or marginally predicted reductions in all types of substance use. This finding underscores the importance of engaging classrooms and aligns with a seminal metaanalysis that showed interactive prevention programs outperformed non-interactive programs (Tobler et al., 2000) . Absent engaged classroom behavior (i.e., high-delivery quality), high fidelity to the curriculum may only have a limited effect on adolescent substances use. Another study (Low et al., 2013) also demonstrated that engagement with a prevention program trumped adherence in predicting outcomes.
It is possible to interpret these findings as devaluing the importance of prevention curricula and emphasizing individual characteristics of a teacher, however, both are necessary. Without an efficacious curriculum, high implementation quality logically will result in null or negative program outcomes. For example, Sanchez et al. (2007) found that observer reports of adherence, dose, and delivery quality predicted negative outcomes (e.g., anger, alcohol use), which corresponded with overall negative results of the program at a 6-month followup. Participant responsiveness (measured as peer and teacher support) was the only implementation variable they found to predicted positive outcomes. If a poorly conceived or nonefficacious program is well implemented, it will have no effects, or worse, will result in negative effects. Both the program and its implementation are crucial, although engagement with an efficacious curriculum may be more important than mere adherence.
Results also demonstrated significant effects on norms, such that a well delivered program resulted in more conservative beliefs about peer use. Delivery and adherence both affected perceptions of peer prevalence but neither affected perceptions of peer acceptability. Thus, although meeting program objectives and delivering the program well provides youth with a more accurate assessment of how much substance use takes place among peers, neither has an impact on whether or not youth see peer use as right or wrong. Since kiR presents substances use as a risk with potentially negative consequences and not as an inherent wrong, it follows that the program would have little effect on this variable. However, it is likely, too, that because the curriculum teaches decision making in light of risks and consequences as well as presenting a positive image of substance-free activities, as youth who receive the curriculum age and gain either personal or vicarious exposure to the consequences of substance use that they will come to see it as unadvised, if not unacceptable.
The study found no effects for efficacy. The program is designed to increase both self and response efficacy as these constructs are associated with decreased substance use (Choi et al., 2013) . Counter to expectations, delivery and adherence were not significant predictors of efficacy in the current study. We speculate that an immediate post-test is too soon to find DVsum=equally weighted average of efficacy, norms, drugs delivery=weighted average (2:1:1) of teacher engagement, student engagement, teacher quality adherence=coder rating of degree to which lesson objective were met drugs=equally weighted average of alcohol, cigarettes, marijuana, and chewing tobacco scales norms=equally weighted average of perceptions of peer prevalence and peer acceptability efficacy=equally weighted average of self-efficacy and response-efficacy scales changes in the aggregate of these variables among young adolescents. Developing efficacy may be a slow moving process that requires students gain exposure to situations demanding them to apply (or not) refusal skills (see Bandura & Wood, 1989; Choi et al., 2013) . Using a finer grain measure would track these developmental changes. Since this study reports only two waves of data from youth in the seventh grade, it cannot test this hypothesis. Second, since we used an omnibus test to justify decomposition of the variables, we did not look at effects on self and response efficacy separately. It seems reasonable immediately following the program to expect greater effects on self-efficacy (i.e., the ability to use the REAL strategies) with lesser effects on response efficacy (i.e., the effectiveness of the REAL strategies); self-efficacy may be a skill that is learned and practiced in the abstract whereas response efficacy may be a skill that is tested through application to concrete substance offer situations. As youth age and gain exposure to personal and peer use, a well implemented program could show effects on efficacy over a poorly implemented program. Although only quasi-experimental, together these findings demonstrate effects for the kiR program. This study is not a program evaluation since it does not compare treatment conditions to control conditions. Nor does this study perform a mediation analysis of implementation quality (IQ→efficacy, norms→substances use) as it only includes two waves of data. This study lacks a long-term follow-up and two versions of kiR were considered together in these analyses. A full examination of effects should account for implementation quality and look at the researcher adapted version (rural) versus the non-adapted version (classic) versus the control condition and should study effects over a longer period of time. Based on this study and others, researchers ought to include implementation as a mediator of program outcomes during intent-to-treat evaluations.
Studying Implementation Quality Our findings, more broadly, add to the emerging body of knowledge about various dimensions of implementation quality. Studies and reviews of implementation quality consistently include, at a minimum, adherence, participant responsiveness, and delivery quality (e.g., Berkel et al., 2011; Dusenbury et al., 2003; . These dimensions have been treated as separate in models of implementation processes on program evaluation (e.g., Berkel et al., 2011) ; however, practical experience (Rohrbach et al. 2010 ) and empirical studies have not tended to support that these can be treated separately. For example, found one factor of implementation quality as did Rohrbach et al. (1993) . In our study we reliably rated dimensions separately. Nevertheless, when subjected to factor analysis participant responsiveness and teacher delivery quality created only a single factor. Delivery was highly correlated with adherence (r=0.73) indicating that these two dimensions may legitimately be considered part of the same construct.
There are both conceptual and methodological explanations for the single-factor model of implementation quality. Conceptually, even though rated separately, dimensions of implementation quality are expressed simultaneously. Teacher and student engagement are two measures of a single phenomenon unfolding at the same time, or at least in very rapid sequence. Perhaps this is why empirical studies of responsiveness, delivery quality, and adherence find only one implementation factor. Methodologically, this study averaged across lessons to create variables that characterized a teachers' overall delivery, adherence to the curriculum, and students' overall responsiveness. Averaging tends to obscure differences among the dimensions. Thus, we may find more of a distinction within single lessons, but with the across-lesson averages we would expect less distinction. Future research examining implementation during a single lesson might investigate the distinctiveness of these variables.
Our findings also demonstrate advantages for measuring implementation quality using observations of video data. Observations, compared to self-reports, help decrease bias, as they have been shown to be more accurate and more variable (e.g., Lillehoj et al., 2004; Miller-Day et al., 2013) . For example, reported that in their pilot study of implementation quality, self-reports of the degree to which implementers met program goals and their enthusiasm delivering the program averaged to above 6 on a seven-point scale. Videos may have also contributed to more "natural" teaching behaviors than if an observer was present. Training teachers then releasing them to deliver kiR without intensive oversight may have facilitated variability in program delivery. As Dane and Schneider (1998) note, when "investigators relinquish control of the implementation…, inconsistencies in program delivery become more likely" (p. 24). Recordings also allowed us to easily aggregate observations across multiple lessons and multiple coders, which have been shown to enhance reliability of measuring teacher behaviors (Ho & Kane, 2013) . Extensive coding of video data to measure implementation quality was, in these ways, beneficial.
Findings illustrate the importance of a well delivered program. When students receive a poorly delivered program it is like they are not receiving all of an intervention while participating in a well delivered program is like receiving the full treatment. For example, if teachers only present half the curriculum material or design (i.e., low adherence), it is as if their students only receive half the program. If students are inattentive or do not participate (i.e., low delivery quality), they are not receiving the entirety of the program. To aggregate data across teachers with highly varied implementation quality will potentially obscure real program effects (type III error, Dusenbury et al., 2003) because it is like looking at effects for patients who only participated in half a treatment alongside those who received a full treatment.
Findings from this study have important implications for program design, training, and implementation processes. First, instructors' manuals need to be clearly written and easily executed. The keepin' it REAL manual was developed with teachers and other implementers, but further research should be conducted to check implementer understanding and ability to easily follow the manual. Thought might be given as to whether materials incorporated into the program assure a high level of student engagement (i.e., a poor curriculum cannot be delivered well). Similarly, training should emphasize the importance of delivery quality and student indicators (engagement, etc.) of success. Selected videos collected from this research are being integrated into kiR training to accomplish this purpose. Finally, ongoing technical support is needed to reinforce and possibly even reteach the curriculum to implementers. The support system should include ongoing feedback based on implementer input (i.e., how they implement each lesson) as well as social networking opportunities for implementers to share experiences and obtain and provide reinforcement.
Conclusion
In summary, this paper contributes to a growing body of research demonstrating the importance of implementation research as a component of prevention science. While clearly developing efficacious and effective curriculum is vital, if not implemented well they are unlikely to achieve their prevention goals. Thus, implementation research, such as the current study, needs to stand alongside curriculum development as two of the pillars of the emerging science of prevention. These findings not only contribute to our understanding of how such research should be conducted but also the implications of implementation quality for prevention outcomes. 
