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Abstract
An F-zip over a field of positive characteristic is a vector space together with
two filtrations whose subquotients are related in a certain way. We will define the
category of F-zips and some basic constructions in it, especially exterior powers. If
the ground field is algebraically closed, one can give a classification of F-Zips in terms
of combinatorics. However, the way constructions and concepts in the category of
F-zips manifest themselves in terms of the classifying invariant, is yet to be fully
understood.
The theory of F-crystals suggests that another invariant might be useful in trying
to improve the understanding of F-zips. Given an F-zip, we calculate for every 1-
dimensional F-zip (of which there is essentially one for every integer d) 1(d) and
every r ∈ Z the dimension of the space of F-zip morphisms from 1(d) into the r-th
exterior power of the given F-zip.
To make sense of this however, we will have to canonically decompose these spaces
of morphisms each into two subspaces that are finite-dimensional over the prime field
and its prime field respectively.
One result will then be a way to calculate these numbers for a given isomorphism
type. Our main result however, is a negative one: The invariant does not classify
F-zips.
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1. Introduction
When investigating the De Rham cohomology of varieties over a field k of characteristic
p > 0, the notion of an F-zip naturally arises. For simplicity, let us assume k to be
perfect. Then an F-zip essentially is an n-dimensional k-vector space together with two
filtrations whose subquotients are related in a certain way. In fact, to describe an F-zip
up to isomorphism, it is sufficient to say where the dimension jumps in the filtrations
and to give a permutation of 1, . . . , n. That permutation will encode the information of
how the two filtrations and their respective subquotients are related. The question of
when two permutations yield isomorphic F-zips is subtle, but can be answered (at least
if k is algebraically closed). Thus, F-zips can be fully classified. Still, it is not clear, how
some information about the F-zip (for example, the property of it being simple or not)
can be read off the permutation and how certain operations on F-zips might correspond
to certain operations on the permutations associated to them.
This has led to the search for new meaningful invariants of F-zips that ideally even
encode the isomorphism class. In this thesis we will examine one such candidate.
More precisely, an F-zip V is a quadruple consisting of an n-dimensional vector space
V , a descending filtration C•, an ascending filtration D• and Frobenius-linear bijec-
tions ϕi : C
i/Ci+1 → Di/Di−1 (i.e., ϕi is additive and ϕi(ax) = a
pϕi(x) for a ∈ k,
x ∈ Ci/Ci+1) and a morphism of F-zips respects the filtrations and makes the obvious
squares commute. We will show that there is a natural notion of exterior powers of
F-zips (which is just the usual exterior power of the underlying vector space endowed
with a suitable F-zip structure as outlined in [PWZ12]). Then one can consider the
numbers
(
dimFp Hom(1(d),
∧mV))
(d,m)∈Z×N
, where the F-zip 1(d) is just k with filtra-
tions C• = (· · · ⊇ k ⊇ k ⊇ 0 ⊇ 0 ⊇ · · · ) and D• = (· · · ⊆ 0 ⊆ 0 ⊆ k ⊆ k ⊆ · · · ) both
jumping in dimension at step d, the bijection Cd/Cd+1 → Dd/Dd−1 being simply the
Frobenius endomorphism. The hope might be that these provide enough information to
maybe even recover the isomorphism class of V.
However, we will point out that these Hom-spaces will in general not even be finite
dimensional Fp-vector spaces (also note that is quite clear that they can’t be k-vector
spaces in general). This issue still can be fixed in that we can choose a natural splitting
Hom(1(d),V) = U1⊕U2 where U1 is a finite dimensional Fp-vector space and U2 a finite
dimensional k-vector space and then consider the dimensions of U1 and U2, but we will
also provide an example of a type of F-zips (having height n = 5) where we can’t recover
the isomorphism class even after this modification.
In the first section we will define exactly what an F-zip is and what a morphism of
F-zips is and we will give some basic examples. In the next section we go on to show that
the category of F-zips is Fp-linear (in particular it has finite (co)products) and define
the tensor product of F-zips. Things get a bit more complicated when we want to define
the exterior power since we will of course want to build it from the tensor product, but
taking images, kernels and cokernels of arbitrary morphisms of F-zips will turn out to
be problematic; thus making us restrict our attention to morphisms satisfying an extra
condition, the admissible morphisms. The category of F-zips with said class of admissible
morphisms will then be shown to be an exact category (whence the name “admissible”).
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After having discussed all these constructions, we briefly describe the details of the
above-mentioned classification of F-zips using permutations and, as an example, prove
the full statement in the special case where both filtrations are full (i.e., the dimension
always jumps by 0 or 1).
The next section will answer the question of what taking exterior powers means in
terms of the associated permutations and the section after that we will discuss how to
still make sense of our original approach of calculating the numbers dimFp Hom(1(d),V)
by writing Hom(1(d),V) = U1⊕U2 as described above. We will then be able to calculate
these two dimensions by looking at the permutation associated to V.
Finally, using these results, we will give an example of a case of two F-zips where all
these numbers agree, but their isomorphism classes do not.
2. F-zips
In this section we want to introduce the category of F-zips. F-zips are objects of semi-
linear algebra, so we start with a few basic remarks on that.
Definition 2.1. Let ρ : R → S be a ring homomorphism, M an R-module and N an
S-module.
We then define ρ∗M :=M ⊗R S (an S-module) and note that, via ρ, we can consider
N also as an R-module ρ∗N .
A map f : M → N is called ρ-linear if it is R-linear considered as a map M → ρ∗N ,
i.e., if it is additive and f(rm) = ρ(r)f(m) for all r ∈ R and m ∈M .
Lemma 2.2. ρ∗ and ρ∗ are adjoint functors, i.e.,
HomS(ρ
∗M,N) ∼= HomR(M,ρ∗N)
functorial in M and N .
As our ground field we fix a perfect field k of characteristic p. Recall that saying that
k is perfect is equivalent to saying that the Frobenius endomorphism
σ : k → k, x 7→ xp
is bijective.
If V is a k-vector space, we will write V (p) instead of σ∗V .
Definition 2.3. An F-zip over k is a quadruple V = (V,C•,D•, ϕ•) consisting of a
finite dimensional k-vector space V , a descending chain C• =
(
Ci
)
i∈Z of k-subspaces of
V with
⋂
i C
i = 0 (⇐⇒ Ci = 0 for large i) and
⋃
iC
i = V (⇐⇒ Ci = V for small i),
an ascending chain D• = (Di)i∈Z of k-subspaces of V with
⋂
iDi = 0 (⇐⇒ Di = 0 for
small i) and
⋃
iDi = V (⇐⇒ Di = V for large i) and a family ϕ• = (ϕi)i∈Z of σ-linear
bijective maps ϕi : C
i/Ci+1 → Di/Di−1 (alternatively: ϕi : (C
i/Ci+1)(p) → Di/Di−1
k-linear isomorphism).
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Notation: griCV = C
i/Ci+1, grDi V = Di/Di−1
The map τ : Z→ N0, i 7→ dimk gr
i
CV = dimk C
i − dimk C
i+1 is called the type of V.
Remark 2.4. V ,
⊕
i∈Z gr
i
CV and
⊕
i∈Z gr
D
i V all have the same k-dimension, i.e., these
are isomorphic k-vector spaces.
Proof: dimk
⊕
i∈Z gr
i
CV =
∑
i∈Z(dimk C
i − dimk C
i+1) = dimk V and analogously for
V ∼=
⊕
i∈Z gr
D
i V. 
Example 2.5. For d ∈ Z define the Tate F-zip 1(d) by V = k, Ci = 0 for i > d, Ci = k
for i ≤ d, Di = 0 for i < d and Di = k for i ≥ d and ϕi = 0 for i 6= d and ϕd = σ.
The Tate F-zips not only are the most simple example of F-zips (apart from the trivial
F-zip), but – as we shall see later on – they also play a special role (as hinted at by the
notation 1(d)) insofar as the natural notion of tensor products of F-zips is concerned.
2.1. Morphisms of F-zips
We now have defined F-zips as objects and complete the definition as follows:
Definition 2.6. A morphism f : V→W of F-zips over k is a k-linear map f : V →W
satisfying the following conditions:
(i) f respects both the filtrations C• and D• of V andW in that f(C
iV) ⊆ CiW and
f(DiV) ⊆ DiW for all i.
(ii) The following diagram commutes for all i:
griCV gr
i
CW
grDi Wgr
D
i V
griCf
grDi f
ϕi(V) ϕi(W)
Here griCf and gr
D
i f are the natural maps induced by f .
We will now take a closer look at the Hom-sets and give some simple examples.
Example 2.7. Let f : k → V be a k-linear map. Then f ∈ Hom(F-zips/k)(1(d),V) if
and only if f(k) ⊆ CdV ∩DdV and the following diagram commutes:
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k grdCV
grDd Vk
grdCf
grDd f
σ ϕd(V)
Put differently, f ∈ Hom(F-zips/k)(1(d),V) if and only if f(1) ∈ C
dV ∩ DdV and
f(1) +Dd−1V = ϕd(V)(f(1) +C
d+1V).
Example 2.8. Let f : k → k be a k-linear map. Then f ∈ Hom(F-zips/k)(1(d),1(d)) if
and only if the following diagram commutes:
k k
kk
f
f
σ σ
So we have to have f(1) = σ(f(1)), i.e., f(1) ∈ Fp.
Thus Hom(F-zips/k)(1(d),1(d)) = {f ∈ Endk(k) | f(1) ∈ Fp} ∼= Fp.
Example 2.9. Let d < e be integers.
Then Ce(1(d)) = 0 and Ce(1(e)) = k, so that there exists no f ∈ Endk(k) with f 6= 0
and f(Ce(1(e))) ⊆ Ce(1(d)). Hence, Hom(F-zips/k)(1(e),1(d)) = 0.
Similarly, Dd(1(d)) = k and Dd(1(e)) = 0, so that there exists no f ∈ Endk(k) with
f 6= 0 and f(Dd(1(d))) ⊆ Dd(1(e)). Hence, Hom(F-zips/k)(1(d),1(e)) = 0.
Remark 2.10. Let a ∈ k, f ∈ Hom(F-zips/k)(V,W).
Then
ϕi(W) ◦ (a gr
i
Cf) = σ(a) (ϕi(W) ◦ gr
i
Cf)
= σ(a) (grDi f ◦ ϕi(V)) = (σ(a) gr
D
i f) ◦ ϕi(V)
Hence:
af ∈ HomF-zips/k(V,W)
⇐⇒ a = σ(a) or grDi f = gr
i
Cf = 0 for all i
⇐⇒ a ∈ Fp or ∀i : f(DiV) ⊆ Di−1W and f(C
iV) ⊆ Ci+1W.
It follows that Hom(F-zips/k)(V,W) is a Fp-vector space, but not a k-vector space in
general.
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Also, it will in general not be a finite dimensional Fp-vector space, as illustrated by
the following example:
Example 2.11. Consider the F-zip V with V = k2 = 〈e1, e2〉 and C
−1 = 〈e1, e2〉 ⊇
C0 = 〈e1〉 ⊇ C
1 = 〈e1〉 ⊇ C
2 = 0 and D−2 = 0 ⊆ D−1 = 〈e1〉 ⊆ D0 = 〈e1〉 ⊆ D1 =
〈e1, e2〉.
Then τ(i) = 0 for i /∈ {−1, 1} and τ(±1) = 1.
We have Hom(F-zips/k)(1(0),V) = {af | a ∈ k} ∼= k with
f : k → 〈e1, e2〉, 1 7→ e1.
For concrete computations involving filtered vector spaces (e.g. F-zips), the following
terminology will often be useful:
Definition 2.12. Let K be a field and (V, F •) an n-dimensional vector space together
with a (not necessarily complete) flag F • on it.
We shall say that a basis {ei}1≤i≤n of V is adapted to F
• (or that it is a basis of
(V, F •)), if for all r ∈ Z there exists I ⊆ {1, . . . , n} such that F r is generated by
{ei | i ∈ I}.
Remark 2.13. There always exists a basis adapted to F •, as can be seen by successively
extending a basis.
3. F-zip constructions
We will now investigate the category of F-zips further. We will show that it is an exact
Fp-linear tensor category and describe the construction of exterior powers.
Let U,V,W,Z be F-zips over k.
3.1. Direct sum, (F-zips/k) is Fp-linear
Definition 3.1. Define
V⊕W = (V ⊕W,
(
CiV⊕ CiW
)
i
, (DiV⊕DiW)i , (ϕiV⊕ ϕiW)i).
Then
griC(V⊕W) =
(
CiV⊕ CiW
)
/
(
Ci+1V⊕ Ci+1W
)
∼=
(
CiV/Ci+1V
)
⊕
(
CiW/Ci+1W
)
= griCV⊕ gr
i
CW
and analogously, grDi (V⊕W) = gr
D
i V⊕ gr
D
i W.
Lemma 3.2. (F-zips/k) is an (additive and) Fp-linear category and the preceding def-
inition indeed gives a description of the (co)product of two F-zips over k.
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Proof: In Remark 2.10 we observed that Hom(F-zips/k)(V,W) ⊆ Hom(k-Mod)(V,W ) is
an Fp-subspace. Composition then obviously is Fp-bilinear. Thus (F-zips/k) is Fp-linear
and what remains to be shown is that V ⊕W from the preceding definition is indeed
the coproduct of V and W.
To this end, let ιV : V → V ⊕ W and ιW : W → V ⊕ W be the natural k-linear
maps. We have ιV (C
iV) = CiV ⊕ 0 ⊆ CiV ⊕ CiW = Ci(V ⊕W) and analogously
ιV (DiV) ⊆ Di(V⊕W). Also, (ϕiV⊕ ϕiW) ◦ gr
i
CιV = gr
D
i ιV ◦ ϕi(V) : gr
i
CV→ gr
D
i V⊕ gr
D
i W
since both are equal to (ϕiV, 0). Hence, ιV is a morphism of F-zips, and so is ιW .
Now, given some F-zip T and two morphisms f : V → T, g : W → T, there exists
a unique k-linear map u : V ⊕ W → T with u ◦ ιV = f and u ◦ ιW = g. We have
u(Ci(V⊕W)) ⊆ CiT since Ci(V⊕W) = Ci(V)⊕Ci(W) is generated by the elements
of Ci(V) ∼= ιV (C
i(V)) and Ci(W) ∼= ιW (C
i(W)). Likewise, the diagram
griCV⊕ gr
i
CW gr
i
CT
grDi Tgr
D
i V⊕ gr
D
i W
griCu = gr
i
Cf ⊕ gr
i
Cg
grDi u = gr
D
i f ⊕ gr
D
i g
ϕi(V)⊕ ϕi(W) ϕi(T)
whose commutativity we need to show, can effectively be split into two diagrams that
we know to be commutative. Consequently, u is a morphism of F-zips and the lemma is
proved. 
3.2. Tensor product
Definition 3.3. Define
V⊗W =
(
V ⊗W,
( ∑
i+j=r
CiV⊗CjW
)
r
,
( ∑
i+j=r
DiV⊗DjW
)
r
,
( ⊕
i+j=r
ϕiV⊗ ϕjW
)
r
)
.
Lemma 3.4. (F-zips/k) is a tensor category, the unit object being 1(0) (defined in Ex-
ample 2.5), in the sense that there are natural isomorphisms (V⊗W)⊗ Z ∼= V⊗ (W⊗ Z),
1(0)⊗V ∼= V and V⊗ 1(0) ∼= V, which are compatible in the obvious ways.
Proof: (k-Mod) is a tensor category and one just has to check that the isomorphisms
(V ⊗W )⊗Z ∼= V ⊗(W⊗Z), . . . are compatible with the filtrations and make the relevant
squares commute, which is immediate. 
Lemma 3.5. The natural isomorphism (U ⊕ V ) ⊗ W → (U ⊗ W ) ⊕ (V ⊗ W ) is an
isomorphism of F-zips.
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Proof: We observe that
Cr((U⊕V)⊗W) =
∑
i+j=r
(CiU⊕ CiV)⊗ CjW
∼=
∑
i+j=r
(
(CiU⊗ CjW)⊕ (CiV⊗ CjW)
)
=
∑
i+j=r
(CiU⊗ CjW)⊕
∑
i+j=r
(CiV⊗ CjW)
= Cr(U⊗W)⊕Cr(V⊗W).
Like this it follows that the natural isomorphism respects the filtration, i.e., (i) from
Definition 2.6 is satisfied. It is then straightforward to verify that (ii) is satisfied as
well. 
Lemma 3.6. There are natural isomorphisms
grrC(V⊗W)
∼=
⊕
i+j=r
griCV⊗ gr
j
CW,
grDr (V⊗W)
∼=
⊕
i+j=r
grDi V⊗ gr
D
j W.
Proof: (of the first equation, the second is proved in the same way)
Here we consider a finite dimensional vector space V endowed with a descending
filtration C•.
The finite dimensional vector spaces endowed with a descending filtration form a
category (Fil•-Vec) in the obvious way (cf. Definition 2.6) that has finite coproducts (cf.
Definition 3.1).
One may write (V,C•) = (V1, C
•
1 ) ⊕ · · · ⊕ (Vn, C
•
n) with ∀i : dimVi = 1: Choose a
basis e1, . . . , en of V with C
i = 〈ej | h(i) ≤ j ≤ n〉, where h : Z → {1, . . . , n} ∪ {∞} is
monotonically increasing. Then set Vν = 〈eν〉 and C
i
ν = Vν if i ≤ sν := sup{i | h(i) ≤ ν}
and Ciν = 0 else.
Now
Cr(Vν ⊗W) =
∑
j≥r−sν
Vν ⊗ C
j(W) = Vν ⊗ C
r−sν(W),
hence
grrC(Vν ⊗W) = C
r(Vν ⊗W)/C
r+1(Vν ⊗W)
∼= (Vν ⊗ C
r−sν(W))/(Vν ⊗ C
r−sν+1(W))
∼= Vν ⊗ (C
r−sν (W)/Cr−sν+1(W))
∼= grsνC (Vν)⊗ gr
r−sν
C (W)
∼=
⊕
i+j=r
(
griC(Vν)⊗ gr
j
C(W)
)
.
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Consequently,
grrC(V⊗W)
∼= grrC(
( n⊕
ν=1
Vν
)
⊗W)
∼=
n⊕
ν=1
grrC(Vν ⊗W)
∼=
n⊕
ν=1
⊕
i+j=r
(
griCVν ⊗ gr
j
CW
)
∼=
⊕
i+j=r
n⊕
ν=1
(
griCVν ⊗ gr
j
CW
)
∼=
⊕
i+j=r
( n⊕
ν=1
griCVν
)
⊗ grjCW
∼=
⊕
i+j=r
griC
( n⊕
ν=1
Vν
)
⊗ grjCW
∼=
⊕
i+j=r
griCV⊗ gr
j
CW. 
Remark 3.7. In the last equation we are making the following identifications:∑
i+j=r
(∑
ν
Aνijeν
)
⊗ wij + C
r+1(V⊗W) =̂
∑
i+j=r
(Aνijeν)ν ⊗wij + C
r+1(
⊕
ν
Vν ⊗W)
=̂
 ∑
i+j=r
Aνijeν ⊗ wij + C
r+1(Vν ⊗W)

ν
=̂
((
(Aνijeν + C
i+1Vν)⊗ (wij + C
j+1W)
)
i+j=r
)
ν
=̂
((
(Aνijeν + C
i+1Vν)⊗ (wij + C
j+1W)
)
ν
)
i+j=r
=̂
((
Aνijeν + C
i+1Vν
)
ν
⊗ (wij + C
j+1W)
)
i+j=r
=̂
((∑
ν
Aνijeν + C
i+1V
)
⊗ (wij + C
j+1W)
)
i+j=r
,
where wij ∈ C
jW, Aνij ∈ k, Vν = 〈eν〉.
Remark 3.8. Generalizing what was previously shown, one has the following identities:
Cr(
m⊗
ν=1
Vν) =
∑
i1+···+im=r
m⊗
ν=1
CiνVν ,
Dr(
m⊗
ν=1
Vν) =
∑
i1+···+im=r
m⊗
ν=1
DiνVν ,
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grrC(
m⊗
ν=1
Vν) =
⊕
i1+···+im=r
m⊗
ν=1
griνCVν ,
grDr (
m⊗
ν=1
Vν) =
⊕
i1+···+im=r
m⊗
ν=1
grDiνVν .
Remark 3.9. V⊗ 1(d) is “V shifted to the right by d” in the following sense:
Cr(V⊗ 1(d)) =
∑
i+j=r, j≤d
Ci = Cr−d, etc.
3.3. Admissible morphisms, images, kernels, cokernels
Our next aim is to construct the kernel (and the cokernel and the image) of a morphism
of F-zips. To this end, we will want to take its kernel as a k-linear map and then
endow it with an appropriate F-zip structure. However, this construction will only work
for a certain class of nice morphisms. When we restrict our attention to this class of
morphisms, we will also be able to make sense of exact sequences in the category of
F-zips.
Definition 3.10. f ∈ Hom(F-zips/k)(V,W) is called admissible if f(C
iV) = f(V )∩CiW
and f(DiV) = f(V ) ∩DiW for all i.
Lemma 3.11. Let f ∈ Hom(F-zips/k)(V,V) with f
2 = λf for some λ ∈ k×.
Then it follows that f is admissible.
Proof: We have to show that f(Ci) ⊇ f(V ) ∩ Ci and f(Di) ⊇ f(V ) ∩Di.
Let x ∈ f(V )∩Ci. Then x = f(v) for some v ∈ V . Thus f(x) = f2(v) = λf(v) = λx,
hence x = f(x/λ) ∈ f(Ci).
The second inclusion is proved analogously. 
As mentioned before, we can now construct images, kernels and cokernels of admissible
morphisms in a natural way.
Definition 3.12. Let f ∈ Hom(F-zips/k)(V,W) be admissible. Define
im(f) := (f(V ), f(C•V) = f(V ) ∩ C•W, f(D•V) = f(V ) ∩D•W, ϕ•(W)|gr•
C
(im(f))).
ϕi(W) maps gr
i
C(im(f)) into gr
D
i (im(f)), because
griC(im(f)) = (f(V ) ∩ C
iW)/(f(V ) ∩ Ci+1W)
∼= {f(c) = griCf(c) ∈ C
iW/Ci+1W | c ∈ CiV} ⊆ CiW/Ci+1W
and for c ∈ CiV:
(ϕi(W) ◦ gr
i
Cf)(c) = (gr
D
i f ◦ ϕi(V))(c) ∈ {f(d) = gr
D
i f(d) ∈ DiW/Di−1W | d ∈ DiV}
∼= (f(V ) ∩DiW)/(f(V ) ∩Di−1W) = gr
D
i (im(f)).
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Definition 3.13. Let f ∈ Hom(F-zips/k)(V,W) be admissible. Define
ker(f) := (ker(f), ker(f) ∩ C•V, ker(f) ∩D•V, ϕ•(V)|gr•
C
(ker(f))).
ϕi(V) maps gr
i
C(ker(f)) into gr
D
i (ker(f)) because of the following:
For d ∈ DiV, we have
grDi f(d) = 0 ⇐⇒ f(d) ∈ f(V ) ∩Di−1W = f(Di−1V)
⇐⇒ f(d) = f(d′) for some d′ ∈ Di−1V
and
griC(ker(f)) = (ker(f) ∩ C
iV)/(ker(f) ∩ Ci+1V)
∼= {c ∈ Ci/Ci+1 | c ∈ CiV, f(c) = 0} ⊆ griCV
and for c ∈ CiV with f(c) = 0 (i.e., c ∈ griC(ker(f))) and d ∈ DiV with d = ϕi(V)(c)
we have
0 = (ϕi(W) ◦ gr
i
Cf)(c) = (gr
D
i f ◦ ϕi(V))(c) = gr
D
i f(d),
so that
f(d) = f(d′) for some d′ ∈ Di−1V.
Now
f(d− d′) = 0 and d = d− d′ in Di/Di−1,
so that
ϕi(V)(c) ∈ {d ∈ Di/Di+1 | d ∈ DiV, f(d) = 0} ∼= gr
D
i (ker(f)).
Definition 3.14. Let f ∈ Hom(F-zips/k)(V,W) be admissible, π : W → coker(f) the
natural projection. Define
coker(f) = (coker(f), π(C•W), π(D•W), ϕ•(W)).
This makes sense because of the following:
π(CiW) ∼= CiW/(f(V ) ∩ CiW) = CiW/f(CiV)
and
griC(coker(f)) = π(C
iW)/π(Ci+1W) = (CiW/f(CiV))/(Ci+1W/f(Ci+1V))
∼= CiW/(Ci+1W+ f(CiV)).
This completes the discussion of the technicalities. The main point is summarized by
the following proposition.
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Proposition 3.15. Every admissible morphism f : V → W of F-zips has a kernel, a
cokernel and an image and those are preserved by the forgetful functor into the category
of k-vector spaces.
More precisely: The constructions of ker(f), coker(f), im(f) given above indeed yield
a kernel, a cokernel and an image of f .
Moreover, the associated morphisms ker(f)→ V, W→ coker(f) and im(f)→W all
are admissible.
The proof of course is straightforward. The only difficult part is seeing that the kernel
resp. the cokernel resp. the image of f in the category of F-zips can be endowed with a
natural F-zip structure. But we have already shown that this is the case if f is admissible.
Next, we make precise the statement that the category of F-zips is exact.
The idea is as follows: The building blocks of exact sequences (in, say, an abelian
category) are short exact sequences, i.e., pairs A′
i
−→ A
p
−→ A′′ of morphisms where i is
a kernel of p and p is a cokernel of i. And in fact, all we need to make sense of exact
sequences is a class of such kernel-cokernel pairs, which is well behaved in certain ways.
In our particular example, we will want the morphisms i and p to be admissible. In fact,
this is where the term “admissible” stems from in the first place.
We now cite the definition of an exact category from [Büh10] (Definition 2.1):
Definition 3.16. Let A be an additive category.
If a class E of kernel-cokernel pairs is fixed, an admissible monic is a morphism i
for which there exists a morphism p such that (i, p) ∈ E . Admissible epics are defined
dually.
An exact structure on A is a class E of kernel–cokernel pairs which is closed under
isomorphisms and satisfies the following axioms:
[E0] For all objects A ∈ A, idA is an admissible monic.
[E0op] For all objects A ∈ A, idA is an admissible epic.
[E1] The class of admissible monics is closed under composition.
[E1op] The class of admissible epics is closed under composition.
[E2] The push-out of an admissible monic along an arbitrary morphism exists and
yields an admissible monic.
[E2op] The pull-back of an admissible epic along an arbitrary morphism exists and
yields an admissible epic.
An exact category is a pair (A,E ) consisting of an additive category A and an exact
structure E on A.
Elements of E are called short exact sequences.
Lemma 3.17. A morphism V→W in (F-zips/k) is admissible if and only if it factors
as an admissible epic followed by an admissible monic.
Proof: Obviously, the class of admissible morphisms is closed under composition, which
proves one direction.
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Conversely, if f : V → W is admissible, it factors as V ։ im(f) →֒ W, where
V ։ im(f) is an admissible epic (ker(f) → V → im(f) is a kernel-cokernel pair) and
im(f) →֒W is an admissible monic (im(f) →֒W→ coker(f) is a kernel-cokernel pair).
Lemma 3.18. Let f : V→W be an admissible morphism of F-zips over k.
1. The underlying map of sets of f is injective if and only if f is an admissible monic.
2. The underlying map of sets of f is surjective if and only if f is an admissible epic.
Proof: Essentially, this is true because it is true in (k-Mod) and the forgetful functor
(F-zips/k)→ (k-Mod) preserves kernels and cokernels. In more detail:
f not injective =⇒ ker(f) 6= 0 =⇒ f is not a monomorphism =⇒ f is not a kernel.
And if f is injective, V →W → coker(f) is a kernel-cokernel pair (the isomorphism
V ∼= im(f) = ker(W → coker(f)) of vector spaces is an isomorphism of F-zips).
Dually for surjectivity. 
Proposition 3.19. (F-zips/k) is an exact category with the notion of admissible mor-
phisms as in Definition 3.10.
Proof: We have shown that (F-zips/k) is additive in Lemma 3.2.
Define E to be the class of kernel-cokernel pairs (i, p) with i and p admissible in the
sense of Definition 3.10. Note that the definition of an admissible morphism relative to
E ([Büh10], Definition 8.1) then by Lemma 3.17 will be equivalent to ours.
Given a diagram
V W
W′V′
f
f ′
∼= ∼=
it is easy to see that f is admissible if and only if f ′ is, i.e., E is closed under isomor-
phisms.
We will now show that E satisfies the axioms of an exact structure.
E obviously satisfies axioms [E0]–[E1op] of an exact structure on (F-zips/k), that is,
all identity morphisms are admissible monics (resp. admissible epics) and the class of
admissible monics (resp. admissible epics) is closed under composition.
For axioms [E2] and [E2op] we will first need to demonstrate the existence of the push-
out of an admissible monic along an arbitrary morphism and, dually, the pull-back of
an admissible epic along an arbitrary morphism.
Let i : V →֒W be an admissible monic and let g : V→ T be any morphism. Then we
claim that z : V→W⊕T, v 7→ (i(v),−g(v)) is admissible. To see this, let y ∈ z(V )∩Ci,
y = (i(v),−g(v)), v ∈ V . Then i(v) ∈ Ci, hence v ∈ Ci (by admissibility of i), which
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is what we had to show. The push-out of i along g then is coker(z). The resulting
morphism W → coker(z) is the inclusion W → W ⊕ T followed by the cokernel of
an admissible morphism, hence it is a composition of admissible morphisms, hence it is
admissible. Also, push-out preserves exactness (i.e., the push-out of i along g is again
monic), because of Lemma 3.18 and this being true in the category of k-vector spaces.
Thus [E2] is proved. [E2op] then is proved much in the same way. 
3.4. Exterior and symmetric powers
We now wish to define the exterior powers of an F-zip. We already know how tensor
products of F-zips work and of course we base our construction on that. One obvious
way to go about this might be to just divide out the same subspace that one divides out
of the tensor product of k-vector spaces in order to obtain the exterior power of k-vector
spaces. However, we would have no obvious F-zip structure on this quotient and for
this reason we will instead construct the exterior powers as images of certain admissible
morphisms in the category of F-zips.
But first we describe how this works for plain R-modules.
Definition 3.20. Let R be a ring and M an R-module.
There is a natural action of Sm on M
⊗m: For π ∈ Sm and v1, . . . , vm ∈M define
π(v1 ⊗ · · · ⊗ vm) := vπ(1) ⊗ · · · ⊗ vπ(m).
and extend linearly to obtain an automorphism π of M⊗m.
Define
Am : M
⊗m →M⊗m, x 7→
∑
π∈Sm
sgn(π)π(x).
One might also interpretAm((−)
⊗m) as a functor (R-Mod)→ (R-Mod), since f⊗m : M⊗m → N⊗m
(where f : M → N is some R-linear map) restricts to anR-linear mapAm(M
⊗m)→ Am(N
⊗m).
Lemma 3.21. Let R be a ring, M a free R-module.
Let {ei}i∈I be a basis ofM. For i = (i1, . . . , im) ∈ I
m write ei := ei1⊗· · ·⊗eim ∈M
⊗m.
1. The kernel of Am is generated by all v1 ⊗ · · · ⊗ vm, where (v1, . . . , vm) ∈M
m with
vj = vl for some j 6= l.
2.
∧m(M) ∼= Am(M⊗m) naturally
3. Am(M
⊗m) ⊆ { z ∈ M⊗m | ∀π ∈ Sm : π(z) = sgn(π) z } (“alternating tensors are
skew-symmetric”) and if R→ R, x→ 2x is injective, equality holds.
4. If
∑
i∈Im aiei ∈ Am(M
⊗m), then
∑
i∈Im,i1<···<im aiei is a preimage under Am.
Proof: Set P := {i ∈ Im | ij 6= il whenever j 6= l}.
1.+2. Let (v1, . . . , vm) ∈M
m with vj = vl for some j 6= l and v := v1 ⊗ · · · ⊗ vm.
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We have a partition Sm = Z<⊔Z>, where Z< = {π | π(j) < π(l)}, Z> = {π | π(j) > π(l)},
and ∑
π∈Z<
sgn(π)π(v) =
∑
π′∈Z>
sgn(π′ ◦ (j l)) (π′ ◦ (j l))(v) = −
∑
π′∈Z>
sgn(π′)π′(v),
therefore Am(v) = 0.
This shows that N := 〈v1 ⊗ · · · ⊗ vm | ∃j 6= l : vj = vl〉 ⊆ ker(Am).
For the converse let x =
∑
i∈Im aiei ∈ ker(Am). Since we already know that
∑
i∈Im\P aiei ∈ N ,
we may assume that ai = 0 for i /∈ P .
Fix i ∈ P. Am(x) = 0 implies
∑
π∈Sm sgn(π) aπ(i) = 0.
This is a linear equation, whose solution space is generated by all f1 − sgn(π) fπ,
π ∈ Sm, where {fπ}π is the canonical basis of R
(Sm).
Writing (aπ(i))π∈Sm =
∑
ri,π(f1 − sgn(π) fπ), we obtain
x =
∑
i1<···<im
∑
π∈Sm
aπ(i)eπ(i) =
∑
i1<···<im
∑
π∈Sm
ri,π(ei − sgn(π) eπ(i)).
And ei − sgn(π) eπ(i) clearly vanishes in
∧mM =M⊗m/N.
Hence x ∈ N and ker(Am) = N. By the the isomorphism theorem, Am gives rise to
an isomorphism
m∧
M =M⊗m/N ∼= Am(M
⊗m).
(Note also that 4. will enable us to write down the inverse map explicitely.)
Naturality is trivial.
3. The inclusion “⊆” is trivial.
Suppose that multiplication by 2 is injective (in R and thus in every free R-module).
Let z ∈ M⊗m with ∀π ∈ Sm : π(z) = sgn(π) z. Express z as a linear combination of
basis vectors z =
∑
i aiei.
We have aπ−1(i) = sgn(π) ai for all i, π by the assumption. So, if ij = il, j 6= l and
τ = (j l) ∈ Sm, we have ai = aτ(i) = sgn(τ) ai = −ai, that is, 2ai = 0, which means
that ai = 0. Hence
z =
∑
i∈P
aiei =
∑
i1<···<im
∑
π∈Sm
aπ(i)eπ(i) =
∑
i1<···<im
∑
π∈Sm
sgn(π−1) aieπ(i)
=
∑
i1<···<im
ai
∑
π∈Sm
sgn(π) eπ(i) = Am(
∑
i1<···<im
aiei) ∈ Am(M
⊗m).
This calculation also proves 4.: If z ∈ Am(M
⊗m), we know by 1. that there is a
preimage x of z under Am that can be written in terms of basis vectors ei with i ∈ P.
But then z also can be written in terms of these vectors by definition of Am. Now carry
out the calculation above. 
Remark 3.22. The statements 1.–3. of the preceding lemma also hold if M is only
assumed to be locally free (since the questions of whether one submodule is included in
another and whether a natural isomorphism exists, are local in nature).
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Back to F-zips. We still want to construct exterior powers of F-zips and our course
of action – motivated by statement 2. of the preceding lemma – will be to show that
Am is an admissible morphism of F-zips and then to define the
∧mV as the image of
Am : V
⊗m → V⊗m.
Lemma 3.23. Am : V
⊗m → V ⊗m is an admissible morphism of F-zips.
Proof: We have
Am(C
r(V⊗m)) = Am(
∑
i1+···+im=r
m⊗
ν=1
CiνV) ⊆
∑
i1+···+im=r
m⊗
ν=1
CiνV = Cr(V⊗m),
Am(Dr(V
⊗m)) = Am(
∑
i1+···+im=r
m⊗
ν=1
DiνV) ⊆
∑
i1+···+im=r
m⊗
ν=1
DiνV = Dr(V
⊗m).
Next, we show
grDr Am ◦ (
⊕
i1+···+im=r
m⊗
ν=1
ϕiν ) = (
⊕
i1+···+im=r
m⊗
ν=1
ϕiν ) ◦ gr
r
CAm.
For cij ∈ C
ijV, we have
grrCAm(
∑
i1+···+im=r
ci1 ⊗ · · · ⊗ c
i
m + C
r+1(V⊗m))
=
∑
i1+···+im=r
Am(c
i
1 ⊗ · · · ⊗ c
i
m) + C
r+1(V⊗m)
=
∑
i1+···+im=r
∑
π∈Sm
sgn(π) ciπ(1) ⊗ · · · ⊗ c
i
π(m) + C
r+1(V⊗m)
=̂
 ∑
π∈Sm
sgn(π) (c
π−1(i)
π(1) + C
i1+1V)⊗ · · · ⊗ (c
π−1(i)
π(m) + C
im+1V)

i1+···+im=r
,
so that, choosing a representative ϕRepν (c¯) ∈ DνV of ϕν(c¯) ∈ DνV/Dν−1V, we have
((
⊕
i1+···+im=r
m⊗
ν=1
ϕiν ) ◦ gr
r
CAm(
∑
i1+···+im=r
ci1 ⊗ · · · ⊗ c
i
m + C
r+1(V⊗m)))
=
 ∑
π∈Sm
sgn(π)ϕi1(c
π−1(i)
π(1) + C
i1+1V)⊗ · · · ⊗ ϕim(c
π−1(i)
π(m) + C
im+1V)

i1+···+im=r
=̂
∑
i1+···+im=r
∑
π∈Sm
sgn(π)ϕRepi1 (c
i
π(1) + C
i1+1V)⊗ · · · ⊗ ϕRepim (c
i
π(m) +C
im+1V) +Dr−1(V
⊗m)
=
∑
i1+···+im=r
Am(ϕ
Rep
i1
(ci1 +C
i1+1V)⊗ · · · ⊗ ϕRepim (c
i
m + C
im+1V)) +Dr−1(V
⊗m)
= grDr Am(
∑
i1+···+im=r
ϕRepi1 (c
i
1 + C
i1+1V)⊗ · · · ⊗ ϕRepim (c
i
m + C
im+1V) + Cr+1(V⊗m))
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=̂ grDr Am(
(
ϕi1(c
i
1 + C
i1+1V)⊗ · · · ⊗ ϕim(c
i
m + C
im+1V)
)
i1+···+im=r
)
= grDr Am ◦ (
⊕
i1+···+im=r
m⊗
ν=1
ϕiν )(
(
(ci1 + C
i1+1V)⊗ · · · ⊗ (cim + C
im+1V)
)
i1+···+im=r
)
= grDr Am ◦ (
⊕
i1+···+im=r
m⊗
ν=1
ϕiν )(
∑
i1+···+im=r
ci1 ⊗ · · · ⊗ c
i
m + C
r+1(V⊗m)).
We conclude that Am ∈ Hom(F-zips/k)(V
⊗m,V⊗m) and still have to prove admissibility.
Choose a basis {ei}i of V adapted to the filtration C
•V. Suppose that z ∈ Cr(V⊗m) ∩Am(V
⊗m).
Then we may write z =
∑
i aiei with eij ∈ C
s(i,j)(V),
∑
j s(i, j) = r, and, according
to Lemma 3.21,
∑
i1<···<im aiei is a preimage under Am. It follows that Am(V
⊗m) ∩
Cr(V⊗m) ⊆ Am(C
r(V⊗m)) and, similarly, Am(V
⊗m)∩Dr(V
⊗m) ⊆ Am(Dr(V
⊗m)), i.e.,
Am is admissible. 
Definition 3.24. Define
m∧
V := imAm
= (
m∧
V,
m∧
V ∩ C•(V⊗m),
m∧
V ∩D•(V
⊗m), ϕ•(V
⊗m)
∣∣∧m
V
).
We give a short account of some basic facts and identities concerning the exterior
powers, which will be useful later on.
Remark 3.25. One has
Cr(
m∧
V) = 〈v1 ∧ · · · ∧ vm | vj ∈ C
ijV, i1 + · · ·+ im = r〉
= 〈v1 ∧ · · · ∧ vm | vj ∈ C
ijV, i1 + · · ·+ im = r, i1 ≥ · · · ≥ im〉
Lemma 3.26. Let A be a ring, (Mλ)λ∈L a family of A-modules.
Then ∧
(
⊕
λ∈L
Mλ) ∼=
g
⊗
λ∈L
∧
Mλ
as graded A-algebras.
Here, if Bλ =
⊕
iB
i
λ, λ ∈ L, are graded A-algebras, then
g⊗
λ∈LBλ is the skew tensor
algebra of (Bλ)λ that is characterized by the following universal property: There are
morphisms fλ : Bλ →
g⊗
λ∈LBλ such that if T is a graded A-algebra and gλ : Bλ → T
are morphisms satisfying gλ(x) · gµ(y) = (−1)
klgµ(y) · gλ(x) for all x ∈ B
k
λ and y ∈ B
l
µ,
then there exists a unique g : g
⊗
λ∈LBλ → T with g ◦ fλ = gλ (cf. [Bou89], III, §4.7,
prop. 10).
The r-th graded piece of g
⊗
λ∈LBλ is given by
⊕
Biλλ , where the direct sum is taken
over all (iλ)λ∈L with
∑
iλ = r, and the morphisms fλ from above are the obvious ones.
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Proof: ([Bou89], Algebra, III, §7.7, prop. 10)
The natural maps jλ : Mλ →
⊕
λ∈LMλ give rise to∧
jλ :
∧
Mλ →
∧⊕
λ∈L
Mλ,
using functoriality of the exterior algebra.
We have (
∧
jλ)(x)∧ (
∧
jµ)(y) = (−1)
kl(
∧
jµ)(y)∧ (
∧
jλ)(x) for homogeneous elements
(x, y) ∈
∧kMλ ×∧lMµ. By the universal property of the skew tensor algebra, we get a
homomorphism
g : g
⊗
λ∈L
∧
Mλ →
∧⊕
λ∈L
Mλ with
∧
jλ = g ◦ fλ ∀λ ∈ L,
where fλ :
∧
Mλ →
g⊗
λ∈L
∧
Mλ is the natural homomorphism.
This is the desired isomorphism. 
Corollary 3.27. Let A be a ring, (Mλ)λ∈L a family of A-modules.
m∧
(
⊕
λ∈L
Mλ) ∼=
⊕∑
iλ=m
⊗
λ∈L
iλ∧
Mλ
as A-modules.
Remark 3.28. If L = {1, 2}, the isomorphism from Corollary 3.27 is given by
(v1, 0) ∧ · · · ∧ (vi, 0) ∧ (0, wi+1) ∧ · · · ∧ (0, wm) 7→ (v1 ∧ · · · ∧ vi)⊗ (wi+1 ∧ · · · ∧ wm)
and
∧m(M1⊕M2) is generated by vectors of the form (v1, 0) ∧ · · · ∧ (vi, 0) ∧ (0, wi+1) ∧ · · · ∧ (0, wm).
Remark 3.29. Let Φ:
∧m(V ⊕W ) ∼−→⊕a≥0∧a V ⊗∧m−aW be the isomorphism from
Corollary 3.27.
Then Φ is an isomorphism of F-zips,
m∧
(V⊕W) ∼=
⊕
i+j=m
i∧
V⊗
j∧
W.
Proof:
Cr
m∧
(V⊕W) =
〈
m∧
j=1
(vj , wj)
∣∣∣∣∣∣ vj ∈ CijV, wj ∈ CijW,
m∑
j=1
ij = r
〉
=
〈
m∧
j=1
(vj , wj)
∣∣∣∣∣∣ ∀j : (vj ∈ CijV, wj ∈ CijW, vj = 0 oder wj = 0),
m∑
j=1
ij = r
〉
=
∑
a≥0
〈
a∧
j=1
(vj , 0) ∧
m∧
j=a+1
(0, wj)
∣∣∣∣∣∣ vj ∈ CijV, wj ∈ CijW,
m∑
j=1
ij = r
〉
,
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hence
Φ(Cr
m∧
(V⊕W)) =
⊕
a≥0
〈
a∧
j=1
vj ⊗
m∧
j=a+1
wj
∣∣∣∣∣∣ vj ∈ CijV, wj ∈ CijW,
m∑
j=1
ij = r
〉
=
⊕
a≥0
∑
s+t=r
〈
a∧
j=1
vj ⊗
m∧
j=a+1
wj
∣∣∣∣∣∣ vj ∈ CijV, wj ∈ CijW,
a∑
j=1
ij = s,
m∑
j=a+1
ij = t
〉
=
⊕
a≥0
∑
s+t=r
〈
a∧
j=1
vj ⊗
m∧
j=a+1
wj
∣∣∣∣∣∣
a∧
j=1
vj ∈ C
s
a∧
V,
m∧
j=a+1
wj ∈ C
t
m−a∧
W
〉
=
⊕
a≥0
∑
s+t=r
Cs
a∧
V⊗ Ct
m−a∧
W
=
⊕
a≥0
Cr(
a∧
V⊗
m−a∧
W)
= Cr(
⊕
a≥0
a∧
V⊗
m−a∧
W)
and simlarly for D•.
Also, ⊕
a≥0
⊕
i+j=r
ϕi(
a∧
V)⊗ ϕj(
m−a∧
W)
 ◦ grrCΦ = grDr Φ ◦ ϕr(m∧(V⊕W)),
as a cumbersome calculation similar to the one in 3.23 shows. 
Finally, we note that we also have the similar notion of symmetric powers of F-zips.
Definition 3.30. Define
Bm :
⊕
π∈Sm
V ⊗m → V ⊗m, (xπ)π 7→
∑
π∈Sm
(π(xπ)− xπ).
We then have
imBm =
〈
π(x)− x
∣∣ x ∈ V ⊗m, π ∈ Sm〉
=
〈
τ(x)− x
∣∣ x ∈ V ⊗m, τ ∈ Sm transposition of two adjacent elements〉 .
Bm is an admissible morphism of F-zips and
SmV := coker(Bm).
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3.5. Base change
Definition 3.31. Let k′/k be a field extension of perfect fields. We won’t distinguish
between the Frobenius endomorphism of k and the Frobenius endomorphism of k′.
Then, defining a(v ⊗ b) := v ⊗ (ab), V ⊗k k
′ is a k′-vector space and we have
(Ci ⊗k k
′)/(Ci+1 ⊗k k
′) ∼= (Ci/Ci+1)⊗k k
′.
Define
Vk′ := (V ⊗k k
′, C• ⊗k k
′,D• ⊗k k
′, ϕ• ⊗ σ).
This (evidently) is an F-zip over k′.
Lemma 3.32.
∧m(Vk′) ∼= (∧mV)k′ .
Proof: As in Remark 3.29: The natural isomorphism of vector spaces respects the
F-zip structure. 
3.6. Dual
Definition 3.33. Define V∨ by
Ci(V∨) := (V/C1−i(V))∨ = {λ ∈ V ∨ | C1−i(V) ⊆ kerλ},
Di(V
∨) := (V/D−1−i(V))
∨ = {λ ∈ V ∨ | D−1−i(V) ⊆ ker λ},
ϕi(V
∨) := ((ϕ−i(V))
−1)∨.
We have
griC(V
∨) ∼= gr−iC (V)
∨,
grDi (V
∨) ∼= grD−i(V)
∨.
4. Classification of F-zips
In this section we will give a system of representatives for the isomorphism classes of
F-zips of a fixed type over a fixed algebraically closed field.
Fix a type τ : Z → N0. Let supp(τ) = {i1 > · · · > ir} and nν := τ(iν), n :=
∑r
ν=1 nν
and mµ :=
∑µ
ν=1 nν . Set
W := Sn,
I := {(i i+ 1) ∈ Sn | i ∈ {1, . . . , n− 1}},
J := {(i i+ 1) ∈ I | i /∈ {mµ}µ=1,...,r−1},
WJ := (the subgroup of W generated by J) =
r∏
µ=1
S({mµ−1 + 1, . . . ,mµ}) ⊆ Sn,
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where the inclusion is given by
r∏
µ=1
S({mµ−1 + 1, . . . ,mµ}) ∋ (π1, . . . , πr) 7→ π1 · · · πr ∈ S({1, . . . , n}) = Sn
(Y ⊆ X =⇒ S(Y ) ⊆ S(X) in the obvious way).
Definition 4.1 (Length of a permutation). Let w ∈ Sn.
ℓ(w) := #(inversions of w) = #{(i, j) ∈ {1, . . . , n}2 | i < j, w(i) > w(j)}
Let JW be the set of the unique ℓ-minimal representatives of the left cosets WJ\W =
{WJw | w ∈ W}. We will now describe
JW and in particular justify the usage of the
word “unique” in the preceding sentence.
Fix w ∈W . Representatives of WJw are of the form
w˜ = w1 · · ·wrw, where wµ ∈ S({mµ−1 + 1, . . . ,mµ}) ⊆ Sn.
Consequently, inversions i < j, w(i) > w(j) with w(i), w(j) ∈ {mµ−1 +1, . . . ,mµ} for
some µ ∈ {1, . . . , r} are “fixable” and other inversions are not.
Thus, the ℓ-minimal representative w˜ of WJw satisfies
w˜−1(mµ−1 + 1) < · · · < w˜
−1(mµ) ∀µ = 1, . . . , r (1)
and
JW = {w˜ ∈W | (1) holds for w˜}.
Set
w0(i) := n+ 1− i,
w0,J(i) := mµ +mµ−1 + 1− i (mµ−1 + 1 ≤ i ≤ mµ),
wJ0 := w0w0,J , w
J
0 (i) = n−mµ −mµ−1 + i (mµ−1 + 1 ≤ i ≤ mµ),
w◦ := wwJ0
Then w0 is the single longest permutation in W and w0,J is the single longest permu-
tation in WJ .
Define an F-zip wV = (Fnp , C
•,D•, ϕ•) of type τ over Fp as follows:
Fnp = 〈e1, . . . , en〉Fp
Because of the type that we fixed, we necessarily need to have Ci/Ci+1 = Di/Di−1 = 0
for i /∈ {iν}ν , so that C
i = Ci+1 and Di = Di−1 for i /∈ {iν}ν . Hence, it is sufficient to
define Ciν and Diν for ν ∈ {1, . . . , r}.
Set
Ciν := 〈e1, . . . , emν 〉Fp ,
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Diν := 〈ew(mν−1+1), . . . , ew(n)〉Fp .
Then
Ciν/Ciν+1 = Ciν/Ciν−1 = 〈emν−1+1, . . . , emν 〉Fp ,
Diν/Diν−1 = Diν/Diν+1 = 〈ew(mν−1+1), . . . , ew(mν )〉Fp .
Define ϕν by ϕν(el) := ew(l).
Proposition 4.2. The map
JW → {F-zips/k of type τ}/∼=,
w 7→ [
(
w◦V
)
k
]∼=
is bijective, if k is algebraically closed.
Proof: [Wed08], Theorem 3.6 
4.1. The example of full F-zips
Lemma 4.3. Let k be a field and let V be an n-dimensional k-vector space. Let V =
Fn ) Fn−1 ) · · · ) F0 = 0 and V = Gn ) Gn−1 ) · · · ) G0 = 0 be two full flags on V .
Then there exists a basis {ei}1≤i≤n of V and a permutation w ∈ Sn with Fj = 〈ei | i ≤ j〉
and Gj = 〈ew(i) | i ≤ j〉 for all 1 ≤ i ≤ n.
Proof: First choose some basis {ei}1≤i≤n of V with Fj = 〈ei | i ≤ j〉 for all j.
Then G1 is generated by
∑
λiei for some λi ∈ k. Let w(1) := ℓ be the largest
index with λℓ 6= 0 and replace eℓ by
∑
λiei. Then {ei}1≤i≤n still is a basis of V with
Fj = 〈ei | i ≤ j〉 for all j.
Now G2 is generated by ew(1) and
∑
λiei for some λi ∈ k, λw(1) = 0. Let w(2) := ℓ be
the largest index with λℓ 6= 0, replace eℓ by
∑
λiei and proceed like this. 
Proposition 4.4. Let k be an algebraically closed field.
If ∀i ∈ Z : τ(i) ≤ 1, then an F-zip V over k of type τ is already determined by
(V,C•,D•) up to isomorphism.
Proof: Using the previous remark we choose a basis {ei}1≤i≤n of (V,C
•,D•). Let
w ∈ Sn be the corresponding permutation.
Let ψ• be the family of isomorphism gr
r
C → gr
D
r with ei 7→ ew(i).
The family ϕ• associated to V is given ei 7→ λiew(i) for some λi ∈ k
×.
We shall now determine a tuple (ai)1≤i≤n ∈ (k
×)n such that the k-linear map f : V → V, ei 7→ aiei
yields an isomorphism between (V,C•,D•, ψ•) and V = (V,C
•,D•, ϕ•).
For this to be true, the only conditions on {ai}i (other than ai ∈ k
× for all i) are that
for every i ∈ Z the diagram
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〈ei〉 〈ei〉
〈ew(i)〉〈ew(i)〉
f
f
ei 7→ ew(i)σ-linear ei 7→ λiew(i) σ-linear
commutes, that is, ∀i ∈ Z : api λi = aw(i).
Write w = c1 · · · cs as a product of disjoint cycles, where ci = (ji,1 · · · ji,mi) (mi =
ord(ci)), such that {1, . . . , n} is the set of all ji,l.
Our conditions then become
λji,1a
p
ji,1
= aw(ji,1), (∗)
λw(i)a
p
w(ji,1)
= aw2(ji,1),
. . . ,
λwmi−1(ji,1)a
p
wmi−1(ji,1)
= aji,1.
So, choosing a non-trivial (i.e., invertible) root aji,1 of
X − λwmi−1(ji,1)
(
λwmi−2(ji,1)
(
· · ·
(
λw(ji,1)
(
λji,1X
p
)p)p
· · ·
)p)p
= X
(
1−
(
mi∏
l=1
λp
l−1
wmi−l(ji,1)
)
Xp
mi−1
)
for all i and defining awl(ji,1) successively by (∗), will do it. 
Definition 4.5. An F-zip as in the previous proposition is called a full F-zip.
5. The permutation associated to
∧m(wV)k
Let k be algebraically closed and consider the F-zip (wV)k of type τ associated to the
permutation w ∈ Sn, n =
∑
i∈Z τ(i). We now wish to determine w
′ ∈ Sn′ (n
′ =
(n
m
)
)
such that
∧m(wV)k is associated to the permutation w′ ∈ Sn′ .
Set
Tm := {S ⊆ {1, . . . , n} : |S| = m}
and for µν ∈ {1, . . . , n} set
E{µ1,...,µm} := eµ1 ∧ · · · ∧ eµm ∈
m∧
kn,
which of course is only well defined up to sign. For our purposes we can mostly ignore
this inconvenience since we have the following lemma:
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Lemma 5.1. Let V,W be two F-zips (over an algebraically closed field k) of arbitrary
type τ , whose underlying vector spaces are identical and have a basis e1, . . . , en adapted
to both the ascending and the descending filtration, such that the isomorphisms grrC →
grDr are given by ei 7→ µiew(i) and ei 7→ λiew(i) respectively for some w ∈ Sn and
µi, λi ∈ k
×. Then V ∼=W.
Proof: Without loss of generality, ∀i : µi = 1.
An isomorphism is given by f : V → V, ei 7→ aiei for appropriate ai ∈ k
×, which we
may determine as follows:
We want the diagram
grrCV gr
r
CW
grDr V gr
D
r W
f
f
ei 7→ λiew(i)ei 7→ ew(i)
to commute, where grrCV = gr
r
CW = 〈ei | i ∈ Ir〉 for some Ir ⊆ {1, . . . , n} and horizontal
arrows are k-linear, vertical arrows are σ-linear.
So, for i ∈ Ir we want the following equation to be true:
api λiew(i) =
((
ei 7→ λiew(i)
)
◦ f
)
(ei)
!
=
(
f ◦
(
ei 7→ ew(i)
))
(ei) = aiew(i),
that is, we need to choose ai ∈ k
× such that ap−1i = λ
−1
i . Since k is algebraically closed,
this is possible. 
Then by definition, with respect to the basis (ES)S∈Tm (which is adapted to both
filtrations),
∧m(wV)k is given by the permutation {µν}ν 7→ {w(µν)}ν , that is, by ι(w)
where ι : Sn → S(Tm) is the obvious group action of Sn on Tm.
Put differently,
m∧
(wV)k = (
ι(w)V)k.
Of course,
∧m(wV)k is not completely described by just giving that permutation. The
type of
∧m(wV)k (which is of course determined by τ , the type of (wV)k) also matters.
If (wV)k is a full F-zip, the k-dimension of gr
r
C
∧mV is the number of possibilities to
write r as a sum of m distinct elements of supp(τ) (irrespective of the order of the
summands). For general F-zips, this gets even more complicated, so we leave it at that.
6. Dimension of Hom(1(r), (wV)k)
Notation: Fix r ∈ Z, a (not necessarily full) type of F-zips τ and w ∈ Sn, where
n :=
∑
τ(i). Set
W := (wV)k,
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T := Cr(W) ∩Dr(W),
L := grrCW,
R := grDr W.
Write w = c1 · · · cs as a product of disjoint cycles, where ci = (ji,1 · · · ji,mi) (mi =
ord(ci)), such that {1, . . . , n} is the set of all ji,l.
Proposition 6.1. Let k be algebraically closed. There exists d′ ∈ N0 such that
Hom(1(r), (wV)k) ∼=
⊕
i∈J
Fpmi ⊕ k
d′
as Fp-vector spaces, where
J = {i ∈ {1, . . . , s} | ∀µ ∈ {1, . . . ,mi} : eji,µ ∈ L}
(Here {ei}1≤i≤n is the basis we used to define the F-zip associated to w, a basis that is
adapted to both C• and D•.)
Set
ψ1(r,W) := ψ1(r, τ, w) := d =
∑
i∈J
mi,
ψ2(r,W) := ψ1(r, τ, w) := d
′.
Proof: In the following, “i ∈ T ” will sometimes be used as an abbreviation for “ei ∈ T ”,
etc.
Recall that the isomorphisms Cν/Cν+1 → Dν/Dν−1 are given by eµ 7→ ew(µ), in
particular
i ∈ L ⇐⇒ w(i) ∈ R.
Let f : k → kn be k-linear.
Write f(1) =
∑
aiei. Here f ∈ Hom(1(r),W) =⇒ ∀i /∈ T : ai = 0.
We then have
((ei 7→ ew(i)) ◦ gr
r
Cf)(1) =
∑
biei,
grDr f(1) =
∑
ciei,
where
bi =
a
p
w−1(i), w
−1(i) ∈ L
0, w−1(i) /∈ L
ci =
{
ai, i ∈ R
0, i /∈ R
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So, f ∈ Hom(1(r),W) if and only if (∀i /∈ T : ai = 0 and
∑
biei =
∑
ciei) if and only
if for all i ∈ {1, . . . , n} the following conditions hold:
ai = 0, i /∈ T
ai = a
p
w−1(i), w
−1(i) ∈ L (⇔ i ∈ R)
(no extra condition), i ∈ T,w−1(i) /∈ L
If ai is to be an “Fpm-parameter”, we need to have a cycle of conditions
ai = a
p
w−1(i) = a
p2
w−2(i) = · · · = a
pm
w−m(i) = a
pm
i
Then wl(i) ∈ L for all l (hence wl(i) ∈ R for all l, hence wl(i) ∈ T for all l) and
we can choose ai ∈ Fpm freely (provided m is minimal with w
−m(i) = i) and that will
determine all awl(i) uniquely.
If ai is not involved in such a cycle, then either we need to enforce ai = 0 or ai might be
in a chain of conditions, which is not circular. Such a chain will yield one “k-parameter.”
Parametrizing Hom(1(r),W) like that, we may write Hom(1(r),W)) ∼=
⊕
i∈J Fpmi ⊕ k
d′ .
Here d′ is the number of i ∈ {1, . . . , n} such that there is a non-circular chain of
conditions ai = · · · = a
pm
w−m(i), m ≥ 0, which can’t be extended to the left or right and
where the conditions above force no ai to be zero. We have such a chain if and only if:
• wl(i) /∈ T for some l,
• w−l(i) ∈ T for all 0 ≤ l ≤ m,
• w−l(i) ∈ L for all 1 ≤ l ≤ m
• w−(m+1)(i) /∈ L,
• i /∈ L or w(i) ∈ T . 
7. Example
We consider F-zips of type τ over an algebraically closed field k, where τ(1) = 3, τ(0) = 2
and τ(i) = 0 for all i /∈ {0, 1}. Hence, with the notation used in the classification of
F-zips, we have (i1, i2) = (1, 0), m1 = 3, m2 = 5.
Let w ∈ S5. The filtrations of (
wV)k are such that C
0/C1 = 〈e4, e5〉, C
1/C2 =
〈e1, e2, e3〉, D0/D−1 = 〈ew(4), ew(5)〉, D1/D0 = 〈ew(1), ew(2), ew(3)〉 for a basis {ei}i of the
underlying vector space.
In the following, we will use i1 · · · il as a shorthand for ei1 ∧ · · · ∧ eil .
The filtrations of
∧2(wV)k are such that C0/C1 = 〈45〉, C1/C2 = 〈24, 15, 14, 35, 34, 25〉,
C2/C3 = 〈13, 12, 23〉, D0/D−1 = 〈w(4)w(5)〉, etc.
The filtrations of
∧3(wV)k are such that C1/C2 = 〈345, 145, 245〉, C2/C3〈135, 235, 234, 125, 124, 134〉,
C3/C4 = 〈123〉.
The filtrations of
∧4(wV)k are such that C2/C3 = 〈1345, 1245, 2345〉 and C3/C4 =
〈1234, 1235〉.
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Now, according to the classification of F-zips, the F-zips associated to w1 =
(
1 2 3 4 5
3 4 5 1 2
)
and w2 =
(
1 2 3 4 5
2 3 5 1 4
)
respectively are not isomorphic.
However, as a calculation using Proposition 6.1 shows, ψ1(r,
∧m(w1V)k) = ψ1(r,∧m(w2V)k)
for all r,m.
Also ψ2(r,
∧m(w1V)k) = ψ2(r,∧m(w2V)k) for all r,m.
A. Appendix: Code
The following Python code can be used to compute the numbers d :=
∑
i∈J mi and d
′ in
Proposition 6.1 for a given type τ .
Listing 1: fzip.py
1 #!/ usr /bin /env python
2 # -*- coding : utf -8 -*-
3
4 from itertools import permutations , product , combinations
5 import math
6
7 from fziputil import *
8
9 # ----------------------
10 tau = ((1 ,3) ,(0,2)) # format (i_j , n_j ) with i_j > i_{j+1}, n_j \ne 0
11 # ----------------------
12
13
14
15
16 (m,n) = calc_mn (tau )
17 r = len (tau )
18 W = permutations( list(range (1,n+1) ))
19
20
21 w0J = []
22 for i in range (1,r +1) :
23 for j in range (1+ m[i -1], 1+m[i]):
24 w0J . append (n - m[i] - m[i -1] + j)
25
26
27 J = []
28 for i in range (1,r +1) :
29 J. append ([])
30 P = permutations( list( range (m[i -1]+1 , m[i]+1)))
31 for p in P:
32 l = []
33 for j in range (1, n+1) :
34 if j >= m[i -1]+1 and j <= m[i]:
35 l. append (p[j - (m[i -1]+1) ])
36 else:
37 l. append (j)
38 J[i -1]. append (l)
39
40
41 for i in range (1, r):
42 J[0] = [ mult(x,y) for (x,y) in product (J[0], J[i])]
28
43
44 WJ = J[0]
45 del(J)
46
47 JW = cosets (WJ , W)
48
49
50 reps = list(map ( lambda w: mult(w, w0J ), JW)) # the permutations w^\ circle
51
52
53
54
55
56 fp_dims = dict ()
57 k_dims = dict ()
58 for e in range (1, n+1) : # compute e’th exterior power
59 for w in reps:
60 sw = tuple (w)
61 try:
62 fp_dims [sw]. append ([])
63 k_dims [sw ]. append ([])
64 except KeyError :
65 fp_dims [sw] = [[]]
66 k_dims [sw] = [[]]
67 P = list ( combinations( list( range (1,n+1) ), e)) # we use this to map between
the set of e- subsets of {1 ,... , n} and {1 ,... , n choose e}
68 C = []
69 D = []
70 for k in range (tau [ -1][0] , n * tau [0][0] + 1): # Don ’t calculate numbers that
are guaranteed to be zero anyway .
71 # Since nothing happens below tau [ -1][0] , this is index 0 for data
structures .
72 i = k - tau [ -1][0] # Hom (1( k), Lambda ^e(...) ) is what we will be
looking at.
73 C. append (set ())
74 D. append ({})
75 for I in product (tau , repeat =e):
76 if sum (map ( lambda x: x[0], I)) != k:
77 continue
78 # we want (i_{j_1 },..., i_{j_e }) with i_{j_1 }+...+ i_{j_e }=k
79 C[i] |= build_C_elements(I, tau )
80 for w in reps:
81 sw = tuple (w)
82 try:
83 D[i][sw] |= build_D_elements(I, tau , w)
84 except KeyError :
85 D[i][sw] = build_D_elements (I, tau , w)
86
87 for k in range (tau [ -1][0] , n * tau [0][0] + 1):
88 i = k - tau [ -1][0]
89 for w in reps:
90 sw = tuple (w)
91 fp_dims [sw][e -1]. append (0)
92 k_dims [sw ][e -1]. append (0)
93 if C[i] and D[i]:
94 Chigher = set ()
95 try:
96 Chigher = C[i+1]
97 except IndexError :
98 pass
99 except KeyError :
100 pass
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101 L = C[i] - Chigher
102 Ln = set (P. index ( tuple (x))+1 for x in L) # mapping it back to plain
numbers using P
103 for w in reps:
104 sw = tuple (w)
105 k_dim , fp_dim = 0, 0
106 Dlower = set ()
107 try:
108 Dlower = D[i -1][ sw]
109 except IndexError :
110 pass
111 except KeyError :
112 pass
113 T = C[i] & D[i][ sw]
114 Tn = set (P.index (tuple (x))+1 for x in T)
115 R = D[i][sw] - Dlower
116 Rn = set (P.index (tuple (x))+1 for x in R)
117 assert (len (Rn)== len (Ln))
118 Z = Ln
119 q = iota(P,e, w)
120 cyc = cycles (q)
121 lcyc = list(cyc )
122 fp = set ( range (1, nCr (n,e)+1) ) - set ( flatten (lcyc [:]))
123 for x in fp:
124 if x in Z:
125 fp_dim += 1
126 for c in lcyc :
127 success = True
128 for x in c:
129 if x not in Z:
130 success = False
131 break
132 if success :
133 fp_dim += len (c)
134 else:
135 lc = len (c)
136 for j in range (lc):
137 if c[j] not in Tn:
138 continue
139 if c[j] in Ln:
140 continue
141 m = 0
142 while c[(j-m -1) % lc] in Tn and c[(j-m -1) % lc] in Ln:
143 m += 1
144 if c[(j-m -1) % lc] in Ln:
145 continue
146 k_dim += 1
147
148 fp_dims [sw ][e -1][i] = fp_dim
149 k_dims [sw][e -1][ i] = k_dim
150
151
152 print ("\n\nk")
153 for sw in k_dims :
154 print (sw , k_dims [sw ])
155 print ("\n\ nF_p")
156 for sw in fp_dims :
157 print (sw , fp_dims [sw ])
158 print ("\n")
159
160
161
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162
163 s = set ()
164 for v in fp_dims . values ():
165 l = [ tuple (i) for i in v]
166 s.add (tuple (l))
Listing 2: fziputil.py
1 import sys , math
2
3
4
5 def mult(l1 , l2):
6 """ multiply two permutations"""
7 return [l1[l2[i]-1] for i in range (len (l1))]
8
9
10 def coset (subgrp , p):
11 """ length -minimal representative of the right coset subgrp *p"""
12 s = set ()
13 for q in subgrp :
14 s.add ( tuple ( mult(q,p)))
15 minrep = None
16 minlen = sys . maxsize
17 for p in s:
18 l = length (p)
19 if l < minlen :
20 minlen = l
21 minrep = p
22 return minrep
23
24
25 def cosets (subgrp , grp ):
26 """ length -minimal representatives of the right cosets in subgrp \grp """
27 return { tuple ( coset ( subgrp , p)) for p in grp }
28
29
30 def length (p):
31 """ length of a permutation """
32 l = 0
33 n = len (p)
34 for i in range (n):
35 for j in range (i+1,n):
36 if p[i] > p[j]:
37 l +=1
38 return l
39
40
41 # from <http :// lists . canonical .org /pipermail /kragen -hacks /2013 - August /000560. html
>
42 def cycles (p):
43 """ Analyze permutation into a product of disjoint cycles .
44
45 This is very straightforward to do in linear time using Python
46 set objects , but using Python set objects to find the start of
47 each new cycle produces the cycles in unpredictable order .
48 The algorithm here should still be linear - time (ii visits each
49 index at most twice ; min_leftover visits each index once ; the
50 initial leftovers set is produced in linear time ; every other
51 simple statement in the function is O(1) ) and also produce the
52 nonempty cycles in a deterministic order , with a deterministic
53 starting point .
31
54
55 """
56 leftovers = set (p)
57 min_leftover = 1
58
59 while leftovers :
60 while min_leftover not in leftovers :
61 min_leftover += 1
62 assert min_leftover <= len (p)
63
64 ii = min_leftover
65 cycle = []
66 cycle_set = set ()
67 while ii not in cycle_set :
68 cycle . append (ii)
69 cycle_set .add (ii)
70 leftovers . remove (ii)
71 ii = p[ii -1]
72
73 if len ( cycle ) > 1:
74 yield cycle
75
76
77 def calc_mn (tau ):
78 """ given a type tau , determine its height and the numbers (m_i )"""
79 m = [0]
80 for (mu , t) in zip (m, tau ):
81 m. append (mu + t [1])
82 n = sum (map ( lambda x: x[1], tau ))
83 return (m,n)
84
85
86 def build_C_elements(I, tau ):
87 """ set of all {j_1 ,... , j_e } where e_{j_l } in C^{ i_l }, I=(i_1 ,... , i_e )"""
88 if not I:
89 return set ([ frozenset ()])
90 i = tau . index (I[0])
91 tail = build_C_elements (I[1:] , tau )
92 L = set ()
93 (m,n) = calc_mn (tau )
94 for j in range (m[i+1]) :
95 for s in tail:
96 if j+1 not in s:
97 t = set (s)
98 t. add (j+1)
99 L. add ( frozenset (t))
100 return L
101
102
103 def build_D_elements(I, tau , w):
104 """ set of all {j_1 ,... , j_e } where e_{j_l } in D_{i_l } (which depends on tau ), I
=(i_1 ,... , i_e )"""
105 if not I:
106 return set ([ frozenset ()])
107 i = tau . index (I[0])
108 tail = build_D_elements (I[1:] , tau , w)
109 L=set ()
110 m = [0]
111 (m,n) = calc_mn (tau )
112 for j in range (n-m[i]):
113 for s in tail:
114 if w[m[i]+j] not in s:
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115 t = set (s)
116 t. add (w[m[i]+j])
117 L. add ( frozenset (t))
118 return L
119
120
121 def flatten (lst ):
122 """ flatten a list """
123 for elem in lst :
124 if type (elem) in (tuple , list):
125 for i in flatten ( elem):
126 yield i
127 else:
128 yield elem
129
130
131 def iota(P,e,p):
132 """ the natural action of p in S_n on e- subsets of {1 ,... , n},
133 P is used to map between the set of e-subsets of {1 ,... , n} and {1 ,... , n choose
e}"""
134 n = len (p)
135 q = []
136 if e == 0:
137 return q
138 for S in P:
139 T = tuple ( sorted ([p[j -1] for j in S]))
140 q. append (P.index (T)+1)
141 return q
142
143
144 def nCr (n,r):
145 """ binomial coefficient """
146 f = math . factorial
147 return int (f(n) / f(r) / f(n-r) + 0.01)
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