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Abstract 
Google’s n-gram project brought recently big data benefits to several main world languages, like English, Chinese etc. Any 
attempt to derive such systems, aimed to accelerate the development of NLP applications for world minority languages, in the 
manner in which it has been done in the project, encounters many obstacles. This paper presents an innovative and economic 
approach to large-scale n-gram system creation applied to the Croatian language case. Instead of using the Web as the world's 
biggest text repository, our process of n-gram collection relies on the Croatian academic online spellchecker Hascheck, a 
language service publicly available since 1993 and popular worldwide. The service has already processed a corpus whose size 
exceeds the size of the Croatian web-corpus created in recent years. Contrary to the Google n-gram systems, where cutoff criteria 
were applied, our n-gram filtering is based on dictionary criteria. This resulted in a system comparable in size to the largest n-
gram systems of today. Because of the reliance on a service in constant use, the Croatian n-gram system is a dynamic one, unique 
among the systems compared. The importance of having an n-gram infrastructure for rapid breakthroughs in new application 
areas is also exemplified in the paper. 
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1. Introduction 
The big data trend in the area of natural language processing (NLP) is well expressed in concluding remarks of 
the Google research team (p. 12 in1), which can be summarized in six words: More words and less linguistic 
annotation! However, publicly available large-scale n-gram systems are still the privilege of only 11 Indo-European 
languages2,3, the Chinese4 and the Japanese language5. In all cases the WaC (Web as Corpus) approach to big data 
collection was applied. The WaC trend was followed by South Slavic computational linguists too, which have 
created recently the corpora for Croatian and Slovene language6. In this specific case one must allow for the 
closeness of the South Slavic languages. The amount of texts written in neighboring languages (especially close to 
each other are those derived from the former Serbo-Croatian language) within a preselected set of HTML documents 
is not negligible, and there is no simple and effective way to filter them out, in order to create a “clean” web-corpus 
for a desired South Slavic language (the standard language identification procedure based on word filters does not 
help). As far as we know, the Croatian WaC is still in a cleaning process, three years after its creation. 
Aware of the obstacles in the case of South Slavic WaC approach, we took advantage of the already operating 
Croatian academic online spellchecker Hascheck7 and started collecting Croatian n-grams, n = 1, 2,…, 5, a year after 
the appearance of Brants' and Franz's English n-gram system2. The original intention was to use n-grams as the basis 
for upgrading Hascheck into a contextual spellchecker, but in the course of development it became clear that the 
results are much more broadly applicable. From a respectable amount of data collected so far, we succeeded in 
developing a consistent, maintainable and upgradable n-gram system, comparable in size to the largest Google n-
gram systems. 
The paper is organized into five sections. Section 2 gives an overview of Hascheck as a tool for big data 
collection, and some characteristics of its traffic. The n-gram system creation and maintenance, with an insight into 
system’s main properties, and its comparison with the biggest Google systems, is described in Section 3. Section 4 is 
devoted to rapid breakthroughs in several new NLP application areas, which became feasible because of the n-gram 
system existence. Finally, Section 5 contains our concluding remarks. 
2. Croatian big data tool 
Hascheck started as an e-mail embedded service in 1993, at first only for the staff of the Faculty of Electrical 
Engineering and Computing in Zagreb, but in March 1994 it became a public service, primarily dedicated to the 
Croatian academic community. In the summer of 2003 the e-mail service was converted into a web service available 
at http://hascheck.tel.fer.hr/. With the web interface, Hascheck became a service adopted worldwide. In the last ten 
year of operation, the service was used by more than 450 000 users (HTTP cookies) from 124 IP-domains (121 
country and 3 generic top-level domains). They have sent more than 7.2 million texts to proofreading, which formed 
a corpus of more than 1.8 billion tokens (Gtokens). 
Hascheck has two subsystems: the real-time subsystem, which spellchecks received text, and the post-processing 
subsystem, which uses collected process data and performs learning, system statistics and similar tasks. The 
outcome of learning is the update of the dictionary, i.e. the improvement of the spellchecker’s functionality. The 
learning system incorporated into the post-processing subsystem is what makes Hascheck different from other 
spellcheckers7. 
Hascheck’s dictionary is organized into three word-list files: 
 
x a Word-Type (WT) file, 
x a Name-Type (NT) file, 
x an English-Type (EngT) file. 
 
The WT-file contains Croatian common word-types, words which may occur written in lower-case only, with an 
initial upper-case letter (at the start of a sentence, for example), or written in upper-case only, and which were not 
borrowed (with their orthography) from foreign languages, but belong intrinsically to the Croatian language itself. 
The WT-file started with approximately 100 000 entries, but due to the learning it has increased to more than million 
word-types. Croatian is an inflected language able to produce, from a changeable word, many more word-forms than 
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English. 
The NT-file contains all case-sensitive elements of writing. These are proper and other names, abbreviations, 
acronyms, as well as names with unusual use of lower- and upper-case letters, like “LaTeX” or “WordPerfect”, etc. 
The NT-file also contains alphanumeric lexical elements like “3D” and the like. Furthermore, it contains words from 
German, Hungarian, Italian and other foreign languages that appear in Croatian writing in their original orthography. 
The file started as an empty file, but has in the course of learning increased to approximately 0.9 million name-
types.  
The decision to include an English word-list (EngT-file) in Croatian spellchecking is based on the fact that 
English, as the modern lingua franca, often comes mixed with Croatian in contemporary Croatian writing. The 
initial English word-list was compiled at the very start of service by using several reliable sources. After exclusion 
of words written identically in Croatian and English, like “atom” or “zebra”, which are placed in the WT-file only, 
this produced Hascheck’s EngT-file with 70 737 common word-types. The EngT-file is the only static component of 
the dictionary. New English common word-types, when they appear in the learning process, are placed into the NT-
file. 
There is a fourth dictionary list used by Hascheck and called Error-Type file (ErrT-file), which contains all 
strings that have ever passed through the learning process, but that have never been learnt as common word-types or 
name-types. The ErrT-file serves as an accelerator in Hascheck’s decision making, and its size exceeds 3.5 million 
error-types (misspellings and typos). 
Hascheck's popularity is easily explainable by its text coverage rate, the percentage of recognized valid tokens in 
processed texts. The average text coverage in the web-phase is equal to 98.23%, while the most recent Microsoft 
spellchecker for Croatian would exhibit for the same text profile a text coverage rate of less than 94%. This caused 
an intensive word-of-mouth marketing regularly spread over the Internet, which brings new users to Hascheck on a 
daily basis. 
The increase in Hascheck’s popularity is well expressed by the growth of its traffic. For purposes of traffic 
growth modeling the cumulative approach has been adopted, because it eliminates the seasonal oscillations which 
the traffic normally has. The approach gave, with extremely high correlation coefficients, an exponential model of 
growth for traffic registered so far, with an increment of several percent per month7. Recent traffic is exemplified by 
values for February 2014: 27 632 users domicile in 58 countries have processed 197 481 texts, which formed a 
corpus of 50 603 199 tokens. 
Since there are no exponential growths that can last forever, we have turned to the logistic and Bass models, 
respectively8. The Bass model of growth9 showed itself to be the most accurate for the data we have, with Pearson 
product-moment correlation coefficient R > 0.9999 in each modeling, which is regularly performed once per month. 
The traffic model derived in February 2014 is presented in Fig. 1. 
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The Bass diffusion model (1) is defined by four free parameters: 
 
x M is the market capacity; 
x p is the coefficient of innovation, p > 0; 
x q is the coefficient of imitation, q t 0; 
x ts is the time when service is introduced, B(ts) = 0; in Fig. 1 ts  was set to 2006.3753, i.e. to 17th May 2007, when 
the n-gram collection had started. 
 
The model describes the process of how new products get adopted as an interaction between users and potential 
users. For system developers it is important to know when market saturation is going to be reached. The time of 
entering saturation (te) can be obtained by solving the equation B(te)/M = 0.95. The last prediction tells the service 
“doomsday” should happen, if nothing changes before that, at the end of August 2017. In order to keep the service 
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operating as usual even after the “doomsday”, constant innovations are needed. Awareness of the needs for constant 
innovation has directed us towards large-scale n-gram system creation. 
 
 
Fig. 1: Bass model of cumulative corpus growth 
Function parameters: M = 3044 [Mtokens]; p = 0.006300 [1/year]; q = 0.744964 [1/year]; ts = 2006.3753 (17th May 2007); 95% saturation 
reached on te = 2016.6575 (28th August 2017) 
 
Short-term predictions are perhaps more interesting. At the beginning of the year 2015 it is expected to process a 
cumulative corpus of 2.4 Gtokens. Croatian WaC contains less than 1.2 Gtokens, and Slovene WaC contains less 
than 0.4 Gtokens6. 
Hascheck was never supported by Croatian governmental bodies and their grants. This turned to be an advantage, 
because the developers were forced to build an intelligent and robust system, operable and maintainable by minimal 
manpower, as a secondary job along with everyday duties. The n-gram system creation and maintenance did not 
change this attitude to big data collection and systematization at all. 
3. Croatian n-gram system 
From 17th May 2007, when the n-gram collection had started, and concluding with 31st January 2014, Hascheck 
processed 6.83 million texts, which formed a corpus of 1.72 Gtokens. An average text length of approximately 250 
tokens makes the system very suitable for purposes of n-gram collection. 
3.1. System characteristics 
In order to be suitable for creation of an applicable language model, a lexical n-gram database system has to be 
consistent as much as possible. In our case, system consistency means that each n-gram is built only of tokens 
recognized by Hascheck as legal words with evidence in Croatian writing. From a raw n-gram collection, n = 1, 
2,…, 5, we are selecting n-grams for our n-gram system according to the following criteria: 
 
x Blank character is the only acceptable token separator; 
x Tokens containing punctuation marks inside a token, as well as non-words, are treated as n-gram terminators; 
x Two numerical tokens cannot be successive n-gram constituents; 
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x An n-gram derivation ends when a punctuation mark, followed by a blank, is found as the terminating n-gram 
character. 
 
Additionally, to keep up with the current practice in the spellchecking service, only one exception was made: 
semi-compounds (with a hyphen), like Indo-European, are treated as bigrams (Indo European). These criteria made 
selected n-grams almost purely lexical. Unigrams are alphabetic or alphanumeric strings recognized by Hascheck as 
valid Croatian words. Also, a dominant part of n-gram constituents for n = 2, 3,…, 5, are tokens recognized by 
Hascheck as words. The rest, less than 2% of all n-gram constituents, are numerical tokens. Because of reliance on 
Hascheck, we were not forced to apply any cutoff criteria on n-grams, as was done in all Google systems. We have 
left cutoffs for particular applications of our n-gram system. 
The update of the n-gram database is performed once per month. Sizes of n-gram files reached at the beginning 
of February 2014 and the total n-gram system size are presented in Tab. 1. An n-gram record is built of two parts: 
the n-gram itself and the number of its occurrences in the corpus, identically as it has been done in the Google 
systems. 
 
Table 1: Croatian n-gram system size 
 # of n-grams 
1-grams 
2-grams 
3-grams 
4-grams 
5-grams 
     2 646 567 
 96 938 608 
276 837 769 
371 736 238 
     362 205 667 
Total   1 110 364 849 
 
The Croatian system already exceeds the size of recently created n-gram system for Polish language 
(http://zil.ipipan.waw.pl/NKJ-PNGrams), as well as the size of Czech n-gram system10, the only two Slavic 
languages represented in Google Indo-European n-gram project3. 
In order to prepare an infrastructure for fast conditional probability calculations, in parallel with n-gram system 
creation positional sub-grams, m = 1,… (n-1), are derived. Positional m-gram subsystem derivation is a simple but 
time-consuming task. The complete Croatian large-scale database for statistical language modeling purposes, 
containing 5 main n-gram files and 30 positional m-gram files, has reached at the beginning of February 2014 the 
size of 3.51 billion records, which occupy, uncompressed, 84.6 Gbytes of disk-space. A monthly update increases 
the database size by 2 to 4%. 
3.2. N-gram system comparisons 
Three largest Google systems, dealing with individual languages, are English2, Chinese4, and Japanese5. The 
basic systems’ proprieties are presented in Tab. 2, where the system size is the total number of n-grams, n = 1,…, 5, 
in a system. 
 
Table 2: The largest n-gram systems 
n-grams WaC size [Gtoken] System size 
English 
Chinese 
Japanese 
1 025 
   883 
   255 
3 795 780 711 
3 912 399 465 
1 961 727 205 
 
All three WaCs in Tab. 2 are several hundred times larger than the corpus from which the Croatian n-gram 
system, presented in Tab. 1, was derived. However, this did not result in incomparable system sizes. 
In derivation of English, Chinese and Japanese n-gram systems the following cutoff criteria were applied: 
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x for English n-grams the threshold equals 200 for unigrams, otherwise 40; 
x for Chinese n-grams the threshold equals 40 for all of them; 
x for Japanese n-grams the threshold equals 50 for unigrams, otherwise 20. 
 
Instead of cutoff criteria, the dictionary criteria were applied in Croatian n-gram system derivation, which 
resulted in its comparability with the largest systems. 
We have compared the n-gram count behavior in Croatian and in other three languages, taking the Croatian as the 
first language in a language pair. The results are presented in Tab. 3. 
 
Table 3: N-gram count behavior comparison 
Croatian versus: Pearson’s R Lin.regr. slope System size ratio 
English 
Chinese 
       Japanese 
0.9973 
0.9979 
0.9712 
3.4235 
3.6612 
2.0736 
3.4185 
3.5235 
1.7667 
 
Croatian n-gram counts behave almost identically as English, or Chinese, when n increases. This is confirmed not 
only by a high correlation coefficient R > 0.99, but also by the slope of the linear regression line around which the n-
gram count pairs are grouped. The slopes in the first two comparison cases do not differ from system size ratios, as a 
basis for the comparison, for more than 4%. 
A slightly worse correlation coefficient and slope/system size ratio was obtained in the Croatian-Japanese 
language pair case. The Japanese n-gram system is the only one extended to n = 7. Unlike the other systems 
considered here, where the highest number of n-grams is reached at n = 4, the Japanese system has the highest 
number of n-grams at n = 5. This explains the correlation difference presented here. 
In order to make the Croatian system totally comparable to the Japanese one, we started collecting 6- and 7-
grams in January 2013. For comparison purposes, parallel 4- and 5-gram databases were also compiled (Fig. 2). As 
far as we know, Croatian is the only Indo-European language whose n-gram system is extended to n = 7. The 
additional high-order Croatian n-gram system (n = 4, 5, 6, 7) contained in February 2014 462 million records, which 
occupied, uncompressed, 16.6 Gbytes of disk-space. 
 
 
 
Fig. 2: Behavior of n-gram counts derived from the high-order n-gram system 
x-axis: cumulative corpus; y-axis: number of n-grams 
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3.3. N-gram system maintenance 
Hascheck’s dictionary, similarly to all large dictionaries in the world, characterized by millions of entries, is not a 
100% error-free dictionary. The portion of erroneous elements in it is a small one (dictionary impurity is measured 
in permilles), but they exist7. A new error may enter into the dictionary during the learning process. A special part of 
learning system deals with dictionary errors. If such an error is found, it is deleted from the corresponding dictionary 
file. Each dictionary error deletion causes the n-gram file to be updated, since an n-gram is legal in the database 
system if and only if it is composed of elements recognized by Hascheck as legal words with evidence in Croatian 
writing. N-gram database editing, i.e. deletion of records containing a dictionary error, is performed in parallel with 
the learning procedure. 
Deletions of n-grams with an erroneous constituent cause also the update of positional m-gram databases. The 
procedure has to deal not only with m-grams affected by an error, but also with all sub-grams in an erroneous n-
gram which are not affected by the error, because their frequencies have to be changed in the m-gram subsystem. 
For example, if an error e is placed at the fourth position of a 5-gram w1w2w3ew5, this means the frequencies of 
positional unigrams w1, w2, w3 and w5, positional bigrams w1w2 and w2w3, and positional trigram w1w2w3, all being 
derived from the 5-gram, have to decrease by the number of occurrences of w1w2w3ew5, and if any becomes equal to 
zero, such an m-gram has to be deleted. Clearly, the described procedure must consecutively go down to the n = 2. 
Having in mind that the m-gram subsystem contains 30 files, the procedure might seem rather demanding from the 
operational viewpoint. Software able to perform the cleaning described above has to deal with many variables: files 
in which the erroneous n-grams and their sub-grams are placed, frequency of each n-gram, together with frequencies 
of its sub-gram constituents not affected by the dictionary error, and so on. The problem is solved by writing a 
metaprogram able to write another program in which all variables are properly placed, depending on the particular 
updatings we encounter. Its response time satisfies our needs in terms of keeping the complete system consistent at 
any one time, hence without detected dictionary errors, no matter how many of them have been found during a 
learning process. 
4. Breakthroughs based on Croatian n-gram system 
4.1. Contextual spellchecking 
Based on Croatian n-grams, we have detected so far 306 grammatical and 332 stylistic (pleonastic) patterns – by 
'pattern' we mean a lemmatized n-gram form, which is in Croatian generally expandable by inflections – of real-
word combinations which are almost surely contextual errors with a relatively high rate in appearance. Hascheck 
suggests corrections for grammatical errors, but only warns about pleonasms because sometimes pleonasms may be 
used as a kind of emphasizing. This was done rather quickly, but since July 2012 we have been adding new 
grammatical and stylistic n-gram patterns very carefully (because of their complexity compared to the initial error 
pattern set), in order to keep service response time within acceptable limits. New features made Hascheck 
approximately two seconds slower than its non-contextual version, when a text of average length and with an 
average number of errors in it, both contextual and conventional, is considered. We see a solution for further and 
significant improvement of contextual features in purchasing a mighty computer cluster, to which Hascheck should 
migrate. Until then one can expect a stable ratio between conventional and contextual error warnings of 4:1. Among 
contextual errors the ratio is 9:1 in favor of grammatical errors. 
4.2. Speech technologies 
Although some progress in Croatian speech technologies has been reported recently11,12,13, the language is still in 
a need of publicly available and mature speech technology systems. Addressing the problem, we have adopted the 
rapid development approach and the same technology platforms as in14. 
The n-gram system was used for construction of a small, only 20 minute-long, training sample for Festival and 
FestVox, which covers as great diversity as possible of Croatian phoneme combinations and acoustic transitions 
within 270 short sentences. This was possible because of Croatian phonemic orthography, and resulted in a publicly 
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available Croatian speech synthesizer called HascheckVoice (http://hascheck.-tel.fer.hr/voice/), which was 
developed in several months of work15. Although the system produces intelligible Croatian speech, it still calls for 
many improvements in pronunciation, intonation and prosody. The improvements are waiting for our grammatical 
n-gram system (see subsection 4.3). 
Dealing with speech recognition started with a system capable to recognize digits and Croatian letters16. After 
that we have turned to large vocabulary continuous speech recognition (LVCSR) systems. A Croatian acoustic 
model training set, which has the same phonetic characteristics as the training sample for speech synthesis, but on 
much larger scale, with 657 complex sentences converted into 16 hours of continuous speech, was produced by 4 
female and 11 male students in a moderately noisy environment. A vocabulary of 15 000 most frequent non-name 
words, which covers more than 75% of Croatian word usage, was chosen for the starting dictionary. The vocabulary 
served for derivation of a language model from Croatian n-grams. Before that, a pronouncing dictionary in the 
Sphinx-4 dictionary format was compiled. Because of Croatian phonemic orthography, this was done automatically. 
All three speech recognition components, the dictionary, and the acoustic and language model, respectively, were 
integrated in a system able to recognize freely chosen utterances composed of dictionary words with a word error 
rate (WER) equal to 15% 17.  
In parallel with this, a preparation to extend the vocabulary to 65 000 words (90% coverage of Croatian word 
usage) and 130 000 words (95% coverage of Croatian word usage) was made. Although the extended vocabularies 
contain name entities, compilation of pronouncing dictionaries was not a tedious task. A predominant part of name 
entities are names with South Slavic origin, which obey the same phonemic orthography as common (non-name) 
words. In the rest dominate international names, like Alexander, Mexico, Yamaha etc., and their inflected forms. 
The lemmas can be found in in the English pronouncing dictionary used by Sphinx-4, and a simple automatic 
conversion of English phonemes into Croatian phonemes resolved the problem of pronunciation encoding. The 
reminder, or less than 10% of the large Croatian pronouncing dictionary with 130 000 entries, had to be encoded 
manually, and this was done in a few weeks. 
Using cutoff threshold equal to 5 a language model for 65 000-word vocabulary was derived. In the case of 
130 000-word vocabulary the threshold was 10. The cutoffs were applied in order to minimize data amount 
according to Sphinx (http://sphinxsearch.com/) requirements. The minimal n-gram language model derived for the 
vocabulary of 65 000 words was successfully integrated into Sphinx-4, but the obtained WER was too high for 
practical applications, over 25%, which calls for improvements both in language and acoustic modeling18. Therefore 
the largest dictionary and its language model have to wait for fixing the problems we encountered with the medium 
one. 
Beside Sphinx-4, the PocketSphinx, a portable Sphinx version suitable for handheld and desktop applications, 
was also used as a tool for rapid prototyping. Based on the portable Sphinx version, a voice-command system, 
operable under all Windows platforms, was developed19. The system is easily adaptable to new command sets and 
new voices. It is also robust and quick in responding to commands. The robustness was tested with commands 
pronounced by HascheckVoice. Synthesized commands were recognized with almost absolute accuracy. With 
human voice there were no problems in recognizing commands at all. The tests were performed using a vocabulary 
set larger than 30 words, and tested commands were meaningful combinations of words from the vocabulary, as 
well as the isolated words themselves. 
All achievements in the field of speech technologies, described in this subsection, are result of graduate students’ 
efforts. Before the appearance of Croatian n-gram system and its exploitation for purposes of speech technology 
language modeling and training, the field was in Croatia predominantly reserved for doctoral thesis and postdoctoral 
research. This also demonstrates the impact of mature n-gram system existence on NLP application development in 
national frameworks. 
4.3. Grammatical n-gram system 
In order to prepare an adequate basis for further breakthroughs, we decided to derive grammatical n-grams from 
our lexical n-grams. A large-scale statistical metalanguage description, such as we intend to create, is applicable in 
many NLP areas, especially when a language is highly inflected like Croatian. The process started with annotation 
of 441 492 Croatian common word-types20, which the WT-file shares with the Croatian Language Corpus 
435 Šandor Dembitz et al. /  Procedia Computer Science  35 ( 2014 )  427 – 436 
(http://riznica.ihjj.hr/philologic/), a 100 million token corpus compiled by Croatian linguists between 2006 and 
2011. Goldsmith’s program Linguistica was used21, and annotation standards adopted by Croatian linguists were 
applied22. We focused on common (non-name) words because names in Croatian follow the same inflectional 
paradigm, but with lower freedom in appearance and with some inflectional restrictions when multiword names are 
considered23. 
Among annotated word-types, many of them received multiple annotations. As already mentioned, the Croatian 
language uses phonemic orthography, with the exception that names from languages written in Latin script are 
borrowed in their original orthography. In writing common (non-name) words, accent marks are seldom used in 
Croatian, because disambiguation of homographs-heterophones is usually clear from context. For example, most 
nouns ending with –a and belonging to the feminine gender share identical written word forms in the nominative 
singular and genitive plural (žena = woman/of women), but are pronounced differently (žèna and žénā, respectively). 
The first vowel is stressed in both, but with short vowels in the first form and long vowels in the second. The 
Croatian letter “ž” is pronounced like “j” in French. The grammatical n-grams should resolve, contextually, 
ambiguities that exist in the annotated word-list and became a basis for fast Croatian text parsing. 
Out of 441 492 annotated words, 408 052 are present in unigrams, too. They were used for creation of the lexical 
n-gram subsystem from which grammatical n-grams are going to be derived. The subsystem covers 75% of the total 
system size (Tab. 1), which, considering the criteria applied to its creation, is a satisfactory coverage. Completing 
the grammatical system with features derivable from name entities’ grammatical behavior inside lexical n-grams 
should also cause no problems for reasons already mentioned. Delivering of Croatian grammatical n-gram system, 
version 1.A, is planned for summer 2014, and preparations to use it for upgrading HascheckVoice in terms of 
improved accentuation, prosody and intonation, as well as contextual features of Hascheck, are already in progress. 
The Croatian grammatical n-gram system is also seen as a starting point for addressing machine translation 
applications with a rapid development approach. This matter was already discussed with several colleagues gathered 
around “Multilingual and multifaceted interactive information access” ICT COST Action IC1002 
(http://www.cost.eu/domains_actions/ict/Actions/IC1002), and they promised their support and cooperation. 
Statistical machine translation (SMT) uses, like LVCSR that we already mastered, noise channel model 
argmax P(e|f) =   argmax P(f|e)·P(e)                 (2) 
         e       e   
 
in decoding. In the SMT case, P(f|e) is known as a translation model, derivable from large parallel bilingual corpora, 
while P(e) is a language model based on n-grams from a huge monolingual corpus. With Croatia in European 
Union, large parallel bilingual corpora, with a Croatian sub-corpus in them, will become available for at least 23 
language pairs, but creation of P(e) for a particular SMT task remains a national duty, for which Hascheck prepares 
scalable big data infrastructure on a regular basis. 
5. Conclusion 
The paper demonstrated how it was possible to produce a maintainable and upgradable linguistic data 
infrastructure for serious language modeling in a minority language used by less than 0.1% of the world population. 
Instead of resorting to World Wide Web crawling for purposes of corpus creation, we relied on an existing language 
service, the Croatian online spellchecker Hascheck, for big data collecting, which proved to be an economical and 
reliable method for obtaining a large-scale lexical n-gram system. Benefits of this approach are proven by rapid 
breakthroughs successfully performed in several NLP application areas. 
Twenty years old decision to make Hascheck an online service has shown to bring significant benefits not only in 
the present but also for the future. Although one may think that online spellchecking is an auxiliary form of the 
service, the immense amount of data needed to become able to offer serious computational proofreading, 
comparable to human proofreading, points to cloud computing as a very probable future form of offering the 
service. Something similar should happen with other data-driven NLP applications, including machine translation, 
especially in the case of real-time speech-to-speech translation services. Because of the approach described in this 
paper, characterized by high engineering efficiency in using manpower and other resources, the Croatian language 
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already gained an advantage among comparable languages in scalable big data collection and processing, preparing 
on that way itself adequately for serious challenges that are appearing at the horizon. 
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