Abstract-An undersampled pulse width modulation (UPWM) scheme is proposed to enable users to establish a non-flickering optical camera communications (OCC) link. With UPWM, only a digital light emitting diode (LED) driver is needed to send signals using a higher order modulation. Similar to other undersamplebased modulation schemes for OCC, a dedicated preamble is required to assist the receiver to indicate the phase error introduced during the undersampling process, and to compensate for nonlinear distortion caused by the in-built gamma correction function of the camera. To test the performance of the UPWMbased OCC system, an experimental test-bed is developed. The experimental results show that the proposed system is able to achieve a data rate of 150 bps (spectrum efficiency of 5 bits/symbol) at a bit error rate of 6.76×10 -4 , which is well below the forward error correction limit of 3.8×10 −3 , over a link span of 1 m using a Huawei Nexus 6P smartphone with a frame rate of 30 fps.
INTRODUCTION
As superior imaging sensors (ISs) and faster smartphone processors are becoming commonplace, the latest smartphones are as powerful as professional digital single-lens reflex (DSLR) cameras on the photography side. In Dec. 2017, the top 3 ranked mobiles from DxOMark are Google Pixel 2, Apple iPhone X, and Huawei Mate 10 Pro with an overall score of 98, 97, and 97, respectively [1] . According their product specifications, each of these devices are capable of 720p or 1080p video capture at up to 240 frames per second (fps). Such an ability to capture high speed video streams by a smartphone paves the way for future optical camera communication (OCC) technology, mostly for low speed applications such as vehicular communications and indoor positioning [2] .
However, most of the cameras embedded in smartphones used today are low frame rate (LFR) based cameras, and the most common frame rates (FRs) are 24, 30, 50 and 60 fps.
According to the Nyquist sampling theorem, if these FRs are adopted for sampling, the transmitted symbol rate Rs must be lower than half the sampling rate. However, this will clearly lead to light flickering due to the response time of the human eye. Therefore, a number of techniques have been proposed to support non-flickering OCC using low speed cameras (e.g., ≤ 60 fps). More precisely, there are three main modulation categories for LFR-based OCC using both global shutter (GS) and rolling shutter (RS) digital cameras: i) display-based [3] , ii) oversampled-based [4, 5] , and iii) undersampled-based [6] modulation schemes.
In the display-based OCC system, the data is transmitted via a screen, which displays either observable or unobservable video frames. For example in [3] , the useful information is first encoded into 2D visual code, which is then displayed on the screen. The user receives the information by scanning the 2D visual code using a smartphone's camera and a code scanner application software. Under the oversampled-based OCC system, we have i) polarization-based modulation, which uses a polarized light generator to emit polarized light with two different polarization states to represent the binary data [4] . Since the change of light polarization state will not be observed, flickering is avoided; and ii) the RS-based OCC system [5] , where the signal is transmitted at a very high Rs (e.g., several kBd, lower than the RS scanning rate) to eliminate flickering. At the receiver (Rx), a RS-based camera is used to capture the light signal. With the RS receiving mechanism, dark and bright lines, from which the transmitted signal can be extracted, are captured above a normal image frame.
Unlike the oversampled method, in the undersampled-based OCC system, the subcarrier multiplexing scheme is adopted, where the subcarrier frequency higher than the critical flicker frequency (CFF) fcf of the human eye (i.e., ~100 Hz [7] ) is used to provide constant illumination. Once the FR of the Rx is equivalent to Rs of the transmitter (Tx), a camera is able to undersample the transmitted signal correctly. Many undersampled modulation schemes, along with their dedicated date framing structures, have been proposed to establish a nonflickering OCC link as well as to increase the total data throughput. Table I compares 5 types of undersampled modulation schemes from the perspective of spectral efficiency se and the driver type. It is clear that for the digital LED driver based modulation schemes: undersampled frequency shift ON-OFF keying (UFSOOK) [8] , undersampled phase shift ON-OFF keying (UPSOOK) [9] , and undersampled modulation with wavelength division multiplexing (WDM) [10] , the spectral efficiencies are lower than 3 bit/frame/LED. Note that, since a three-channel (red, green and blue) based LEDs are employed in the WDM system, for each LED chip the actual se is still 1 bit/frame/LED. For the analogue LED driver based modulation schemes such as undersampled m-ary pulse amplitude modulation (UPAM) [11, 12] and undersampled m-ary colour shift keying (UCSK) [13] se = log2(m) bit/frame/LED. Therefore, for m > 2, the spectral efficiencies of analogue LED driver based schemes are higher than that of digital LED driver based schemes. In this paper, a digital LED driver based OCC modulation scheme named undersampled pulse width modulation (UPWM) is proposed. With UPWM and a signal LED chip, se > 1 bit/frame/LED could be easily achieved, thus exceeding those currently available in the literature. An analogue-to-digital converter (ADC), therefore, may not be required, thus leading to a reduced energy consumption and production cost while maintaining higher se, which is advantageous.
The rest of the paper is organized as follows: Section II presents the principle of the proposed UPWM scheme. In Section III, an offline UPWM OCC test-bed is built, and biterror-rate (BER) results with different modulation orders are measured with a real smartphone Nexus 6P. Finally, conclusions and future works are given in Section IV.
II. PRINCIPLES OF UPWM
Generally, a camera with a FR and a shutter speed of fcam and tsh, respectively can be considered as an integrate-anddump Rx with a sampling frequency of fcam (or a sampling duration tc = 1/fcam) and an integration time of tsh. More precisely, during the camera exposure process, each pixel captures light for a short period tsh, and the electrical signal generated by the pixel is then integrated. Finally, an RGB value of that pixel is generated. In order to ensure that a camera correctly samples all transmitted information with an undersampling mechanism, the Tx sends the information at Rs, which is matched to the FR of the Rx.
In this section, five main techniques are presented: pulse width modulation (PWM), UPAM, UPWM, non-linear compensation, and framing structure.
A. PWM
PWM is widely used for simulating an analogue output with digital means, such as provisioning control of an LED's brightness, or the temperature of a heater. Normally, a PWM signal can be described by two parameters: the frequency (or period) and the duty cycle (DC). A linear camera (gamma = 1, more information about gamma can be found in [14] ) with a shutter speed t1 can be used to capture an image of an LED driven by a PWM signal with a fixed period tpwm (where tpwm << t1) and a 50% DC. The result will be recording of 50% brightness due to the integrate-and-dump process. Therefore, as long as tpwm is much shorter than the camera shutter speed, the LED image with different brightness levels can be captured by simply changing the DC of the PWM signal.
B. UPAM
As outlined in [11] , in UPAM the input binary data stream is first mapped onto the m-ary PAM constellation. Next, UPAM is generated by amplitude modulation of a square wave subcarrier signal. Fig. 1 (a) & (b) illustrate waveforms of the original baseband data A(n) and the corresponding 4-UPAM signal B(t), respectively. In order to ensure that UPAM does not introduce flickering and is correctly sampled by a camera at a frequency of fcam, the subcarrier's frequency fs must be ≥ 200 Hz, tsh must be < 1/(2fs), and the UPAM symbol rate must equal to fcam. 
C. UPWM
Inspired by the UPAM scheme described in the previous subsection, which is a multi-level non-flickering modulation, the UPWM scheme is proposed for the first time in this paper, as a 2-level non-flickering modulation. To maintain the high se exhibited by UPAM, while decreasing the total cost (i.e., by removing the digital-to-analogue converter), the PWM and the undersampled-based modulation are combined to form the UPWM scheme. Fig. 2 illustrates a block diagram of an OCC system with the UPWM scheme.
1) Tx Side
At the Tx side, an m-ary DC mapper, which maps A(n) to m-ary DC sequences B(m). TABLE II. lists a mapping rule, where 2-bit of binary data is mapped into a 4-ary DC sequence (20%, 40%, 60%, 80%). Next, B(m) is fed into a UPWM modulator to generate the non-flickering signal. Following the inclusion of a preamble signal P(t), which will be in detailed discussed in Section IIE, the final UPWM signal C(t) is used for intensity modulation of the LED light source via an LED driver module.
Process Both W1 and W2 must share the same duration of tc/(2k), where k enables to ensure flickerless illumination condition tc/(2k) < fcf. The PWM cycle period of both W1 and W2 is suggested to be tp, which might be shorter than tsh/5, to ensure the captured LED brightness level could reflect the DC symbol B(m). Finally, the concatenation and repetition module first generates k-segment of both W1 and W2. This module constantly concatenates all W1 and W2 segments one after another to form a UPWM symbol C(t) with a duration of tc.
To provide an intuitive understanding of the UPWM scheme, Fig. 4 illustrates three waveforms at the Tx side, corresponding to the labels in Fig. 2 . From Fig. 4(c) , we can see that each UPWM symbol consists of 2k colour patterns (here k = 2), and each colour pattern in the upper part of Fig.  4 (c) represents a segment of PWM waveform with a determined duty cycle, a duration of tc/(2k), and a PWM cycle period of tp. Consequently, the generated UPWM signal has an average DC of 50%, and it will not cause flickering. When a camera is used to record video of an LED, which is emitting the UPWM signal, the camera should receive multiple PWM cycles. Therefore the captured brightness level could reflect the DC of the received waveform, however, the captured brightness level may be equal to B(m) or 1-B(m), depending on the sampling position. In order to eliminate the uncertainty, a framing structure is proposed which will be in the following subsection. 
2) Rx Side
Following free-space propagation, at the Rx, a camera is employed to detect and record the incoming optical signal. As shown in Fig. 2 , the camera outputs are applied to the preamble detection and PI extraction as well as the compensation modules. The output of the compensation module C(i) is passed applied to the m-PAM demodulator to regenerated estimated transmitted input data stream O(j). Note that, both PE and nonlinear distortions might be introduced during the undersampling and image digitization processes. However, the Rx still has the ability to compensate for these distortions with the help of preamble detection and preamble information (PI) extraction and compensation modules. More specifically, a preamble P(t) is attached before each group of m-ary DC symbols prior to transmission, see Fig.  2 . Therefore, when the preamble is captured by the camera, the PI that assists the compensation process can be extracted. This will be expanded upon in the following subsections.
D. Nonlinear Compensation
Gamma correction is normally applied during the digitization process to mimic the nonlinear behaviour of human eyes. Therefore, the original binary data sequence cannot be decoded from the captured LED brightness unless both the sampling phase uncertainty and the nonlinearity-induced problems are resolved. Therefore, a post-compensation (POC) technique [12] is introduced in this paper.
E. Framing Structure
In this section, a basic framing structure, which consists of a dedicated preamble field and a payload section, is proposed to address both the PE and the nonlinear distortion. The preamble has three main functions: i) frame synchronizationby detecting the unique brightness sequence (e.g., minimum, maximum and ascending or descending sequence); ii) detection and indication of the undersampling induced PE; and iii) nonlinear information acquisition -by obtaining nonlinear distorted sequence. Fig. 6 illustrates the proposed preamble and how it enables the Rx to decode the sampled brightness. More specifically, the preamble consists of m+2 symbols: i) 0%; ii) all m-ary DCs with equidistant intervals denoted by D1 ~ Dm; iii) 100%; and iv) all DCs of the preamble arranged in ascending order, see Fig. 6(a) . Note that, all m-ary DCs with equidistant intervals are larger than 0% and smaller than 100%. Fig. 6(b) depicts the corresponding simplified UPWM waveform. Note, different colours represent the PWM waveform segments with different DCs. Therefore, when no PEs, a changing ascending brightness levels can be received as shown in the upper subfigure of Fig. 6(c) . However, if the camera sampling arrows is within the duration of the PWM segments with a complementary DC, a descending brightness levels will be observed as illustrated in Fig. 6(d) .
... From Fig. 6 (c) and (d), we can also see that the ascending or descending brightness levels are no longer equidistantly distributed, and the recorded brightness values of the UPWM symbol with both 0% and 100% DCs are either brightest or darkest among all captured brightness values. Thus, if a brightness sequence with an ascending order is received, see Fig. 6(c) , then the received sequence is indeed the preamble signal undersampled but without the PE. Thus, the nonlinear curve can be obtained in a straightforward manner from this non-equidistantly distributed sequence using an interpolation method. Similarly, if a brightness sequence with a descending order is received, see Fig. 6(d) , then the special sequence is a preamble signal undersampled with the PE, and hence, the nonlinear curve can also be obtained by using an interpolation method. Therefore, with no PE first the payload section must be compensated for nonlinearities and then normalised prior to demodulation using the standard m-ary PAM demodulator. However, if the PE is detected using the preamble, then the payload needs to be compensated for nonlinearities first, next normalised prior to performing PE compensation. Finally, the signal is demodulated based on the m-ary PAM demodulator in the same manner.
III. EXPERIMENTAL SETUP AND RESULTS

A. Experimental Setup
In order to evaluate the performance of the proposed UPWM OCC system, an experimental test-bed was developed with the offline-based data processing, as shown in Fig. 7 . All the key system parameters are sown in TABLE III. . At the Tx side, a random binary data sequence is first generated in MATLAB, then UPWM symbols are produced according to the rules given in Section IIC. Next, a preamble is prefixed to every 120 UPWM symbols to form a data frame, which are generated using a TTi arbitrary waveform generator (AWG) TGA12104 for intensity modulation of a Cree XP-E LED with a 25° lens. At the Rx side, a Nexus 6P smartphone (12.3-megapixel Sony Exmor IMX377 sensor with 1.55 μm pixels, f/2.0 aperture) with an open camera application [15] is used to record the LED, which continuously transmits the UPWM signal over a transmission span d of 1 to 3 m. Having captured a short video of the Tx, we carry out the following offline processes at the Rx side. Fig. 8 shows four measured 64-quadrature amplitude modulation (QAM) constellation diagrams of the received UPWM signal for d of 1.5 and 3 m, without and with nonlinear compensation. Note that, by combining the two adjacent 8-ary DC signals, a single 64-QAM symbol can be formed. Therefore, all 64-QAM constellation points can be obtained from a series of well-designed 128 8-ary DC symbols. From Fig. 8 (a) , it is obvious that for d = 1.5 m, the original received signal is nonlinearly distorted (with uneven distances between constellation points), however following nonlinear compensating all constellation points are approximately equidistantly distributed, see Fig. 8 (b) . Similarly, for d = 3 m, both constellation diagrams can be seen in Fig. 8 (c) and (d) , albeit with decreased signal to noise ratio (SNR) as expected. Note that, in Fig. 8 (d) although the SNR is reduced the constellation diagram is still clear. Given that, the non-linear compensation process is performed at the Rx side, the noise variance with a larger bias value will be increased with the POC technique. Consequently, the constellation points located in the upper-right corner of Fig. 8 (b) and (d) display higher levels of distortion. In order to assess the feasibility of the proposed scheme, we measure the BER performances for different modulation orders are measured at d = 1 m. For each modulation order, a 10-minute video was recorded, then all video files were processed offline in MATLAB. Since the mobile phone introduces a real multi-task device, which runs multiple applications in the background, when the mobile phone was used in a camera receiver mode, it can sometimes drop video frames due to multi-tasking. Although this may not cause a serious problem for entertainment purpose, it could lead to the signal loss in data communications.
B. Experimental Results
In our experiment, both the values of the lost data frame and the BER are measured and are listed in TABLE IV. During the offline process, for any video frame being dropped the affected data frame is then considered as a lost data frame.
According to the measured data, 0~10 dropped data frames are considered lost during about 10 minutes of signal reception. The lost data frames are then removed in order to determine the BER values caused only by the noise and non-ideal non-linear compensation. It is clear that, for all modulation orders the BER values are well below the forward error correction (FEC) limit of 3.8×10 −3 [16] , which proves the feasibility of the proposed scheme. In order to reduce the impact of dropped video frames, the data frames with a short payload are proposed. However, a short payload means reduced throughput efficiency. 
IV. CONCLUSIONS AND FUTURE WORKS
In this paper, a low cost UPWM scheme was proposed for the low-frame-rate based OCC system. Unlike most other high spectral efficiency undersampled modulation schemes, which require an analogue LED driver to transmit signals, this modulation scheme only requires a digital LED driver to send a non-flickering signal. To address the unsynchronized phase and non-linear distortion induced problems, a unique preamble was proposed and designed. An offline mobile phone-based OCC test-bed was also developed to assess the feasibility of the proposed scheme. The BER values and the dropped video frame numbers for different modulation orders were consequently measured. We showed that for all modulation orders the BER values are well below the FEC limit of 3.8×10 −3 , which illustrates the feasibility of the proposed scheme.
Future work on this topic will consider following tasks i) how to use modulation orders that do not equal to 2 k , where k is an integer; ii) how to combine the undersampled schemes with the rolling shutter based schemes; and iii) how to reduce the impact of dropped video frame on communication performance.
