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ABSTRACT
We present a computational model of tonality cognition
derived from physical and cognitive principles on the fre-
quency ratios of consonant intervals. The proposed model,
which we call the Prime Factor-based Generalized Tonnetz
(PFG Tonnetz), is based on the Prime Factor Representa-
tion of frequency ratios and can be regarded as a gener-
alization of the Tonnetz. Our assumed application of the
PFG Tonnetz is a system for supporting spontaneous and
improvisational participation of inexpert citizens in music
performance for regional promotion. For this application,
the system needs to determine the pitch satisfying con-
straints on tonality against surrounding polyphonic music
because inexpert users frequently lack music skills related
to tonality. We also explore a working hypothesis on the
robustness of the PFG Tonnetz against recognition errors
on harmonic overtones in polyphonic audio signals. On
the basis of this hypothesis, the PFG Tonnetz has a good
potential as a representation of the tonality constraints of
surrounding polyphonic music.
1. INTRODUCTION
Musical tonality is an important cognitive element for lis-
tening to or playing tonal music. This cognitive phenomenon
depends on the perception of the consonant/dissonant in-
terval that can be physically explained with frequency ra-
tios and the overlap of harmonic structures between multi-
ple tones. There are three structural properties of melodic
cognition [1]:
1. Rhythm: Ordinal duration ratios of adjacent notes.
2. Pitch contour: Pattern of ups and downs of pitch
changes.
3. Tonality: Cognitive coherence of pitch combination
related to consonance, harmony, key, scale, and chord.
Understanding the tonality comparatively requires more mu-
sical knowledge or experience than the rhythm and pitch
contour. Although inexpert users can intuitively input the
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Figure 1. Three aspects for cognition of tonal melody.
Figure 2. Application: Generating melody with tonality
from only rhythm and pitch contour input by a user.
rhythm and pitch contour with their body motion, it is com-
paratively difficult for them to determine pitch with tonal-
ity. Hence, a computational model of tonality cognition
can help support inexpert users to play music with their in-
tuitive body motion. We aim to formulate a computational
model of tonality for enabling inexpert users to participate
in playing music by inputting the rhythm and pitch contour
with their body motions. In this paper, we present a model
of tonality derived from only frequency ratios against tonic
without musical knowledge such as key and letter notation.
Recently, many participatory music events for regional
promotion have been organized in Japan [2]. Since a broad
range of participants are desired for the purpose of regional
promotion, technology for supporting the participation of
inexpert citizens is important. Devices or techniques that
enable non-experts to play music as emotion dictates could
lead to the design of novel musical interaction between cit-
izens for regional promotion.
Clapping to the beat, swaying to the rhythm, and “call-
and-response” are basic ways for participating in musi-
cal performance without IT support. We aim to provide
a novel method for supporting spontaneous and improvisa-
tional participation in music performance that does not re-
quire advanced music skills or experiences. We focus par-
ticularly on spontaneous participation with sustained har-
monic sound because such participation usually requires a
certain level of musical skills related to tonality. To this
end, we focus on a mechanism to determine pitch having a
tonality coherent with the surrounding music performance
from the spontaneous rhythm and pitch contour input by
the users (Figure 2). This mechanism should be helpful
for encouraging spontaneous and improvisational partici-
pation in playing tonal music.
Since the (1) rhythm and (2) pitch contour depend less on
musical knowledge or experience than (3) tonality, we as-
sume that (1) and (2) can be input by an inexpert user who
has less experience with music performance. Body motion
is suitable for inputting (1) and (2) because they are highly
relevant to body motion. The affinity between pitch con-
tour and body motion has been described in [3]. Here, we
assume the use of motion sensors or acceleration sensors
for the user’s input. For example, the ups and downs of a
hand motion can be used to input the pitch contour.
A computational model of tonality cognition is needed
to determine the pitch satisfying constraint on tonality, as
shown in Figure 2. The aim to develop a tonality model
not for increasing the accuracy of estimating key or chord
but for controlling harmony or consonance between the
surrounding polyphonic music and the system-determined
pitch. Considering the recognition error on harmonic over-
tone in polyphonic audio signals, the model of tonality
cognition for our application should be directly based on
physical and cognitive principles related to the pitch fre-
quencies of consonant intervals.
2. PRIME FACTOR-BASED GENERALIZED
TONNETZ
In this section, we describe our computational model of
tonality based on prime factor representation of ratios be-
tween pitch frequencies. The proposed model is derived
from only the essential principles on the integer frequency
ratio of consonant interval and octave equivalence.
Table 1. Correspondence between frequency ratios of just
intonation intervals and the exponents z2, z3, and z5.
Interval I #I II #II III IV
Frequency
ratio 1
16
15
9
8
6
5
5
4
4
3
Cent 0.0 111.7 203.9 315.6 386.3 498.0
z2 0 4  3 1  2 2
z3 0  1 2 1 0  1
z5 0  1 0  1 1 0
#IV V #V VI #VI VII
64
45
3
2
8
5
5
3
9
5
15
8
609.8 702.0 813.7 884.4 1017.6 1088.3
6  1 3 0 0  3
 2 1 0  1 2 1
 1 0  1 1  1 1
2.1 Deriving a Tonality Model from Cognitive
Principles
Consonant intervals are usually formed by the frequency
ratio of simple integers. When a frequency ftonic of a tonic
note and f form a consonant interval, the ratio of these
frequencies consists of simple integers, e.g., f = 32ftonic
(perfect V) and f = 43ftonic (perfect IV). Such a frequency
ratio consisting of simple integers can be represented by
the product of prime numbers, as
f =
 Y
p2Pn
p(zp)

 ftonic (zp 2 Z); (1)
where Z is the set of integers and Pn = f2; 3; 5;    ; ng
is a set of prime numbers that are less than or equal to the
upper limit n. For example, when the upper limit n of a
prime number is set as 5, the perfect IV can be represented
as
f = (22  3 1  50)  ftonic: (2)
The consonant interval between ftonic and f can be repre-
sented by a vector (z2; z3;    ; zn) consisting of the expo-
nent zp of a prime number p. This vector of the exponents
is an expansion of the prime factor representation used in
the field of number theory [4]. Although the original the-
ory does not allow negative exponents (i.e., zp should be
a non-negative integer), we expand our representation of
consonant inverval to allow negative exponents so that we
can represent the integer frequency ratios of consonant in-
tervals. For example, when the upper limit n of a prime
number is 5, representations of the following consonant
intervals are represented as the following vectors:
 perfect IV up: (2; 1; 0)
 perfect V up: ( 1; 1; 0)
 major III up: ( 2; 0; 1)
 perfect unison (tonic itself): (0; 0; 0) (the origin)
Table 1 shows the correspondence between the frequency
ratios of the pure intervals of just intonation and exponents
zp of a prime number p.
When plotting such vectors in the z2-z3-z5 coordinate
system, the following correspondences can be found, as
shown in Figure 3. The origin point corresponds to the
tonic ftonic. The integer grid points close to the origin cor-
respond to the frequency ratios of the consonant interval
from ftonic.
Here, octave generalization [5] can be applied with con-
sidering the octave equivalence between f1 and f2, such
as f1 = 2
zf2 (z is an integer). Concretely, each point
can be octave-generalized by projecting the point onto the
z3-z5 plane (i.e., by letting z2 = 0), as shown in Fig-
ure 3. In the case of the perfect IV, (2; 1; 0) in the z2-
z3-z5 space can be projected onto ( 1; 0) on the z3-z5
plane. The pitches octave-equivalent to (2; 1; 0), i.e.,
(2 i; 1; 0) where i is an integer, are also projected onto
( 1; 0), at the same point. In the same way, integer grid
points (z2; z3; z5) within an octave from a tonic (i.e., such
as 1  2z2  3z3  5z5 < 2) are octave-generalized as
 perfect IV up: (2; 1; 0)! ( 1; 0)
 perfect V up: ( 1; 1; 0)! (1; 0)
 major III up: ( 2; 0; 1)! (0; 1)
on the z3-z5 plane, as shown in Figure 3.
The red triangles in Figure 4 consisting of

(a; b), (a; b+
1), (a+ 1; b)

can be regarded as representations of major
triads on the root (a; b), while the blue triangles consisting
of

(a; b), (a + 1; b   1), (a + 1; b) can be regarded as
representations of minor triads on the root (a; b).
Moreover, seventh and extended chords can be formed
by alternately piling up the red and blue triangles to the
positive direction of the z3 axis, i.e., the right direction in
Figure 4. Major seventh and extended chords are piled up
on the right of a base red triangle corresponding to the ma-
jor triad. Minor seventh and extended chords are piled up
on the right of a base blue triangle corresponding to the
minor triad. To formulate these structures shown in Figure
Figure 3. Octave generalization: projection onto z3-z5
plane by omitting z2.
Figure 4. Proposed model: Prime Factor-based General-
ized Tonnetz (5-limit).
4, we assume a list of integer grid points chord(a; b; ;m)
on the root note (a; b).
chord(a; b; ;m) =

(a; b) +
kX
i=0
(i)

k=0;1; ;m (3)
maj(i) =
(
(0; 1) (i = 2k + 1; k 2 N)
(1; 1) (i = 2k; k 2 N) (4)
min(i) =
(
(1; 1) (i = 2k + 1; k 2 N)
(0; 1) (i = 2k; k 2 N) (5)
A list of integer grid points chord(a; b; maj;m) repre-
sents the major triad where m = 2, the major seventh
chord where m = 3, and the major ninth chord where m =
4. The member notes of these major chords are located in
the area of b  z5  b+ 1^ z3  a at the upper right side
of the root note (a; b). In contrast, chord(a; b; min;m)
represents the minor triad where m = 2, the minor sev-
enth chord where m = 3, and the minor ninth chord where
m = 4. The member notes of these minor chords are lo-
cated in the area of b   1  z5  b ^ z3  a at the lower
right side of the root note (a; b).
The positional relationships of major/minor scales against
the tonic note (0; 0) are similar to those of major/minor
chords against a root note (a; b). Member notes of the ma-
jor scale (I, II, III, IV, V, VI, VII) are distributed in the area
of 0  z5  1 at the upper side of the tonic (0; 0), and
those of the minor scale (I, II, #II, IV, V, #V, #VI) are dis-
tributed in the area of  1  z5  0 at the lower side of the
tonic.
The above representation of tonality is derived only from
the following two cognitive principles on frequency ratios.
1. Since the frequency ratios of a consonant interval are
simple integer ratios, they can also be represented
by the prime factor representation (z2; z3; z5), where
the integer zp is an exponent of a prime number p
(expanded to allow z2; z3; z5 < 0).
2. Since the interval with the frequency ratio 2z (where
z is integer) is octave equivalent, (z2; z3; z5) can be
projected onto the z3-z5 plane by omitting z2 for oc-
tave generalization.
In the other words, our tonality model is derived only from
the cognitive principles on frequency ratios. Musical knowl-
edge about the pitch notation, scale, and chord is used not
for deriving our tonality model but rather for interpreting
the representations appearing in the derived model. The
interpretations of the representations are as follows:
 The origin (0; 0): A tonic of scales
 Integer grid points (z3; z5) close to the origin: Can-
didates for scale notes
 A vector (1; 0): Perfect V up
 A vector ( 1; 0): Perfect IV up
 A vector (0; 1): Major III up
Figure 5. Euler’s Tonnetz.
Figure 6. Riemann’s Tonnetz.
 A vector (1; 1): Minor III up
 A triangle (a; b), (a; b+ 1), (a+ 1; b):
Major triad on the root (a; b)
 A triangle (a; b), (a+ 1; b  1), (a+ 1; b):
Minor triad on the root (a; b)
 Integer grid points chord(a; b; maj;m):
Major chords on the root (a; b)
 Integer grid points chord(a; b; min;m):
Minor chords on the root (a; b)
 b  z5  b+1^ z3  a: Distribution area of major
chords on the root (a; b)
 b  1  z5  b^ z3  a: Distribution area of minor
chords on the root (a; b)
 0  z5  1: Distribution area of major scale notes
on the tonic (0; 0)
  1  z5  0: Distribution area of minor scale notes
on the tonic (0; 0)
2.2 Comparison of Proposed Model and Tonnetz
Our derived model of tonality is topologically similar to
the Tonnetz [6], which was originally proposed by Leon-
hard Euler in 1739 (Figure 5) and was expanded upon by
Hugo Riemann in 1880 (Figure 6). In the Tonnetz, pitch
notations are connected by three types of link: perfect V
(opposite of perfect IV), major III (opposite of minor VI),
and minor III (opposite of major VI). In our model, these
links respectively correspond to the vectors (1; 0) (oppo-
site of ( 1; 0)), (0; 1) (opposite of (0; 1)), and (1; 1)
(opposite of ( 1; 1)).
The Tonnetz was expanded as Neo-Riemannian theory
and mathematically formulated in the 1980s [7, 8]. It was
typically expanded to torus or spiral representations [9]
Figure 7. Pitch differences of enharmonic pairs of integer
grid points.
considering circularity due to enharmonic equivalence. En-
harmonic pairs of tones are also represented as vectors (4; 2),
(4; 1), and (12; 0) in our proposed model, as shown in
Figure 7.
There are three key differences between our model and
the conventional Tonnetz studies.
1. Clear correspondence between the model and the
physical and cognitive principles. Although the
conventional Tonnetz was originally formalized for
representing the relationships among consonant in-
tervals, the correspondence between the model and
the principles on frequency ratios was not clear. Our
proposed derivation process enables us to clearly un-
derstand the correspondence because it is directly
derived from the principles on frequency ratios. More-
over, this feature should have a high affinity for pro-
cessing polyphonic audio signals with the recogni-
tion error on harmonic overtone.
2. Tonic representation. In our proposed model (Fig-
ure 4), the origin (0; 0) on the z3-z5 plane has the
role of the tonic of scale. Since the tonal character-
istics of each point depend on the relative position
from the tonic, equivalent scales on different tonics
can be represented by a same pattern on the z3-z5
coordination system. This feature also enables us
to formulate computational representations of ma-
jor/minor chords, such as Formulas (3), (4), and (5).
3. Natural expandability to a higher dimensional space
for the n-limit just intonation. The above n = 5
setting for the upper limit of prime numbers can be
varied to expand our tonality model. When n = 7,
integer grid points in the z3-z5-z7 space can repre-
sent the 7-limit just intonation [10], as shown in Fig-
ure 8. When n = 11, integer grid points in the z3-
z5-z7-z11 space can represent the 11-limit just into-
nation.
On the basis of the above, our proposed model can be
regarded as a generalization of the Tonnetz. We call it
Prime Factor-based Generalized Tonnetz (PFG Tonnetz).
Figure 8. 7-limit PFG Tonnetz.
The model based on the z3-z5-   -zn space is called n-
limit PFG Tonnetz because it represents the n-limit just
intonation [10].
Hereafter, we regard PFG Tonnetz without specifying n
as the 5-limit PFG Tonnetz (Figure 4) because the 5-limit
PFG Tonnetz represents the usual just intonation, i.e., 5-
limit just intonation. The 5-limit PFG Tonnetz can easily
be visualized on the z3-z5 plane. The topological similar-
ity of the 5-limit PFG Tonnetz to the conventional Tonnetz
is easier to understand than that of other n-limit PFG Ton-
netz.
3. APPLYING PFG TONNETZ TO DETERMINING
PITCH WITH TONALITY CONSTRAINT
As discussed in Section 1, we aim to apply our model, the
PFG Tonnetz, to a module to determine the pitch satisfy-
ing constraint on coherence of tonality against surround-
ing polyphonic music. 3D motion sensors, such as the Mi-
crosoft Kinect1 or the Intel RealSense 3D Camera2 , can be
used for recognizing users’ hand motions, e.g., the heights
of hands. Our system needs to convert a recognized hand
height x(t) at given time t into a tonal pitch frequency f(t)
that satisfies a constraint on the tonality of the surrounding
polyphonic music, as
f(t) = arg min
f(t) satises c(t)

jf(t)  f 0(t)j

; (6)
f 0(t) = ftonic  exp
 
(x(t)  xtonic)

; (7)
where f 0(t) is an atonal frequency that simply corresponds
to x(t), c(t) is a tonality constraint at the time t, exp() is
the exponential function, xtonic is a basis location corre-
sponding to ftonic, and  is a parameter to adjust the ratio
between the change of x(t) and that of f 0(t).
A module for the online F0 estimation of the surround-
ing polyphonic music is needed to deal with the tonality
constraint c(t). Although F0 estimation of the polyphonic
audio signals generally cannot avoid recognition errors on
1 https://www.microsoft.com/en-us/kinectforwindows/
2 http://www.intel.com/content/www/us/en/architecture-and-
technology/realsense-3d-camera.html
harmonic overtones, a representation of the tonality con-
straint based on the PFG Tonnetz should be robust against
such errors because the frequencies of harmonic overtones,
i.e., integral multiples of a true frequency, are located at
grid points close to the true pitch in the PFG Tonnetz space.
In future work, we intend to empirically verify this work-
ing hypothesis on the robustness against the recognition er-
ror on harmonic overtones. We primarily need to formulate
a representation of tonality constraint c(t) by integrating
the PFG Tonnetz and the F0 estimation of polyphonic au-
dio signals. This representation should be learnable from
training data of polyphonic music and should be empir-
ically compared with a representation by integrating the
conventional chroma vector and the F0 estimation through
an experiment. For example, if the tonality constraint is
represented as probabilistic prediction models over the PFG
Tonnetz space or over the chroma vector, the two represen-
tations can be compared by prediction ability such as the
perplexity metric.
4. CONTEXT OF THIS STUDY AND RELATED
WORKS
4.1 Tonality Models
Pitch representations based on Prime Factor Representa-
tion have been proposed in other studies [11, 12]．How-
ever, these works did not consider the relationship between
their model and the Tonnetz. Direct derivation of the Ton-
netz on the basis of the Prime Factor Representation of fre-
quency ratio is a viewpoint unique to the present study.
There have been many models and theories related to
tonality cognition. For example, a key estimation method
based on the Cycle of Fifth [13] has been proposed. The
Tonnetz has also been studied by Neo-Riemannian theo-
rists [7] and applied to instrument interfaces such as the
isomorphic keyboard [14]. The PFG Tonnetz we propose
in the present work has three advantages as aforementioned:
(1) it clearly corresponds to physical and cognitive princi-
ples on the integer frequency ratios, (2) it has tonic repre-
sentation, and (3) it is naturally expandable to higher di-
mensions for n-limit just intonation. If the hypothesis on
the robustness against recognition errors on harmonic over-
tones is empirically verified in future work, it can also be
our contribution.
4.2 Related Applications
Figure 9 shows a smartphone application, TonalityTouch3 ,
developed in our past study. TonalityTouch can convert the
user’s multi-touch location into consonant pitch frequen-
cies with tonality. The scale for converting the location
to the pitch frequency can be automatically generated on
the basis of the PFG Tonnetz. However, TonalityTouch
does not consider the constraint on tonality against the sur-
rounding music.
KAGURA [15] is a digital instrument with visual effects
based on body motion sensing. SWARMED [16] and mass-
Mobile [17] are systems for supporting participatory mu-
3 https://play.google.com/store/apps/details?id=org.toralab.music.beta
Figure 9. TonalityTouch: Smartphone application based
on PFG Tonnetz.
sical performance using smartphones. Although these sys-
tems are related to our application, they do not focus on
any computational model for converting the spontaneous
input of pitch contour to pitch frequency satisfying the con-
straint of the tonality against surrounding polyphonic mu-
sic, which is our focus in the current study.
4.3 Application to Music Event for Regional
Promotion
We have been dealing with technologies for supporting
public participation and collaboration [18, 19]．To facil-
itate public collaboration in local communities, building
a conciliatory community through “ice-breaker activities”
is important. Since music has a social functionality for
enhancing positive emotions through sharing body motion
[20], we aim to apply our model to such ice-breaker activ-
ities through participatory local music events. We need to
investigate and verify whether the PFG Tonnetz can con-
tribute to spontaneous and improvisational participation in
music performance and whether such support can contribute
to ice-breaking in local communites.
5. CONCLUSION AND FUTURE WORK
We formulated the PFG Tonnetz, a model of tonality cog-
nition based on simple principles on frequency ratios of
consonant intervals, i.e., consonant intervals can be rep-
resented by the frequency ratios of simple integers. The
derivation of the proposed model is based on the Prime
Factor Representation of the frequency ratios. The PFG
Tonnetz can be regarded as a generalization of the conven-
tional Tonnetz and can be applied to a representation of
the tonality constraint of surrounding polyphonic music.
The representation should be robust against recognition er-
rors on harmonic overtone in polyphonic audio signals be-
cause the frequencies of harmonic overtones are located
at grid points close to the true pitch in the PFG Tonnetz
space. This working hypothesis should be empirically ver-
ified through experiments in future.
We are also planning to apply the PFG Tonnetz to support
the spontaneous and improvisational participation of inex-
perts in local music events for regional promotion. We will
utilize such functionality for ice-breaker activities in local
communities. To do this, we will develop a system based
on the PFG Tonnetz by integration with motion sensors.
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