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Abstract
Automatic dialogue response evaluator has
been proposed as an alternative to automated
metrics and human evaluation. However,
existing automatic evaluators achieve only
moderate correlation with human judgement
and they are not robust. In this work, we
propose to build a reference-free evaluator
and exploit the power of semi-supervised
training and pretrained (masked) language
models. Experimental results demonstrate
that the proposed evaluator achieves a strong
correlation (> 0.6) with human judgement and
generalizes robustly to diverse responses and
corpora. We open-source the code and data in
https://github.com/ZHAOTING/dialog-processing.
1 Introduction
Evaluation of conversational systems has been
one major obstacle in dialogue research. Partic-
ularly for open-domain dialogues, automated met-
rics have been shown to correlate poorly with hu-
man judgement (Liu et al., 2016). Although hu-
man evaluation provides the most accurate assess-
ment, they are slow and expensive. An alterna-
tive is to train an evaluator that learns to pre-
dict a human-like score. Lowe et al. (2017) pro-
posed ADEM, a supervised regression model, for
automatic response evaluation and reported 0.436
Pearson’s and 0.428 Spearman’s correlations with
human judgement. Though better than automated
metrics, the scores only indicate moderate corre-
lations. Another criticism from Sai et al. (2019)
further pointed out that ADEM produces scores of
low deviation and lacks robustness under adversar-
ial attack.
An ideal evaluator should be precise such that
its predictions have a strong correlation with hu-
man judgement. It should also be robust such
that it generalizes to new dialogues unseen dur-
ing training. We explored three methods to im-
prove the precision and robustness of response
evaluators. 1) We propose building reference-
free evaluator since reference-dependent metrics
cause the problem of low deviation described by
Sai et al. (2019). We also find that the reference-
dependent evaluators’ performance degrades sig-
nificantly when we remove ground-truth responses
from test data. 2) Tao et al. (2018) proposed an un-
supervised model (RUBER) that outperforms su-
pervised ADEM by training on a next sentence
prediction (NSP) task. We show that RUBER
can be further improved by supervised training
on a small amount of annotated data. 3) We
make use of strong pretrained models such as
RoBERTa (Liu et al., 2019) to obtain better text
representations. By combining the three meth-
ods, a reference-free, semi-supervised, RoBERTa-
based evaluator has better correlation and robust-
ness. Experimental results also show that the
model can maintain good performances in cross-
domain and low-resource settings.
2 Related Works
Automatic response evaluator was first proposed
by Lowe et al. (2017) to mimic human annotator’s
assessment of response appropriateness. They col-
lected human annotations of response quality for
4,104 context-response pairs, and train a regres-
sion network (ADEM) supervisedly by minimiz-
ing a squared error. Tao et al. (2018) proposed an
unsupervised method (RUBER) to train automatic
evaluators, where a model is optimized to dis-
tinguish a ground-truth response and a negative-
sampling response by minimizing a margin rank
loss. This process resembles the next sentence
prediction (NSP) task applied in the training of
BERT (Devlin et al., 2019). It allows for exploit-
ing a large amount of conversation data and has
been shown to outperform ADEM. Using ADEM
and RUBER as the baselines of this work, we will
analyze their shortcomings and develop solutions
to build more precise and robust evaluators.
Next sentence prediction is to predict whether
a sentence is a true continuation given a pre-
ceding context, where a positive sample is the
ground-truth subsequent sentence and a negative
sample is a different piece of text. NSP bene-
fits not only evaluation (Tao et al., 2018), but also
language understanding (Devlin et al., 2019) and
language generation (Bruni and Fernandez, 2017;
Wolf et al., 2019).
Dialogue response evaluation can also be im-
proved with better automated metrics and ap-
proximation to response quality. Examples
of successful attempts to improve automated
metrics include exploiting multiple references
for comparison (Gupta et al., 2019) and com-
bining human judgement with automated met-
rics (Hashimoto et al., 2019). Li et al. (2019)
demonstrated that single-turn human judgement is
not reliable as expected and proposed multi-turn
human evaluation. Ghandeharioun et al. (2019)
approximated sentiment, semantic similarity, and
engagement with new automated metrics and used
a hybrid metric in a multi-turn evaluation setting.
Dziri et al. (2019) showed that entailment is also
an option to approximate dialogue coherence and
quality.
3 Background
ADEM is a regression model that takes as inputs
a dialogue context vector c, a hypothesis response
vector rˆ, and a reference response vector r. Its
output is the sum of a referenced metric and an
unreferenced metric:
ADEMref(r, rˆ) = r
TN rˆ, (1)
ADEMunref(c, rˆ) = c
TM rˆ, (2)
where the encoding vectors are produced by pre-
trained RNN encoders. M andN are trainable pa-
rameters.
RUBER also combines two metrics but com-
putes them differently:
RUBERref(r, rˆ) =
r
T
rˆ
‖r‖ · ‖rˆ‖
, (3)
RUBERunref(c, rˆ) = MLP([c; rˆ; c
TM rˆ]; θ), (4)
where [·; ·] denotes the concatenation of vectors
and MLP is a multi-layer perceptron with nonlin-
ear activation functions. M and θ are trainable pa-
rameters.
Besides the differences in metric computation,
they are different in training strategy. ADEM uses
supervised training to minimize the mean square
error between predictions and human scores, while
RUBER uses unsupervised training on an NSP
task to minimize a margin ranking loss. In Sec-
tion 5, we combine their advantages to build a bet-
ter response evaluator.
4 Data Collection
For assessing dialogue response evaluators, we
sample 100 dialogues from the test split of the
DailyDialog corpus (Li et al., 2017) which con-
tains 13,118 open-domain and human-written con-
versations. We expand them with extra response
hypotheses and collect human annotations of re-
sponse quality.
Collection of Extra Responses. Besides the
ground-truth response, we add responses from
different sources for each dialogue context, in-
cluding 1) a negative-sampling response ran-
domly selected from a different dialogue and
2) responses generated by generative models
trained on the training split. We combine 6
generative models (S2S (Sutskever et al., 2014),
attentional S2S, HRED (Serban et al., 2016),
VHRED (Serban et al., 2017), GPT2-sm, and
GPT2-md (Wolf et al., 2019)) with 3 decoding
methods (greedy decoding, ancestral sampling,
and nucleus sampling (Holtzman et al., 2019)).
The resulting response pool for each dialogue con-
text contains 20 responses of various qualities.
Collection of Human Annotations. From the
2,000 dialogue-response pairs, we select 900 of
them and ask Amazon Mechanical Turk work-
ers to rate response appropriateness on a 5-
point Likert scale. Each pair is rated by four
workers. After removing annotation outliers
for each pair (Leys et al., 2013), the remaining
data reaches good reliability regarding an inter-
annotator agreement with Krippendorff’s α >
0.8 (Krippendorff, 2018).1 We make a 0.8:0.1:0.1
split of the annotated data for training, validation
and test.
Figure 1(a) shows the overall distribution of 900
human scores on response appropriateness, and
Figure 1(b) shows box plots of human scores for
1More details of inter-annotator agreement and outlier re-
moval are provided in Appendix A.
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(b) Box plot of scores for each response source. GT - ground-truth, NS -
negative-sampling.
Figure 1: Distributions of human annotations on response appropriateness (§4).
Model
Full Test Data Excluding Ground-truth
(90 responses) (77 responses)
Pearson Spearson SD Pearson Spearson SD
ADEM
full 0.34∗∗ 0.36∗∗ 0.51 0.25 0.23 0.30
ref. 0.32∗ 0.35∗∗ 0.52 0.21 0.23 0.30
unref. 0.26 0.26 0.32 0.28 0.27 0.33
RUBER
full 0.37∗∗ 0.31∗ 0.67 0.43∗∗ 0.41∗∗ 0.68
ref. 0.32∗ 0.29∗ 0.07 0.12 0.13 0.04
unref. 0.35∗∗ 0.29∗ 1.32 0.43∗∗ 0.39∗∗ 1.35
Human 1.0 1.0 1.42 1.0 1.0 1.40
Table 1: Comparison between referenced metric and unreferenced metric on the full test data and the ground-truth
response-excluded test data (§5.1). SD is short for standard deviation. ∗ denotes scores that have p-values < 0.01.
∗∗ denotes scores that have p-values< 0.001.
different response sources. The distributions sug-
gest that the created data consists of diverse re-
sponses.
5 Methodology
5.1 Reference-free Evaluation
Sai et al. (2019) proved theoretically that the com-
parison with reference response in the referenced
metric causes ADEM to make conservative pre-
dictions where scores have a very low standard
deviation. To investigate the effect of removing
reference from computation, we experiment with
the full ADEM and RUBER as well as their ref-
erenced and unreferenced versions. As shown in
Table 1, the referenced metrics of ADEM and RU-
BER have much lower standard deviations than
human scores. ADEM’s unreferenced metric has
low scores in both correlation and standard devia-
tion because the full ADEM model is heavily af-
fected by its referenced metric while its unrefer-
enced metric is not fully utilized, especially in the
data set that includes ground-truth responses.
Another important finding is that the referenced
metrics’ correlations degrade significantly when
we remove ground-truth responses from the test
data. It suggests that referenced metrics may help
evaluators to distinguish a ground-truth response
from a non-ground-truth response easily, but they
cannot distinguish a good response from a bad one
among non-ground-truth responses.
Based on the results, we propose to build
reference-free evaluators and avoid direct compar-
ison with reference responses to improve its ro-
bustness and diversity.
5.2 Semi-supervised Training
ADEM is a supervised model that relies on human
annotations. However, it is expensive to collect
large-scale annotated data; On the other hand, RU-
BER has been shown to reach reasonable correla-
tion scores via only unsupervised training on an
NSP task. A natural idea is to apply unsupervised
training first and then finetune an evaluator using a
relatively small amount of annotated data. Taking
Model Pr. Spr. Training data
RUBER
sup. 0.37∗∗ 0.31∗ 130k
semi-sup. 0.45∗∗ 0.41∗∗ 130k+720
Table 2: Comparison between original unsupervised
RUBER and semi-supervised RUBER (§5.2). Pr. and
Spr. are short for Pearson’s correlation and Spearman’s
correlation, respectively.
RUBER as an example, by finetuning RUBER on
720 annotated samples, we improve its Pearson’s
correlation from 0.37 to 0.45 and Spearman’s cor-
relation from 0.31 to 0.41.
5.3 Powerful Text Encoder
All the metrics mentioned before are based on
encoding vectors r, rˆ and c, so a powerful
text encoder is essential to building a good
evaluator. ADEM and RUBER are both ini-
tialized with pretrained RNN response genera-
tors. As an alternative, pretrained (masked)
language models such as BERT (Devlin et al.,
2019) and RoBERTa (Liu et al., 2019) can be
used as a powerful text encoder and have bene-
fited most downstream tasks in natural language
processing (Huang et al., 2019; Lan et al., 2020;
Joshi et al., 2020; Shimanaka et al., 2019). We
choose RoBERTa-large to build our response eval-
uator.
A RoBERTa evaluator produces an encoding
vector d given a context c and a response rˆ and
then finally calculates its score via an MLP with a
sigmoid function. We rescale the score to match
annotator’s scale of [1, 5]:
d = RoBERTa([c; rˆ];φ), (5)
RoBERTa-eval(c, rˆ) = 4 ·MLP(d; θ) + 1, (6)
where RoBERTa’s parameter φ and MLP’s param-
eter θ can both be optimized during training.
6 Experimental Evaluations
Table 3 shows the correlation scores and stan-
dard deviations of four metric groups. The first
group is automated metrics that are based on n-
gram overlapping (BLEU-2) or word embedding
similarities (Average, Extrema, and Greedy). The
second group is the baseline ADEM and RU-
BER. The third group is the semi-supervised full
RUBER model, the semi-supervised unreferenced
RUBERmodel, and the RoBERTa-based evaluator
Model Pr. Spr. SD
Automated Metrics
BLEU-2 0.31 0.23 0.31
Average 0.25 0.23 0.19
Extrema 0.26 0.26 0.23
Greedy 0.25 0.23 0.21
Baseline Evaluator
ADEM 0.34∗∗ 0.36∗∗ 0.51
RUBER 0.37∗∗ 0.31∗ 0.67
Proposed Evaluator
RUBER
semi-sup. 0.45∗∗ 0.41∗∗ 0.42
unref.+semi-sup. 0.43∗∗ 0.39∗∗ 0.83
RoBERTa-eval 0.64∗∗ 0.66∗∗ 1.26
Human Judgement
Human 1.0 1.0 1.42
Table 3: Performances of automated metrics, baseline
evaluators, and proposed evaluators (§6).
that combines the three proposed methods. Hu-
man scores are given in the final group. Semi-
supervised training yields improvement in corre-
lations, and abandoning referenced metrics makes
predictions less conservative. The RoBERTa eval-
uator outperforms the baselines by a large margin
and has a much human-like score diversity.
6.1 Transferability Study
We are interested in applying a trained response
evaluator to new data of different domains or
styles. Therefore, we carry out experiments to
study the transferability of the RoBERTa evalua-
tor. In addition to the DailyDialog (DD) corpus,
we further collect annotations on 900 responses
from the PersonaChat (PC) corpus (Zhang et al.,
2018) following the same procedure in Section 4.
The evaluator turns out to generalize to a new cor-
pus much better than the baseline RUBER accord-
ing to results in Table 4. The evaluator trained
on the DD corpus achieves even higher correla-
tion scores when applied to the PC corpus. How-
ever, performance degradation is observed when
applying the evaluator trained on the PC corpus to
the DD corpus. It suggests that we should make
a careful choice of training data when planning to
evaluate our models on different corpora.
6.2 Low Resource Study
Although only 720 annotated samples are used in
the experiments above, we explored the possibility
Corpus Correlation
Train Test Pr. Spr.
RoBERTa evaluator
DD DD 0.64∗∗ 0.66∗∗
DD PC 0.69∗∗ 0.69∗∗
PC PC 0.75∗∗ 0.76∗∗
PC DD 0.50∗∗ 0.47∗∗
RUBER
DD DD 0.37∗∗ 0.31∗
DD PC 0.12 0.17
PC PC 0.58∗∗ 0.57∗∗
PC DD 0.06 0.06
Table 4: Correlations of RoBERTa evaluator and RU-
BER using training and test data from different cor-
pora (§6.1).
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Figure 2: Performance of the RoBERTa evaluator w.r.t
amount of supervised training data (§6.2).
of training with even fewer data. Figure 2 shows
that, with only around 100 samples, the RoBERTa
evaluator can reach performance close to the result
obtained using the entire 720 samples.
6.3 Robustness Evaluation
In this section, we address Sai et al. (2019)’s re-
quirements towards a robust evaluator.
1. Not be heavily influenced by the reference
response. The proposed evaluator is entirely inde-
pendent of references.
2. Generalizing to diverse responses. 1) Af-
ter removing ground-truth from the test data, the
RoBERTa evaluator still achieves 0.62 Pearson’s
correlation and 0.64 Spearman’s correlation. 2)
The evaluator achieves good performances on di-
verse responses (see §4) and different corpora (see
§6.1).
3. Sensitivity to grammar and relevance
of the response. We also collected annotations
for relevance and grammatical correctness. The
RoBERTa evaluator trained on appropriateness
annotations can achieve 0.68 Pearson’s and 0.67
Spearman’s correlations with relevance annota-
tions, while its correlation scores with grammat-
ical correctness are only 0.09 and 0.15. How-
ever it is understandable because responses of per-
fect grammar can still be inappropriate in a certain
context and grammar itself is not highly correlated
with appropriateness.2
4. Robust against fooling attacks. Unlike
in Sai et al. (2019), we have not found any magic
responses that can fool the evaluators to output
high scores constantly.
7 Conclusion
Automatic dialogue response evaluators have
problems in robustness and correlation with hu-
man judgement. We investigated three methods to
alleviate them: 1) using reference-free metrics, 2)
applying semi-supervised training, and 3) exploit-
ing powerful pretrained text encoders. Experimen-
tal results demonstrated that our proposed evalua-
tor achieved strong correlation (> 0.6) with human
judgement and showed robustness in dealing with
diverse responses and a new domain. It can also
be trained efficiently with less than 100 annotated
samples.
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A Inter-annotator Agreement and
Outlier Removal
In the process of collecting human annotations
(§4), we collect 3,600 scores in total from
185 Amazon MTurk workers (4 scores for each
context-response pair). To assess the data’s relia-
bility, we use the Krippendorff’s α (Krippendorff,
2018) instead of commonly used Cohen’s κ and
Fleiss’ κ, because Krippendorff’s α can handle 1)
an arbitrary number of annotators, 2) various lev-
els of measurement (e.g. nominal, interval), and
3) missing data.
The Krippendorff’s α of the original 3,600 an-
notations of response appropriateness is 0.431,
which is considered not good according to the
interpretation of the number in Table 5. There-
fore, we decided to remove the outliers to improve
the inter-annotator agreement. We detected out-
liers for each of the 900 four-annotation groups
using the median absolute deviation (MAD)
method (Leys et al., 2013). By setting the devi-
ation threshold as 1.0, we identified 895 annota-
tions as outliers. On the remaining 2,705 anno-
tations (roughly 1 annotation is removed for each
group), the Krippendorff’s α reaches 0.815, which
suggests that the data is reliable for the subsequent
experiments.
B Experimental Settings
The ADEM and RUBER models use a 2-layer
bidirectional gated recurrent unit (BiGRU) sen-
tence encoder with 500 hidden units and a 2-
layer BiGRU dialogue encoder with 500 hidden
units. The encoders are initialized with the pa-
rameters of a pretrained HRED’s encoders of the
same architecture. To encode speaker informa-
tion, we concatenate each sentence embedding
with a 30-dimensional speaker embedding that in-
dicates whether the sentence’s speaker is identi-
cal to the response’s speaker (Zhao and Kawahara,
2019). Principal component analysis (PCA) is ap-
plied to project response and context embeddings
into low-dimensional vectors in ADEM. The num-
ber of principal components is 50. The RoBERTa
evaluator is based on a pretrained RoBERTa-large
model, and we finetune the entire model in our ex-
periments.
Table 6 shows the hyper-parameters in unsuper-
vised training and supervised training. Follow-
ing the original paper, we freeze the ADEM’s en-
coders and only finetune its parametersM and N ,
and thus a larger learning rate is used for ADEM.
In all experiments, we decay the learning rate with
a 0.1 decay rate when a model’s validation loss
does not improve and stop training early if the
learning rate is less than 1e-7.
C Model Output Distributions
The distribution of human annotation scores on the
900 annotated responses has been given in Fig-
ure 1(a). To analyze the distribution of model out-
puts, we show the distributions of human anno-
tation, ADEM’s outputs, RUBER’s outputs, and
RoBERTa-eval’s outputs on the test data of 90 re-
sponses in Figure 3. We found that: 1) The dis-
tribution of human score is similar to that in Fig-
ure 1(a). 2) The proposed RoBERTa evaluator’s
output has a flatter distribution than human scores.
3) The baseline RUBER and ADEM both have
very peaky pseudo-Gaussian distributions whose
means are around 3.
D Robustness to Changes in Input and
Output
We conduct two sets of experiments to see whether
the RoBERTa evaluator’s performance would be
affected by a slight change in its input and output.
Adding Gaussian Noise to Input. We added
Gaussian noise (µ = 0.0) to human annotations
Krippendorff’s α Interpretation
<0.67 not good
0.67∼0.8 allowing tentative conclusions to be drawn
>0.8 good reliability
Table 5: Interpretation of Krippendorff’s α. (§A)
Hyper-parameter ADEM RUBER RoBERTa-eval
Unsupervised Training
learning rate 1e-4 3e-6
batch size 30 3
epochs 30 2
Supervised Training
learning rate 1e-3 1e-4 3e-6
batch size 30 30 3
epochs 50 50 50
Table 6: Optimization hyper-parameters.
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Figure 3: Distributions of human annotations and model outputs on the test data (90 responses).
and ran 100 trials with random seeds from 1 to
100. With σ = 0.1, the RoBERTa evaluator’s per-
formance doesn’t change much (Pearson’s corre-
lation from 0.64 to 0.64, Spearman’s correlation
from 0.66 to 0.65). With σ = 0.5, the performance
degrades more (Pearson’s correlation from 0.64 to
0.61, Spearman’s correlation from 0.66 to 0.62).
Considering that 0.5 σ is high and may skew the
original human judgement, we believe the evalua-
tor is not greatly affected by the noise.
Discretizing Output. We also tried discretizing
the evaluator’s outputs (from [1, 5] to {1, 2, 3, 4,
5}) and observed a minimal improvement (Pear-
son’s correlation from 0.64 to 0.65, Spearman’s
correlation from 0.66 to 0.66). Generally speak-
ing, there is no dramatic change in the model’s
performance when we apply these transformations
to the output scores. We believe this shows our
model to be fairly robust.
