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都道府県レベルでの位置推定の比較検討 
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 The purpose of this research is to estimate the main location of the user at prefecture level from tweets on 
Tweeter. We took two natural language processing approaches. The first one is to embed user’s tweet using 
several feature extraction methods and then classify them with neural networks. The second uses fastText 
combined with deep learning techniques called convolutional neural networks for sentence classification 
(CNNSC). We achieved 62.9% and 50.7% with the first and second approaches, respectively. In our 
experiments, using “latent semantic indexing” (LSI) as feature extractor in the first approach showed the highest 
classification performance. 
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１．	はじめに 
スマートフォンなどの普及により，ソーシャルメディ
アの利用が増えている．また，それらの付加情報である
「位置」の持つ価値は日々高まっている．位置情報は，あ
る特定の地域に向けたプロモーションや，発信者の位置
情報による様々な分析に用いられ活用されている．しか
し，位置情報が付与されている発言は非常に少なく，解析
の対象となるユーザは限定されている．本研究は，Twitter
発言から，そのユーザの主たる位置を都道府県レベルで
推定することを目的とする． 
本研究では，潜在意味解析（LSI）あるいは，fastText や
Doc2Vec といった手法で，各ユーザの発言を代表する特
徴を抽出した後４層 neural network などの識別器を用いる
手法と，近年成果をあげている convolutional neural 
networks（CNN）の入力を 1 次元とし，文章に適用する深
層学習手法それぞれについて比較検討を行った． 
特徴抽出の後 neural network を用いた場合には，特徴抽
出に LSI を用いた場合に最も良好な結果を示し，正解率
62.9%を示した．深層学習手法を用いた場合には正解率
50.68%を達成した．本研究の応用例として，ある特定の地
域に向けたプロモーションや，発信者の位置情報による
分析をより効果的に行うことが期待できる． 
 
２．	目的・背景 
コミュニケーション手段の多様化により，簡易かつ，よ
り広範囲に情報発信が行える SNS の需要は高まってい
る．SNS の中における Twitter の利用率は，2016 年現在，
Line(67.0%)，Facebook(32.3%) に次いで 27.5%の第 3 位で
あり，これらのサービスの利用率は年々増加傾向である
[1]． 
Twitter は 140 字以内の発言(ツイート) を投稿する事
ができるサービスであり，返信(リプライ) や引用(リツイ
ート) などの機能や，GPS 情報を元に位置情報(ジオタグ) 
を付与する事ができる．位置情報は，ある特定の地域に向
けたプロモーションや，発信者の位置情報による様々な
分析に用いられており，実際に，2011 年 3 月 11 日に発生
した東日本大震災では，情報の伝達手段として Twitter が
活用された[2]．その他，地震や台風などの災害検知[3]，
インフルエンザなどの感染症の流行分析[4]，観光地推薦
[5]など多岐にわたる．位置情報は，様々な面で活用可能
であるが，位置情報付き発言は，全体の発言に対して非常
に少ない[6,7]．そこで本研究では，各ユーザの発言を解
析する事により，位置情報の取得を試みる． 
Twitter の発言から位置情報を推定する試みとして，杉
谷ら[8]は各 tweet に対してジオコーディングを行った後，
位置情報の付与が行えた発言に対し，文字数などの特徴
を用い SVM によってユーザ位置の推定を行った．その結
果，適合率約 80%において再現率約 43%を達成したと報
告している．しかし，この手法においては，ジオコーディ
ングを行うことができた発言は全体の 0.28%のみであり
実用性には大きな課題が残る．また森國ら[9]は，単語の
フィルタリング手法として，特定のエリアで出現する単
語を高く評価する"AF フィルタ"を提案し，正解距離を
30km 以内とした時の適合率と再現率は，約 79%と約 54%
であったと報告している．これらの手法は，発言単位で場
所の推定を行っており，1 発言が 140 文字とまでに制限
され，短いためこれ以上の精度向上は難しいと推察され
る．高橋らは[10]，「雨」のような局所的な単語を用い，
位置情報が既知のユーザとの発言同期を利用し，約 41%
の精度で未知なユーザの位置推定を行う事ができたと報
告している．しかしながらこの手法は，発言同期を行うた
めに多量かつ長期間にわたるジオタグ付き発言データを
取得し保持しておく必要がある.また，得られた精度も改
善の余地が残されている． 
Tweet ごとに正確な発信位置推定が可能であれば利用
範囲は極めて広いが，限られた文字列情報のみから正し
い位置推定を行うことは不可能である．そのため，本研究
では，実用的な応用を想定し，ユーザごとに，主たる活動
場所の推定を目的し，潜在意味解析 (latent semantic 
indexing: LSI)	[11]や fastText[12]，Doc2Vec[13]といった
特徴抽出を用いる手法，Convolutional Neural Networks for 
Sentence Classification(CNNSC)	 [14]と呼ばれる深層学習手
法についてそれぞれ比較検討を行った． 
 
３．	方法 
本研究では，ユーザの発言を解析しユーザの位置を推
定することを目的とし，特徴抽出を行った後 neural 
network を用いる手法，深層学習を用いる手法それぞれに
ついて実験を行った．特徴抽出を行った後 neural network
を用いる手法の流れと深層学習を用いる手法をFig.1に示
す． 
（１）発言取得 
Twitter の発言取得には，まず，Twitter の Stream API を
用い，ランダムに各ユーザのプロフィールを取得した．本
実験では，推定されたユーザ位置（都道府県名）の妥当性
を評価するために，gold standard が必要になる．そこで，
Twitter のユーザプロフィールの 1つである場所（Location）
フィールドに都道府県名が 1 つのみ記載されているユー
ザを本研究での解析対象とし，記載された都道府県を
gold standard とした．また，発言元アプリケーションを参
照し，BOT と考えられるユーザは除外した上で，500 発
言以上行っているユーザを選定した．こうした条件を満
たしたユーザを各 47 都道府県から 2,000 ユーザずつにな
るまで選択し，Twitter の Rest API を用い各 500 発言ず
つ，計 47,000,000 発言を取得した．これらの 94,000 ユー
ザ分の発言の内 9 割を学習用，残り１割を評価用のデー
タとした． 
 
Fig.1 特徴抽出を行った後，neural network を用いる手
法の流れ（左）と，深層学習を用いる手法の流れ（右） 
 
（２）形態素解析 
対象となる発言群に対して，前処理として形態素解析
を行った．形態素解析には MeCab[15]を用いた．MeCab
は，辞書ベースの形態素解析ツールであり，コスト値の推
定に Conditional Random Fields（CRF）[16]を用いている．
また，発言中の新語に対応させるため，多数の Web 上の
言語資源から得た新語を追加することによりカスタマイ
ズされた MeCab 用のカスタム辞書 mecab-ipadic-NEologd
を用いた．前処理の比較実験のために，固有名詞のみ抽出
した場合と，固有名詞に加え動詞を抽出した２通りの前
処理を施した． 
（３）特徴抽出を行った後 neural network を用いる手法 
本節では，特徴抽出を行った後，neural network を用い
る手法において，各特徴抽出について述べる．先述した形
態素解析後の単語の頻度を元にしたベクトルである bag 
of words（BoW）を用いた場合，固有名詞のみの場合で語
彙数は 615,395 となり，各ユーザの特徴を表すベクタは
非常に高次元かつスパースになる．このままでは過学習
状態となり，後の識別処理が適切に行えない．そこで特徴
抽出部では，トピックモデルとして以前から使われてい
る，特異値分解と等価の潜在意味解析 (latent semantic 
indexing: LSI)	[11]や近年自然言語処理分野で優れた成果
が報告されている fastText[12]や Doc2Vec [13]を用いて
次元数を削減，あるいは異なる低次元表現の獲得を行い
ユーザごとの特徴を抽出した． 
a）LSI による特徴抽出 
潜在意味解析（LSI）[11]とは，文書の潜在的な意味解
析を行う時に用いられる手法である．LSI は文書に含まれ
る語 M 語と，文書 N 個による M×N 行列を，Fig.2 の概
念 図 に 示 す よ う な 特 異 値 分 解 （ singular value 
decomposition：SVD）により次元削減を行う．この削減さ
れた次元による空間が単語ベクタと文書ベクタによる存
在的な空間を表しており，概念空間の基底をトピックと
呼ぶ．本研究では，LSI のベクタに変換するために，まず，
BoW から TFIDF ベクタに変換を行った．TFIDF とは，単
語の出現頻度（term frequency：TF）と逆文書頻度（inverse  
 
Fig.2 特異値分解の概念図 
 
document frequency：IDF）の２つの指標に基づき計算され，
文書中に含まれる単語の重要度を評価する手法の１つで
ある．この TFIDF ベクタに対し特異値分解を行い LSI ベ
クタに変換を行った．次元削減後の次元数𝐷"は予備実験
の結果𝐷" = 	1200とした． 
b）fastText による特徴抽出 
FastText[12]は，単語を，単語間の意味の距離を考慮し
た任意の次元数𝐷(のベクタに変換できる手法の１つであ
り，以前に提案され広く使われている Word2Vec[17]と比
べ，高速に学習が行うことができる．また，Word2Vec で
は，各単語を学習に用いていたのに対し，fastText では，
各単語に加え，文字 n-gram を学習に用いることで，単語
の表記ゆれや活用形を考慮したベクタ表現を獲得するこ
とができる．fastText の事前学習には学習コーパスとして
wikipedia の全文を用いた．fastText を用いて，ユーザ毎の
固有名詞をベクタに変換した場合，[単語数×fastText で単
語を表現する次元数𝐷(]の行列となる．後の MLP による
学習，識別処理のため，この行列を単語方向に平滑化処理
を行い，Fig.3 に示すように𝐷(次元のベクタに変換する処
理を行った．また，次元数𝐷(は，Bojanowski らの報告[12]
に基づき，𝐷( = 300とした． 
c）Doc2Vec による特徴抽出 
Doc2Vec[13]は，Word2Vec[17]を文書単位に拡張した
モデルであり，分散表現を得るための手法が２つ存在し
ている．１つは Word2Vec のモデルである CBoW
（continuous bag–of-words）を拡張した PV-DM（paragraph 
vector distributed memory）である．もう１つは Skip-gram
を拡張した DBoW（distributed bag-of-words）である．こ
れらのモデルにより文章を任意のD+次元に変換すること
ができる．Doc2Vec の事前学習には，精度面で優れてい
ると報告[18]されている PV-DM をモデルとして用い，
fastText のモデル同様学習コーパスには wikipedia の全文
を用いた．予備実験の結果，𝐷, = 400とした． 
 
（１） 深層学習を用いる手法 
本節では，深層学習手法で用いたアーキテクチャとそ
れらの構成要素について述べる． 
 
Fig.3 fastText による特徴抽出の例 
 
a）Convolutional Neural Networks for Sentence        
Classification（CNNSC） 
Convolutional Neural Networks for Sentence Classification
（CNNSC）[14]とは，近年画像認識分野で成果をあげてい
る convolutional neural networks（CNN）[19]の入力を１次
元とし，文章へ適用したものである．入力には，one-hot 表
現した各文字や， lookup table 等の埋め込み手法
（embedding）などを適用させ得られたベクタを入力とす
る．入力されたベクタに対し，一次元方向に畳み込みを行
うことにより学習，識別を行う．本研究では，embedding
に先述した fastText を用い，ユーザ毎に[N/	×	D1]の行列
へ変換を行った．ここでN/は単語数であり，前処理時に
固有名詞のみ抽出した場合はN/ = 300，固有名詞に加え
動詞を抽出した場合は𝑁3 = 600とした．比較実験として，
Conv 層１層（Table1），Convolution 層を並列にし，Pooling
層後に連結した場合（Table2），Convolution 層を並列かつ
２層にした場合（Table3）で，各種条件（前処理，filter size，
kernel num）を変更し，それぞれ比較実験を行った．Conv
層１層の場合の処理の概要図を Fig.4 に示す．また，Conv
層１層の場合について，データオーギュメンテーション
手法として wildcard training を適用した場合の実験を行っ
た． 
b）wildcard training（WT） 
Wildcard training（WT）とは，島田ら[20]によって提案
された文章に対するデータオーギュメンテーション手法
である．通常，データオーギュメンテーションを行う際に，
画像への処理であれば回転やトリミング，ノイズの付与
を行うことができるが，文章の場合は，単語の置き換えな
どが主な処理手法であるがこれは容易ではない．そこで，
島田らは入力の一部を dropout（wildcard）することにより，
文書分類のタスクにおいて精度が向上したと報告してい
る．WT は文字レベルへの処理であったが，本研究におい
ても WT は有効であると考え，Fig.5 の例に示すように 
単語に対し WT の処理を行った．Conv 層１層のアーキ
テクチャに対し，WT の drop 率（ratio）を［0,0.05,0.1,0.2,0.3］
と変化させ実験を行った． 
  
 
Fig.4 Conv 層１層の CNNSC の例 
 
 
Fig.5 WT の例 
 
c）Convolution 層と Pooling 層 
Convolution 層とは畳み込み（convolution）を行う層であ
り，ある層における畳み込みは，前層 K 個の特徴マップ
を 𝐼6, 𝐼8, … , 𝐼:, … , 𝐼;	 𝐼: ∈ ℝ >?×>@  とし，現層の L 個の
畳 み 込 み カ ー ネ ル を  𝑤6, 𝑤8, … , 𝑤B, … , 𝑤"		 𝑤B ∈ℝ >C×>D×; ，ならびに各畳み込みカーネルに対応するバ
イアス項をbFと定義すれば Eq.1に示すような新しい特徴
マップℎ6, ℎ8, … , ℎB, … , ℎ"を得る処理である． 
 ℎH,IB = relu 𝑤N,O,:B 𝐼HPN,IPO: + 𝑏BN,O∈S
;
:T6 											(1)			 
 
ここで，ϕ は畳み込みの範囲を表し，畳み込みカーネ
ルの中心座標を 0,0  としたとき，n/ の大きさに依存し
たインデックス集合である．例えば，𝑛3 = 3 としたとき，ϕ = −1,−1 , 0, −1 , … , 1,1 	  となる．活性化関数
relu(・)は rectified linear unit（ReLU）を意味し，Eq.2 に示
す関数である． 
 relu 𝑥 = max 0, 𝑥 																											 2  
 
Pooling 層とは，特徴マップに対し指定した領域に対し
情報を圧縮し、down sampling（Pooling）を行う層である．
Pooling 手法の代表的なものとして，領域内の最大値を出
力する手法（max pooling）と，領域内の平均値を出力する
手法（average pooling）がある．本研究では，文章中のノ
イズとなりうる単語を無視し，特徴的な文字や単語に反
応することを期待し，max pooling を用いた． 
Table1 CNNSC: Conv 層１層 
Layer CNNSC configuration 
1 𝐶𝑜𝑛𝑣 𝑛×𝐷(, 𝑜𝑢𝑡	 = 	𝑁:de>dB  
2 𝑅𝑒𝑙𝑢 
3 𝑀𝑎𝑥𝑃𝑜𝑜𝑙(1, 𝑁3) 
4 𝐿𝑖𝑛𝑒𝑎𝑟 𝑁:de>dB, 𝑁:de>dB  
5 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑖𝑜 = 0.5  
6 𝐿𝑖𝑛𝑒𝑎𝑟 𝑁:de>dB, 47  
 
Table2 CNNSC: Conv 層並列（並列数２の場合） 
Layer CNNSC configuration 
1 𝐶𝑜𝑛𝑣 𝑛s×𝐷(, 𝑜𝑢𝑡	 = 	𝑁:  𝐶𝑜𝑛𝑣 𝑛6×𝐷(, 𝑜𝑢𝑡	 = 	𝑁:  
2 𝑅𝑒𝑙𝑢 𝑅𝑒𝑙𝑢 
3 𝑀𝑎𝑥𝑃𝑜𝑜𝑙(1, 𝑁3) 𝑀𝑎𝑥𝑃𝑜𝑜𝑙(1, 𝑁3) 
4 Concat 
5 𝐿𝑖𝑛𝑒𝑎𝑟 𝑁:de>dB×2, 𝑁:de>dB×2  
6 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑖𝑜 = 0.5  
7 𝐿𝑖𝑛𝑒𝑎𝑟 𝑁:de>dB×2, 47  
 
Table3 CNNSC: Conv 層並列かつ深さ２（並列数２） 
Layer CNNSC configuration 
1 𝐶𝑜𝑛𝑣 𝑛s×𝐷(, 𝑜𝑢𝑡	 = 	𝑁:  𝐶𝑜𝑛𝑣 𝑛6×𝐷(, 𝑜𝑢𝑡	 = 	𝑁:  
2 𝐶𝑜𝑛𝑣 𝑛s×1, 𝑜𝑢𝑡	 = 	𝑁:  𝐶𝑜𝑛𝑣 𝑛6×1, 𝑜𝑢𝑡	 = 	𝑁:  
3 𝑅𝑒𝑙𝑢 𝑅𝑒𝑙𝑢 
4 𝑀𝑎𝑥𝑃𝑜𝑜𝑙(1, 𝑁3) 𝑀𝑎𝑥𝑃𝑜𝑜𝑙(1, 𝑁3) 
5 Concat 
6 𝐿𝑖𝑛𝑒𝑎𝑟 𝑁:de>dB×2, 𝑁:de>dB×2  
7 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑖𝑜 = 0.5  
8 𝐿𝑖𝑛𝑒𝑎𝑟 𝑁:de>dB×2, 47  
 
４．	結果 
（１）特徴抽出後 neural network を用いた際の結果 
各特徴抽出手法に応じたモデルについて，都道府県 47 
クラス分類を行い，最終的な出力が一致した場合のみ正
解とした．Fig.6，Fig.7，Fig.8 に特徴抽出手法に LSI，fast 
Text，Doc2Vec をそれぞれ用いた場合の都道府県 47 クラ
スの識別問題に対する confusion matrix を示した．なお各
図は，可視化のために都道府県ごとに[0-1] に正規化した
ものである．また識別結果のまとめを Table4 に示す．
Table4 において，Total Accuracy は全ユーザに対する正解
ユーザの数を表し，Average Accuracy は，都道府県ごとの
正解率の平均を表す．また，Fig.6 において正解率が低い
関東近辺の識別割合の上位 3 件を Table5 に示す． 
 
 
 
Fig.6 特徴抽出に LSI を用いた際の判別結果 
 
 
Fig.7 特徴抽出に fastText を用いた際の判別結果 
 
 
Fig.8 特徴抽出に Doc2Vec を用いた際の判別結果 
 
（１）CNNSC を用いた際の結果 
CNNSC のアーキテクチャにおいて，Conv 層が１層の
場合，並列にした場合，並列かつ Conv 層を２層にした場
合それぞれについて，前処理時の抽出，filter size，kernel 
num の条件を変化させ比較実験を行った．Conv 層１層の
場合の結果を Table6 に，また，Conv 層１層で wildcard 
trainingのwildcard率を変化させた場合の結果を table7に，
Conv 層を並列にした場合の結果を Table8 に，Conv 層を
並列で，２層にした場合の結果を Table9 にそれぞれ示す． 
 
Table4 特徴表現手法の違いによる，都道府県の推定精度
(%)の比較 
 LSI fastText Doc2Vec 
Total Accuracy 62.9 36.9 33.1 
Average Accuracy 63.3 37.0 33.3 
 
Table 5 埼玉，千葉，東京，神奈川における推定割合(%) 
 Top 1 Top 2 Top 3 
埼玉 
（ID:10） 
埼玉 
23.9 
神奈川 
12.8 
群馬 
4.6 
千葉 
（ID:11） 
千葉 
29.3 
神奈川 
11.1 
埼玉 
10.1 
東京 
（ID:12） 
神奈川 
15.9 
東京 
9.7 
千葉 
7.1 
神奈川
（ID:13） 
神奈川 
18.6 
埼玉 
10.8 
静岡 
7.8 
 
５．	考察 
（１）特徴抽出後 neural network を用いた際の考察 
今回の実験において，情報表現に古典的な特異値分解
に基づく LSI が最も良好な結果を示した．47 クラス分類
において，全体の正解率，また都道府県ごとの正解率の平
均もともに約 63%を実現していることから，東京などの
大都市のみを出力するといったこともなく，限られた情
報のみから良好な結果が得られたものと考えられる． 
Table5 より関東近辺の正解率が低い理由として，関東
近辺では通学や通勤などで近隣都県に移動するユーザが
多かった点と，関東近辺で出現するトピックはその他の
地域においても出現し，関東近辺固有の特徴が取得でき
なかったと考える． 
fastText によるモデルの精度が芳しくなかった理由と
して，文書ベクトルを作成する際，各単語から生成される
ベクトルを単純に平均化した値を用いた事による影響が
あると考える．こうした単語ごとの符号化モデルを使う
場合には検討が必要である． 
Doc2Vec のモデルでは，文書全体をベクトル化できる 
ため，良好な結果が期待されたが，識別精度は低かった．
これは Doc2Vec のモデルの学習に用いた wikipedia コー
パスの内容と，Twitter の文書に無視できない差があり，
都道府県ごとの特徴差が取得できていなかったのではな
いかと考える． 
LSI では，文書の順序などの情報が失われてしまい，こ
の点では Doc2Vec より不利となるがベクトル生成自体
に Twitter の文書を用いており，ある程度の都道府県ごと
のトピックが取得する事ができたのではないかと考える．
しかしながら，LSI を作成する際に学習用と評価用を区別
せず特異値分解を行い，その後学習用と評価用に分け
neural network で学習させたため，LSI を作成したときの
データバイアスが生じている可能性があり懸念が残る． 
  
Table6 Conv 層を 1 層の場合に条件を変化させた時の 
結果(%) 
前処理 Filter size Kernel num Accuracy 
固有名詞 
のみ抽出 
（3×300） 128 48.2 
256 50.3 
512 49.4 
（4×300） 128 48.7 
256 48.7 
512 49.0 
（5×300） 128 47.9 
256 47.9 
512 48.5 
（6×300） 128 46.5 
256 48.6 
512 48.5 
固有名詞 
+ 
動詞 
を抽出 
（3×300） 128 45.2 
（4×300） 128 45.8 
（5×300） 128 44.6 
（6×300） 128 44.0 
 
Table7 Conv 層を 1 層の場合に WT の ratio を変化させた
時の結果(%) 
前処
理 
Filter  
size 
Kernel  
num 
WT 
(ratio) 
Accuracy 
固有
名詞 
のみ
抽出 
（3×300） 256 0 48.7 
0.05 49.5 
0.1 50.3 
0.2 49.0 
0.3 48.5 
（4×300） 256 0 47.6 
0.05 48.7 
0.1 50.0 
0.2 49.5 
0.3 49.0 
（5×300） 256 0 46.9 
0.05 48.4 
0.1 48.8 
0.2 49.7 
0.3 49.1 
（6×300） 256 0 45.9 
0.05 46.8 
0.1 48.6 
0.2 49.0 
0.3 48.6 
 
（１）CNNSC を用いた際の考察 
固有名詞のみを用いた場合に比べ，固有名詞に加え動 
 Table8 Conv 層を並列にした場合に条件を変化させた 
時の結果(%) 
前処理 Filter size Kernel num Accuracy 
固有名詞 
のみ抽出 
（3×300） 
（4×300） 
（5×300） 
64 48.9 
128 49.2 
（3×300） 
（4×300） 
（5×300） 
（6×300） 
64 49.5 
128 49.0 
 （3×300） 
（4×300） 
（5×300） 
64 45.1 
128 44.6 
（3×300） 
（4×300） 
（5×300） 
（6×300） 
64 45.2 
128 42.7 
 
Table9 Conv 層を並列かつ，深さ２にした場合に条件を
変化させた時の結果(%) 
前処理 Filter size Kernel num Accuracy 
固有名詞 
のみ抽出 
（3×300） 
（4×300） 
（5×300） 
64 49.1 
128 50.3 
（3×300） 
（4×300） 
（5×300） 
（6×300） 
64 50.1 
128 50.7 
 
詞を用いた場合に正解率が低い理由の考察を述べる．
これは，各都道府県の特徴を捉える際に，動詞よりも固有
名詞のほうが特徴として有用であると考えられ，推定に
効果的であると期待した動詞が，ノイズとして働いたの
ではないかと考える． 
フィルターサイズがどのサイズであっても，WT の ratio
が 0.1 もしくは 0.2 の場合が，WT を行っていない場合よ
りも正解率が上回った．これは，先行研究でも述べられて
いたが，WT により単語を Dropout させることによりデー
タオーギュメンテーションを行うことができ，それによ
って過学習抑制，汎化性能の向上となったと考えられる．
WT の ratio を大きくしすぎると，ある所から正解率が落
ち込んでいくが，これは，Dropout を行いすぎて，学習に
必要なデータまで wild card としてしまったからではない
かと考える． 
カーネル数を増やしていくと，正解率が落ち込んだ場
合が見られた．これは，特徴マップが増えていくとモデル
の自由度が上がり，学習データに対しオーバーフィッテ
ィングになることによって過学習が引き起こされたので
はないかと考える．過学習抑制のための処理として WT
は有効であると考えられるため，特徴マップを増やす場
合には，WT の ratio を調整することによる，過学習抑制
が有効であると考える． 
１層の場合と並列の場合についての考察を述べる．フ
ィルタサイズ（3×300）の１層でカーネル数が 256 の場
合の正解率が 50.26 であった．また，並列のフィルタ 4 種
類で各カーネルサイズ 64の場合の正解率が 49.09であり，
並列にした時に正解率の大幅な上昇は見られなかった．
これは，１層でカーネルサイズが 256 の場合，同じフィ
ルタサイズで並列 4 つの場合と構造上等価であり，フィ
ルタサイズ(3×300）が(5×300）や(6×300)よりも性能が
上回っていたためこのような結果になったと考える． 
 
６．	まとめ 
本研究において，特徴抽出を行い neural network を用い
た場合，深層学習を用いた場合，それぞれで一定以上の正
解率を達成することができた．特徴抽出に LSI を用いた
場合に，train，testに対し同時に特異値分解を行っており，
データバイアスが生じている可能性があるが，その条件
下で 62.9%を達成した深層学習を用いる手法の場合には，
最高で 50.68%を達成した．しかし，これらの手法で，特
徴抽出を用いる場合に前処理や LSI 以外の特徴ベクタの
生成に改善の余地が残されている．また，いずれの手法に
おいても，前処理として形態素解析が必須であり，特に表
記ゆれの激しい Twitter のテキストでは形態素解析の精度
の影響もあるため，今後形態素解析を用いず，単語レベル
で処理を行う手法においても比較検討する余地が残され
ている． 
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