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Chapter 1 Introduction 
1.1 Grain boundary segregation 
1.1.1 Impurity segregation at grain boundary 
Most materials that have crystalline structure are composed of many 
crystallites with different crystallographic orientations from the primary 
constituent; this type of material is termed polycrystalline. The region that 
separates two crystallites in polycrystalline materials is called a grain boundary 
(GB). In the GB, atomic mismatch exists in a transition region between adjacent 
crystallites. GBs are generally less dense, more disordered and higher in energy 
than the bulk crystal. Thus, a GB is more chemically reactive than a grain, which 
leads to the preferential segregation of impurities into the GB. The phenomenon 
by which a localized enrichment of impurities or solutes occurs in a material is 
referred to as segregation. The segregation of impurities or  intentionally doped 
alloying elements has a significant effect on the nature of the grain boundary, 
and thus has a strong influence on the properties of the polycrystalline material . 
The study of mechanical and physical properties with respect to the grain 
boundary segregation in metallurgical processes has a long history.  The 
segregation phenomenon at GBs has drawn much interest since the 1930s, when 
steel was found to be decayed by intergranular fracture due to the presence of 
impurities at the GBs [1]. The material properties related to the enrichment of 
impurity elements at GBs include changes to the material strength, brittleness, 
diffusional creep, GB corrosion, adhesion, and electrical properties [1−5]. For 
instance, the GB segregation of impurities such as boron, carbon, and 
phosphorus in metals affect the cohesive strength of the GB [3,6−10]. The 
segregation of phosphorus at the GBs of steel decreases cohesive strength, which 
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reduces resistance to embrittlement [7−10], and also significantly reduces the 
fracture toughness of iron at room temperature [11]. The electrical properties, 
such as the electrical activation energy, of polycrystalline silicon films are 
significantly reduced due to segregation of boron at GBs, compared to that for 
single crystal silicon [12]. In addition, both the shear strength and the cohesive 
strength of nickel are reduced when sulfur is segregated at the GBs [13]. 
1.1.2 Progress of techniques for the observation of GB segregation 
 GB segregation has been investigated qualitatively at early stages when 
the research started. For instance, Thomas and Chalmers investigated the 
segregation of bismuth in lead alloy by evaluating the concentration differences 
of the GBs and grains, which was achieved by scanning autoradiography images 
[14]. In the 1960s, quantitative measurements of impurity segregation at GBs 
were conducted by composition determination using Auger electron 
spectroscopy (AES) [15]. X-ray photoelectron spectroscopy (XPS) and 
secondary ion mass spectrometry (SIMS) were also used to measure GBs 
segregation. Here, remarkable advances in recent high-resolution observation 
techniques, including scanning tunneling microscopy (STM), reflection high-
energy electron diffraction (RHEED), atomic force microscopy (AFM), and 
high-resolution transmission electron microscopy (HRTEM), has led to new 
insights into various physical phenomena. West et al. used high resolution 
techniques such as AFM and techniques based on TEM to characterize the GB 
segregation behavior of rare earth (RE) elements in aluminum spinel, and it was 
determined that GB segregation can lead to GBs embrittlement [16]. However, 
these techniques are still unable to probe the detailed dynamics of GB 
segregation, due to the difficulty in the application of these techniques in high 
temperature environments such as those used to grow alloy and silicon 
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polycrystalline materials [17–19]. 
Computer simulations have been used to investigate impurity 
segregation processes in the last few decades. Monte Carlo (MC) simulation has 
been conducted to study the segregation of Ag at GBs in Cu–Ag alloys [20,21]. 
The embedded atom potential function, together with the static relaxation 
method, has also been used to simulate the segregation behavior of Mg to GBs 
in Ni-based superalloys [22]. Nevertheless, these simple thermodynamic 
analyses were still insufficient to reveal the segregation behavior at the atomic 
level, because information on the dynamical evolution of atoms was insufficient. 
Gonźalez–Romero et al. [23] used a molecular dynamics (MD) technique for the 
simulation of atomic systems to study the segregation of yttrium at ∑5 GBs in 
yttria–zirconia-based ceramics. However, the short range system (simulation 
system size of ca. 108 atoms) and the computational costs involved in MD make 
it difficult to conduct realistic simulations on GB segregation in polycrystalline 
systems [24–26]. The phase–field model has been extensively employed for 
simulation of the solidification process.  This model has been applied to simulate 
GB segregation by the introduction of the potential energy of the GB region 
related to the impurity segregation [27,28]. However, it is unrealizable for the 
phase–field model to present the evolution of the atomic arrangement and 
microstructure in the segregation region, because such simulations would make 
the calculations of the model complicated and difficult to complete. In this case, 
the phase–field crystal (PFC) model [29], in which a generalized order parameter 
for the crystal is used to imitate the traditional phase field theory, was recently 
developed as a powerful computational approach. Lu et al. studied the GB 
segregation characteristics and influential factors using the PFC model [30]. 
Although the PFC model can provide a reliable quantitative description of GB 
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segregation during crystal growth processes, it still lacks high precision [31]. 
 
1.2 Colloidal crystals 
1.2.1 Colloids 
Colloid is the short synonym for a colloidal system. The Scottish chemist 
Thomas Graham (1805–1869) is credited as the founder of colloid chemistry, 
since he introduced the term “colloid” in 1961 [32], and his studies were 
foundational in this field. Graham’s study of colloids indicated the different 
diffusion characteristics between substances in aqueous solution. In his diffusion 
experiments, solutes such as gums and gelatins diffused rather slowly through 
membranes compared to most salt ions in solution that diffused freely, which he 
called crystalloids; accordingly, he referred to the gelatin solutes as colloids.  
The term colloidal system now refer to small insoluble particles that are 
microscopically well–dispersed throughout a continuous solvent, where the 
than that of molecules but much smaller than that of macroscopic objects.  
There are numerous examples of colloids in our daily life that exist in 
gas, liquid, and solid states. For example, a cloud of water droplets or ice crystals 
suspended in the air is fog. The ink we use every day is another typical colloidal 
system of solid pigments or dyes in water. Cranberry glass is a type of red glass 
obtained from molten glass with a homogenous dispersion of gold salts.  Other 
examples of colloidal systems are hair sprays, smoke, blood, hand  cream, 
detergents, agar, and jelly. 
Colloids have attracted significant interest in commercial applications 
such as cosmetics, pharmaceuticals, chemical engineering, and the food industry. 
Among these versatile applications, colloidal crystals have been investigated 
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intensely because they can be applied to new optical devices known as photonic 
crystals. Colloidal crystals are colloidal dispersions that have a periodic 
arrangement of colloidal particles [33], and these will be described in detail in 
the next section. 
1.2.2 Colloidal systems as a model for atomic systems 
 Other than novel applications such as photonic crystals,  the process of 
colloidal crystallization includes rich science fields.  A most intriguing feature of 
colloids is that they display transitions between the gas, liquid, solid and liquid 
crystalline phases [34]. The collisional interactions with surrounding molecules 
in solution enable colloidal particles to undergo Brownian motion. Similar to 
atoms, colloidal particles display random walk motion as if they have thermal 
motion. When the volume fraction of colloids in a system reaches a certain value, 
the random configuration of particles turns into a periodic structure, i.e., phase 
transition takes place. Although it is quite difficult to observe the phase 
transition directly in an atomic system, it is feasible to observe such transitions 
in colloidal crystals because these systems possess the following advantages: 
large particle size, slow diffusion order, and tunable interactions between 
particles [35,36]. The magnitude of the diffusion coefficient for colloids is 
several orders smaller than that for atoms because the size ratio of colloids to 
the atomic dimension is enormous (as large as 103). This allows for real-time 
investigations with single–particle resolution using various observation 
techniques such as optical microscopy because the size of colloids is larger than 
the wavelength of visible light. In addition, the interaction between colloidal 
particles can be tuned according to solution conditions such as pH, ionic strength, 
and the presence/absence of surfactants [37–39]. These advantages make 
colloids a fascinating model system to investigate phase transitions such as 
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nucleation and glass transition [35,40]. Observation of colloidal crystallization 
can provide detailed information on the dynamics of melting, nucleation, and 
defect formation [41,42], which leads to new insights into those phenomenon  
difficult to experimentally address in atomic systems. 
 
1.3 Grain growth and GB dynamics of colloidal crystals 
 Many in situ observations of colloidal crystallization have been 
conducted using optical techniques [43–54]. Similar to atomic systems, impurity 
effects on colloidal crystals are investigated vigorously. There have been reports 
on colloidal crystal growth with impurity doping. The addition of impurities can 
either promote or reduce the nucleation rate due to the change in the energy 
barrier for nucleation [43,44]. The growth rate can also change with impurities 
due to the introduction of strain in crystals [45]. The analogy of impurity 
partitioning between colloidal crystal growth and that of single grain growth  in 
conventional crystal growth was recently reported by Nozawa et al. [46]. Volkert 
et al. observed the pinning of GBs by impurities during crystallization [47]. It 
was shown that the grain size of a polycrystal can be tuned by varying the 
impurity concentration [44]. Yoshizawa et al. reported the grain growth of 
colloidal crystals, in which impurity particles migrated with GB movement [48].  
 For colloidal systems, the formation mechanisms and behavior of the GB 
has been intensely investigated for crystals grown by various methods, such as 
by application of an alternating current electric field [49–51]. The stiffness and 
mobility of GBs were investigated for colloidal crystals grown by sedimentation 
[52], and the results were in very good agreement with those obtained by 
computer simulations [53]. Particle dynamics in GBs and grain network 
evolution under shear were observed to investigate anisotropic kinetic 
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roughening of GBs and its relation to grain growth [54]. There have been reports 
on the relationship between impurities and GBs; however, no studies have 
focused on impurity partitioning at GBs during crystal growth.  
 
1.4 Outline of the thesis 
 The work presented in this thesis focuses on the partitioning behavior of 
impurities during the polycrystallization of colloidal crystals to investigate the 
impurity partitioning of grains and the segregation of impurities at GBs and 
reveal the impurity-segregation process and corresponding influential factors.  
 The outline of this thesis is as follows. The colloidal particles, 
preparation of the growth cell, and the in situ observation technique are 
described in Chapter 2. The partitioning of impurities into grains during 
polycrystallization and the segregation of impurities at GBs are presented in 
Chapter 3, which also includes those factors that influence the segregation of 
impurities at GBs. Possible mechanisms for the incorporation of impurities into 
GBs are discussed. In Chapter 4, the effect of the solid−liquid interface 
morphology on the diffusion behavior of impurities in the liquid in the vicinity 
of the interface is demonstrated. It is confirmed that the accumulation of 
impurities at grooves is one of the causes of impurity segregation at GBs during 
colloidal polycrystalline crystal growth. A crystal-orientation transitional 
phenomenon accompanied by a change in the number of layers during colloidal 
polycrystallization is shown in Chapter 5.  
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Chapter 2 Crystallization of colloidal polycrystal 
2.1 Principles of colloidal crystallization   
Conventional methods used to grow colloidal crystals include 
sedimentation, convective self–assembly, depletion–attraction by osmotic 
pressure, and electrostatic stabilization with electrostatic repulsion. Particle 
interaction is the most important parameter in the growth of colloidal crystals; 
therefore, this is addressed first. 
Particles attract or repel each other when carrying an electrical charge on 
their surfaces. The stability of the charged particles is governed by the balance 
of interaction forces, as described in the Derjaguin–Landau–Verwey–Overbeek 
(DLVO) theory [55,56]. The DLVO theory expresses the interactions between 
particles by combining van der Waals attractions and the electrostatic double 
layer repulsion forces, as given in Eq. 2.1.  
VDVLO=VvdW+Velectrostatic      (2.1) 
The potential energy of the interaction VDVLO, is shown with the 
interparticle distance in Figure 2.1. Figure 2.1 shows a case where the repulsive 
force is sufficiently strong to disperse the colloidal particles in solution. If it is 
insufficient, then a local minimum is formed in the negative region of the 
potential energy, which leads to the flocculation of particles.  
 When the interactions between colloidal particles in aqueous dispersions 
are weak, the particles are dispersed in the solution. The electrostatic interaction 
can be tuned through a variety of methods. For example, the zeta potential can 
be tuned by changing the pH of the solution; the addition of salt changes the 
ionic strength of colloidal solution, which in turn changes the Debye length. The 
Debye length is the distance over which a certain charge is shielded by the ions 
in a solution, as shown in Figure 2.2. 
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 Differences in the osmotic pressure between overlapped depletion zones 
of particles and surrounding particles generates an attractive force [57]. The 
small depletant solutes that are distributed homogeneously in the suspension are 
excluded from the region that surrounds the large colloids, due to electrostatic 
interaction between the particles and depletants [58]. The excluded volumes are 
indicated by dashed circles in Figure 2.2. When colloids get sufficiently close, 
overlapping volumes result in a density gradient of depletants, which gives rise 
to anisotropic pressure on the particles.  
 The general principle of colloidal crystallization is described here. 
Figure 2.3 shows that when the volume fraction reaches 0.49, colloidal 
crystallization occurs [59]. It should be noted that this value is smaller than that 
of a close-packed structure (ca. 0.74). Only the liquid state is stable at volume 
fractions less than 0.49. When the volume fraction is between 0.49 and 0.545, 
both liquid and solid coexist. However, when the volume fraction surpasses 
0.545, only the solid can exist in the system. This phase diagram is based on the 
hard sphere model, in which there is no interaction between particles.  However, 
charged colloidal particles, as shown in Figure 2.4, have been experimentally 
confirmed to follow this phase behavior when it is considered that there are hard 
spheres with diameter that is the sum of the Debye length and the particle size.  
 Figure 2.5 shows the crystallization process using electrostatic repulsive 
force. The Debye length is increased by changing the solution condition, which 
leads to a larger effective particle size. Crystallization then occurs when the 

















Figure 2.3. Phase–diagram of colloidal suspensions. Arrows at the bottom 
indicate the volume fractions for freezing (F), melting (M), random close–





Figure 2.4. Schematic of the “hard sphere” of a colloidal particle, where the 
diameter deffective is regarded as a “hard sphere”. deffective is the sum of the colloid 












2.2 Convective self-assembly method 
 The convective assembly method is a conventional method used for the 
growth of colloidal crystals. The mechanism and process for self -assembly 
driven by the evaporation of solution has been investigated in detail using in situ 
microscopy observations since 1992 [60]. Evaporation generally occurs 
preferentially at the edge of the solution (meniscus), which generates solution 
flow, by which particles are transported to the solution edge. A liquid bridge 
force (capillary force) between particles acts with the proceeds of evaporation 
when the thickness of water layer is smaller than the particle diameter [61]. An 
increase in the volume fraction of particles then causes colloidal crystallization 
to occur. A coffee ring is a typical example of this method, in which colloidal 
particles of coffee accumulate at the edge of a drop. Experiments in this thesis 
are based on this is principle. The density difference between solid and liquid 
during colloidal crystal growth by convective self-assembly is very small and 
similar to melt growth. Thus, the convective self-assembly method is applied to 





2.3 Experimental  
 The method employed here is based on the convective self-assembly as 
previously mentioned. The schematic illustration of the growth cell is shown in 
Figure 2.6. A certain amount of solution was filled into a hole at the center of a 
silicone sheet which was placed on the top of glass slide. Then a small amount 
of overflowed solution is trapped in the micro-scale gap formed between the 
cover slip and silicone sheet when a cover slip is placed on top of the silicone 
sheet as a lid. Colloidal crystals grow in this gap. The colloidal particles are 
transported normal to the solid−liquid interface direction towards the meniscus 
where the edge of the solution exposed to air. Accumulation of particles takes 
place at the meniscus as evaporation proceeded. When the volume fraction of 
particles in the solution increases to approximately 0.49 [59], crystallization 
starts, that is, particles self-assembled into a crystalline structure. One to three 
layers of crystals grow with this experimental method.  
 Monodisperse polystyrene (PS) purchased from Duke Scientific were 
used in the experiment. PS particles and PS particles dyed with a green color 
with a diameter of 500 nm were served as the host, respectively. Two kinds of 
particles were used as impurities: PS particles and PS particles dyed with  a red 
fluorescent agent, diameter of impurity is ranging from 560 nm to 700 nm. The 
solution with red fluorescent polystyrene impurities was used for observing the 
distribution of impurities more clearly, while the solution in which the PS 
particles dyed with green fluorescent color are the host was applied with the 
purpose of observing arrangement of particles in several particle size depth. The 
initial impurity concentration of the dispersions (C0) was 1% for PS impurity (1 
impurity particle in 99 constituent particles), while that of red fluorescent 
polystyrene spheres as impurity was 0.5%. Lower concentration was employed 
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for red fluorescent particles because those fluorescent impurities are avai lable 
to be detected in several particle size depth whereas only one particle size 
thickness can be observed for PS impurities. All of the experiments were 
performed under ambient conditions (~25 C, humidity ~30%).  
In situ observations of colloidal crystallization were performed with an 
optical microscope equipped with a CCD camera, using an oil immersion lens 
(N.A. = 1.3 and magnification is 100). The high-pressure mercury lamp was used 





Figure 2.6. Schematic illustration of the growth cell of colloidal crystals.Red 




Chapter 3 Grain boundary segregation of impurities during 
polycrystalline colloidal crystallization  
Reproduced in part with permission from [FULL REFERENCE CITATION] Copyright [2016] American Chemical Society : 
Sumeng Hu, et al. Grain Boundary Segregation of Impurities During Polycrystalline Colloidal Crystallization. Crystal Growth & 
Design 2015, 15,  5685–5692. 
3.1 The partitioning of impurities into grains during polycrystallizaion 
 Typical images of growing colloidal polycrystals containing impurities 
are shown in Figure 3.1. Optical microscopy images offluorescent impurities 
(Figure 3.1b) are shown. A close-packed {111} plane of the face-centered cubic 
(fcc) structure was observed on the surface normal to the growth direction during 
growth via convective self-assembly driven by evaporation. The impurities were 
incorporated into crystals as substitutional impurities, similar to those in normal 
crystals [46]. It should be noted that impurity particles gathered at GBs more 
than in grains (Figure 3.1a,b).  
 The number of impurities was counted in a given grain area(200 μm2 on 
average), which included ~103 particles, to determine the impurity concentration 
of the grain (Cgrain). Several tens of grains, a total of ∼104 particles, were 
examined for each growth rate. Here, the Cgrain was obtained by the number of 
impurities in the grain divided by the number of host particles. The effective 





Figure 3.1. Optical microscopy images of growing polycrystal containing 
impurities (host: 500 nm; impurity: 700 nm; C0: (a) 1%, (b) 0. 5%. The yellow 
dashed lines in these images indicate the positions of GBs, while the white one 
shows the position of the solid−liquid interface. (a) Particles in red circles are 
impurities inside grains, whereas those in yellow circles are impurities at GBs. 




 The effective partition coefficients at different growth rates  for impurity 
sizes of 560, 600, and 700 nm in grains are shown in Figure 3.2. Similar to 
impurity partitioning in single colloidal crystal growth [46], the keff values for 
each impurity of different size approach unity with increasing V. When the 
difference in particle size between the host and impurity is smaller, a larger value 
of keff is obtained for a certain V, and keff approaches unity more easily with V. 
This partitioning behavior was also observed in single colloidal crystallization 
and appears to be consistent with the solute partitioning behavior explained by 
the Burton, Prim, and Slichter (BPS) model [62]. It should be noted that the 
particle moves along the direction normal to the interface such that one-
dimensional analysis of the BPS model could be applied to our colloidal 
crystallization system. 















 ,      (3.1) 
where k0 is the equilibrium partition coefficient, V is the growth rate for the 
crystal, DL is the diffusion coefficient for the impurity in dispersion, and δC is 
the thickness of the diffusion boundary layer. The rearranged equation for the 




























.     (3.2) 
 Based on Eq. 3.2, BPS plots as a function of V for obtained keff are shown 
in Figure 3.3. Note that ln[(keff) − 1] shows a linear relationship with V, 
indicating that the partitioning behavior of the impurity partitioned into the grain 
during colloidal polycrystallization follows the BPS model. The intersection of 
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the fitting lines with the axis where V is zero gives k0. The k0 values for the 
impurities of 700, 600, and 560 nm in size are 0.55, 0.63 and 0.75, respectively. 
These k0 values are in agreement with those for single colloidal crystals. The 
BPS plots and the obtained values of k0 indicate that the BPS model can be 






Figure 3.2. Plot of keff versus growth rate for impurities within grains in the 






Figure 3.3. Plot of ln(1/keff−1) versus growth rate for impurity in grains in the 




3.2 The segregation of impurity at grain boundary 
The concentration of impurities at a GB, CGB, was measured. The GB is 
designated as an area circumscribed by the white dotted line in Figure 3.4, i.e., 
the region where particles are not arranged in periodic order and are not located 
on the lattice position of two adjacent grains is the GB. The width of the GB 
region is ~2 particle sizes (Figure 3.5), which is comparable to the atomic system, 
in which the thickness of GB is several atom distances wide [63]. indicates the 
misorientation angle between two adjacent grains. As shown in Figure 3.4, the 
number of impurities (particles enclosed by yellow dashed circles) and that of 
the host colloid within the area of the GB can be directly counted. We define CGB 
as the ratio of the number of impurity particles, # impurity, to the sum of the number 

















Figure 3.5. (a) GB width as a function of misorientation angle; (b) Average GB 
width versus growth rate (impurity: 700 nm; C0: (a) 1%). The width of GB is 
about 2 particle size (920.79 nm), and has little changes with misorientation 
angle and growth rate. 
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 Figure 3.4 also shows the misorientation angle, , which is the difference 
in crystallographic orientation between two adjacent grains separated by a GB. 
The  is also used as a parameter to characterize GB segregation.  
The effective partition coefficient for each GB is then obtained. It was found 
that it is dependent on V and , and the results of three impurity sizes are shown 
in Figure 3.6. The keff values for the GBs, which are above unity, increase with 
increasing . Comparing impurity concentrations for grains and GBs, the value 
of CGB is always larger than Cgrain for any V and . It should be noted that the 
values of the effective partition coefficients for GBs are always larger than unity 
while those of grains are always less than unity. Figure 3.7 is replotted from 
Figure 3.6 taking the horizontal axis as the growth rate, showing that keff 
increases with increasing growth rate. Figures 3.6 and 3.7 indicate that the keff 




Figure 3.6. Plots of keff versus misorientation angle of the GB. (a), (b) and (c) 
are impurities of 700, 600 and 560 nm, respectively. The different colors 





Figure 3.7. Plots of keff versus growth rate of the GBs. (a), (b) and (c) are for 
impurities of 700, 600 and 560 nm, respectively. The different colors represent 




Though we can recognize trends of keff for each GB in Figure 3.6, data are 
scattered compared to the keff of grains in Figure 3.2. This may be due to 
unknown factors that affects GB segregation. One possible factor is the 
morphology of the solid–liquid interface around GB, because impurity particles 
rejected by grains diffuse to GB along with the solid–liquid interface. 
The interface energy is higher than that of the bulk because atoms there are 
bonded less regularly [63]. The grain boundary energy varies depending on the 
degree of misorientation, being larger for high-angle boundaries. Hence, 
impurity atoms preferentially migrate along these boundaries to reduce the grain 
boundary energy. This is what we observed in our experiments. 
In the BPS model, regardless of whether the value of keff is smaller or larger 
than unity, keff progressively approaches unity with increasing V. However, the 
obtained keff value for the GB does not approach unity with increasing growth 
rate, but rather increases with V. This is not consistent with the BPS model. 
Consequently, the BPS model as is cannot be applied to impurity partitioning at 
GBs. 
Figure 3.8 shows CGB for each impurity size for various with almost the 
same growth rate. The value of CGB increases as the impurity size approaches 
that of the host (Figure 3.2), which is the same trend as that of grains in single 


















Figure 3.9 shows the impurity concentration of bulk crystal (impurity concentration in 
solid that includes both grains and GBs), Cbulk, and the effective partition coefficient of GB 
(average of each orientation angle’s value), , divided by that of the bulk, , for 600 
and 700 nm impurities, respectively. In the figure, Cbulk of 700 nm impurity is lower than 
that of 600 nm, indicating that the impurity concentration of bulk crystal is low when the 
impurity size differs from the host. In contrast, the ratio of effective partition coefficient, 
, for 700 nm impurity is larger than that of 600 nm. This indicates the size effect 
is more sensitive for the closed packed grain than the loosely packed GB. Though a particle 
whose size is different from the host has difficulty entering into both grain and GB, 
incorporation into GB is more feasible than grain in terms of the strain energy when the size 
difference is large. 
 
3.3 Possible manners of incorporation of impurity into grain boundary 
In situ observation for the crystallization of the colloidal polycrystal was conducted to 
reveal the mechanism of impurity segregation at GBs. Three possible manners of impurity 
incorporation into GBs were observed.  
Figure 3.10 shows the growth of colloidal crystals with three GBs, in which the s solid–
liquid interface (white dashed line) gradually advances toward the liquid. The three GBs are 
highlighted in red, yellow and blue, and impurity particles incorporated into each GB are 
circled by the same color as the GB, while particles in green dotted circles are those within 
grains. The impurities located close to GBs at the solid–liquid interface are incorporated 
into the GB directly (Figure 3.10c, d, e and f). Impurities at the solid–liquid interface are 
not incorporated as much into grains as those into GBs. Therefore, GBs are more suitable 













Figure 3.10. Incorporation of impurities into crystal during crystallization (host: 
500 nm; impurity: 700 nm; C0: 1%). The white dashed line in each image is the 
solid–liquid interface. Particles circled by red, yellow and blue lines correspond 
to impurity particles incorporated into GBs highlighted in the same color. Particles 
in green dotted circles are incorporated into the grain.  
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 It is interesting to note that the GB near the solid–liquid interface is not 
static, but changes its position with time. The movement of GBs probably 
contributes to the impurity segregation at the GB. This is the second possible 
impurity incorporation mechanism into GB. Snapshots (a) – (k) in Figure 3.11 
show movement of a GB with time. The traces of GB movement and the migration 
of the impurity that is present close to the GB are highlighted.  In the figures, the 
colored particle in the vicinity of the solid–liquid interface is an impurity particle. 
It should be noted that the impurity particle is fully incorporated into the grain . In 
Figure 3.11l, all traces of GBs and impurities are shown superimposed. The 
impurity particle and the GB gradually approach one another, and finally the 
impurity is incorporated into the GB. The impurity and the GB apparently exhibit 
an attractive interaction.  
 We also observed that impurities are incorporated into GBs after being 
rejected by grains at the interface. Figure 3.12 presents time-resolved images of 
impurity incorporation into a GB migrating from the growth interface. The 
impurity particle in the yellow circle seems to enter the grain (Figure 3.12a). 
However, this impurity particle is rejected by the interface, then migrates along 
the interface and approaches the GB (Figure 3.12b). After a few seconds, it enters 
the GB (Figure 3.12c). With advancing of the solid–liquid interface, another 
impurity particle circled by the orange line approaches the interface (Figure 3.12d), 






Figure 3.11. Movement of GB during crystallization. Host: 500 nm; impurity: 700 
nm; C0: 1%. (a–k) time-resolved images showing the incorporation of impurity by 
movement of a GB. The white dashed lines in (a–k) indicate the solid–liquid 
interface, while the ones in (l) give the position of the interface from the beginning, 





Figure 3.12. Time-resolved images showing impurities rejected by a grain being 
incorporated into a GB. The GB is highlighted with a yellow line, whereas the 
solid–liquid interface is indicated by a white dashed line. Two impurities are 




Diffusion of impurities in the grain interior was not observed during crystal 
growth. However, it occasionally takes place in the GB region that is close to the 
solid–liquid interface, in which diffusion occurs over a distance of five particle 
diameters along GB. 
 
3.4 Analysis of impurities segregation at grain boundary 
Three possible modes for the incorporation of impurities into GBs were 
discussed above. Based on the in situ observations, we infer that impurities present 
in GBs are the ones rejected by the interface (third model)  and those initially exist 
in the solution (first model). A schematic illustration of the impurity distribution 
profile in solid and liquid is shown in Figure 3.13. According to the BPS model, 
CL(0) is the impurity concentration at the solid–liquid interface, which decreases 
to C0 at a distance of C from the interface, where C is the thickness of the 
diffusion layer. This method of obtaining Cgrain, Eq. 3.5, is valid for the steady-
state growth of polycrystals with impurities, which takes into account not only  
impurity from initial solution and the impurity due to the rejection by the grain, 
but also by moving in or moving from the grain boundaries. If the volume fraction 
of GBs is small enough relative to that of grains, CL(0) is constant, although some 
impurities in the diffusion layer go to the grain boundary. It should be noted that 
there is little difference in the values of k0 between single crystal growth and 
polycrystalline growth, which indicates that CL(0) for polycrystalline growth is 
nearly the same as that for single crystal growth. Here,  in the relationship between 
CGB and CL(0) and those direct incorporated impurity from solution is  introduced 
(Eq. 3.4). (CL(0) C0) is the amount of excess impurity (impurities in excess of the 
initial impurity concentration) in the diffusion layer.  indicates the effect of CL(0) 










  b0)0(  CCC LGB         (3.4) 
According to the partitioning effect, the relationship between parameters CL(0) 
and C0 is 
0eff)0(L0 CkCk  ,       (3.5) 
where k0 and keff are the equilibrium partition coefficient and effective partition 
coefficient for the grain, respectively. Rearranging Eqs. 3.1 and 3.5 to yield  






























.     (3.6) 
To verify whether Eq. 3.6 could be applied to our experimental results for GBs, 
plots of those calculated CGB and measured CGB as a function of growth rate are 
shown in Figure 3.14. The figures show that values of calculated CGB for the three 
impurity sizes(the lines in figures) fitted quite well with those CGB measured from 
experiment (the markers in figures), which indicates that both the initial impurities 





Figure 3.14. Plots of calculated CGB obtained by Eq. 3.6 (the lines) and measured 





 Impurity partitioning of polycrystalline grains and GBs were investigated. 
Grains in polycrystalline have similar partitioning behaviors to those of single 
colloidal crystals, which follows the Burton, Prim, and Slichter (BPS) model. 
Impurity concentration at GBs (CGB) for various misorientation angles () between 
adjacent grains and growth rates (V) has been investigated. CGB was found to 
increase with either increasing  or V, and also when the size of the impurity is 
close to that of the host colloid particle. Analysis based on BPS theory indicates 
that both the incorporation of impurities directly from liquid and impurities that 




Chapter 4 The effect of the morphology of the solid−liquid interface 
on grain boundary segregation during colloidal polycrystallization 
4.1 Impurity partitioning at solid−liquid interface in atomic system 
 Direct in situ observations of solid−liquid interfaces have been conducted 
to reveal the detailed partitioning behavior during crystal growth [17,18,63–69]. 
For instance, in situ transmission electron microscopy (TEM) analysis of an Al 
alloy provided visual evidence of Cu segregation at the solid−liquid interface 
during solidification [64]. Among these investigations, it has widely been 
understood that the microscale solid−liquid interface morphology is strongly 
related to impurity segregation, such as the cellular growth that develops during 
unidirectional solidification of alloy crystals [65,66] and during the crystallization 
of multicrystalline silicon (mc−Si) [67]. It was reported that impurities segregate 
more at GBs than within grains during solidification of mc-Si, which is possibly 
explained as due to the peculiar geometry of the solid−liquid interface at the GB. 
Fujiwara et al. inferred that impurities discharged from the grains are concentrated 
in a groove that exists at the GB [67]. However, there is still no direct experimental 
evidence on impurity aggregation at such grooves. Although atomic scale in situ 
observation is one of the most powerful methods to understand various interfacial 
phenomena[17,68,69], the high growth temperatures of alloys and silicon makes it 
difficult to employ such a technique. 
 
4.2 Effect of the groove on grain boundary segregation during colloidal 
grain growth 
Figure 4.1a shows optical images of growing colloidal polycrystals 
containing red fluorescent impurities with the distribution of impurities during 
growth. Figure 4.1b shows a higher magnification image to indicate the 
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configuration of particles, where the fluorescence image is superposed on its 
corresponding reflection image. The distribution of impurities in the solid 
demonstrates the accumulation of impurities at GBs, more so than in the grains. 
This segregation of impurities at GBs during colloidal polycrystallization has been 
previously investigated and discussed in Chapter 3, where the concentration of 
impurities at GBs (CGB) was reported to increase with the misorientation angle and 
the growth rate. 
The distribution of impurities in the liquid was also investigated by in situ 
observations. Impurities were observed to prefer accumulating at the groove that 
formed at the solid−liquid interface where GB were exposed to the solution. The 
yellow circles in Figure 4.1b indicate solid colloidal particles at the interface, and 
the solid−liquid interface appears as a stepped layer structure where each layer is 
a close-packed plane. 
Figure 4.2 shows a time evolution of the impurity distribution in the liquid 
during growth revealed by in situ observation. Impurities are distributed 
homogeneously parallel to the growth interface at the early growth stage (Figure 
4.2a(ii)), and then they accumulate in the groove as crystallization proceeds 
(Figures 3a(iii–iv). To quantitatively investigate the time evolution of the impurity 
distribution in the liquid along the interface, the liquid area within distance L from 
the interface was divided into thin strips with width W, as illustrated in Figure 
4.2a(i). Here, the unit area (Sunit), i.e., the yellow shaded region (W×L) with an 
area of 40 m2 depicted in Figure 4.2a(i), is introduced because the area of the 
strips adjacent to the GB is different to those along the interface of the grain. By 
counting the number of impurities in each strip, a time evolution profile of 
impurity number in the unit area is obtained, as shown in Figure 4.2b. The x–axis 
in Figure 4.2b indicates the positions along the interface, where “0” corresponds 
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to the position of the GB, while the waterfall mapping with different colors along 
the y–axis shows the impurity distribution at different times. As time elapses, the 
number of impurities near the “0” area is gradually increased, which indicates that 
the impurities are accumulating in the groove. Figure 4.2c shows the time 
evolution of the average numbers of impurities in the unit area of the liquid in the 
vicinity of grains (blue) around x = 15 m, and in the groove (red) at x = 0. These 
results indicate that the number of impurities at the solid–liquid interface of the 
grains gradually increases, while that in the groove increases significantly, which 





Figure 4.1. Optical microscopic images of growing colloidal polycrystals 
containing red fluorescent impurities (C0: 0.5%). The white dashed lines indicate 
the GB, while the white solid lines show the solid−liquid interface. (a) 
Fluorescence image to show the distribution of impurities during polycrystal 
growth. (b) Distribution of host particles and fluorescent impurities. The 
solid−liquid interface appears as a stepped layer structure. Yellow circles indicate 




Figure 4.2. Variation in the distribution of fluorescent impurities with time (t) 
during crystal growth, with an impurity concentration C0 of 0.5%. (a) The thick 
yellow lines in the solid indicate the GB, while the white lines indicate the 
solid−liquid interface. (i) Reflection image and (ii–iv) fluorescence images that 
show the distribution of impurities at different times. The white dotted line in (iv) 
indicates the initial position of the solid−liquid interface. (b) Time evolution of 
impurity distribution in the liquid along the interface. “0” in the horizontal axis 
indicates the GB position, which corresponds to the axis shown in (a). The vertical 
axis indicates the number of impurities in the unit area and the depth axis represent 
time. (c) Average number of impurities in the unit area of the liquid in the vicinity 





The groove area (Sgr) is defined as Δabc in Figure 4.3a and is used to 
investigate the effect of the groove area on GB impurity segregation. It should be 
noted that the crystallographic orientation and misorientation angle  are different 
between two adjacent grains across the GB. These two parameters were determined 
to evaluate their effects on GB impurity segregation. Plots of CGB versus  and Sgr 
for various growth rates are shown in Figures 4b–f. These figures indicate that CGB 
increases with the misorientation angle and the growth rate. This dependence of 
growth rate and misorientation angle on CGB was discussed in ref. 23. In addition, 
CGB increases with Sgr at a certain , as shown in Figure 4.3f. It was determined 
that CGB is dependent on Sgr. Next, we discuss the factors that determine the groove 
area. 
 
4.3 The energy state of solid−liquid interface 
Figure 4.4 shows different GBs that were developed during 
polycrystallization at the same growth rate (53.8 μm/h). The misorientation angle 
(25±0.3°) is almost the same; however, different groove areas (pink-colored 
region) of 6.42 and 8.76 m2 are obtained. We consider that this is due to different 





Figure 4.3. (a) Groove and groove area development during colloidal 
polycrystallization (C0: 1%). The white dashed line and white solid line represent 
the positions of the GB and the solid−liquid interface, respectively. (b–f) Plots of 
CGB versus misorientation angle and groove area for various growth rates of (b) 






Figure 4.4. Grooves developed at the GBs between grains. The growth rate was 
53.8 μm/h in both (a) and (b).The groove areas of (a) and (b) are different, although 
the misorientation angle for both GBs are similar. The white dashed lines and white 
solid lines represent the positions of GB and solid−liquid interface, respectively. 




 The mechanism for the groove formation at the GB and what determines 
the groove area are discussed next. In an atomic system, the interfacial energy of 
the solid−liquid interface is determined predominantly by the number of dangling 
bonds present at the interface, which is dependent on the crystal structure  [70]. 
The groove is caused by the difference in the solid−liquid and grain−grain 
boundary energies [71]. In the present experimental system, there is electrostatic 
repulsive interaction between colloidal particles [46]. Although the surface tension 
for colloidal crystallization has not yet been clarified, it is similar to an atomic 
system, so that solid particles at the solid–liquid interface probably induce surface 
energy from the difference in the particle repulsive interaction energy between 
solid–solid and solid–liquid. 
The free energy difference G, which is attributed as the driving force for 
the formation of the groove, is discussed (Figure 4.5). G is expressed as the sum 
of the surface energy change and the bulk energy change:  
, (4.1) 
where l is the depth of the groove, a and b are the angles between the groove 
interface and the GB plane for grains A and B, respectively,
 
a
S/L  and are the 
surface energies per unit area for grains A and B, respectively,  is the energy 
per unit area of GB,  is the chemical potential difference between the liquid and 
solid, and V is the volume that corresponds to the groove region (pink-colored 
region in Figure 4.5b). Eq. 4.1 can be simplified as:  
,       (4.2) 
































.  (4.3) 
 According to our observations, there is always a groove at each GB. The 
decomposition of the solid–liquid interface at the GB into a pair of groove 





























Figure 4.5. Free energy change attributed as the driving force for the 
formation of a groove, which is shown by comparison of the surface energy and 
the bulk energy with and without a groove. (a) solid–liquid interface at a GB 





Figure 4.6. Schematic illustration of different groove areas at different GBs with 
the same misorientation angle. The black lines represent the interfaces between 





Figure 4.6 provides an explanation of how different groove areas are 
formed with the same misorientation angle, . An interface that is not parallel to a 
close-packed plane often has a stepped structure [70], as shown in Figure 4.6. The 
number of dangling bonds at the interface changes as the grain orientation changes 
with respect to the solid−liquid interface. As a consequence, the interfacial energy 
is a function of the orientation of the grain to the solid−liquid interface. 
Suppose two adjacent grains, A and B, with a 30° misorientation angle. 
The grains shown in Figure 4.6b are clockwise tilted 15° compared with the grains 
shown in Figure 4.6a. The misorientation angle is the same in both Figures 7a and 
7b; therefore, the energies of the GBs is also the same as that in a two-dimensional 
crystal [63,72]. However, the interfacial energy of the two grains in Figure 4.6b is 
different from those in Figure 4.6a because the different direction of the grains 
exposed to the solid−liquid interface result in a different number of dangling bonds. 
The difference in the interfacial energies of the solid–liquid interfaces results in 
different groove areas between (a) and (b). In the present observations, grooves 
were formed for all GBs at the solid−liquid interfaces. The variation of the groove 
area was dependent on the orientation of the grains with respect to the solid−liquid 
interface, which resulted in different CGB, even though the growth rate and 
misorientation angles were the same. Thus, for the impurity partitioning of 
colloidal polycrystal growth, the orientation of grains to the solid−liquid interface 
is a dominant factor that determines CGB. 
 
4.4 Summary 
 The time evolution of the impurity distribution in a liquid along an 
interface during colloidal polycrystallization was investigated by in situ optical 
observations. The observations revealed that impurities are distributed 
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homogenously during the initial growth stage and are then gradually accumulated 
at the solid−liquid interface groove formed at the GB between grains. The impurity 
concentration of the GB increased with the groove area. For the impurity 
partitioning of polycrystal colloidal growth, grain orientation was determined to 
influence the energy state of the solid−liquid interface, which determines the 
groove area and therefore results in different CGB. The influence of the groove area 




Chapter 5 Crystal-orientation transition accompanied by change in 
the number of growing layers during colloidal polycrystallization 
 The anomalous segregation of impurities was observed during colloidal 
polycrystallization, as shown in Figure 5.1, in which a large amount of impurities 
is segregated in the areas enclosed by the white dashed lines. These areas form 
between [111]- and [100]-oriented grains, where the number of crystal growth 
layers change. The partitioning behavior of these areas appears to differ from that 
of grains that follow the BPS model. The occurrence of these areas is observed at 
the change of the number of growing layers. This chapter focuses on revealing the 
transition of the packing structure related to a change in the number of growing 
layers. 
 
5.1 Crystal orientation transition 
 As crystallization proceeds, the [111]- and [100]-oriented grains form 
concurrently (Figure 5.1). In this chapter, crystals with particle configurations that 
have the [111] and [100] facets of the fcc structure are expressed as [111]- and 
[100]-oriented grains, even though they are mono and bilayer crystals. A phase 
where many impurity particles accumulate was observed between these grains and 
the lattice structure of this phase is different from that of other grains. Figure 5.1 
shows the impurity segregation in regions where (a) 1 layer of crystal transforms 
into 2 layers, and (b) 2 layers transform into 3 layers. The thickness of the solution 
is not uniform, as described in Chapter 2, which is confirmed by the interference 
fringes shown in Figure 5.2. The fringe indicates the distance between the upper 
and bottom surface of the solution. The thickness increases with the direction of 
crystal growth. The number of growing layers increases as crystallization proceeds, 
in which 1 layer of transitions into 2 layers. 
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 A similar phenomenon was reported where a square-packed structure of 
colloidal crystals was formed as a transition phase during the change from a 
monolayer to bilayer of hexagonal structure of crystals [73,74]. This structural 
transition has a significant effect on the macroscopic properties of the crystals, 
such as hardness and strength. Thus, an understanding the mechanism for the 
transition of crystal orientation is important to elucidate the crystal growth process 
because this type of phenomena is considered to occur ubiquitously at phase 
boundaries. A colloidal crystal system is suitable to reveal the crystal orientation 





Figure 5.1. Segregation of impurities during the increase in the number of growing 
layers. The host particles are green fluorescent colloids (500 nm), while impurities  
are red fluorescent particles (700 nm). The light blue areas enclosed by white 






Figure 5.2. Change of the grain orientation with increasing crystal thickness. The 




5.2 Impurity segregation at the region between [111]- and [100]-oriented 
grains 
Figure 5.3 shows that [100]-oriented crystals form between [111]-oriented 
grains when the layer thickness increases. The anomalous segregation of 
impurities occurs between the [111]- and [100]-oriented grains, as also shown in 
Figure 5.1. The segregation of impurities in the transition region between crystals 
with different orientation is discussed. 
 Impurities rejected by grains accumulate in the diffusion boundary layer 
in the liquid near the solid−liquid interface, as discussed in Chapter 3. In situ 
observation suggests that lattice distortion emerges near the solid−liquid interface 
when the thickness of the crystal is changed. This is because the particles in this 
transition region are packed loosely (this loose [100] structure is discussed in more 
detail in Section 5.2), as shown in Figure 5.1, Figure 5.2b, and Figure 5.3. 
Impurities can enter these loose structures more easily than close-packed grains. 






Figure 5.3. Change of the crystal orientation as crystallization proceeds. Green 
fluorescent host particles (500 nm) with red fluorescent impurities (700 nm). The 





5.3 Transition of crystallographic orientation associated with the change 
in the number of growing layers 
 It should be noted that the structural transition processes in accordance 
with the increase in the thickness of the crystals are different for crystals with 
different number of layers. The configuration of particles could be observed up to 
a three-layer depth of these colloidal polycrystals. Here, we investigate how the 
crystal orientation changes in association with the increase in the number of layers 
from 1 layer to 2 layers and from 2 layers to 3 layers. 
5.3.1 Transition of crystallographic orientation accompanied by 
the change in the number of growing layers from 1 layer to 2 
layers 
 Figure 5.4 shows the change in the configuration of colloidal particles 
from 1 layer to 2 layers with (Figure 5.4a) and without impurities (Figure 5.4b). 
Figure 5.4b shows transition of orientation takes place even without impurities.  
Single-layer crystals oriented in the [111] direction initially form at the edge of 
the solution. As the crystals grow “loosely”, the growth of [100] oriented crystals 
appears before that with [111] orientation. A bilayer of [111] crystals is 
subsequently formed. Lattice distortion can be observed as grains oriented in the 
[100] direction change into the [111] direction while maintaining the same layer 
thickness (inset of Figure 5.4a). However, the particle configuration in the 
transitional region between 1 layer of crystals oriented in the [111] direction and 






Figure 5.4. Growing colloidal crystals with thicknesses up to 2 layers. (a) Green 
fluorescent host colloids contain red fluorescent impurities, C0: 0.5%. (b) 




 The configuration of particles in this transition region was analyzed. The 
placement of particles in each layer of the transition region was obtained by 
focusing observations on each layer. The placement of particles in the two-layer 
crystals in the region enclosed by the yellow rectangle is schematically shown in 
Figure 5.5. The placement of particles in each layer is shown with blue and grey 
circles in Figures 5.5a and b. Figure 5.5c shows the packing structure of the 2 layer 
[100]-oriented crystal. These observations indicate that the [100]-oriented crystal 
is a transitional phase that appears between 1 layer and 2 layers of [111] fcc 
crystals. The process for the formation of [100]-oriented crystals will be described 
next. 
 Figure 5.6shows a schematic image reproduced from Figure 5.5c, which 
clearly shows the transition of the particle arrangement from a single-layer to 
double-layer crystal. The particle arrangement in 1 layer of a crystal in the 
transition region is illustrated to analyze the transformation of the lattice. The 
transitional [100]-oriented grain between 1 layer and 2 layers of crystals in a [111]-
oriented grain is not formed abruptly. Certain particles in the close-packed 
structure (grey particles in Figure 5.6) gradually separate from the first layer to 
form a second layer upon the first layer. These separated particles are aligned with 
those particles that remain in the first layer, thereby forming 2 layers of particles 
packed in the square lattice ([100]). The separated particles comprise the loose 
[100]-oriented grains that form between 1 layer of [111]-oriented grains and 2 





Figure 5.5. Configuration of particles in each layer of 2 layered colloidal crystals. 
The large arrows indicate the direction of crystal growth. The lines separate 
regions of the crystals with different crystal orientation, while the dashed lines is 
boundary between “loose” square lattice (“loose” [100]) and square lattice in the 
transitional region. Colloidal particles in each layer of crystals are shown in blue 
circle icons in (a), and gray circle icons in (b), respectively. (c)  Configuration of 





Figure 5.6. Schematic of the transition between 1 layer and 2 layers. 
  
Growth direction 
1 layer 2 layers Transition region 
1 layer 
Growth direction 
Transition region 2 layers 
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5.3.2 Transition of crystallographic orientation accompanied by 
the change from 2 layers to 3 layers  
 Similar to the transition from 1 layer to 2 layers, a change in 
crystallographic orientation was observed when the number of layers increases 
from 2 to 3. Double-layer polycrystals with the [111] orientation transformed into 
three-layer polycrystals with the [100] orientation and then transformed back to 
three-layer polycrystals with the [111] orientation, as shown in Figure 5.1b, Figure 
5.3, and Figure 5.7a. 
 It should be noted that there are striped patterns that form due to the 
periodic change of particle positions (Figure 5.7) in the transitional region between 
double-layer [111]-oriented grains and three-layer [100]-oriented grains. In the 
transition region, the thickness of the crystal increases along the direction of 
crystal growth, which generates the striped patterns. The configuration of particles 
in the transition region was investigated to determine the change of the crystal 
orientations during the transition process. 
 The placement of particles in the transition region (area in the yellow 
rectangle) is illustrated with different colors, in Figure 5.7b. From microscopic 
observations, the particles of the first layer (blue circles), second layer (yellow 
circles), and third layer (pink circles) are illustrated as Figure 5.7b(i), (ii), and (iii), 
respectively. In Figure 5.7b(i), the blue circles represent particles that remain in 
their original positions, while light blue circles represent those particles that 
separate and move to the second layer and located between the first and second 
layer, which are also illustrated in Figure 5.7b(ii). The particle placement from the 
first layer though to the third layer in the transition region is shown in Figure 




Figure 5.7. Striped pattern in the transition region that appears between double-
layer crystals and three-layer crystals. (a) Striped pattern. (b) Schematic 
representation of particles in the region indicated by the yellow rectangle in (a).  
(i) Particles in the first layer (of crystal growth direction), (ii) particles in the 
second layer, (iii) particles in the third layer, and (iv) all particles from the first 





Figure 5.8. Schematic illustrations of particle placement in the transition region 
between 2 layers and 3 layers. (a–c) Placement of particles in the (a) first, (b) 
second, and (c) third layer with different views: ( i) front view, (ii) top view, and 




 Particles of each layer shown in Figure 5.7b are illustrated three-
dimensionally in Figure 5.8a, b and c for monolayer, two layers, and three layers, 
respectively. The light blue circles in Figure 5.8a(i) illustrate separated particles 
that moved toward the second layer and located between the first and second layers. 
Figure 5.8d shows the relative position of particles in each layer of the transitional 
region. The placement pattern of particles in the first layer of double-layer [111]-
oriented grains (Figure 5.8a) of the transition region, where the number of layers 
increases from 2 to 3, was similar to that for single-layer [111]-oriented grains 
(Figure 5.6) for the transition region from 1 to 2 layers. 
 The stacking of particles in the transition region where there number of 
layers increases from 1 to 2 layers and from 2 to 3 layers are discussed. Figure 
5.8a shows the close-packed structure of the first layer, where light blue particles 
move toward the second layer and blue particles remain in their original positions . 
Yellow particles in the second layer are formed on the blue particles in the first 
layer, as indicated in Figure 5.8b. The pink particles in the third layer are stacked 
on the yellow particles of the second layer (Figure 5.8c). Thus, a striped pattern is 
formed in the transition region (Figure 5.7a). As crystallization proceeds, the 
[100]-oriented grains are transformed back to [111]-oriented grains with the same 
number of layers (Figure 5.1b and Figure 5.7a). 
5.3.3 Processes for the formation of the transition region accompanied by 
the change in the number of growth layers 
 The thickness of the gap of the solution is not uniform and it increases 
along with the direction of crystal growth, as previously illustrated in Figure 5.2. 
The increase in the thickness of the cell influences the number of growing layers 
of colloidal polycrystals, in addition to the transition of crystal orientation. Figure 
5.9 schematically shows the transition process in the cell . The [100]-oriented 
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grains appear in the transition region before the formation of [111]-oriented grains 
when the number of layers increases. The change of the particle positions indicate 
that the transition region induces the formation of [100]-oriented grains, as 
discussed in sections 5.2.1 and 5.2.2. Now we discuss the effect of the thickness 
of the cell on the structure transformation when the number of layers changes. 
 In the range of several number of layers, the thickness of [100]-oriented 
grains is different from that of the same layers of [111]-oriented grains. Suppose 
the particle radius is R, and the particles are stacked in the fcc structure with n 
layers. The thicknesses of n-layer crystals d, that are oriented in the [111] and [100] 





nRd  ,      (5.1) 
and 
RnRd 2)1(2n[100]  .       (5.2) 
 Based on Eqs. 5.1 and 5.2, the thicknesses of crystals as a function of the 
number of layers of [111]- and [100]-oriented grains are shown in Figure 5.10. 
The plots in Figure 5.10 indicate that the thickness of [100]-oriented grains is less 
than that of [111]-oriented grains with the same number of layers. . The packing 
of particles gradually change when the thickness of the solution increases (Figure 
5.9). Therefore, 2 layers of [100]-oriented grains can form earlier (less thick) than 
2 layers of [111]-oriented grains. In a similar way, 3 layers of [100]-oriented grains 






Figure 5.9. Schematic illustration of the change of the particle packing mode with 
an increase in the number of growing layers due to an increase in the thickness of 
the cell. (a) Monolayer of [111]-oriented grains changed to a bilayer of [111]-






Figure 5.10. Crystal thickness of {111} and {100} faces as a function of the 




5.4 Analysis of the crystal-orientation transition from [100] to [111] 
accompanied by the change in the number of layers 
 It should be noted that crystals oriented in the [100] direction only 
appeared in the transition region where the thickness of the crystals increase. The 
[100]-oriented grains transform back to [111]-oriented grains when the increase in 
the number of layers stops. When there was no change in the number of layers, no 
[100]-oriented grains formed during crystallization. Figure 5.11 shows such an 
example with the growth of single-layer colloidal polycrystal, where all grains 
were oriented in the [111] direction as long as the crystals grow with the monolayer.  
The transformation of [100]-oriented grains to [111]-oriented grains was 
also observed (Figure 5.12), which indicates that [111]-oriented grains are more 
stable than [100]-oriented grains. 
 The volume fraction of a phase is a criterion to evaluate the stability of 
that phase. A phase that has higher density is more stable in a system [75], for 
instance, the fcc structure is more stable than the bcc structure in a high volume 
fraction [76]. We now discuss the stability of the [111]- and [100]-oriented grains 
in terms of the volume fraction. 
 It should be noted that even in the same fcc structure, the volume fractions 
of [111]- and [100]-oriented grains are different in the range of a small number of 
layers [77]. The volume fractions of several layers of these grains were compared. 
The volume fraction of {111} and {100} faces in a single layer were obtained by 
calculating the volume fraction in the structural unit cell, as shown in  Figure 5.13. 
The volume fractions , of one layer (thickness of 2R) for {111} and {100} faces 
are [111]= (ca. 0.60) and [100]=  (ca. 0.52), respectively. Thus, in a single 
layer, the volume fraction of [111]-oriented grains is larger than that of [100]-









Figure 5.11. 1 layer growth of a colloidal polycrystal over time. All grains are 
[111]-oriented. The white lines and yellow dashed lines represent the positions of 





Figure 5.12. Transformation of grain orientation during colloidal crystallization. 
(a–k) Time-resolved images of crystal growth. Areas circled by orange lines are 
regions where grains are oriented in the [100] direction, while those in yellow 
circles are those oriented in the [111] direction. The white dashed lines in (a–f) 
indicate the solid–liquid interface, while those in (f) indicate the position of the 





Figure 5.13. Schematic illustration of the packing sequence and volume fraction 




 The experimental volume fractions of multilayer colloidal crystals were 
calculated. Let us suppose there are particles with a radius of R, and those particles 
are stacked in crystals with a number of layers, n. Based on the calculation for the 
thickness of n-layer crystals (Eqs 5.1 and 5.2), the total volume fractions of n-





























 .     (5.4) 
 Based on Eqs 5.3 and 5.4, Figure 5.14 shows the volume fractions as a 
function of the number of layers. The difference in the volume fractions of [111] - 
and [100]-oriented grains is large when the number of layers is small. However, 
the difference in the volume fraction narrows with the thickness of the crystals 
increases and both approach the atomic packing factor (APF) for fcc (ca. 0.74).  
 In multi-layer crystals, the [111]-oriented grains have a higher volume 
faction than [100]-oriented grains. Therefore, the [111]-oriented grains are more 
stable than [100]-oriented grains in the range of a small number of layers. This 
explains why the crystal structure reverted into [111] from the [100] direction after 





Figure 5.14. Volume fraction for {111} and {100} faces as a function of the 




 The periodic transition of crystal orientation accompanied by the change 
in the number of layers during colloidal polycrystallization was investigated. 
Observations show that polycrystals with grains oriented in the [111] direction 
transformed into grains oriented in the [100] direction, which was a transition 
phase, as the number of crystal layers increased.  The [100]-oriented grains 
transformed back to [111]-oriented grains after completion of the change in the 
number of layers, i.e., from 1 layer to 2 layers and from 2 layers to 3 layers, during 
crystallization. The evolution of particle placement during the change from 1 layer 
to 2 layers and that from 2 layers to 3 layers was traced. Considering the interlayer 
distance of [111]- and [100]-oriented grains, 2 layers of [100]-oriented grains may 
exist between single-layer [111] grains and double-layer [111] grains. This [100] 
transition occurs gradually, whereby particles in [111]-oriented grains gradually 
change their position to form a [100]-oriented grain. The volume fraction of [111]-
oriented grains is larger than that of [100]-oriented grains for the same number of 
crystal layers in a multilayer region, which gives rise to the higher stability of 
[111]-oriented grains, which drives the crystal orientation to change back to [111]  




Chapter 6 Summary 
 Colloids exhibit phase transitions. Therefore, such systems are useful to 
investigate the detailed processes in atomic systems because observations can be 
made with single particle resolution in real-time. A colloidal system was applied 
to investigate the impurity partitioning behavior and grain boundary segregation 
during colloidal polycrystallization. 
 In Chapter 1, a general introduction on grain boundary segregation and a 
colloidal model system to investigate phase behavior was presented. The colloidal 
system provides important information regarding processes that are difficult to 
experimentally investigate for atomic systems, such as grain boundary segregation 
during solidification. 
In Chapter 2, the growth principles of colloidal crystals were introduced. 
The convective self-assembly method was applied for colloidal crystal growth to 
investigate the partitioning behavior during polycrystallization (in any method, 
phase transition occurs). The colloidal particles used in the experiment, the 
preparation of the growth cell and the in situ observation technique were also 
described. 
In Chapter 3, the impurity partitioning of grains and the impurity 
segregation at GBs were presented. The impurity-segregation process and factors 
that influence the GB segregation of impurities and possible mechanisms for the 
incorporation of impurities into GBs were also discussed. Impurity partitioning 
into polycrystalline grains is similar to that of single colloidal crystals, which 
follows the Burton, Prim, and Slichter (BPS) model. The impurity concentration 
at GBs (CGB) was found to increase with either an increase in the misorientation 
angle () between adjacent grains or the growth rate (V). CGB also increased when 
the size of an impurity particle was close to that of the host colloid particle. 
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Analysis based on BPS theory indicates that both the incorporation of impurities 
directly from liquid and impurities that are rejected by grains have a significant 
effect on GB segregation. 
 In Chapter 4, the effect of the solid−liquid interface morphology on grain 
boundary segregation during colloidal polycrystallization was investigated. In situ 
observation revealed that the GB always has a groove at the solid−liquid interface. 
Impurities in the liquid gather at the groove and hence CGB increases with the 
groove area. The groove area is deduced to be determined by the grain orientation 
to the solid–liquid interface, which affects the surface energy of the grain and 
groove, and thus results in different groove areas. 
 In Chapter 5, the periodic crystal-orientation transition accompanied by 
the change in the number of layers during colloidal polycrystallization was 
investigated. Observations showed that polycrystals with grains oriented in the 
[111] direction transformed into grains oriented in the [100] direction. This 
transition occurs when the number of crystal layers increases. The [111]-oriented 
grains then form again when the thickness of the cell is constant. The volume 
fraction of grains oriented in the [111] direction was larger than that in the [100] 
direction for the same number of crystal layers growing in a region of limi ted 
layers, which gives rise to the higher stability of [111]-oriented grains than [100]-
oriented grains. 
 We have successfully clarified the impurity behavior in GB segregation 
via in situ observations during colloidal polycrystallization. The detail process of 
impurity segregation into GBs was observed and the source of the segregated 
impurities was qualitatively analyzed. We experimentally demonstrated that the 
groove at the GB contributes to GB segregation. A periodic crystal -orientation 
transition accompanied by a change in the number of crystal layers during colloidal 
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grain growth was associated with the volume fractions of the phases. These 
observations will contribute to the fundamental understanding of GB segregation 
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