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Abstract
Rahman, Md. Mahbubur. PhD. The University of Memphis. May, 2016. Improving
Quality and Quantity of Data Captured via Wearable Physiological Sensors: A Step
Towards Precision Medicine Initiative. Major Professor: Santosh Kumar, PhD.
Mobile health devices are now capable of inferring health status, daily behaviors
and contexts (e.g., spatio-temporal context) in an individual’s natural environment. For
example, sensors embedded in smart phones (e.g., GPS, microphone) and wireless
physiological sensors worn on the human body (e.g., ECG, respiration) can continuously
monitor an individual’s health, behaviors, and the surrounding environment. Thus, these
devices offer a powerful platform for continuously capturing data to precisely understand
disease onset and progression, treatment response, and health outcomes through the
precise measurement of potential contributors. Promise and potentials of mobile health
sensors will be realized only when we will be able to collect good quality of sensor data
from user’s natural environment and make meaningful inferences. However, we lack the
methods and tools to analyze the quality and quantity of data collected in field, so as to
factors that may improve or reduce the quality and quantity of data from mobile sensors
that require strict attachment with body. This dissertation proposes an approach to provide
visibility into the process of analyzing data yield from wireless wearable physiological
sensors deployed in the field environment, which helps identify and quantify major
sources of data loss associated with sensor systems and user’s wearing behavior. Finally,
this dissertation demonstrates the promise and potentials of returning data back to the
study participants via meaningful visualizations of sensor data to promote good quality
data collection with mobile health sensors, which aligns with Precision Medicine Initiative
(PMI) - a new research effort to revolutionize how we improve health and treat diseases.
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Chapter 1
Introduction
1.1

Background and Motivation
Mobile devices are now capable of inferring health status [1], daily behaviors [2, 3]

and contexts (e.g., spatio-temporal context [4, 5, 6, 7], social context [8, 9, 10]) in an
individual’s natural environment [11, 12]. For example, sensors embedded in smartphones
(e.g., GPS, microphone, accelerometer), and wireless physiological sensors worn on
human body (e.g., Electrocardiogram (ECG), Respiratory Inductive Plethysmograph
(RIP)) can continuously monitor an individual’s health, behavior, and the surrounding
environment (Figure 1.1). These mobile devices can collect and analyze data from mobile
sensors continuously in real-time to infer health status and daily behaviors, such as
smoking [13, 14], illicit drug use [15], mental stress [16, 17], physical activity [18],
eating [19], and social interaction [10]. Thus, these devices offer a powerful platform for
continuously capturing data to precisely understand disease onset and progression,
treatment response, and health outcomes through the precise measurement of potential
contributors. This mobile and wearable sensor platform is yielding a wealth of
information to help ensure that each individual is given the right treatment at the right
dose at the right moment. It enables delivering just-in-time health intervention when they
are carried continuously by an individual in their natural environment and have sensing
and computational capacity [20].
The recently launched Precision Medicine Initiative (PMI) [21] is one of several
large scale data collection programs that promise to harness wearable sensor data,
continuously, from millions of users for a long-period of time. PMI aims to provide
accurate diagnoses, rational disease prevention strategies, better treatment selection, and
the development of novel therapies. The success of these programs, however, is contingent
on their ability to both collect high quality data and develop mechanisms that can exploit
the collected data to draw useful inferences.
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Fig. 1.1: Smartphones are capable of capturing data wirelessly from wearable
physiological (e.g., chestband) and inertial (e.g., wristband) sensors. Smartphones also
have sensors (e.g., GPS, accelerometer) and increasingly high processing power. This
setup together offers a powerful platform to continuously infer and monitor human health,
behavior, and surrounding environment.
1.2

Problem Statement
Promise and potential of mobile health sensors will only be realized when we will

be able to collect good quality data from user’s natural environment and make meaningful
inferences for the users. However, we lack the methods and tools to analyze the quality
and quantity of data collected in field, so as to factors that may improve or reduce the
quality and quantity of data from the sensors that require strict attachment with body. This
is the first work to propose a method to provide visibility into the process of analyzing
data yield from wearable physiological sensors deployed in the field environment.
Moreover, this dissertation provides the promise and potential of returning data back to
the users using a simple set of visualizations to assuage user burden and concerns to
promote better data collection from mobile sensors in the natural settings.
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1.3

Scope of the Work
This dissertation is providing the visibility into the challenges to continuously

collect good quality and high quantity of data from human subjects in their natural
environment using wireless wearable physiological sensors and a smartphone.
Specifically, this dissertation focuses on collecting good quality data using ECG
electrodes and respiration chestband in daily free-living condition where sensor are
stringent to body attachment and placement. To the end, this dissertation shows how
human subjects can be engaged in data collection in field with physiological sensors by
captivating the participants via meaningful and interpretable data representation, although
sensors are burdensome to use and pose privacy concerns. Therefore, data collection
issues related to implantable or contactless physiological sensors are out of the scope of
this work. Moreover, developing new type of low-burden physiological sensor, or new
mechanism of protecting privacy and security of the sensor data, or finding optimal set of
data visualizations are also out of this scope.
1.4

Summary Results
Recent works have demonstrated the feasibility of making physiological data

continuously available in user’s natural environment with real time wireless transmission
to smart-phone1 . In 2010, [22] reported an average of 23.7 hours per participant of
continuous measurement in a mobile health (mHealth) study with 19 participants wearing
a custom-made physiological sensor suite for five days. They reported several issues that
were major obstacles for continuous physiological measurements — loss of wireless
connectivity, incorrect positioning of sensors on the body, forgetfulness to charge the
sensors, and turning them off. In 2011, [17] reported an average of 24.8 hours per
participant of good quality data from 21 participants over two days. Recently, [23]
reported 45.6 hours per participant of physiological data collected from four participants.
Although the amount of available physiological data from wearable mobile health devices
1

We note that real-time wireless transmission of physiological data on a smart phone is critical to
facilitating just-in-time interventions for stress management, smoking cessation, etc.
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has been increasing, it is still not known how to identify and quantify major hurdles for
making sensor data continuously available in user’s natural environment.
Data Diagnostic Method and Yield Computation: In this dissertation, we propose a
computational method to quantify data yield and algorithms to identify major factors that
affect quality and quantity of data continuously from physiological sensors in daily life.
We categorize those factors into two categories - technological factors (e.g., wireless
packet loss) and human factors (e.g., lack of comfort due to body contact of the wearable
sensors, switching off devices due to privacy concerns). We develop a working system
bringing the research outcomes into fruition to assess the quality and quantity of
physiological sensor data collected in field. This is the first system of such kind which
gives visibility into data loss and enables identifying issues with sensor components, or
sensor algorithms, or design components, assesses the impact of each component on data
yield and teases them apart based on sensor data. For example, it enables to identify what
are the major sources of data loss - whether the change in sensor threshold, or change in
the radio component, or micro-incentive causes the major loss and needs adjustment or
fixes to improve data yield.
Applications of Data Diagnostic Method: We also show several applications of the
proposed method on data collected from two real-life user studies (with 40 illicit drug
users and 30 daily smokers) where 317 hours of good quality ECG data per participant has
been collected over four weeks of wearing wireless physiological sensors. For example, it
shows that around 60% of the time minute-by-minute stress measurements are feasible in
field after considering the impact of physical activity confounder. It enables us to observe
that the stress level is rising in the minutes preceding smoking events, which can inform
design and delivery of just-in-time behavioral intervention. Finally, we explain key
lessons learned from two scientific user studies in field and recommend design choices for
future mobile health devices and user studies to improve quality and quantity of sensor
data. For example, (1) shorter data packets for wireless physiological sensing makes it
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easier to recover missing data, and packet loss can be reduced up to 0.25% by recovering
up to three lost packets, (2) combining both on-body and on-phone accelerometer data
provide at least 22% more accurate physical activity measures which yields more accurate
estimate of calorie burnt and energy expenditure, and so on.
Data Visualization Systems to Engage Users for Improving Data Yield: Typically
two types of factors affect data loss in field - technological aspect and human aspect.
There is a vast amount of ongoing work in addressing technological aspect of data
collection, such as better attachment, enhanced battery life, better communication and so
on. On the other hand, when it comes to human aspect, there are two major issues - user
burden with sensor attachment and privacy concerns with personal data. There is also a
vast amount of works addressing the understanding of burden and the privacy concerns.
Although there are works on privacy, such as obfuscation, suppression and so on,
however, their focus is more about protecting privacy than improving data yield. Whereas,
the approach in this dissertation is to understand the major hurdles on the human aspects
of data collection, i.e., user burden and privacy concerns, and whether utility of data due
to increased visibility and interpretability into sensor data can offset user burdens and help
engage users to collect better quality data which aligns very well to the Precision
Medicine Initiative.
In this dissertation, we develop an automated data visualization system, called
Contextualized Stress from Mobile Sensor (CoSMoS) visualization (Figure 1.2) to
communicate the utility of physiological sensing in daily life. This visualization includes
several features to facilitate self-reflection on user’s daily life by making the dense sensor
data interpretable and actionable. We incorporated the recent models for inferring stress
(from ECG and respiration sensors), conversation episodes (from respiration sensor),
significant places (from GPS), and activity (from accelerometers) into our system to
communicate the utility of collecting data from connected wearable sensors. We
developed a series of screens to show relationships among stress, location, social
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Fig. 1.2: Contextualized stress visualization. X-axis shows time of day, Y-axis shows four
kinds of inferences (location, conversation, activity, and stress) from sensor data. It shows
the visualization of start and end of each significant location, stress [green=low,
yellow=medium, red=high], conversation, and activity episodes. This visualization can
help users recall what happened before, during, and after each stressful event, and get
insights about their day. Hence, they can identify their stressors in daily life which may
eventually help them to manage stress and behaviors [Utility].
interaction, and physical activity. The visualization allows interaction with the data to
explore the relationship among these states at various granularities or on a map.
We designed and conducted a Day Reconstruction Method (DRM) [24] based
pre/post user study with n = 34 in field to evaluate the visualization systems, and its
utility for self-reflection. Since utility is intrinsically coupled with privacy risks (as the
leakage of the very same states that are useful for self-reflection by the users, to an
adversary may compromise users’ privacy), we also assessed the privacy risks associated
with these inferences of user states. We wanted to assess whether this utility of data helps
offset user physical burden with attachment and privacy concerns with personal data. The
participants wore four sensor suites (AutoSense for physiological sensing, smartphone for
location sensing via GPS, smartwatch for activity tracking, and Lena device [25] for audio
sensing) for a day in their natural environment. The participants were asked to rate the
burden of each sensor and privacy risk and utility of each inference at the start of the
study. They were then asked to wear the sensors for a day and were asked to provide these
ratings again after seeing a visualization of their own data.
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We find that the visualization can effectively help end users identify daily stressors
with 90.4% accuracy. Due to the enhanced understanding of the utility of physiological
sensing through visibility into their data, 30 out of 34 participants expressed interest (in
compare to 10 out of 34, before the visualization) in collecting more data using
physiological sensors in daily life despite the burden and privacy risks imposed by the
sensors. Participants rated AutoSense as most burdensome, audio as most privacy
sensitive, and stress measurement as most useful. This study demonstrates promise and
potential of returning data back to the users to engage them to collect improved quality
and quantity of data.
1.5

Key Contributions
This dissertation makes the following contributions:
• This dissertation proposes a method to assess the quality and quantity of data
collected from wireless wearable physiological sensors worn in the natural
environment which helps identify and quantify major hurdles associated with
systems and user’s wearing behavior. It enables identifying issues with sensor
components, or design components of user studies, assesses the impact of each
component on data yield, and teases them apart by debugging mobile sensor data
collected in field.
• It presents a working system to assess the quality and quantity of physiological
sensor data collected in field. This is the first system of such kind to provide
visibility into the process of analyzing quality and quantity of data from wearable
physiological sensor deployed in field environment.
• By designing and conducting two field studies (N = 70), this dissertation proposes
design guidelines and recommendations for self-monitoring technology and
scientific studies based with wearable physiological sensors to capture good quality
and high quantity of sensor data in the natural environment.
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• Typically two types of factors affect data loss in field - technological aspect and
human aspect. There is a vast amount of ongoing work in addressing technological
aspect of data collection, such as better attachment, enhanced battery life, better
communication and so on. On the other side, when it comes to human aspect, there
are two major concerns - user burden with sensor attachment and privacy concerns
with collecting personal data. There is also a vast amount of works addressing the
understanding of these concerns. For example, there are works on privacy, such as
obfuscation, suppression and so on, however, their focus is more on protecting
privacy than improving quality and quantity of data. Whereas, this dissertation
presents an approach to understand the major hurdles on the human aspects of data
collection, i.e., user burden and privacy concerns, and assesses whether these
concerns can be offset by enhancing the utility of sensor data.
• It presents the design, development, and evaluation of a novel, interpretable, and
actionable visualization of mobile sensor data for end users as a way to returning
data back to participants to promote data collection in the natural environment. Via
designing and conducting a real-life user study with end users (N = 34), it
demonstrates the promise and potentials of the visualization to engage users to
capture good quality and high quantity data with wearable physiological sensors.
1.6

Organization
Chapter 2, Related Works, presents the works related to sensor data yield

associated with wearable sensors deployed in field. It focuses on how other researchers
presented their yield and what advancement we made that can help improve data yield and
physiological computing technology. Since collecting physiological data using wearable
sensor involve sensor attachment and pose privacy risks, we also discuss the user burden
associated with sensor attachment and privacy concerns associated with collecting
personal data. We also focus on trade-offs between burdens and the utility of sensor data
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collection. Finally we discuss how other works visualize physiological data for the users
to enhance the perceived utility of the sensor data.
Chapter 3, Assessing and Diagnosing Sensor Data Yield, proposes a data
diagnostic method to systematically identify and quantify major hurdles to improve data
yield from wearable physiological sensors in field environment. It presents a set of
algorithms to measure quality and quantity of sensor data, and diagnose the data to
categorize the issues affecting data yield which can help identify the major sources of data
loss, such as attachment loss, packet loss and so on. It also discusses how confounding
factors (e.g., physical activity) can affect sensor data yield. By presenting data collected
from two long-term field studies with real users, this chapter discusses how data yield can
be improved and how continuous physiological sensor data can enable precise health
treatment such as just-in-time health intervention.
Chapter 4, Understanding Human Aspects of Sensor Data Collection in Field,
assesses the human aspects of sensor data collection, namely, burden and privacy
concerns, assessing whether returning data back to the participants would assuage user
concerns to capture mobile sensor data in field. It presents a design and implementation of
contextualized stress visualization for the end users as an interpretable and actionable way
to returning data back to users to promote high quality and quantity of data collection in
natural settings. Via designing and conducting a real-life user studies in field, this chapter
shows that returning physiological data back to the participants using a simple set of
visualizations helps reduce some of the users concerns and users showed their enhanced
interested after the experience. It shows promise and potentials of improving data yield by
engaging users through returning data back to the participants in an interpretable and
actionable way.
Chapter 5, Conclusion and Future Directions, presents the concluding remarks of
the dissertation and discusses on the new research opportunities opened up by this
dissertation for future researchers.
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Chapter 2
Related Works
2.1

Diagnosing Wireless Sensor Data
Wireless sensor data are being collected for a number of scientific explorations,

including environmental monitoring [26, 27], habitat monitoring [28, 29, 30], structural
monitoring [31, 32, 33], and volcano monitoring [34]. In each of these domains,
researchers collect spatio-temporal data using a web of wireless sensors deployed in the
wild. Only few of them did an evaluation on the ability of sensor network to provide
meaningful data to domain scientists. For example, Werner-Allen et al. [34], have
collected data for scientific exploration of volcanic activity using a wireless sensor
network. Each of their 16 sensors continuously sampled seismic and acoustic data at 100
Hz. Nodes used an event detection algorithm to trigger on interesting volcanic activity and
initiate reliable data transfer to the base station. Reported challenges confounding these
data collection effort include node failure, message loss, sensor calibration, and inaccurate
time synchronization.
However, there are several differences between above mentioned work and
mHealth sensor data collection. First, their sensors were deployed in geo-spatial context
and sensor data were being collected in coordinated fashion where faulty sensor can be
detected by correlating data with other sensors. Whereas, in mHealth data collection
studies, every sensors typically collect unique data from an individual at a specific point in
time. Each subject wearing sensors is a distinct source of unique data. No two data
collected at the same time might be the same.
Second, their sensor data are not streamed to the base station discretely based on
detected events (e.g., volcanic activity) to save energy. Human subjects are not directly
involved in data collection. Whereas in mHealth data collection studies, human subjects
wear the sensor by themselves, data may be streamed continuously and subjects charge
their sensors which creates user burden to collect continuous data in scientific studies.
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Based on the wearing behavior of human subjects, quality and quantity of data can greatly
vary.
2.2

Data Yield from Wearable Physiological Sensors
In this section, we discuss several works related to physiological data yield in the

natural environment. Early systems such as Holter Monitors enabled collection of
physiological data in field with a bulky sensor suite [35]. In order to lessen the burden of
carrying such heavy equipment, sensors were subsequently integrated in clothing, e.g.,
Lifeshirt [36], Smart Vest [37], Life guard [38], and Smart Shirt [39].
Emergence of wireless technology led to elimination of wires and integration with
mobile phones so that physiological data can not only be collected in the natural
environment, but also be processed in real-time on mobile phone and acted upon, for
example, to prompt the user for intervention. Such systems include Alive Monitor [40],
Zephyr BioHarness [41], and several others (see [42] for a detailed survey of such
systems). The Alive Monitor includes ECG and pulse oximeter sensing and has been used
successfully in several field deployments [43, 44]. The BioHarness system includes ECG,
respiration, and skin temperature and has been used in the natural environment too [45].
Although the number of wireless physiological sensors that connect to mobile phone has
exploded in recent times, surprisingly, there has been limited work in analyzing data
availability in using wireless physiological sensors in the natural environment.
Recently, [22] reported the use of a custom-made system comprising of wireless
(Bluetooth) galvanic skin response (GSR), heart rate sensor (a Polar WearLink along with
RS800 logging watch [46]), and a smart phone as data aggregator. Nineteen participants
wore this system daily for five days generating approximately 900 hours of data. The
authors reported several challenges related to data collection in the field, including losing
wireless connectivity due to walking away from the devices, wearing sensors incorrectly,
forgetting to fully charge the sensors, and accidentally turning off of the sensors. As a
result of these challenges, the overall data availability was reported to be 50%. However,
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no detailed analysis of the data availability was provided to quantify individual
contribution of each factor.
In [17], the authors reported the use of AutoSense suite [47] in field for two days
with 21 participants. They collected ECG, respiration, and skin conductance data in
addition to temperature and accelerometer data. Almost one third of the data was unusable
due to poor quality and loss in the wireless channel. Data yield was, again, not analyzed in
detail to identify and quantify the contribution of each factor to data loss. In summary,
although the availability and use of wireless physiological sensors are increasing rapidly,
analysis of hurdles to understand and improve data yield from physiological sensors in
user’s natural environment for longer duration did not get attention from the research
community. In this dissertation, we propose a method to identify and quantify major
hurdles for collecting data from wireless wearable physiological sensors in user’s natural
environment, a step towards Precision Medicine Initiative.
2.3

User Engagement with Mobile Health Devices
User engagement can be defined as the positive experience by which a user

becomes motivated to use a technology [48, 49]. Individuals wear personal health tracking
devices to achieve personal goals, such as positive behavior change or improve sports
performance, or to satisfy curiosity [50]. Recent research indicates that most wearable
fitness devices fail to offer long-term sustained engagement for a vast majority of the users
[50, 51, 52, 53]. Some of the key factors impeding user engagement are considered to be
(a) limited functionalities (e.g., currently available fitness trackers provide only basic
health metrics such as steps taken and calories burnt [50]), (b) missing activity triggers
(e.g., activity trackers capture data but do not inspire action [53]), (c) unclear utility (e.g.,
lack of clear benefits [50, 52]), (d) lack of comfort [52], (e) high maintenance burden [50],
and (f) perceived inaccuracy in health metrics (e.g., inaccurate activity measures [54]). To
extend this thread of work, we are investigating user engagement related to high quality
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physiological data using mHealth devices, which are more privacy-sensitive, burdensome,
and require long term wearability.
2.4

Returning Physiological Data to Participants
Participant engagement in mHealth studies is challenging because participants

may not be fully aware of the high utility of physiological data in their real lives and may
not receive any immediate personal benefit. Interactive feedback based on collected data
can help enhance user engagement [55, 56]. Visual representations and different types of
feedback are the most common ways to portray data [57]. However, data pre-processing
and manipulation is required to provide any feedback to the user. One of the primary
challenges identified by health and behavioral researchers is finding a meaningful
representation of the data that will enable effective Human Data Interaction [58]. As such,
data representations need to emphasize the importance of being healthier in more intuitive
and meaningful ways. Simplistic representations provided by existing step counters,
pedometers and their accompanying applications fail to provide intuitive representations
that support long-term behavior change.
Researchers have explored ways to represent physiological data to participants,
both in confined work [59, 60, 61] and non-work environments [62, 63]. AffectAura [60],
logged user activity and valence from an Electro-Dermal Activity (EDA) based
physiological wristband, audio, and video sensors to support self-reflection. However, as
this data collection was limited to only office environments and not for longer hours, their
findings may not reflect privacy issues encountered in non-work situations. In addition,
the study design did not reveal the burden of wearing sensors through the entire day.
Javier et al., [63] presented a novel sensor system and interface that enables an individual
to capture and reflect on their physiological arousal and daily activities using timeline and
mosaic views. While such representations aided recall, users considered these pictures as
privacy-sensitive for themselves as well as that of bystanders [64]. The most relevant
research to our current work is a set of stress visualizations proposed by Sharmin et
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al., [65]. They collected data in the natural environment for longer periods of time and
developed a set of offline and static stress visualizations to support the design of
just-in-time adaptive stress interventions (JITAI). However, this research was targeted to
examine the efficacy of different visualization techniques in visualizing stress and as such
focused on expert behavioral and health researchers, rather than on the end-users who
contributed the stress data. Here, we aim to extend this thread of research by assessing and
representing stress and daily behaviors in unconstrained natural environment specifically
from an end-users’ perspective by designing CoSMoS – a real-time and interactive
contextualized stress visualization system – and validating it with the data contributors
through a field study.
2.5

Memory Recall through Sensor Data Visualization
In this dissertation, we design and develop CoSMoS visualization to represent

mHealth sensor (e.g., physiological sensor) data meaningfully to end users (e.g.,
participants) to easily communicate the utility of mobile sensor data. Here, the focused
utility is creating a contextualized stress visualization to help participants accurately recall
retrospective stress events or episodes and identify stressors in daily life to better manage
their stress. We design our system based on the existing literature on recalling affective
memory. According to [66], an improvement in one’s ability to recall contextual details
from episodic memory will help to increase the validity of retrospective self-reporting on
experience. A sizeable body of research is dedicated to how we can improve one’s recall
from episodic memory. According to [67], episodic memory hosts contextual information
regarding who, what, where, and when [67]. Thus, the act of remembering can be
supported by external cues such as co-presence (social context), visual and audible cues
(e.g. pictures or sound), location and time [68]. Social interactions have been proven to be
one of the most effective cues for triggering memories [69]. However, social context
derived from mobile communications data (e.g. SMS) was found to be less effective in
assisting episodic recall [70]. Location cues have been found to implicitly support
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remembering through enabling inferences from established patterns of behavior [71].
Time also plays a major role in recall since it is the main driver according to which
personal events are registered in episodic memory [67]. Temporal cues have been
prevalently employed in retrospective interviews, where recalling the specific time of the
day when a particular event happened also assists recalling temporarily adjacent
events [70]. Physiological arousal (measured via GSR sensors in [72]) is shown to be
useful for richer memory recall. Based on the existing literature on memory recall, we
consider presenting time, location, social interaction, and physical activity with
physiological arousal (such as stress) from mobile sensors carried by participants in
everyday life to help recall stress episodes and identify daily stressors.
2.6

User Concerns in Capturing Physiological Data
Fessl et al., [61] focused on the motivation and user acceptance of physiological

sensors in a nursing environment where participants were medical practitioners. By
reflecting on their stress levels, participants could re-evaluate their experiences. This
research indicated that physiological sensors need to make these benefits visible to the
participants. In addition, this research highlighted the need for novel data representations
that depict events of interest in an intuitive manner; when users felt overwhelmed by too
much data they stated that it would fail to influence their work.
Other researchers have focused on privacy concerns regarding data from wearable
devices such as smart-eyeglasses [64], activity trackers [73], mobile apps [74], and
wearable physiological sensors [75]. Raij et al [75] shared stress, activity, and
conversation inferred from the wearable physiological sensors to study participants, and
reported that personal health information may increase user’s privacy concerns for sharing
even with the researchers. However, this prior research did not communicate the utility of
the inferred data to their participants. In our research we assess whether utility of mobile
sensor data can offset concerns and engage participants to collect mobile sensor data in
context of PMI.
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Chapter 3
Assessing and Diagnosing Sensor Data Yield
Mobile sensor data collected in the natural environment is subject to numerous
sources of data loss and quality deterioration. These may be due to degradation in
attachment, change in placement, battery depletion, wireless interference, physical jerks,
etc. Identifying and fixing the major source of data loss is critical to ensuring high data
yield from mobile sensors. This chapter describes a systematic approach for identifying
the major sources of data loss that can then be used to improve mobile sensor data yield.
3.1

Introduction
Advances in mobile technologies are enabling a new vision of healthcare (called

Precision Medicine), where users can monitor, manage, and improve health and
well-being as they go about their daily lives [20]. Wearable sensors allow capture of
physiological data associated with health, such as heart, respiration, and galvanic skin
activity, in the natural environment [47]. In addition to monitoring physiological health
and fitness, by applying appropriate machine learning models, data collected by
physiological sensors can also measure behavioral and environmental states of the wearer
such as stress [16, 17], smoking [76], conversation [10], illicit drug use [15, 77] and
surrounding environment [11, 12]. Automated inference of adverse behaviors and
potential triggers that may precipitate these adverse behaviors such as movement and
location (captured via GPS and accelerometers embedded in smartphones [78]), social
interactions (captured using microphone in smart phone [78]), and exposures to media and
advertisement (captured using smart eyeglasses [79, 80]), can facilitate identification of
potent triggers. Automated detection of these potent triggers can then be used to optimize
the timing of just-in-time health interventions [81, 82]. Realizing such a vision of
healthcare, however, hinges on being able to capture good quality physiological data in the
unsupervised natural environment for long durations.
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Recent work has demonstrated the feasibility of capturing physiological data in the
natural environment; however, diagnosing and improving sensor data yield is still a
challenge. Healey et al., [22] reported an average of 4.7 hours per user per day data in an
mHealth study consisting of 19 participants wearing a custom-made physiological sensor
suite for five days. They reported several factors that contributed to low data yield - loss of
wireless connectivity due to distance from the devices, incorrect positioning of sensors in
body, individuals forgetting to fully charge the sensors, and accidentally turning off the
sensors. In another study with wireless physiological sensors, Plarre et al., [17] reported
an average of 7.1 hours per user per day of good quality usable data. Since then,
availability of commercial physiological sensor suites have expanded with corresponding
increase in their adoption in scientific user studies as well as among quantified self [83]
community. With commercial availability and feasibility of using wireless physiological
sensors in the natural environment for both scientific and consumer purposes now being
addressed, the efforts must now turn to improving data yield.
Multiple factors may affect sensor data yield. The battery life of smartphone and
sensors cannot support continuous monitoring of multiple physiological signals for days at
a time without frequent recharging, especially when raw sensor data is captured
continuously and streamed to an accompanying smartphone in real-time for triggering
interventions or engaging the user [84, 85]. Software responsible for collecting and
processing physiological data may crash and network connectivity may sometimes be lost
intermittently between the sensors and smart phone [22]. The unsupervised natural
environment and compliance with protocol introduce even more challenges. For example,
sensor leads can detach from the body over the course of a day and physical activity may
introduce noise in physiological signals, degrading their quality [86]. Likewise,
participants may take off or turn off sensors if they are uncomfortable to wear or the data
collected may compromise their privacy [75].
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Example Scenario. Consider a scenario where smoking cessation researchers are
interested in discovering potential predictors of smoking lapse (e.g., stress, proximity to
tobacco outlets or bars) in the natural environment. Therefore, researchers may want to
continuously capture physiological sensor data (to measure stress) and location data of
their subjects (to detect geo-exposures). Researchers can recruit daily smokers interested
in quitting and provide them a physiological sensor to wear that connects to a smartphone.
In this scenario, smartphone wirelessly receives continuous sensory measurements from
the wearables in addition to sampling its GPS sensor and providing user interface to
capture self-reported measures (e.g., smoking lapse, craving).
To conduct this study, researchers may spend a lot time, effort, and funds in
developing or acquiring sensors, developing data analytics software, drafting data
collection protocol for Institutional Review Board (IRB) review, training study staff, and
recruiting participants to collect sensor data in the field. Study participants also invest
their time and effort to collect data for the study. Thus, mobile health studies with
wearable physiological sensors involve significant burden on both the researchers and the
study participants. These investments can advance science and improve health (e.g., by
discovering efficacious interventions) only if good quality data is captured in the study,
which can be analyzed by researchers and given back to the users for user engagement and
self-monitoring of health and wellness.
Data collection from a participant is usually a one-time opportunity, especially in
such contexts as smoking cessation where it requires significant preparation by the
participant and the researcher to get a daily smoker to quit on a chosen date and data
collection is centered around this quit date (for few days before the quit date and few
days/weeks after the quit date). The experiment with the same subject in such scenarios is
not repeatable, as health event of interest (e.g., smoking lapse) is a one-time event.
Therefore, data collection opportunity from each participant is a unique opportunity to
capture data of interest. If we fail to capture good quality data in the process, the invested
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time, resources, and effort will be lost forever, at least for the affected participants.
Therefore, it is important to have real-time visibility into the process of collecting good
quality data from wearable physiological sensors in field. Researchers or study
coordinators can observe whether the data collection is going well, if not then why, and
how they can improve the quality and quantity of data.
In this chapter, we propose and implement a mobile sensor data debugging (or
auditing) approach to systematically identify and quantify major sources of data loss while
capturing data using wireless wearable physiological sensors in field. Using the proposed
approach, we investigate the feasibility of continuous stress measurement via two field
studies using wireless wearable physiological sensors — a four week study with illicit
drug users (n = 40), and a one week study with daily smokers and social drinker student
(n = 30). We show that it is now feasible to collect 11+ hours/day of physiological data
for four weeks and it is feasible to assess stress minutes preceding several events of
interest (e.g., smoking, drinking, drug use). We also find that easily attachable respiration
sensors capture 22% more data than an electrocardiogram (ECG) sensor and wireless
losses can be limited to 2.5%. Technological issues, such as wireless losses, radio out of
range, etc., have an insignificant impact on overall data loss. These findings inform future
research and design to continuously monitor user health, behavior, and the surrounding
environment using wearable wireless physiological sensors in the natural environment
either for scientific research or to design health and behavioral intervention.
3.2

Data Diagnostic Method
In this section, we propose a computational approach (Figure 3.1) to debug mobile

sensor data to systematically identify and quantify major sources of data loss when data is
being collected from wearable physiological sensor in user’s natural environment. Factors
influencing data loss can broadly be categorized as factors related to users’ compliance
(human) to follow the protocol in collecting good quality of data or as technological
factors (technology). We consider a factor to be human-related if the data loss is incurred
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Table 3.1: Factors contributing to data loss with their associated category.
Factors

Category

Phone Turned Off
Human
Sensor Turned Off
Human
Delay in Attachment
Human
Improper Attachment
Human
Physical Separation
Human
Phone Battery Down
Technology
Sensor Battery Down
Technology
Intermittent Loosening of Attachment Technology
Packet Loss
Technology
Wireless Disconnection
Technology
due to deviation from the protocol. These factors include intentional switch off of the data
collection phone or the sensor, not attaching the sensor with their body, delay in attaching
the sensors after wearing, improper attachment, physical separation between the phone
and the on-body sensor exceeding the wireless range, or not wearing the sensors when
expected.
We consider a factor to be technological if current technology is primarily
responsible for data loss. In our study, battery depletion of the phone or sensors, wireless
losses, and intermittent loosening of the sensor attachments are considered as
technological factors. In this section we define these terms and describe our methods to
quantify their respective contribution to data loss. See Table 3.2 for the list of factors and
their associated categories.
Study duration: It is the total number of days that users were active in data
collection. In Study 1, four weeks of data was collected from 40 participants, for a total of
922 person days. In Study 2, we collected seven days of data from 30 participants, for a
total of 210 person days. We report data yield and loss in units of hours per person per day.
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Fig. 3.1: A data diagnostic approach for identifying and quantifying major sources of data
loss (and computing data yield) when data is being collected using wireless wearable
physiological sensors and a smartphone in user’s natural environment.
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Algorithm 1: Episode construction
Input: timestamps,durationT hreshold
Output: episodes: [tstart tend ]
Initialization episodes as an empty matrix;
indices ← f ind(dif f (timestamps) ≥ durationT hreshold);
if isEmpty(indices) then
episodes ← [timestamp(1), timestamp(end)];
return episodes ;
i ← 0;
while i ≤ length(indices) do
if i = 1 then
Append [timestamps(1), timestamps(indices(i))] with episodes
else if i = length(indices) then
if length(indices) 6= 1 then
Append [timestamps(indices(i − 1) + 1), timestamps(indices(i))]
with episodes
Append [timestamps(indices(i) + 1), timestamps(end)] with episodes;
else
Append [timestamps(indices(i − 1) + 1), timestamps(indices(i))] with
episodes;
i ← i + 1;

Active/Inactive periods: Because participants were asked to remove the
physiological sensors during sleep, the active period per day refers to that part of the day
when participants were awake and available for wearing the sensors. We estimate active
period to be the period between the first and the last time of the day when acceptable data
from any of the physiological sensors (e.g., respiration or ECG) was available (Figure 3.2).
The remaining time of the day (outside the active period) is labeled as inactive period. If
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participants took the sensors off within the active period (e.g., to take shower), these
episodes also contributed to data loss since it occurred within the active period.

Fig. 3.2: Pattern of active data capture using wearable wireless physiological sensors over one
week in the natural environment. X-axis shows the time of day, and Y-axis shows each seven days.
Each blue horizontal bar indicates start and the end of sensor-on body episodes.

Definition: If w1 ,w2 ,w3 ,...,wn are the on-body episodes / windows then a segment
of it, such as (wi , wi+1 ,..., wj ), will be an active period or active window Wij , if

(wi .start − wi−1 .end) ≥ λ ∧ (wj+1 .start − wj .end) ≥ λ ∧ (wk .start − wk−1 .end) < λ, ∀i < k < j,
(3.1)
Where λ = minimum of estimated or reported resting time. Therefore, the active period /
window will be defined as Wij .start = wi .start and Wij .end = wj .start
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Algorithm 2: Active Episodes
Input: OnBodyEpisodes: [tstart tend ], λ: resting time estimate
Output: ActiveEpisodes: [tstart tend ]
Initialization ActiveEpisodes and timeGap as empty matrix;
if size(OnBodyEpisodes, 1) = 1 then
activeEpisodes ← [OnBodyEpisodes(1, start), OnBodyEpisodes(1, end)];
return activeEpisodes ;
else if size(OnBodyEpisodes, 1) ≥ 1 then
i ← 0;
while i ≤ size(OnBodyEpisodes, 1) − 1 do
Append OnBodyEpisodes(i + 1, start) − OnBodyEpisodes(i, end) with
timeGap ;
maxInd ← f ind(timeGap = max(timeGap));
if max(timeGap) ≥ λ then
Append [OnBodyEpisodes(1, start), OnBodyEpisodes(maxInd, end)]
with activeEpisodes and
[OnBodyEpisodes(maxInd + 1, start), OnBodyEpisodes(end, end)]
with activeEpisodes ;
else
Append [OnBodyEpisodes(1, start), OnBodyEpisodes(end, end)] with
activeEpisodes ;

Acceptability of ECG and respiration data: For both respiration and ECG,
signals are labeled as acceptable if they retain their characteristic morphologies; and
unacceptable otherwise. ECG signals are rendered unacceptable mostly due to improper
or loose contact of electrodes on body, electrode detachment, loosening of electrical
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connectors, drying out of gel, or noise from physical movement. Morphology of an
acceptable ECG signal corresponds to the standard ECG wave(see Figure 3.3).

Fig. 3.3: First figure shows standard ECG heart beat. Next figure shows typical acceptable and
unacceptable ECG data collected in field. Similarly, third figure shows typical sitting respiration
pattern and next figure shows acceptable and unacceptable respiration signal captured in field.

Respiration signals are largely affected by misplacement of the chest band and
slipping of the band from its expected location on chest. Mere loosening of the chest band
sometimes results in a low amplitude signal, but that was considered acceptable if it still
retained the characteristic morphology of a respiration signal. Signal saturation to a point
where variation is no longer detectable is considered unacceptable (see Figure 3.3). We
adopt a method proposed in [86] for determining acceptability of ECG and respiration
signals.
Phone On/Off: Within the active period, the period in which the study application
was running on the study phone is considered as phone on. When the application runs on
the phone, it saves phone sensor data even if the body sensors are off or out of radio range.
We did not inform participants how to stop the application when the phone was on. But
participants could always use the power button on the phone to switch the phone off
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(which would also stop the application). Time within the active period when the phone
was turned off, either intentionally or due to battery drainage, is referred to as phone off.
Sensor On/Off: Sensor on is defined as the period when the study phone receives
data from body sensors. Sensor off is defined as the period when the study phone is on and
the data acquisition application is running, but no data is received from the body sensors
for more than one minute. We describe later how we distinguish sensor off from the
sensor’s being out of wireless range.
Sensor battery down: The wearable sensor suite transmits battery level data. A
full charge of our battery is 4.1 volts, nominal operation is 3.7 volts, and the minimum
voltage needed for operation is 3 volts. When the battery level is close to 3 volts and the
application stops receiving data from the sensors, we define this event as sensor battery
down.
Sensor On-body/Off-body: Sensor on-body is the time duration when
physiological sensors are attached to the participants’ body and the phone receives data
from the body sensors, even if the data is of poor quality. When the sensors are off body,
the data appears saturated (i.e., showing negligible change over time [86]). Because
AutoSense has both respiration and ECG sensors, unsaturated data from either of the
sensors indicates that the sensor is on-body. Otherwise, it is considered off-body if that
time period is within the active duration.
Definition: Wik be ith window of sensor k, where k ∈ ECG, RIP, .... Let W k be
the vector of all the windows of sensor k. W k = (W1k , W2k , ...).For example, Let W 1 ,
W 2 ,... be acceptable quality windows vectors [start end] of sensor S1 , S2 ,...
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Algorithm 3: On-body Episodes
Input: δ: duration threshold, and W 1 , W 2 ,... are acceptable quality windows [tstart
tend ] for sensors S1 , S2 ,...
Output: Q: On-body Episodes/Windows as [start end] vector
S
Let W = i=1,2,... W i ;
Sort W by tstart ;
Initialization the Queue Q = empty;
Current = W1 ;
i = 2;
while i ≤ length(W ) do
if isOverlap(current, Wi ) or Current.end − Wi .start < δ then
update(current, Wi );
else
Q.insert(current);
current = Wi ;
Return Q
Algorithm 4: isOverlap
Input: Let W1 , W2 two acceptable quality window
Output: True/False
if W1 .start > W2 .end ∨ W2 .start > W1 .end then
Return False;
Return True;
Algorithm 5: update
Input: Let W1 , W2 two acceptable quality window
Output: W1
W1 .start = min(W1 .start, W2 .start);
W1 .end = max(W1 .end, W2 .end);

27

Attachment loss: Attachment loss refers to times when data quality was
unacceptable despite the sensors’ being attached to the body. It is attributed to three
factors:

Fig. 3.4: Users could visualize their real-time physiological data on the phone screen. It helps
understand whether the attachment of the sensor is correct. If the ECG signal looks like the real
heart-beat signal (e.g., having QRS complex), then the attachment is correct.

Delay in attachment occurs when the sensors are being worn but acceptable data
from one of the sensors is delayed. Whenever the participants wore the sensors, they were
also instructed to visualize the real time signal on the smart phone (Figure 3.4) and fix the
attachment, if the signal looked unacceptable.
Intermittent loosening occurs when, after being acceptable for some time, data
quality becomes unacceptable intermittently (indicated by restoration of data quality in the
same wearing episode). This may be due to movement, ECG electrode gel drying out, or
loosening of the electrode attachment or the chest band.
Improper attachment occurs when participants attach sensors improperly and do
not fix the attachment for the entire wearing episode.
Loss due to jerks: When data quality becomes unacceptable immediately after
the onset of physical activity and again becomes acceptable right after the end of the
activity, we define this type of data loss as a loss due to jerks.
Packet loss in the wireless channel: Packet loss (different from disconnection)
refers to the time duration when phone is wirelessly connected to the body sensors but
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some data is lost through the wireless communication channel. Packet loss could occur
due to the presence of obstacles between the lines of sight of the devices. We recover lost
data using interpolation when the signal retains appropriate morphology even after
interpolation. Otherwise, we do not recover them and label these packets as lost packets.
Wireless Connection loss: During the active period, participants were instructed
to carry the study phone to ensure that data from the body sensors could be received on
the phone in real-time. A green icon (similar to the Wi-Fi icon) was displayed on the
application to inform participants about the status of the wireless connection. We logged
each disconnection and reconnection time stamp on the phone and use these time stamps
to identify data loss due to wireless disconnections, which can result from the following
two factors:
Physical separation: Wireless disconnection can result if participants walk away
from the phone while wearing the sensors, causing the distance between the phone and
sensors to exceed the allowable wireless range. We attribute a connection loss to physical
separation, if physical movement (detected from accelerometer that is sampled on both the
wearable sensor suite and on the study phone) is observed on the wearable sensors, but not
on the study phone, preceding the event of a connection loss.
Other factors: Wireless disconnection can also result from wireless interference or
issues with the wireless radio software (on either the sensor or the phone).
Physical Activity Detection: Physical activity episodes need to be detected to
exclude data from stress assessment. We adapted a threshold based approach to physical
movement detection proposed in [87]. To train our model, we collected training data from
seven subjects during walking and running (354.16 minutes), and stationary (1,426.50
minutes) states and then trained a model to distinguish physical movements from
stationary states. Participants wore the chest sensors and carried the phone, each of which
has a 3-axis accelerometer. The processing of signal includes filtering of raw data and drift
removal from the filtered data. Finally, we computed a feature, i.e., standard deviation of
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magnitude, which is independent of the orientation of the accelerometers [87].
q
amag = a2x + a2y + a2z
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In 10-fold cross-validation test, our model provided 97% accuracy for on-body sensor and
96% for phone in the pocket or purse. Systematic Filtering of Physical Activity: We did
not expect (and instruct) our participants to avoid physical movement during their daily
activities as these activities are integral parts of the usual daily life. But, it is well-known
that physical activity activates physiology and can easily confound the assessment of
stress [17]. It was shown in [88] that the reliability of stress assessment reduces
significantly in the presence of physical activity, even in a lab environment. As a result,
data affected by physical activity is usually filtered out before applying a stress model on
physiological data.

Fig. 3.5: Threshold to detect physical activity. Standard deviation of accelerometers magnitude
greater than 0.21348 is labeled as non-stationary (i.e., walking or running) and the others are
labeled stationary. We find that daily smoker population was physically active for 16.83% (20% for
drug users) when they were wearing our sensors.
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We developed an admission control criterion for identifying episodes of physical
activity that may confound the assessment of stress to automatically filter out unusable
data. Figure 3.5 shows the threshold for assessment of physical activity. Using this
method, we find that 17% of ECG data is affected by activity in daily smokers (Study 2).
3.3

User Studies in Field with Wearable Physiological Sensors
Data reported in this chapter came from two scientific mobile health studies. Both

user studies were designed and conducted to investigate relationships among stress,
addictive behaviors, and their mediators (e.g., conversations, physical activity, and
location), where these behaviors were modeled via wearable sensors, rather than via
traditional self-reports. Studies were conducted on 40 illicit drug users (Study 1) and 30
daily smokers and social drinkers (Study 2). We use data collected from these real-life
studies to identify and understand issues inherent in such field studies behind data loss.
Table 3.2 presents a summary of the demographics of the study participants. Both studies
were approved by Institutional Review Boards (IRBs). In the following, we describe the
devices and protocols used.
3.3.1

Devices and Sensor Measurements
Sensor Suite: During the study period, participants wore the AutoSense sensor

suite underneath their clothes [47]. AutoSense consists of an unobtrusive, flexible band
worn around the chest. It provides respiration data by measuring the expansion and
contraction of the chest via inductive plethysmography (RIP) and includes two-lead
electrocardiograph (ECG), 3-axis accelerometer, temperature (ambient and skin), and
galvanic skin response (GSR) sensors. Although we used a research platform (e.g.,
AutoSense) that may not be as comfortable as commercial sensors such as Zephyr
BioHarness [41], we believe that our feasibility results should still be applicable to studies
that use commercial sensors. We chose AutoSense because it provides a longer lifetime (7
days vs. 3 days). The measurements collected by AutoSense are transmitted wirelessly
using ANT radio [89] to an Android smart phone. The sampling rates for the sensors are
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64 Hz for ECG, 21.33 Hz for respiration, 10.67 Hz for each accelerometer axis and GSR,
and 1 Hz for the two temperature sensors and the battery level. These samples are
transmitted at the rate of 28 packets/second, where each packet is 8 bytes long and
contains 5 samples.
Mobile Phone: Each participant also carried a smart phone. The smart phone had
four roles. First, it received and stored data transmitted by the sensor suite. Second, it
sampled and stored data from the sensors built into the phone — GPS and accelerometers.
Third, participants used the phone to complete system-initiated self-reports. Finally,
participants reported the beginning of drinking and smoking episodes by using a button on
the smart phone.
3.3.2

Field Study Procedure
In both studies, participants were trained in the proper use of the devices. They

were shown how to remove the sensors before going to bed and how to put them back on
correctly the next morning. They were also asked to take it off during shower and any
contact sports. Participants received an overview of the smart phone software’s user
interface, including the self-report interface. Once the study coordinator felt that
participants understood the technology, they left the lab and went about their normal life.
Participants were asked to wear the sensors during their waking hours, complete
self-reported questionnaires when prompted, and record smoking and drinking events.
Participants were asked to return to the lab daily. The study coordinator
downloaded the data collected in the previous day and reviewed the physiological
measurements to ensure that sensors were working and were being worn properly. On the
final day, participants returned study equipment and completed an Equipment and
Experience Questionnaire. Lastly, participants were debriefed on their experiences and
comfort with the study.
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Table 3.2: Demographics of participants in the two studies.
Statistics

Drug
Users

Daily
Smokers

# of Participants
# of Males
# of Females
# of Drop Outs
Age

40
29
11
4
41 ± 10
19
20
0
1
40
0
15
10

30
15
15
2
24.25 ± 6.25
19
8
3
0
0
30
6
14

Race

Educational
Status
Employment
Status

3.3.3

White
African-American
Asian
Refused
High School Grad
University Grad
Full Time
Part Time

Study Specific Information

Study 1: Illicit Drug Users
We recruited polydrug users from an ongoing study who agreed to wear
AutoSense and complete additional self-reports. Since drug use is a rare event, we choose
to conduct this study for four weeks to maximize the likelihood of capturing real-life drug
use events.
Compensation: Participants receive $10/day for wearing the AutoSense sensor
suite (and $5 bonus for 14+ hours of wearing), carrying the study phone, and completing
device-prompted study questionnaires consisting of 32 items. In total, participants are
paid up to $380 plus bonus (if any) for four weeks of participation.
Self-Report Measures: Participants were requested to voluntarily record on the
smart phone whenever they smoked a cigarette, used any substance (e.g., cocaine, heroin
or another opioid, marijuana, benzodiazepines, or alcohol) outside of a medical context, or
whenever they felt overwhelmed, anxious, or stressed more than usual. Urine drug screens
and retrospective drug use interviews occurred 3 times per week to verify drug use
self-reports.
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Study 2: Daily Smokers and Social Drinkers
We recruited “daily smokers” and “social drinkers” from the student population at
a large university (approximately 23,000 students). We choose one week study duration
for each participant to cover all days of a week.
Compensation: Participants earned $35 for daily visits ($5/day); and $75 for
completing all end-of-study procedures and returning all equipment. Completing a device
prompted self-report questionnaire consisting of 42 items was worth $1. An additional
$0.25 bonus was awarded if the questionnaire was completed within five minutes. A
maximum of 20 requests for self-reports occurred each day. Thus, a participant could earn
up to $20/day ($25 with bonus, if any), adding up to $140 over seven days ($20 x 7). In
total, participants are paid up to $250 plus bonus (if any). Since wearing physiological
sensors and answering 42-items questionnaire more than 13 times/day are highly
burdensome, level of compensation was derived from the prevailing wage in similar
behavioral science studies that involves wearing physiological sensors [90].
Self-Report Measures: In addition to completing system-initiated self-reports,
participants were requested to voluntarily log each instance of smoking or drinking on the
phone using touchscreen.
3.4
3.4.1

Key Observations for Data Collection with Wireless Physiological Sensors
Overall Data Yield and Trends
We use the method presented (Figure 3.1) to report the overall data yield and its

characteristics. Table 3.3 lists the quantity of data collected in the two studies. It also
reports data lost due to various factors defined in Section 3.2. We also report data yield for
ECG and respiration separately. Even though these two sensors are hosted on the same
sensor device and share the wireless radio, difference in their attachment requirements
may explain the difference in yield observed for these two sensors. Finally, the amount of
physiological data affected by physical activity is also reported, since stress assessment
may not be accurate during these periods. This data set has produced several important
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observations and results. In the following sections, we analyze in greater detail some of
the main results from which we can draw lessons and suggest implications for stress
assessment in the natural environment to support self-monitoring, self-management, or
broadly health research.

Fig. 3.6: Temporal pattern of data collected from Study 2. Participants contributed data in
every hour of day. However the trend is distributed mostly from 8 AM to 11 PM.

Temporal Trend: Figure 3.6 shows temporal pattern of data contribution over 24
hours of day for Study 2. Each bar shows the number of person days participants
contribute valid data in an hour of day. Median number of valid minutes in each hour is
also shown at the top of the bar. We observe that participant contributed valid data in
every hour of day. However the higher data collected mostly from 8 AM to 11 PM.
3.4.2

Major Contributors to Data Loss
We have used the data diagnostic method (Figure 3.1) on data collected from both

studies (Study 1 with illicit drug users and Study 2 with daily smokers) to identify amount
of data captured, amount of data lost, and contributions of various factors to the data loss
(the statistics are presented in units of hours per person per day). Here, we describe the
analysis and interpretations of data availability and factors for data loss for Study 2 (n=30,
daily smokers) as an example application of the data diagnostic method.
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Table 3.3: Overall physiological data yield statistics computed from all person days of
both studies using the data diagnostic method proposed in Figure 3.1. Values (mean±std)
are in hours per participant per day. To show the subject variation, standard deviation is
added with each mean value.
Factors

Study 1

Study 2

Study Length (person days) 922

210

Active period

14.57±2.8

13.02±2.01

Phone off

0.78±0.23

2.2±0.31

Phone on

13.73±2.2

10.82±1.6

Sensor off

0.17±0.06

0.37±0.04

Sensor Battery Down

0.03±0.32

0.08±0.88

Sensor off Body

0.34±1.31

0.11±0.19

Sensor on Body

13.22±1.86

10.45±1.55

Packet Loss

0.27±0.01

0.18±0.04

Wireless Disconnection

0.04±0.01

0.15±0.01

Delay in Attachment

0.22±0.14

0.3±0.10

Intermittent Loosening

1.17±0.09

1.8±0.04

Improper Attachment

0.19±1.72

0.13±0.71

Acceptable Data

11.33±0.88

7.87±0.31

Activity

2.26±0.18

1.32±0.06

Usable

9.06±0.72

6.55±0.26

Delay in Attachment

0.12±0.1

0.05±0.06

Intermittent Loosening

0.72±0.05

0.17±0.01

Improper Attachment

0.20±0.63

0.1±0.51

Acceptable Data

11.84±0.52

9.83±0.55

Activity

2.36±0.11

1.66±0.10

Usable

9.47±0.42

8.18±0.47

ECG

RIP
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We find that of the 24 hours in a day, participants were unavailable to wear the
sensors for 10.98 hours. If we assume a typical sleep episode of 8 hours (on average) and
a need for some private time (additional two hours), we are still losing three additional
hours of potential data. However, what factors are contributing to this loss or how to
motivate participants to wear the sensors for longer durations per day is an open research
question and need to be investigated further.
Out of 13.02 hours of active period, 2.2 hours of data was lost due to the phone
being off. When the phone was off, no data was stored. The phone could be off due to
battery depletion or due to manual turning off by the participants. We speculate that if the
participants turned off the phone intentionally, they did it because they wanted to avoid the
prompt of self-report questionnaire. It is completely understandable that during some
events participants might want not to be interrupted by the phone prompt, for example,
while driving, during class, meetings, etc. Once turned off manually, participants may not
remember to turn it on as soon as the sensitive event is over. If the phone’s battery runs
out, the participants may not be able to charge it until they find an opportunity. We did not
log the battery level of the phone and hence are not able to distinguish between these two
sources of phone being off. We provide further details about this issue in our discussion
section.
Out of 10.82 hours per day while the phone was on and our study application was
running on the phone, we noticed that the sensor was on for 10.45 hours and sensor was
off for 0.37 hours. The probability of sensor battery down was quite low because the
wireless sensor suite used in the study was expected to last more than 10 days with
continuous data sampling and wireless transmission, once it was fully charged. We also
notice that the duration of battery being down is quite low (0.08 hours) compared to
manual turning off of the sensor by the participants (0.29 hours).
We expected our participants to wear the sensors during their entire active period
of the day. However, they were free to take the sensor off at any time if they wanted to do
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so. Therefore, while the sensor was on, it could be on body or off-body. We observe that
during the active period, our participants very rarely take the sensor off and leave the
phone and sensor on. We speculate that this might happen because either the participants
turned the sensor off or turned the phone off when they took the sensors off from their
body. Again, primary reason for doing so may be to turn off the prompting from the phone
for self-report, which was tied to reception of sensor data.
While the sensor was on-body, data from the sensor could be acceptable or
unacceptable. Depending on the type of the sensor, acceptability of the data may vary. For
example, at a time when respiration data quality is acceptable, ECG data quality may be
unacceptable, and vice-versa, or both may be acceptable at the same time. Out of the
10.45 hours of sensor on-body duration, acceptable respiration data was 9.83 hours while
acceptable ECG data was 7.87 hours. The rest of the data (0.62 hours of respiration and
2.58 hours of ECG) was unacceptable. Data can become unacceptable due to four reasons
– attachment loss, jerks, packet loss and wireless disconnection between the phone and
body sensors.
Attachment loss can occur in three ways. First, participants can intentionally delay
in attaching either the respiration band or the ECG electrodes to their body. Such delay
results in a data loss at the beginning of the wearing period of the body sensors. From our
data, we find that 0.05 hours/day of the respiration data was lost due to delay in
attachment. On the other hand, 0.3 hours/day of ECG data was lost due to this attachment
delay. Loss due to delay in attachment for ECG is 6 times higher than that of respiration.
While we received signals from the respiration sensors as soon as the band were attached,
for ECG, however, the participants also needed to find proper positioning of the electrodes
to get acceptable data. Unless participants find the proper positioning and fix the
attachment, data won’t be acceptable from ECG, resulting in data loss due to delay in
attachment. As we expected our participants to avoid delay in attaching the sensor
properly, we consider this factor as an human factor.
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Table 3.4: comparison of factors depending on their impacts on data loss (Study 2, n=30,
daily smokers). H=Human and T=Technology
Factors
Phone Battery Down (T),
and Phone Turned Off (H)
Intermittent Loosening (T)
Delay in Attachment(H)
Sensor Turned Off(H)
Packet Loss(T)
Improper Attachment(H)
Wireless Disconnection
due to Other Factors(T)
Sensor Battery Down(T)
Jerks(T)
Physical Separation(H)

ECG data
loss(hrs/day)

RIP data
loss(hrs/day)

Common data
loss(hrs/day)
2.2

1.80
0.30

0.17
0.05
0.29

0.18
0.13

0.15
0.10
0.13
0.08

0.02

0.001
0.02

Second, attachment loss can occur due to intermittent loosening of the sensors
after receiving acceptable data at least once. On average, 0.17 hours/day of respiration
data and 1.8 hours/day of ECG data were lost due to intermittent loosening of the sensors.
This is the biggest factor of data loss for both respiration and ECG sensor, when sensors
were worn properly and the entire system was functional. Both sensors may become loose
as participants continue their daily activities. However, we didn’t expect our participants
to refrain from their daily activities to reduce this type of data loss. We consider this factor
as a technological factor as sensors should be robust to accommodate daily activities and
better technology is needed to reduce this type of data loss.
Third, a big portion of respiration and ECG data became unacceptable due to
improper attachment. On average, 0.1 hours of respiration data and 0.13 hours of ECG
data per day were lost due to improper attachment. This loss falls into the human category
as the participants were not careful enough to attach sensors properly and did not try to fix
it when needed.
Packet loss through wireless channel causes data loss and it is usual for wireless
transmission. In the computational section, we explained how we used interpolation to
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recover data from packet loss. However, we still experienced some data loss after
interpolation which was not recoverable. On average, 0.15 hours of respiration data and
0.18 hours of ECG data per day were lost due to packet loss, clearly an issue with
technology, but not as severe as may be expected.
Wireless disconnection between the phone and the body sensor is another common
factor for both respiration and ECG which causes data loss of 0.15 hours per day. This is
common for both sensors since the study phone could not receive data from any of the
sensors while they were wirelessly disconnected. However, wireless disconnection could
happen when the participants created physical separation between the phone and the
sensors by walking away from the phone. Since participants were responsible for this type
of loss, we consider this as an human issue. We lost 0.02 hours of data per day due to
physical separation. We consider wireless disconnection due to any other reason beside
physical separation as technological factor (0.13 hours per day).
Finally, data can be affected by jerks due to physical movement of the participants.
We observe that our respiration chest band is more robust against jerks than ECG
electrodes. Though we lost 0.02 hours of ECG data per day due to jerks, negligible
amount of respiration data was affected by the same jerks (less than 0.001 hours/person
day). Physical movements were due to participants routine activities and these activities
will be prevalent in any natural setting, we consider this factor as a technological factor.
Future research should focus on designing robust sensors to minimize the effect of jerks.
Table 3.4 summarizes the impact of individual factors on data loss in terms of
hours per person day. All the factors are associated with their respective categories
(H=Human, T=Technology). Some of the factors, for example, phone off, sensor off,
physical separation have same effect on both respiration and ECG; however, the rest have
different impact on respiration and ECG data loss. Amount of data loss due to these
factors are reported under the column ECG data loss, respiration data loss, and the column
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Fig. 3.7: Availability of Respiration and ECG data depicts differences in acceptable data,
effect of technological and human factor on data loss on respiration and ECG respectively.
common data loss. Factors in this table are ranked based on their contribution to
physiological data loss.
Figure 3.7 shows the contribution of the technological and human related factors
on both respiration and ECG data. Impact of phone off (battery down and turned off) on
data loss (2.2 hours per day) is the same for both ECG and respiration. On respiration
data loss, the impact of human issues (0.46 hours per day) is little bit lower than the
technological factors (0.53 hours / day). However, the difference of impact between
human and technological factors is significantly higher for ECG data loss (2.21 hours for
technology vs. 0.74 hours for human issues). It implies that the system researchers should
focus on developing the ECG sensors such that it can be more robust to intermittent
loosening, jerks, etc.
3.4.3

Feasibility of Long-term Physiological Data Collection
We first observe from Table 3.3 that participants in Study 2 wore the sensors for

10.45 hours, of which we get 7.87 hours of acceptable data on ECG1 , which is 75.3%
yield. In Study 1, the yield is 85.7% (i.e., 11.33 hours of acceptable ECG data out of
13.22 hours of sensors on-body). This represents a significant higher yield in Study 1. To
1

We get an higher yield on respiration, but analyze ECG since it has the lowest yield of all physiological sensors.

41

understand this difference, we examine data yield from Study 1 for each study week
individually(as opposed to considering the average of all four weeks).
Filled bars in Figure 3.8 present an average yield in each of the four weeks of
Study 1, and unfilled bar is the average yield in Week 1 of Study 2. We observe that the
(78.9%) yield in Week 1 of Study 1 is comparable to the (75.3%) yield in Week 1 of Study
2. Statistically significant improvement (from 78.9% to 84.3%) in data yield occurs in
Week 2. We thus hypothesize that one week of participation may suffice to learn how to
wear and maintain sensors well. We summarize this finding below:
Observation 1: For physiological sensor wearing, a significant learning effect is
observed after Week 1.
We further observe that the improvement, though not statistically significant,
continues through all four weeks. It points to potential feasibility of studies longer than
four weeks that is reported here. As mentioned in Section 1, the longest wearing episode
for physiological sensors reported previously was 45.6 hours / participant. In Study 1, the
yield is seen to be increasing (beyond 85%) even after each participant wore the
physiological sensors for 317 hours. We, therefore, propose the following hypothesis.
Hypothesis 1: It may be feasible to obtain a good data yield (e.g., 11+ hours/day)
from wireless physiological sensors, even when they are worn for four weeks or longer.

Fig. 3.8: Data yield (the ratio of acceptable to sensor on-body duration) for Week 1 in
Study 2 (unfilled bar) and for all four weeks in Study 1 (filled bars). On average, data
yield increased over time. The increase observed from first week to second week in Study
1 is statistically significant (paired t-test, p = 0.035).
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In the following, we discuss major factors that may explain or improve data yield
with wireless physiological sensors.
3.4.4

Impact of Attachment Burden
A major hurdle in collecting physiological data in daily life over long term is the

stringent attachment requirement for these sensors. We observe (Table 3.3) that in Study
2, we lose only 0.32 hours/day of respiration sensor data as compared to 2.23 hours/day
for ECG sensor data. In Study 1 (Drug Users), we lose 1.04 hours/day of respiration data
as compared to 1.58 hours/day of ECG data2 . In both studies the difference in the yield of
two sensors can be attributed to attachment losses. ECG is sensitive to proper attachment
of the gel electrodes to skin at an appropriate location, but for respiration sensor, it suffices
to wear a band around mid-chest. Respiration sensor does not require skin contact and it
can be worn with flexible positioning of the band from the upper chest position to the
abdomen at the level of umbilicus [91] - making it more challenging to wear and maintain
ECG electrodes properly than the respiration band. However, even respiration sensor band
can become loose and slip over the course of wearing for the entire day.
The major component of data loss from attachment constraint is the one lost due to
intermittent loosening. We analyzed the pattern of this loss as the day progresses. We find
that intermittent loosening increases as the day progresses (r = 0.8, p < 0.001) (see
Figure 3.9). We believe that eliminating or reducing the attachment constraints for
physiological sensing may significantly improve data yield in the field environment. We
note, however, that our findings are specific to the ECG sensor used in our studies. Newer
ECG sensors such as patches or smart fabric electrodes may have lower attachment issues,
which can be investigated in future studies. We summarize this effect in the following
observation.
Observation 2: Attachment constraint is a major source of data loss during daily
wearing of physiological sensors that involve careful attachment.
2

As explained earlier, the higher overall yield in ECG occurs in Study 1 due to learning effect over
four weeks.
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Fig. 3.9: Frequency of intermittent loosening throughout the day. Red bold line is the least
square regression for the incidents of intermittent loosening (ECG) for drug users (Study
1) (r = 0.84, p < 0.001). Blue dashed line is the regression line for daily smokers (Study
2) (r = 0.8, p < 0.001). It shows that intermittent loosening increases with the
progression of the time of day for both population.
3.4.5

Likelihood of Capturing Events of Interest
For self-reporting stress and drug use, participants used another digital device that

they were asked to carry with them at all times. We use these two reports to estimate how
likely the participants are to be wearing the sensors (to enable stress assessment) when
these events of interest occur. We observe that on days when participants reported a stress
event, the average time of sensor wearing is 11.96 hours/day as compared to 13.32
hours/day for those days when these same participants did not report a stress event (two
tailed paired t-test, p < 0.001). Similarly, on the days when participants reported a drug
use event, the average time of wearing was 12.07 hours/day versus 13.43 hours from these
same participants on non-drug days (two tailed paired t-test, p < 0.001). We use these
observations to hypothesize that on days or times when participants engage in unusual
behavior (anticipated stress such as job interviews or planned drug use), they are not as
likely to wear the sensors. Yet, there are sufficient instances of these events when it is
feasible to capture physiological data for stress assessment.
Observation 3: Participants wear fewer hours on days when stress or drug events
are reported.
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Fig. 3.10: Number of consecutive packets lost between two successive packet arrivals with
their relative contribution to overall lost samples. Note that each packet contains only five
samples.
3.4.6

Impact of Short Packets on Wireless Data Loss
There have been significant improvements in the design of low-power wireless

radios in recent years, making them a mature technology. For example, studies conducted
few years ago [22] reported 50% data loss due to various issues, including that due to
wireless radio. Similarly, [17] reported 30% losses. It was also reported in [17] that the
average length of consecutive valid data was less than 4 minutes. The sensor suite in our
study used ANT radio, which is similar to the newly emerging low power Bluetooth radio.
In addition to various improvements in antenna design that are better suited to the body,
and higher energy efficiency, we discuss a specific design decision that decreased data loss
in wireless transmission in our studies.
Shorter packets: Figure 3.10 shows number of packets that were lost between two
successive packet arrivals. We observe that 82% of the time, we lose only one packet in a
burst and 10% of the time we lose two packets subsequently. Figure 3.10 also depicts the
contribution of packet loss to the overall data. We note that the use of short packets is
quite advantageous for physiological sensors because each packet then constitutes only a
small portion of ECG or respiration cycle. Interpolating one, two, and three packets
reduces the overall data loss rate due to packet losses from 9.5% to 1.6%, 0.51%, and
0.25% respectively. We only interpolated one packet that constitutes 8% of a cycle for
both ECG and respiration using Hermite interpolation (which did not adversely affect
signal morphology). As shown in Table 3.3, data lost due to packet losses or wireless
45

disconnection is less than 2.5% each, which is a significant improvement over the
previously reported studies. We summarize this observation in the following.
Observation 4: Using short packets can limit data loss in wireless transmissions.
3.4.7

Sensing Diversity for Activity Sensing
We have used physical activity from the two types of accelerometers - on-body

accelerometer and phone accelerometer. Both of them are tri-axis accelerometers. The
phone is usually kept in the pocket, purse and the on-body accelerometer is placed on the
chest of subjects. For physical movement assessment, we classify the activity in two
categories — stationary, in-motion. Since the assessment of physical movement can be
done from either the on-body or the on-phone accelerometer, we analyzed the amount of
physical movement captured by the two to see the difference in their coverage of daily
movements of subjects in week-long study. If the on-phone accelerometer is able to detect
most of the activities, in studies of movement, use of phone alone, which is much easier to
carry and is already owned by most people, may provide for a scalable approach to
activity monitoring. The amount of activity captured by the on-body sensor may be
missed by the phone if the phone is not on the person, but in the vicinity. If the phone is
not in the 10 meters vicinity of the sensor, no data from the on-body accelerometer will be
captured since data is not stored locally on the on-body sensors. Likewise, if the on-body
sensor is turned off or wireless connectivity with the phone is lost, but the phone is carried
by the person (e.g., in pocket, purse, backpack, etc.), then physical movement captured by
the phone may be missed by the sensor on the body.
Physical Activity Detection from On-Body and On-Phone Accelerometer: For
processing the accelerometer data (obtained at 10.66 HZ from the on-body sensor and at
93 HZ from the phone sensor), we process them in 10 second windows from which we
remove the mean to account for changes in height, weight, placement, orientation of
sensor (especially for the one in phone). We then compute 52 features that are
independent of the orientation of the phone to keep the model robust for data collected
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Fig. 3.11: Standard deviation of magnitude from Accelerometer measurements for the
on-body and on-phone accelerometers for one subject for one whole day. Several episodes
of variation in the on-body accelerometers (indicative of physical movement) is missed by
the on-phone accelerometer, but some episodes captured by phone is also missed by the
on-body accelerometer.
from diverse subjects in the field. They include mean, median, variance, standard
deviation from each axis, and then min, max and ratio of min to max for each over these
axis-specific features. Majority voting is then used to compose the small intervals into a
larger 5 minute interval that is assigned a single class of activity. A total of 44 hours of
data was collected from 7 new subjects for the purpose of training the classifier. We
trained an AdaBoost model and obtained a cross-subject validation accuracy of 93% (for
phone sensor) and 97% (for on-body sensor) for categorizing among four classes —
walking, running, stationary, and driving.
Figure 3.11 shows the standard deviation of magnitude from Accelerometer
measurements for the on-body and on-phone accelerometers across 438 minutes. On
average, we observe that there is significantly more variation in the on-body accelerometer
as compared to that on the phone. Using a simple threshold to separate the degree of
movement, as captured by standard deviation feature, shows that the phone accelerometer
may miss 56% of the movements.
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Activity Captured by On-Body vs On-Phone Accelerometer: Next, we analyze the
physical movement detection from the two sensors to see how much is captured by each.
For this purpose, we only consider two broad classes — movement and stationary, where
driving is included in movement, even though the subject may be stationary because the
vehicle’s movement is captured by the accelerometers. Of the 23 subjects, 5 subjects had a
broken accelerometer on their body and hence their data is not included in this analysis. In
addition, we lost accelerometer data from the phone on some days due to the storage
issues on the phone. Consequently, we have 104 person days when data is captured by
both accelerometers. On these days, we obtain 12,498 windows of 5 minutes that have a
decision for the activity level. Of these, the subjects were found to be active (i.e.,
non-stationary) in 396 windows, which accounts for 31.7% of their day. Of these
windows, 143 windows (or, 36.11%) were captured by both the accelerometers, 306
windows (or, 77.3%) are captured by the on-body accelerometer, and 229 windows (or,
57.83%) are captured by the phone accelerometer.
These data suggest that neither the on-body nor the on-phone accelerometer
capture all the activities. Using both provides at least 22% more capture of the activities.
Using both also helps recover data in cases where one may fail, as was the case with
accelerometer carried on the body for 5 of our 23 subjects. Second, ease of carrying the
mobile phone may motivate use of only the on-phone accelerometer. In such cases, a
significant fraction (i.e., over 40%) of the movements may be missed. Additional studies
and analysis may be needed to investigate this issue further, for example, to see if the
on-phone accelerometer data is representative of the whole day or the whole week, even if
it may not capture 42% of the movements. Studies are also needed to replicate these
findings. We summarize this observation in the following.
Observation 5: Using both on-body and on-phone accelerometer provide at least
22% more capture of the activities. Hence, combination of both accelerometer data can
give more accurate estimate of calorie burnt and energy expenditure.
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3.4.8

Ease of Wearing for Physiological Sensing
In our study, two physiological sensors (ECG and respiration) were included since

they provide diverse information for inferring stress [17]. Using both sensing modalities
leads to 5% or more improvement in the accuracy of inferring stress. We notice that these
two sensing modalities have different data yield. We observe that respiration data is
almost always (97% of the total minutes of data collected) available. But, during 22.3% of
the total minutes, ECG is either not available or of bad quality. Also, when ECG data is
missing in large chunks, it happens at the start and end of the days, or there is no ECG
during the whole day. Getting good ECG data requires appropriate attachment of
electrodes. In the morning subjects attach ECG electrodes themselves, and sometimes not
correctly leading to loss in good quality ECG data. Towards the end of the day, ECG
electrodes may become loose, causing loss in quality of ECG data. Respiration, on the
other hand, is easier to obtain since it only involves wearing a belt around the chest area
and can be easily tightened or pulled back up if it becomes loose or slips below the chest
level. We summarize this observation in the following.
Observation 6: Easy to wear physiological sensor yields more data than that of
sensor which is more stringent to body attachment.
These observations have several important implications. First, respiration sensor
provides higher yield due to being easier to wear. Hence, wherever a choice exists to pick
either ECG or respiration, respiration may be a better choice in terms of data yield and
subject convenience. Second, though multimodal inferences can yield better accuracy, the
inference methods should not expect the availability of data from all modalities all the
time. The methods should be adaptive so that in case of data loss in either modality, the
inference algorithm should adapt to using only the available modality.
3.5

Case Study 1: Impact of Data Availability on Just-in-Time Stress Intervention
Although low to moderate levels of stress can improve task performance and

contribute to skill development [92, 93], repeated exposure to acute stress can cause
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significant damage to physical and mental well-being [94, 95]. Acute stress can lead to
headaches, trouble sleeping, and fatigue [96, 97, 98, 99]. Repeated stress can cause or
worsen cardiovascular diseases and cancer [100, 101]. Stress can also precipitate adverse
behaviors, such as depression, rage, anxiety, and addiction [102, 103, 104]. As a result,
stress contributes significantly to health care costs [105]. Even for healthy people, stress
can degrade quality of life by affecting mood and productivity.
Assessment of stress has traditionally relied on surveys and self-reports. Real-time
and continuous measurement of stress in daily life can enhance stress awareness, and
revolutionize stress research. It can potentially lead to just-in-time intervention not only
for stress management but also to manage other conditions that are affected by stress such
as smoking, drinking, drug use, depression, migraine, etc. Real-time measurement of
stress is a very active area of research. Researchers have developed a webcam-based
method to measure stress in confined work environments [106] and a microphone-based
method for use in unconstrained acoustic environment [107]. These approaches, however,
do not lead to continuous measurement of stress in daily life. For example, stress from
acoustics can only be inferred when people are conversing (25.6% of time [10]).
Physiological monitoring [17, 88, 108] is a promising approach for continuous
assessment of stress. Recent work has demonstrated the feasibility of capturing
physiological data in the natural environment with real time wireless transmission to
smart-phone. In 2010, [22] reported an average of 23.7 hours per participant of continuous
measurement in a mobile health (mHealth) study with 19 participants wearing a
custom-made physiological sensor suite for five days. They reported several issues that
were major obstacles for continuous physiological measurements — loss of wireless
connectivity, incorrect positioning of sensors on the body, and individuals forgetting to
fully charge the sensors, or accidentally turning them off. In 2011, [17] reported an
average of 24.8 hours per participant of good quality data from 21 participants over two
days. Recently, [23] reported 45.6 hours per participant of physiological data collected
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from 4 participants. Although the amount of data collected per participant has been
increasing, it is still not known whether physiological data can be collected in the natural
field setting for a longer duration from a larger number of participants.
In this section, we report our experiences from two user studies (with 40 illicit
drug users and 30 daily smokers), where 317 hours of good quality electrocardiogram
(ECG) data per participant has been collected over 4 weeks of wearing wireless
physiological sensors. We analyze the data collected from these two studies to understand
the feasibility and challenges for longer-term continuous stress assessment in the field.
This study reveals several lessons for future efforts on physiological monitoring in daily
life. It also provides key implications for future stress research and the design of
just-in-time interventions for stress management.
3.5.1

Stress Inference From Physiological Data
Stress estimation from ECG has traditionally relied on a single feature (e.g., heart

rate or heart rate variability (HRV), respiratory sinus arrhythmia (RSA) [109]. Machine
learning models that identify a more specific fingerprint of physiological activation began
emerging in the past decade [108]. We use the stress model in [17] since it has been
validated in both the lab and the natural field environment. This model provides a
continuous measure of stress that is normalized to be between 0 and 1.
This machine learning model predicts whether a one minute measurement
corresponds to a physiological response to a stressor. It was trained and tested using
physiological data from a 21 person lab study where participants were carefully exposed
to three diverse and validated stressors (public speaking, mental arithmetic, and cold
pressor challenges) while physiological data and self-reports were collected. This model
can classify stress and non-stress minutes with 90% accuracy for 10-fold cross validation
(92% accuracy for 66%-34% split), and showed 0.72 correlation with self-reports.
Features used in the model included heart rate variability (HRV), respiratory sinus
arrhythmia (RSA), minute ventilation, and IE ratio, among several others. To show the
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generalizability of the model in field, the same 21 participants wore the sensors 12-14
hours daily for 2 days in field and provided stress ratings 25 times/day when prompted. It
was found that the average rating produced by the stress model had a correlation of 0.7
with the average rating of self-reported stress [17]. We note, however, that although we
use a specific stress model for the analysis here, our goal is to analyze the relative changes
in stress level (section 3.5.4) and hence it is not strongly dependent on a specific stress
model.
3.5.2

Implications for Stress-related Research
In this section, we discuss implications of this study on future prospects of

continuous stress assessment in the natural environment for stress research. It has also
implications on self-monitoring of stress because these types of systems have potential in
assisting people in monitoring their health conditions. Although wearing the chest band is
burdensome for daily use, some users may be motivated, perhaps due to a health condition
(e.g., stress can aggravate migraine attack), to use such systems even when there is no
direct monetary incentive. Wearable physiological sensors are also becoming popular in
the quantified-self community [110].
Here, we analyze how much overall physiological data is available daily for stress
assessment, especially around events (or behaviors) of interest. We consider five events of
interest, each of which were self-reported by our participants as part of the study protocol.
In Study 1, the drug users reported smoking, drug use, craving, and stress events while in
Study 2, daily smokers and social drinkers reported each smoking and drinking event.
Table 3.5 shows overall statistics of all types of voluntary self-reports collected.
We first analyze the availability of stress measurements preceding events of
interest since stress has long been known to play a prominent role in precipitating several
adverse behaviors, especially smoking. We then analyze how likely participants are to
wear the sensors when such events of interest occur.
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Table 3.5: Statistics of voluntary self-reports in the field. Smoking self-reports are
frequent. Craving, drug use, drinking alcohol, and stress reports are less frequent.

Study 1

Study 2

3.5.3

Events

# Self-reports

Self-report/day

Smoking (Cigarette)
Craving for drug
Illicit Drug Use
Perceived Stress
Smoking (Cigarette)
Drinking (Alcohol)

2643
302
142
108
1520
144

2.87
0.33
0.15
0.12
7.24
0.68

Stress Assessment Preceding Events of Interest
Given that smoking is the largest cause of death [111], over $300 million are spent

on smoking cessation research by US National Institutes of Health alone. Decades of
work in this area, all based on self-reported stress data, found stress rising hours prior to a
lapse in addictive behaviors [112]. However, due to a lack of continuous stress
measurement, it has not been known what happens minutes prior to a smoking lapse.
Although our study did not assess stress prior to a smoking lapse in abstinent smokers, it
shows the feasibility of obtaining stress data in minutes prior to a smoking event.
Figure 3.12 shows the availability of stress assessment in minutes preceding to a
self-reported smoking, drinking, and drug craving events. Data for self-reported stress and
drug use are similar and hence are omitted for brevity. We report these data in terms of
percentage of time (out of the active period per day). This helps normalize these data
across the two populations since the absolute numbers are quite different in the two
studies.
We observe that it is indeed feasible to obtain stress measurement in each minute
preceding an event of interest via self-reports. Up to 65% of the data is available for stress
assessment in the neighborhood of the event even after excluding data affected by physical
activity. Availability of stress measurement data arbitrarily close to the self-report opens
up tremendous new opportunities to not only study the role of stress in these adverse
events with significant health impact, but also opens up an opportunity to deliver
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Fig. 3.12: In each group of 3 bars, 1st bar shows the fraction of physiological data
available for stress assessment, 2nd bar shows what fraction of data is affected by activity,
and 3rd bar shows what fraction of data becomes lost due to poor quality. Vertical dashed
line indicates the relative time of self-reports. Bars before the vertical dashed lines present
the availability of data for stress assessment in preceding individual minutes -1 through
-10. After the vertical line, best 2/3 means taking the average availability of two best
previous minutes out of three, and best 3/5 means taking the average availability of three
best previous minutes out of five. Last group of bars in each figure represents overall
minute by minute availability of data for stress assessment. (a), (b) are for drug users
(n = 40) and (c), (d) are for daily smokers (n = 30).
interventions upon detection of a rise in stress in real time (since stress data are available
on mobile phone).
We make several observations from our data. First, data availability in the minute
preceding a self-report is higher than usual. This may be due to enhanced consciousness
of participants to check sensor attachments prior to reporting an event. Second, we
observe that there is a higher level of activity preceding a smoking event than usual. This
may be due to walking out of buildings prior to smoking. We still obtain over 55% usable
data in each population. Third, we observe that if the analysis is flexible in using best 3
out of 5 preceding minutes, then the amount of data available for stress increases to
around 70%. We now summarize these observations.
Observation 7: It is now feasible to assess stress in the minutes preceding
self-reported addictive behavior events.
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Fig. 3.13: Stress level before self-reported smoking (a), drug use (b), stress (c), and drug
craving (d) events in Study 1. Stress level before self-reported smoking (e) and drinking
(f) events in Study 2. Vertical dashed line shows the time of the event report, and
horizontal bold line shows average daily stress level. Figure (a) shows that the stress level
in minutes preceding a voluntary self-report of stress event is higher than average daily
stress. Also, stress level in minutes preceding smoking is relatively higher than average
daily stress.
3.5.4

Implications for Stress-related Just-in-time Intervention
Now that it is feasible to obtain stress assessment in real-time on mobile phone

preceding events of interest, it has several implications for the design and delivery of
just-in-time interventions (JITI). In this section, we first present the pattern of stress
observed preceding events of interest and draw implications on how they may inform the
design of JITIs. We then discuss how the measurement of other contexts from sensors can
be used in the design and delivery of JITIs.
Stress Pattern: For smoking, stress, craving, and drinking, we use self-reports
from participants as the timing of these events. However, for drug use, self-report is
usually provided tens of minutes after the actual drug usage episode. Hence, self-report
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may not be a reliable marker of the timing of drug usage events. In this work, we use a
recently developed model to detect the timing of illicit drug use from physiology [15].
Figure 3.13 shows the stress patterns observed preceding the events of interest. We
make several observations. First, we observe that stress is much higher in six minutes
preceding a self-report of stress. Perhaps participants reported stress when they recovered
from the high stress situation. Second, we observe that even though our study did not
involve abstinent smokers, stress level preceding a smoking report is observed to be
rising3 . Further, the stress level is elevated several minutes preceding a smoking report.
This is observed in both populations, which may warrant further investigation by
researchers studying smoking behavior to understand and explain the observed pattern.
We observe that stress before drinking self-reports is usually higher. However, stress level
preceding drug craving reports do not show such clear patterns. We summarize these
observations in the following.
Observation 8: Elevated stress from sensors is observed prior to a self-reported
smoking, drinking or drug use event, which can inform the design and delivery of
just-in-time interventions.
Third, we observe higher level of stress among drug users than student smokers.
This may be due to the lower socio-economic status of the drug users participating in our
study compared to the student participants. Fourth, within each population, stress levels
also varied significantly across participants. There is also wide within-person variability,
which is omitted for clarity of presentation. Finally, as the vertical bars show in these
figures, there is wide variability in the observed stress levels. These observations suggest
that stress provides an important information for triggering interventions to avert adverse
behaviors. However, our findings also indicate that stress measurement may not be
sufficient by itself due to the wide variability and additional strategies should be employed
3

We note that activity affected data is not considered for stress assessment and hence the rise on stress
level is not a result of walking episodes before a smoking event.
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to make such interventions more accurate. For example, intervention strategies could
consider personalization of the models as well as use other contexts.
Incorporating other contexts to trigger just-in-time intervention: To explore
additional contexts that may be detectable from sensors and can help predict an imminent
adverse behavior, we analyze the physical activity levels. In the case of smoking events,
activity pattern from both studies show a common pattern (Figure 3.12(a) and (c)).
Physical activity around the smoking self-reports for both the cases is higher at times
closer to the self-reports. This can happen as smokers usually smoke cigarette in a
designated area and they walk to or from the smoking spot around smoking sessions.
Therefore, it may be possible to use the detection of walking outside a building to improve
the prediction of a smoking event, which may then be used to trigger an intervention to
avert a smoking lapse event.
3.6

Case Study 2: Data Availability in the Vicinity of Events of Interest
In this section, we show how much data is lost and how much data is available

during events of interests using framework proposed in this chapter. From our study point
of view, we have considered addictive behavior and stress events as the event of interests.
These are smoking, drinking, illicit drug use, craving for drug use, and perceived stress in
users’ natural environment.
Traditionally the research correlating stress and addictive behaviors in field
environment is largely dependent on self-reports. In this thesis, we have shown that
continuous measurement of stress using wearable physiological sensors is feasible.
However, if physiological data is lost in the vicinity of self-reports, we cannot use those
self-reports in our analysis. Therefore, at the beginning it is important to know how many
useful self-reports we got in the study to make sure the results have enough statistical
significance.
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Fig. 3.14: The tree shows how to compute self-report data loss and availability using the
proposed framework. For case study, the example shows loss and availability for illicit
drug use self-reports in Study 1. Similar tree is possible for other self-reports in Study 1
and Study 2.

As an example, we have picked the availability and loss of drug use self-reports
(Figure 3.14) in Study 1. We observe that out of 142 total cocaine use reports in the field,
good quality of stress data is available for during 27 self-reports. That is, only 19% of the
time, data is available for analysis and 81% of the time data is lost due to phone off, sensor
off, sensor not on-body or data is of poor quality. The tree shows the the count for each of
the cases using the framework.
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3.7

Limitations
This work presents several findings that have implications for future monitoring of

stress in research as well as for personal health and well-being. However, our work has
several limitations that could be addressed in future works.
Generalizability: Both studies were monitored or supervised by professional staff.
Participants had a training session where they learnt about proper wearing of devices,
which improved the data yield over time (see Figure 3.8). It remains an open question
whether similar or better data yield can be obtained without daily meetings, especially in
the absence of micro-incentives to encourage compliance with the protocol, such as when
users voluntarily wear sensors for self-monitoring. Nevertheless, this study provides a first
evidence of high data yield in a 4-week study.
Sensor Type: This study considered two physiological sensors with specific
attachment requirements. Again, it remains an open question whether similar or better
yield can be obtained for other sensors that may have different attachment requirements
(e.g., smart patch, smart watch).
Temporal precision of self-report: Self-reports and actual events may not always
be synchronized. Participants may report an event before, during, or after the actual
occurrence. Hence, the stress levels observed preceding self-reported events may not be
temporally precise. Automated detection of these events from sensors (e.g., traffic
stressors from GPS, exam from calendar) will improve the temporal precision of relating
stress to the event of interest. These methods are an active area of research and promise a
future where addictive behaviors such as smoking [14], drug use [15], and drinking may
be detected accurately from sensors.
3.8

Chapter Summary
High data yield is critical for the success of many mHealth initiatives, especially

projects that involve data collection utilizing physiological sensors in the natural
environment. Even with many advancement in the design of lightweight, miniaturized,
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and robust sensors, current data yield is not high enough. We believe a deeper
understanding of the nature and impact of factors that contribute to poor data yield is
imperative. In this chapter, we propose a method to identify and quantify factors
contributing to low data yield. Our results obtained from two representative mHealth
studies indicate that current technology and user’s sensor wearing behavior both play an
important role in data loss highlighting the need for improvement in the technological
side and deeper understanding of human needs and expectations in this context.
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Chapter 4
Understanding Human Aspects of Sensor Data Collection in Field
Mobile physiological sensors offer a powerful platform for new understanding of
daily human behaviors in the real world. Activity trackers and location tracking apps
provide interesting ways for participants to visualize their own activity and location data.
In this chapter, we explore new ways to return physiological sensor data back to
participants to improve their engagement in their health and wellness monitoring. We
develop interactive Contextualized Stress from Mobile Sensor (CoSMoS) for users to
reflect upon their daily stress and conversation patterns in the context of location and
physical activity. Via a Day Reconstruction Method (DRM) based pre-post user study
(n = 34), we find that CoSMoS can help users identify daily stressors with > 90%
accuracy. CoSMoS also helps allay their privacy concerns with regard to tracking their
stress, conversation, location, and activity.
4.1

Introduction
Data from ubiquitous mobile health (mHealth) sensors have been shown to provide

unprecedented visibility into stress [16, 113], addictive behaviors [77, 114], eating
behavior [19], physical activity [115], geo-exposure [11], sleep pattern [116] and social
interactions [10, 117] in users’ daily life. But, quality data collection requires extensive
user engagement throughout the duration of data collection and is a complex problem that
has received significant attention in UbiComp community in recent years [50, 51, 52, 54].
Significant works have been done on engaging users with fitness trackers by
returning activity and associated GPS data to the users [118, 119]. These advancements
can be leveraged in visualizing physiological sensor data, but physiological data
processing poses its own unique challenges. Researchers have made attempts to create
visual representation of physiological data [59, 60, 63, 65]. The most relevant research to
our current work is a set of stress visualizations proposed recently in [65]. However, this
research was targeted to examine the efficacy of different visualization techniques in
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visualizing stress by experts and as such focused on expert behavioral and health
researchers, rather than on the end-user engagement who contributed the stress data and
hence these visualizations are not directly applicable for real-time visualizations by end
users.
There are several challenges in visualizing mobile physiological sensors collected
in field, especially when these processing have to be automated for real-time processing
and presentation to the participants directly. First, physiological data collected from field
are subject to numerous sources of noise and losses [120]. For example, when sensors
such as electrocardiogram (ECG) are worn throughout the day, skin attachment can
degrade. Physical movements also introduce noise in the data due to jerking of electrodes.
Data can get lost in wireless transmission. Together, these result in uncertainty and
perceived inaccuracy in inferring health metrics from physiological data can cause user
disengagement [54]. Second, there is a lack of methods to interpret complex, multi-modal
physiological data [51]. For user engagement, it is essential to have real-time and
automated visualization of a high volume and variety of continuous mobile sensor
data [65]. This further prevents users from getting insights into the utility of collecting and
sharing their data.
In this chapter, we address the above challenges and present an interactive
visualization of physiological sensor data for monitoring daily stress and conversation
behaviors in the context of location and activity episodes (motivated by widely adopted
activity tracking app Moves [121]), called Contextualized Stress from Mobile Sensor
(CoSMoS) for health and wellness monitoring using physiological sensors. Our
visualization includes several features facilitating self-reflection of a user’s daily life by
making dense sensor data interpretable and actionable. We have incorporated recent
models for inferring continuous stress [16] (validated across independent studies), and
common stress mediators in daily life, such as social interaction [10] from physiological
sensor data, and location from GPS [122], activity from accelerometers [120] for
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context-awareness. We developed a series of representations to show relationships among
stress, location, social interaction, and physical activity. The visualization allows
interaction with the data to explore the relationship among these states at various
granularities or on a map. Although representation of physical activity and location is well
studied, reliable visualization of continuous stress and social interaction inferences in field
from unconstrained end-users physiological data for end-users is relatively
under-explored.
We conducted a Day Reconstruction Method (DRM) [24] based user study with
n = 34 participants and evaluate the efficacy of the visualization on how accurately it
helps identify daily stressors. Our participants wore four sensor suites (a chestband for
physiological sensing, smartphone for location sensing via GPS, wristband for activity
tracking, and a Lena device [25] for audio recording) for one day in their natural
environment. We also provide them a privacy lease button with which they could stop data
collection by specific sensors or request deletion of sensor data retrospectively.
Participants were asked to rate the burden of each sensor and privacy risk and utility of
each inference at the start of the study. They were then asked to wear the sensors in the
waking hours of a day and were asked to provide ratings again after seeing the CoSMoS
visualization on their own data.
We find that CoSMoS helped end-users identify daily stressors with approximately
90% accuracy. Due to the enhanced understanding of the utility of physiological sensing
through visualization, 30 of 34 users expressed interest (in comparison to 10 of 34, before
the study) in collecting physiological sensor data for self-monitoring of stress and
behaviors in their daily life. Moreover, we observe reduction in privacy concerns after the
study in sharing physiological data. We found that privacy lease button to control privacy
increases trust in the system as well as study scientists, while having minimal effect on the
scientific goals of the study. Secondary goal of this study was to capture interpersonal
interactions (both positive and negative). Even though privacy control was used once daily
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and sensor was turned off twice daily, 52 out of 54 interesting events (stressful and
relaxing interaction) were still captured.
4.2

CoSMoS: A System to Reflect upon Continuous Stress, Social Interaction, and
Contexts
Intille [123] had four rules which they believed helped the data representation to

be effective. The first rule was to keep the data representation as simple as possible. This
ensures the user understands the data that’s displayed to them as clearly as possible. Other
rules include displaying data at appropriate times and in the appropriate place. This is to
make it as easy as possible for the user to refer to the data within their day-to-day life.

Fig. 4.1: It shows the pipeline from automated continuous sensing in field to the
generation of visualization of time-aligned stress and daily behaviors. Physical activity is
inferred from accelerometer (wristband and chestband), stress is inferred from ECG and
RIP (chestband), LENA device captures audio conversation, and significant locations are
inferred from GPS on a smartphone.

System Overview. Overall architecture of the system is shown in Figure 4.1. We
are using four sensing devices - an inertial wristband, a physiological chestband, a LENA
audio recorder, and a GPS-enabled smartphone. All four devices continuously sample
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respective sensor measurements for automated and continuous inference of stress and
daily behaviors (e.g., conversation, mobility). The wristband samples accelerometer data
to detect physical activity, the chestband samples physiological data for stress and
conversation inference, and accelerometer data to improve activity detection with the
wristband. The LENA devices sample continuous audio data for conversation verification,
and the smartphone samples GPS for location inferences. Finally, these four automated
inferences are synchronized and combined together to design and implement an
interactive, interpretable and actionable data visualization system for end-users to provide
insights into their health status and daily behaviors from their sensor data. We describe the
development of the system from the mobile sensors’ data below.
4.2.1

Data Preprocessing
For reliable inferences of stress and behaviors, capturing good quality data from

the sensors is a precondition. However, the quality of physiological data collected in the
natural environment can be affected by numerous factors [120]. Wearable physiological
sensor data is vulnerable to proper placement and attachment of the sensor. Even if it is
attached properly, there can be wireless packet loss, jerks due to daily activities,
interference with existing wireless radios, and physical disconnection between the sensor
and the mobile phone. Sometimes people take the sensor off by themselves when they
intentionally want to avoid data collection. Whatever data is presented to the users should
be clean data. Outliers and noisy data can give unreliable inferences and confuse the users
rather than help them. If the data representation is irritating to the user, it can lead them to
ignoring the device altogether [123]. Therefore, raw sensor measurement needs
preprocessing and preparation for reliable stress and behavioral inferences.
To infer continuous stress reliably from physiological data in field, we use both
ECG and respiration signal [16]. Figure 4.2 shows preprocessing steps (top to bottom).
First step is to identify the segment (i.e., start-time and end-time) of good quality ECG
and respiration data where stress inference will be meaningful. Typical ECG data has
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Algorithm 6: Data Preprocessing for Stress Assessment
Input: Let W 1 , W 2 ,... be acceptable quality windows vectors [start end] of sensor
S1 , S2 ,...
Output: Q: List of physiological data segments (a vector of start and end time) for
reliable
stress assessment
S
Let W = i=1,2,... W i ;
where W k = (W1k , W2k , ...);
Sort W by W.start time;
Initialization the Queue Q = empty;
Current = W1 ;
i = 2;
while i ≤ length(W ) do
if isOverlap(current, Wi ) then
Wtemp .start = max(Current.start, W2 .start);
Wtemp .end = min(Current.end, W2 .end);
Q.insert(Wtemp );
current = Wi ;
Return Q
Algorithm 7: isOverlap
Input: Let W1 , W2 two acceptable quality window
Output: True/False
if W1 .start > W2 .end ∨ W2 .start > W1 .end then
Return False;
Return True;

QRS complex [124]. However, we observe rectangular or triangular shape and saturated
signal which are unacceptable as ECG signal. This happens due to poor attachment of the
ECG electrodes on the body. By using the algorithm proposed in [120], we discard poor
quality data and identify acceptable ECG segments. Similarly, a typical respiration signal
looks like a sine wave or sawtooth (during conversation). However, due to disconnection,
we observe saturated signals in field and they are automatically discarded as poor quality
data. Once we identify acceptable quality segments from both ECG and respiration data,
we propose an algorithm (see Algorithm 6) to find common acceptable segments in O(n)
time complexity. Finally, these segments of physiological data collected in field qualify
for reliable stress inference.
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Fig. 4.2: Preprocessing of physiological data for stress inference. Physiological data collected in
uncontrolled field environment can be affected by numerous factors including wireless
disconnection, packet loss, loose body attachment and so on. By filtering poor quality of ECG and
Respiration (RIP) data we make sure that the stress inference for the end user is done only on good
quality data for meaningful interpretation.

4.2.2

Automated Inferences from Mobile Sensor Data
In this section, we describe the machine learning algorithms that we used to infer

stress from physiological data, significant locations and commuting episodes from GPS
traces, conversation episodes from audio and respiration sensors, and physical activity
from the accelerometer sensor.
Continuous Stress Inference from Physiological Data
We implemented the cStress [16] model which is the state of the art for continuous
stress inference based on ECG and Respiration data collected using a chestband sensor.
We trained the model using data collected from a rigorous lab study with 21 participants
and validated on two independently collected data sets — in a lab study on 26 participants
and in a week-long field study with 20 participants. It gives 95.4% cross-subject validation
accuracy on training dataset to classify stress and non-stress minutes. Moreover, in
cross-study validation on test dataset independently collected in different lab, it classified
stress and non-stress minutes with 89% recall with a 5% false positive rate. In addition, it
also achieved an accuracy of 72% in predicting each of the 1,060 self-reports of perceived
stress provided by 20 independent participants in the field environment.
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This model computes the probability that a minute of physiological measurement
collected from a chestband corresponds to a physiological response to a stressor. It uses a
multiplicity of features from both ECG and respiratory waveforms: inter-beat interval
(IBI), heart-rate variability (HRV), and respiratory sinus arrhythmia (RSA) from filtered
ECG waveforms; and IE ratio, and stretch from filtered respiratory waveforms. If the
stress probability of a particular minute is above 0.33, it is labeled as a stress minute.
Although we choose this stress model for its robust validation both on lab and field data,
our visualization system is not strictly dependent on any particular stress model.
Spatio-Temporal Clustering to Infer Locations from GPS Traces
Location is an important memory cue and when it is annotated with time range this
information can help users visualize their recent past trajectories and facilitate
self-reflection [125]. Locations of interest which are places where a user spends significant
time together with their semantic labels are determined from GPS traces collected on the
user’s phone. Figure 4.9 shows significant locations a participant visited in a day.
For this spatio-temporal clustering, we adopted the algorithm proposed in [122].
Here, significant places are marked as Stay Point. There exists a stay point from GPS
location point gstart to location point gend if the two following constraints are fulfilled:

Distance(gstart , gend ) < Dmax

(4.1)

T imeDif f (gstart , pend ) > Tmin

(4.2)

T imeDif f (gk , gk+1 ) < Tmax , ∀k ∈ [start, end − 1]

(4.3)

where Dmax is the maximum distance that user can cover a geographical area to be
considered as stay point. In our case, we use Dmax as 100 meters. Tmin is the minimum
time that the user must to be in the same place to be considered as stay point. We set Tmin
as 10 minutes. This new constraint establishes that between two consecutive location
points the time difference must be bounded by Tmax . We set this final parameter as 30
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minutes. In summary, if the user spent at least 10 minutes in a location, it will be
considered as a stay point, and is at least 100 meters as well as 30 minutes away from each
other

Fig. 4.3: The figure shows (a) raw GPS traces, (b) shows significant places (stay points)
after applying spatio-temporal clustering algorithm, (c) co-located stay points are merged
into stay regions and automatically labeled as Home or Work. The picture is adopted
from [122].

Inference of Commuting Episodes from GPS traces
Driving episodes are detected from GPS-derived speed by applying a threshold for
maximum gait speed of 2.533 meters/sec [126]. A driving session is composed of driving
segments separated by stops, e.g., due to a traffic lights. The in-between stops usually are
of short duration unless there is traffic congestion. The end of a driving session is defined
as a stop (with speed equal to zero) for more than two minutes. Driving segments,
separated by a less than two minute stop, are considered to be part of the same driving
session.
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Fig. 4.4: The figure shows (a) the chestband to capture breathing signal, (b) generation of
respiration signal due to expansion (inhalation) and contraction (exhalation) of the lung,
(c) silent breathing signal which looks more similar to sinusoidal shape, (d) speech
breathing signal which looks more similar to sawtooth.

Inferring Conversation from Breathing Pattern

Fig. 4.5: The figure shows time domain respiration features for conversation detection.
First step to compute features is to locate start, end, and the peak (red circles) of each
respiration cycles. These points are then used to compute discriminating features, such as
inhalation, exhalation, hold duration, and stretch.
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We develop a model to infer conversation from breathing pattern, which is specific
to the user who wears the physiological chestband. Figure 4.4 shows the difference of
shape between speech and non-speech breathing signal. When the wearer of the band is
silent, we typically observe sinusoidal signal. However, when we speak, we quickly inhale
air to support the energy required for the speech and speak while exhaling the air from the
lung. Therefore, the shape of the speech breathing typically looks similar to a sawtooth
signal. Using machine learning algorithm, we try to capture the differences and
distinguish speech and quiet signal from respiration. This model was tested with limited
datasets collected in controlled environment. Therefore, we also collect audio in order to
validate the inferences made using the respiration sensor.
Table 4.1: Feature selection based on the CFS algorithm with best fit search.
Feature Statistics

Basic Feature
Inhalation Duration
Exhalation Duration

Standard Deviation
Mean, Median, 80th Percentile
Mean, Median, Standard Deviation,
80th Percentile
Mean, Median, 80th Percentile
Median, Standard Deviation, 80th
Percentile
Mean

IE ratio
Stretch
Breath Hold Duration
Exhal First Difference

To infer conversation from respiratory measurements, we develop an admission
control algorithm that discards data affected by noise and body movements. Features are
extracted from the clean respiration signal to distinguish conversation from
non-conversation events. The most discriminatory features are mean, median, 80th
percentile of exhalation duration, inhalation duration, and the ratio between inhalation and
exhalation duration. Using supervised Support Vector Machine (SVM) classification
model, we achieve 83% accuracy. Accuracy of the classifier further improved to 87% by
using a Hidden Markov Model (Figure 4.6 and 4.7) based filtering algorithm and
post-processing of the classifier predictions.
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Fig. 4.6: HMM state description for conversation episode identification. Three circles indicate
three hidden states. Three rectangles indicate three observables. All the emission probability are
shown with the outgoing arrow from state to the observables. Arrows from state to state indicate
transition probabilities.

For the Hidden Markov Model, Initial probabilities πi of being in state i, transition
probabilities aij of transitioning from state i to state j. Say we observe outputs y1 ,. . . , yT .
The most likely state sequence x1 ,. . . ,xT that produces the observations is given by the
recurrence relations:

V1,k = P y1 | k · πk


Vt,k = maxx∈S P yt | k · ax,k · Vt−1,x
Here Vt,k is the probability of the most probable state sequence P x1 ,. . . ,xT ,y1 ,. . . ,


yT responsible for the first t observations that have k as its final state. The Viterbi path
can be retrieved by saving back pointers that remember which state x was used in the
second equation. Let Ptr(k,t) be the function that returns the value of x used to compute
Vt,k if t > 1, or k if t = 1. Then:
xT = arg maxx∈S (VT,x )
xt−1 = Ptr(xt , t)
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Fig. 4.7: Conversation is defined as a sequence of speaking and listening surrounded by
non-conversation states (quiet/silent). HMM gives as the most likely sequence of
speaking, listening and quiet. Therefore, it replaces misclassification of quiet inside the
conversation as a listening state. Hence the classification accuracy improves further. In
this figure, the red circled misclassified state (quiet) is replaced by more likely green
circled state (listening).

we use an uninformative prior, i.e., the initial probabilities for all the three states
are equal to 1/3, i.e., πi = 1/3. Emission probabilities and transition probabilities are
trained from carefully labeled real-life conversation data, and shown in the Figure 4.6.
Physical Activity from Wearable Accelerometers
To perform physical activity detection, we pre-process 3-axis accelerometer
signals from both the chestband and wristband accelerometers (Figure 4.8 shows typical
accelerometer signal while sitting and walking). The preprocessing step includes filtering
of raw data, and removal of bias, gravitational acceleration and drift from the filtered
data [127]. Finally, we compute the standard deviation of the magnitude of acceleration,
which is independent of the orientation of the accelerometers, from each 10 seconds
segment and use it to perform activity detection [87, 128].
q
amag = a2x + a2y + a2z
v
uP
u n i
u (amag − µ)2
t
σa = i=1
n−1
n
X
µ=
(aimag /n)
i=1
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(4.4)

(4.5)
(4.6)

User can move their upper part of the body while sitting on a chair which can be a false
detection of activity if only chestband accelerometer is used. Hand movement while
sitting (e.g., typing, writing, eating) can also be a false detection of activity if only
wristband accelerometer is used for activity detection. Therefore, we fuse both
accelerometer data to increase the confidence of detecting physical activity. If both
devices detect movement, we mark it as physical activity.

Fig. 4.8: The left figure shows how 3-axis (X,Y,Z) accelerometer signal varies while the
subject is walking or in stationary condition. The right figure shows how standard
deviation of accelerometer magnitude feature distinguishes between movement (walking
or running) and stationary state.

4.2.3

Design and Implementation of the Contextual Stress Visualization, CoSMoS,
for End Users
Our design of the CoSMoS interface is motivated by Moves [121], a popular

activity tracking application on Android with over five million downloads. Moves
provides a daily timeline with location and activity, a summary of activities, and a
comparison between activities of different intensities (e.g., walking versus running). We
provide a similar interface for stress, and because stress is often momentary, we provide
capabilities to zoom in for fine-grained view of stress events. In summary, we propose and
examine four techniques within our CoSMoS stress visualization system: (1) historical
map-based location visualization to associate stress with location labels configured by the
users; (2) contextualized timeline to visualize continuous stress and other contexts; (3) an
interface to visualize a summary of stress and other behaviors over a day; and finally, (4) a
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Work

Work

Unknown
Home

Home

Unknown

Unknown

Work

Unknown
Home

Edit

Number of visits: 1
Last arrival: 10:00 AM
Last departure: 10:30 AM
Stress: 10 / 30 minutes

Work
Restaurant

Edit

Number of visits: 1
Last arrival: 10:00 AM
Last departure: 10:30 AM
Stress: 10 / 30 minutes

Home

Unknown

Number of visits: 1
Last arrival: 10:00 AM
Last departure: 10:30 AM
Stress: 10 / 30 minutes

Unknown

Fig. 4.9: The circles represent significant locations visited by a user in a day. At a given location,
the thickness of the circle corresponds to the duration of time spent and its color indicates the
intensity of the average stress. Significant places can be labeled by the user. Clicking on a
pushpin, displays the frequency of visit to the location, start and end times of the last visit, and the
duration of time that the user was stressed at that location. Users can edit and relabel the unknown
locations, as shown in the picture.

location-based stress summary to compare stress at various locations. We describe them in
detail below:
Historical Map-Based Location Visualization
The map-based visualization of significant locations, using push-pins on Google
Earth, is developed using the techniques proposed in [129]. Our system offers the
capability of both automated and manual labeling of significant locations on the map. For
example, the two most significant and frequent locations (Home and Work), are
automatically labeled based on the address collected from participants at the beginning of
the study. For manual labelling of locations, we augment significant locations with
information such as arrival time, departure time, duration of stay, sequence and the
frequency of visits that can assist users in assigning semantic labels to locations. The
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ability to manually label locations has multiple advantages. First, it reduces confusion of
that might result from labeling multi-purpose locations. For example, Walmart can be a
place for general shopping, grocery shopping, buying furniture, or eating lunch. Users can
accurately label location based on what activity they performed in such a location.
Second, the GPS device can sometimes be disconnected from the satellites for a period of
time, especially, when inside a building. In that case, users can manually label the location
based on other available contexts, such as time of day, activity, social interaction and so on
by performing back and forth interaction with the Contextualized Timeline visualization
system that is described in the next paragraph. The semantic labels and timing information
configured in this stage are also incorporated in the Contextualized Timeline visualization.
Contextualized and Interactive Timeline Visualization
Timeline visualization has recently gained in popularity (e.g., Google timeline
charts [130]). Our timeline-based visualization of stress and corresponding contexts is
shown in Figure 4.10. However, for the interface to work it is important to ensure that the
different sensors are synchronized in time and the data collected are timestamped. In our
system, we ensure that all the sensory data are stored on the smartphone and we get the
UNIX timestamps from the clock of the android phone. For display purpose, we convert
the UNIX timestamps into human readable local time adjusting for day-light savings.
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Restaurant
12:11 PM

Fig. 4.10: Contextualized Timeline within CoSMoS visualization. Width of a stress
episode indicates its duration with start-time and end-time. Significant location episodes
are marked with corresponding semantic location labels (e.g., Home). Dark color
represent the presence of activity and conversation and grey color implies its absence. The
bar display for Stress has three colors (Green = Little to no stress, Yellow = Medium
stress, and Red = High stress). Gaps in any of the channel indicate unavailable data. The
interface has zoom-in (e.g., restaurant is zoomed-in in the lower figure) and zoom-out plus
infotip features (shown in black box with exact time in the lower zoomed-in part) to
precisely pinpoint each stress events and corresponding contexts.

In our timeline, the horizontal axis shows time of day and vertical axes represents
four inferences (stress, location, conversation, and activity). We use color coding to
distinguish between levels of stress – green represents little to no stress, yellow stands for
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medium, and red indicates high levels of stress. Deeper shades of color for activity and
conversation time series indicate the occurrence of physical movement and conversation
respectively, and grey color indicates lack of movement or lack of conversation.
Significant locations are marked with corresponding labels. If a transition between
locations takes place using a motorized vehicle, then the transition is labeled as
commuting. However, if the transition is due to walking, then the viewer will observe a
physical activity during that time as part of the activity time series. For all the four data
streams, the presence of a gap implies that no data was available for that time period. It
can be difficult to pinpoint stressful events when the data is on the scale of several hours
(e.g., over 12 hours of data collected in a day). Therefore, we provide the ability to zoom
in and out at different temporal resolutions allowing users to view precise stress levels and
associated contexts. In addition, we also provide infotip that displays the exact date and
time in human readable format so that the user can recall the events that led to the onset of
stress.
Summary Visualization

Fig. 4.11: Summary of stress, physical activity, and conversation data. Pie charts show
overall stress and activities. Data tables below the pie charts show the size of the data used
in the pie chart.
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The contextualized timeline presents a comprehensive visualization over long
periods of data (e.g., 24 hours of data). However, for users who are interested in a
summary view of their stress and activity profile over a day we provide pie charts and
table based visualizations (see Figure 4.11). The sample table in this figure displays
duration for which data was available, and the fraction of time the user was stressed. In
the corresponding pie charts, these values are visualized in percentages. Since pie charts
hide information on available data, we included the table to provide this information
succinctly to the users. In addition, summary pie charts and tables are shown alongside the
stress summary. Note that the summary visualization, due to their compactness, might be
easily incorporated into a small display, such as on a smart-watch.
Location-based Stress Visualization

Stress at Home

Stress at Work

High: 1%

Medium:
13%

High: 11%
Medium:
45%
Low: 44%

Low: 86%

Total Data

4.03 hours

Total Data

3.18 hours

Low Stress

3.46 hours

Low Stress

1.40 hours

Medium Stress

0.52 hours

Medium Stress

1.43 hours

High Stress

0.04 hours

High Stress

0.35 hours

Fig. 4.12: Location based stress visualization for the two most significant and frequent
locations (Home and Work).

Associating location with the stress profile allows users to identify locations that
contribute to maximum stress [65]. Figure 4.12 shows a pie chart and a table based
comparison of stress at Home versus stress at Work. In the map-based visualization
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interface a user can click on a significant location, and view their stress levels at that
location.
4.3

User Study in Field
The increasing emphasis on how mobile technologies are experienced in everyday

life has resulted in an increased interest in in-situ measurement and, in particular, the
Experience Sampling Method (ESM) [131]. ESM is often considered as the “gold
standard” of in-situ measurement [132] as it samples experiences and behaviors right at
the moment of their occurrence, thus reducing memory and social biases in self-reporting.
However, ESM also entails significant drawbacks, such as disrupting a user’s current
activity and imposing an additional reporting burden [70]. Motivated by these drawbacks,
Kahneman and colleagues proposed the Day Reconstruction Method (DRM) [24, 132], a
retrospective self-report protocol that aims at increasing user’s accuracy in reconstructing
their experiences at the end of a day. It does so by imposing a chronological order in
reconstruction, thus providing a temporal context for the recall of each experience. DRM
has been found to provide a reasonably good approximation to experience sampling
data [132] and the method has been well adopted also in the UbiComp community.
Therefore, we designed and conducted a Day Reconstruction Method [24] based
field study to evaluate the CoSMoS Contextualized Stress Visualization. The study focused
on understanding the efficacy of our proposed visualization in helping users identify daily
stressors, enhance their awareness regarding utility and risks involving physiological
sensing in daily life, and investigating whether the offered utility increases the likelihood
of adopting mHealth devices for better health and well-being.
4.3.1

Field Study to Evaluate the Visualization with End Users
We conducted a three phase study that included two in-person interviews in the lab

and a field day. Participants began their study by sharing their opinion about benefits,
risks, and burden associated with mHealth devices and sensors in a lab session with the
researcher. Following the in-lab interview, our participants wore a physiological chest

80

band, inertial wristband, GPS-enabled smartphone, and a wearable audio recorder during
the study period for their field day. Participants were required to wear the devices for all
of the waking hours for this day while performing their regular activities (except when in
shower and during contact sports). The third and final phase involved an end of the study
interview where participants explored visualizations created on their own data and
answered questions regarding benefits, intrinsic privacy risks, and burdens associated with
those devices.
4.3.2

Devices and Sensors
In what follows, we describe the devices and sensors used in the current study.

Chestband and Wristband Sensors
We used AutoSense [47] for physiological sensing and a custom wrist band
(Figure 4.1) sensor because of longer battery life-time and low power ANT wireless radio
as compared with similar commercial devices. This physiological chestband includes
2-lead Electrocardiogram (ECG), Respiratory Inductive Plethysmography (RIP), and
3-axes accelerometers. ECG is sampled at 128 Hz, respiration (RIP) is sampled at 21.33
Hz and 3-axes accelerometers are sampled at 10.66 Hz. Wristband has 3-axes
accelerometers with 10.66 Hz sampling rate. Stress was inferred from ECG and
respiration [16]. Physical activity was inferred from the chest and wrist accelerometers.
Once they are charged in full, the wrist sensor battery lasts on average 36 hours, and the
chestband battery lasts over 7 days.
Smartphone
Each participant carried an additional GPS-enabled Android smart phone during
the field study. GPS was sampled at 1 Hz. The smart phone had four roles. First, it
received and stored data transmitted by the sensor suite using ANT radio. Second, it
sampled and stored data from the sensors built into the phone (e.g., GPS). Third, since
phone receives all the data from physiological and wearable sensors, participants may use
the phone to stop those data from being collected. Fourth, users can check on the screen
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Fig. 4.13: Mobile phone interface to mark private moments during data collection in the
field. For marking a private moment, users can select any data type and duration of that
private moment by pressing the “Stop Share” button. They may select one or multiple
sensors to stop data sharing. These private data were removed from the database when
users came back to the lab next day. To enforce critical thinking about using the stop share
button, we informed users that they will lose compensation for these private periods based
on hourly compensation.
whether the sensor is attached properly through a status bar display. In addition, users can
visualize the signal on the screen to check their data. However, all these user actions were
voluntary. Since we used Day Reconstruction Method, there were no interruption
burdens [133] programmed on the phone, such as ecological momentary assessment [134]
questionnaire prompt on the phone.
Audio Recording Device
Participants were asked to capture audio data using wearable LENA audio
recording device [25]. They carried the device in a waistband. LENA audio processing
tool provides the timing of the beginning and end of each conversation they may have with
others. We used audio recorder in this study for two reasons - (1) to collect long (around
16 hours) and high quality audio recording that satisfies Communication Science research
requirement, and (2) to validate the respiration based conversation model in field with
gold standard audio conversation.
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4.3.3

Study Procedure

Participants
We distributed flyer around the campus, over the social networks (Facebook) and
email groups. We also utilized snowball sampling where currently enrolled participants
helped recruit additional participants. In total, we recruited 17 romantic couples including
one same sex couple (34 individuals, Male: 16, Female: 18) with average age of
28.36 ± 3.95 years. Out of them, 16 were Caucasian, 14 Asian, and 4 Persian. 11 of them
were full-time employees, 18 of them were full-time students with part-time employment,
and 5 of them were self-employed or unemployed. Although we are interested in the
individualś change in perception (e.g. utility, burden and privacy concern) between pre
and post participation, we recruited romantic couples (who are living together for at least
six months) for the following reasons. First, we are collecting conversation data to
correlate stress and conversation, and audio data to validate our initial respiration based
conversation detection model in field. Recruiting romantic couples might increase the
chance of having more conversation data between them. Second, if only one of them are
recruited, the chance of capturing conversation of someone who are not part of the study.
Third, it is very challenging to collect stress ground truth data in the natural settings.
Stressors such as marital conflict, fight between partners, are common for both. When any
stressor including fight between them is recalled by both partner, we have higher
confidence on this type of stressful event. Combining the information individually
collected from both partners gives us more accurate information of timing and intensity of
the stressful event. Moreover, Since we used color as a visualization dimension, we asked
participants about color blindness. However, none of our participants reported any type of
color blindness. We now describe the details of our study protocol (Figure 4.14).
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Fig. 4.14: Field Study Protocol. It started with an initial interview followed by showing
someone else’s data, experience with data collection in field, visualization of their own
data, and finally the end-of-study interview. After each step of the study, we ask them
question about the perception of burden, privacy, and utility to understand how their
perception changes over time.

Initial Interview
Our participants were asked to participate for a total of two days. On the first day,
participants were asked to fill up the demographic questionnaire and a pre-study
questionnaire. The pre-study questionnaire asks whether the participant had prior
experiences and concerns in collecting data from wearable mobile sensors. Pre-study also
included questions regarding their prior perceptions (5-point Likert scale) of user burden
associated with the devices. Participants were given the devices to observe and feel, but
they were not asked to wear those.
Participants were shown a sample visualization of location, physical activity,
stress, and timing of conversations generated from someone else’s data (collected from
one of the author). Then, they were asked regarding their understanding of utility and
privacy concerns after exploring the visualizations and whether visualization prompted
any change of perception.
Participants were trained on how to attach and use all the devices. For the
chestband sensor, which needs to be placed under the shirt, lab personnel demonstrated
proper sensor placement on top of the clothing. Participants were shown how they can
diagnose any issue with the devices (e.g., disconnection between phone and the device)
while collecting data in their natural environment (Figure 4.13). Participants were
encouraged to seek help from the study coordinator over phone whenever needed. For
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example, the phone interface had a data quality indicator in the background screen to help
users understand data quality and the correct positioning and attachment of the sensors.
End-of-Study interview
After the field session, participants visited our lab for the data review session and
the End-of-study interview. We show them their own data using our contextualized stress
visualization. To evaluate the effectiveness of the system, each participant is then asked
whether they agree with the visualization, i.e., the stress events identified by our system.
Because of the contextual information presented with the stress data, they could precisely
remember the event most of the time. They shared their stress anecdotes with us. Several
participants voluntarily maintained a diary of stressful events. We matched the system
output with their diary. We also asked participants whether the system missed any stress
event happened during the study. If yes, they shared those stress anecdotes too. We
recorded the audio of the conversation for analyzing the interview data later on.
There we again asked questions on perceived burden, privacy concerns, and utility
after experience with the devices. Participants were shown CoSMoS Stress Visualization
created on their own data and asked to explain events associated with each stressful
episode (both medium and high stress). Participants were requested to answer the same
questionnaire on perceived burden, privacy concerns and utility of monitoring stress and
daily activities. They are also asked open-ended question to explain the differences
between pre and post ratings of perceived utility, privacy and user burden. It helps us
understand the userś thoughts before and after the experience. In addition, participants
answered questions regarding usability and effectiveness of the visualization.
4.3.4

Ethics and Privacy Considerations
Participants were instructed on how to use privacy control provided with the study

interface. They were given three kinds of control - (1) they could turn off the device at any
time, (2) could proactively pause data collection using the “stop” button, (3) they also had
the opportunity for retroactive deletion for accidental data collection. Since this data was
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collected in daily living condition, participants were instructed to ask for verbal consent
from other conversation partners as far as audio data was concerned. If anybody disagreed
to be recorded, participants were instructed to stop data collection. After this step,
participants exit the lab to participate in the field session.
4.3.5

Compensation
To determine fair compensation for the burden and privacy risks of participants in

similar field studies, we conducted an online survey and asked the following questions by
showing the pictures of the devices (GPS enabled smartphone, inertial wristband,
physiological chestband, and LENA [25] audio recorder).
“In a hypothetical study that seeks to monitor stress and daily behavior via
wearable sensors, participants may be asked to wear various sensors throughout their
daily life. They may be able to visualize the data collected on them (e.g., stress,
conversation, physical activity, location). What do you think is a fair compensation to
study participants wearing various sensors for the entire day (e.g., 12 hours/day) and
sharing their data with researchers?”.
We chose 12 hours of data collection as previous study [120] with AutoSense
device indicated the feasibility of such data collection in field. We received responses
from 57 participants (age range 18 to 35 years, ethnicity includes Caucasian, African
American, and Asian). The median value of the compensation was $30 for 12 hours per
day of data collection. Therefore, we set the compensation $30 per day for our study. In
addition, The participants also received $10 for participating in the initial and
end-of-study in-person interviews (around one hour each).
4.3.6

Questionnaire
We designed the study questionnaire based on NASA Task Load Index

(TLX) [135], Westin Privacy Scale [136] and questionnaire used in previous
studies [75, 137]. The following questions on the rating of perceived physical discomfort,
perceived privacy concern and perceived utility were asked. “Please rate your perceived
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Table 4.2: Data Statistics.
Item
Avg.
Avg.
Avg.
Avg.
Avg.
Avg.

Statistics
Physiological Data /Subject/Day
Audio Data /Subject/Day
GPS Data /Subject/Day
Physical Activity
Data for Stress Assessment /Subject/Day
Stress Arousal /Subject/Day

12.04 ± 2.16 hours
12.25 ± 1.74 hours
10.79 ± 3.40 hours
22.19 ± 6.20 %
6.12 ± 2.08 hours
9.35 ± 8.93 %

physical discomfort in a scale of 1 (No Burden) to 5 (High Burden)”, “perceived privacy
concerns in a 1 (Not Concerned) to 5 (Highly Concerned)”, and “perceived utility in a
scale of 1 (Not Useful At All) to 5 (Highly Useful)”. We also asked contextual questions,
such as where?, why?, when?, with whom?, and what’s going on? for each “Device Not
Wearing” and “Pause data collection” event.
4.3.7

Pilot testing and study refinement
A pilot test was performed with four subjects, including one undergraduate

Computer Engineering major and the coordinator working in our lab but not familiar with
the study. The pilot study allowed us to test all aspects of the experiment, from initial
screening questionnaires to the end-of-study interviews, and to find bugs and refine
procedures.
4.3.8

Data Collected
Our study produced a rich dataset. On average, participant’s wore the

physiological chestband and the inertial wristband for 12.04 ± 2.16 hours per day during
their waking period (Table 4.2). They kept the audio recorder on for 12.25 ± 1.74 hours
per day. Since GPS sometimes got disconnected while the participants were inside a
building, we got 10.79 ± 3.40 hours of GPS traces per day. However, we were able to
recover their semantic locations during the in-person data review session the next day.
From accelerometer, we found that participants were physically active for 22.19% of the
time on average. Physiological data in the natural environment can be missing for many
reasons, such as physical activity, loose attachment, wireless disconnection [120]. Stress
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assessment is only possible when data is of good quality and not affected by these
confounders. As a result, the available physiological data for stress assessment was
(6.12 ± 2.08 hours), which is less in compared to total physiological data. Of the available
data for stress assessment, participants were stressed for 9.35% of the time.
To analyze the qualitative data, we used a general inductive approach [138], which
is a way of condensing extensive and varied raw text data into a summary format and
establishing clear links between the research objectives and the summary findings derived
from the raw data. The lead researcher read through the interview texts several times to
identify themes and categories regarding (1) user’s interest and motivation in adopting
wearable sensors to collect data in daily life; and (2) limiting factors such as, burden and
privacy concerns. The qualitative analysis complemented the quantitative results from
sensor data.
4.4

Results and Implications
In this section, we first evaluate our visualization system on two properties - (1)

effectiveness of the interface in identifying daily stressors and (2) its usability. We then
discuss how perception of utility increases after returning data and control back to
participants. We further assess whether perception of utility of physiological sensor data
assuages participants concerns and shows pontentials to engage participants in high
quality data collection in field.
4.4.1

Recall of Stress Events and Identifying Daily Stressors
Recalling Stress: Identifying daily stressors is challenging and crucial for

managing a user’s stress [65]. In our data review session, users visualized the time,
duration, and frequency of four data streams (stress, location, activity, and conversation)
using CoSMoS interface. We then asked participants to recall concurrent events to identify
stressors.
Participants could zoom in and out to different levels of granularity and observe
associated spatio-temporal and behavioral contexts. For further context, tool tip texts for
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an event displayed its time of occurrence. When the participants could remember, we
asked them to share anecdotes regarding the incident; these included job interviews,
assignment deadlines, conflict with partners, or watching horror movies. Users shared
anecdotes 192 times, and failed to remember 21 times. Of the 192 events, 181 (94.5%)
times they agreed that the event was stressful. For remaining 11 cases that they disagreed,
the participants recalled positive excitement or having fun with friends or family
members.
Matching Stress Events with Diary Entries: Four participants voluntarily
maintained diaries of the timing of their daily stressors during the study. A total of 21
stress events were identified in data from these four participants. 19 of these events
(> 90%) were matched with a diary entry. In addition, we asked all the participants
whether they recalled any stress events that happened during the study that was not
identified or visualized by our system (false negative). Only two participants (out of 34)
reported three such false negative events. Other than these two, all of the participants
mentioned that there was no stress event missed by CoSMoS.
Recalling Stress Events After Several Days: We also wanted to assess whether
participants could remember stress events when the visualization is shown after several
days. Eight participants used visualization at least two days after the data collection (4
after two days and 4 after three days). A total of 38 stress events were identified by the
visualization system, and the participants could recall 37 out of 38 instances,
demonstrating that the visualization system helped identify stressors even several days
after the occurrence of actual events.
4.4.2

Usability of the Visualization
At the end of the study, we asked the participants to rate on a 5-point Likert scale

(1 = Strongly Disagree, 3 = Neutral, 5 = Strongly Agree) the usability of the visualization
interface. We asked them if the interface was “Easy to understand”, if they felt that
“Visualization helped understand both risks and benefits”, and finally if “They thought
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that most people would learn to use the visualization quickly”. All 34 participants either
agreed (6 out of 34) or strongly agreed (28 out of 34) that the visualization was easy to
understand. Thirty two out of 34 either agreed or strongly agreed that it helped them
understand both risks and benefits associated with physiological sensing in daily life.
Thirty out of 34 agreed or strongly agreed that most people would learn to use these visual
representations quickly.
We also asked the participants an open ended question: “What things did you Like
and Dislike in the study”. Twenty seven participants responded to this question and of
them 20 mentioned that they liked the CoSMoS stress visualization system. For example,
P07 commented “[I] Liked visualization of the day, disliked wearing all the sensors” and
P08 commented “[I] Liked [data] compilation and visualization”. In addition, 75% of
them mentioned that the visualization was the most useful element of the study and helped
understand the risks and benefits associated with collecting physiological data in daily life.
4.4.3

Perceived Utility of Wearable Physiological Sensors

Fig. 4.15: Overall perception of utility in capturing data using wearable sensors and infer
health and behaviors from sensory measurements. Participants perceived significant
higher utility for stress monitoring (µ = 4.03) in compare to activity tracking (µ = 3.6)
(p = 0.02, Mann-Whitney test).

People may be willing to accept burdensome and invasive technologies if
perceived benefits outweigh potential risks [139]. This study revealed the fact that once
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participants understood the benefits of wearable physiological sensors they had greater
motivation for their use despite their potential invasiveness and burdensome nature.
Participants rated the utility of monitoring stress to be significantly higher than
that of activity tracking (4.03 vs. 3.6 with p = 0.02) (see Figure 4.15). Stress monitoring
allowed them to better manage their stress in daily life and improve their health and
wellness. The utility of identifying significant locations increased after the study (from
2.73 to 3.13 with p = 0.03). At the start of the study, the typical reaction to location can
be summed up using the comment from P16 “I already know where I go”. However, after
the study, the participants found location information to be useful in accurately identifying
stressors, as commented by P09 “Location could be useful when used with stress
indicators” and P28 “Location gives context to [stress] data”.
We summarize the benefits of physiological sensors, as perceived by the
participants (in Table 4.3). We categorized the benefits into five classes - (1) stress
management, (2) general health improvement, (3) modification of daily behaviors, (4)
recreation, and (5) societal benefits. Physiological sensors can help users identify stressors
as commented by P15 “Seeing how different stressors affect me”. It also helps user to
become more aware about stressful events so that they can proactively avoid some of them
as observed by P32 “I can plan a stress management policy to control the stress level”.
P17 emphasized that stress reports can be generated for the doctors to get personalized
and precise treatment “People can share data with their doctors”. Several participants felt
that physiological sensors could help detect possible health problems in advance and also
motivate users to modify behaviors to manage stress. In the words of a participant P08
“Interaction could be better tailored to reduce stress”.
4.4.4

Perceived Privacy Concerns
Figure 4.16 shows the privacy concerns of participants towards collection of

sensor data before and after the study. Participants rated audio sensors to be the most
sensitive as the recorded raw audio data could provide information about the identity,
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Table 4.3: Perceived Benefit of Collecting Physiological Data in Daily Life
Perceived benefit
Stress management

Comments
Identification and quantification of stressors in daily
life
Becoming more aware
Proactive prevention

Stress reports for expert
help if needed
Health improvement
Behavior improvement

Detection or prevention of
health issues
Modification of a particular
behavior

Recreational purpose

Serving one’s curiosity

Societal benefits

Helping researchers to advance science

P15 “Seeing how different
stressors affect me”
P16 “Understanding stress
in general”
P32 “I can plan a stress
management policy to control the stress level”
P17 “People can [may]
share data with their doctors”
P10 “Possible detection of
health problems”
P08 “Interaction could be
better tailored to reduce
stress”
P01 “Knowing how physiological data correlates with
interactions”
P26 “Help research team to
come up with new idea”

location, and valence of individuals engaged in the conversation. Similarly, activity data
was considered to be the least sensitive, as it only revealed the binary physical state (active
or inactive) of a participant.
Privacy concerns regarding location data decreased significantly after the study.
This is because: (1) only high level semantic labels were used to capture location
information; and (2) the participants understood the benefits of location information in
recalling the events that occurred before or after the onset of stress. P13 explained her
comfort with sharing location and we feel it is representative of the perception of most
other participants as well. She said “I thought tracking people where they go is very
privacy invasive. But after visualization, I understand that I don’t visit any suspicious
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Fig. 4.16: Overall perception of privacy concerns in capturing data using wearable sensors.
Conversation (from Audio) is the most sensitive data followed by location, stress and activity (least
sensitive). Capturing stress data from physiological sensor perceived (µ = 2.3) to be higher
sensitive than capturing physical activity (µ = 1.73) from accelerometers (p = 0.05,
Mann-Whitney). Privacy concerns for capturing activity, stress, and location data reduced after the
study.

location. Another thing I see if I collect location data, it helps understand my activity and
stress more...”
On average, participants also reduced their privacy concerns regarding stress and
activity inferences, though the differences between pre- and post-study concerns are not
statistically significant. Several of them cited that they reduced it because of enhanced
understanding of the benefits after visualization of the data. They were doing balance
between risks and utility, and found more value than concerns.
Overall, we found that participants were interested in using physiological sensors
in daily life. However, some privacy concerns, regarding the sensors, remained even after
seeing the visualization. Therefore, some participants wanted to use them with standalone
applications as explained in a comment from P32 “Interested to monitor stress for own
purpose, not for sharing. Processing in own terminal and not going to any other place”.
Participants did not want their data to be shared or saved on a remote server (e.g., cloud
service) as they were concerned about data leakage from the cloud (e.g., iCloud
scandal [140]) and insurance companies knowing about their health status using the
leaked information.
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Table 4.4: Statistical significance test
Mann-Whitney (MW) or Signed Rank test (SR)

P − value

Significance

Chestband is more burdensome than waistband (MW)
Waistband is more burdensome than wristband (MW)
Wristband is more burdensome than study phone (MW)
Discomfort of chest-, waist-, wrist-band increases after study (SR)

0.01
0.05
0.12
0.01

Yes
Yes
No
Yes

4.4.5

Perceived privacy risks for sharing physiological data
Most of the participants were not concerned to share data with researchers.

However, they are concerned about risk of unintentional data leakage. Risks include
insurance company may increase the premium, disclosure of personal behaviors and
attitude, targeted marketing ad or spam mails.
4.4.6

Factors Affecting Privacy Concerns
We observe that people, who are stressed, showed higher concern in capturing

physiological data for stress inference in daily life (Figure 4.17). We also observe that
people are more concern about their stress inference in weekdays in compare to weekends
(Figure 4.18).

Fig. 4.17: Sensor-inferred factors in daily life which might affect perceived privacy concerns for
capturing stress using physiological chestband. We compare those factors across two groups - High
Concern Users (who provided concern rating 4,5) and Low Burden Users (who concern rating
1,2,3). X-axis shows the factors and Y-axis shows the values of the factors normalized between 0
and 1. We observe that people who have high concern visited less number of places, having less
number of commuting events, were more stressed, having more social interaction, and were more
physically active than low concern user group.
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4.4.7

Privacy Control Interface
We provided a Lease button on the phone interface for the users to control their

privacy. They could select the type of sensors they wanted to pause in proactive or
retroactive fashion for a certain period of time (e.g., one hour). If the user could anticipate
upcoming private moments, they could take a lease. Sometimes private moments are not
predictable. In that case, user could use the lease button retroactively after the event is
over. Otherwise, data capture was always on. Another way to stop data collection to
preserve privacy is to switching off the devices. However, the user needs to make sure
they resume the data collection when the private moment is over.
We observed that among the 34 person days of the study, participants paused data
collection proactively 16 times and requested retrospective deletion 15 times. Of these 31,
12 requests were for the audio device. In addition, they turned off the audio sensor 68
times. They removed all the sensors in 19 instances during active data collection period.
The reasons cited include intimate moments or fights with spouse, stressful or sad
situations, and drinking alcohol.
At the end of the study, we asked participants which privacy control they prefer. A
total of 33 participants responded to this question. Among those responses, 15 of them
preferred switching off, 14 of them preferred the lease button, 3 of them mentioned both
type of controls as important. For example, P12 mentioned, “Switching off because of
trust on the button, stop share [Lease Button] comfortable for combining the control”.
Users preferred the Lease button because - (1) it was convenient to control all sensors in
one place, and (2) private moments are unpredictable. This interface offers to control data
retroactively which is not possible with the switching off control. Several of the users did
not prefer the lease button because - (1) it’s to make sure that right button is pressed on
the phone screen, (2) requires more than one interaction, and (3) the unfamiliar interface.
Interviews with participants indicated that providing privacy lease control
increased participants’ trust with the study scientists. From the study scientists perspective
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who were interested in capturing interpersonal interactions (both positive and negative),
there was some concern regarding the privacy lease button adversely affecting the
likelihood of capturing events of interest. Participants removed data in only two instances
(out of 54) using this privacy control.

Fig. 4.18: Factors affecting privacy concern associated with physiological chestband

4.4.8

Perceived Physical Burden of Wearable Devices
To understand the perceived burden of wearing physiological chestband sensors

(ECG and respiration), participants provided rating on a 5-point Likert scale (1 = No
burden at all to 5 = Extreme burden) before and after the study. To compare with other
devices, we also asked a burden rating for the sensors placed on the wrist, waist, and the
separate study phone. Since the rating data did not follow the Normal distribution, we
used Mann-Whitney non-parametric test for statistical significance. We found that
chestband was perceived to be the most burdensome sensor (Figure 4.19). There were
several factors noted by the participants that increased their discomfort while wearing the
chestband. First, to maintain the data quality (essential for stress inference) users need to
not only keep the band in place, but also periodically check the status on the phone screen
as suggested by P12 “I [was] worried about sensors on the chestband for getting good
data...we should always check that if it’s working fine or not”. Second, if the data was not
of good quality, they need to re-attach the electrodes as observed by P01 “Having to
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re-adjust the chestband plus electrodes coming unstuck”. Finally, they felt the sensor pads
were itchy to wear as described by P10 and P23 “The chest pads were itchy”.

Fig. 4.19: Overall perception of physical burden in capturing data using wearable sensors in daily
life. Physiological chestband (µ = 3.5) is more burdensome than the waistband (to carry audio
recorder, µ = 2.85), p=0.01 (Mann-Whitney test). Waistband (µ = 2.85) is more burdensome than
wristband (µ = 2.29). There was no significant difference found between the burden of carrying
the study phone and wearing a wristband. Burden increases after the study experience for
chestband, waistband, and wristband (p=0.03, Signed Rank test).

Carrying the waistband required no skin contact, but since it was worn over
clothes, it was aesthetically unappealing. Thus, it was perceived to be of lower burden
than the chest band but higher than the wrist band and the phone (see Figure 4.19). P15
described the comparison in the following words “Chestband is most cumbersome to wear
... Audio [waistband] was not bad and wrist[band] was negligible”. Wristband was
perceived to be higher burden than the phone because it was custom made, and bulkier
than usual smartwatch, and wearing it on the dominant hand sometimes interfered with the
usual activities. Aesthetics was also an issue as blinking red lights could be awkward in
public. P12 mentioned that “The wristband does not look good so it is not convenient to
wear it all places”.
Among the four sensors, the study phone was the least burdensome device
(Figure 4.19). It was similar to the regular phone used by participants, as mentioned by
P07 “already carry one so not a big deal and ... easy to fit in pocket”. However, the fact
that it was an additional phone to carry, increased the burden rating as P31 mentioned
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“Carrying an extra phone is burdensome”. Moreover, charging the phone to make sure
that the data is being collected created additional burden for some participants, as
mentioned by P18 “the phone needs some care, charging, restarting, etc.”
4.4.9

Factors Affecting Physical Discomfort
We divide the users into two groups - first, low burden group who rated the

physical discomfort as no(1) or little discomfort(2), and second, high burden group who
rated the physical discomfort as discomfort(4) and highly discomfort(5). Figure 4.20
shows the comparison of different factors between high and low user burden group. We
observe that high user burden group visited more number of places, commuted more, they
are comparatively more stressed. We also observe that duration of physical activity and
conversation do not have any effect on the perception of user burden. In Figure 4.21, we
observe that male participant’s felt higher burden than female participants, participants
felt more burden on weekday than weekend, and driver’s felt more burden than riders. It
also shows that BMI may not have significant effect on perception of user discomfort.

Fig. 4.20: It shows sensor-inferred factors in daily life which might affect the perceived physical
discomfort with physiological chestband. We compare those factors across two groups - High
Burden Users (who provided discomfort rating 4,5) and Low Burden Users (who provided
discomfort rating 1,2,3). X-axis shows the factors and Y-axis shows the values normalized between
0 and 1. We observe that people who perceived high burden visited more number of places, having
higher number of commuting events, and were more stressed than the low user burden group.
Duration of activity and social interaction don’t affect the perceived rating of physical discomfort
since they are almost same for both group.
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Table 4.5: Reasons for taking off the chestband from the body.
Items

Description

Discomfort
Social embarrassment
Shower and restroom
Season
Battery
Safety
Maintenance
Vigorous Activity

Physical discomfort due to skin contact
Felt uncomfortable in front of others
Sensor was not waterproof
Sweating in summer increases discomfort
When the phone battery was low
During chores, concerned about safety of devices
Maintenance of sensor attachment and placement
Users took off during vigorous activities

Fig. 4.21: Perceived physical discomfort with physiological chestband across gender, BMI,
driving and day of week. In this figure we observe that male participants perceive higher
discomfort than female participants, drivers felt higher burden than riders, and participants in
weekdays perceived higher burden than participants in weekends. BMI of the participants does not
affect their perception of discomfort with the physiological chestband in this study.

4.4.10

Reasons for removing the chestband
Participants sometimes took off the sensor from their body while actively

participating in the study. For each of the sensor-off-body event, we questioned them for
possible reasons. Reasons include physical discomfort, social embarrassment,
maintenance of the sensor, etc. Table 4.5 lists those reasons.
4.4.11

Participants Engagement with Mobile Sensors Data
On average, 30 out of 34 participants expressed an interest (as compared with 10

out of 34 at the start of the study) in using physiological sensors to monitor stress even
though they were burdensome to wear and posed privacy risks. Several even requested to
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borrow our sensor suite for longer term monitoring (varies from a week to years) to collect
stress data and contextual information to reflect upon and better manage their stress in
daily life. Twenty four out of 34 participants wanted to spend money to buy physiological
sensing devices to monitor their stress in daily life.
4.5

Discussion and Limitations
We discuss several implications from our work that can inform design of future

wearable technologies to capture continuous sensor data from human subjects in daily
free-living condition.
4.5.1

Enhancing Utility for End-Users
The burdens of extra work and maintenance are significant barriers to users’

engagement with mobile sensors, especially when they perceived little benefit [50].
Studies have shown that participants are willing to spend more time and effort for greater
device utility. With enhanced device utility, users are motivated to adjust their their routine
to make the use of the devices as their habit habit [50, 52]. Our study demonstrates that
data processing for greater interpretability leads to this result. For example, our chestband
gives respiration and ECG data which is used to measure stress. Moreover, conversation
detection is also possible from respiration data. Therefore, we add these two utility
together from same device.
Instead of giving raw numbers from the devices, data should be processed and
represented in a meaningful ways: participants may not know what to do with heart rate
numbers, but presenting the heart rate data as stress vs non-stress can make more sense.
4.5.2

Perceived Accuracy and Engagement
Inaccurate representation of user’s health state [50, 54] often leads to

disengagement [141]. Therefore, it is critical to show reliable and accurate health metrics
from sensor data that match user’s perception. For example, we choose well validated
stress inference model and more than 95% of the time, the stress representation matches
with user perceptions by reconstructing the event based on contextual information
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presented together. Contextualized stress visualization also provides transperancy to the
users. Therefore, they could see whether they agree with the representation.
4.5.3

Minimizing Burden
The chest band and the wrist band sensors used in the study were research

prototypes, often posing additional burdens to the participants. However, even for these
devices, the results demonstrated that increased utility enhances engagement and motivate
usage. Most commercial devices may be more comfortable and less burdensome, and
research is ongoing to reduce size, increase battery life, and use flexible electronics to
reduce user burdens for devices like ours [142]. Our study shows higher likelihood of
greater engagement with reduced burden of wearable devices in future.
4.5.4

Data Yield from Physiological Sensor in Field
Though we provided Lease Button to allow deletion of data, overall data yield is

observed to be higher than that of previous studies (µ = 7.87 h vs µ = 10.96 h) [120]. In
our current study, we returned data in a meaningful way to participants, whereas there was
no data returning mechanism reported in those studies. Therefore, we hypothesize that
enhanced awareness of the utility due to returning data back and having a better sense of
control over data increase data yield. However, more controlled study should be
conducted to affirm our hypothesis.
4.5.5

Design Considerations: Aesthetics and Seasonal Variations
The device to track health and daily behaviors in user’s natural environment

should be well designed and appealing to look at. The wristband used in our study was not
a typical smartwatch. It was a wristband with circuitry that was visible from outside. This
is the reason some users increased their burden rating for it.
While designing wearable sensors for daily use, we should account for seasonal
variations. As P15 mentioned “The chest plus audio were wrapped around the body which
was not the most comfortable during summer”., P10 mentioned that it was “Hot
underneath the wristband” and P08 reported that “The wrist sensor caused sweating”.
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4.5.6

Automated privacy control
Automated control would be more convenient for the users. Devices should

automatically sense private moments for the user and stop collecting data at those
moments. However, it should have the option for the users to review what has been
collected so far at the end of the day. If the user proactively mark some of the moments
(e.g., from 9 pm to 10 pm) as private, the system should learn the context of the new data
point and automatically adapt to preserve this moment in future.
4.5.7

Generalizability of Stress Visualization
The stress visualization developed in this dissertation is independent of the stress

data source. In future, if smartwatches (e.g., Microsoft Band), can provide stress
measurements, our system could accommodate it as a source of stress data. It is worth
emphasizing that not every aspect of the visualization can be presented on the display of
the watch due to limitation on the screen size. However, components such as
day-at-a-glance summary visualizations can be easily deployed even in its current form.
4.5.8

Design of useful visualization for user’s self-reflection
In our study we asked the participants whether they prefer to see four data stream

together or one data stream at a time. It was because four data stream together increases
the complexity of the visualization as mentioned by P07, “...there are so many variables /
excerpts to consider”, however, provides more contextual information to reflect upon
stress and daily behaviors. All of the participants agreed that showing four data streams
together tremendously help them to remember and identify their stress mediators, as
mentioned by P34, “Locating stress was easier when all [four] data was visualized
together”. Future visualization of such kind for the users should consider the combination
of sensing modalities in a meaningful way so that users can easily correlate with each
other. Our visualization had zoom-in and zoom-out feature. It helps users to dig deeper
into their own data.
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4.5.9

Improving Informed Consent
Informed consent used for recruiting participants for research studies should

consider including sample visualization of behavioral and health data so that participants
can make an informed decision regarding their participation. In our study, participants
mentioned that visualization was useful in understanding the benefits and risks of
participating. For example, P32 made the following comment: “It [sample visualization]
gave me an idea about the data what I was going to share. I can stay back if I didn’t want
to share them”.
4.5.10

Limitations
There are several limitations in our study. First, in our study flyer, we mentioned

that study participants will have an opportunity to reflect upon their stress and behaviors
using wearable sensors. This information could have created a self-selection bias. While
none of our participants had any experience with physiological chestband sensor, 26.47%
(9 out of 34) had experience with activity trackers, such as Fitbit or Garmin watch.
Similarly, the age range of the participants chosen was between 23-43 years. A different
age group could have exhibited a different attitude towards physiological sensing using
chest band sensors. A large scale user study in future can address this limitation.
Second, the chest band and the wrist band sensors used in the study were research
prototypes, often posing additional burden to the participants. However, even for these
less sophisticated devices the study results demonstrated the feasibility of enhancing user
engagement through increased utility. Commercial devices usually are more comfortable
and less burdensome. Therefore, even for similar utility levels they may expect greater
adoption if they can use visualizations similar to ours to make the data useful to their end
users.
Third, one day is short study duration and should be followed up with longer
studies in future. While long-term behavior change and maintenance (adoption of sensors
in our case) is the Holy Grail, we argue that the strongest emotion or reaction usually
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appears at the first encounter with a new technology and this is well captured in our study.
First impression plays a key role in determining whether a user will accept a new
technology or approach, which is indicated by the effort and money spent by industries to
improve the first impression of their products [143].
Studies on wearable sensors show that users’ acceptance and long-term
engagement depends on its first impression and first use [51, 144]. Studies in web
technologies reveal that designers may get as little as 50 milliseconds to make a good first
impression [145]. Comparatively, our study captured an entire day of users daily life in
the natural environment. Therefore, it captures quite well both the quality and quantity of
first impressions on wearable physiological sensors and represents an ecologically valid
dataset.
Fourth, we presented only one set of visualization in this study. Several set of
visualizations can be created in future and evaluated by designing Randomized Controlled
Trial [146] to find the best representation of physiological data which creates the
maximum utility to the end-users. Future works can also explore ways to personalize
representations, include social functionality, especially gamification [53], to engage
participants for longer period of time.
Finally, our visualization uses various color schemes for meaningful interpretation
of results. However, people with vision problems (e.g., color-blindness) may face
difficulty in using it. In future, we will investigate the feasibility of using representative
and meaningful icons instead of colors to address this issue.
4.6

Chapter Summary
We presented a novel interactive visualization system targeted to engage study

participants by returning physiological sensor data back to them to monitor daily stress
and social interaction in the context of location and physical activity. Participants could
reflect upon their daily stress patterns and associated behaviors to identify daily stressors
to better manage their stress in daily life. We also observe that returning data via useful
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visualization and returning control on data collection back to participants can help assuage
their privacy concerns. Since this was all done in a scientific study conducted by
communication scientists, this work shows the feasibility of introducing both user
engagement and privacy control in traditional scientific studies that increasingly involve
physiological sensors.
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Chapter 5
Conclusion and Future Directions
5.1

Summary and Key Contributions
This dissertation proposes a method to assess the quality and quantity of data

collected from wearable wireless physiological sensors worn in the natural environment
which helps identify and quantify major hurdles associated with systems and people’s
wearing behavior. It also presents a working system to assess the quality and quantity of
sensor data from sensors which are more stringent to body attachment (e.g., ECG). This is
the first system of such kind to provide visibility into the process of analyzing data yield
from wearable physiological sensor deployed in field environment. By applying the
method on data collected from two real-life, long-term scientific studies in field, this
dissertation presents several design guidelines and recommendations for self-monitoring
technology and scientific studies to improve quality and quantity of data from wearable
wireless physiological sensors in field. For example, shorter packet size makes lost
packets from physiological sensors easily recoverable without deforming the signal shape,
and hence, limits the data loss over wireless channel up to 0.25%; fusion of on-phone and
on-body accelerometer can give 22% more accurate estimate of calorie expenditure, and
so on.
Finally, this dissertation follows a user-centric approach to understand human
aspects of sensor data collection from physiological sensors in the natural environment. It
presents a design and evaluation of an interpretable visualization of mobile sensor data
(named as CoSMoS) for end users as a way to returning mobile physiological sensor data
back to the users to promote good quality and high quantity of sensor data in field setting.
Via designing and conducting a Daily Reconstruction (DRM) based real-life field study
with end users, it demonstrates the promise and potentials of CoSMoS visualization
system to engage participants in data collection with wearable physiological sensors.
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5.2

Future Directions
This dissertation opens up a lot of future research directions. First, this dissertation

focuses the quality and quantity of physiological data (ECG, and Respiration) collected
using a chestband device. Future research should explore the issues with data yield from
physiological sensors embedded in a smartwatch. Motion artifact and attachment issues
with Photoplethysmograph (PPG) based physiological sensing on a smartphone may have
similar issues. However, PPG sensor may have other prominent factors (e.g., ambient
light) that can affect quality of physiological data from smartphone. Future studies should
assess those impacts on data yield from smartwatch since it is becoming more popular
physiological sensing device day by day.
Second, this dissertation proposes a set of meaningful, interpretable visualizations
of physiological sensors data for the end users. This work evaluates the visualization with
one day field study. Future research efforts should focus on developing several set of
meaningful visualizations and evaluating them using randomized control trial with longer
days (e.g., weeks or months) in field. This may help to find the optimal set of
visualizations which communicates the greatest utility to the end users.
Finally, this dissertation presents an offline visualization of sensor data. Therefore,
one natural extension of this work will be to create a real-time and mobile version of the
visualization and to evaluate it with real users in field for longer duration. Mobile version
of the visualization is particularly challenging due to the limited processing power,
smaller display, and so on.
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[62] P. Sanches, K. Höök, E. Vaara, C. Weymann, M. Bylund, P. Ferreira, N. Peira, and
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Appendix A: Study Questionnaire
A.1 Pre-study Questionnaire
1. What is your motivation for participating in the study? Select all that apply.
(a) Want to monitor stress and activity
(b) Financial Incentive
(c) Contribution to science
(d) Curious about new what happens in research study
(e) Other:
2. Do you have any health related issues (physical, respiratory, cardiovascular)?
[Yes/No/Don’t know/ Don’t want to disclose]
3. Do you use any apps/tools (e.g., FitBit) that monitor location / step count / physical
activity / health in your daily life? [Yes/No]. If yes, what motivated you to do it?
4. Do you read the “terms and conditions” while installing applications in your
smartphone? [Yes/No]
5. How frequently do you share your location over social network (e.g., Facebook,
FourSquare)? [Never, Rare, Sometimes, Often, almost always]
6. Do you have any experiences where you felt that your personal information was
disclosed (insurance company/ employer/clinician) in an improper way? [Yes/No]
7. How concerned are you about threats to your personal privacy in USA nowadays?
[Very concerned, Concerned, Somewhat concerned, Little concerned, not concerned
at all]
8. Are you aware that smartphone apps can give personalized services/benefits by
collecting personal information? [Not aware, Little aware, Moderately aware,
Aware, Highly Aware]
9. Please rate your concern in sharing the following data with researcher and explain
why. [Not at all concerned, A little concerned, Moderately concerned, Concerned,
Extremely concerned ].
(a) GPS Location

(c) Physical Activity (e.g., Walking)

(b) Physiology (e.g., Heart Rate)

(d) Audio

10. Please rate your level of perceived burden if you have to wear the following devices
for 12 hours/day. and explain why. [Not a burden at all , A little burden, Moderate
burden, High burden, Extremely high burden ].
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(a) Carrying an additional smartphone

(c) Wristband

(b) Physiological chestband

(d) Audio recorder

11. Please rate your perceived utility (what benefit you expect to receive) for sharing the
following data and explain why. [Not at all useful, A little useful, Moderately
useful, Useful, Extremely useful].
(a) Phone GPS to Location
(b) Chestband to Physiology(e.g., Heart Rate)
(c) Wristband to Physical Activity (e.g., Walking)
(d) Recorder to Audio
12. In your opinion, what would be the fair compensation per day (assume 12 hours) for
carrying the following devices in your daily life? Please explain how you came up
with these values:
(a) Study phone:

(c) Wrist band:

(b) Chest band:

(d) Audio recorder:

13. In your opinion, what would be the fair compensation per day (assume 12 hours) for
sharing the following data? Please explain how you came up with these values:
(a) Location data:
(b) Physiological data (e.g., Heart Rate):
(c) Physical Activity data (e.g., Walking):
(d) Audio data:
14. In your opinion, what are the risks and benefits associated with sharing your
location data.
• Risks:
• Benefits:
15. In your opinion, what are the risks and benefits associated with sharing
physiological data (e.g, heart rate .
• Risks:
• Benefits:
16. In your opinion, what are the risks and benefits associated with sharing physical
activity data (e.g., walking).
• Risks:
• Benefits:
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17. In your opinion, what are the risks and benefits associated with sharing audio data.
• Risks:
• Benefits:
A.2

Contextual Questions for each Private Moments in Field
For each of “STOP SHARE / PAUSE” or “NOT WEARING” or “SWITCHING
OFF” event, we ask the following questions.
1. Approximate start and end time:
2. Why did you stop collecting data:
3. Who was with you at that moment (check all that apply)
(a) Spouse / Significant other

(f) Acquaintance

(b) Supervisor

(g) Friend(s)

(c) Family Member(s)

(h) I was alone

(d) Subordinate(s)

(i) Peer/Colleague(s)

(e) Roommate(s)

(j) If others, please specify:

4. Where were you at that moment: (check all that apply)
(a) Home / Residence

(f) Travel and Transport

(b) Restaurant

(g) Event

(c) College and/or University

(h) Arts and Entertainment

(d) Nightlife Spots

(i) Professional Places

(e) Shop and Service

(j) If other, please specify:

5. What was going on: (check all that apply)
(a) Work

(e) Entertainment

(b) Study

(f) Shower/Restroom

(c) Conversation

(g) Resting / Sleeping

(d) Chores

(h) If other, please specify:

6. Mental / Emotional / Psychological state:
(a)
(b)
(c)
(d)

Neutral
Happy
Sad
Frustrated

(e)
(f)
(g)
(h)
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Depressed
Angry
Nervous
If other, please specify:

7. If you were with your partner at that time, who initiated the event:
(a) You requested your partner
(b) Your partner requested you
(c) You both felt the moment is private equally.
8. If it is due to sharing risks, how much compensation per hour would be fair for
sharing this data (mention total based on duration of this current event) and why:
A.3 End-of-study Questionnaire
1. Given the benefits in collecting personal data, do you think you would need any
compensation for carrying these devices (It will not affect your earned
compensation)? [Yes/No]
2. If yes, in your opinion, what would be the fair compensation per day (assume 12
hours) for carrying the following devices in your daily life? Please explain how you
came up with these values:
(a) Study phone:

(c) Wrist band:

(b) Chest band:

(d) Audio recorder:

3. Given the benefits in sharing personal data, do you think you need any compensation
for sharing data (It will not affect your earned compensation)? [Yes/No]
4. If yes, in your opinion, what would be the fair compensation per day (assume 12
hours) for sharing the following data? Please explain how you came up with these
values:
(a) Location data:
(b) Physiological data (e.g., Heart Rate):
(c) Physical Activity data (e.g., Walking):
(d) Audio data:
5. How would you compare your privacy awareness before and after the study? Were
you more or less aware of your privacy after the study?
6. How would you compare your perception benefits for sharing data before and after
participating in the study.
7. Did you and your partner discuss on any of the following items during the study:
(a) Discussion on sensors and devices:
(b) Discussion on privacy concern associated with wearable devices:
(c) Discussion on benefits of monitoring health and activity using wearable
sensors:
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8. Did you find any differences in your opinion with your partner about privacy and
utility of the devices? [Yes/ No]. If yes, How?
9. Did the discussion change your or your partner’s perception of privacy and utility?
[Yes/No]. If yes, How?
10. Please rate your concern level in sharing the following data with your partner. An
example is narrated by study coordinator and explain why? [Not at all concerned, A
little concerned , Moderately concerned, Concerned , Extremely Concerned].
(a) Location
(b) Physiology (e.g., Heart Rate)
(c) Physical Activity (e.g., Walking)
(d) Audio
11. If you want to share your data with peers or others who share similar types of data
or your support group who can encourage you to continue monitoring your physical
activity, stress and behaviors, please rate your concern. An example is narrated by
study coordinator and explain why? [Not at all concerned, A little concerned ,
Moderately concerned, Concerned, Extremely Concerned].
(a) Location

(c) Physical Activity (e.g., Walking)

(b) Physiology (e.g., Heart Rate)

(d) Audio

12. If you want to share your data with your stress therapist for expert help, please rate
your concern. An example is narrated by study coordinator. why? [Not at all
concerned, A little concerned , Moderately concerned, Concerned, Extremely
Concerned]
(a) Location

(c) Physical Activity (e.g., Walking)

(b) Physiology (e.g., Heart Rate)

(d) Audio

13. Please explain your privacy concerns in sharing the following data in a scale from 1
to 5? [Not at all concerned (1), A Little concerned (2), Moderately Concern (3),
Concerned (4), Highly Concerned (5)].
(a) When partner is with you
i. Location
ii. Physiology (e.g., Heart Rate)
(b) When you are with someone else
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iii. Physical Activity (e.g., Walking)
iv. Audio

i. Location
ii. Physiology (e.g., Heart Rate)

iii. Physical Activity (e.g., Walking)
iv. Audio

(c) When you are alone
i. Location
ii. Physiology (e.g., Heart Rate)

iii. Physical Activity (e.g., Walking)
iv. Audio

14. Please rate the following items with one of five responses that range from Strongly
Agree (5) to Strongly disagree (1): [Strongly Agree = 5, Agree = 4, Neutral = 3,
Disagree = 2, Strongly Disagree = 1]
(a) I thought the representations were easy to understand.
(b) I felt the visualization helps to learn risk and benefits of collecting and sharing
data.
(c) I would imagine that most people would learn to use these representations very
quickly.
15. Did they think visualization of someone else’s data was enough to understand the
risks and benefits of collecting and sharing data. [Yes/No]. Please explain your
answer.
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