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Abstract
In the last decade several versions of the Fourier transform have been formu-
lated in the framework of Clifford algebra. We present a (Clifford-Fourier) trans-
form, constructed using the geometric properties of Clifford algebra. We show the
corresponding results of operational calculus, and a connection between the Fourier
transform and this new transform. We obtain a technique to construct monogenic
extensions of a certain type of continuous functions, and versions of the Paley-
Wiener theorems are formulated.
Key words and phrases: Clifford algebra, monogenic functions, Fourier trans-
form.
1 Introduction
It is well known that the convolution and the Fourier transform are two commonly used
tools in image processing of vector fields. Due to several important applications, these
techniques have been extended to the analysis of multivector fields and geometric algebras
[2]. In [7], Bu¨low defines a Clifford-Fourier transform by
(Fbf)(y) =
∫
Rn
f(x)e−2πe1x1y1 · · · e−2πenxnyndx
where the product in the kernel of the transform must be performed in the order de-
termined by the indices. This makes the convolution theorem look rather complicated.
This kernel had already been introduced as a theorical concept in Clifford analysis [6],
MSC (2000): 11E88, 15A66, 30G30, 42B10, 44A45.
2and Sommen studied it in connection with generalizations of the Laplace, Cauchy and
Hilbert transform [11]. In [8], Ebling and Scheuermann study the convolution of their
Clifford-Fourier transforms: for f : R2 → G2
(Fef)(y) =
1
2π
∫
R2
e−e12x·yf(x)dx
and for f : R3 → G3
(Fef)(y) =
1
(2π)
3
2
∫
R3
e−e123x·yf(x)dx.
These transforms allowed them to prove the convolution and differentiation theorems as
extensions of the usual results on scalar fields. However, there is no similar development
for higher dimension spaces. For more on Clifford-Fourier transforms see [4], [3], [5].
We introduce a Clifford-Fourier transform, using the basic properties of the Clifford
algebra. We use the identification Gn ⊆ G2n to build n distinct bivectors, where each of
these will behave as an imaginary unit. Hence, the Clifford-Fourier transform will not
be considered as a generalization of the Fourier transform, but as a formulation of this
in the context of Clifford algebra.
It is known that the Fourier transform can be used to construct analytic functions in
Cn, and that the Paley-Wiener theorems tell us when the restriction to Rn of an analytic
function is the Fourier transform of a square integrable function [12]. In [10], Kou and
Qian give a proof of the Paley-Wiener theorems for the Fourier transform in the Clifford
algebra setting. Similarly, we use the Clifford-Fourier transform to obtain monogenic
functions in R2n and versions of the Paley-Wiener theorems.
This paper is mostly a presentation of the basic properties of the Clifford-Fourier
transform, and it presents the advantages that this particular transform has in the con-
struction of monogenic functions. In section 2, we present the basic definitions of the
Clifford algebra and monogenic functions. In section 3, we define the Clifford-Fourier
transform and develop the operational calculus. Finally, in section 4, we construct
monogenic extensions using the Clifford-Fourier transform, and we prove versions of
the Paley-Wiener theorems.
2 Preliminaries
2.1 The Clifford Algebra
Consider the Euclidean space Rn, with the usual scalar product
x · y =
n∑
i=1
xiyi
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3The Clifford algebra Gn is defined as the associative algebra with unity over R, that
contains R and Rn as distinct subspaces; is generated by Rn, but not by any proper
subspace and
x2 = x · x, for all x ∈ Rn.
Using an orthonormal basis {e1, . . . , en} of R
n, one can give a formal construction of
the Clifford algebra. That is, each multivector A ∈ Gn is represented in the form
A =
∑
I
αIeI , αI ∈ R,
where eI = ei1 · · · eik with i1 < · · · < ik and e∅ = 1. Multiplication is determined by
e2i = 1 and eiej = −ejei, i 6= j.
Any multivector can be expressed in the form
A =
n∑
k=0
< A >k,
where
< A >k=
∑
|I|=k
αIeI ,
the last expression is known as the k-vector component of A.
The reversion is the anti-involution † : Gn → Gn such that x
† = x for any vector
x ∈ Rn. Also, the scalar product of multivectors is defined by
A · B =< AB† >0 (1)
In particular, one has that if A =
∑
I αIeI
|A|2 = A ·A =< AA† >0=
∑
I
α2I . (2)
This defines a norm in Gn with the property
|AB| ≤ 2
n
2 |A||B|
and if AA† =< AA† >0, then |AB| = |A||B|. Hence, Gn is a normed associative non-
commutative algebra with unity.
For a set of multivectors M ⊆ Gn, we will use the notation G(M) for the subalgebra
of Gn generated by M . In particular, G(e1, . . . , en) = Gn.
1–20
42.2 Monogenic Functions
The vector derivative in Rn is defined by
∂ =
n∑
i=1
ei
∂
∂xi
If f : Rn → Gn is of class C
1, we say that f is monogenic (or left-monogenic) in a domain
M ⊆ Rn if
∂f(x) = 0, for all x ∈M,
and right-monogenic if f(x)∂ = 0.
Theorem 2.1. LetM be a piecewise differentiable bounded domain in Rn with boundary
β(M). If f, g : Rn → Gn are of class C
1, then∫
M
∂f(x)dx =
∫
β(M)
n(x)f(x)dx
and ∫
M
g(x)∂dx =
∫
β(M)
g(x)n(x)dx
where n(x) is the outer normal to β(M) in x.
This theorem is known as the fundamental theorem of Clifford’s geometric calculus
[9]. As a consequence one has Clifford-Cauchy’s theorem:
Theorem 2.2. Let M , f and g as in theorem 2.1. If f is monogenic and g is right-
monogenic in M , then ∫
β(M)
n(x)f(x)dx = 0
and ∫
β(M)
g(x)n(x)dx = 0
Another consequence is Clifford-Cauchy’s integral formula:
Theorem 2.3. Let M , f and g as in theorem 2.1. If f is monogenic and g is right-
monogenic in M and x ∈M is a point in the interior, then
f(x) =
1
Ωn
∫
β(M)
y − x
|y − x|n
n(y)f(y)dy
1–20
5and
g(x) =
1
Ωn
∫
β(M)
g(y)n(y)
y − x
|y − x|n
dy
where Ωn is the area of the unit (n− 1)-sphere in R
n.
Because of these theorems (and many others), monogenic functions are considered a
generalization of complex analytic functions [6], [9], [1].
3 The Clifford-Fourier transform Fo
3.1 Definition
All integrals will be considered with respect to the normalized measure:
dm(x) = (2π)−
n
2 dx,
where dx is the Lebesgue measure in Rn. The norms in L1 and L2 will be taken with
respect to this measure, i.e.
‖f‖p =
(∫
Rn
|f(x)|pdm(x)
) 1
p
, p = 1, 2,
with f taking its values in the Clifford algebra and |f(x)| being the norm defined in (2).
Let
{e1, . . . , en, e
′
1, . . . , e
′
n} ⊆ R
2n
be an orthonormal basis of R2n, and G2n the Clifford algebra generated by these vectors.
Identifying Rn with the subspace generated by {e1, . . . , en}, we consider R
n ⊆ R2n and
Gn ⊆ G2n.
Define the bivectors
Bi = eie
′
i, i = 1, 2, . . . , n,
one has that
B2i = −1 and BiBj = BjBi, i, j = 1, . . . , n.
Note that G(B1, . . . , Bn) is a commutative subalgebra of G2n.
Now, consider the bilinear symmetric function I : Rn × Rn → G2n
I(x, y) =
n∑
i=1
BiPi(x)Pi(y)
1–20
6where Pi denotes the projection of R
2n to the subspace generated by {ei, e
′
i}. Note that
the function I can be written as
I(x, y) = B1x1y1 + · · ·+Bnxnyn.
The reason for using the projection Pi in the definition of I(x, y) will be clarified in section
4 when we generalize the Clifford-Fourier transform for the construction of monogenic
functions.
To define the Clifford-Fourier transform, we use the following kernel
e−I(x,y) = e−
∑
Bixiyi =
n∏
i=1
e−Bixiyi (3)
and note that
|e−I(x,y)| = 1.
Definition 3.1. Let f : Rn → G2n, assuming the integrals exist, we define the left
Clifford-Fourier transform as
(Fof)(y) =
∫
Rn
e−I(x,y)f(x)dm(x) (4)
and the right Clifford-Fourier transform as
(fFo)(y) =
∫
Rn
f(x)e−I(x,y)dm(x). (5)
Note that if Im(f) ⊆ G(I1, . . . , In), then
Fof = fFo.
3.2 Connection between F and F
o
For the purposes of this section we extend the range of the functions from G2n to C⊗G2n,
the complexification of G2n with the tensor product of algebras. For f : R
n → C⊗ G2n,
the Fourier transform can be defined by
(Ff)(y) =
∫
Rn
e−ix·yf(x)dm(x).
1–20
7We will use the following multivectors
M+k =
1
2
(1 + iBk), M
−
k =
1
2
(1− iBk), k = 1, . . . , n.
They safisfy
• M+k +M
−
k = 1, M
+
k M
−
k = 0, (M
±
k )
2 = M±k .
• M+k Bk = M
+
k (−i), M
−
k Bk =M
−
k i.
Let s ∈ J = {−1, 1}n, then s = (s1, . . . , sn) where sk = 1 or sk = −1. For each s the
reflection in Rn is defined by:
Rs(y) = −(s1y1e1 + · · ·+ snynen).
Defining M skk = M
±
k according to sk = ±1, and M
s = M s11 M
s2
2 · · ·M
sn
n . We have∑
s∈J
M s = 1, M sM s
′
= 0 (s 6= s′), (M s)2 = M s.
Hence
e−ix·y =
n∏
k=1
(M+k +M
−
k )e
−ix·y =
∑
s∈J
M se−I(x,Rs(y))
Therefore, we have the following relation
(Ff)(y) =
∑
s∈J
M s(Fof)(Rs(y)).
From this we get
(F(Ff))(x) =
∑
r∈Jn
∑
s∈Jn
M rM s(Fo(Fof(Rs(y))))(Rr(x))
=
∑
s∈Jn
M s(Fo(Fof))(R
2
s(x))
=
∑
s∈Jn
M s(Fo(Fof))(x)
= (Fo(Fof))(x)
that is, F2f = F2o f .
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8On the other hand, one can get a similar equation for Fof in terms of Ff :
(Fof)(y) =
∑
s∈J
M s(Ff)(Rs(y)).
In an analogous way, we obtain the following expressions
(Ff)(y) =
∑
s∈J
(fFo)(Rs(y))M
s
and
(fFo)(y) =
∑
s∈J
(Ff)(Rs(y))M
s.
3.3 Operational Calculus of F
o
For each integrable function f : Rn → G2n, the transforms Fof and fFo are well defined,
belong to L∞ and
‖Fof‖∞ ≤ 2
n‖f‖1 and ‖fFo‖∞ ≤ 2
n‖f‖1
hence, f → Fof and f → fFo are bounded maps from L1 → L∞.
Lemma 3.1. Let f , g ∈ L1.
1. If A and B ∈ G2n,
Fo(fA+ gB) = (Fof)A+ (Fog)B and (Af +Bg)Fo = A(fFo) +B(gFo).
2. If u ∈ Rn and τuf(x) := f(x− u),
(Fo(τuf))(y) = e
−I(u,y)(Fof)(y) and ((τuf)Fo)(y) = (fFo)(y)e
−I(u,y).
3. If h1(x) = e
I(x,u)f(x) and h2(x) = f(x)e
I(x,u),
Foh1 = τu(Fof) and h2Fo = τu(fFo).
4. If λ > 0 and h(x) = f(x/λ),
(Foh)(y) = λ
n(Fof)(λy) and (hFo)(y) = λ
n(fFo)(λy).
1–20
95. If h(x) = f †(−x),
Foh = (fFo)
† and hFo = (Fof)
†.
Recall that the convolution of the integrable functions f and g is defined almost
everywhere by
f ∗ g (y) =
∫
Rn
f(y − x)g(x)dm(x).
Convolution Theorem. Let f and g ∈ L1. If Im(f) ⊆ G(I1, . . . , In), then
Fo(f ∗ g) = (Fof)(Fog).
If Im(g) ⊆ G(I1, . . . , In), then
(f ∗ g)Fo = (fFo)(gFo).
Proof. If Im(f) ⊆ GI , f commutes with the kernel of the transform and applying
Fubini’s theorem
Fo(f ∗ g)(y) =
∫
Rn
∫
Rn
e−I(x,y)f(x− t)g(t)dm(t)dm(x)
=
∫
Rn
∫
Rn
e−I(x−t,y)f(x− t)e−I(t,y)g(t)dm(t)dm(x)
=
∫
Rn
e−I(x,y)f(x)dm(x)
∫
Rn
e−I(t,y)g(t)dm(t) = (Fof)(y)(Fog)(y).
The other case is analogous.

In analogy with [8], these formulations of the convolution theorem for the Clifford-
Fourier transform suggest certain applications in computer graphics.
Multiplication Formula. If f and g ∈ L1, then∫
Rn
(fFo)(x)g(x)dm(x) =
∫
Rn
f(x)(Fog)(x)dm(x)
The image of the Clifford-Fourier transform of an integrable function is a continuous
function that vanishes at infinity, i.e. if C0 denotes the space of continuous functions
defined in Rn with values in G2n that vanish at infinity, one has
1–20
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Riemann-Lebesgue theorem. If f ∈ L1, then Fof and fFo ∈ C0.
Proof. The continuity follows from the dominated convergence theorem. Let y =
y1e1 + · · ·+ ynen and suppose that some yk 6= 0. Define y
∗
k = (π/yk)ek, then
|(Fof)(y)| ≤ 2
n−1‖f − (τy∗
k
f)‖1
On the other hand, if ǫ > 0 one can find δ > 0 such that if |y| > δ then
‖f − (τy∗
k
f)‖1 <
ǫ
2n−1
for some k. Hence, if |y| > δ, then |(Fof)(y)| < ǫ. The proof for fFo is analogous.

Differentiation theorem. Let f ∈ L1.
• Let h1(x) = −Bkxkf(x) and h2(x) = −f(x)Bkxk.
If h1 ∈ L1,
∂(Fof)
∂yk
= Foh1.
If h2 ∈ L1,
∂(fFo)
∂yk
= h2Fo.
• If ∂f
∂xk
(x) exists for almost all x and is integrable, then
(
Fo
∂f
∂xk
)
(y) = Bkyk(Fof)(y)
and (
∂f
∂xk
Fo
)
(y) = (fFo)(y)Bkyk.
Hence, in analogy with the Fourier transform, the Clifford-Fourier transform can be
used as a tool to study several aspects of applied problems, such as multivector differential
equations.
Inversion Theorem. Let f ∈ L1.
1–20
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• If Fof ∈ L1,
f(x) = (F2o f)(−x) almost everywhere.
• If fFo ∈ L1,
f(x) = (fF2o )(−x) almost everywhere.
Moreover, one has that F2o f = fF
2
o .
On the other hand, for f ∈ L2 its Clifford-Fourier transform is not always well defined.
However, if f ∈ L1∩L2 one has that Fof and fFo ∈ L2. Moreover, we have the following
proposition:
Proposition 3.1. If f ∈ L1 ∩ L2, then ‖f‖2 = ‖Fof‖2 = ‖fFo‖2.
Proof. Let f ′(x) = f †(−x), one has
‖Fof‖
2
2 =
∫
Rn
|Fof |
2dm(x)
=
∫
Rn
< (Fof)
†(x)(Fof)(x) >0 dm(x)
=
∫
Rn
< (f ′Fo)(x)(Fof)(x) >0 dm(x)
= < (f ′ ∗ f)(0) >0
=
∫
Rn
< f ′(−x)f(x) >0 dm(x)
=
∫
Rn
< f †(x)f(x) >0 dm(x)
= ‖f‖22
The proof for fFo is analogous.

So the maps f → Fof and f → fFo can be uniquely extended in a continuous
fashion to all of L2. We will keep denoting this extension by Fo. Moreover, these maps
are surjective and satisfy Parseval’s identity:
Parseval’s Identity. Let f and g ∈ L2, then∫
Rn
f †(x)g(x)dm(x) =
∫
Rn
(Fof)
†(x)(Fog)(x)dm(x) (6)
1–20
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and ∫
Rn
f(x)g†(x)dm(x) =
∫
Rn
(fFo)(x)(gFo)
†(x)dm(x). (7)
The scalar product in L2 is defined using the scalar product of G2n (1),
(f, g)2 =
∫
Rn
f(x) · g(x) dx.
Then, equations (6) and (7) reduce to
(f, g)2 = (Fof,Fog)2 = (fFo, gFo)2
Plancherel theorem. The operators
f → Fof and f → fFo
from L2 → L2 are Hilbert space isomorphisms.
4 Constructing Monogenic Functions
4.1 Monogenic Extensions using F
o
We will say that f is monogenic (or left-monogenic) with respect to Bi in a domain M
of R2n, if the (left) vector derivative of f restricted to the subspace generated by {ei, e
′
i}
vanishes in all of M . That is,
∂if(x) := ei
∂f
∂xi
(x) + e′i
∂f
∂x′i
(x) = 0, for all x ∈M.
We define right-monogenic with respect to Bi in M in a similar way. If f is monogenic
(right-monogenic) with respect to each Bi, then f is monogenic (right-monogenic), since
∂ = ∂1 + · · ·+ ∂n.
The kernel of the Clifford-Fourier transform was defined using the symmetric bilinear
function I(x, y) =
∑n
i=1 BiPi(x)Pi(y). Since the projections Pi are defined for all vectors
in R2n, this map makes sense if we replace y ∈ Rn by y ∈ R2n, where
y = y + y′ = (y1e1 + · · ·+ ynen) + (y
′
1e
′
1 + · · ·+ y
′
ne
′
n)
1–20
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One has that
I(x, y) = I(x, y)− (x, y′)
where (x, y′) = x1y
′
1 + · · ·+ xny
′
n.
Similarly it makes sense to talk about I(y, x), but note that I(x, y) 6= I(y, x) since
I(y, x) = I(x, y) + (x, y′).
Therefore, we can consider two extensions of the kernel:
e−I(x,y) and e−I(y,x)
Lemma 4.1. For each x ∈ Rn, the functions e±I(x,y), e±I(y,x) : R2n → G2n, are mono-
genic and right-monogenic with respect to each Bi in R
2n, respectively.
Suppose f : Rn → G2n, assuming the corresponding integrals exist, we can define the
following four extensions to R2n of the Clifford-Fourier transform:
(F1f)(y) :=
∫
Rn
e−I(x,y)f(x)dm(x),
(fF1)(y) :=
∫
Rn
f(x)e−I(x,y)dm(x),
(F2f)(y) :=
∫
Rn
e−I(y,x)f(x)dm(x),
(fF2)(y) :=
∫
Rn
f(x)e−I(y,x)dm(x).
Proposition 4.1. Let f : Rn → G2n and M be a domain of R
2n.
1. If for each y = y+y′ ∈M the functions e(x,y
′)f(x) and xie
(x,y′)f(x) are integrable,
for i = 1, . . . , n. Then, the extension of the Clifford-Fourier transform
(F1f)(y)
is a monogenic function with respect to each Bi in M .
2. If for each y = y + y′ ∈ M the functions e−(x,y
′)f(x) and xie
−(x,y′)f(x) are inte-
grable, for i = 1, . . . , n. Then, the extension of the Clifford-Fourier transform
(fF2)(y)
is a right-monogenic function with respect to each Bi en M .
1–20
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Proof. Let y ∈M , one has that
∂F1f
∂yi
(y) = −Bi(F1h)(y) and
∂F1f
∂y′i
(y) = (F1h)(y),
where h(x) = xif(x). Since eiBi = e
′
i, we have
∂i(F1f)(y) = −e
′
i(F1h)(y) + e
′
i(F1h)(y) = 0.
The proof for (fF2)(y) is analogous.

In many circumstances it is desirable to extend a continuous function in Rn to a
monogenic or right-monogenic function in R2n. The following theorems present sufficient
conditions for this to happen:
Theorem 4.1. Let f : Rn → G2n be continuous and integrable, suppose that the inverse
Clifford-Fourier transform
(F−1o f)(x) =
∫
Rn
eI(x,t)f(t)dm(t)
is integrable and for y = y + y′ ∈ R2n, e(x,y
′)(F−1o f)(x) and xie
(x,y′)(F−1o f)(x) are
integrable, for i = 1, . . . , n. Then
(F1(F
−1
o f))(y)
is a monogenic extension of f in all of R2n.
Proof. Since F−1o f satisfies the conditions of proposition 4.1 with M = R
2n, one has
that F1(F
−1
o f) is monogenic in R
2n. If y ∈ Rn, then
(F1(F
−1
o f))(y) = (Fo(F
−1
o f))(y) = f(y)
since f is continuous.

Theorem 4.2. Let f : Rn → G2n be continuous and integrable, assume that the inverse
Clifford-Fourier transform
(fF−1o )(x) =
∫
Rn
f(t)eI(x,t)dm(t)
1–20
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is integrable and that for all y = y+y′ ∈ R2n, e−(x,y
′)(fF−1o )(x) and xie
−(x,y′)(fF−1o )(x)
are integrable, for i = 1, . . . , n. Then the function
((fF−1o )F2)(y)
is a right-monogenic extension of f in all of R2n.
Hence, the Clifford-Fourier transform gives useful machinery to extend a certain type
of continuous functions to monogenic or right-monogenic functions.
4.2 Paley-Wiener Theorems
In this section we will prove versions of the Paley-Wiener theorems for the Clifford-Fourier
transform Fo. These theorems show that under certain conditions the extension of the
Clifford-Fourier transform extends a function in L2 to a monogenic function. Conversely,
they show that each monogenic function satisfying certain conditions, is the extension of
the Clifford-Fourier transform of a function in L2.
Theorem 4.3.
1. Let F ∈ L2 such that F vanishes outside of R
n
+ = (0,∞)
n and let
f(y) = (F1F )(y), y ∈ Π
2n
− , (8)
where Π2n− = {y = y + y
′ | y ∈ Rn, y′ ∈ (−∞, 0)n}. Then f is monogenic with
respect to each Bi, i = 1, . . . , n, in Π
2n
− . Also, if fy′(y) = f(y + y
′) one has that
sup
y′∈(−∞,0)n
∫
Rn
|fy′(y)|
2dm(y) = ‖F‖22. (9)
2. Conversely, if f is monogenic with respect to each Bi, i = 1, . . . , n, in Π
2n
− and if
there is a positive constant C satisfying
sup
y′∈(−∞,0)n
∫
Rn
|fy′(y)|
2dm(y) = C <∞. (10)
Then there exists F ∈ L2, vanishing outside of R
n
+, such that (8) holds and C =
‖F‖22.
1–20
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Proof. The first part of the theorem follows immediately using the results in section 3,
Plancherel theorem, and the monotone convergence theorem.
For the second part we will use the notation
x
kˆ
= x1e1 + · · ·+ xk−1ek−1 + xk+1ek+1 + · · ·+ xnen,
that is, x
kˆ
is the vector obtained after removing from x the component xk. Similarly we
will use y
kˆ
, y′
kˆ
and y
kˆ
= y
kˆ
+ y′
kˆ
.
By lemma 4.1, one has that for each x the function eI(x,y)f(y) is monogenic in Π2n−
with respect to each Bi. Now, fixing k, y
′
k < 0 (y
′
k 6= −1) and αk > 0, let
E =
{
[−1, y′k], y
′
k > −1
[y′k,−1], y
′
k < −1
By Clifford-Cauchy’s theorem we get
0 = ek
(∫ αk
−αk
eIkxkte−xky
′
keI(xkˆ,ykˆ)f(tek + y
′
ke
′
k + ykˆ)dm(t)
−
∫ αk
−αk
eIkxkte−xk(−1)eI(xkˆ,ykˆ)f(tek + (−1)e
′
k + ykˆ)dm(t)
)
+ e′k
(∫
E
eIkxkαke−xkteI(xkˆ,ykˆ)f(αkek + te
′
k + ykˆ)dm(t)
−
∫
E
eIkxk(−αk)e−xkteI(xkˆ,ykˆ)f((−αk)ek + te
′
k + ykˆ)dm(t)
)
By Fubini’s theorem and condition (10), we get a sequence {αk,j}j such that αk,j →∞
and
0 = lim
j→∞
[∫ αk,j
−αk,j
eIkxkte−xky
′
keI(xkˆ,ykˆ)f(tek + y
′
ke
′
k + ykˆ)dm(t)
−
∫ αk,j
−αk,j
eIkxkte−xk(−1)eI(xkˆ,ykˆ)f(tek + (−1)e
′
k + ykˆ)dm(t)
]
for almost all y
kˆ
. We can do this for each k = 1, . . . , n. Hence, if Aj = [−α1,j, α1,j ] ×
· · · × [−αn,j, αn,j ] and 1 = e
′
1 + · · ·+ e
′
n, then
lim
j→∞
[∫
Aj
eI(x,y+y
′)f(y + y′)dm(y)−
∫
Aj
eI(x,y−1)f(y − 1)dm(y)
]
= 0 (11)
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for all x ∈ Rn. Using the notation f−1(y) = f(y − 1), define
F (x) = e−(x,−1)(F−1o f−1)(x)
by Plancherel’s theorem and (11) we get
F (x) = e−(x,y
′)(F−1o fy′)(x), almost everywhere, for y
′ ∈ (−∞, 0)n.
Again, by Plancherel’s theorem, we get∫
Rn
e2(x,y
′)|F (x)|2dm(x) =
∫
Rn
|fy′(x)|
2dm(x) ≤ C. (12)
This shows that for x /∈ Rn+, if y
′ = −λ1 and λ→∞, then F (x) = 0 almost everywhere.
Using the monotone convergence theorem, this shows that if y′ → 0 in (−∞, 0)n one has
that ‖F‖22 ≤ C. Therefore, F is a function in L2 vanishing outside R
n
+.
Finally, since F vanishes outside Rn+ and (F
−1
o fy′)(x) = e
(x,y′)F (x) almost every-
where, then (F−1o fy′) ∈ L1 for y
′ ∈ (−∞, 0)n. Hence, for y ∈ Π2n− one has that
f(y) = fy′(y) =
∫
Rn
e−I(x,y)(F−1o fy′)(x)dm(x) = (F1F )(y),
since both functions are continuous. By the last equation we have ‖fy′‖
2
2 ≤ ‖F‖
2
2 and in
(12) we found that ‖F‖22 ≤ C, putting these inequalities together we get C = ‖F‖
2
2.

Remark. One can show an analogous result for right-monogenic functions using the
extension (F F2)(y) of the Clifford-Fourier transform.
Theorem 4.4.
1. Let A be a positive constant and BA the ball in R
n centered at zero of radius A.
Let F ∈ L2 vanishing outside of BA and define
f(y) = (F1F )(y), y ∈ R
2n. (13)
Then f is monogenic with respect to each Bi, i = 1, . . . , n, in all of R
2n. Also,
there is a positive constant C such that
|f(y)| ≤ C eA|y| (14)
and if fy′(y) = f(y + y
′) one has
‖fy′‖2 ≤ e
A|y′|‖F‖2. (15)
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2. Conversely, if A and C are positive constants and f is monogenic with respect to
each Bi, i = 1, . . . , n, in R
2n satisfying inequality (14) and
‖fy′‖
2
2 ≤ h(y
′) <∞, (16)
where h is a locally integrable function. Then there is F ∈ L2 vanishing outside
BA such that (13) holds.
Proof. The first part follows by the results in section 3 and Plancherel’s theorem.
For the second part we use Fubini’s theorem, condition (16) and Clifford-Cauchy’s
theorem to get, as in theorem 4.3, a sequence {αk,j}j such that αk,j →∞ and
0 = lim
j→∞
[∫ αk,j
−αk,j
eIkxkte−xky
′
keI(xkˆ,ykˆ)f(tek + y
′
ke
′
k + ykˆ)dm(t)
−
∫ αk,j
−αk,j
eIkxkte−xky¯
′
keI(xkˆ,ykˆ)f(tek + y¯
′
ke
′
k + ykˆ)dm(t)
]
,
for almost all y
kˆ
and y′k 6= y¯
′
k. Applying this for each k = 1. . . . , n, we get
lim
j→∞
[∫
Aj
eI(x,y+y
′)f(y + y′)dm(y)−
∫
Aj
eI(x,y+y¯
′)f(y + y¯′)dm(y)
]
= 0,
for each x ∈ Rn, where Aj = [−α1,j, α1,j ]× · · · × [−αn,j , αn,j]. The previous equation is
valid for almost all y′ and y¯′. We fix y¯′ such that this expression holds. Define
F (x) = e−(x,y¯
′)(F−1o fy¯′)(x)
by Plancherel’s theorem, we get
F (x) = e−(x,y
′)(F−1o fy′)(x), for almost all x and y
′.
Assume x 6= 0, for λ > 0 and any ǫ > 0 we can find u = u(λ, ǫ) ∈ Rn such that |u| < ǫ
and
y′ = (
λx1
|x|
+ u1)e
′
1 + · · ·+ (
λxn
|x|
+ un)e
′
n ∈ M,
then |y′| < λ+ ǫ and (x, y′) = λ|x|+ (x, u). Thus, for each r > 0,∣∣∣∣e−(x,y′)
∫
Br
eI(x,y)fy′(y)dm(y)
∣∣∣∣ ≤ 2n e−λ|x|e−(x,u)
∫
Br
CeA|y|dm(y)
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≤
(
2n C
∫
Br
eA|y|dm(y)
)
e(Aǫ−(x,u))eλ(A−|x|).
Now, if ǫ→ 0 then e(Aǫ−(x,u)) → 1 and if λ→∞, when |x| > A, we get eλ(A−|x|) → 0.
By Plancherel’s theorem we get e−(x,y
′)(F−1o fy′)(x) = 0 almost everywhere outside of
BA. Hence, F (x) = 0 almost everywhere outside of BA, and then, by definition, F ∈ L2.
Thus, since (F−1o fy′)(x) = e
(x,y′)F (x) for almost all x and y′, we get (F−1o fy′) ∈ L1.
Therefore, for y ∈ R2n we get
f(y) = fy′(y) =
∫
Rn
e−I(x,y)(F−1o fy′)(x)dm(x) = (F1F )(y),
since both functions are continuous.

Remark. Similarly, one can show an analogous result for right-monogenic functions
using the extension (F F2)(y).
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