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Resumen—Uno de los mayores retos a los que se enfrentan
los sistemas de monitorizacio´n de seguridad en redes es el gran
volumen de datos de diversa naturaleza y relevancia que deben
procesar para su presentacio´n adecuada al equipo administrador
del sistema, tratando de incorporar la informacio´n sema´ntica ma´s
relevante. En este artı´culo se propone la aplicacio´n de herramien-
tas derivadas de te´cnicas de ana´lisis exploratorio de datos para la
seleccio´n de los eventos crı´ticos en los que el administrador debe
focalizar su atencio´n. Adicionalmente, estas herramientas son
capaces de proporcionar informacio´n sema´ntica en relacio´n a los
elementos involucrados y su grado de implicacio´n en los eventos
seleccionados. La propuesta se presenta y evalu´a utilizando el
desafı´o VAST 2012 como caso de estudio, obtenie´ndose resultados
altamente satisfactorios.
Palabras clave—ana´lisis exploratorio de datos (exploratory data
analysis), big data, visualizacio´n de datos (data visualization),
seguridad en redes (network security), sistemas de monitorizacio´n
de seguridad en redes (network security monitoring systems)
I. INTRODUCCIO´N
Los sistemas de monitorizacio´n de la seguridad en redes
(NSM, del ingle´s Network Security Monitoring) [1] tienen
como finalidad la agregacio´n y ana´lisis de los datos proce-
dentes de los diversos mecanismos y sensores desplegados en
el entorno de red, a fin de validar y, en su caso, responder
a incidentes de seguridad. Aunque suelen incorporar datos
procedentes de sistemas de deteccio´n de intrusiones (IDS,
del ingle´s Intrusion Detection Systems) [2] como elemento
relevante, no son, en sı´ mismos, sistemas IDS. Por el contrario,
su operacio´n esta´ orientada a seleccionar, priorizar y validar
las alertas generadas por otros sistemas de monitorizacio´n y
trazado de eventos.
Entre las limitaciones que deben afrontar los NSM podemos
mencionar el gran volumen de datos que deben manejar, ya
que integran informacio´n de mu´ltiples fuentes, muchas de ellas
generando un elevado nu´mero de registros (p.e., trazas de
cortafuegos, de sesiones, alertas de IDS, etc.). Adicionalmente,
los datos deben ser preprocesados, agregados y presentados
al administrador de forma que e´ste pueda comprenderlos y
gestionarlos fa´cilmente. En consecuencia, dos son los retos
ma´s relevantes para el disen˜o de NSM: el ana´lisis de los datos
y la presentacio´n/visualizacio´n de los resultados.
La mayorı´a de los NMS existentes (p.e., Sguil1 o Snorby2)
1http://sguil.sourceforge.net
2https://snorby.org
se limitan ba´sicamente a recopilar e interrelacionar los datos
procedentes de los sensores con la finalidad de facilitar su
ana´lisis y consulta por parte del administrador, mostra´ndolos
en base a secuencias temporales y/o prioriza´ndolos a partir
de esquemas simples. En algunos casos se incluyen algunas
heurı´sticas y estadı´sticas simples (p.e., Pravail Security Analy-
tics3), pero es evidente que se requieren me´todos y te´cnicas
ma´s potentes y de mayores prestaciones para el ana´lisis y
visualizacio´n de los datos. En este contexto, las te´cnicas de
ana´lisis exploratorio de datos (EDA) [3] pueden resultar extre-
madamente u´tiles tanto para establecer los eventos relevantes
en los que el administrador deberı´a centrar su atencio´n, como
para mostrar las propiedades o caracterı´sticas implicadas en
cada evento.
En este trabajo proponemos y evaluamos una metodologı´a
basada en EDA que proporciona medidas y gra´ficas para
conseguir el objetivo antes mencionado. Para ello se realiza
una eleccio´n de herramientas que, secuenciadas adecuada-
mente, permiten, en primer lugar, determinar los eventos
potencialmente relevantes sin intervencio´n del administrador.
A partir de estos, mediante la obtencio´n e interpretacio´n de
algunas gra´ficas, el administrador puede recabar informacio´n
sema´ntica respecto de dichos eventos que puede serle de
utilidad para la posterior comprobacio´n o supervisio´n de los
mismos.
El resto del artı´culo se estructura como sigue. En la Seccio´n
II se presentan brevemente las herramientas y te´cnicas en las
que se basan los ana´lisis de datos subsiguientes. En la Seccio´n
III se describe el funcionamiento del sistema propuesto, ex-
plicita´ndose la secuenciacio´n de las te´cnicas y procedimientos
a aplicar. En la Seccio´n IV se describe la aplicacio´n del
sistema desarrollado al reto VAST 2012 [4], para lo que se
describira´ previamente dicho reto ası´ como la parametrizacio´n
realizada, aspecto clave del ana´lisis. Finalmente, en la Seccio´n
V se presentan las contribuciones ma´s relevantes del trabajo
y se apuntan brevemente algunos trabajos de futuro.
II. HERRAMIENTAS DE ANA´LISIS EXPLORATORIO DE
DATOS
El ana´lisis exploratorio de datos (EDA) tiene como objetivo
facilitar el conocimiento y visualizacio´n de la estructura que
3http://www.arbornetworks.com/products/pravail/securityanalytics
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presenta un conjunto de datos. Para ello utiliza una serie de
te´cnicas y herramientas que permiten analizar su propiedades
relevantes y presentarlas de forma adecuada para facilitar su
interpretacio´n. Entre las te´cnicas empleadas se encuentran
algunas bien conocidas como PCA (Principal Component
Analysis) [6], ası´ como otras ma´s novedosas, propuestas re-
cientemente por parte de los autores, como son MEDA [7] y
oMEDA [8].
A continuacio´n, se describen brevemente las te´cnicas utili-
zadas:
PCA: El ana´lisis de componentes principales permite
transformar un conjunto de N observaciones, cada una
de ellas con M variables o componentes que pueden
estar correlacionadas entre sı´, a un nuevo espacio de
caracterı´sticas decorrelacionadas denominadas compo-
nentes principales (Principal Components o PCs). Sin
entrar en detalles, que pueden consultarse en [5], si X
es la matriz de datos, de dimensio´n N ×M , el ana´lisis
PCA permite expresar estas observaciones de acuerdo a:
X = TA ·PtA +EA, (1)
donde A es el nu´mero de PCs incluidas en el modelo,
TA es la matriz N × A de puntuaciones (scores), PA
la matriz M × A de cargas (loadings), compuesta por
los A autovectores de XX := X′ ·X con los mayores
autovalores asociados, y EA la matriz N×M de residuos.
En el contexto del ana´lisis de datos podemos decir, de
forma coloquial, que el objetivo de este ana´lisis es retener
la mayor informacio´n posible sobre los datos con el
menor nu´mero posible de para´metros. El procedimiento
para la seleccio´n adecuada de A depende de la aplicacio´n
concreta considerada [9]. El resto de herramientas se
basan en el modelo PCA.
Gra´ficos de evolucio´n: Los gra´ficos de evolucio´n, uti-
lizados ampliamente en el entorno industrial, permiten
visualizar de forma simple la parte del modelo y de los
residuos obtenida en la ec. (1) para el conjunto de ob-
servaciones. Para ello, se obtienen una pareja de gra´ficos
a partir del leverage o estadı´stico T2 de Hotelling, que
comprime la informacio´n en el modelo, y la estadı´stica
Q [10], que comprime la informacio´n en el residuo.
En el contexto de la seguridad, ambas gra´ficas permiten
identificar con sencillez cualquier evento ano´malo.
MEDA: Los gra´ficos MEDA son mapas de color de
taman˜o M×M en los que se representa la relacio´n (posi-
tiva o negativa) existente entre las parejas de variables de
un conjunto de datos. Los coeficientes de MEDA son una
variante de la correlacio´n menos sensible al ruido y, por
tanto, con mejores cualidades para detectar la estructura
en los datos. Para facilitar la visualizacio´n de los gra´ficos
MEDA, se suele usar un me´todo de serializacio´n [11]
que reordena las variables de acuerdo a un criterio de
similitud. De esta forma es ma´s fa´cil identificar grupos
de variables, ya que tienden a formar cuadrados en el
gra´fico. En el contexto de la seguridad, los grupos de
variables nos permiten identificar los tipos de tra´fico o
incidentes que tienen lugar en la red.
oMEDA: Los gra´ficos oMEDA permiten comparar valo-
res de variables en dos grupos de observaciones a partir
de un diagrama de barras. Ası´, un valor positivo para
una variable en oMEDA significa que el primer grupo
de observaciones presenta un valor mayor para dicha
variable que el segundo grupo, mientras que un valor
negativo representa lo contrario. En el contexto de la
seguridad, oMEDA se utiliza para identificar las variables
relacionadas con un evento ano´malo, comparando dicho
evento con la tendencia gene´rica en la red. El resultado
nos permite determinar caracterı´sticas del evento ano´ma-
lo, que potencialmente nos pueden permitir identificar las
causas de dicho evento y, en su caso, proponer medidas
paliativas o de respuesta de forma veloz y eficaz.
Las herramientas descritas se encuentran implementadas en
un mo´dulo para c©Matlab desarrollado por uno de los autores
[12].
III. MONITORIZACIO´N Y VISUALIZACIO´N:
ARQUITECTURA Y METODOLOGI´A
La metodologı´a de monitorizacio´n y visualizacio´n de in-
cidentes de seguridad propuesta se basa en la deteccio´n e
interpretacio´n de anomalı´as a partir del ana´lisis PCA, para
lo que se usan las gra´ficas de Hotelling T2 y Q, junto con
MEDA y oMEDA para determinar las variables y relaciones
entre ellas asociadas a dichas anomalı´as. Esta combinacio´n
de herramientas resulta extremadamente u´til para los fines
mencionados en escenarios caracterizados por un elevado
nu´mero de datos y para´metros.
En la Figura 1 se muestra un diagrama de bloques del
sistema planteado para NSM. Como puede observarse, se
consideran dos bloques diferenciados que se discuten a conti-
nuacio´n.
III-A. Preprocesado
En este bloque se preparan los datos procedentes de las
fuentes para su ana´lisis. Las secuencias de datos de entrada
son preprocesadas y parametrizadas de acuerdo a un conjunto
de caracterı´sticas/variables seleccionadas.
Cada variable contabiliza el nu´mero de veces que, durante
un cierto intervalo de tiempo w, aparece cierto valor o valores
en los registros (logs) del dispositivo fuente. A modo de
ejemplo, una variable podrı´a contabilizar el nu´mero de veces
que un puerto determinado, p.e., el 21 (ftp), aparece en las
trazas durante un periodo de 1 minuto. La motivacion para esta
eleccio´n es que el nu´mero de entradas en una traza en las que
aparece un puerto concreto puede proporcionar informacio´n
para detectar eventos asociados a un protocolo.
Aunque el sistema de parametrizacio´n puede disen˜arse de
forma especı´fica para los dispositivos de monitorizacio´n y
deteccio´n disponibles en la red, se pueden definir ciertas
buenas pra´cticas de disen˜o:
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Figura 1. Diagrama de bloques del sistema.
Seleccionar una variable por nivel de seguridad, prioridad
o alarma en los registros del dispositivo (por ejemplo,
variable ”warning 2variable ”critical”).
Seleccionar una variable por co´digo en los registros del
dispositivo (por ejemplo, variable contador del co´digo
ASA-4).
Seleccionar una variable por direccio´n IP o grupo de
direcciones IP con sentido topolo´gico o funcional en la
red (por ejemplo, variable contador de la IP del DNS
local o de las IPs de un departamento concreto).
Seleccionar una variable por grupo de puertos relaciona-
dos con un protocolo de intere´s (por ejemplo, variable
contador del puerto 80 y el 8080).
En cada intervalo de tiempo w, se combinan las carac-
terı´sticas evaluadas para cada fuente en un u´nico vector, −→xt ,
que sera´ la observacio´n correspondiente al instante t sobre
la que se realizara´n los ana´lisis posteriores. A continuacio´n,
esta observacio´n se utiliza para actualizar, siguiendo una
estrategia de media mo´vil de peso exponencial o EWMA
(Exponentially Weighted Moving Average), la matriz XX que
representa el estado actual de la red monitorizada. La matriz
se actualiza con la entrada de nuevos datos de la forma
XXt = λ ·XXt +−→xt ′ · −→xt , donde 0 ≤ λ ≤ 1 es un factor de
olvido que permite descartar informacio´n pasada.
III-B. Ana´lisis y visualizacio´n
En el segundo bloque se realizan todas las operaciones
necesarias para el ana´lisis de los datos, visualizacio´n y pos-
terior interpretacio´n. Se inicia el procesamiento realizando
un ana´lisis PCA de XX. La aproximacio´n utilizada para la
parametrizacio´n, a diferencia de las habitualmente utilizadas
en los NSM, puede generar un elevado nu´mero de para´metros
y, consecuentemente, una alta dimensionalidad de las obser-
vaciones. Sin embargo, esto no supone un problema dado el
ana´lisis PCA que se realiza a continuacio´n. Usando PCA,
el sistema permite identificar eventos donde se correlacionan
las variables contador antes mencionadas, permitiendo de
forma sencilla establecer puertos, segmentos de red, niveles
de seguridad vulnerados en firewall o IDS, etc., asociados a
cada evento ano´malo.
A partir del modelo PCA se obtiene la estructura de las
variables con los gra´ficos MEDA y la evolucio´n temporal
(lı´neas de tiempo) de los estadı´sticos Hotelling T2 y Q, que
sera´n utilizados para detectar anomalı´as, las cuales se reflejan
en estos gra´ficos por picos en la evolucio´n. Para cada anomalı´a
o conjunto de anomalı´as pro´ximas en el tiempo se obtienen
gra´ficos oMEDA para determinar cua´les son las variables
relacionadas con dicha anomalı´a.
De la metodologı´a propuesta resulta relevante su capa-
cidad, no so´lo para manejar grandes volu´menes de datos,
sino tambie´n para gestionar una alta dimensionalidad. Es
decir, los eventos u observaciones del sistema pueden ser
representados con tantos para´metros como se estime opor-
tuno, no siendo problema´tica la introduccio´n de informacio´n
redundante o relacionada, que sera´ adecuadamente procesada
por los esquemas PCA subyacentes. Por el contrario, cuantos
ma´s para´metros se incluyan, mayor sera la informacio´n que
podra´ extraerse. Esta es una caracterı´stica diferencial de la
propuesta, ya que la mayorı´a de las herramientas de ana´lisis
de redes operan sobre series de datos unidimensionales o de
reducida dimensionalidad [13].
IV. CASO DE ESTUDIO: APLICACIO´N A VAST 2012
La mejor forma de explicitar y mostrar las potencialidades
de la metodologı´a propuesta en la seccio´n anterior es aplicarla
y explicarla en un escenario concreto. Para ello considera-
remos el segundo reto del VAST 2012 [4].
Este reto considera un escenario correspondiente a una
red corporativa bancaria con varias sedes y acceso a Internet
(Figura 2) en la que ocurren incidentes de seguridad durante
dos dı´as. El desafı´o consiste en determinar los eventos ma´s
relevantes, sus causas y las posibles soluciones.
Los datos proporcionados consisten en una traza de un
cortafuegos Cisco ASA, conteniendo 23.711.341 registros, y
la salida generada por un IDS, que incluye 35.948 registros.
Los conjuntos de datos, su descripcio´n y los detalles sobre el
reto se encuentran disponibles en [4].
IV-A. Parametrizacio´n y preprocesado
De acuerdo a la metodologı´a propuesta, los datos pro-
cedentes de las trazas del IDS y del cortafuegos se han
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Figure 3. Bank of Money Regional Headquarters Network 
Figura 2. Red utilizada en el reto VAST 2012.
parametrizado agregando los datos durante periodos de w = 1
minuto. La eleccio´n de la ventana temporal viene determinada
por la resolucio´n temporal de las trazas del IDS, que impiden
el uso de ventanas de menor taman˜o. Se obtienen ası´ 2.350
observaciones, ordenadas temporalmente.
Cada observacio´n del sistema corresponde a un vector de
112 caracterı´sticas o variables que representa la informacio´n
procedente de ambas fuentes de datos. En particular, se han
asignado 69 variables para las trazas del cortafuegos y las
restantes 43 para las trazas del IDS. En la Tabla I se muestran
los nu´meros de para´metros establecidos para cada campo
presente en las trazas. Ası´, se consideran 17 para´metros aso-
ciados a cada uno de los puertos correspondientes a servicios
esta´ndar (nu´mero de puerto inferior a 1024) que aparecen en
las trazas. En el caso de las direcciones IP, se han establecido
9 para´metros a partir de la topologı´a de la red y de los rangos
de direcciones existentes. En la Tabla II se muestran algunos
de los para´metros seleccionados. La notacio´n utilizada hace
referencia a la fuente de los datos (fw o ids) y al significado
o flag asociado a cada uno.
IV-B. Ana´lisis y visualizacio´n
Una vez realizada la parametrizacio´n de los datos de entrada
se procede a realizar un ana´lisis PCA que sera´ la base para
el resto del estudio. A partir del modelo PCA, se obtiene
un gra´fico MEDA (Figura 3) que muestra la existencia de
agrupaciones de variables en el conjunto de datos (cuadrados
rojos). MEDA nos permite establecer, a nivel general, las
relaciones comunes entre variables en nuestra red. A modo de
Tabla I
































ejemplo, uno de los cuadrados rojos relaciona logs de prioridad
media en el IDS (ids_prio2) reportando intentos de robo
de informacio´n (ids_leak) en el firewall (ids_ipfwhq)
utilizando el protocolo VNC (ids_lvnc).
MEDA nos da una idea de eventos de seguridad comunes
en nuestra red, pero no incorpora informacio´n temporal. La
evolucio´n temporal se analiza con los gra´ficos de evolucio´n,
Figura 4, donde las posibles anomalı´as se identifican como los
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Tabla II
EJEMPLOS DE PARA´METROS UTILIZADOS Y VALORES ASOCIADOS.
Para´metro Campo Valor(es) asociado(s)
fw syscritical Prioridad syslog Critical
fw syserror Prioridad syslog Error
fw as37 Co´digo mensaje asa-3-710003
fw pshell Puerto 514
ids ipfwr Direccio´n IP 10.32.0.100 o 172.25.0.1
ids iplog Direccio´n IP 172.23.0.2
ids misc Clasificacio´n Misc. activity















Figura 3. MEDA para todo el conjunto de datos.
valores ma´s altos.
Las observaciones seleccionadas como anomalı´as son ana-
lizadas, bien en solitario, bien en grupos de observaciones
consecutivas, para determinar las variables que hacen de ellas
valores ano´malos. A este fin, como se indico´ en la Seccio´n
III, se obtienen gra´ficos oMEDA.
Para ilustrar el procedimiento, consideraremos el gra´fico
oMEDA de las observaciones {1,11,13,15} (Figura 5). A partir
de esta gra´fica se identifican dos para´metros con valores muy
altos: fw iplog (variable 54) y fw syslog (variable 55). De
acuerdo a esta informacio´n, el administrador puede concluir
que las anomalı´as se encuentran relacionadas con el puerto
syslog en el servidor de trazas fw iplog. En el caso de las
observaciones {374, 375}, dos de las que mayores valores
proporcionan en las lı´neas de tiempo, se identifican de forma
ana´loga las variables ids lssh, ids pssh, fw ptelnet, ids limap,
ids lpop3, ids leak, ids ipfwhq e ids prio2 como asociadas
a la anomalı´a. Esto apunta a la existencia de problemas
relacionados con intentos de acceso o fuga de informacio´n
en los servicios SSH, IMAP y POP. El ana´lisis manual de las
trazas para el periodo de tiempo asociado a las observaciones
nos lleva a la conclusio´n de que en este periodo se produ-
cen escaneos e intentos reiterados de acceso en los puertos
correspondientes, lo que resulta coherente con la informacio´n
proporcionada por el sistema.
IV-C. Resultados
A partir de la informacio´n obtenida en los pasos previos,
tanto a nivel de observaciones a supervisar como de las
variables implicadas en cada caso, se ha procedido a la



















































Figura 4. Evolucio´n temporal de leverage (a) y residuo (b).











Figura 5. oMEDA para las observaciones {1,11,13,15}
inspeccio´n e intrepretacio´n de los registros asociados a dichas
observaciones, tanto en las trazas de IDS como de cortafue-
gos. Los detalles de dicho ana´lisis exceden los objetivos del
presente artı´culo, por lo que a continuacio´n nos limitaremos
a relacionar los incidentes encontrados y a comparar nuestros
hallazgos con los de otros autores participantes en el reto,
incluyendo los ganadores [14] (Tabla III).
Como resultado del ana´lisis realizado, se han identificado
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Tabla III
INCIDENTES DE SEGURIDAD REPORTADOS POR NUESTRO SISTEMA Y POR
LOS DE OTROS AUTORES.
Anomalı´a Propuesta [14] [15] [16]
Ataques DNS/Controlador X
Intentos de intrusio´n al cortafuegos X X X
Tra´fico FTP hacia nodos externos X X
Actividad IRC X X X
Errores en trazas X
las siguientes actividades sospechosas, para las que tambie´n
se han obtenido los intervalos de actividad:
Ejecucio´n remota no interactiva.
DNS spoofing hacia el servidor DNS y el controlador de
dominio. Esta actividad se circunscribe a la red interna.
Escaneo de puertos en el cortafuegos.
Ataques de buffer overflow y denegacio´n de servicio
hacia el servidor DNS y el controlador de dominio.
Actividad IRC continuada.
Adicionalmente, algunas de las anomalı´as encontradas han
resultado en la constatacio´n de errores de formato en los
archivos de traza en un volumen no despreciable. Estos
errores no habı´an sido informados por ninguno de los autores
participantes en el reto ni en publicaciones posteriores.
Se puede comprobar (Tabla III) que el sistema propuesto ha
permitido identificar no so´lo los eventos previamente hallados
por otros autores, sino algunos nuevos (ataques DNS y errores
en las trazas) a partir del ana´lisis de un reducido nu´mero de
observaciones seleccionadas por el mismo. Adicionalmente,
dicho ana´lisis ha sido realizado de forma dirigida, focalizando
la atencio´n en las variables sugeridas a partir de la metodologı´a
propuesta.
V. CONCLUSIO´N
En este trabajo se ha propuesto un sistema para la mejora
de las prestaciones de los NSM existentes en tres aspectos
clave: la integracio´n y parametrizacio´n de la informacio´n
procedente de diversas fuentes heteroge´neas, la seleccio´n
automa´tica de los incidentes ma´s relevantes y la incorporacio´n
de informacio´n sema´ntica al proceso de ana´lisis. Cada una
de estas contribuciones resulta relevante, ya que facilitan la
tarea de los administradores de seguridad durante el proceso
de monitorizacio´n y verificacio´n de las alertas generadas por
los sistemas automa´ticos, que pueden resultar muy numerosas
y, consecuentemente, inmanejables.
La metodologı´a propuesta ha mostrado una gran capacidad
para dirigir al administrador hacia los incidentes relevantes
y su interpretacio´n. La evaluacio´n realizada sobre el reto
VAST12 ha permitido identificar todos los incidentes repor-
tados hasta la actualidad en dicho reto, ası´ como algunos que
no habı´an sido detectados.
El sistema se encuentra actualmente implementado en la-
boratorio a nivel de realizacio´n de los ana´lisis PCA y la
obtencio´n de las diferentes gra´ficas de forma no integrada, esto
es, se requiere de la intervencio´n del administrador en cada
paso para ejecutar y proporcionar las entradas a cada mo´dulo.
Consecuentemente, una de las lı´neas de trabajo futuro debe
centrarse en la integracio´n de todas las herramientas en un
NMS de fa´cil uso, automatizando el sistema y posibilitando
el acceso a los datos originales a partir de los hallazgos del
mismo para su inspeccio´n por parte del administrador.
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