Abstract An algebraic specification (or text) specifies a congruence relation on a set of expressions. In algebraic
L Introduction
In a stepwise refinement process of a software development activity, it is desirable that the semantics of programs and their specifications should be defined formally. Algebraic semantics is one of the most promising methods to define the semantics of programs and specifications, and has the following advantages [1] : 1 $r.5$ (1) Since the semantics of both of the programs and their specifications (called texts, in this paper) are defined simply and clearly by using congruence relation, the correctness of a text can be verified relatively easily. (2) A text can be written at an arbitrary level of abstraction; a text corresponding to a specification written in a natural language can be refined stepwise to obtain an efficient program satisfying the given specification in the single semantical framework. Especially, a class of functional programs can be regarded asaspecial subclass of texts [5] .
On the other hand, it has been pointed out from the practical point of view that several problems arise when defining a fairly large specification in algebraic methods. They are summarized as follows: (a) The syntax of the terms (or expressions in this paper) is usually restricted to so called prefix notation such as $p(g(c_{1}, c_{2}),$ $c_{3}$), and it is not allowed for the writers to define arbitrary syntax, such as infix notation, at their own discretion.
(b) Different data types (or sorts) cannot share common syntax. Hence, if there is an inclusion relation among sorts (or data types, e.g., integer and real), (1) the definition of each operation on each type must be given separately even if they are homomorphic (e.g., the addition $+^{t}$ on integer and $tt+$ on real), and, (2) the type transformation must be specified explicitly $(^{1}1^{t}$ on integer vs. $\dagger 1.0'$ on real). (c) When error handling $and/or$ exception handling are considered (e.g., popping the empty stack results in the error state and no operation is defined on that error state), the text tends to be complicated [1] .
In order to resolve these problems, several extensions of algebraic semantics such as error algebra [2] have been proposed. However, the semantics can no longer be defined simply in these approaches.
In $ASL/*$ , the syntax of expressions can be de' ed by using context-free grammar (abbreviated as $cf\dot{g}$ ). An inclusion relation among sorts can be represented by an inclusion relation among the sets of expressions which are derived from specific non-terminal symbols corresponding to the sort names. Error handling can be also simply specified as follows: First, let $G$ be a cfg which has two specific non-terminal symbols; (a) a non-terminal symbol from which all the states including both legal and error states are derived, and, (b) a non-terminal symbol, say state, from which only the legal states are derived. Then, a 'strict' operation should be defined only on the expressions derived from the non-terminal symbol state. Details of sort inclusion and error handling are described in $ [6, 8] $ .
Since the set of expressions is defined by a cfg in $ASL/*$ , the concept 'congruency' must be generalized so that a congruence relation can be defined on a context-free language $(cfl)$ . Remember that a binary relation $R$ is called a congruence relation if (1) $R$ is an equality relation, i.e., $R$ is reflexive, symmetric and transitive, and (2) $R$ is closed under each operation, i.e., for each (n-ary) operation $f$ , whenever $e_{1}Re_{1}',$ $e_{2}Re_{2'},$ $\ldots,$ $e_{n}Re_{n}$ ' hold then $f(e_{1}$ , $e_{2}$ , ..., $e_{n}$ ) $Rf(e_{1}',e_{2}', ..., e_{n}')$ also holds. In $ASL/*$ , for each expression $e$ , several substrings of $e$ are specified as subexpressions, which are considered to be arguments of the operation represented by $e$ . A congruence relation is defined to be an equality relation which is closed under replacement of subexpression.
In $\blacksquare$ Then, in the example in (1) above, $e_{3}3e_{1}$ and $e33e1\prime\prime$ hold. Hence $(e_{1}, e_{1}')\in R$ can be applied to $e_{3}$ as a rewrite rule and $(e_{2}, e_{2}')\in R_{1}$ is not needed as a rewrite rule. For (2) above, let us assume that a set $R$ of equations on $E$ satisfies the following condition. (1) and (2) A derivation tree is defined to be a tree $tr$ satisfying the following conditions (1) to (3) . A node with at least one child is called an internal node. (1) Each node in $tr$ has a symbol in $V$ as the label. (2) The label of an internal node is a non-terminal symbol in $V_{N}$ , and, for a tree which consists of a single node $r$ , the label of $r$ is a non-terminal symbol. (1) $e_{1}\approx e_{1}'$ .
(2) For any expression $e_{2}$ containing $e_{1}$ as a subexpression, let $e_{2}'=e_{2}[e_{1}arrow e_{1}']$ ( $e_{2'}$ is always an expression by (1) ). Then, for any derivation tree $tr$ for $e_{2}$ , there exists a derivation tre $etr'$ for by removing from $G_{2}(1)$ useless non-terminal symbols (i.e., which do not generate any expression), and (2) productions which have at least one useless non-terminal symbol in lefthand side or right-hand side. Details are describ $ed$ in [3] . there exists a derivation tree $tr2:B_{2_{G^{i_{3}}}^{\Rightarrow}}\alpha C_{2}\beta(B_{2}, C_{2}\in V_{N3})$ which satisfies the following conditions (1) and (2): (1) $A_{2}\in o(C_{2})$ for some $A_{2}\in N_{2}$ , (2) $trl$ and $tr2$ hav $e$ the same structure. Hereafter, for a text $t=(G, AX),$ $G$ is assumed to hav $e$ unambiguous structure, which we believe is a reasonable assumption for the following reasons: has unambiguous structure. (3) Even if the class of $cfg^{t}s$ used for specifying the syntax of expressions is restricted to the class of cfg's with unambiguous structure, we can write specifications (texts) in a natural way which deal with error handling (see example 4.1 at the end of this section, where the 'popping' operation on the empty stack are considered), or sort inclusion ( (1) to (14) define th $e$ productions of $G$ . The synbols appearing in the lefthand side of some production are non-terminal $s$ ymbols, and the other symbols appearing in the right-hand sides of the productions are $te$ rminal symbols. Lines (17) to (22) define the axioms in $AX$ . Line (15) and (16) is not an expression. The reason is that 3 is in $L_{G}$ (int) while TOP(PUSH(NE $W_{-}S$ TA $CK$ , 3)) is not. For (22), we obtain the pair $S_{1}=$ (stack&err) and $S_{2}=$ ($stach$, stach&err) and in this case both 
Conclusion
In this paper, a congruence relation is extended on a set of expressions generated by a cfg so that the semantics of specifications or programs which deal with error handling andlor sort inclusion can be defined in a simple algebraic framework. Next, a sufficient condition is shown under which the operational semantics of the congruence relation generated by a set of axioms can be defined simply in the sense that operational completeness holds. Although only unconditional axioms are considered in this paper, conditional axioms can also be used in $ASL/*$ . A conditional axiom has a form such as $x_{1}.\cdot M_{x_{1}},$ $x_{2}.\cdot M_{x_{2}},$ respectively, then $l$ must be congruent with $r$ ." The congruence relation generated by a text which contains conditional axioms can be defined as simply as in the unconditional case [6] . Intuitively, the operational semantics of th $e$ above axiom is that, if $r_{1},$ $r_{2},$ $\ldots$ , and $r_{m}$ are obtained by rewriting from $l_{1},$ $l_{2},$ 
