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Abstract
Sliding mode control (SMC) is a robust and computationally
efficient model-based controller design technique for highly
nonlinear systems, in the presence of model and external un-
certainties. However, the implementation of the conventional
continuous-time SMC on digital computers is limited, due
to the imprecisions caused by data sampling and quantiza-
tion, and the chattering phenomena, which results in high
frequency oscillations. One effective solution to minimize the
effects of data sampling and quantization imprecisions is the
use of higher order sliding modes. To this end, in this pa-
per, a new formulation of an adaptive second order discrete
sliding mode control (DSMC) is presented for a general class
of multi-input multi-output (MIMO) uncertain nonlinear sys-
tems. Based on a Lyapunov stability argument and by invok-
ing the new Invariance Principle, not only the asymptotic sta-
bility of the controller is guaranteed, but also the adaptation
law is derived to remove the uncertainties within the non-
linear plant dynamics. The proposed adaptive tracking con-
troller is designed and tested in real-time for a highly non-
linear control problem in spark ignition combustion engine
during transient operating conditions. The simulation and
real-time processor-in-the-loop (PIL) test results show that
the second order single-input single-output (SISO) DSMC
can improve the tracking performances up to 90%, compared
to a first order SISO DSMC under sampling and quantiza-
tion imprecisions, in the presence of modeling uncertainties.
Moreover, it is observed that by converting the engine SISO
controllers to a MIMO structure, the overall controller per-
formance can be enhanced by 25%, compared to the SISO
second order DSMC, because of the dynamics coupling con-
sideration within the MIMO DSMC formulation.
1 Introduction
Converting a high dimensional tracking control prob-
lem into a low dimensional stabilization control problem is
the key feature of sliding mode control (SMC) [1, 2]. SMC
∗Address all correspondence to this author.
shows robust characteristics against external disturbances
and model uncertainty/mismatch, while requiring low com-
putational efforts. However, there are challenging issues that
arise during implementation of SMC on digital processors,
which limit the real-time application of SMC. The two well-
recognized challenging issues include: (i) high frequency os-
cillations due to chattering phenomenon, and (ii) implemen-
tation imprecisions due to the analog-to-digital (ADC) con-
verter unit [3–5].
The concept of higher order sliding modes for
continuous-time systems is shown to be an effective ap-
proach for reducing the oscillation due to chattering. This
approach was first introduced in the 1980s [6]. The basic
idea of the higher order SMC is to not only steer the sliding
function to the sliding manifold, but also drive all the higher
order derivatives of the sliding variable to zero. Higher order
SMC reduces the high frequency oscillations by transferring
the chattering caused by the discontinuity to the higher or-
der sliding mode derivatives [6]. Higher order SMC leads
to less oscillations; however, it adds complexity to the cal-
culations. Moreover, it has been shown in [7, 8] that con-
verting the continuous-time SMC to a discrete sliding mode
controller (DSMC), by using an implicit Euler discretization,
allows for a drastic decrease in the chattering in both the in-
put and the output. Thus, according to [9], which presents
a second order DSMC, the idea of higher order DSMC can
be an ideal solution for the chattering problem by taking ad-
vantage of characteristics of the higher order SMC and dis-
cretized SMC.
In addition to the high frequency oscillations issue, a
gap often occurs between the designed and the implemented
conventional SMCs, which degrades the controller perfor-
mance from its expected behaviour significantly [4,10]. This
gap is mostly created due to (i) data sampling and quanti-
zation imprecisions that are introduced by the ADC at the
controller input/output (I/O), and (ii) uncertainties in the
modeled dynamics. Fortunately, the SMC structure allows
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for further modification to improve the controller robustness
against ADC (sampling and quantization) imprecisions, and
compensate for the uncertainties within the plant model [10].
There are several works in the literature aimed at im-
proving the robustness of conventional SMC design against
ADC and modeling uncertainties. The results for SMC
with incorporated maximum ADC uncertainty bounds [11],
and uncertainty adaptive SMC [5] have shown that the
continuous-time SMC performance can be improved against
implementation imprecisions. However, these improvements
are limited, and SMC fails at higher sampling times. On
the other side, it has been shown in [12] that the DSMC
and DSMC with incorporated maximum ADC uncertainty
bounds can significantly improve the controller robustness
against sampling and quantization imprecisions. In the re-
cent works [13, 14], we have shown that by incorporating an
online ADC uncertainty prediction and propagation mecha-
nism, not only the robustness of the DSMC is guaranteed,
but also the conservative controller design, which occurs by
using the maximum uncertainty bounds, is avoided.
In addition to implementation imprecisions issue, it has
been shown in the literature that the SMC structure allows
for handling the uncertainties in the plant model. The re-
sults in [15] showed that the bounded uncertainties can be
addressed without any adaptation by applying a saturation
function into the SMC formulation that generates the bound-
ary layer. The SMC with adaptation for handling modeling
uncertainty/mismatch in the previous studies are limited to
the continuous-time domain [1], linear systems [16], and first
order sliding control [10, 14, 17].
In this paper, a new adaptive second order DSMC for-
mulation is developed for a general class of uncertain non-
linear systems. Moreover, the asymptotic stability of the new
controller is guaranteed via a Lyapunov stability argument
and invoking the new Invariance Principle for nonlinear sys-
tems with discontinuity. Compared to a conventional first or-
der DSMC, the proposed adaptive second order DSMC with
predicted implementation imprecisions provides (i) higher
robustness against implementation imprecisions and model-
ing uncertainties, and (ii) faster tracking performance under
unknown external disturbances. These benefits come at the
cost of slightly more complex control logic (i.e., first order
sliding mode versus second order sliding mode). However,
the real-time test results show that the required computa-
tional power for the second order DSMC is almost the same
as the first order DSMC. Thus, the real-time implementation
of the proposed controller on a real ECU is feasible and it
does not add any further computational demand, compared
to the first order DSMC.
The proposed adaptive second order DSMC is generic
and can be applied to broad engineering system applica-
tions. However, the most notable impact is anticipated for
industry applications with intensive verification and valida-
tion (V&V) practices, like automotive industries. This is be-
cause imprecisions which arise during controller implemen-
tation, and uncertainties within the model lead to iterative
and costly V&V. In this paper, application of the proposed
control design is tested for control of a spark ignition (SI)
combustion engine which exhibits highly nonlinear and cou-
pled dynamics, and includes ADC and modeling uncertain-
ties with required processing time of 2-10 ms per iteration.
The contribution of this paper is threefold:
1. Developing a new formulation of an adaptive second or-
der DSMC for a general class of MIMO nonlinear affine
systems with inclusion of uncertainties within the plant
model.
2. Derivation of an innovative adaptation law to remove
the uncertainty within the model in finite time via a dis-
crete Lyapunov stability analysis, that also guarantees
the asymptotic stability of the closed-loop system.
3. Presenting the first application of the adaptive second
order DSMC for a combustion engine control problem.
The proposed second order DSMC not only demon-
strates robust behavior against data sampling and quan-
tization imprecisions, but also removes the uncertainties
in the engine model quickly and steers the dynamics to
their nominal values in finite time.
2 Second Order Discrete Sliding Mode Control
Let us consider the nonlinear system defined by:
x˙(t) = f (t,x,u) (1)
where x = [x1, x2, · · · ,xr]ᵀ ∈Rr, and u ∈R are the state vec-
tor, and the scalar input variable, respectively. Moreover, it is
assumed that f is smooth and sufficiently differentiable [18].
The sliding mode order is the number of continuous succes-
sive derivatives of the differentiable sliding variable s ∈ R,
and it is a measure of the degree of smoothness of the sliding
variable in the vicinity of the sliding manifold.
The affine single-input single-output (SISO) form of the
nonlinear system in Eq. (1) with an unknown multiplicative
term (αi) can be presented using the following state space
equation:
x˙i(t) = α fi(xi(t))+gi(xi(t))ui(t), (2)
where gi(xi(t)) is a non-zero input coefficient and fi(xi(t))
represents the dynamics of the plant and does not depend
on the inputs. Note that the subscripts (i) are provided to
represent a single scalar value. αi, which represents the er-
rors/mismatches in the plant model, is unknown and con-
stant. The continuous-time model in Eq. (2) is discretized
by utilizing the first order Euler approximation:
xi(k+1) = Tαi fi(xi(k))+T gi(xi(k))ui(k)+ xi(k), (3)
in which T is the sampling time. The second order discrete
sliding variable is defined [9]:
ξi(k) = si(k+1)+βsi(k), β> 0, (4)
where si(k) = xi(k)− xi,d(k), and β is a constant second or-
der sliding mode gain. Moreover xi,d is the known desired
trajectory of xi.
The equivalent control input of the second order DSMC
should satisfy the following second order discrete sliding
mode criteria [9]:
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ξi(k+1) = ξi(k) = 0. (5)
Applying Eq. (5) to the nonlinear system in Eq. (3) yields:
ξi(k) = 0 : xi(k+1)− xi,d(k+1)+β(xi(k)− xi,d(k)) = 0
(6)
By substituting Eq. (3) in Eq. (6) we have:
Tαi fi(xi(k))+T gi(xi(k))ui(k)+ xi(k)− xi,d(k+1) (7)
+β(xi(k)− xi,d(k)) = 0
Based on which ui(k) can be calculated. However, since the
value of αi is unknown, the equivalent control input (ui,eq) is
expressed as function of the unknown αi (αˆi) as follows:
ui,eq(k) =
−1
giT
(
T αˆi(k) fi(xi(k))+ xi(k)− xi,d(k+1)+βsi(k)
)
,
(8)
By incorporating the control law (ui,eq) into the second order
sliding variable (ξi), we have:
ξi(k) = T fi(xi(k))(αi− αˆi(k)) = T fi(xi(k))α˜i(k). (9)
α˜i(k) is the error in estimating the unknown multiplicative
term (α˜i(k) = αi− αˆi(k)). Next, a Lyapunov stability anal-
ysis is conducted to (i) determine the stability of the closed-
loop system, and (ii) derive the adaptation law to remove the
uncertainty in the model. To this end, the following Lya-
punov candidate function is proposed:
Vi(k) =
1
2
(
s2i (k+1)+βs
2
i (k)
)
+
1
2
ρα
(
α˜2i (k+1)+βα˜
2
i (k)
)
,
(10)
where ρα > 0 is a tunable adaptation gain chosen for the nu-
merical sensitivity of the unknown parameter estimation. As
can be seen from Eq. (10), the proposed Lyapunov function
is positive definite and quadratic with respect to the sliding
variable (si(k)) and the unknown parameter estimation error
(α˜i(k)). The desired condition is asymptotic and finite-time
convergence of both si and α˜i to zero, which is guaranteed
by exploiting the following results.
 Proposition 1: If the following adaptation law is
used to estimate the unknown multiplicative term (αi):
α˜i(k+1) = α˜i(k)− T si(k) fi(xi(k))ρα . (11)
then the difference function of the proposed Lyapunov func-
tion in Eq. (10) becomes:
∆Vi(k) =−(β+1)(s2i (k+1)+βs2i (k)) (12)
+O
(
∆s2i (k),∆s
2
i (k+1),∆α˜
2
i (k),∆α˜
2
i (k+1)
)
.
where, ∆si(k) ≡ si(k+ 1)− si(k) and ∆α˜i(k) ≡ α˜i(k+ 1)−
α˜i(k). The proof of Proposition 1 is presented in the Ap-
pendix section of the supplementary material document of
this paper presented in [19]. 
Next, the proposed equivalent control input (Eq. (8))
of the second order DSMC is evaluated on Gao’s reach-
ing law [20]. To this end, we begin with the first order
continuous-time SMC, which can be realized by applying the
following sliding reaching law [1, 21]:
s˙i(t) =−λsi(t)− ε.sgn(si(t)), λ> 0, ε> 0. (13)
Eq. (13) can be discretized as follows:
si(k+1) = (1−Tλ)si(k)−Tε.sgn(si(k)), (14)
where the 1> 1−Tλ> 0 condition should be met to guaran-
tee that states of the system will move monotonically toward
the switching plane (si = 0), and cross it in finite time [20].
Next, the first order sliding variable (si) in Eq. (14) is re-
placed with the second order sliding variable (ξi):
ξi(k+1) = (1−Tλ)ξi(k)−Tε.sgn(ξi(k)). (15)
 Proposition 2: If the second order sliding function (ξi)
has the dynamic shown in Eq. (15), then by applying the cal-
culated equivalent control input of the second order DSMC
from Eq. (8) along with the so-called switching control input
(ui,sw), it can be concluded that:
si(k+2)≈ β2si(k), β> 0. (16)
The proof of Proposition 2 is presented in the supplementary
material document [19]. 
Proposition 2 (Eq. (16)) states that, if 1> β> β2 > 0, the
proposed equivalent control input of the second order DMSC
along with the switching function in Eq. (B.9) of [19] fulfills
Gao’s discrete sliding mode reaching law, which guarantees
finite time convergence of the system’s states to the sliding
manifold [20].
In the next step, by expanding the second order terms
(O(.)) in Eq. (12), and assuming a small enough sampling
time (T ), which means all terms that contain T 2 can be ne-
glected, Eq. (12) can be re-arranged as follows:
∆Vi(k) =−12
(
βs2i (k+1)+βs
2
i (k)+2β
2s2i (k) (17)
+s2i (k+1)− s2i (k+2)
)
−βsi(k+1)si(k)− si(k+2)si(k+1),
in which, it is assumed that the uncertainty in the model is
compensated by applying Eq. (11). According to the second
order sliding variable ξi definition (Eq. (5)) and Eq. (16),
si(k + 1) and si(k + 2) can be replaced by −βsi(k) and
β2si(k), respectively. By doing these replacements, Eq. (17)
can be simplified as:
∆Vi(k) =−12β(−β
3−β2+β+1)s2i (k). (18)
−β3−β2 +β+1 is positive if 1 > β > 0. In other words, if
1 > β> 0, then ∆Vi(k)≤ 0, which guarantees the stability of
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the system (ξi(k)→ 0). Of interesting note is the 1 > β >
0 constraint which is consistent with the earlier concluded
condition on β to make sure Gao’s sliding reaching law is
fulfilled by the equivalent control input of the second order
DSMC.
We showed that by using ueq from Eq. (8), ui,sw from
Eq. (B.9) of [19], and the adaptation law from Eq. (11), the
negative semi-definite condition of the Lyapunov difference
function is guaranteed. This means that the sliding variable
(the tracking error, si) converges to zero, and the error in
estimating the unknown parameter (α˜i) is at least bounded.
Moreover, according to Eq. (16), since 1 > β> 0, it is obvi-
ous that 1> β> β2 > 0. Existence of a negative semi-definite
Lyapunov difference function means that:
si(k)≥ si(k+1)≥ si(k+2), (19)
On the other side, based on the results of Proposition 2,
we have si(k+ 2) ≈ β2si(k). Thus, si(k+ 2) = si(k), only
if si(k + 2) = si(k) = 0; otherwise, si(k + 2) < si(k). We
also know that based on the second order sliding control
law si(k + 2) + βsi(k + 1) = 0 and si(k + 1) + βsi(k) = 0.
Therefore, if si(k+2) = si(k) = 0, then si(k+1) = 0. Over-
all, based on the negative semi-definite Lyapunov differ-
ence function, it can be shown that si(k+ 2) < si(k), unless
si(k) = si(k+1) = si(k+2) = 0. Therefore, the second order
DSMC guarantees asymptotic decrease of s over a two-step
horizon. However, in order to guarantee the global asymp-
totic convergence and stability characteristics of the second
order DMSC over the reaching and sliding modes, it is re-
quired to show that all the higher order Lyapunov difference
functions vanish as si → 0 [10, 22]. This will be proofed in
the following section by invoking the new Invariance Princi-
ple for nonautonomous systems [23].
2.1 Global Asymptotic Stability of the 2nd Order DSMC
In order to guarantee the global asymptotic convergence
and stability characteristics of the second order DSMC, the
analysis begins with the second order Lyapunov difference
function (∆Vi(k+1)−∆Vi(k)). Let us first define a new term,
Γ = β(−β3−β2 +β+ 1), where Γ > 0. With the definition
of Γ, ∆Vi(k+1)−∆Vi(k) is calculated as follows:
∆Vi(k+1)−∆Vi(k)≈ 12Γs
2
i (k+1)−
1
2
Γs2i (k) (20)
≈ 1
2
Γ(s2i (k+1)− s2i (k)).
The objective is to show that ∆Vi(k+ 1)−∆Vi(k) = 0
when si(k) = 0. According to Eq. (20), it is obvious that
∆Vi(k+1)−∆Vi(k) = 0 if s2i (k+1)− s2i (k) = 0. s2i (k+1)−
s2i (k) = 0 if either of the following conditions is met:
si(k+1) = si(k) = 0 (I) (21a)
si(k+1) = si(k) 6= 0 (II). (21b)
Eq. (18) says that if si(k) = 0, then ∆Vi(k) = 0. If one as-
sumes that the unknown uncertainty term is removed from
the model using the proposed adaptation algorithm, the sec-
ond order sliding mode condition denotes that ξi(k+ 1) =
ξi(k) = 0, which means si(k + 1) = −βsi(k). Thus, if
si(k) = 0, si(k + 1) also becomes zero, and consequently
∆Vi(k+ 1)− ∆Vi(k) = 0. This means that condition (I) in
Eq. (21) is realizable.
According to Eq. (19), si(k+ 1) < si(k). This means
si(k+1) 6= si(k) unless si(k+1) = si(k) = 0. Thus, the con-
dition (II) in Eq. (21) cannot be true and only condition (I)
is feasible. According to condition (I), if s(k) = 0, not only
∆Vi(k) = 0, but also ∆Vi(k+1)−∆Vi(k) = 0.
Next, the third Lyapunov difference function should be
calculated:
[∆Vi(k+2)−∆Vi(k+1)]− [∆Vi(k+1)−∆Vi(k)] (22)
≈ 1
2
Γ(s2i (k+2)−2s2i (k+1)+ s2i (k)).
Again, since si(k+2)< si(k+1)< si(k), si(k+2) 6= si(k+
1) 6= si(k) unless si(k+ 2) = si(k+ 1) = si(k) = 0. Thus,
if si(k) = 0, not only si(k + 1) = si(k + 2) = 0, but also
∆Vi(k) = 0, ∆Vi(k + 1)− ∆Vi(k) = 0, and (∆Vi(k + 2)−
∆Vi(k + 1))− (∆Vi(k + 1)− ∆Vi(k)) = 0. In a same man-
ner as the first, second, and third order difference functions,
it can be shown that higher order Lyapunov difference func-
tions (>3) become zero only, and only if si(k) = 0 [10, 22].
This is a key conclusion that allows for proof of the global
asymptotic stability by invoking the new Invariance Principle
for nonautonomous systems [24].
Continuity is one of the required conditions for the
LaSalle’s Invariance Principle [25] to conclude the asymp-
totic stability with respect to a negative semi-definite deriva-
tive of a positive definite Lyapunov function. LaSalle’s In-
variance Principle has been extended in [24] to nonlinear
systems with discontinuity. The extension of LaSalle’s In-
variance Principle to discrete systems, which is called the
new Invariance Principle theorem, removes the continuity re-
quirement, and allows us to conclude the asymptotic stability
with respect to a negative semi definite difference function of
a positive definite Lyapunov discrete equation. It was shown
that when si(k) = 0, the Lyapunov difference function, all
the future values of the sliding variable, and higher order
Lyapunov differences become zero. Therefore, all the trajec-
tories of the system approach the set defined by ∆Vi(k) ≡ 0.
Since s(k) = 0 and α˜i(k) = 0 are the only trajectories which
satisfy the nonlinear uncertain system equations, this trajec-
tory (s(k) = 0, α˜i(k) = 0) is a limit point, and also an equi-
librium point, of the closed-loop system [10, 22].
Since the Lyapunov difference function cannot be neg-
ative for any unlimited period of time, according to the new
Invariance Principle theorem [24], ∆Vi must be identically
zero at any limit point [23]. Let define two new domains:
Ω0 = {xi|Vi(xi)≤V (xi,0)} (23)
Ωi = {xi|∆Vi(x)≡ 0)},
where xi,0=xi(0) is the initial condition. The negative semi
definite condition of the Lyapunov difference function means
that all system states are bounded and contained within the
domain Ω0 [24]. For a small enough sampling time, if the
following condition holds [24]:
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|xi(k)+T fi+T giui(k)| is bounded for any bounded xi
then, si(k)=α˜i(k)=0, which is the only limit point (equi-
librium point) of the system, belongs to Ω f =Ω0
⋂
Ωi. There-
fore, si(k) and α˜i(k)→ 0 as k→ ∞. Thus, according to the
new Invariance Principle theorem [24], the asymptotic con-
vergence of the two variables to zero with a positive definite
Lyapunov function and a negative semi-definite Lyapunov
difference equation is concluded.
Overall, the control input of the second order DSMC is:
ui(k) = ui,eq(k)+ui,sw(k), (24)
where ui,eq and ui,sw are calculated according to Eq. (8), and
Eq. (B.9) of [19], respectively. The main reason to add the
switching function to the calculated equivalent control input
of the SMC is reducing the chattering [6]. As it has been
shown in [10, 12, 13], the addition of the switching func-
tion with a fix or variable gain enhances the robustness of
the controller against uncertainties, which could overpower
the chattering issues. The gain of the switching function
(sgn(ξi(k−1))), which depends on the DSMC tuning param-
eters (λ, β) and g (Eq. (2)), is the key to ensure the controller
robustness against external uncertainties [10]. By looking
into Eq. (B.9) of [19], it can be seen that the gain of the
switching function has the same unit of the control input.
This gain represents the boundary of the external uncertain-
ties on the control signals, i.e. ADC imprecisions [4, 12].
Tuning the switching function gain based on constant
λ and β is hard to achieve. Instead, an online sampling
and quantization uncertainty prediction mechanism was pro-
posed in [13] which allows for estimating and propagat-
ing the ADC uncertainty bounds on the control signal, and
avoids conservative controller design. The switching func-
tion with the predicted ADC uncertainty bounds has the fol-
lowing structure:
ui,sw(k) =−|µui |sgn(ξi(k−1)), (25)
where µui is the propagated sampling and quantization im-
precisions. µui is estimated according to the mechanism pre-
sented with details in [10, 13]. Fig. 1 illustrates the over-
all schematic of the proposed adaptive second order DSMC
along with the ADC uncertainty and propagation mecha-
nism. In order to avoid possible high frequency chattering
which occurs in discrete systems during implementation of
the signum function, the signum function is replaced with
saturation (sat) function which provides smoother behavior:
ui,sw(k) =−|µui |sat
(
si(k)+βsi(k−1)
)
. (26)
3 MIMO Adaptive Second Order DSMC
The discretized nonlinear system can be expressed in
MIMO structure as follows:
x(k+1) = T f(x(k))+T g(x(k))u(k)+x(k), (27)
where xi ⊂ x ∈ Rr, (i = 1 : r), and u j ⊂ u ∈ Rh, ( j = 1 :
h) are the state and control input vectors, respectively. The
Fig. 1: Schematic of the second order adaptive DSMC with
ADC uncertainty prediction and propagation mechanism.
remaining dynamics are represented as f(x(k)) and g(x(k)).
A generic first order DSMC for the MIMO system in Eq. (27)
has been proposed in our previous work [17]. Here, we use
the results from [17] to derive the first order sliding surface
vector (s(k) = [s1(k), ...,sh(k)]ᵀ) based on a system output
vector which is defined to be y j ⊂ y ∈ Rh, ( j = 1 : h):
y j(k) = m j(x(k)). (28)
For a system with an output y j that has a relative degree
of κ j, the scalar sliding surface s j(t) is defined as:
s j(t) =
( d
dt
+λ j
)κ j−1
(y j(t)− y jd (t)), (29)
where y jd ⊂ yd ∈ Rh, ( j = 1 : h) is the desired output val-
ues. It was shown in [17] that for a MIMO system with a
relative degree of κ j (∑h1κ j < r), the discrete dynamics of
the first order sliding surface (s) in the presence of the model
uncertainties is:
s(k+1) = s(k)+T Λˆ+T Fa+Tϒu(k), (30)
where a ∈ Rp is a vector of unknown constants in the model
and F ∈Rh×p is known as a data matrix [17]. Λˆ is defined as
Λˆ= Λ−Fa, where Λ= [l1, l2, ..., lh]ᵀ, and:
l j = L
κ j
f (h j)+
1
∑
q=κ j−1
c j(κ j−q+1).[L
q
f (h j)−
dκ j
dtκ j
y
(κ j)
jd
(t)],
(31)
and, Lqf (h j) is defined as [25]:
Lqf (m j) =
dqy j(t)
dtq
, (32)
with c j(κ j−q+1) chosen such that all poles are at −λ j [22].
In the absence of the model uncertainties, it is obvious that
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Λˆ = Λ. In this paper, we assume a relative degree of one
(κ j = 1) for the output. Thus, according to the sliding sur-
face definition and the relative degree of the outputs, the non-
singular ϒ ∈ Rh×h matrix in Eq. (30) becomes:
ϒ=
g11 ... g1h... . . .
gh1 ... ghh
 . (33)
It is assumed that here we deal with a MIMO system
that has an output with a relative degree of one. Therefore,
according to Eq. (29), s j(k)=y j(k)− yd j(k). For the sake
of simplicity it can be assumed that r = h (which means
i= j=p=1:r), mi(x)=xi(k), and yd i(k)=xd i(k). The latter as-
sumption means that here, state space variables of the state
vector are treated as the output variables, and for each state
variable (xi), a sliding surface (si) is defined and it is assumed
that a unique control input (ui), either physical or synthetic,
exists for every single sliding surface within the sliding sur-
face vector (s).
Now, the second order sliding surface vector (ξ =
[ξ1, ...,ξr]ᵀ) is constructed:
ξ(k) = s(k+1)+βs(k), (34)
where s(k + 1) is calculated with respect to Eq. (30) and
β ∈ Rr×r is the positive definite matrix of the second or-
der sliding mode gains. The equivalent control input vec-
tor which satisfies the second order sliding mode condition
(ξ(k+1) = ξ(k) = 0) can be found by solving the following
equation for ueq:
Tϒueq(k) =−(I+β)s(k)−T Λˆ−T Faˆ(k), (35)
where aˆ(k) is the estimation of the unknown constants a. In
a similar manner to the SISO controller, upon substitution of
Eq. (35) into Eq. (34), we have:
ξ(k) = T Fa˜(k), (36)
where a˜(k) = a− aˆ(k).
Similar to the SISO controller, a discrete Lyapunov anal-
ysis is carried out to first converge a˜ to zero and remove the
uncertainty in the model, and second, guarantee the asymp-
totic stability of the closed loop system. To this end, the ar-
gument begins with the following Lyapunov candidate func-
tion [17]:
V (k) =
1
2
s(k)ᵀs(k)+
1
2
a˜(k)ᵀΓa˜(k), (37)
where Γ ∈ Rr×r is the tunable adaptation symmetric positive
matrix.
 Proposition 3: If the following adaptation law is
used to estimate the vector of the unknown multiplicative
terms (a˜):
aˆ(k+1) = aˆ(k)+T (ΓΓ)−1Fᵀs(k), (38)
then the Lyapunov difference function of Eq. (37) becomes:
∆V (k) =−1
2
s(k)ᵀ(I−ββ)s(k). (39)
where, ∆V is negative semi-definite if eigenvalues of β lie
within the unit circle [22]. The proof of Proposition 3 is pre-
sented in the Appendix section of the supplementary material
document [19]. 
One can easily find the analogous structure between
MIMO (Eq. (38)) and SISO (Eq. (11)) adaptation laws.
According to Proposition 3, the Lyapunov function in
Eq. (37) guarantees the finite-time zero convergence of the
first order sliding vector (s), and intuitively gives the adapta-
tion law to remove the uncertainty in the model. However,
still it is required to prove the asymptotic convergence of the
second order sliding vector (ξ) to zero. To this end, first it
is assumed that the uncertainty in the model is removed per-
manently by incorporating the adaptation rule from Eq. (38).
Validity of this assumption will be testified in Sec. 5. Next,
the system switches to another Lyapunov function (V ∗, pro-
posed in Eq. (40)), which covers the time interval after the
completion of the adaptation period.
We define the new Lyapunov function (V ∗) as follows:
V ∗(k) =
1
2
(
s(k+1)ᵀs(k+1)+ s(k)ᵀβs(k)
)
. (40)
By using the Taylor series expansion, implementing the val-
ues for the first and second order partial derivatives of V ∗
with respect to s(k) and s(k+ 1), and knowing that all the
higher order partial derivatives and also second order cross
derivative are zero, the Lyapunov difference function be-
comes:
∆V ∗(k) = s(k)ᵀβ(s(k+1)− s(k)) (41)
+ s(k+1)ᵀ(s(k+2)− s(k+1))
+
1
2
(
∆s(k)ᵀβ∆s(k)+∆s(k+1)ᵀ∆s(k+1)
)
.
According to the earlier assumption, upon removal of the un-
certainties in the model, Eq. (36) becomes ξ(k) = 0. Thus,
Eq. (41) can be simplified as follows:
∆V ∗(k) =−s(k)ᵀβ(β+ I)s(k) (42)
− s(k+1)ᵀ(β+ I)s(k+1)
+
1
2
(
∆s(k)ᵀβ∆s(k)+∆s(k+1)ᵀ∆s(k+1)
)
.
In a similar manner to the SISO system, it can be shown
that upon applying the equivalent control input of the MIMO
second order DSMC (Eq. (35)) along with the vector of
the switching functions (|µui |sat(ξi)) on the MIMO form of
Gao’s reaching law [26], and assuming the removal of the
model uncertainties by using Eq. (38), we obtain:
s(k+2)≈ β2s(k), (43)
where the input of the second order MIMO DSMC is [26]:
6
u = ueq(k)−
|µu1 |sat(ξ1(k−1))...
|µur |sat(ξi(k−1))
 , (44)
in which µui , i = 0 : r is the predicted uncertainties on the
corresponding control signal. Next, by substituting Eq. (43)
into Eq. (42), we have:
∆V ∗(k) =−sᵀβ
(
−β3−β2+β− I
)
s(k), (45)
which also has a similar structure to Eq. (18). ∆V ∗ in
Eq. (45), is negative semi-definite in s(k) when β is chosen
such that its eigenvalues lie within the unit circle. More im-
portantly, due to the analogous structure between MIMO and
SISO adaptive second order DSMCs, the asymptotic stabil-
ity of the MIMO controller can be proved by invoking the
new Invariance Principle [23, 24] and noting that the higher
order Lyapunov difference functions are zero, if and only if
s = 0 [17].
4 Case Study: Automotive Engine Control
In this section, the proposed adaptive second order
DSMC is designed for an experimentally validated physics-
based SI engine model [27] during transient cold start pe-
riod. The engine model [27] is parameterized for a 2.4-liter,
4-cylinder, DOHC 16-valve Toyota 2AZ-FE engine. The en-
gine rated power is 117kW @ 5600 RPM, and it has a rated
torque of 220 Nm @ 4000 RPM. The experimental valida-
tion of different components of the engine model is available
in [28]. The nonlinear model has four states including the
exhaust gas temperature (Texh), fuel mass flow rate into the
cylinders (m˙ f ), the engine speed (ωe), and the mass of air
inside the intake manifold (ma). The engine performance is
controlled by three inputs: (i) m˙ai (air mass flow rate into the
intake manifold) controls the engine speed via the air throttle
body, (ii) m˙ f c (amount of injected fuel into the cylinder) reg-
ulates the Air-Fuel ratio (AFR) via the fuel injector, and (iii)
∆ (spark timing) controls the exhaust gas temperature via the
spark plug. Details of the functions and constants in the en-
gine model are found in [27]. The schematic of the SI engine
control system is shown in Fig. 2.
Four states of the model and corresponding nonlinear
dynamics are as follows [28]:
Texh(k+1)
m˙ f (k+1)
ma(k+1)
ωe(k+1)
=

Texh(k)
m˙ f (k)
ma(k)
ωe(k)

+T


fTexh(k) 0 0 0
0 fm˙ f (k) 0 0
0 0 fma(k) 0
0 0 0 fωe(k)


αTexh
αm˙ f
αma
αωe

+

gTexh(k) 0 0 0
0 gm˙ f (k) 0 0
0 0 gma(k) 0
0 0 0 gωe(k)


∆(k)
m˙ f ,c(k)
m˙ai(k)
ma,d(k)

 ,
(46)
where F = diag[ fTexh , fm˙ f , fωe , fma ], and:
Fig. 2: Block diagram of the engine cold start control sys-
tem.
fTexh =
1
τe
[600AFI−Texh] (47a)
fm˙ f =−
1
τ f
m˙ f (k) (47b)
fωe =−
1
J
(0.4 ωe(k)+100) (47c)
fma =−m˙ao. (47d)
Also ϒ= diag[gTexh ,gm˙ f ,gωe ,gma ], and:
gTexh =
7.5
τe
, gm˙ f =
1
τ f
, gωe =
30000
J
, gma = 1. (48)
The tracking control problem is defined to steer Texh, ωe,
AFR to their desired values. To this end, with respect to
each desired trajectory (Texh,d , ωe,d , AFRd), a sliding variable
(tracking error) is defined. Additionally, as can be seen from
Eq. (46), since there is no explicit control input in the engine
speed equations, ma,d is defined as a synthetic control input
for the rotational dynamics. The calculated ma,d will be used
as the desired trajectory for the air mass flow controller over
the next engine cycle. Thus, the sliding vector is:
s(k) =

s1(k)
s2(k)
s3(k)
s4(k)
=

Texh(k)−Texh,d(k)
AFR(k)−AFRd(k)
ma(k)−ma,d(k)
ωe(k)−ωe,d(k)
 . (49)
The equivalent control input vector (ueq) of the baseline
second order DSMC for the engine case study can be ob-
tained by substituting F, ϒ, and s into Eq. (35). For the SISO
DSMC, β is chosen to be diagonal, while for the MIMO con-
troller, the dynamic coupling is included via the off-diagonal
element of β. For the second order DSMC with ADC un-
certainties, according to Eq. (44), the predicted ADC uncer-
tainties are incorporated into the DSMC structure through
the switching control input (usw) gains. For the engine case
study, the gains of the switching control input (µ∆, µm˙ f c , µm˙ai ,
µma,d ) are estimated online using the mechanism previously
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Fig. 3: Engine tracking results by the first and second order
SISO DSMCs for (a) T =20 ms, quantization level=16-bit,
and (b) T =80 ms, quantization level=10-bit.
shown in Fig. 1. The accuracy of the sampling and quanti-
zation imprecisions prediction and propagation mechanism
has been shown in our previous works [10, 13, 14]. The en-
gine controller is tuned manually, by using the try and error
method, to achieve the best performance. The performed
simulation and real-time results, which will be presented
later in this section, show that once the controller is tuned
properly, there is almost no need to re-tune the controller,
unless the sampling and quantization level changes, which
in practice those are known and fixed.
4.1 Handling Implementation Imprecisions
In order to demonstrate the robustness characteristics of
the second order DSMC compared to the first order con-
troller in handling ADC uncertainties, first we assume that
the engine model is ideal and there is no uncertainty in the
modeled dynamics (αTexh=αm˙ f =αωe =αma=1). Fig. 3 shows
the desired trajectories (AFR, Texh, and engine speed) track-
ing results, using the first and second order DSMCs for sam-
pling times of 20 ms and 80 ms, and quantization level of
16-bit and 10-bit, respectively. The mean tracking errors for
both controllers are listed in Table 1. It can be observed from
Fig. 3 and Table 1 that, when the signals at the controller I/O
are sampled every 20 ms, both first and second order base-
line DSMCs illustrate smooth and acceptable tracking per-
formances, while the second order controller is more accu-
rate by up to 67% in terms of the tracking errors.
Upon increasing the sampling rate from 20 ms to 80 ms,
and changing the ADC quantization level from 16-bit to 10-
bit, the first order DSMC performance degrades significantly.
On the other side, the second order DSMC still presents ac-
curate tracking results. By comparing the first and second
order DSMC results at T = 80 ms and quantization level of
10-bit, it can be concluded that the proposed second order
DSMC offers higher robustness against ADC uncertainties,
and outperforms the first order controller by up to 90% in
terms of the mean tracking errors.
For the SI engine case study, AFR controller is the most
Table 1: Mean (e¯) of Tracking Errors. Values Inside the
Parentheses Show the Resulting Improvement from the Sec-
ond Order DSMC Compared to the First Order DSMC.
e¯ (T =20 ms, 16-bit) e¯ (T =80 ms, 10-bit)
1st -Order 2nd-Order 1st -Order 2nd-Order
DSMC DSMC DSMC DSMC
Reference Reference
AFR 0.03 0.01 0.28 0.03
[-] (-66.67%) (-89.29%)
Texh 0.2 0.1 4.0 0.4
[oC] (-50%) (-90.0%)
N 0.1 0.1 13.8 0.9
[RPM] (≈0%) (-93.5%)
uncertainty-sensitive controller, in comparison with the en-
gine speed and exhaust gas temperature controllers [5, 29].
Fig. 4 shows the tracking results of the first (SISO) and
second (SISO and MIMO) order DSMCs under a relatively
large sampling rate of 200 ms, which causes significant un-
certainty at the controller I/O. As shown in Fig. 4, the first
order DSMC fails to track all the desired trajectories under
these extreme ADC uncertainties, but the SISO second order
DSMC shows acceptable tracking performances.
Fig. 4 shows that among the three SISO second order
controllers, the AFR controller is deviated more upon in-
creasing the sampling rate. This deviation from the desired
AFR trajectories is larger when there is a change in the de-
sired engine speed trajectory (Fig. 4). The link between en-
gine speed and AFR controllers can be traced in the strong
coupling between AFR and rotational dynamics via the in-
take air mass flow term (m˙ao):
ma(k+1) = ma(k)+T (m˙ai(k)− m˙ao(k)). (50)
where, m˙ao = AFRm˙ f . Moreover, Fig. 4 shows that the
changes in desired engine speed profile have an effect on Texh
controller performance. Similar to the AFR controller, the
link between Texh and engine speed controllers is the exhaust
gas temperature time constant (τe) which is calculated with
respect to the engine speed as τe = 2piωe .
The coupling within the engine dynamics can be repre-
sented in the MIMO DSMC design via β matrix. The diago-
nal elements of β are the same as the SISO controller, while
the off-diagonal element represents the coupling between
various sliding variables. According to Eq. (50) and τe, β
is defined to present the coupling between AFR, Texh, and
engine speed controllers. Additionally, the engine speed and
air mass flow dynamics are inherently coupled because of
the synthetic ma,d control input which is the input to the en-
gine speed controller, and the reference trajectory for the air
mass flow controller. Previously, the results in [30] showed
that allowing m˙ f ,c (used to regulate AFR) to depend upon the
cam phasing (rotational dynamics) leads to smaller transients
in AFR tracking results. With a similar trend to [30], here,
Fig. 4 shows that by utilizing the MIMO controller with pre-
dicted ADC uncertainties, not only the AFR tracking error
decreases (by 46%), but also the effects of the engine speed
trajectory variation on the AFR tracking become smaller.
In a similar manner to AFR controller, by utilizing the
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Fig. 4: Results of desired trajectories tracking from SISO Baseline 1st and 2nd order DSMCs, and MIMO 2nd order DSMC
with predicted ADC uncertainties (T =200 ms, quantization level=16-bit).
MIMO second order controller for Texh, the desired Texh
tracking performance improves slightly (by 11%) compared
to the SISO second order DSMC, and the large overshoot
at the beginning of the simulation will be removed. On the
other side, by looking into Fig. 4, it can be seen that chang-
ing the engine speed controller to MIMO structure has al-
most no significant effect on the tracking performance. As
highlighted in Fig. 4, the MIMO controller results in small
spikes, which occur when the desired AFR trajectory has a
sudden change (Fig. 4).
4.2 Handling Model Uncertainties
In the next step, the performs of the proposed adaptation
mechanism for the SISO/MIMO second order DSMC is in-
vestigated under up to 50% multiplicative uncertainty within
the engine model. In the following, the adaptation law for
each of the engine controllers, along with the physical inter-
pretation of the considered uncertain terms are discussed.
• Exhaust Gas Temperature Controller: According
to Eq. (47), Texh dynamics is a strong function of the exhaust
gas time constant (τe). Thus, any error in estimating the τe
directly affects the Texh dynamics and causes deviation from
the nominal model. Error in estimating τe is represented by
the multiplicative uncertainty term (αTexh ). The error in the
modeled Texh dynamics is removed by using the following
adaptation law with respect to Eq. (11):
αˆTexh(k+1) = αˆTexh(k)+
T (s1(k))
τeρα1
(600AFI−Texh(k)).
(51)
• Fuel Flow Rate Controller: The fuel evaporation
time constant τ f plays an important role in the fuel flow
rate dynamics. This means that any error in estimating τ f
can deviate the model under the test from the nominal model
considerably. αm˙ f can represent any potential errors or vari-
ations in the estimated τ f . The adaptation law for αm˙ f be-
comes:
αˆm˙ f (k+1) = αˆm˙ f (k)−
T (s2(k))
τ fρα2
m˙ f (k), (52)
where, m˙ f ,d is calculated according to desired AFR in
Eq. (50).
• Engine Speed Controller: In the engine speed dy-
namics, the torque loss on the crankshaft (Tloss), is defined
as Tloss = 0.4ωe + 100. The Tloss is estimated by reading a
torque map. Thus, the multiplicative uncertainty term αωe
compensates for any error in reading the torque map. The
adaptation law for the engine speed controller is:
αˆωe(k+1) = αˆωe(k)−
T (s3(k))
J.ρα3
(0.4ωe(k)+100). (53)
• Air Mass Flow Controller: Air mass flow into the
cylinder (m˙ao) is determined by m˙ao = k1ηvolmaωe [27]. ηvol
is the volumetric efficiency, and is calculated by using an em-
pirical curve fit [10]. Thus, αma can represent the uncertainty
in m˙ao that is extracted from ηvol curve fit. αˆma is estimated
by using the following adaptation law:
αˆma(k+1) = αˆma(k)−
T (s4(k))
ρβ4
m˙ao. (54)
As long as the adaptation algorithm parameter (ρα) is
tuned properly, there is no extra condition for convergence
of the unknown parameters within the model. This has been
examined and confirmed through extensive simulations for
different trajectories and operation conditions, as shown in
Sec. 5 In Sec. 5, the performance of both SISO and MIMO
adaptive second order DSMCs will be evaluated in real-
time by testing the controller software on a real ECU in a
processor-in-the-loop (PIL) setup.
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5 Real-Time 2nd Order DSMC Verification
The designed adaptive SISO and MIMO second order
DSMCs in Sec. 4.2 are tested in a PIL setup (see [10] for
the schematic and details of the PIL setup), to verify the
performances of the adaptive DSMC in real-time. The PIL
setup has two different processors, namely National Instru-
ment (NI) PXI processor (NI PXIe-8135) and dSPACE Mi-
croAutobox II (MABX). The model of the engine plant is
built into the PXI processor. The output of the PXI proces-
sor is the controller feedback signal from the plant. Using
embedded ADC units, the feedback signal is sampled and
quantized at 80 ms and 16-bit, respectively. On the other
side, the adaptive second order DSMC logic along with the
adaptation and uncertainty prediction mechanisms are imple-
mented into the MABX, which is the main ECU. The output
of the MABX is the control signal which is set to be updated
at every 80 ms.
NI VeriStand R© and dSPACE Control Desk R© software
on an interface desktop computer are used to configure the
PIL setup, and conduct real-time tests, including desired tra-
jectories tracking, unknown parameters estimation, and en-
gine operation. Fig. 5 shows the results of four unknown
multiplicative parameters estimation from SISO and MIMO
second order DSMCs with predicted ADC uncertainties. It
can be seen that under up to 50% uncertainty on each of the
engine model’s dynamics, by using the proposed adaptation
mechanism, the unknown terms converge to their nominal
values, “1”, in less than 4 sec. Moreover, the MIMO con-
troller shows faster convergence for αTexh and αm˙ f , while for
αma and αωe , SISO and MIMO controllers show similar con-
vergence behavior.
Fig. 5: Results of unknown multiplicative parameters con-
vergences (T =80 ms, quantization level=16-bit).
Additionally, it can be observed that for all cases, de-
spite the variation in the desired trajectories, after completion
of the adaptation period, the uncertainties in the models are
removed permanently. Finally, the PIL testing results show
that the proposed adaptation mechanism is able to operate in
real-time since it is computationally efficient. The adapta-
tion time is significantly reduced if shorter sampling time is
applied.
Fig. 6 shows the desired trajectory tracking results from
the non-adaptive, and SISO/MIMO second order DSMCs.
First of all, it can be seen that in the absence of the adaptation
mechanism, due to the large uncertainties in the plant model
(50%), the non-adaptive controller fails to track the desired
trajectories for all the cases. Upon activation of the adapta-
tion mechanism, it can be seen that after completion of the
adaptation period, both SISO and MIMO adaptive second or-
der DSMCs with predicted ADC uncertainties provide accu-
rate tracking performances. By comparing the non-adaptive
and adaptive DSMCs it is revealed that the adaptation mech-
anism is able to remove the uncertainties in the model by
more than 95%, that consequently results in more than 90%
improvement in the controller tracking performance.
Fig. 6 shows that the MIMO and SISO second order
DSMCs have similar tracking behavior for the engine speed
tracking. However, by using the MIMO structure, the track-
ing performance for AFR and Texh controllers can be im-
proved by 43%, and 33%, respectively. These improvements
are more significant during the adaptation period, and also
at those points where there are sudden changes in the de-
sired engine speed profile. The latter observations can be ex-
plained based on the engine dynamics, in which the engine
speed loop acts as a disturbance to AFR and Texh (Eq. (50)).
By using the MIMO controller, m˙ f c and ∆, which are used
respectively to regulate AFR and Texh, can be configured to
depend upon the engine speed dynamics. Linking the control
input of the AFR and Texh controllers to the rotational dy-
namics allows for better AFR and Texh tracking performances
during the engine speed transients.
As another example, Fig. 7 shows the closed-loop per-
formance of the proposed second order adaptive DSMC in
tracking non-smooth trajectories, under modeling and im-
plementation imprecisions. The results in Fig. 7 also show
the evolution of the control signals, m˙ai, m˙ f c, and ∆. As can
be seen, during the first few seconds, while the adaptation
mechanism is estimation the unknown parameters, the con-
trol signals are rather aggressive, which results in deviations
in the tracking. Once the unknown parameters estimation pe-
riod is over in less than 5 sec, the trajectory tracking perfor-
mance becomes nominal, and the control signals are smooth,
except for those instants when a sudden change in the desired
trajectory occurs.
6 Summary and Conclusion
A new formulation of an adaptive second order dis-
crete sliding mode controller (DSMC) for multi-input multi-
output (MIMO) nonlinear uncertain systems, along with an
adaptation mechanism and a new switching control input,
was presented in this paper. First, the adaptation law, for han-
dling the uncertainties within the model, was driven based on
a discrete Lyapunov stability theorem. Second, the behavior
of the second order DSMC was studied on both reaching and
sliding phases. In order to ensure the controller robustness
against external analog-to-digital (ADC) imprecisions, a new
switching control input was introduced, which contains the
knowledge of ADC imprecisions via an online sampling and
quantization uncertainties prediction and propagation mech-
anism. Third, the asymptotic stability of the proposed con-
troller was guaranteed by invoking the new Invariance Prin-
cipal for nonlinear discontinuous systems.
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Fig. 6: Results of engine control under model uncertainties: (a) airfuel ratio, (b) exhaust gas temperature, and (c) engine
speed (T =80 ms, quantization level=16-bit).
Fig. 7: Performance of the adaptive 2nd order DSMC in
tracking non-smooth trajectories: (a) Engine Performance,
and (b) Control inputs. (T =20 ms, quantization level=16-
bit).
The proposed controller was evaluated for a highly non-
linear combustion engine tracking control problem. The
designed second order adaptive MIMO/SISO DSMC was
tested in real-time on a real engine control unit (ECU) inside
a processor-in-the-loop (PIL) setup. The simulation, and ex-
perimental real-time comparison results between the first and
second order DSMCs revealed that:
1. The second order DSMC shows higher robustness
against ADC uncertainties. When the sampling rate is
changed from 20 ms to 80 ms, and the quantization level
changed from 16-bit to 10-bit, the second order DSMC
is able to improve the tracking errors by more than 90%
compared to the first order DSMC.
2. Inclusion of the physical coupling within the engine dy-
namics in the controller structure via the MIMO for-
mulation allows for further improvement in AFR and
Texh controllers tracking performance (by up to 46% and
11%, respectively). However, the engine speed seems to
lean strongly toward a decoupled or minimally coupled
structure.
3. In the presence of model uncertainties, it was shown
that the proposed adaptation mechanism is able to re-
move the errors in the model permanently in less than
4 sec of the engine operation time. Moreover, com-
pared to the SISO DSMC, the MIMO controller shows
faster unknown parameters convergence rates for the
AFR and Texh controllers. The MIMO adaptive second
order DSMC is able to improve the AFR and Texh track-
ing errors by 43% and 33%, respectively, compared to
the SISO second order adaptive DSMC under modeling
and ADC uncertainties.
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