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boundary value problems for anisotropic elliptic-parabolic-pseudopara-
bolic equations with variable exponents of nonlinearity are proved. Esti-
mates of the weak solutions of this problems are received. This estimates
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1. Introduction
The pseudoparabolic equations are a kind of Sobolev–Galpern type
equations. They are characterized by mixed time and space derivatives
appearing in the highest order terms of this equations. Such equations
were ﬁrst studied by S. L. Sobolev in the linear case [1]. Pseudoparabolic
equations arise in numerous physical applications, e.g., seepage of ﬂuids
through ﬁssured rocks, unsteady ﬂows of second-order ﬂuids, dynamic
capillary pressure in unsaturated ﬂow, the theory of thermodynamics
involving two temperatures [2, 3].
Mathematical study of pseudoparabolic equations goes back to works
of Showalter in the seventies [4]. Since then, a number of interesting
results on linear and nonlinear pseudoparabolic equations have been ob-
tained. In particular, existence and uniqueness of solutions to nonlinear
pseudoparabolic equations are proved in [5–8].
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In this paper, we are interested in degenerated pseudoparabolic equa-
tions. Such equations were studied in [5, 9–14]. Let us formulate one of
results that is relevant to what we are going to do in this paper.
Let V be a separable reﬂexive Banach space and V 0 be its dual. As-
sume A(t; ) : V ! V 0, 0  t  T; is a measurable family of mono-
tone, hemicontinuous, uniformly bounded and coercive operators. Let
B : V ! V 0 be a linear, continuous, symmetric and monotone operator.
Let Vb be the completion of space V with seminorm k  kb := hB; i1=2,
and let V 0b be the dual to Vb. It is known that V
0
b is a Hilbert space
and kBvkV 0b = kvkVb 8 v 2 Vb. The operator B can be extended to an
operator acting from Vb to V 0b . Let p  2, p0 := p=(p  1).
The problem is, given u0 2 Vb and f 2 Lp0(0; T ;V 0), to ﬁnd a function
u 2 Lp(0; T ;V ) \ C([0; T ];Vb) which satisﬁes the equation
d
dt
 
Bu(t)

+A(t;u(t)) = f(t) in Lp0(0; T ;V 0) (1.1)
and the initial condition
ku(0)  u0kVb = 0: (1.2)
As follows from [5, Corollary III.6.3], this problem has a unique solution.
Here is a simple example of problem (1.1),(1.2). For given l > 0,
let V =

W 1p (0; l) := fv 2 Lp(0; l) j v0 2 Lp(0; l); v(0) = v(l) = 0g
be the Sobolev space and V 0 = W 1p0 (0; l) be its dual. Any element
g 2 W 1p0 (0; l) can be written as g = g0   (g1)0, where g0; g1 2 Lp0(0; l)
and (g1)0 is the derivative of g1 in the distribution space D0(0; l). Then
hg; vi := R l0(g0(x)v(x) + g1(x)v0(x)) dx is the action of g on v 2 W 1p (0; l).
Deﬁne a family of operators A(t; ) : V ! V 0; 0  t  T; by A(t; v) :=
(a(x; t)jv0jp 2v0)0; where a is a measurable bounded function such that
ess inffa(x; t)j(x; t) 2 (0; l) (0; T )g > 0:
Let b0; b1 be measurable bounded functions on (0; l) such that bj(x) >
0 if x 2 (j ; j) and bj(x) = 0 otherwise (j = 0; 1), where (1; 1) 
(0; 0)  (0; l). Also, assume inffbj(x) jx 2 [j ; j ]g > 0 for all [j ; j ]
 (j ; j) (j = 0; 1). Deﬁne the operator B : V ! V 0 by Bv := b0v  
(b1v
0)0; v 2

W 1p (0; l): Let eb0(x) := b0(x) if x 2 (0; 0) and eb0(x) := 1 if
x 2 (0; l) n (0; 0): Denote by Vb the space of functions w such that w =eb 1=20 v, where v 2 L2(0; l); and w0 2 L2;loc(1; 1), b1=21 w0 2 L2(1; 1).
This space is the completion of V by the seminorm kvkVb :=
  R l
0 [b0jvj2+
b1jv0j2] dx
1=2
:
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Now we can formulate the simple example of problem (1.1), (1.2).
Given u0 2 Vb and f0; f1 2 L2((0; 1)  (0; T )), ﬁnd a function u 2
Lp(0; T ;

W 1p (0; l)) such that b
1=2
0 u; b
1=2
1 ux 2 C([0; T ];L2(0; l)) and
(b0u  (b1ux)x)t   (ajuxjp 2ux)x = f0   (f1)x in Lp0(0; T ;W 1p0 (0; l));
(1.3)
b
1=2
0 ujt=0 = b1=20 u0; b1=21 uxjt=0 = b1=21 u00 in L2(0; l): (1.4)
Note that equation (1.3) is pseudoparabolic in the domain (1; 1)
(0; T ), parabolic in the domain ((0; 0)n (1; 1)) (0; T ) and elliptic in
((0; l)n(0; 0))(0; T ). Such equations belong to the class of degenerate
pseudoparabolic equations, and we believe that the right name for them
is elliptic-parabolic-pseudoparabolic equations. By the way, if b0 > 0
almost everywhere on (0; l) then corresponding equations should be called
parabolic-pseudoparabolic equations.
In this paper, we consider anisotropic elliptic-parabolic-pseudopara-
bolic equations with the variable exponents of nonlinearity that generalize
equation (1.3). A typical example is an equation
(b0(x)u 
nX
i=1
 
bi(x)uxi

xi
)t  
nX
i=1
(eai(x; t)juxi jpi(x) 2uxi)xi
+ ea0(x; t)jujp0(x) 2u = 0; (x; t) 2 Q; (1.5)
where bj  0 on 
 (the functions bj can be zero on subsets of 
 of positive
measure) and eaj ; pj are measurable, nonnegative and bounded functions,
moreover, ess infx2Q eai(x; t) > 0 (i = 1; n) and ess infx2
 pj(x) > 1 (j =
0; n). The functions pj are called exponents of nonlinearity.
Nonlinear diﬀerential equations with variable exponents of nonlin-
earity describe many physical processes such us electromagnetic ﬁelds,
electrorheological ﬂuids, image reconstruction processes, current ﬂow in
variable temperature ﬁeld [15]. Solutions of these problems belong to
some generalized Lebesgue and Sobolev spaces. The spaces were ﬁrst
introduced in [16]. The properties of these spaces and their applications
to nonlinear diﬀerential equations with variable exponents of nonlinearity
have been actively studied (see, e.g., [17–24]). But we do not known works
where to consider the anisotropic elliptic-parabolic-pseudoparabolic equa-
tions with variable exponents of nonlinearity.
In this paper we ﬁnd suﬃcient conditions for the existence and unique-
ness of the weak solutions to the initial-boundary value problems for the
anisotropic elliptic-parabolic-pseudoparabolic equations with variable ex-
ponents of nonlinearity. To proof the existence of weak solutions, we ap-
ply a combination of approximation and Galerkin methods. The paper
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is organized as follows. In Section 2, we formulate the problem and the
main results. Auxiliary statements are given in Section 3. Finally, in
Section 4 we prove main statements.
2. Statement of the problem and the main result
Let n 2 N, T > 0 be some numbers, Rn be the Euclidean space with
norm j  j deﬁned by jxj := (jx1j2 +    + jxnj2)1=2 for x = (x1; : : : ; xn)2
Rn. Suppose 
  Rn is a bounded domain with the piecewise smooth
boundary @
, @
 =  0 [  1, where  0 is the closure of an open set on
@
 (in particular,  0 can be ; or @
),  1 := @
 n  0,  = (1; : : : ; n) is
a unit, outward pointing normal vector on the @
. Let Q := 
 (0; T ),
0 :=  0  (0; T ), 1 :=  1  (0; T ).
In this paper we consider the following problem: to ﬁnd the function
u : Q! R satisfying (in some sense) the equation
 
b0(x)u 
nX
i=1
 
bi(x)uxi

xi

t
 
nX
i=1
d
dxi
ai(x; t; u;ru)
+ a0(x; t; u;ru) =  
nX
i=1
 
fi(x; t)

xi
+ f0(x; t); (x; t) 2 Q; (2.1)
the boundary conditions
u

0
= 0;
nX
i=1
ai(x; t; u;ru) i

1
= 0; (2.2)
and the initial condition
u(x; 0) = u0(x); x 2 
0 := fx 2 

 b0(x) > 0g: (2.3)
Here bj : 
 ! R, aj : Q  R1+n ! R, fj : Q ! R (j = 0; n),
u0 : 
 ! R are given functions, moreover, bj  0 on 
 (j = 0; n)
and fx 2 
  bi(x) > 0g =: 
i  
0 (i = 1; n). Notice that the functions
bj can be zero on subsets of 
 of positive measure.
Next we are going to deﬁne a weak solution of the problem (2.1)–
(2.3) and formulate the main result of our paper. For this, we need some
functional spaces and classes of input data of the given problem.
First we introduce the functional spaces. Let G denote 
 or Q.
Suppose that r 2 L1(
), r(x)  1 for a.e. x 2 
. Consider a sub-
space Lr()(G) of the vector space L1(G) consisting of all measurable
functions v such that G;r(v) < 1, where G;r(v) :=
R

 jv(x)jr(x) dx if
G = 
 and G;r(v) :=
RR
Q jv(x; t)jr(x) dx dt if G = Q: This is a Banach
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space with respect to the norm kvkLr()(G) := inff > 0 j G;r(v=)  1g
and it is called a generalized Lebesgue space. Note that the set C(G)
is dense in Lr()(G), and if r(x) = r0 = const  1 for a.e. x 2 
,
then jj  jjLr()(G) is the standard norm jj  jjLr0 (G) on the Lebesgue space
Lr0(G). If ess inf
x2

r(x) > 1, then the space Lr()(G) is reﬂexive and the
dual space [Lr()(G)]0 equals Lr0()(G), where the function r0 is deﬁned by
1
r(x) +
1
r0(x) = 1 for a.e. x 2 
.
Consider a vector-function p = (p0; : : : ; pn) : 
! Rn+1 satisfying the
following condition:
(P) for every j 2 f0; 1; : : : ; ng the function pj : 
! R is measurable
and
p j := ess inf
x2

pj(x)  2; p+j := ess sup
x2

pj(x) < +1:
Denote by p0 = (p00; : : : ; pn0) : 
 ! Rn+1 the vector-function such
that 1pi(x) +
1
pj 0(x) = 1 for a.e. x 2 
 (j = 0; n).
Deﬁne W 1p()(
) to be the space of functions v 2 Lp0()(
) such that
vx1 2 Lp1()(
), . . . , vxn 2 Lpn()(
). This is a Banach space with respect
to the norm kvkW 1
p()(
)
:= kvkLp0()(
)+
Pn
i=1 kvxikLpi()(
) and it is called
a generalized anisotropic Sobolev space. Let fW 1p()(
) be the subspace of
W 1p()(
) that is the closure of the space eC1(
) := fv 2 C1(
)  vj 0 = 0	
with respect to the norm k  kW 1
p()(
)
.
Denote by W 1;0p()(Q) the space of functions w 2 Lp0()(Q) such that
wx1 2 Lp1()(Q); : : : ; wxn 2 Lpn()(Q). Endow this space with the norm
kwk
W 1;0
p()(Q)
:= kwkLp0()(Q)+
Pn
i=1 kwxikLpi()(Q): It is a generalized aniso-
tropic Sobolev space as well. Deﬁne fW 1;0p()(Q) to be the subspace of
W 1;0p()(Q) such that if w 2 fW 1;0p()(Q) then w(; t) 2 fW 1p()(
) for a. e.
t 2 (0; T ).
Consider functions bj : 
 ! R (j = 0; n) such that the following
condition holds:
(B) for every j 2 f0; 1; : : : ; ng the function bj : 
! R is measurable
and bounded, bj(x)  0 for a.e. x 2 
, the set 
j := fx 2 

 bj(x) > 0g
is open, and ess supx2
0 bj(x) > 0 for every open set 
0 such that 
0  
j ;
moreover, 
i  
0 and @
i \  1 = ; for each i 2 f1; : : : ; ng:
Let eb0(x) = b0(x) if x 2 
0 and eb0(x) = 1 if x 2 
 n 
0. We
denote by eHb(
) the vector space of functions of the form w = eb 1=20 v,
where v 2 L2(
), such that for every i 2 f1; : : : ; ng the restriction of
w to 
i admits a generalized derivative wxi 2 L2;loc(
i) and, moreover,
b
1=2
i wxi 2 L2(
i) (to simplify notation, we regard b1=2i wxi as an element of
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L2(
)). We introduce a seminorm on eHb(
) by jjjwjjj :=  kb1=20 wk2L2(
) +Pn
i=1 kb1=2i wxik2L2(
)
1=2. It is easy to check that eHb(
) is the completion
of fW 1p()(
) with respect to the seminorm jjj  jjj (see [5]).
Let us introduce vector space C([0; T ]; eHb(
)) consisting of those
functions h : [0; T ] ! eHb(
) for which b1=20 h 2 C([0; T ];L2(
)) and
b
1=2
i hxi 2 C([0; T ];L2(
)) (i = 1; n). We endow this space with a semi-
norm
khk
C([0;T ]; eHb(
)) := maxt2[0;T ] kb1=20 ()h(; t)kL2(
)
+
nX
i=1
max
t2[0;T ]
kb1=2i ()hxi(; t)kL2(
):
Set by deﬁnition
Vp := fW 1p()(
); U bp := fW 1;0p()(Q) \ C [0; T ]; eHb(
):
Clearly, for every w 2 U bp we have w(; t) 2 Vp for a.e. t 2 [0; T ].
Finally, denote by Fp0 the space of vector-functions (f0; f1; : : : ; fn)
such that fi 2 Lpi0()(Q), and fi = 0 a.e. in some neighborhood of the
surface 1 (i = 1; n).
Now let us introduce classes of the data of the problem (2.1)–(2.3).
Deﬁne Ap(1 3) to be the set of functions (a0; a1; : : : ; an) that satisfy
the following assumptions:
(A1) for every j 2 f0; 1; : : : ; ng, the function
Q R1+n 3 (x; t; s; ) 7! aj(x; t; s; ) 2 R
is Caratheodory, i.e., aj(x; t; ; ) : R1+n ! R is a continuous func-
tion for a.e. (x; t) 2 Q, and aj(; ; s; ) : Q ! R is a measurable
function for every (s; ) 2 R1+n;
(A2) for every j 2 f0; 1; : : : ; ng, every (s; ) 2 R1+n, and a.e. (x; t) 2 Q,
we have
jaj(x; t; s; )j  C1
 jsjp0(x)=pj 0(x) + nX
l=1
jljpl(x)=pj 0(x)

+ hj(x; t);
where C1 = const > 0, hj 2 Lpj 0()(Q);
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(A3) for every (s1; 1), (s2; 2) 2 R1+n and a.e. (x; t) 2 Q,
nX
i=1
 
ai(x; t; s1; 
1)  ai(x; t; s2; 2)

(1i   2i )
+
 
a0(x; t; s1; 
1)  a0(x; t; s2; 2)

(s1   s2)  0: (2.4)
For simplicity of notations, we denote
@0v := v; @iv := vxi (i = 1; n)
for any function v from 
 or Q to R.
Denition 2.1. Let pj, bj (j = 0; n) satisfy conditions (P), (B), respec-
tively, u0 2 eHb(
), (f0; f1; : : : ; fn) 2 Fp0, (a0; a1; : : : ; an) 2 Ap(1   3).
The function u 2 U bp is called a weak solution of problem (2.1){(2.3) if u
satises the initial condition (see (2.3))
jjju(; 0)  u0()jjj = 0; (2.5)
and the integral equality
ZZ
Q
 nX
j=0
aj(x; t; u;ru) @jv

' 
 nX
j=0
bj@ju @jv

'0

dx dt
=
ZZ
Q
 nX
j=0
fj @jv

'dx dt (2.6)
holds for every v 2 Vp and ' 2 C10 (0; T ) := f' 2 C1([0; T ]) j supp' 
(0; T )g:
Denote by Ap(1 3; 3) the set of functions (a0; a1; : : : ; an) 2 Ap(1 3)
satisfying an extra condition:
(A3) if s1 6= s2 then for a.e. (x; t) 2 (
 n 
0)  (0; T ) the sign “”
can be replaced by the sign “>” in the inequality (2.4).
Theorem 2.1. If pj, bj (j = 0; n) satisfy conditions (P), (B), respec-
tively, and (a0; a1; : : : ; an) 2 Ap(1 3; 3), then the weak solution of prob-
lem (2.1){(2.3) is unique.
Denote by Ap(1 4) the set of functions (a0; a1; : : : ; an) 2 Ap(1 3)
satisfying a condition
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(A4) for every (s; ) 2 R1+n and for a.e. (x; t) 2 Q,
nX
j=0
ai(x; t; s; )i + a0(x; t; s; )s
 K1
 nX
i=1
jijpi(x) + jsjp0(x)

  g(x; t);
where K1 = const > 0, g 2 L1(Q).
Note that the function g above satisﬁes g(x; t)  0 for a.e. (x; t) 2 Q.
This follows from the inequality in condition (A4) when 1 =    = n = 0
and s = 0.
Theorem 2.2. If pj ; bj (j = 0; n) satisfy conditions (P), (B), respec-
tively, u0 2 eHb(
), (f0; f1; : : : ; fn) 2 Fp0 and (a0; a1; : : : ; an) 2 Ap(1 4),
then problem (2.1){(2.3) has a weak solution u. Moreover, any weak
solution u of this problem satises the following estimate:
max
t2[0;T ]
jjju(; t)jjj2 +
ZZ
Q
 nX
j=0
@ju(x; t)pj(x) dx dt  C2jjju0()jjj2
+ C3
ZZ
Q
 nX
j=0
fj(x; t)pj 0(x) + g(x; t) dx dt; (2.7)
where C2; C3 are positive constants depending only on K1 and p
 
j (i =
0; n).
Finally, let Ap(1 3; 3; 4) be the set of functions (a0; a1; : : : ; an) 2
Ap(1 3) satisfying both conditions (A3) and (A4).
Corollary 2.1. If pj ; bj (j = 0; n) satisfy conditions (P), (B), re-
spectively, u0 2 eHb(
), (f0; f1; : : : ; fn) 2 Fp0 and (a0; a1; : : : ; an) 2
Ap(1 3; 3; 4), then problem (2.1){(2.3) has a unique weak solution, and
one satises (2.7).
3. Auxiliary statements
In this section, we prove some technical statements, that will be im-
portant for the proof of the main results.
Let !1 2 C10 (R) be a standard molliﬁer (see [26, p. 629]), i.e., supp!1
 [ 1; 1], !1(z)  0, !1( z) = !1(z) if z 2 R,
R
R !1(z) dz = 1. Con-
sider a family of functions f! : R ! R j  > 0g deﬁned by !(z) :=
(1=)!1(z=) for all z 2 R and  > 0.
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For every  > 0 we deﬁne the molliﬁcation of any  2 L1(Q) by the
rule
 (x; t) :=
Z
R
 (x; )!(   t) d for a.e. (x; t) 2 Q;
where  (x; t) :=  (x; t) if x 2 
; t 2 (0; T ), and  (x; t) := 0 if x 2

; t 62 (0; T ).
The following statement is well known for standard Lebesgue spaces
(see [26]). For the generalized Lebesgue spaces it was proved in [23] (see
also the proof of Lemma 1 in [22]).
Lemma 3.1. If r 2 L1(
), r(x)  1 for a.e. x 2 
, then for every
function f 2 Lr()(Q) we have
f !
!0
f strongly in Lr()(Q):
Lemma 3.2. Suppose that bj (j = 0; n) satisfy condition (B), and func-
tions w 2 fW 1;0p()(Q) and gj 2 Lpj 0()(Q) (j = 0; n) satisfy an identityZZ
Q
 nX
j=0
gj@jv

' 
 nX
j=0
bj@jw@jv

'0

dx dt = 0;
v 2 Vbp; ' 2 C10 (0; T ): (3.1)
Then w 2 C [0; T ]; eHb(
) and for every  2 C1([0; T ]), v 2 Vp, and
t1; t2 2 [0; T ], t1 < t2, we have
(t2)
Z


 nX
j=0
bj(x)@jw(x; t2)@jv(x)

dx
  (t1)
Z


 nX
j=0
bj(x)@jw(x; t1)@jv(x)

dx
+
t2Z
t1
Z


 nX
j=0
gj@jv

  
 nX
j=0
bj@jw@jv

0

dx dt = 0; (3.2)
1
2
(t2)jjjw(; t2)jjj2   1
2
(t1)jjjw(; t1)jjj2   1
2
t2Z
t1
jjjw(; t)jjj20(t) dt
+
t2Z
t1
Z


 nX
j=0
gj@jw

 dx dt = 0: (3.3)
300 Initial-boundary value problems...
Proof. Let us construct functions bw; bgj : 
 ( T; 2T ) (j = 0; n) by
bw(x; t) :=
8><>:
w(x; t) if   T < t < 0;
w(x; t) if 0  t  T;
w(x; 2T   t) if T < t < 2T;
bgj(x; t) :=
8><>:
 gj(x; t) if   T < t < 0;
gj(x; t) if 0  t  T;
 gj(x; 2T   t) if T < t < 2T:
It is easy to check that the equality
2TZ
 T
Z


 nX
j=0
bgj @jv'   nX
j=0
bj@j bw@jv'0 dx dt = 0 (3.4)
holds for every v 2 Vp, ' 2 C10 ( T; 2T ).
Now let f! j  > 0g be the functions introduced earlier in this section.
Choose a number k0 2 N such that 1=k0 < T=2. By denition, for each
k  k0 we set
bwk(x; ) := Z
R
bw(x; t)!1=k(t  ) dt;
bgj;k(x; ) := Z
R
bgj(x; t)!1=k(t  ) dt; j = 0; n;
for every  2 [ T=2; T ] and for a.e. x 2 
.
According to Lemma 3.1, we have
@j bwk  !
k!1
b@jw in Lpj() 
 ( T=2; T ); j = 0; n; (3.5)
b
1=2
j @j bwk  !
k!1
b
1=2
j @j bw in L2 
 ( T=2; T ); j = 0; n; (3.6)bgj;k  !
k!1
bgj in Lpj 0() 
 ( T=2; T ); j = 0; n: (3.7)
Note that b
1=2
j @j bwk 2 C([ T=2; T ];L2(
)) (k  k0; j = 0; n).
For each  2 [T=2; T ] and k  k0 we substitute !1=k(   ) for '()
in (3.4), which yieldsZ


 nX
j=0
bj(x)
@
@
@j bwk(x; ) @jv(x) + nX
j=0
bgj;k(x; ) @jv(x)dx = 0: (3.8)
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Let k; l 2 N be arbitrary numbers such that k; l  k0. Set bwkl :=bwk   bwl; bgj;kl := bgj;k   bgj;l (j = 0; n). Then it follows from (3.8) thatZ


 nX
j=0
bj(x)
@
@
@j bwkl(x; ) @jv(x) + nX
j=0
bgj;kl(x; ) @jv(x)dx = 0; (3.9)
where v 2 Vp,  2 [ T=2; T ].
Take a function  2 C1(R). For every  2 [ T=2; T ], the functionsbwkl(; ) () belong to Vp. Substituting bwkl(; ) () for of v() in (3.9)
and integrating the obtained equality for  from t1 to t2 ( T=2  t1 <
t2  T ), we get
1
2
Z


 nX
j=0
bj(x)j@j bwkl(x; )j2()=t2
=t1
dx
  1
2
t2Z
t1
Z


 nX
j=0
bj(x)j@j bwkl(x; )j20() dx d
+
t2Z
t1
Z


 nX
j=0
bgj;kl(x; )@j bwkl(x; ) () dx d = 0: (3.10)
Now suppose
0  ()  1 if  2 R; () = 0 if    T=2;
() = 1 if   0; j0()j  4=T if  2 [ T=2; 0]:
Taking t1 =  T=2 and t2 = t 2 [0; T ] in (3.10), we obtain
k bwklkC([0;T ]; eHb(
))  maxt2[0;T ] jjj bwkl(; t)jjj2  4T
0Z
 T=2
jjj bwkl(; )jjj2 d
+ 2
TZ
 T=2
Z


 nX
j=0
jbgj;kl(x; )j j@j bwkl(x; )j dx d: (3.11)
In view of (3.5){(3.7), it follows from (3.11) that
b
1=2
j @j bwkl  !
k; l!+1
0 in C([0; T ];L2(
)); j = 0; n:
Therefore fb1=2j @j bwkg1k=1 (j = 0; n) are Cauchy sequences in the space
C([0; T ]; L2(
)) and hence
b
1=2
j @j bwk  !
k!+1
b
1=2
j @j bw in C([0; T ];L2(
)); j = 0; n: (3.12)
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Hence b
1=2
j @jw 2 C([0; T ];L2(
)) (j = 0; n) and w 2 C([0; T ]; eHb(
)).
Take an arbitrary function  2 C1([0; T ]) and any points t1; t2 2 [0; T ]
such that t1 < t2. For each  2 [0; T ], we multiply both sides of (3.8) by
() and integrate for  over [t1; t2]:
t2Z
t1
Z


 nX
j=0
bj(x)
h @
@
@j bwk(x; )i @jv(x)() dxd
+
t2Z
t1
Z


 nX
j=0
bgj;k(x; )@jv(x)() dx d = 0: (3.13)
Then we integrate by parts the rst term in the left-hand side of
equality (3.13), and let k ! +1. In view of (3.7), (3.12), we get (3.2).
Finally, for each  2 [0; T ] and k  k0 we substitute bwk(; )() for
v() in (3.8), then integrate for  over [t1; t2]. Similarly to (3.10), we get
1
2
Z


 nX
j=0
bj(x)j@j bwk(x; )j2()=t2
=t1
dx
  1
2
t2Z
t1
Z


 nX
j=0
bj(x)j@j bwk(x; )j20() dx d
+
t2Z
t1
Z


 nX
j=0
bgj;k(x; )@j bwk(x; )() dx d = 0: (3.14)
Letting k ! +1 in (3.14) and using (3.5), (3.7), (3.12), we get (3.3).
4. Proof of the main results
For an arbitrary function w 2 L1(Q) such that wx1 ; : : : ; wxn 2 L1(Q),
we denote
aj(w)(x; t) := aj(x; t; w(x; t);rw(x; t)); (x; t) 2 Q; j = 0; n:
Proof of Theorem 2:1. We assume the contrary. Let u1, u2 be two weak
solutions of the problem (2.1){(2.3). Let us subtract equality (2.6) with
u = u2 from the same equality with u = u1. Using Lemma 3.2 with
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w = u1   u2,   1, t1 = 0, t2 =  2 (0; T ], we get (see (3.3))
1
2
Z


 nX
j=0
bj(x)j@ju1(x; )  @ju2(x; )j2

dx
+
Z
0
Z


n nX
j=0
(aj(u1)  aj(u2))(@ju1   @ju2)

dx dt = 0;
 2 (0; T ]: (4.1)
This equality and (A3) yield Pnj=0 bj j@ju1   @ju2j2 = 0 a.e. on Q, andPn
j=0(aj(u1)   aj(u2))(@ju1   @ju2) = 0 a.e. on Q. The rst equality
implies that w(x; t) = 0 for a.e. (x; t) 2 
0 (0; T ). The second equality
and condition (A3) imply that w(x; t) = 0 for a.e. (x; t) 2 (
n
0) 
(0; T ). Therefore w(x; t) = 0 for a.e. (x; t) 2 Q, that is, u1 = u2. We
have arrived at a contradiction, which proves the theorem.
Proof of Theorem 2:2. We use Galerkin's method. Let fwj j j 2 Ng be a
set of linearly independent functions from Vp that is complete in Vp and
in eHb(
). For each m 2 N, let Um := d1w1+   +dmwm j d1; : : : ; dm 2
R
	
be the span of fw1; : : : ; wmg . Obviously, the closure of
S
m2N Um by
the norm W 1p()(
) coincides with Vp while the closure of
S
m2N Um by
the seminorm jjj  jjj coincides with eHb(
).
We take a sequence

u0;m
	1
m=1
such that u0;m 2 Um for all m 2 N
and
jjju0   u0;mjjj  !
m!+1 0: (4.2)
Notice that for every  2 (0; 1] and for a.e. x 2 
, we haveb1=2j (x)  bj(x) + 1=22@ju0;m(x)2  4(bj(x) + 1)@ju0;m(x)2;
j = 0; n:
By the Dominated Convergence Theorem, for every m 2 N we getb1=2j @ju0;m   bj + 1=2@ju0;m
L2(
)
 !
!0+
0; j = 0; n:
Therefore there exist sequences of positive numbers fj;mg1m=1 (j = 0; n)
such that j;m  !
m!+1 0 (j = 0; n) andb1=2j @ju0;m   bj + j;m1=2@ju0;m
L2(
)
 !
m!+1 0; j = 0; n: (4.3)
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Set by denition
bj;m(x) := bj(x) + j;m; x 2 
; j = 0; n; m 2 N: (4.4)
Therefore, by (4.2){(4.4), we haveb1=2j @ju0   b1=2j;m@ju0;m
L2(
)
 !
m!+1 0; j = 0; n: (4.5)
According to Galerkin's method, for every m 2 N we set
um(x; t) :=
mX
k=1
cm;k(t)wk(x); (x; t) 2 Q; (4.6)
where (cm;1; : : : ; cm;m) are solutions of the Cauchy problem for the system
of ordinary dierential equations
Z


 nX
j=0
bj;m
h @
@t
@jum
i
@jwl

dx+
Z


 nX
j=0
(aj(um)  fj)@jwl

dx = 0;
t 2 [0; T ]; l = 1;m; (4.7)
um

t=0
= u0;m: (4.8)
The system (4.7) can be transformed into the normal form. Hence,
according to the theorems of existence, uniqueness and extension of the
solution to this problem (see [25]), there exists a unique global solution
(c1;m; : : : ; cm;m) of problem (4.7), (4.8). This solution is dened on an
interval [0; Tmi, where Tm  T and i means either ) or ]. Further we will
get estimates that imply the equality [0; Tmi = [0; T ].
For each l 2 f1; : : : ;mg, we multiply equality with number l of (4.7)
by cm;l, then sum up over l. Next we integrate for t over an interval
[0;  ]  [0; Tmi. Integrating by parts and using (4.6), (4:8), we obtain
1
2
Z


 nX
j=0
bj;m(x)j@jum(x; )j2

dx 1
2
Z


 nX
j=0
bj;m(x)j@ju0;m(x)j2

dx
+
Z
0
Z


 nX
j=0
aj(um)@jum

dx dt =
Z
0
Z


 nX
j=0
fj@jum

dx dt: (4.9)
Now we need the following form of Young's inequality:
ab  "jajr(x) + "  1r  1 jbjr0(x); a; b 2 R; " 2 (0; 1); (4.10)
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for a.e. x 2 
, where r 2 L1(
), r  := ess infx2
 r(x) > 1, r0(x) :=
r(x)=(r(x)  1) for a.e. x 2 
.
Using condition (A4) and inequality (4.10) with small enough " 2
(0; 1), for example, " = 12 minf1;K1g > 0, we derive from (4.9) thatZ


 nX
j=0
bj;m(x)@j jum(x; )j2

dx
+K1
Z
0
Z


 nX
j=0
j@jum(x; t)jpj(x)

dx dt
 C5
Z
0
Z


nX
j=0
jfj(x; t)jpj 0(x) dx dt+ 2
Z
0
Z


g(x; t) dx dt
+
Z


 nX
j=0
bj;m(x)j@ju0;m(x)j2

dx;  2 (0; Tmi: (4.11)
It follows from (4.5) that the sequences
 R


Pn
j=0 bj;m(x)j@ju0;m(x)j2 
dx
	+1
m=1
are bounded. Hence (4.11) implies the estimatesZ


 nX
j=0
bj;m(x)j@jum(x; )j2

dx  C8; (4.12)
Z
0
Z


 nX
j=0
j@jum(x; t)jpj(x)

dx dt  C9; (4.13)
where  2 (0; Tmi is arbitrary and C8; C9 are positive constants indepen-
dent of  and m.
Note that (4.12) implies that [0; Tmi = [0; T ]: Therefore the estimates
(4.12), (4.13) hold for each  2 [0; T ]:
Condition (A2) and estimates (4.13) yieldZZ
Q
jaj(um)(x; t)jpj 0(x) dx dt  C10; j = 0; n; (4.14)
where C10 > 0 is independent of m.
Since the spaces Lpj()(Q), Lpj 0()(Q) (j = 0; n) are reexive (see [17,
p. 600]), it follows from (4.12), (4.13) and (4.14) that there exists a
subsequence of the sequence fumg (which will be denoted by fumgm2N
for simplicity), functions u 2 fW 1;0p()(Q), euj 2 L1(0; T ;L2(
)) and j 2
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Lpj 0()(Q) (j = 0; n) such that
b
1=2
j;m@jum  !m!1 euj  -weakly in L1(0; T ;L2(
)); j = 0; n; (4.15)
um  !
m!1u weakly in
fW 1;0p()(Q); (4.16)
aj(um)  !
m!1j weakly in Lpj 0()(Q); j = 0; n: (4.17)
Let us prove that u is a weak solution of problem (2.1){(2.3). First
note that
b
1=2
j;m  !m!1 b
1=2
j strongly in L2(
) and a.e. on 
 (j = 0; n): (4.18)
Now let us show that
~uj = b
1=2
j @ju (j = 0; n) a.e. on Q: (4.19)
Indeed, take an arbitrary function  2 C(Q). Then (4.15) yield thatZZ
Q
b
1=2
j;m@jum dx dt  !m!+1
ZZ
Q
~uj dx dt; j = 0; n: (4.20)
Using the Dominated Convergence Theorem and (4.18), it is easy
to show that b
1=2
j;m  !m!+1 b
1=2
j  in Lpj 0()(Q) (j = 0; n). By (4.16), we
obtain ZZ
Q
@jumb
1=2
j;m dxdt  !m!+1
ZZ
Q
@jub
1=2
j  dx dt; j = 0; n: (4.21)
Relations (4.20), (4.21) imply that for every  2 C(Q) the equalitiesZZ
Q
~uj dxdt =
ZZ
Q
b
1=2
j @ju dxdt; j = 0; n;
hold, which implies equalities (4.19).
Fix number l 2 N and m 2 N such that m  l. We multiply equality
with number l of (4.7) by a function  2 C1([0; T ]) such that (T ) = 0,
then integrate for t over [0; T ]. Next we integrate by parts and let m!
1. In view of (4.5), (4.8), (4.15){(4.19), we get
 (0)
Z
Q
 nX
j=0
bj(x)@ju0(x)@jwl(x)

dx 
ZZ
Q
 nX
j=0
bj@ju@jwl

0 dx dt
+
ZZ
Q
 nX
j=0
(j   fj)@jwl

 dx dt = 0: (4.22)
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The latter equality implies that for every v 2 Vp and  2 C1([0; T ]),
(T ) = 0,
  (0)
Z
Q
 nX
j=0
bj(x)@ju0(x)@jv(x)

dx 
ZZ
Q
 nX
j=0
bj@ju@jv

0 dx dt
+
ZZ
Q
 nX
j=0
(j   fj)@jv

 dx dt = 0: (4.23)
Notice that if we take  = ' 2 C10 (0; T ) in (4.23), thenZZ
Q
 nX
j=0
 
(j   fj)@jv

' 
 nX
j=0
bj@ju@jv

'0

dx dt = 0 (4.24)
for every v 2 Vp and ' 2 C10 (0; T ). According to Lemma 3.2, (4.24)
implies that
u 2 C [0; T ]; eHb(
) (4.25)
and for every v 2 Vp and  2 C1([0; T ]), (T ) = 0, the equality
  (0)
Z


 nX
j=0
bj(x)@ju(x; 0)@jv(x)

dx 
ZZ
Q
 nX
j=0
bj@ju@jv

0 dx dt
+
ZZ
Q
 nX
j=0
(j   fj)@jv

 dx dt = 0 (4.26)
holds.
Now (4.23) and (4.26) imply (2.5). In view of (4.16) and (4.25), we
conclude that u 2 U bp .
According to (4.24), to prove (2.6) it is enough to show that the
equality Z


 nX
j=0
j@jv

dx =
Z


 nX
j=0
aj(u)@jv

dx (4.27)
is valid for every v 2 Vp and for a.e. t 2 (0; T ). To this end, we use
the monotonicity method (see [27]). Take an arbitrary function w 2
W 1;0p()(Q). Using condition (A3) for every m 2 N, we obtain
Wm :=
ZZ
Q
 nX
j=0
(aj(um)  aj(w))(@jum   @jw)

 dx dt  0;
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where (t) = 1  t=T; t 2 R:
Hence
Wm =
ZZ
Q
 nX
j=0
aj(um)@jum

 dx dt 
ZZ
Q
 nX
j=0

aj(um)@jw
+ aj(w)(@jum   @jw)

 dx dt  0; m 2 N: (4.28)
For each l 2 f1; : : : ;mg, we multiply equality with number l of (4.7) by
cm;l and then sum up over l. Next we integrate for t over [0; T ], then
integrate by parts and use (4.6) and (4:8). We obtain
ZZ
Q
 nX
j=0
aj(um)@jum

 dx dt =
ZZ
Q
 nX
j=0
fj@jum

 dx dt
  1
2T
ZZ
Q
 nX
j=0
bj;mj@jumj2

dx dt+
1
2
Z


 nX
j=0
bj;mj@ju0;mj2

dx;
m 2 N: (4.29)
By (4.28) and (4.29), we get
Wm =
ZZ
Q
 nX
j=0
fj@jum

 dx dt  1
2T
ZZ
Q
 nX
j=0
bj;mj@jumj2

dx dt
+
1
2
Z


 nX
j=0
bj;mj@ju0;mj2

dx 
ZZ
Q
 nX
j=0

aj(um)@jw
+ aj(w)(@jum   @jw)

 dx dt  0; m 2 N: (4.30)
The relations (4.15), (4.19) imply
lim
m!1 inf
ZZ
Q
 nX
j=0
bj;mj@jumj2

dx dt 
ZZ
Q
 nX
j=0
bj j@juj2

dx dt:
(4.31)
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Using (4.5), (4.16), (4.17) and (4.31), we derive from (4.30) that
0  lim
m!1 supWm 
ZZ
Q
 nX
i=1
fj@ju

 dx dt
  1
2T
ZZ
Q
 nX
j=0
bj j@juj2

dx dt+
1
2
Z


 nX
j=0
bj j@ju0j2

dx
 
ZZ
Q
 nX
j=0

j@jw + aj(w)(@ju  @jw)

 dx dt: (4.32)
Using Lemma 3.2 and (2.5), we derive from (4.24) that
ZZ
Q
 nX
j=0
j@ju

 dx dt =
ZZ
Q
 nX
j=0
fj@ju

 dx dt
  1
2T
ZZ
Q
 nX
j=0
bj j@juj2

dx dt+
1
2
Z


 nX
j=0
bj j@ju0j2

dx: (4.33)
Now (4.32) and (4.33) imply thatZZ
Q
 nX
j=0
(j   aj(w))(@ju  @jw)

 dx dt  0: (4.34)
In the case w = u   v', where v 2 Vp, ' 2 C10 (0; T ) and  > 0,
inequality (4.34) implies thatZZ
Q
 nX
j=0
(j   aj(u  v'))@jv

' dx dt  0: (4.35)
Letting  ! 0+ in (4.35), using conditions (A1), (A2), and the Domi-
nated Convergence Theorem (see [26, p. 648]), we obtainZZ
Q
 nX
j=0
(j   aj(u))@jv

' dx dt = 0
for all v 2 Vp and ' 2 C10 (0; T ). Therefore, (4.27) holds.
From (4.24), taking into account (4.27), we get (2.6). It follows that
u is a weak solution of problem (2.1){(2.3).
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Finally, let us prove estimate (2.7). Take an arbitrary weak solution
u of problem (2.1){(2.3). Using Lemma 3.2 with   1, t1 = 0, t2 =  2
(0; T ] (see (3.3)), we derive from (2.6) that
1
2
Z


 nX
j=0
bj(x)j@ju(x; )j2

dx+
Z
0
Z


 nX
j=0
aj(u)@ju

dx dt
=
Z
0
Z


 nX
j=0
fj@ju

dx dt+
Z


 nX
j=0
bj(x)j@ju0(x)j2

dx:
To complete the proof of (2.7), we proceed in the same way as in the
proof of inequality (4.11), this time using (A4) and (4.10).
References
[1] S. L. Sobolev, Some new problems in mathematical physics // Izv. Akad. nauk
SSSR. Ser. mat., 18 (1954), 3{50.
[2] G. I. Barenblatt, I. P. Zheltov, I. N. Kochina, Basic concepts in the theory of
seepage of homogeneous liquids in ssured rocks // J. Appl. Math. Mech., 24
(1960), 1286{1303 (Prykl. matem. i mehan., 24 (1960), No. 5, 58{73).
[3] A. Mikelic, A global existence result for the equations describing unsaturated ow
in porous media with dynamic capillary pressure // Journal of Dierential Equa-
tions, 248 (2010), N 6, 1561{1577.
[4] R. E. Showalter, T. W. Ting, Pseudoparabolic partial dierential equations //
SIAM J. Math. Anal., 1 (1970), 1{26.
[5] R. E. Showalter, Monotone operators in Banach space and nonlinear partial dif-
ferential equations, Mathematical surveys and monographs, 49, Amer. Math. Soc.,
Providence, 1997.
[6] A. L. Gladkov, Uniqueness solvability of the Cauchy problem for certain quasilin-
ear pseudoparabolic equations // Mathematical Notes., 60 (1996), No. 3, 264{268.
[7] A. I. Kozhanov, Initial boundary value problem for generalized Boussinesque type
equations with nonlinear source // Mathematical Notes, 1 (1999), No. 65, 59{63.
[8] M. Ptashnyk, Degenerate quasilinear pseudoparabolic equations with memory
terms and variational inequalities // Nonlinear Anal., 66 (2007), No. 12, 2653{
2675.
[9] R. E. Showalter, Degenerate evolution equations and applications // Indiana Uni-
versity Mathematics Journal, 23 (1974), No. 8, 655{677.
[10] C. V. Pao, Boundary-value problems of a degenerate Sobolev-type dierential
equation // Can. Math. Bull., 20 (1977), 221{228.
[11] K. L. Kuttler, Jr., The Galerkin method and degenerate evolution equations //
Journal of Mathematical Analysis and Applications, 107 (1985), 396-413.
[12] V. A. Malovichko, On boundary value problems for degenerate pseudoparabolic
and pseudohyperbolic systems // Dierents. uravnenija, 27 (1991), No. 12, 2120{
2124.
M. Bokalo and H. Domanska 311
[13] A. I. Kozhanov, On solution properties for a some class of pseudoparabolic equa-
tions // Dokl. RAN, 326 (1992), No. 5, 781{786.
[14] I. E. Egorov, S. G. Pjatkov, S. V. Popov, Nonclassical dierential-operator equa-
tions, Novosibirsk: Nauka, 2000.
[15] M. R _uzicka, Electrorheological uids: modeling and mathematical theory, Lecture
Notes in Mathematics, 1748, Springer-Verlag, Berlin, 2000.
[16] W. Orlicz, Uber konjugierte Exponentenfolgen // Studia Mathematica (Lwow), 3
(1931), 200{211.
[17] O. Kovacik, J. Rakosnc,, On spaces Lp(x) and W k; p(x) // Czechoslovak Mathe-
matical Journal, 41 (1991), No. 116, 592{618.
[18] X. Fan, D. Zhao, On the space Lp(x)(
) and Wm;p(x)(
) // Journal of Mathe-
matical Analysis and Applications, 263 (2001), 424{446.
[19] Y. Alkhutov, S. Antontsev, V. Zhikov, Parabolic equations with variable order of
nonlinearity // Collection of works of Institute of Mathematics NAS of Ukraine,
6 (2009), 23{50.
[20] S. Antontsev, S. Shmarev, Extinction of solutions of parabolic equations with vari-
able anisotropic nonlinearities // Proceedings of the Steklov Institute of Mathe-
matics, 261 (2008), 11{21.
[21] M. M. Bokalo, The unique solvability of a problem without initial conditions for
linear and nonlinear elliptic-parabolic equations // Journal of Mathematical Sci-
ences, 178 (2011), No. 1, 41{64 (Translated from Ukrains'kyi Matematychnyi
Visnyk, 8 (2011), No. 1, 55{86).
[22] M. M. Bokalo, I. B. Pauchok, On the well-posedness of a Fourier problem for
nonlinear parabolic equations of higher order with variable exponents of nonlin-
earity // Matematychni Studii, 24 (2006), No. 1, 25{48.
[23] O. M. Buhrii, G. P. Domans'ka, N. P. Protsakh, Initial boundary value problem for
nonlinear dierential equation of the third order in generalized Sobolev spaces //
Visnyk of the Lviv Univiversity (Herald of the Lviv Univiversity). Series Mechan-
ics and Mathematics, 64 (2005), 44{61.
[24] R. A. Mashiyev, O. M. Buhrii, Existence of solutions of the parabolic variational
inequality with variable exponent of nonlinearity // Journal of Mathematical
Analysis and Applications, 377 (2011), 450{463.
[25] E. A. Coddington, N. Levinson, Theory of ordinary dierential equations,
McGraw-Hill book company, New York, Toronto, London, 1955.
[26] L. C. Evans, Partial dierential equations, Graduate Studies in Mathematics,
Vol. 19, Amer. Math. Soc., 2010.
[27] J.-L. Lions, Quelques methodes de resolution des problemes aux limites non
lineaires, Dunod Gauthier-Villars, Paris, 1969.
Contact information
M. Bokalo and
H. Domanska
Ivan Franko National University of Lviv
79000 Lviv,
Ukraine
E-Mail: mm.bokalo@gmail.com,
h.domanska@gmx.net
