The Travelling Salesman Problem (TSP), which is a combinatorial NP-hard problem, aims to find the shortest possible path while visiting all cities (only once) in a given list and returns to the starting point. In this paper, an approach, which is based on k-means clustering and Shuffled Frog Leaping Algorithm (SFLA), is used to solve the TSP. The proposed approach consists of three parts: separate the cities into k clusters, find the shortest path for each cluster and merge the clusters. Experimental results have shown that the algorithm get better results as the number of cluster increase for problems that have a large number of cities.
Introduction
The TSP, which is a combinatorial NP-hard problem and one of the mostly studied optimization problems, was firstly formulated in 1930. The aim of the problem is to find the shortest possible path which is starts and ends with same city, provided that visiting all cities only once. Although, TSP is generally used as a benchmark problem of the optimization to analyze the performance of the algorithms, it is applied on many real world problems [1] [2] [3] . It can be seen that there are many researches and works about TSP in literature. Especially in last years, many meta-heuristic algorithms were applied on the specified problem. Chaudhari and Thakkar [4] applied ant colony optimization (ACO), firefly algorithm (FA), particle swarm optimization (PSO) and genetic algorithm (GA) on the travelling salesman problem. The performance comparison of the algorithms was done and they stated that ACO and GA performed better than the other algorithms. Hatamlou [5] worked on the TSP to compare the performance of black hole (BH) algorithm with other metaheuristic algorithms' (ACO, PSO and PSO) performances. Based on the experimental results, it is stated that BH algorithm gives better results than other algorithms. Besides, BH is faster in terms of run time. Saji and Riffi [6] compared the performance of bat algorithm (BA) with traditional and metaheuristic algorithms on travelling salesman problem. Gupta et al. [7] proposed a discrete and greedy version of whale optimization algorithm (WOA) to solve the travelling salesman problem. They stated that the proposed algorithm (GWOA) is more prominent then the other algorithmsstandard WOA and GAwith its successful results.
In this paper, a new approach based on clustering is proposed to solve the TSP. The motivation of this study is to show the effect of the clustering approach on the travelling salesman problem. For this purpose, k-means algorithm was used as clustering algorithm and shuffled frog leaping algorithm was used to search the shortest path for each cluster. As last step, Prim algorithm was used to merge the clusters.
The rest of this paper is organized as follows: Firstly, the definition of the TSP, basic steps of the k-means algorithm, the details of the SFLA, an abstract of the Prim algorithm and a review of the proposed approach were done in Section 2. Then, the experimental results were presented in Section 3. Finally, a discussion of the paper was done in Section 4.
Materials and Method
In this paper, the TSP is discussed as a problem to be solved. To solve the problem, an approach based on clustering was proposed.
The travelling salesman problem
The TSP is a combinatorial optimization problem which has a salesman has to visit all cities only once and back to starting city. Since there is no algorithm to solve the TSP in polynomial time, it is a problem that belongs to NP-hard problem class. The minimum expected time to achieve shortest path is exponential. The purpose of the salesman is to find an answer for the following question: "For a given list of cities, what is the shortest possible tour that visits all cities only once and returns to the origin city?" [2, [7] [8] [9] The TSP can be represented as a connected graph G = (N, E), where vertices (N) of the graph represent the set of n cities must be visited, and the edges (E) represent the paths which connecting all cities. Besides, an edge's length is the path's distance. The distance between ith and jth cities dij is usually calculated by Euclidean distance. Eq. (1) represents the mathematical formula of the distance an edge (i, j) ϵ E [5-8].
= √( − ) 2 + ( − ) 2 (1)
In this paper, five benchmark problems with different number of cities were used. The datasets were taken from [10] . The details about the benchmark problems, which were used in this work, were presented in Table 1 . 
K-means clustering algorithm
K-means [11] is one of the most popular algorithms for non-hierarchical clustering problem. The purpose of the algorithm is to separate N data objects into k cluster. In k-means algorithm, the data objects are clustered according to the distance between each other. K-means works according to the traditional clustering dialectic, and so that each data object can belong to only one cluster. K-means algorithm tries to find the centroids which have minimum distance with the data objects belong to them [12] [13] [14] .
The algorithm starts with a random initialization of centroids. Then, for each data object, the nearest cluster is found and the object assigned to that cluster. After assigning of all data objects to the nearest cluster is done, the position of the all centroids is calculated by using new members of clusters. The assigning of the objects to the clusters and updating of the position of the clusters are applied in a loop. Algorithm stops when there is no more change for centroids or in case of finishing criteria is provided [12, 14] .
The following four steps organized by Velmurugan to summarize the k-means algorithm [15]: 1. Initialize k centroids randomly within the solution space.
2. Assign each data object to the nearest cluster. 3. Update the position of the centroids according to the new members. 4. Repeat steps 2 and 3 until finishing criteria is provided.
Shuffled frog leaping algorithm
The SFLA, which is a population based, memetic meta-heuristic and iterative optimization algorithm, was first proposed to solve the discrete problems by Eusuff et al. The algorithm was modelled based on social behaviors of the frog population. In social life of frogs, the main goal is getting maximum food by using minimum moves [16, 17] .
Each frog in population represents a possible solution to the current problem and the fitness value of that solution means the closeness of the frog to the food. The SFLA starts with a randomly generated population. Then, according to the objective function which is specified for the optimization problem, the fitness value of the each member is calculated and the population is sorted by the fitness value from best to the worst. After the sorting process, the population is separated into memeplexes and a memetic evolutionary process is done for each memeplex. In memetic evolutionary, the aim is to improve the position of the worse members by using the local best or global best. After memetic evolutionary process is done, the memeplexes are gathered and shuffled. If the finishing criterion is provided, the algorithm returns the best position. Otherwise, the population is sorted and separated into memeplexes for the next iteration [16] [17] [18] [19] . A flowchart of the SFLA is given in Fig. (1) . 
Prim algorithm
Prim algorithm [20] , which was first proposed in 1930 by Jarnik, is a greedy algorithm that tries to find a minimum spanning tree (MST) in a weighted undirected graph. The algorithm finds a subset of the edges which includes all vertexes with a minimized cost of the total weight. The algorithm starts with a random (or arbitrary) vertex and adding the vertex which has lowest cost at each step. In later times, the algorithm improved by Prim in 1957 [21] and then by Dijkstra in 1959 [22] .
The proposed algorithm
In this paper, an approach, which is based on k-means clustering and shuffled frog leaping algorithm, is used to solve the TSP. The proposed approach consists of three parts: separate the cities into k cluster, find the shortest path for each cluster and merge the clusters. The flowchart of the proposed algorithm is given in Fig. (2) . 
Results
In this paper, a cluster based approach applied on five benchmark problems of the TSP. Different number of cluster (k = 1, 2, 4, 8) was tried and the results which obtained in different cluster number were compared. Iteration number for k-means algorithm was chosen as 100. For each problem the algorithm worked 10 times. The parameters and the value of the parameters of the SFLA are given in Table 2 . Table 3 shows the experimental results of the proposed algorithm. According to the results in Table 3 , it can be seen that when the number of clusters increases, the success of the algorithm decreases in the problems with low number of cities. On the other hand, in problems with a large number of cities, increasing the number of clusters increases the success of the algorithm. Based on these results, it can be said that it may be beneficial to apply the clustering approach to the problems with large number of cities for travelling salesman problem. 
Conclusion
In this paper, an approach based on k-means clustering algorithm and shuffled frog leaping algorithm was proposed for travelling salesman problem. The experimental results showed that, the clustering approach can be useful in the problem with large number of cities. For next studies, other metaheuristic algorithms which have been proposed for the combinatorial problems can be applied with clustering approach. On the other hand, parallel programing can be used to minimize run time of the system.
