Abstract. In this paper, we investigate a new variable-fixing methodology for arbitrary mixed-integer linear programming models. Our technique is based on expanding the classical reduced cost-based filtering by searching for the optimal dual values that maximize propagation. The resulting method can be naturally incorporated into existing solvers. Preliminary results on a large set of benchmark instances suggest that the method can effectively reduce solution times on hard instances with respect to a state-of-the-art commercial solver.
Introduction
A key feature of modern mathematical programming solvers refers to the wide range of techniques that are applied to simplify an instance. Typically considered during a preprocessing stage, these techniques aim at fixing variables, eliminating redundant constraints, and identifying structure that can either lead to speedups in solution times or provide useful information about the model at hand. Examples of valuable information include, e.g., potential numerical issues or, if the model is infeasible, which subset of inequalities and variables may be responsible for the infeasibility [10] . These simplification methods alone reduce solution times by half in state-of-the-art solvers such as CPLEX, Gurobi, or SCIP [3] , thereby constituting an important tool in the use of mixed-integer linear programming (MILP) in practical real-world problems [9] .
In this paper we investigate a new simplification technique that expands upon the well-known reduced cost fixing method, first proposed by Balas and Martin [1] and largely used both in the mathematical programming and the constraint programming (CP) communities. The underlying idea of the method is straightforward: Given a linear programming (LP) model and any optimal solution to such a model, the reduced cost of a variable indicates the marginal change in the objective function when the value of the variable in that solution is increased [4] . In cases where the LP encodes a relaxation of an arbitrary optimization problem, we can therefore filter all values from a variable domain that, based on the reduced cost, incur a new objective function value that is worse than a known solution to the original problem. The result is a tighter variable bound which can then trigger further variable fixing and other simplifications.
This simple but effective technique is widely applied in MILP presolving [3, 9, 10] and plays a key role in a variety of propagation methods for global constraints in CP [5, 7, 6] . It can be easily incorporated into solvers since the reduced costs are directly derived from any optimal set of duals, which in turn can be efficiently obtained by solving an LP once. The technique is also a natural way of exploiting the strenghts of MILP within a CP framework, since the dual values incorporate a global bound information that is potentially lost when processing constraints one at a time (a concept that is explored, e.g., in [13, 15, 2] ).
However, in all cases typically only one reduced cost per variable is considered for this methodology (e.g., the one obtained after solving the LP relaxation of a MILP). In theory, any optimal set of duals yields valid reduced costs that may lead, in turn, to quite different variable bound tightenings. Our goal in this work is to investigate a notion of consistency for reduced cost fixing; that is, we wish to obtain the strongest variable bounds that can be derived from this technique considering all possible set of valid duals, and verify whether this can be effective in practice when simplifying a model. In particular, we view the proposed techniques as a first direction towards some of the main questions in the field of CP-based Lagrangian relaxation [12, 2] , in that we wish to find the set of duals that maximize propagation and understand its structural properties.
In this paper we restrict ourselves to MILPs and formulate the problem of finding the strongest bound reductions as an optimization problem defined over the space of valid duals. We show that the resulting model can be solved in polynomial time on the number of variables and constraints of the original problem, but which is prohibitive in practice as it requires solving a large number of LPs. To circumvent this issue, we propose an approximate technique that aims at maximizing the number of fixed variables by solving an alternative MILP problem. The resulting technique can be seamlessly incorporated into existing solvers, and preliminary results over the MIPLIB indicate that it can provide substantial solution time improvements, motivating further research on the quality of the duals within both MILP and CP technology.
The paper is organized as follows. Section 2 introduces the necessary notation and the basic concepts of reduced cost fixing. We then introduce the notion of reduced cost consistency in Section 3 and investigate its computational complexity. Next, we discuss one alternative to obtain an approximate consistency in Section 4. Finally, we present a preliminary numerical study in Section 5 and conclude in Section ??.
Preliminaries
For the purposes of this paper, consider the problem
with A ∈ R n×m and b, c ∈ R n for some n, m ≥ 1. We assume that (P) represents the LP relaxation of an MILP problem P S with an optimal solution value of z * ≥ z P and where variables {x i : i ∈ S} are subject to integrality constraints. The dual of the problem (P) can be written as
where u ∈ R m is the vector of dual variables. We assume for exposition that P S , (P), and (D) are both feasible and bounded (the results presented here can be easily generalized when that is not the case).
We have z P = z D (strong duality) and for every optimal solution x * of (P), there exists an optimal solution u * to (D) such that u * T (b − Ax * ) = 0 (complementary slackness). Moreover, for some j such that x * j = 0, the quantity
is the reduced cost of variable x j and yields the marginal increase in the objective function if x * j moves away from to its lower bound. Thus, if a given known feasible solution with value z U B ≥ z * is available to the original MILP, the reduced cost fixing technique consists of fixing x *
since any solution with x * j > 0 can never improve upon the existing upper bound z U B . We refer to Wolsey [14] and Nemhauser & Wolsey [11] for the formal proofs of correctness.
We remark in passing that the condition (RC) can be generalized to established more general bounds on a variable. That is, we can use the reduced cost c j to deduce values l j and u j such that either x * j ≥ l j or x * j ≤ u j in any optimal solution (see, e.g., [8] ). In this paper we restrict our attention to the classical case described above.
Reduced Cost Fixing Consistency
The duals variables u * for the computation of (RC) can be obtained with very little computational effort after finding an optimal solution x * to (P) (e.g., they are computed simultaneously to x * when using the Simplex method). In practical known implementations concerning MILP presolving and CP propagation methods, the reduced cost fixing is typically carried out using the single u * computed after solving every LP relaxation [5, 10] .
Note, however, that (D) may contain multiple optimal solutions, each potentially yielding a different reduced cost c j that may or may not satisfy condition (RC). We therefore do not need to restrict our attention to a unique x * , and we can potentially improve the number of variables that are fixed if we refocus our attention to the dual spaced instead. To cast this formally, we now define the concept of reduced cost fixing consistency as follows. Definition 1. Let P S be an MILP model with linear programming relaxation (P) and its corresponding dual (D). The model P S is reduced cost fixing consistent (or RCF-consistent) with respect to an upper bound z U B to P S if (a) No variables of P S are fixed to 0; and (b) For any optimal solution u * to (D) and its associated reduced cost c vector, condition (RC) is never satisfied, i.e., z P + c j < z U B for all j = 1, . . . , n.
If a model is RCF-consistent according to Definition 1, then it is not possible to fix any variable x j via reduced costs. Specifically, condition (a) of the definition implies that the model cannot be simplified any further if some variable is known to be fixed to zero (which could potentially strengthen the LP relaxation and yield new reduced costs). For condition (b), recall that for any optimal dual u * and optimal primal x * , the feasibility constraints and strongly duality implies
and therefore the inequality holds as equality throughout. We then have u
, complementary slackness. Any optimal dual therefore suffices to verify condition (RC), which does not depend on the actual point x * but only on the optimal solution value z P . We now show that any MILP formulation can be efficiently converted into a RCF-consistent formulation.
Theorem 1.
An RCF-consistent model with respect to an upper bound z U B can be derived from a MILP P S in weakly polynomial time.
Proof. Given an MILP model P S and the primal (P) and dual (D) of its associated linear programming relaxation, the set of optimal dual solution coincides with the polyhedral set D = {u ∈ R m : u T A ≥ c, u T b = z P }. Thus, a variable x j can be fixed to zero if the optimal solution c * j of the problem
is such that z P + c * j ≥ z U B . If that is the case, we can then generate a new MILP model by fixing x j to zero and adapting all constraints appropriately. We can repeat this procedure for variables x 1 , . . . , x n in order. If a variable x j is fixed to zero, we need to restart the procedure from the first unfixed variable as the reduced costs may change.
For the complexity, note that every restart require solving the primal LP to obtain z P and solving at most n models (D j ). Rewriting the model to remove a variable for which x j = 0 can be done in linear time in n and m. This means that the complexity of the procedure is dominated by the cost of solving O(n 2 ) LP models, each of which can be done in weakly polynomial time [14] .
Notice that Theorem 1 only guarantees that the resulting model is minimal with respect to variables that can be removed according to the reduced cost fixing. For instance, different orderings considered in the proof of Theorem 1 may lead to additional fixing. The question whether there exists an unique minimum RCF-consistency model is still open.
Approximate Consistency
Based on Theorem 1, one could derive an RCF-consistent formulation by solving O(n 2 ) LP models, which is impractical when the model has any reasonably large number of variables. In this section we propose a simple alternative model that exploits the underlying concept of searching in the space of dual variables for maximizing propagation.
Namely, as opposed to solving an LP for each variable, we will search for the dual variables that maximize the number of fixed variables. This can be written as the following MILP model:
In the model (A-RCF) above, we are searching for the dual variables u that maximize the number of variables fixed. Specifically, we will define a binary variable y i in such a way that y i = 1 if and only if we fix x j to 0.
To enforce this, let M be a sufficiently large number, and 1 an n-dimensional vector containing all ones. Constraints (1), (2) , and (4) ensure that u * is dual optimal. If y i = 1, then inequality (3) reduces to condition (RC) and the variable should be fixed. Otherwise, the right-hand side of (3) is arbitrary small (in particular to account for arbitrarily small negative reduced costs). Finally, constraint (5) defines the domain of the y variable and the objective maximizes the number of variables fixed.
The model (A-RCF) does not necessarily achieve RCF-consistency as it yields a single reduced cost vector. However, our experimental results indicate that the model can be solved quite efficiently and yields interesting bounds. Notice also that any feasible solution to (A-RCF) corresponds to a valid set of variables to fix, and hence any solutions found during search can be used to our purposes.
Preliminary Numerical Study
We present a preliminary numerical study of our technique on the MIPLIB 2010 benchmark 1 . We implemented our technique using ILOG CPLEX Optimization Studion 12.6.3. All experiments ran on a single thread of an Intel Core i7 CPU 3.40GHz with 8.00 GB RAM. We performed tests on all instances of the MI-PLIB, but kept only the ones who could be solved within 30,000 seconds by all methods or that would not exceed our machine memory limit, which resulted in 64 instances in total.
In our experiments, we solved model (A-RCF) at the root node and kept the resulting dual solution u R . Once the optimality gap reached 1% (hopefully due to a better z U B ), we rechecked condition (RC) using u R . The procedure was then repeated for geometrically smaller gaps, i.e., 0.50%, 0.25%, and so on.
The implementation required the use of callbacks in CPLEX, which fundamentally changes its dynamic behaviour. To try to make a better comparison, we have included a "dummy" callback for CPLEX that computes the variables x j to be fixed, but adds an innocuous inequality x j ≥ 0 instead. The additional time to compute such constraint was subtracted in the corresponding total times in the case that our procedure should not be considered. We have also included the times for CPLEX default (with one thread) for comparison purposes.
The solution times and number of nodes obtained for our runs are summarized in Table 1 and detailed in Table 2 . The columns with CPLEX, A-RCF, and Default CPLEX represent the results for the modified CPLEX with innocuous callbacks, CPLEX modified with our procedure, and the default CPLEX, respectively. We also separate the problems into general mixed-integer linear programs ("MILP instances") and binary problems ("BP"). Table 2 shows that, on average, a more careful selection of the dual variables can lead to performance improvement on a variety of instances (such as aflow40b, rol3000, biella and rococo), but the converse may be true as well (such as neos-476283). However, for the majority of the cases, the method either improves upon the modified CPLEX version or has a little detrimental effect.
We also show some statistics on the number of variables that were fixed with respect to the classical reduced cost fixing method... todo. 
Conclusion
In this paper, we expanded upon the classical reduced cost fixing method by searching the dual variables that maximize propagation. We investigated theoretical properties of finding the optimal set of duals, and performed experiments on an model that maximizes the number of variables that can be fixed. Preliminary results on a set of benchmark instances from MIPLIB 2010 showed that the approach could be promising in terms of improving solution times. 
