ABSTRACT In order to obtain relatively complete micro-Doppler (m-D) signatures of space precession cone targets, at least one precession period of dwell time is always required. In practice, most of the space cone targets do precession with a relativity low frequency (i.e., 0.5-1 Hz), which means second-level dwell time is necessary. However, second-level dwell time is prohibitive in terms of radar resource consumption, especially as radar has to face the challenges of multi-targets and multi-tasks. To tackle this problem, we conduct m-D signature extraction based on a discontinuous-observation-based strategy named multi-short-dwell observation (MSDO). Specifically, by incorporating the time-frequency information, the extraction Cramér-Rao bounds give reliable bounds for the performance of the m-D signature extraction. Therefore, they are derived and used as optimization criterions for optimizing the time parameters involved in the MSDO. A cost function is established to minimize the time resource occupation ratio such that the extraction precision requirement is met. The m-D signature extraction is implemented based on the optimized MSDO parameters in which the real sinusoid estimator and the least square estimator are adopted. The simulation results illuminate the effectiveness of the proposed method.
I. INTRODUCTION
The micro-Doppler (m-D) effect refers to the phenomenon of additional Doppler frequency modulations around center frequency of target. It is induced by the micro-motion dynamics of some structures on the target. The m-D signatures, such as Doppler repetition frequency, and frequency amplitude, have the capability to describe the specific target characteristics [1] - [12] . For an m-D signal reflected from a space precession cone target, the maximal Doppler frequency is proportional to the height of cone target, and its Doppler repetition frequency is equal to the procession frequency that is referring to the frequency at which the cone target rotates around its precession axis. Therefore, m-D signature extraction is useful for target recognition and parameter estimation.
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Generally, the existing m-D signature extraction methods can be approximately grouped into two sorts, non-parametric methods [13] - [19] and parametric methods [20] - [29] . With the first kind of methods, such as Viterbi algorithm [13] , [14] and multi-targets tracking method [15] , m-D signature extraction and separation are both implemented in time-frequency (TF) domain. However, the limited TF resolution may result in lower extraction precision. Another kind of non-parametric methods is based on empirical-mode decomposition (EMD) [16] - [19] . Unlike the above methods, EMD-based methods firstly separated m-D signals in time domain and then extracted m-D signatures in TF domain. Unfortunately, this kind of methods may be inapplicable when m-D signals have similar phase information. To further improve extraction accuracy, parametric methods were proposed. One representative is general parameterized time-frequency transform (GPFT) [20] , [21] , which is able to obtain highly concentrated TF distribution by optimizing kernel function. In [22] and [23] , time-varying auto regressive (TVAR) model is utilized to achieve a high-quality TF distribution. However, the selection of TVAR model order may seriously affect the performance of m-D signature extraction and it cannot be easily determined. Additionally, Hough-class transforms [24] , [25] are generally applied to m-D parameter estimation, whose core idea is mapping TF domain onto parameter space and implementing m-D signature extraction in parameter space. Different from the previous extraction methods, Hough-class transforms are based on known signal models.
Generally, the above works provide us an opportunity to solve the m-D signature extraction problem. However, in these works [13] - [29] , there is an ideal precondition: the radar time resource is sufficient. Under this assumption, a measurement always contains complete m-D signatures. However, such a favorable circumstance may not hold true due to the limited time resource and the existences of the multi-targets and the multi-tasks. Hence, the time resource constraint is considered in this paper.
Motivated by this, a novel discontinuous observation strategy named multi-short-dwell observation (MSDO) is proposed. For describing clearly, we take the m-D signal reflected from the conic node scattering center on a precession cone target as an example. Its real part and TF distribution are shown in Fig. 1 . The TF curve can be regarded as a real sinusoid signal with precession frequency and a set of samples (the white dotted lines in Fig. 1(b) ) with Nyquist sampling frequency can reconstruct it accurately. These samples are acquired by conducting TF transform on a set of short-time signals (the red dotted rectangle in Fig. 1(a) ), which is the origin of the MSDO. Specifically, the MSDO strategy consists of three time parameters, i.e., short-dwell observation number, short-dwell observation interval and sampling number in each short-dwell observation. In our example, the short-dwell observation number refers to the number of the red dotted rectangle in Fig. 1(a) , the shortdwell observation interval denotes the interval between the adjacent red dotted rectangles, and the sampling number in each short-dwell observation can be viewed as the width of these red dotted rectangles. Since the precession frequency of space cone target is far lower than the radar sampling frequency, the MSDO provides the possibility on using a small amount of time resource for TF curve extraction.
The aim of our work is to minimize the time resource occupation ratio using a specified performance metric to optimize the time parameters of the MSDO for a given total time budget. Specifically, we derived the expressions of the extraction Cramér-Rao Bounds (CRB) on the estimates of the involved m-D parameters based on TF information. The derived-CRBs give a measure of the achievable optimum performances, and they can be calculated predictively based on prior information. Therefore, they are used as optimization criterions for optimizing the MSDO parameters. Additionally, an assumption is that the lowest extraction precision requirement for target recognition and classification is given according to experiences. Based on this, it is unnecessary to spend more time resource on precision improvement once the requirement is met.
The main contributions of this paper can be summarized as follows:
1) By incorporating TF information, we derive the expressions of the extraction CRBs under the MSDO. Generally, the m-D signatures of the space cone targets are extracted from TF domain. Unfortunately, due to the non-stationary of the m-D signals, conducting TF transform may lead to a m-D frequency estimation bias [17] , [18] . In this paper, this bias is considered in the derivation of the extraction CRBs. Hence the derived-CRBs are reliable bounds for the performance of m-D signature extraction. 2) A time resource management method is proposed based on the MSDO. In specific, a novel cost function is established to minimize the time resource occupation ratio with the extraction precision requirements, where the extraction CRBs are utilized as optimization criterions for optimizing the MSDO parameters. Considering this optimization problem is non-convex and non-linear, sequential quadratic programming (SQP) is implemented to obtain a suboptimal solution. 3) Real sinusoid estimator proposed in [29] is adopted to extract the m-D signatures of the conic node scattering center. This estimator takes the interference due to the negative spectral component into consideration, which allows the parameters to be estimated accurately. For the bottom scattering center, least square (LS) estimator is employed to extract its m-D signatures. 4) Thanks to the sinusoidal TF curve of the conic node scattering center, we utilize the structure information of sinusoid to associate the TF points belonging to the conic node scattering center and class the rest TF points to the bottom scattering center. An outline of the paper is as follows. In Section II, the m-D signals reflected from different scattering centers on the space precession cone target are parameterized. In Section III, the MSDO-based-extraction-method is described. The MSDO parameter optimization is introduced in Section III-A, which mainly comprises the problem formulation and the derivations of the extraction CRBs. Section III-B conducts the m-D signature extraction based 58916 VOLUME 7, 2019 FIGURE 2. Precession cone target model. on the optimized MSDO parameters, where the real sinusoid estimator and the LS estimator are adopted. In Section IV, several numerical experiment results are provided to verify the effectiveness of the proposed method. Finally, the conclusion of this paper is represented in Section V.
II. M-D SIGNAL MODEL OF SPACE CONE TARGET
Based on equivalent scatter center model, there are three isolated scattering centers on a smooth flat cone target. One is at conic node, the other two are on the base edge, whose location are depended on the angle between the radar line of sight (LoS) and the cone center axis. The target returns can be regarded as the summation of subechoes reflected from the scattering centers. Fig.2 presents the imaging geometry of a precession cone model on Cartesian coordinate system XYZ , O is the geometric center. Apart from precessing about positive direction of OC at the rate of f p , the cone target is spinning about Z axis. ξ is the radar LoS. p 1 , p 2 , and p 3 represent the three scattering centers, respectively, where p 2 and p 3 determine ZOξ plane. γ and β are the angle between LoS and Z axis and OC. θ is the precession angle between the precession axis OC and the central axis OZ of the cone model.
When the space cone target is doing precession, β can be expressed as [26] β (t) = arccos cosγ cosθ +sin γ sin θ cos 2π f p t +ϕ 0 (1) where ϕ 0 denotes the initial rotation angle. In practice, radar always illuminates the cone targets head-on, which leads to β is an acute angle in most of the observation time and p 3 is invisible for radar. Hence, the m-D effect of p 3 will not be discussed here. According to (1) , the projecting range between radar and p 1 and p 2 onto radar LoS are
where h and r represent the height and the base radius of the cone target respectively, d denotes the perpendicular distance between the cone geometric center and the base. R 0 is the range projected onto radar LoS between radar and main body of the cone target.
According to φ p m (t) = 4πr p m (t) /λ l (m = 1, 2), where λ l represents the wavelength, the m-D signals reflected from p 1 and p 2 are expressed as
where j denotes the imaginary unit. In (4) and (5) 
where a = cos θ cos γ , b = sin θ sin γ . Observe (6) that the m-D frequency of p 1 varies in a sinusoid, and that can be expressed in a generalized form
where
According to Weierstrass theorem, (7) can be rewritten in a generalized polynomial form by Taylor's expansion, i.e.,
and c k denotes the k-th order polynomial coefficients. The specific mathematical details are given in appendix A. For convenience, we collectively refer to the parameters in (8) and (9) (i.e., A, f p , ϕ 0 , and c k ) as m-D parameters, and a set of accurate estimates of them will benefit for target recognition and classification [1] - [4] . Now, the problem of m-D signature extraction is converted to two model-based m-D parameter estimations.
III. MSDO-BASED M-D EXTRACTION METHOD
In order to ensure a high performance of m-D parameter estimation, existing methods always require seconds-level dwell time for achieving relatively complete m-D signatures, which is prohibitive in term of time resource consumption VOLUME 7, 2019 especially when radar has to face multi-targets and multitasks. For example, if there also exist high-speed targets or maneuvering targets which need to be detected and tracked, detection missing and tracking failure would happen when seconds-level dwell time was spent on the m-D signature extraction of a specific target. For tackling this problem, a discontinuous observation strategy named MSDO is proposed based on TF information. The model of the MSDO strategy is shown in Fig. 3 , where N denotes the short-dwell observation number, T int is the time interval between two adjacent short-dwell observations. L and t prt are the sampling number in each short-dwell observation and the radar sampling period, respectively. The response time here is defined as the time interval between the first sampling and the last sampling. In this paper, the proposed MSDO-based m-D extraction method consists of two parts, MSDO parameter optimization and m-D parameter estimation.
A. MSDO PARAMETER OPTIMIZATION 1) PROBLEM FORMULATION
Similar to the resource allocation application in targets tracking [35] - [37] that allocates limited power resource by optimization methods, for a fixed time resource T res , our aim is to optimize a set of MSDO parameters for achieving the minimization of the time resource occupation ratio, subject to the extraction precision requirements. The resulting optimization problem is then
where ρ f p , ρ A , ρ ϕ 0 , and ρ c k represent the estimation root mean square error (RMSE) of f p , A, ϕ 0 and c k , respectively, ε i (i = 1, 2, 3, 4) denotes the corresponding allowable maximum estimation RMSE, K is the Taylor's expansion order in (9) . In (10), constraint 1 is the time resource constraint, constraint 2 − 5 represent the precision requirement of the m-D signature extraction. In the objective function, NLt prt and NLt prt + (N − 1) T int are the observation time and the response time, respectively, and their ratio is defined as the time resource occupation ratio. The purpose of the object function is to optimize the MSDO parameters such that the time resource occupation ratio is as small as possible while fulfilling the constraint of the given maximum response time and the extraction precision requirements. Meanwhile, if a shorter response time is also desired, a punishment term λ NLt prt + (N − 1) T int is able to be imported, where λ is a punishment factor. Assuming the estimation RMSEs of the involved parameters can attain the CRBs, (10) can be rewritten as
where tr (·) denotes trace operator. CRB f p , CRB A , and CRB φ 0 are the corresponding estimation CRBs of f p , A and φ 0 . J is defined as the Fisher information matrix (FIM) on the estimation of c k .
In order to obtain reliable bounds in (11), we take the applied extraction method into consideration. Accounting for most of the m-D signatures extraction methods are based on TF analysis techniques, we derive the CRBs based on TFinformation.
2) DERIVATIONS OF TF-INFORMATION-BASED CRBS
According to (8) , the m-D signal of the conic node scattering center are represented as a sinusoid in TF domain. Based on this, the estimation CRBs of m-D parameters in (8) can be expressed by
in which T = T int + Lt prt denotes the TF sampling interval, σ 2 represents the noise variance involved in the m-D frequency estimation. The mathematical details are given in [34] . Similarly, the elements of J are calculated using (9), i.e.,
The specific derivations of (13) are detailed in Appendix C. Considering the non-stationary of the m-D signals reflected from precession space cone targets, the bias of m-D frequency estimation is induced due to using TF transform. Particularly, as conducting Fourier transform (FT) on the target echoes without weighting window, the bias can be approximated as Gaussian distribution [27] , [28] , i.e.,
in which ξ denotes signal-to-noise-ratio (SNR) and f p m (t) refers to the second derivation of f p m (t). Obviously, the bias mean is not only time-varying but also periodic, and its period is the precession period. Moreover, there exists a trade-off between the bias mean and the bias variance about L. As introduced in [27] , the property that the bias is Gaussian holds with the premise of a small bias, and that can be achieved by
where δ 1 and δ 2 are generally given artificially. According to (16) , a appropriate interval of L can be found. Consequently, the parameterized models of the estimated m-D frequencies can be written in the following expressions
For convenience, we decompose the bias term bias p 1 (t) in (17) into a mean term µ p 1 (t) and a white Gaussian noise term N noise and simply, i.e., (19) where N noise ∼ N (0, σ 2 p ). Note (19) that the existence of the bias mean results in a degradation of the m-D frequency amplitude. In the same way, we convert (18) to (20) in which
According to (19) and (20), we know σ 2 is equal to σ 2 p . Substituting the expression of σ 2 p in (15) into (12) and (13), we yield the TF-information-based CRBs, i.e.,
and
Formula (22) and (23) 
Since tr J −1 monotonically decreases with respect to f p , the upper bounds of tr J −1 , say, tr J −1 , is attained as
Then, relax the CRB -constraints in (11) to
≤ ε 4 (26) which shows that the worst case estimation RMSEs are restrict to the given precision requirements.
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It is worth mentioning that, any two short-dwell observations should not overlap each other under the MSDO, which means the maximum short-dwell observation number must be less than T res /Lt prt . As a result , ε 1 , ε 2 , and ε 3 should be given satisfying
otherwise there is no solution to (11) . Similarly, for the first constraint in (18), we relax it tō
whereμ p is the upper bound of µ p m (t) and approximated as t 2 prt L 2 (2π f max ) 2 A max /20. Additionally, in order to ensure the m-D parameter estimation effective and robust, the observation number N should be larger than the Taylor's expansion order K .
Based on above analysis, the cost function is transformed in the following form
Considering the optimization problem in (29) is non-convex and nonlinear, we use SQP for this hard optimization problem. The SQP have been implemented such well known numerical environments as MATLAB and GNU Octave. In experiments, we use the ''fmincon'' function in MATLAB 2018 to obtain the solution of the SQP. Herein, N opt , L opt , and α opt are the suboptimal solution to the MSDO parameters, which follows the time resource constraint.
B. M-D PARAMETER ESTIMATION
In this section, m-D signature extraction is conducted based on the optimized MSDO parameters. The extraction process consists of two steps: TF point association and m-D parameter estimation.
1) TF POINT ASSOCIATION
In this section, we propose a trick for TF points association. In order to describe clearly, we take the m-D signals reflected from the precession cone target as an example. Fig. 4(a) is the TF distribution of the m-D signals and Fig. 4(b) represents the TF samples obtained by using the MSDO. Notice Fig. 4 (b) that these TF points are distributing irregularly in TF domain, thus it is not easy to directly judge which scattering center they belong to. Since the TF sampling interval of the MSDO may be large, the association methods proposed in [13] - [15] may be not suitable. In this paper, we use the structure information of sinusoid to associate the TF points belonging to the conic node scattering center and class the rest of TF points as bottom scattering center. Specifically, according to the four quadrants of sinusoid, the m-D frequency of the conic node scattering center at t n comprises four states (the state consists of the sign of m-D frequency and the sign of m-D frequency deviation), i.e., f p 1 (t n ) ≥ 0 and f p 1 (t n ) ≥ 0, f p 1 (t n ) ≤ 0 and f p 1 (t n ) ≤ 0, f p 1 (t n ) > 0 and f p 1 (t n ) < 0, f p 1 (t n ) < 0 and f p 1 (t n ) > 0. Generally, if the TF point state at t n and the precession frequency was known, the TF point state at t n+1 could be determined. However, the precession frequency is unknown before the parameter estimation, thus there are two cases that need to be considered.
The first case is αf max ≥ 4f p , which implies the TF sampling interval is less than a quarter of precession period. Thus, two adjacent TF points must be in the same quadrant or adjacent quadrants. Based on this, the TF point state at t n+1 can be judged by
The second case is 2f p < αf max < 4f p , which indicates that the two adjacent TF points are certainly not in the same quadrants, while in the adjacent quadrants or non-adjacent quadrants with one quadrant in the middle. Based on this, the TF point state at t n+1 can be judged by 58920 VOLUME 7, 2019 FIGURE 5. SARs of three methods vary with respect to the short-dwell observation frequency.
According to (8) and (9), the m-D frequencies of the conic node scattering center and their derivatives are contrary sign to that of the bottom scattering center during most of the observation time. Hence, this method can separate these TF points accurately, as shown in Fig. 4(c) . However, due to the unknown precession frequency, it is not easy to determine which case is right in practice. We usually try the both cases and judge whether the results are in line with the sinusoidal periodicity or within the assumed range of the precession frequency, and take the result that best fits our expectation. Finally, to judge which scattering centers the TF samples belong to, our usual practice is to try the two curves sinusoidal fitting and class the one with smaller error to conic node scattering center. In this example, this judgment method performs well and the result is shown in Fig. 4(d) . However, if the TF curve of the bottom scattering center is very similar to a sinusoid, this method may be inapplicable. If this happened, some extra information could be added for judgment, such as the energy distribution in TF domain.
In order to investigate the performance of the proposed association method more intuitively, successful association rate (the ratio between the number of completely correct association experiments and the total number of experiments) is used as the evaluate criteria. Since the short-dwell observation frequency (the inverse of the TF sampling interval T ) is an essential factor to the existing data association methods such as MTT and Viterbi, it makes sense to discuss the successful association rate of the proposed method with respect to the short-dwell observation frequency. Specifically, the short-dwell observation frequency varies from 2.5Hz to 40Hz with step of 0.5Hz and the response time is fixed to 2s. With each observation frequency, 10000 Monte-Carlo experiments are conducted and the target parameters in each Monte-Carlo experiment are randomly generated.
The experimental results are shown in Fig. 5 , where the successful association rate of the proposed method is nearly 97% and almost unchanged with the short-dwell observation frequency varying, which indicates its performance is robust with respect to the short-dwell observation frequency. Besides, we also give the successful association rates of the MTT-based association method [15] and the Viterbi-based association method [13] . Comparing the three methods, we discover that the proposed method outperforms the other two methods especially when the short-dwell observation frequency is low, which is due to that the proposed method uses the structural information of the TF curves, but the other two methods use no prior information and their performances seriously depend on the correlation between the observations.
2) M-D PARAMETER ESTIMATION
After TF point association, the m-D parameter estimation is implemented in this section. Considering the TF curve of the conic node scattering centering varying in a simpler form compared with that of the bottom scattering center, we firstly estimate the m-D parameters in (8) and then figure out the parameters in (9) . Specifically, real sinusoid estimator proposed in [29] is used to obtain the estimates of A, ϕ 0 , and f p , say,Â,φ 0 , andf p . The detailed algorithm flow is illustrated in Table 1 , where (·) * and | · | denote the conjugation operator and the modulus operator, respectively. This estimator has been proven to be asymptotically unbiased in [29] . Additionally, due to the utilization of the fast Fourier transform (FFT), this estimator is computationally fast. Compared with previous FFT-based methods [30] - [33] , this estimator is more effective in eliminating the estimation bias caused by the negative spectral component under the standard rectangular window, and thus, it is able to achieve accurate unbias estimates without compromising the estimation variance.
As previous mentioned, the estimate of A is smaller than the true value due to the nonzero bias mean, hence we compensateÂ with
For the estimation of c k , we firstly compensate the estimated m-D frequencies of the bottom scattering center byμ. According to (23) ,μ can be expressed bŷ
. . , g K , and
T , in which
The compensated m-D frequencies is calculated by where 
Due to N ≥ K , the solution to (34) is presented in a closed form
where (·) T denotes transpose operator. It is worth mentioning that, besides m-D frequency estimation bias, the utilization of f p andφ 0 also leads to an estimation precision degradation.
IV. SIMULATION EXPERIMENT
In this section, the radar carried frequency f c = 10GHz and the sampling period t prt is 10 −3 s. The target parameters are listed on 
FIGURE 6.
Objective function value versus iteration number. and δ 2 are set to 2.2 and 0.8, respectively. The time resource constraint is set as T res = 2s. Simulation 1: We conduct the experiments with two groups of precision requirements that are listed on Table 3 . The punishment factor is set as λ = 0.1.
With Requirement 1, the objective function value converges to the local minimum after 27 iterations, as shown in Fig. 6 , where the iteration termination condition is the change of the objective function is less than 10 −5 . The optimized MSDO parameters are shown in Table 4 . With this set of MSDO parameters, the estimation results versus CRBs after 10000 Monte-Carlo experiments are shown in Fig. 7 . Since the optimized MSDO parameters are acquired as SNR is 5dB, we only focus on the estimation results at 5dB. As shown in Fig. 7(a) , the estimation results of f p , A, and ϕ 0 achieve −28.45dB, −4.30dB, and −22.94dB, respectively, and they all meet the given estimation precision requirements ε 1 , ε 2 , and ε 3 , i.e., −27dB, 0dB, and −17dB. For the parameters of the bottom scattering centers, the estimation results of c 1 -c 4 are shown in Fig. 7(b) and (c) , where the estimation precisions of c 1 -c 4 reach the −8.66dB, −7.44dB, −6.3dB, and −5.82dB, respectively, and their sum is 0.8127 that is less than the given precision requirement ε 4 = 1.5. Therefore, with this set of MSDO parameters, 58922 VOLUME 7, 2019 the estimation precisions of all the m-D parameters attain the given precision requirements. Observe Fig. 7 that there are small gaps between the estimation precisions and the derived-CRBs, which is due to that the optimized short-dwell observation number is relatively small. Moreover, the floor effect of estimation precision exists when SNR is high enough because the estimation biases of A and c k resulted from the m-D frequency estimation bias are not completely compensated. As shown in Table 4 , the optimized response time (i.e., 1.69s) is longer than one precession period (i.e., 1.429s), which implies that a group of measures is able to contain relatively complete m-D signatures. Hence, a relatively high extraction performance can be ensured. Meanwhile, the time resource occupation ratio achieves 0.168, which means nearly 83% of time resource within the response time can be used for other tasks such as detection and tracking. On the other hand, the optimized short-dwell observation time is only 0.071s while the interval between two adjacent short-dwell observations reaches nearly 0.25s. Compared with the traditional continuous-observation-based methods, the MSDO is able to significantly improve the freedom degree of radar and enhance the effectiveness of the time resource.
With Requirement 2, the convergence curve of the optimization achieves a local minimum after 22 iterations, as shown in Fig. 6 . The optimized MSDO parameters are listed in Table 4 , with which we give the parameter estimation results after 10000 Monte-Carlo experiments shown in Fig. 8 . The estimation RMSEs of f p , A, and ϕ 0 achieve −30.08dB, −6.072dB, and −24.49dB, respectively, and attain the given estimation precision requirements ε 1 , ε 2 , and ε 3 , i.e., −30dB, −3dB, and −24.5dB. For c 1 -c 4 , their overall estimation precision is 0.556, which also achieve the estimation precision requirement ε 4 = 1. Compared with the observation time optimized with Requirement 1, that of Requirement 2 is VOLUME 7, 2019 In the first six cases, the m-D parameters are estimated based on TF information. In the last case, since the performance of TF transform may be poor with random observation, we prefer to directly perform compressed sensing on the original mixed m-D signal via parametric sparse representation and orthogonal matching pursuit (OMP) [38] . Moreover, the experiment is implemented with the two observation times listed on Table 4 (i.e., 0.284s and 0.385s). For convenience, we denote the observation time optimized with Requirement 1 by OT.1 and that with Requirement 2 by OT.2.
The estimation RMSEs of the m-D parameters after 10000 Monte-Carlo experiments are listed on Table 5 , where the results of the three methods with the MSDO (Case 1, Case 2, and Case 3) are very close, and almost all of them 7) is also lower than our proposed method and hardly achieve the given precision requirements, as shown in Table 5 . Compared with the proposed method, the biggest advantage of CS is that it can be used with arbitrary observation pattern. Hence, to exploit this advantage in this resource management problem seems to be effective and reasonable. However, to determine the optimal observation strategy that has the lowest time resource occupation ratio to our resource problem within countless strategies is an NP hard problem. In summary, though CS can be implemented with arbitrary observation pattern, but is not able to guide radar how to observe according to given precision requirements and time resource constraint.
In order to illuminate the effectiveness of the proposed method more intuitively, we also figure out the geometric parameters including h, d, and r by (40), which is induced in Appendix B, and list the estimation RMSEs after 10000 Monte-Carlo experiments on the last three columns of Table 5 . As shown in Table 5 , the performances of the MSDO-based methods (Case 1, Case 2, and Case 3) are also the best, and their estimation RMSEs of h, d, and r are all lower than −10dB, where the estimation RMSEs of d, and r almost achieve −20dB. Generally, this precision level will help target recognition in practice. Moreover, the CS incorporated with random observation (Case 7) outperforms these cases using continuous observation (Case 4, Case 5, and Case 6) due to the short observation time, which is consistence with the previous analysis on the m-D parameters. However, whether the observation time is OT.1 or OT.2, it is relatively small compared with the precession period. Hence, it makes sense to further discuss the performances of the three observation patterns with a longer observation time. Specifically, we extent the observation time of the MSDO by improving the short-dwell observation number while keeping the other two MSDO parameters the same as that optimized with Requirement 1. Based on this, the observation time is set to vary from 4L opt t prt to 25L opt t prt with the step of L opt t prt . Moreover, the last observation time point of the random observation is set to no more than 2s. For convenience, we use overall estimation error (the sum of the estimation RMSEs of the m-D parameters) to represent the whole estimation performance and present the results in Fig. 9 . Fig. 9 shows that the overall estimation error of the MSDO is lower than that of continuous observation especially when the observation time is short (<0.710s). The reason is that, under this condition, the MSDO has a longer response time compared with continuous observation, which means more captured m-D signatures. However, along with the observation time increasing, the overall estimation error of continuous observation decreases steeply at the beginning, and is finally lower than that of the MSDO. For random observation, its estimation performance seriously depends on the observation time points especially as the observation number is relatively small. Hence, using random observation is not able to ensure a set of good and robust estimates. As a result, the estimation performance of random-observationbased method (the yellow curve in Fig. 9 ) is lower than that of the MSDO-based method (the blue curve in Fig. 9 ) as the observation time is less than 0.852s.
Based on above analysis, the advantages of the MSDO can be summarized as two points. (1) With a short observation time, the extraction performances of the MSDO-based method outperform that of the method using continuous observation and random observation. (2) The MSDO is able to significantly improve the freedom degree and the flexibility of radar, which contributes to improving the radar function performances in multi-tasks and multi-targets scenarios.
Simulation 2: The influence of the punishment factor λ on the MSDO parameter optimization is investigated with Requirement 2, where λ varies from 0 to 1 with step length of 0.02.
As shown in Fig. 10(a) , the response time decreases with λ increasing, which is consistent with the previous analysis that the punishment term λ NLt prt + (N − 1) T int is imported in (29) in order to control the length of the response time. For minimizing time resource occupation ratio, the short-dwell observation number N opt decreases rapidly to its minimum with λ increasing, as shown in Fig. 10(d) . Then, the shortdwell observation frequency must be improved due to the response time decreasing, as shown in Fig. 10(f) . Consequently, in order to ensure the given extraction precision requirement, the sampling number L opt is increasing until attaining the maximum, however, which leads to an increase of the observation time, as shown in Fig. 10(b) . As a result, the time resource occupation ratio increases with λ increasing. Particularly, as λ = 0, the time resource occupation ratio achieves the minimum at the cost of the longest response time.
It is worth mentioning that, when the optimized short-dwell observation number N opt and the optimized sampling number L opt in each short-dwell observation are not integers, we usually round off N opt and round up L opt . Particularly, if the response time exceeded the time resource constraint T res , we would round down N opt or L opt .
V. CONCLUSION
Accounting for the exorbitant time resource consumed by the existing cone target m-D signature extraction methods, the MSDO strategy is proposed for enhancing the utilization efficiency of the time resource and improving the radar freedom in multi-targets and multi-tasks scenarios. Several numerical experiment results have illuminated the effectiveness of the proposed method. It is worth mentioning that, several m-D frequency estimation methods that may outperform FT such as GPFT [20] , [21] , and TVAR-based methods [23] have been introduced in literatures. Fortunately, based on the derivations of this paper, we known that the proposed optimization approach can be directly implemented with the adoption of those m-D frequency estimation methods, once the corresponding extraction CRBs are calculated and utilized as the optimization criterion. Our future work is to address the resource management problem under multi-targets scenario.
APPENDIX A
For convenience, assuming R 0 is 0, the phase of the m-D signal reflected from p 2 is
where x (t) = cos 2π f p t + ϕ 0 . Then, conduct Taylor's expansion on (36) and simplify where n t is white Gaussian noise and n t ∼ N 0, σ 2 . f p and ϕ 0 are assumed to be known. With the sampling frequency of 1/T and the first sample taken at t = 0, the sample vector Z is 
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