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xABSTRACT
The performance gap between Compute and Storage is fairly considerable. With multi-core
computing capabilities, CPUs have scaled with the proliferation of Big Data but storage still remains
the bottleneck. The physical media characteristics are mostly blamed for storage being slow, but
this is partially true. The full potential of storage device cannot be harnessed till all layers of
I/O hierarchy function efficiently. Despite advanced optimizations applied across various layers
along the odyssey of data access, the I/O stack still remains volatile. The problems associated due
to the inefficiencies in data management get amplified in multi-tasking Big Data shared resource
environments. Its clearly evident that, there is an urgent need to re-think and re-design the system
software to address the needs of Big Data.
Software defined storage (SDS) is the means of delivering storage services for a plethora of data
center applications and environments. Our effort is to deliver near-ideal performance of
storage systems, by identifying issues, designing, and, developing software defined stor-
age capabilities with minimal or no infrastructural change for Data Centers processing
Big Data. Thereby, making changes feasible. We do not intend to change application char-
acteristics or improve storage devices or network infrastructures, but only the way data is managed.
Therefore, this research aims to improve the layers along the odyssey of data access environment
by understanding the I/O hierarchy and the application needs from storage.
Our contributions have been in three major fields, discussed as follows which are designed and
developed specifically to suit multi-tenant, multi-tasking shared Big Data environments.
1) Operating System optimizations, deals with optimizing the OS and extending its compe-
tency; 2) Multi-tier solutions focuses on systems design to incorporate heterogeneous tiers of
storage together coupled with value propositions of data being scattered over multiple devices;
xi
3) Workload specific optimizations are full-stack data center storage solutions designed and
developed to suit workload characteristics.
The Linux OS (host) block layer is the most critical part of the I/O hierarchy as it orchestrates
the I/O requests from different applications to the underlying storage. The key to the performance
of the block layer is the Block I/O scheduler, which is responsible for dividing the I/O bandwidth
amongst the contending processes as well as determines the order and size of requests sent to storage
device driver. Irrespective of the data center storage architecture (SAN, NAS, DAS), the final
interaction with the physical media is in blocks (sectors in HDD, page in SSD) and the functioning
of the block I/O scheduler is highly critical for system performance. Unfortunately, despite its
significance, the block layer, essentially the block I/O scheduler hasnt evolved much to meet the
needs of Big Data. Due to contention amongst different processes submitting I/O to a storage device
and the working of the current I/O schedulers, the inherent sequentiality of MapReduce tasks is lost.
This contention causes unwanted phenomenon such as interleaving and/or multiplexing, thereby
adversely affecting system performance (CPU wait times, etc.) and increasing latency in disk based
(Hard Disk Drive HDDs) storage devices.
First, we develop solutions, BID-HDD, from the core of the operating system, i.e. block I/O
scheduling scheme to avoid contentions which tries to maintain the sequentiality in I/O access in
order to provide performance isolation to each I/O submitting process and improve individual hard
disk drives (HDDs), the details are discussed in Chapter 3. Through trace driven simulation based
experiments with cloud emulating MapReduce benchmarks, we show the effectiveness of BID-HDD
which results in 28 to 52% lesser time for all I/O requests than the best performing Linux disk
schedulers. BID-HDD is essentially a contention avoidance technique which can be modeled to cater
different objective functions (storage media type, performance characteristics, etc.). The algorithms
developed can be applied to other fields of engineering and science which have time-varying nature
of incoming requests and scheduling of events is a challenge (which is the case most often).
xii
HDDs form the back-bone of storage. The physical limitations of HDDs have led to Data
Centers organize data in multiple heterogeneous tiers1 of storage such as those having HDDs and
SSDs (Solid State Drives) coupled with workload-aware tiering2 to achieve cost, performance and
capacity trade-offs have become extremely popular. Second, we manage multiple devices and
develop methodologies, BID-Hybrid, to automated tiering using the information obtained at the
block interface using SSDs for improving disk performance (discussed in Chapter 4). BID-Hybrid
exploits SSDs random performance to further avoiding contention at disk based storage (using BID).
The existing literature tiers based on heuristics or predictions (popularity, frequency, and deviation
of logical locations). This may or may not be beneficial and can causes unnecessary deportations
to SSD in skewed workload characteristics. BID-Hybrid is a deterministic approach. This enables
BID-Hybrid to make judicious decisions and provide a holistic approach to tiering using I/O data-
structure information (development of the concepts of packing fraction). In our work, we define
randomness of blocks usage based on profiling the processes and provide decision metrics based on
anticipation and I/O size, in-order to define the correct candidates for tiering. Those blocks are
oﬄoaded to SSD which belong to a process causing interruptions (which create non-bulky I/Os)
and, therefore giving BID-Hybrid the dynamic adaptability based on changing I/O patterns. We
demonstrate the effectiveness of BID-Hybrid by using our in-house developed system simulator,
with enhanced OS features (VFS and Hybrid-block layer) to realize multiple tiers of storage used
together. BID-Hybrid results in performance gain of 6 to 23% for MapReduce workloads when
compared to BID-HDD and 33 to 54% over best performing Linux scheduling scheme.
We believe that in a large scale shared production cluster, the issues associated due to data
management can be mitigated way higher in the hierarchy of the I/O path, even before requests
to data access are made. The current data management techniques fail to capture the syntax and
semantics of jobs and the associations of data in various stages of jobs. Moreover, they are mostly
reactive and/or based on heuristics or prediction, thereby adding uncertainty. The goals of current
1Storage media across all nodes with similar physical and I/O characteristics.
2Tiering refers to orchestrating data between heterogeneous tiers of storage by leveraging individual strengths of
each to maintain balance between Cost, Performance and Capacity.
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efforts have been to make read operations faster as they are believed to be the biggest bottleneck.
This problem gets amplified for chained applications which exhibit lineage, where intermediate data
during computation must be written and read back later on. Chained Jobs are a popular class of
applications that are executed on clusters. Essentially, the jobs are pipelined and the output of
a job forms the input (or a part of the input) of the next job. Such jobs are common in several
business and scientific applications. The inconsiderate placement of intermediate results (writes)
for reuse may affect the read performance adversely. Under this scenario, the gains derived by
deploying multiple tiers in storage can be nullified easily by improper replica allocations to tiers,
handling of memory resources, and avoidable data movement [Iliadis et al. (2015); Zaharia et al.
(2012); Li et al. (2014)]. Therefore, in such data processing pipelines, its imperative to capture
lineage or relationships across tasks and their dependency with data, i.e. data-task associations.
Lastly, we design and develop data management solutions for the complete data center ecosystem
using multiple tiers of storage for mitigating the impact of data-dependency in lineage class of
applications. LDM, our data management solution, is designed to cater to a class of applications
which exhibit lineage, i.e. the current writes are future reads. In such class of applications, slow
writes significantly hurt the over-all performance of jobs, i.e. current writes determine the fate
of next reads. The concepts developed can be extended to a wide variety of applications. LDM
amalgamates the information from the entire data center ecosystem, right from the application
code, to file system mappings, the compute and storage devices topology, etc. to make oracle-
like deterministic data management decisions. These policies include, Data Placement, Replica
Management, and Data Migration. With trace-driven experiments, LDM (Algorithms 4 and 5) is
able to achieve 29% to 52% reduction in over-all data center workload (lineage as well as other
concurrent non-lineage applications) execution time. We believe that LDM will have a huge impact
on the performance and resource management of data processing platforms. We discuss briefly the
contributions of LDM in workload specific optimization (refer Chapter 5).
xiv
With theoretical and experimental evaluations, our host managed storage solutions, namely,
BID-HDD, BID-Hybrid, and LDM, fulfils our objective of narrowing the gap between what storage
is capable of delivering and what it actually delivers in a Big Data environment.
We conclude our contributions in Chapter 6 followed by brief discussions on the future direc-
tions of work in the field of Host Managed Storage Solutions for Big Data. In future, we
would like to further investigate and develop the field of “Data assisted systems engineering”.
Throughout this research, we have utilized the information gathered by various layers of the I/O
hierarchy to develop storage solutions. Therefore, the data generated from the various components
of the system assist in making the performance of Big Data storage systems faster.
Our research would aid Data Centers to achieve their Service Level Agreements (SLAs) as well
as to keep the Total-Cost of Ownership (TCO) low. From the Green Computing perspective, our
solutions will decrease energy footprint, due to much reduced work to process data across all tiers
of computing, i.e. storage, compute (required on storage servers), and network.
1CHAPTER 1. THE PROBLEM
1.1 Introduction: Broader Issue
Figure 1.1 represents the progression of computation and storage devices (in terms of speed) over
time. Processors have consistently improved and scaled at a steady pace with CPUs processing data
at extremely high rates [Nanavati et al. (2015)]. While performance of storage devices remained
roughly unchanged for a long time due to physical limitations of mechanical drives. Recently,
there have been efforts to reduce the performance gap, right from innovations in the semiconductor
industry such as the development of solid state drives to re-inventing faster interconnects such as
PCIe to replace the legacy SATA/SAS bus. Despite the best efforts, storage was, is and will (in
the foreseeable future) remain a bottleneck in the system.
Figure 1.1: Compute and Storage speed progression with time (not to scale).
It is clearly evident that the performance gap (∆xCS) between compute and storage is still
fairly considerable. This results in a mismatch between the application needs from storage and
what storage can deliver. These two curves depict the ideal scenario, i.e. the storage devices deliver
2100% of what they are capable of, but practically it never happens. Therefore, actual performance
difference is much more, i.e. ∆xCS + ∆xSS′ . The additional delay (∆xSS′) is attributed to what
the storage is capable of delivering and what storage actually delivers (represented by the red dot).
The physical media characteristics and interface technology are mostly blamed for storage be-
ing slow, but this is only partially true. The full potential of storage devices (or system) cannot
be harnessed till all layers of I/O hierarchy function efficiently. Despite advanced optimizations
applied across various layers along the odyssey of data access, the I/O stack still remains volatile.
There have been a plethora of solutions to reduce the performance difference, right from OS op-
timizations like caching, virtualization, pre-fetching, to partitioning of databases, etc., developed
to manage data. These solutions have proven to be beneficial for legacy applications with low re-
source footprint. All these assumptions appear to collapse in Data Centers experiencing Big Data
workloads. The problems associated due to the inefficiencies in data management get amplified in
multi-tasking, and shared Big Data environments. There is an urgent need to re-think and re-design
the system software to address the needs of Big Data.
Our effort is to deliver near-ideal performance of storage systems, i.e. reduction of
∆xSS′, by identifying issues and designing storage solutions with minimal or no infras-
tructural change for Data Centers experiencing Big Data.
In the next section, we briefly discuss the problems associated to data management for Big
Data environments, followed by our contributions in Section 1.3.
1.2 Big Data: Associated Issues
Data is growing in an unprecedented rate along all dimensions. Three of the most important
V’s which create data-intensive workloads is shown in Figure 1.2 [Mishra et al. (2017)]. The
sudden spurt in data-driven sciences has put tremendous pressure on the system architecture which
was designed for legacy applications with low resource (namely, storage, network and compute)
3footprint. For example, to reduce additional seeks to storage, keeping the working set sizes of
application small was the key to caching and pre-fetching mechanisms, such that the data could
easily fit in RAM. Such techniques and assumptions are now being invalidated due to the current
working set sizes and the difficulty in profiling workloads [Harter et al. (2014)].
Figure 1.2: Multi dimensional forms of data.
Data centers today cater to a wide diaspora of applications which process multiple data sets for
multiple jobs in a multi-user environment concurrently. They also deploy storage systems organized
in multiple heterogeneous tiers1, which is necessary to achieve cost-performance-capacity trade-off
[Zhou et al. (2016); Kakoulli and Herodotou (2017)]. Each application can have different syntax
and semantics, with varying I/O needs from storage. With highly sophisticated and optimized
data processing frameworks, such as Hadoop and Spark, applications are capable of processing
large amounts of data at the same time. Dedicating physical resources for every application is
not economically feasible [Krish et al. (2014a)]. In cloud environments, with the aid of server and
storage virtualization, multiple processes contend for the same physical resource (namely, compute,
network, and storage). This causes contentions. In-order to meet their service level agreements
(SLAs), cloud providers need to ensure performance isolation guarantees for every application.
With multi-core computing capabilities, though CPUs have scaled to accommodate the needs of
“Big Data”, but storage still remains a bottleneck.
1Storage media across all nodes with similar I/O characteristics form a tier.
4Given the operating ecosystem, the physical limitations of storage devices and the insatiable
needs of applications to process data, the storage layer and the I/O path need to be extremely
efficient in-order to minimize delay. The performance of storage devices depend on the order in
which the data is stored and accessed. This order is multiplexed due to interferences from other
contending applications. Therefore, in large scale distributed systems (“cloud”), data management
plays a vital role in processing and storing petabytes of data among hundreds of thousands of
storage devices [Zhou et al. (2016)]. Few changes in data-management with proliferation of Big
Data is inevitable:
1. The transition to Big Data was sudden and the system software stack was and is not prepared
to cope up with the needs of applications from storage. The techniques and schemes used by
traditional enterprise infrastructure are being invalidated in highly multiplexing environments such
as data centers experiencing Big Data.
2. The current data management techniques fail to capture the syntax and semantics of jobs and
the associations of data in various stages of jobs. Under this scenario, the gains derived by deploying
multiple tiers in storage can be nullified easily by improper replica allocations to tiers, handling
of memory resources, and avoidable data movement. The storage layers needs to be dynamically
adaptable to changing time-varying application I/O characteristics.
3. The focus needs to be on Workload-aware tiering2 coupled with fault-tolerance and data-center
topology-awareness to reduce the over-all resource and energy footprints.
4. With so many software and hardware designs, and devices being employed in the data processing
infrastructure, a lot of information is generated such as system utilization, device characterization,
etc. All such informations should be harnessed to understand the way applications will access
data. This could aid data management to dictate deterministic policies and pave the path towards
development of “Data assisted systems engineering”.
5. Therefore, the entire storage software stack needs to be re-designed with striping up of inefficient
layers along the odyssey of data access and adding of new features right from the data center design
2Tiering refers to orchestrating data between heterogeneous tiers of storage by leveraging individual strengths of
each to maintain balance between Cost, Performance and Capacity.
5to operating system kernel I/O sub-structures and network interfaces for matching the application
needs from storage with storage capabilities.
Our motivation is based on these assumptions and observations, i.e. the deficiencies of the
current storage systems to mitigate the impact of Big Data workloads. In the next section, we
briefly outline our contributions in the field.
1.3 Host Managed Storage Solutions: Our Contributions
Software defined storage (SDS) is the means of delivering storage services for a plethora of data
center applications and environments. Our major effort has been in developing software defined
storage capabilities to manage data with minimal costs and infrastructural changes, thereby making
any improvements feasible.
Figure 1.3: Our Contributions in Host Managed Storage.
Our focus is to develop host managed storage solutions by understanding the I/O hierarchy
and the application needs from storage for narrowing the gap between what storage is capable of
delivering and what it actually delivers in a Big Data environment (refer to Figure 1.1). We do not
intend to change application characteristics or improve storage devices or network infrastructures,
6but only the way data is managed. Therefore, this research aims to improve the layers along
the odyssey of data access environment. Host Managed Storage solutions is a sub-set of software
defined solutions which deals with identifying issues, developing and designing software-based data-
management storage solutions in the host (operating) side with minimal or no changes to the
hardware infrastructure.
Figure 1.3 represents the different areas of research in Host Managed Storage and outlines our
contributions in the field. We have three major contributions as outlined below and described in
three chapters in this dissertation.
1) Operating System optimizations deal with optimizing the OS and extend its competency.
We develop solutions, BID-HDD, from the core of the operating system, i.e. a block I/O schedul-
ing scheme to avoid contentions and improve individual storage device (Hard Disk Drives HDDs)
capabilities. The details are discussed in Chapter 3.
2) Multi-tier solutions focuses on systems design to incorporate heterogeneous tiers of storage
together coupled with value propositions of data being scattered over multiple devices.. We manage
multiple devices and develop methodologies, BID-Hybrid, to automate tiering utilizing the informa-
tion obtained at the block interface to use Solid State Drives SSDs for improving disk performance
(discussed in Chapter 4).
3) Workload specific optimizations are full-stack data center storage solutions designed and de-
veloped to suit workload characteristics.We design and develop data management solutions, LDM,
for the complete data center ecosystem using multiple tiers of storage to mitigate the impact of
data-dependency in lineage class of applications. LDM amalgamates the information from all the
strata, devices, and layers in the I/O path (refer to Chapter 5).
All these three categories impact and/or are dependent on each other and many solutions lie
in the common areas. Our contributions in each of these chapters are enumerated in the following
sections.
71.3.1 Contention Avoidance: OS optimizations
The prime objective of the operating system is to manage data across the I/O hierarchy and
relegate the requests from the user-space (or applications) to the storage device. In cloud environ-
ments, with the aid of server and storage virtualization, multiple processes contend for the same
physical resource (namely, compute, network, and storage). This causes contentions. In-order to
meet their service level agreements (SLAs), cloud providers need to ensure performance isolation
gaurantees for every application. The performance of storage devices depend on the order in which
the data is stored and accessed. This order is multiplexed due to interferences from other contend-
ing applications. Therefore, in such systems, data management plays a vital role in processing and
storing petabytes of data among hundreds of thousands of storage devices. Therefore, optimizing
the operating system is extremely critical for the over-all system performance.
We enumerate our contributions in optimizing the operating system as follows.
• Identifying the major source of contention in the I/O subsystem, i.e. “request queue process-
ing” (refer to Appendix A).
The Linux OS (host) block layer is the most critical part of the I/O hierarchy, as it orchestrates
the I/O requests from different applications to the underlying storage. Unfortunately, despite
its significance, the block layer, essentially the block I/O scheduler has not evolved to meet
the needs of Big Data.
• Identification of the requirements of a block I/O scheduler suited for Big Data environments.
The data access time in HDDs is majorly governed by disk arm movements, which usually
occurs when data is not accessed sequentially. Big Data applications exhibit evident sequen-
tiality but due to the contentions amongst other I/O submitting applications, the I/O accesses
get multiplexed which leads to higher disk arm movements. The requirements are laid down
in Section 3.3.
8• We have developed and designed a contention avoidance scheme for disk based storage devices
known as “BID-HDD: Bulk I/O Dispatch” in the Linux block layer, specifically to suit multi-
tenant, multi-tasking and skewed shared Big Data deployments.
• BID-HDD extends the capabilities of the current block layer to adapt with changing Big Data
workloads.
The efficient pipelining of large data blocks groups from adjoining locations in the disk leads
to reduction in disk arm movements (leveraging sequentiality performance). The development
of staging queues as well as the scheduling algorithms (Algorithms 1 and 2) has enabled the
block layer to make judicious decisions of dispatching requests to the device driver. The
dynamic need-based anticipation time ensures performance isolation to each I/O contending
processing following system constraints without compromising the SLAs.
• We have designed and developed a System Simulator using Python v2.7.3 to replicate the
working of the System level components (Host OS, Storage devices, etc.).
We use the trace file (as discussed in Section 3.6.1) for application I/O submission order for
evaluating our system design. The OS simulator is designed to work right from the kernel I/O
data-structures and development of these units. While the storage simulator is accurately
developed to emulate the working of the storage devices as per device characteristics and
specifications.
• Through trace driven simulation based experiments with cloud emulating MapReduce bench-
marks, we show the effectiveness of BID-HDD which results in 28 to 52% lesser time for all
I/O requests than the best performing Linux disk schedulers.
BID-HDD is essentially a contention avoidance technique which can be modeled to cater different
objective functions (storage media type, performance characteristics, etc.). The algorithms devel-
oped can be applied to other fields of engineering and science which have time-varying nature of
incoming requests and scheduling of events is a challenge (which is the case most often). BID-HDD
and the associated details are discussed in Chapter 3.
91.3.2 Contention Avoidance: Multi-tier solutions
Due to physical limitation of HDDs, there have been recent efforts to incorporate flash based
high-speed, non-volatile secondary memory devices, known as Storage Class Memories (SCMs) in
data centers. Despite superior random performance of SCMs (or SSDs) over HDDs, replacing disks
with SCMs completely for data center deployments does not seem to be economically feasible. With
recent developments in NVMe devices, with supporting infrastructure and virtualization techniques,
a hybrid approach of using heterogeneous tiers of storage together such as those having HDDs and
SSDs coupled with workload-aware tiering to balance cost, performance and capacity have become
increasingly popular.
Data centers consists of many tiers of storage devices. All storage devices of the same type form
a tier. For example, all HDDs across the data-center form the HDD tier and all SSD form SSD
tier, and similarly for other SCMs. Based on profiling of workloads, balanced utility value of data
usage, the data is managed between the tiers of storage for improved performance. Workload-aware
storage tiering, or simply tiering is the automatic classification of how data is managed between
heterogeneous tiers of storage in an enterprise data-center environment [Mishra and Somani (2017)].
It is vital to develop automated and dynamic tiering solutions to utilize all the tiers of storage.
Our contributions in multi-tier OS contention avoidance storage solutions are described below.
• We develop and design a hybrid scheme, BID-Hybrid, to exploit SCMs (SSDs) superior ran-
dom performance to further avoid contentions at disk based storage to suit such multi-tasking,
multi-user shared Big Data environments. BID-Hybrid aims to deliver the capability of dy-
namic and judicious automated tiering in the block layer as a SDS solution.
• BID-Hybrid lies in the “initial tier placement” class of problem in tiering. The main objective
function of “initial tier placement” problem is the balanced decision of which tier the data is
to be initially written in-order to reap the maximum performance benefits.
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• Contrary to the tiering approach of defining SSD candidates based on deviation of LBAs,
BID-Hybrid profiles process I/O characteristics by utilizing dynamic anticipation and I/O
packing of kernel data-structures.
• BID-Hybrid is able to efficiently oﬄoad non-bulky interruptions from HDD request queue to
SSD queue using BID-HDD for disk request processing and multi-q FIFO architecture for
SSD.
• We design the system architecture to support a “hybrid OS block layer” (see Section 4.4) and
develop system simulators to evaluate BID-Hybrid.
• BID-Hybrid results in performance gain of 6 to 23% for MapReduce workloads when compared
to BID-HDD and 33 to 54% over best performing Linux scheduling scheme. BID schemes as
a whole is aimed to avoid contentions for disk based storage I/Os following system constraints
without compromising SLAs.
BID-Hybrid (refer to Chapter 4) uses similar concepts of staging as BID-HDD. Due to the
staging capabilities in the Host (OS) block layer, bulkiness of processes can be calculated and
verified on-the fly in-order to avoid unnecessary deportations to SSD. The key idea is to oﬄoad
I/O blocks belonging to non-bulky processes to SSD (managed by multi-q block layer architecture
[Bjørling et al. (2013)]) and the bulky I/Os to HDD (handled by BID-HDD). This serves multi-
fold: (1) maximal sequentiality in HDD is ensured, i.e “HDD request queue” is made free from
unnecessary contention and interruption causing blocks; (2) the future references to the non-bulky
blocks are prevented from causing contentions for HDD disk I/O, as the semantic blocks have a
high probability to appear in the same pattern. Therefore, BID-Hybrid aims to further reduce
contention (more than BID-HDD) at disk based storage by oﬄoading interruption causing blocks
to SSD, while ensuring uninterrupted sequential access to HDDs.
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1.3.3 Workload Specific Optimizations: Exploring Lineage
Data centers today cater to a wide diaspora of applications which process multiple data sets for
multiple jobs in a multi-user environment concurrently. They also deploy storage systems organized
in multiple heterogeneous tiers, which is necessary to achieve cost-performance-capacity trade-off
[Mishra and Somani (2017); Iliadis et al. (2015); Kim et al. (2011)]. Dedicating physical resources
for every application is not economically feasible. Resource sharing causes contention affecting
the efficiency and performance [Mishra and Somani (2017); Mishra et al. (2016); Hindman et al.
(2011)]. Data are scattered over multiple files located at multiple storage nodes3 and replicated for
performance, availability and reliability reasons.
We believe that in a large scale shared production cluster, the issues associated due to data
management can be mitigated at a much higher level in the hierarchy of the I/O path, even before
requests to data access are made. The current data management techniques fail to capture the
syntax and semantics of jobs and the associations of data in various stages of jobs. Moreover, they
are mostly reactive and/or based on heuristics or prediction, thereby adding uncertainty. Moreover,
the goals of current efforts have been to make read operations faster as they are believed to be
the biggest bottleneck. This problem gets amplified for chained applications which exhibit lineage,
where intermediate data during computation must be written and read back later on. For example,
Chained Jobs are a popular class of applications that are executed on clusters. Essentially, the jobs
are pipelined and the output of a job forms the input (or a part of the input) of the next job. Such
jobs are common in several business and scientific applications.
The inconsiderate placement of intermediate results (writes) for reuse may affect the read per-
formance adversely. It is now becoming clearer that dealing with large amounts of current “writes”,
which are future “reads” is equally important to achieve good performance. Under this scenario,
the gains derived by deploying multiple tiers in storage can be nullified easily by improper replica
allocations to tiers, handling of memory resources, and avoidable data movement [Iliadis et al.
(2015); Zaharia et al. (2012); Li et al. (2014)]. Therefore, in such data processing pipelines, it
3Storage refers to the overall data plane, whereas a storage node refers to a single physical device.
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is imperative to capture lineage or relationship across tasks and their dependency with data, i.e.
data-task associations.
LDM is designed to cater to a class of applications which exhibit lineage, i.e. the current
writes are future reads. In such class of applications, slow writes significantly hurt the over-all
performance of jobs, i.e. current writes determine the fate of next reads. The concepts developed
can be extended to a wide variety of applications. We discuss briefly the contributions of LDM in
workload specific optimization (refer to Chapter 5).
• We develop and design a novel framework, called LDM, to address the challenges in lineage-
aware data management to effectively utilize multi-tier storage hierarchy. LDM captures the
inherent lineage information and reduce the data movement via network by placing them
appropriately to enable maximal processing nearer to the storage locations as well as in
appropriate storage tiers.
• LDM amalgamates the information from the entire data center ecosystem, right from the
application code, to file system mappings, the compute and storage devices topology, etc. to
take oracle-like deterministic data management decisions.
• LDM captures the inherent data dependency by analyzing the metadata associated with
application code and extract semantic knowledge of the computational workflow logic coupled
with the file system information to build task and block graphs.
• We develop block-graphs, which uses file-system information about the block to device map-
pings to associate blocks of data with tasks (using task blocks). Block graphs are designed to
deterministically capture all the data block-task associations and data lineage across tasks.
LDM uses this knowledge to mitigate the impact of delays associated to writing and then
subsequently reading intermediate results.
• LDM utilizes all tiers of storage to reduce data access delays in conjunction with workload
aware tiering by orchestrating multiple data management features. LDM takes into account
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the storage device current and future utilization along with its characteristics and match them
to “lineage-quotient” of blocks to dictate policies.
• LDM performs Initial Data Placement, Replication Placement, and Data Migration tasks for
dependency mitigation which are described using Algorithm 4, 5 and 6, respectively. They
determine the storage device(s) to place the data and if, when, and where to move data blocks
dynamically.
• With trace-driven experiments, we show LDM (Algorithms 4, and 5) is able to achieve 29%
to 52% reduction in over-all data center workload execution time.
We believe that LDM will have a huge impact on the performance and resource management of
data processing platforms.
From the Green Computing perspective, our solution will decrease energy footprint, due to
much reduced work to process data across all tiers of computing, i.e. storage, compute (required
on storage servers), and network.
1.4 Dissertation Organization
In Chapter 1, we have briefly described the problems associated to storage and deficiency of
the traditional (current) system architecture to brave with the requirements of Big Data. This
is followed by the description of the problem and our major contributions in the field. Chapter
2 categorizes the relevant literature in our problem scope, and provides an overview of the work
done in developing these areas, namely, OS optimizations, Multi-tier OS solutions, and Workload
specific optimizations, respectively.
The next three chapters are organized based on our specific contributions. Chapter 3 describes
our novel contention avoidance technique, BID-HDD, which essentially is a block I/O scheduler for
disk based storage suited for multi-tenant, multi-user, and multi-tasking Big Data shared resource
environments. We discuss right from the details of the operating system basics and develop the
solution from the core to match the current application needs from storage. In Chapter 4, we
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discuss the working architecture of our novel multi-tier (HDDs and SCMs) OS contention avoidance
scheme, BID-Hybrid, which further reduces contentions for disk based storage devices using solid
state devices. Chapter 5 describes the working of our data management solution, LDM, designed
to cater a class of applications which exhibit lineage, i.e. the current writes are future reads. In
such class of applications, we mitigate the impact of slow writes which significantly hurt the over-all
performance of jobs, i.e. current writes determine the fate of next reads.
We conclude our research in Chapter 6, followed by brief discussions on the future directions of
work in the field of Host Managed Storage Solutions for Big Data.
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CHAPTER 2. LITERATURE REVIEW
The journey to store and utilize data from cave drawings to developments in exascale storage has
fueled various innovations over time. The main research focus for a long time has been in improving
physical media characteristics like increasing areal density of hard drives, read/write technology,
etc., semiconductor storage devices (SSDs, DVIMMs, RAMDisks, etc.), and their interconnects
(SAS, SATA, PCIe, NVMe, FCoE etc.). The developments in the field of storage can be broadly
divided into application-space, networking and storage-devices. We limit our discussion to our
problem scope, i.e. Host Managed Storage Solutions for Big Data.
2.1 Our Problem scope
Our effort is to provide software defined storage capabilities by identifying and eliminating
the deficiencies along the software layers of the I/O path for data-centers experiencing Big Data
workloads. We have categorized the relevant literature according to the specific areas of our problem
scope, as shown in Table 2.1.
2.1.1 Block I/O Optimizations
In this section, we discuss the developments in the block layer, concentrating mostly on I/O
Scheduling. I/O Scheduling has been around since the beginning of disk drives [Ruemmler and
Wilkes (1994)]. We limit our discussion to those approaches which are relevant to recent devel-
opments. Despite advanced optimizations applied across various layers along the odyssey of data
access, the Linux I/O stack still remains volatile. The block layer hasn’t evolved [Bjørling et al.
(2013); Riska et al. (2007)] to cater the requirements of Big Data. Riska et al. (2007) evaluates the
effectiveness of block I/O optimization at the application layer by quantifying the effect of request
merging and reordering at different I/O layers (File System, Block Layer, Device driver) have on
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overall system performance. One of the major findings were in establishing relationships between
performance and block I/O scheduler. Our work on BID-HDD is an effort in this domain especially
for rotation based recording drives. BID is essentially a contention avoidance technique which can
be modeled to cater different objective functions (storage media type, performance characteristics,
etc.).
Axboe (2004) provides a brief overview of the Linux block layer, basic I/O units, request queue
processing, etc. Ibrahim et al. (2011) proposes a framework which studies the VM interference in
Hadoop virtualized environments with the execution of single MapReduce job with several disk pair
schedulers. It divides the MapReduce job into phases (i.e. Map, Shuﬄe, and Reduce) and executes
series of experiments using a heuristic to choose a disk pair scheduler for the next phase in a VM
Environment. Bhadkamkar et al. (2009) is a self-optimizing HDD based solution which re-organizes
blocks in the block layer by forming sequences via calculating correlation amongst LBA (logical
block address) ranges with connectivity based on frequency distribution and temporal locality. It
makes weighted graphs and relocation of blocks happens to most needed vertex first. The goal is
to service most requests from dedicated zones of a HDD.
Bjørling et al. (2013) is an important piece of work which extends the capabilities of the block
layer for utilizing internal parallelism of SSDs to enable fast computation for multi-core systems.
It proposes changes to the existing OS block layer with support for multiple software and hardware
queues for a single storage device. Multi-q involves a software queue per CPU core. Similar lock-
contention scheme can be used for BID, as it also involves multiple queues. Malladi et al. (2016)
mentions about NVMe I/O scheduling having separate I/O queues for each core, therefore using
Multi-q concepts. In BID-Hybrid, we use Multi-q for serving I/Os in SSD as it would ensure
performance as well as allow proportional sharing.
Yi et al. (2017) is an SSD extension of CFQ scheduler in which each process has a FIFO
request queue and the I/O bandwidth is fairly distributed in round robin fashion. Park et al.
(2016) and Kim et al. (2016) propose to ensure diverse SLAs, including reservations, limitations,
and proportional sharing by their I/O Scheduling schemes in shared VM environment for SSDs.
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While Park et al. (2016) uses an opportunistic goal oriented block I/O scheduling algorithm, Kim
et al. (2016) proposes host level SSD I/O schedulers, which are extensions of state-of-the-art I/O
scheduling scheme CFQ. Wang et al. (2013) tries to utilize the parallelism in SSDs, by dividing the
entire SSD into sub-regions, each having a different queue for dispatching requests. Wang et al.
(2013) might be good in applications which have more random I/Os otherwise, leading to increasing
wait queues for popular sub-regions & bias in performance.
2.1.2 Multi-tier solutions
There is a huge industrial and academic focus to incorporate NVMe’s (SSDs) into data-centers,
with developments such as NVMe Express utilizing PCIe bus technology and NVMe over RDMA
Fabrics for point-to-point interconnect [Nanavati et al. (2015); Malladi et al. (2016)]. Though hard
drives will not be replaced by NVMe devices (SSDs) in the near future, more prominently due to
SSD’s high TCO (Total Cost of Ownership- cost/GB, write amplification, lifespan) [Yang and Zhu
(2016b)], lack of consistent software stack (fabrics, interface and media characteristics) as well as
non-uniform workload performance characteristics [Nanavati et al. (2015); Mittal and Vetter (2016);
Krish et al. (2016)]. A hybrid approach with heterogeneous tiers of storage such as those having
HDDs and SCMs coupled with workload aware tiering to balance cost, performance and capacity
have become increasingly popular [Zhou et al. (2016); Harter et al. (2014)]. Multi-tier storage
environment deal with how data is managed between heterogeneous tiers of storage in enterprise
data-center environment.
The underlying foundation of multi-tier storage has been adopted from the concepts of caching
mechanisms such as LRU, LFU, etc., as well as partitioning of databases. Partitioning of databases,
more specifically vertical partitioning has been an active field of research since the 70’s and 80’s
[Galaktionov et al. (2016); Li and Patel (2014)]. The key idea is to develop an optimization model to
satisfy one or more criteria to improve the I/O performance of databases. Partitioning of databases,
similar to physical design problems has been proven to be NP-Hard due to the estimation errors
in both system and workload parameters [Galaktionov et al. (2016); Li and Patel (2014); Agrawal
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et al. (2004)], therefore extensive work has been done by the database community [Navathe et al.
(1984); March and Rho (1995); Chu (1969); Cornell and Yu (1990); Alagiannis et al. (2014); Curino
et al. (2010); Jindal and Dittrich (2011); Jindal et al. (2013); LeFevre et al. (2014)].
Navathe et al. (1984), Cornell and Yu (1990), March and Rho (1995) & Chu (1969) have been
one the earliest studies in the filed of partitioning of databases. Navathe et al. (1984) proposed
algorithms and physical system designs to vertically partition databases to reorganize data in two
level memory hierarchy such that highly active data is stored in the fastest memory. This is done to
minimize the access to secondary storage, thereby improving performance. Chu (1969) developed
an optimization model for minimizing overall costs by constricting response time and capacity with
fixed number of copies of each file fragment. Cornell and Yu (1990) proposes a data allocation
strategy to optimize performance of distributed databases. Their solution has a major limitation
as they assume the network to be fully connected with each link having equal bandwidth. March
and Rho (1995) proposed a comprehensive genetic algorithm based model to allocate operations to
nodes taking into consideration replication and operation allocation costs.
All these previous studies by the database community were based on static workloads, which
restricts their use for constantly changing workloads [Galaktionov et al. (2016); Li and Patel (2014)].
Dynamically adaptive variations of these concepts have been explored thoroughly in the design of
modern datastores [Galaktionov et al. (2016); Li and Patel (2014); Curino et al. (2010)]. These
methods are used in online data partitioning such as O2P, H20 [Alagiannis et al. (2014)], etc., and
disk based analytical databases [Li and Patel (2014); He et al. (2011); Jindal et al. (2013)]. In the
Big Data ecosystem, most prominently the concepts of Navathe et al. (1984); Cornell and Yu (1990);
Chu (1969); March and Rho (1995) have laid strong footing for the data layout design on HDFS
[Li and Patel (2014); He et al. (2011); Jindal et al. (2011)]. Another use case has been in tuning
of data stores [Galaktionov et al. (2016); Guo et al. (2012)], such as a multi-store with HDFS and
RDMS together, where every parameter of the datastore is not known apriori. Integration of both
horizontal and vertical partitioning together [Agrawal et al. (2004)] have led to the design of modern
Column stores and NoSQL datastores, most popularly, Hbase [Harter et al. (2014)], WideTable [Li
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and Patel (2014)], RCFile [He et al. (2011)], etc. There has been a lot of prior work done on caching
and partitioning, which are the predecessors of multi-tier storage. We focus our attention towards
recent developments in multi-tier storage solutions which involve data management between storage
devices such as HDDs and SSDs.
Most of the literature in multi-tier storage solutions has concentrated on finding the temperature
of data, and migrating “hot data” form slower HDD tier to SSD tier and vice versa for “cold” data.
The effects of caching in enterprise platforms in negligible due to the data set size and skewed
workload characteristics [Harter et al. (2014); Krish et al. (2013)], therefore faster SCMs (SSDs)
are used as cache. Zhang et al. (2010) proposes an adaptable data migration model based on the
heat of data to determine the next hot data. Lin et al. (2011) migrates or allocates files to SSD based
on hotness (access frequency), randomness and profit-value based on read/write-intensiveness and
recency of file access. Chang et al. (2015) keeps blocks in SSD with highest hit frequency. Migration
is based on utility value associated with every block in SSD in last time slot based on read/write
counts, known as profit caching. Hybrid-disk Aware CFQ scheduling proposed is an extension of
CFQ in which the I/O’s to SSD are serviced immediately. Ye et al. (2015) proposes a time-decay
regional popularity replacement algorithm for blocks with high probability of being popular and
migrate them from HDD to SSD. Regions are adjacent blocks in HDD. Though multiple efficient
techniques have been proposed, in shared Big Data cloud deployments due to the highly skewed,
non-uniform and multiplexing workloads [Ibrahim et al. (2011)], prediction of utility value of blocks
for tiering based on heat of data might not be a viable option.
Our proposed solution BID-Hybrid, however, lies in the “initial tier placement” problem, in
which the goal is to decide which tier the data is to be written in-order get maximum performance
benefits. While BID-Hybrid works on the principle of making judicious, anticipated and dynamic
tier placement decision based on bulkiness of processes, non-bulky data is oﬄoaded to SSD and
bulky in HDD. This serves multi-fold, first ensuring uninterrupted sequential data access on HDDs.
Secondly, preventing performance critical future interruptions in HDDs. These semantic blocks
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which are non-bulky are oﬄoaded to SSDs have a high probability to appear in the same pattern
[Bhadkamkar et al. (2009); Ibrahim et al. (2011); Chen et al. (2011)].
In the existing literature tiering is based on randomness in I/O, and is defined as mere deviation
of LBA (logical block addresses). An application could be sequential but due to contention at the
request queue to submit requests may appear as random in such a case. This might thereby causes
unnecessary deportations to SSD in skewed workload characteristics. In BID-Hybrid, we take
care of such cases and define randomness for blocks based on profiling the processes and provide
decision metrics based on anticipation and I/O size, in-order to define the correct candidate for
tiering. Therefore, BID-Hybrid uses the notion of randomness of process characteristics to make
dynamic and judicious tier-placement decisions.
PASS involves high cost due to retiring SSDs (limited write/erase cycles) with lack of workload-
aware tiering, i.e. SSD is used as absorption layer, which wont be suitable for skewed workloads like
MapReduce. Iliadis et al. (2015) determines data-to-tier assignments for Data-Centers based on
cost-function (based on chunk size/request size, rate, volume of storage) to reduce mean response
time. It simulates the inter-arrivals as a M/G/1 single server queue and processing is done as per
chunk size. Kim et al. (2011) proposes a tool for improving capacity planning within cost-budgets
& performance guarantees during deviations from expected workloads. Krish et al. (2016) studies
HDFS characteristics to place intermediate data of MapReduce in SSD to improve performance
and cost-optimization. Many MapReduce workloads have large and sequential intermediate data
sets, SSDs could be a bottleneck.
Shi et al. (2012) computes optimal data file by creating a multi-choice 0/1 Knapsack problem to
reduce number of transfers between tiers for data allocation. I/O information from clients are used
to distinguish sequential and random. Random and hot objects are allocated to tiers according
to the Knapsack problem. In Liu et al. (2010), SSD is split into Read and Write cache. The I/O
operations are monitored in the OS Kernel. The Dispatcher module detects sequentiality from
the “request queue” by the number of continuous LBAs. The random blocks are recorded in a
table and data is cached in read cache of SSD. When a page is evicted from Page Cache, its LBA is
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checked in the table and if a hit is found, it caches data in read cache. Migration follows LFU, when
the utilization rate of read cache is 90%. Krish et al. (2014b) redesigns HDFS for a multi-tiered
hybrid storage based on tier characteristics and capacity. It logically groups all storage devices
in a tier across all nodes and manages them individually. It increases utilization of HPC storage
by forwarding greater number of I/Os to faster tiers and exploits tier information to decide where
to place replicas of a block. Islam et al. (2015) designs a hybrid storage for HPC including RAM
disks, SSDs, HDD and utilize Lustre FS and HDFS. It deals with tri-replication of blocks ensuring
fault tolerance. The data placement decision is based on storage space available and migration
from layer to layer is based on the priority of usage.
2.1.3 Workload Specific Optimizations: Exploring Lineage
Most studies have focused on studying data center operations to consolidate the computing
needs and organize and optimize computing for multiple applications. Computing resources are
believed to be abundant, but without appropriate attention, they are mostly waiting for data and
wasting cycles [Mishra and Somani (2017); Bjørling et al. (2013); Bhadkamkar et al. (2009); Choi
et al. (2017); Bu et al. (2010); Afrati and Ullman (2010)]. Moreover, for lineage based applications,
the impact is more severe due to data-dependency between tasks. Keeping all the data in memory
(as done in Spark) may not be a wise choice either. We believe that the focus needs to shift from
computing to data. What makes this shift relevant is the availability of oracle-like deterministic
workload and data center storage topology aware data management. Datum access from storage
and copying in memory is expensive. Therefore, we believe that studying data utilization patterns
and developing strategies to optimize computing paths are the greatest needs at the current time
[Zaharia et al. (2010)].
There have been efforts [Li et al. (2014); Zaharia et al. (2012)] to understand lineage for in-
memory computation for improving job recovery time in-case of fail-overs and performance in
Data Centers with nodes having large memory. Zaharia et al. (2012) forms distributed data-sets
for in-memory computations (production and computation in-memory), which inherently improves
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performance. Li et al. (2014) proposes an in-memory fault tolerant mechanism which leverages
lineage to recover lost outputs by re-executing the steps which formed the data-sets. In-memory
computations and storing of results in memory are infeasible for Big Data workloads as the working
sets are huge to fit in RAM, along-with the time-varying nature of applications for production and
consumption of data blocks [Harter et al. (2014)]. Issues such as ensuring reliability and cost-
effectiveness are other major challenges in such frameworks. Therefore, cost simulations in Harter
et al. (2014) that adding small SCM tier and efficient orchestrating data between tiers can lead to
enhanced performance than equivalent spending on RAM or disks. Multi-tier storage offers multiple
dimensions, such as device type, network connectivity, and replication management, which allows
to explore to explore the issues associated with data access differently.
Multiple solutions [Kakoulli and Herodotou (2017); Grund et al. (2010); Islam et al. (2016);
Krish et al. (2014b); Lee et al. (2016); Gunda et al. (2010); Olson et al. (2017); Zhang et al.
(2010); Mihailescu et al. (2012); Ananthanarayanan et al. (2012); Iliadis et al. (2015); Islam et al.
(2015); Grund et al. (2010)] have been proposed in literature to exploit multi-tier storage, but none
addresses the issues associated with lineage or chained jobs.
Islam et al. (2015) designs a heterogeneous storage engine for HPC including RAMdisks, SSDs
and HDDs, and Lustre FS to benefit HDFS. The data placement engine in Islam et al. (2015) deals
with tri-replication of blocks to ensure fault tolerance and the decisions of placement of replicas in
a tier is based on storage space available with a usage-priority based tier migration model. Krish
et al. (2014b) proposes a model with an intent to remove performance bottlenecks by placing every
block belonging to file in all tiers of storage.
In the following chapters, we discuss our host managed storage solutions, namely, BID-HDD, BID-
Hybrid, and LDM.
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CHAPTER 3. CONTENTION AVOIDANCE FOR DISK BASED BIG DATA
STORAGE
In this chapter, we discuss the details and impact of our work on managing I/O contentions in
the operating system for disk based storage devices deployed in data centers experiencing Big Data
workloads.
The chapter is organized as follows. First, we discuss contentions and the associated issues in
Section 3.1. Section 3.2 provides a brief overview of the working of the I/O stack, HDD character-
istics and its inefficiencies in shared large data processing infrastructure. Section 3.3 lays down the
expectation from a block I/O scheduler in Big Data deployments as well as points out the issues
with the current Linux scheduling schemes. In Sections 3.5 and 3.6, we present our Contention
Management scheme i.e. block I/O scheduler, BID-HDD [Mishra et al. (2016)] followed by our
design of experiments and performance evaluation, respectively. Section 2.1.1 discussed in Chapter
2 provides an in-depth survey of related literature. We conclude the chapter in Section 3.7 with a
discussion on future work.
3.1 The Problem
Data Centers today cater to a wide diaspora of applications, with workloads varying from data
science batch and streaming applications to decoding genome sequences. Each application can have
different syntax and semantics, with varying I/O needs from storage. With highly sophisticated
and optimized data processing frameworks, such as Hadoop and Spark, applications are capable
of processing large amounts of data at the same time. Dedicating physical resources for every
application is not economically feasible [Krish et al. (2016)]. In cloud environments, with the aid of
server and storage virtualization, multiple processes contend for the same physical resource (namely,
compute, network and storage) [Kim et al. (2016)]. This causes contentions. In-order to meet their
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Service Level Agreements (SLAs), cloud providers need to ensure performance isolation gaurantees
for every application [Nanavati et al. (2015)].
With multi-core computing capabilities, CPUs have scaled to accommodate the needs of “Big
Data”, but storage still remains a bottleneck. The physical media characteristics and interface
technology are mostly blamed for storage being slow, but this is partially true. The full potential
of storage devices cannot be harnessed till all the layers of the I/O hierarchy function efficiently.
The performance of storage devices depend on the order in which the data is stored and accessed.
This order is multiplexed due to interferences from other contending applications. Therefore, in
large scale distributed systems (“cloud”), data management plays a vital role in processing and
storing petabytes of data among hundreds of thousands of storage devices [Zhou et al. (2016)]. The
problems associated due to the inefficiencies in data management get amplified in multi-tasking,
and shared Big Data environments.
Big Data applications use data processing frameworks such as Hadoop MapReduce, which access
storage in large data chunks (64/128 MB HDFS blocks), therefore exhibiting evident sequentiality.
Due to contentions amongst concurrent I/O submitting processes and the working of the current
I/O schedulers, the inherent sequentiality of Big Data processes is lost. These processes may be
instances of the same application (Map, shuﬄe or reduce tasks) or belong to other applications.
The contentions result into unwanted phenomenons such as multiplexing and interleavings, thereby
breaking of large data accesses [Joo et al. (2017); Yi et al. (2017); Park et al. (2016)]. The increase
in latency of storage devices (HDDs) adversely affects overall system performance (CPU wait time
increase) [Bhadkamkar et al. (2009)].
Despite advanced optimizations applied across various layers along the odyssey of data access,
the I/O stack still remains volatile. The Linux OS (Host) block layer is the most critical part of
the I/O hierarchy as it orchestrates the I/O requests from different applications to the underlying
storage. The key to the performance of the block layer is the Block I/O scheduler, which is
responsible for dividing the I/O bandwidth amongst the contending processes as well as determines
the order of requests sent to storage device. Figure 3.1 shows the importance of the block layer.
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Figure 3.1: Networked Storage Architecture.
We observe that irrespective of the data-center storage architecture, i.e. SAN, NAS or DAS, the
final interaction with the physical media is in blocks (sectors in HDD, pages in SSD). The block
layer is employed to manage I/Os to the storage device. Hard Disk Drives (HDDs) form the
backbone of data center storage. The data access time in HDDs is majorly governed by disk arm
movements, which usually occurs when data is not accessed sequentially. Big Data applications
exhibit evident sequentiality but due to the contentions amongst other I/O submitting applications,
the I/O accesses get multiplexed which leads to higher disk arm movements. BID schemes aim
to exploit the inherent I/O sequentiality of Big Data applications to improve the overall I/O
completion time by reducing the avoidable disk arm movements.
Unfortunately, despite its significance, the block layer, essentially the block I/O scheduler hasnt
evolved to meet the volume and contention resolution needs of data centers experiencing Big Data
workloads. We have designed and developed two Contention Avoidance Storage solutions in the
Linux block layer, collectively known as “BID: Bulk I/O Dispatch” [Mishra et al. (2016); Mishra
and Somani (2017)], specifically to suit multi-tenant, multi-tasking Big Data shared resource en-
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vironments. In the this chapter, we discuss our first solution, i.e. a dynamically adaptable Block
I/O scheduling scheme BID-HDD, for disk based storage. Chapter 4 discusses our second solution,
BID-Hybrid for multi-tier storage deployments.
BID-HDD tries to recreate the sequentiality in I/O access in order to provide performance
isolation to each I/O submitting process. Through trace driven simulation based experiments
with cloud emulating MapReduce benchmarks, we show effectiveness of BID-HDD which results in
28% to 52% I/O time performance gain for all I/O requests than the best performing Linux disk
schedulers.
In the next section, we briefly describe the working of the I/O stack, HDD characteristics and
its inefficiencies in shared large data processing infrastructure
3.2 Background
In this section, we first briefly present the working of the Linux I/O stack in Section 3.2.1
followed by the discussion on the physical characteristics of Hard Disk Drives HDDs in Section
3.2.2. Section 3.2.3 and 3.3 discusses the I/O workload characteristics of Hadoop deployments and
the requirements from a I/O scheduler in such environments, respectively. Section 3.4, describes
the working of the current state-of-the-art Linux disk schedulers deployed in shared Big Data
infrastructure.
3.2.1 Linux I/O Stack
The I/O stack of the data center architectures as shown in Figure 3.1, can fundamentally be
broadly broken into Applications, Host (OS) and Storage. The difference between each of these
solutions is in the layers of abstractions (storage virtualization) and the networking interconnects
(Fibre Channel, RCoE, RDMA, etc.) between the storage and host [Bjørling et al. (2013); Islam
et al. (2015); Bhadkamkar et al. (2009)]. Figure 3.2 is the simplistic representation of the Linux I/O
stack [Bjørling et al. (2013); Malladi et al. (2016)]. In this section, we briefly present the working
of the Linux I/O stack, focusing on the OS block layer. The block layer mediates and orchestrates
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I/O requests from multiple applications to the underlying storage simultaneously. The following
steps are taken to serve application’s I/O request:
Figure 3.2: Architecture of Linux Kernel I/O Stack.
1. The Virtual File System VFS provides abstractions for applications (processes) to access
storage devices via system calls. The calls include a file descriptor and the location [Bjørling
et al. (2013); Xu et al. (2015); Avanzini (2014)]. VFS locates and determines the storage
device as well as the file system hosting the data, starting from a relative location. VFS
provides an uniform interface to access multiple file systems [Vangoor et al. (2017)].
2. While reading or writing from a file, the VFS checks if the data is present in the memory or
page cache. If the data is not present, then a page fault occurs and the Mapping Layer is
initiated to locate the data in the block device.
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3. Kernel uses the “Mapping layer” to map the logical locations provided by the application
(file descriptor) to the physical location in the respective block device. The Mapping Layer
figures out the number of disk blocks required to be accessed. It should be noted that a file
is stored in multiple blocks which may be distributed across multiple devices using logical
volumes and on different devices may or may not be physically contiguous in the media. We
assume that the logical volume on the physical media is sequential.
The Mapping Layer and VFS enables storage virtualization functionalities such as logical
volumes, heterogeneous storage pools or “tiers”, etc.
4. After determining the physical locations of the blocks, the kernel uses the block layer to map
I/O calls from the “Mapping layer” to the I/O operations (data-structures known as block
I/O (BIO)).
The I/O Scheduler in the block layer initializes the data structures called “requests”, which
represent I/O operations, to be sent to the device. I/O operations accessing non contiguous
disk blocks (sectors) are broken into several I/O operations each accessing a contiguous set
of blocks.
5. “Request” structures are then staged in a linked-list called request queue. The request queue
allows I/O schedulers to sort, merge and coalesce the requests depending on the locations they
access. Appendix A describes the relationships between the block I/O kernel data-structures
used by the block layer to perform I/O operations.
6. Depending on the I/O Scheduling policies, “requests” scheduled to be sent to the device are
dequeued from the “request queue” and enqueued to a structure known as “dispatch queue”.
I/O Scheduler maintains the dispatch queue and it’s size is determined by the block device.
Section 3.4 briefly discusses different schedulers currently employed in Linux block layer.
7. The “device driver” dequeues “requests” from the “dispatch queue” via service routines, which
are then issued to the block device (HDDs, SSDs, etc.) using DMA (Direct Memory Access)
operations.
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The final interaction with the physical media is always in blocks (sectors in HDD, pages in SSD)
and storage performance depends on the way storage is accessed. The block layer employs the I/O
Scheduler, which provides the opportunity to coalesce requests and determines the order (& size)
in which data is accessed from the block device. Therefore, the Block Layer is the most critical
part of the I/O hierarchy.
The block layer for disk based storage (HDDs) has still remained highly volatile as the mechan-
ical disks cannot support multiple hardware queues due to their physical constraints. Therefore,
HDDs can have multiple software queues but single Hardware queue. The objective function of
block layer for disk based storage is to optimize the request order from various applications in-order
to recreate sequentiality of disk access and manage the I/O bandwidth for every application. BID
schemes utilize multiple software queues in the block layer, but single hardware queue for delivering
Software Defined Storage solutions for disk based storage devices.
3.2.2 HDD characteristics
Disk based storage devices (Hard Disk Drives HDDs) are the back-bone of data center storage.
HDDs provide the perfect blend of cost and capacity as needed to accommodate the volume re-
quirement of Big Data. The main research focus for a long time has been in improving physical
media characteristics like increasing areal density of hard drives, read/write technology, etc. (for
ex: shingled magnetic recording (SMR), heat-assisted magnetic recording (HAMR)) [Aghayev et al.
(2017)].
The data in HDDs is organized as 512 byte (or 4KB emulated for newer drive technology)
blocks in circular disk tracks and the data access time depends on both the rotational latency of
disk platters and movement of read/write head mounted on disk arm. Therefore, sequential accesses
(adjacent I/O blocks in the physical media) are fast as they depend on the rotation of disk platter
(RPM of the disk) [Arpaci-Dusseau and Arpaci-Dusseau (2014)]. While random accesses are slow
as they require the disk head to move from the current location to another track, i.e. involves disk
arm movement which in turn is time consuming. Hence, the order in which the requests are sent
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to the device is important. Therefore, the serving sequence of requests governs the overall I/O
performance due to mechanical movement of disk arm.
The block layer I/O scheduler tries to sequentialize the requests to reduce both the number of
seeks as well as the disk head traversal to the desired track. The time in processing the requests
is important as they consume the I/O bandwidth of the device as well as increase the CPU wait
times. This creates blocking (in the case of reads) in which the CPU waits for the data and doesn’t
issue more I/Os as well as doesn’t do any meaningful work while waiting for the data [Bjørling
et al. (2013); Bhadkamkar et al. (2009); Joo et al. (2017)].
3.2.3 Hadoop MapReduce: Working and Workload characteristics
Hadoop MapReduce [Dean and Ghemawat (2008); White (2012); Mishra et al. (2017)] is the
de-facto large data processing framework for Big Data. Hadoop is a multi-tasking system which
can process multiple data sets for multi-jobs in a multi-user environment at the same time [Islam
et al. (2015); Ibrahim et al. (2011)]. Hadoop uses a block-structured file system, known as Hadoop
Distributed File System (HDFS). HDFS splits the stored files into fixed size (generally 64 MB/ 128
MB) file system blocks, known as chunks, which are usually tri-replicated across the storage nodes
for fault tolerance and performance [White (2012)].
Hadoop is designed in such a way that the processes access the data in chunks. When a process
opens a file, it reads/writes in multiples of these chunks. Enterprise Hadoop workloads have highly
skewed characteristics making the profiling tough with the “hot” data being really large [Harter
et al. (2014)]. Thus, the effects of file system caching is negligible in HDFS [Harter et al. (2014);
Krish et al. (2013)]. Most of the data access is done from the underlying disk (or solid state) based
storage devices. Therefore, a single chunk causes multiple page faults, which eventually would result
in creation and submission of thousands of I/O requests to the block layer for further processing
before dispatching them to the physical storage.
Each MapReduce application consists of multiple processes submitting I/Os concurrently, pos-
sibly in different interleaving stages, i.e. Map, Shuﬄe and Reduce, each having skewed I/O re-
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quirements [Ibrahim et al. (2011)]. Moreover, these applications run on multi-tenant infrastructure
which is shared by a wide diaspora of such applications, each having different syntax and semantics.
For Big Data multi-processing environments, although the requests from each concurrent process
results into large number of sequential disk accesses, they face contention at the storage interface
from other applications. These contentions are resolved by the OS Block Layer, more essentially the
I/O scheduler. The inherent sequential operations of applications becomes non-sequential due to
the working of the current disk I/O schedulers, which thereby result into unwanted phenomenons
like multiplexing and interleaving of requests [Yi et al. (2017); Joo et al. (2017); Ibrahim et al.
(2011); Krish et al. (2013)]. This also results in higher CPU wait/idle time as it has to wait for the
data [Bjørling et al. (2013); Bhadkamkar et al. (2009); Nanavati et al. (2015); Joo et al. (2017)].
In order to provide performance isolation to each process as well as improve system performance,
it is imperative to remove or avoid contentions.
Section 3.4 describes the working of the current state-of-the-art Linux disk schedulers deployed
in shared Big Data infrastructure. In the next section, we discuss the requirements of a block I/O
scheduler most suited for Hadoop deployments.
3.3 Requirements from block I/O scheduling in Big Data deployments
The key requirements from a block I/O scheduler in a multi-process shared Big Data environ-
ments, such as Hadoop MapReduce are as follows:
1. Capitalize on large I/O access: Data is accessed in large data chunks [White (2012)] (64/128
MB in HDFS), which have a high degree of sequentiality in the storage media. The I/O
scheduler should be able to capitalize on large I/O access and should not break these large
sequential requests.
2. Adaptiveness: Multiple CPUs (or applications) try to access the same storage media in a
shared infrastructure, which causes skewed workload patterns [Kim et al. (2016)]. Addition-
ally, each MapReduce task itself has varying & interleaving I/O characteristics in its Map,
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Reduce and Shuﬄe phases [Ibrahim et al. (2011)]. Therefore it is imperative for an I/O
scheduler to dynamically adapt to such skewed and changing I/O patterns.
3. Performance Isolation: In-order to meet the Service Level Agreements (SLAs), it is highly
imperative to provide I/O performance isolation for each application [Kim et al. (2016); Park
et al. (2016)]. For ex: A single MapReduce application consists of multiple of tasks, each
consisting of multiple processes, each having different I/O requirements. Therefore, a I/O
scheduler through process-level segregation should ensure I/O resource isolation to every I/O
contending process.
4. Regular I/O scheduler features: Reducing CPU wait/idle time by serving blocking I/Os
(reads) quickly; Avoid starvation of any requests; Improve sequentiality to reduce disk arm
movements.
3.4 Issues with current I/O schedulers
Since version 2.6.33, Linux [Yi et al. (2017); Kim et al. (2016); Ibrahim et al. (2011)] currently
employs 3 disk I/O Schedulers namely Noop, Deadline and Completely Fair Queuing CFQ.
As observed in Section 3.2.1, the main functionalities of the block I/O schedulers are as follows:
1. Lifecycle Management of the block I/O “requests” (which may consist of multiples of BIO
structures) in the “request queue”. Refer to Appendix A for details regarding the relationship
of Block I/O data-structures.
2. Moving requests from “request queue” to the “dispatch queue”. The dispatch queue is the
sequence of requests ready to be sent to the block device driver.
The following example highlights the issues with the current Linux I/O Schedulers. For sim-
plicity, we assume a Hard Disk Drive (HDD) with geometry of 1 platter, 100 sectors/track and 100
tracks/platter (see Figure 3.3). Consider 3 processes with process id’s (pid) A, B, C submitting
I/O requests to the disk block layer in the order shown in Table 3.1 (from top to bottom).
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Figure 3.3: Geometry of the HDD with 1 platter, 100 sectors/track and 100 tracks/platter.
Table 3.1: I/O request Submission Order to the Block Layer.
order request LBA transfer
size
Track No.
(cylinder)
read/write time to ex-
pire (ms)
1 B1 7125 40 71 w Exp#1
2 A1 305 24 3 r Exp#2
3 A2 340 24 3 r Exp#3
4 A3 370 24 3 r Exp#4
5 C1 1600 4 16 r Exp#5
6 B2 7165 40 71, 72 w 50
7 B3 7205 40 72 w 53
8 A4 410 24 4 r 60
9 A5 440 24 4 r 65
10 A6 470 24 4 r 100
11 C2 1670 4 16 r 105
12 B4 7245 40 72 w 110
In the table,
An, Bn, Cn: n
th request of processes A, B, C submitted to the “request queue;”
LBA: starting logical block address of the sorted “request” structure;
transfer size: number of disk blocks required for data transfer;
Track No.: the track (or tracks) where the entire request spans;
read/write: type of operation read ‘r’ or write ‘w’ performed by the request;
time to expire: time left in milliseconds at system time ‘k’ for the request to expire
as per the deadline determined by the Deadline Scheduling Algorithm;
Exp#‘x’: Exp. denotes that the request has already expired and ‘x’ is the order
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in which it has expired.
We assume that process A and B submit large I/O requests (transfer size) in short time intervals,
while C submits small I/O requests in long time intervals.
The working of the three scheduling schemes of the current Linux block I/O Schedulers for this
example are shown below:
Figure 3.4: Working of Noop Scheduling Algorithm.
Noop: Noop is the simplest of the three scheduling algorithms. Figure 3.4 shows the scheduling
order for the requests. As we see that its simply merges adjacent requests in queue, but does not
perform any other operation (works on the principle of FIFO). The requests are served in the order
in which they are submitted by the applications.
Observation: Noop is suitable for those environments where the number of processes submitting
large I/O requests (A and B) concurrently is small. Noop can perform well in such a scenario
where applications themselves submit large requests which have inherent sequentiality. For large
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number of applications contending for the same storage media, Noop would cause large number of
seeks due to multiplexing of requests from these processes. Adjacent requests (according to LBA)
which arrive interleaved at the block layer (For ex: requests C1 and C2), are not provided the
opportunity to coalesce and form sequences. Moreover, due to presence of requests from process C
in between requests from bulky processes A and B, there is additional sequentiality loss of these
bulky process. Also, if there are large number of processes like C (i.e. data transfer/seek is low)
the disk I/O access time would increase significantly due to the FIFO nature of Noop.
Figure 3.5: Working of Deadline Scheduling Algorithm.
Deadline Scheduler: The Deadline Scheduler tries to prevent starvation of requests. Each
request is assigned an expiration time (reads=500ms, writes=5000ms) [Yi et al. (2017); Ibrahim
et al. (2011)]. There are two kinds of queues: Sorted Queues, where requests are sorted by disk
access location and FIFO Queues, where requests are ordered according to deadline [Kim et al.
(2016); Schnberger (2015)]. Some implementation have just three queues: 2 FIFO queues and a
common Sorted Queue [Yi et al. (2017)]. For simplicity, we consider the former implementation
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with both FIFO and Sorted queues having separate Read and Write queues as shown in Figure
3.5. The requests in the sorted queues are processed in batches (fifo batch). The deadline scheduler
keeps issuing request batches to the dispatch queue from the sorted queues unless the request at
the head of the Read/Write FIFO queue expires [Yi et al. (2017); Inc. (2015); lin ()].
Deadline Scheduler, despite its name, does not provide strict deadlines and actual I/O waiting
times can be much higher. The selection of batches of requests from the queues is based on expiry
of requests, otherwise requests are served from the sorted queues.
For the given example, we consider at system time ‘k’ the time to expire, i.e., the time left
for expiration of each request, as determined by the Deadline Scheduling Algorithm. Deadline
Scheduler tries to first dispatch those requests whose deadlines have already expired.
The “requests” from all the processes are staged in sorted (according to LBA) and FIFO (ac-
cording to time to expire), in respective read and write queues, as shown in Figure 3.5.
The selection of batches in which the requests are served as per Deadline Scheduling scheme is
as follows:
batch1 : {B1} → writeFIFO;
batch2 : {A1, A2, A3, C1} → readFIFO;
batch3 : {A4, A5, A6} → readSORTED;
batch4 : {B2, B3} → writeFIFO;
batch5 : {C2} → readSORTED;
batch6 : {B4} → writeSORTED.
Hence, batchj is the selection order of dispatch of a batch of request. Also, the arrow “→” points
to the I/O queue from which the batch is selected.
Here we see that batch1 has only 1 request ‘B1’ as its expiration is earlier than any other request
in the write FIFO queue as well as requests (batch2) in the read FIFO queue have already expired.
Once the expired requests are served, the scheduler picks batches from sorted queues (batch3).
While serving all these requests, B2 & B3 expire, hence they are scheduled (batch4). We observe
that batch5 and batch6 also contain just one request C2 and B4, respectively. This is due to all the
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requests already been scheduled from their respective batches. The switching of batches causes high
number of disk seeks. Moreover, when multiple processes of the same type submit I/O requests at
the same time, this also adds to increased latency.
Observation: For processes (such as A and B), which submit large I/O requests in short time
intervals, deadlines of the requests would expire at the same time. The FIFO queues would have
large number of requests whose deadlines have expired. Moreover, smaller processes such as C,
might still suffer from long waiting time because of a large number of pending requests from other
processes. With multiple processes submitting requests at the same time and expiration time being
close, deadline scheduler would cause deceptive idleness [Seelam et al. (2005)]. Deceptive idleness is
a condition when the scheduler would select requests from processes, leading to increased disk head
seeks to disjoint locations in the disk. Thereby, Deadline based I/O scheduling leads to reduced
throughput and result in large number of seeks [Yi et al. (2017); Kim et al. (2016)] for highly
sequential and multi-process workloads like Hadoop MapReduce.
Figure 3.6: Working of Completely Fair Queuing (CFQ)
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Completely Fair Queuing (CFQ): CFQ is the default disk I/O scheduler in the current
Linux distribution [Kim et al. (2016); Park et al. (2016)]. It divides the available I/O bandwidth
among all the contending I/O request submitting processes [Yi et al. (2017)]. CFQ maintains
a location sorted queue for every process for synchronous (blocking) I/O requests and batches
together asynchronous (non-blocking) requests from all processes in a single queue. During its time
slice, a process submits requests to the dispatch queue which is governed by setting the parameter
quantum [Inc. (2015)]. CFQ is suitable for environments where all processes need equal and
periodic share of the block device like interactive applications.
In Figure 3.6, we see that CFQ maintains per-process queues and requests from each process
(For ex: A, B, C ).
The requests in the per-process request queue RQpid, where pid is the process id, are as follows:
RQA : {A1, A2, A3, A4, A5, A6};
RQB : {B1, B2, B3, B4};
RQC : {C1, C2};
CFQ inserts requests to the dispatch queue in a round robin fashion according to “quantum,”
which are then sorted in the dispatch queue. Thereby, in the first cycle (A1, A2), (B1, B2) and (C1)
are selected in round-robin from each process request queue RQA, RQB, and, RQC , respectively.
Similarly {(A3, A4), (B3, B4), (C2)} & {(A5, A6)} in the second and third cycle, respectively. In
the “dispatch queue”, the requests are sorted according to their logical block address (LBA) values.
The final order of requests being served using CFQ is as follows:
{A1, A2, C1, B1, B2, A3, A4, C2, B3, B4, A5, A6}
Observation: From Figure 3.6, we observe that due to round-robin fashion of selection of requests,
the disk head movement follows the access pattern (accessing the same regions of the disk in a cyclic
pattern). CFQ in its quest of being fair to all processes, resulting into disk head movements leads
to a higher latency and increased queue depth. One solution would be to increase the number of
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requests dispatched from a process queue, but this would lead to long latency for systems with a
large number of processes. Processes like A and B would consume a large portion of the disk I/O
time due to their large data access requirements. CFQ is biased towards synchronous processes
(with each having their own process queue) and all other asynchronous processes in one queue.
However, application with large data access requirements and skewed workloads like MapReduce
would suffer high latency due to their specific and disjoint disk seeks. CFQ is undesirable for a
multi-process environment with diverse disk I/O characteristics within request queue contending
processes [Yi et al. (2017); Kim et al. (2016); Park et al. (2016)].
A fourth I/O Scheduling scheme, Anticipatory Scheduler has been discontinued from the Linux
kernel. It associates a fixed waiting time (6ms) for every synchronous (read) request [Yi et al.
(2017); Kim et al. (2016); Ibrahim et al. (2011)]. In MapReduce environments, this would lead to
increased CPU waiting time as well as lead to starvation of large number of requests.
Takeaway: In summary, due to contention amongst different processes submitting I/O to the stor-
age device and the working of the current I/O schedulers, the inherent sequentiality of MapReduce
processes are lost. They result into unwanted phenomenons such as interleavings and multiplexing
[Joo et al. (2017)] of requests sent to the device, thereby also adversely affecting system performance
(CPU wait time, etc) and increasing latency in disk based (HDDs) storage systems. We observe
that the existing Block I/O schedulers do not support the set of requirements laid down in Section
3.3 and there is a clear need of new I/O scheduling scheme for such Big Data deployments.
Figure 3.7: Working of an Ideal Scheduling Algorithm.
Figure 3.7 shows a sequence of requests that would be dispatched by an “Ideal” scheduler
suitable for MapReduce type applications. We notice, that this scheduler has minimal disk head
movements as well as provides high throughput (maximizing sequentiality). Such a scheduling
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scheme needs to be intelligent and dynamically adaptable to changing I/O patterns. Further, such
a scheduler should take into consideration all the requirements laid out earlier in this section.
3.5 BID-HDD: Contention Avoiding I/O Scheduling for HDDs
HDDs form the backbone of data centers storage. The effects of caching is negligible in an
enterprise Big Data environment [Harter et al. (2014); Krish et al. (2013)] (refer to Section 3.2.3),
therefore large number of page faults occur, which in turn result in most of the data accesses from
the underlying storage. Hence, it is imperative to tune the data management software stack to
harness the complete potential of the physical media in highly skewed and multiplexing Big Data
deployments. As discussed in earlier sections, the block layer is the most performance critical
component to resolve disk I/O contentions along the odyssey of I/O path. Unfortunately, despite
its significance in orchestrating the I/O requests, the block layer essentially the I/O Scheduler has
not evolved much to meet the needs of Big Data.
We have designed and developed “BID-HDD: Bulk I/O Dispatch for Hard Disk Drive” in the
Linux block layer specifically to suit multi-tenant, multi-tasking shared Big Data environments.
Essentially, we develop a Block I/O scheduling scheme BID-HDD for disk based storage to manage
I/O contentions. BID-HDD tries to recreate the sequentiality in I/O access in order to provide
performance isolation to each I/O submitting process.
BID-HDD is designed taking into consideration the requirements laid out earlier in Section 3.3.
BID as a whole is aimed to avoid contentions for storage I/Os following system constraints without
compromising the SLAs.
BID-HDD aims to avoid multiplexing of I/O requests from different processes running concur-
rently. To achieve this, we segregate the I/O requests from each process into containers. The idea
is to introduce dynamically adaptable and need-based anticipation time for each process, i.e. time
to wait for adjoining I/O request. This allows coalescing of the bulky data accesses and avoid
starvation of any requests. Each process container has a wait timer, based on inter-arrival time of
requests and deadline associated with it. The expiry of either marks the container to be flushed in
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order to the storage device. This forms a pipeline of large data blocks from adjoining locations in
the disk.
In order to achieve the above, we modify the existing Host Block Layer by using the following
queues:
request queue RQ: Whenever a block I/O “request” is submitted by an application it is enqueued
in the request queue. Similar to the existing I/O schedulers, BID-HDD uses the request queue to: 1)
coalesce (merge) the requests accessing adjoint LBAs; 2) split the requests accessing non-contiguous
disk locations into multiple requests, each accessing contiguous locations.
Figure 3.8: Working of BID-HDD
Per process staging queues SQp: In order to segregate the I/O requests from each process,
BID uses separate containers known as staging queues for each process. BID-HDD groups the I/O
requests into staging queues on the basis of the process id (pid) they belong to. The staging queue
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for a process p is denoted by SQp. SQp’s are not permanent queues and are only created whenever
the I/O requests of process p present in RQ are ready to be staged and there is no existing SQp. The
staging queue for a process holds the requests which are ready to be sent to the dispatch queue of
the device (based on block device driver specifications.) The staging queue is important multi-fold:
1) for segregating I/O requests from each process; 2) provide more coalescing opportunities under
the assumption that bulky processes, send a large number of requests to adjoining locations in the
physical media (For ex: 64 MB HDFS blocks;) 3) provides BID dynamic adaptability to changing
workload patterns. This is achieved through the following parameter associated with each staging
queue SQp.
• Time stamp of the oldest request present in the queue, denoted by TSold(SQp).
• Time stamp of the newest request present in the queue, denoted by TSnew(SQp).
• Wait timer for next I/O request wait(SQp).
• Flush deadline timer deadline(SQp).
dispatch queue DQ: The dispatch queue DQ holds the requests which are ready to be sent to the
block device. The order of requests sent to the dispatch queue is managed by the I/O Scheduler,
while the device driver specifications decide the number of requests the dispatch queue can hold
at a time. The requests inside the dispatch queue are sorted according to logical block addressing
LBAs. The requests from the dispatch queue are dequeued according to the disk controller on the
physical device.
Figure 3.8 shows the working of BID-HDD with the help of the I/O submission order as in
Table 3.1. We now describe the working of BID1 in terms of the path the I/O requests follow from
the generic block layer to the device driver:
Enqueuing I/O request in request queue (RQ): The block layer synchronizes the access to
shared exclusive resource, i.e. the request queue. The lock needs to be acquired by the process which
1BID and BID-HDD is used interchangeably throughout the chapter as BID-Hybrid also uses BID-HDD.
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ALGORITHM 1: Stage Requests
for every process p ∈ P do
if SQp not present then
Create SQp;
Create and set wait(SQp) and deadline(SQp) with default values;
if SQp not marked for flushing then
Dequeue Rp from RQ and enqueue in SQp;
Reset wait timer wait(SQp);
if Rp contains a blocking I/O request then
if Remaining time in deadline(SQp) > 500ms. then
Reset deadline timer deadline(SQp) = 500ms;
inserts the block I/O request structures to the request queue Bjørling et al. (2013). Enqueuing in
the request queue depends on the free space of the “request queue” and a block I/O request can
only be inserted if the request queue RQ is not full. If the block I/O request can be merged with
any existing requests, it is merged otherwise it forms a separate request structure.
Dequeuing I/O request from request queue (RQ) to staging queues (SQ): Let R denote
the set of requests currently present in “request queue”. Let P denote the set of processes which
have their requests currently enqueued in request queue. Let Rp denote the set of I/O requests
out of R which belong to process p ∈ P . The I/O requests are dequeued from request queue and
enqueued in the corresponding staging queue as described in Algorithm 1.
Wait timer for Staging queues: As discussed in Sections 3.2.3 & 3.3, to ensure efficient resource
utilization as well as performance isolation of every I/O contending process, it is critical that the
scheduler is dynamically adaptable to changing and skewed I/O patterns. BID gets its dynamic
adaptable capability by introducing per staging queue wait timer “wait(SQp)”. The wait timer
wait(SQp) value for a staging queue SQp is determined as follows: Whenever a set of requests
Rp is enqueued to SQp, the difference between the timestamp of newest request present in the
SQp denoted by TSnew(SQp) and the time stamp of the oldest I/O request present in set Rp is
computed. BID remembers k most recent time difference values and uses their weighted mean as
the wait timer value. Whenever SQp is created, i.e. when the historic k time difference values are
not available, the value of wait timers is set to a default value.
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ALGORITHM 2: Flush Requests: Pipelining
for every “staging queue” marked for flushing,
select SQp which was marked earliest. do
Dispatch all I/O requests from SQp to DQ;
Delete SQp;
Delete wait(SQp) and deadline(SQp);
The main idea here is to exploit the inter-arrival time of batches of requests from a process to
profile the processes I/O characteristics. The wait timer, therefore provides more opportunity to
coalesce adjoining requests from a process for maintaining sequentiality as well as in the same time
avoid multiplexing from other processes.
It can be seen that the wait timer wait(SQp) is dynamic and adapts to the changing process I/O
characteristics. However, the wait timer is also deleted along with SQp after flushing. Whenever
the wait timer wait(SQp) for SQp is expired, SQp is marked for flushing.
Deadline timer for staging queue: Use of wait timer alone can cause starvation, as staging
queue SQp which always gets enqueued with request(s) before wait(SQp) expires will never be
flushed. Additionally, a non-bulky process might suffer due to large wait time. To avoid such
situations BID employs a deadline timer. The deadline timer deadline(SQp) of a staging queue
SQp indicates maximum allowable time the queue SQp can exists before marked for flushing. The
deadline of a staged queue SQp depends on the type of requests in the staging queue SQp. If there
are only non-blocking I/Os (writes) in SQp, deadline(SQp) is set initially to 5000ms. Whenever a
blocking I/O (read) request is enqueued to SQp, the deadline(SQp) is set to 500ms if its current
value is more than 500ms. The reseting of deadline deadline(SQp) ensures that blocking I/Os do
not encounter higher delays. Whenever deadline(SQp) expires, SQp is marked for flushing. The
deadline timer also ensures that a process with high disk I/O (bulky) does not starve another
process with lighter disk I/O (non-bulky.)
Marking staging queue for Flushing: BID-HDD marks a staging queue for flushing whenever
any of the timers (wait(SQp) or deadline(SQp)) expires. Flushing denotes the process of sending
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the I/O requests currently enqueued in SQp to the dispatch queue (DQ.) BID keeps track of the
order in which the staging queues are marked for flushing.
Flushing I/O requests from staging queues to dispatch queue: BID-HDD dequeues the
I/O requests from staging queues and enqueues them to dispatch queue. As discussed in Algorithm
2, BID dispatches the requests from the earliest marked staging queue and follows the marking
sequence. The size of dispatch queue depends on the device driver specification and all the I/O
requests from staging queue may not get dispatched at once. BID ensures that a staging queue
is fully flushed before considering the next marked staging queue. This prevents multiplexing of
I/O requests, thereby involves less movement of the disk arm to disjoint locations in the physical
media.
In BID-HDD, the efficient pipelining of large data blocks groups (as shown in Figure 3.8) from
adjoining locations in the disk leads to reduction in disk arm movements (leveraging sequentiality
performance) along with dynamic and need-based anticipation time ensures performance isolation
to each I/O contending processing following system constraints without compromising the SLAs.
BID-HDD is essentially a contention avoidance technique which can be modeled to cater different
objective functions (storage media type, performance characteristics, etc.).
Using the above for contention avoidance storage solution, BID-HDD is capable of delivering
higher performance. In the next section, through trace-driven simulation experiments using cloud
emulating Hadoop benchmarks, the performance of BID-HDD is evaluated and compared with the
current Linux scheduling schemes.
3.6 Experiments and Performance Evaluation
Through trace-driven simulations and in-house developed system simulators, we conducted ex-
periments for evaluating the performance of our scheme, i.e. BID-HDD.
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3.6.1 Testbed: Emulating Cloud Hadoop workloads and capturing block layer activ-
ities.
For our experiments, we select industry and academia wide used Hadoop benchmarks consider-
ing a wide diaspora of I/O workload characteristics, as specified in HiBench [Huang et al. (2010)]
& TPC Express Benchmark (TPCx-HS)- Hadoop suite [TPC(tm) (2016)]. These benchmarks
have been designed to recreate enterprise Hadoop cloud environments, stressing the hardware and
software resources (storage, network and compute) as observed in production environment. For
example, TeraSort is a popular compute and disk intensive MapReduce benchmark used for emu-
lating cloud environment workloads under heavy load with multiple chained MapReduce processes
running concurrently. Consider Table 3.2 for the set of Hadoop workloads with varying I/O char-
acteristics we used for the capturing the block I/O layer activities.
Our experimental testbed, see Figure 3.9, consist of our Hadoop cluster and Trace collection
nodes. We ran the benchmarks on our Hadoop cluster having Hadoop v2.6.5 with latest imple-
mentation of YARN resource negotiator. The cluster topology consists of one NameNode and 8
DataNodes, each with two 4-core AMD Operon 2354 processor, 8 GB Memory & 250 GB Serial
ATA (SATA) HDD.
Figure 3.9: Experimental Testbed: Hadoop cluster & capturing block layer I/O activity using
blktrace.
We collect traces from the block layer of a disk in a DataNode in such a stage where the
applications have submitted block I/O structures to the block layer using the blktrace [Brunelle
(2007)] linux utility. Blktrace aids to captures the complete block layer I/O activities of a block
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device, right from I/O submission by process to completion of the request from the device. The
traces at this stage is important for our simulation based experiments to emulate the functioning of
the block layer before submission to the I/O scheduler. The traces include details such as process
id (pid), CPU core submitting I/O, logical block address (LBA), size (no. of 512 byte disk blocks),
data direction (read/write) information for each I/O request. Please note, we collected (stored)
the traces remotely on a different machine through the network and not stored in the same local
HDFS disk for maintaining the purity of the traces & minimize the effects of the SCSI bus [Brunelle
(2007); Riska et al. (2007); Chen et al. (2011)].
Table 3.2: Cloud Emulating Hadoop Benchmarks: I/O characteristics.
Workload I/O Characteristics
Grep Mostly sequential reads with small writes.
Random Text Writer Mostly sequential writes, mixed with random writes and negligible reads.
Sort More reads than writes. Large sequential reads with random writes and
later sequential writes.
TeraSort Good mix of sequential and random reads/writes. More reads than writes.
Wordcount Mostly sequential reads, with large number of random writes followed by
random reads and small sequential writes.
Word Standard Deviation Mostly sequential reads with small inter-phase writes, followed by small
writes in the end.
3.6.2 System Simulator
We have designed and developed a System Simulator using Python v2.7.3 to replicate the
working of the System level components (Host OS, Storage devices, etc.). We use the trace file
(as discussed in Section 3.6.1) for application I/O submission order. The Simulator has two major
modules: a)OS Simulator: Takes the order of I/O submissions and performs Linux Kernel block
layer functions (contains pluggable I/O Scheduler sub-module); and b) HDD Simulator: Takes
input from OS Simulator and returns performance metrics. The details of each of the components
(see Figure 3.10) is discussed below.
• OS Simulator: This module takes the collected workload I/O traces (Trace File) as input
and recreates the Kernel Block Layer functions after the stage from which the traces were
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Figure 3.10: Simulator Components.
collected (refer to Section 3.6.1). It performs Kernel block I/O operations such as: 1) making
block I/O (BIO) structure from traces; 2) Enqueuing BIO request structures to the “request
queue RQ” based on RQ limitations; 3) Pluggable I/O Scheduling: merging, sorting, re-
ordering, staging, etc. as per the Scheduling scheme; 4) managing the I/O requests inflow
and outflow in the “dispatch queue” as per the device driver specifications; 5) dispatching
requests from dispatch queue to the block device. The I/O Scheduling sub-module is made
pluggable so that different scheduling schemes can be tested. Simulator provides the flexibility
to configure parameters like: data holding size of each BIO structure, request queue size,
dispatch queue size and block device driver parameters. To preserve the I/O characteristics
of the workloads, the requests are submitted based on the timestamp from the trace file to
the kernel block layer.
• HDD Simulator: This module takes the I/O requests from the dispatch queue of the
OS Block Simulator and based on the device type (HDD), return performance metrics like
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completion time depending on the current state of the block device. The module takes block
device configuration parameters as inputs (device driver) such as drive capacity, block device
type (HDD), etc. For HDDs, drive parameters include geometry, no. of disk heads, no. of
tracks (cylinders), sectors/track, rotations per minute (RPM), command processing time,
settle time, average seek time, rotational latency, cylinder switch time, track-to-adjacent
switch time, and head switch time. The HDD Simulator is CHS compliant for 48-bit logical
block addressing (LBA). The HDD simulator calculates the I/O access time (per I/O request)
by HDDs considering the current location of the disk arm and time needed to reach the desired
new location and access data size. The access time also takes into account minute details
such as command processing time, settle time, rotational latency, cylinder (track) switch time,
head switch time and average seek time [Bian et al. (2017); Ruemmler and Wilkes (1994);
Arpaci-Dusseau and Arpaci-Dusseau (2014)]. The configurable features gives us the ability
to test the schemes with different devices as well as drive architectures.
3.6.3 Performance Evaluation: Results and Discussions
We compare the effectiveness of our Contention Avoidance or block I/O Scheduling scheme,
BID-HDD, with the two best performing Linux kernel block I/O schedulers used in the enterprise
deployments, namely, CFQ and Noop. CFQ performs well in almost all workloads in terms of I/O
bandwidth fairness, while Noop is selected due to its superior performance in some MapReduce
workloads which have high degree of sequentiality [Yi et al. (2017); Ibrahim et al. (2011)]. Deadline
I/O Scheduling leads to reduced throughput and result in large number of seeks [Yi et al. (2017);
Kim et al. (2016)] for highly sequential and multi-process workloads like Hadoop MapReduce. As
the processes submit large number of I/Os in short interval of time, therefore, this leads to expiry
of most of the requests in the queue and it eventually acts as a FIFO queue (refer to Section 3.4).
Hence, we compare our solutions with CFQ and Noop.
For our experiments, we use the default parameters as shown in Table 3.3, which is based on
the storage devices and driver specifications.
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Table 3.3: Block Device Parameters in use for Performance Evaluation.
Block Device Default Parameters
SATA HDD maximum “request” structure size = 512 KB;
request queue size = 256 BIO structures (128 reads, 128 writes);
max. size of each block I/O (BIO) structure = 128 x 4K pages;
1 page (bio vec) = 8 x 512-byte disk sectors (block);
access granularity (disk block sector size) = 512 bytes.
Specification based exactly as our 250 GB Hadoop cluster HDD.
Based on trace-driven simulations, we analyze the performance of different block level contention
avoidance schemes, i.e. BID-HDD, CFQ, and Noop.
3.6.3.1 Cumulative I/O Completion Time
Figure 3.11 represents the cumulative time taken (x-axis) by the block device to fulfill all the
I/O requests2 using different schemes. This graph shows the effectiveness of the scheduling schemes,
as the order in which the I/O requests are submitted to a block device plays a significant time in
deciding the time taken to fulfill them.
Figure 3.11: Cumulative I/O Completion Time.
Figure 3.11 demonstrates that BID-HDD outperforms CFQ and Noop for all the workloads.
The savings in cumulative I/O completion time is maximum for WordStandardDeviation & Grep,
which have a relatively higher degree of sequentiality than others. BID-HDD requires only about
50% of the time taken by CFQ to serve the same set of I/O requests.
2An I/O request can access data sectors located on adjoining disk cylinders (tracks).
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An interesting observation is that Noop outperforms CFQ, requiring 12% lesser time for work-
loads with higher inherent sequentiality in I/O accesses. The FIFO characteristics of Noop, tends
to preserve the sequentiality of processes, whereas CFQ in the advent of being fair to all contending
processes (in terms of I/O bandwidth), multiplexes the requests. This nature of CFQ is evident
from Figure 3.12, which shows the disk arm movements in terms of HDD track accesses (y-axis)
during the course of WordStandardDeviation workload. CFQ results in higher number of disk arm
movements between tracks (more vertical lines), thereby resulting in higher I/O completion time
due to round-robin switching of per-process queue.
Figure 3.12b & 3.12c, show very similar track or I/O access pattern in Noop and BID-HDD,
respectively, yet there is a significant difference in the cumulative I/O access times. A careful
examination reveals that though the number of long distance track changes could be similar, the
number of short distance track changes (density of black lines) are much larger in Noop than in
BID-HDD. From Figure 3.12a and 3.12c, it is observed that BID reduces both the long strokes as
well as the short strokes as compared to CFQ. Due to staging capabilities and dynamic adaptability,
BID-HDD makes justified decisions, thereby reducing the number of head movements as well as
increasing the opportunity to coalesce requests together. This is evident from Figure 3.13, which
shows the magnified view of Figure 3.12b, 3.12a and 3.12c between timestamps t1 and t2.
We believe there is some kind of Amortization effect occurring due to bulkiness of I/Os. We
notice from Figure 3.13, that Noop has rigorous disk head movements3, while BID-HDD linearizes
depicting the serving of I/Os in bulk to storage and reducing preventable disk arm movements.
Few initial I/Os of the sequential group might experience a higher latency, however, due to lower
latencies experienced by the later I/Os, their overall average latency is reduced. We also observe the
dynamic adaptable capability of BID-HDD especially in skewed workload environments. For every
process the I/O bandwidth time changes depending on the workload characteristics and process
I/O profiling.
3We use the terms “Disk Arm Movements” and “Disk Head Movements” interchangeably in this document.
53
a) CFQ
b) Noop
c) BID-HDD
Figure 3.12: Disk arm movements for WordStandardDeviation workload.
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Figure 3.13: Disk head movements for Noop, CFQ and BID-HDD between timestamps t1 and t2
for WordStandardDeviation.
Takeaway 1: BID-HDD handles the contention at the block layer while preserving the inherent
sequentiality (bulkiness) of processes in all MapReduce workloads. This results in fewer disk arm
movements, leading to reduction in I/O access time as compared to other scheduling schemes.
Takeaway 2: Noop can result in better I/O performance than CFQ for highly sequential work-
loads, as Noop can maintains the sequential order but CFQ in the effort of being fair to all processes
leads to more disk seeks thereby higher I/O completion time.
3.6.3.2 Number of Disk Arm Movements
Figure 3.14 shows the disk arm movements incurred by all workloads. BID-HDD and BID-
Hybrid leads to fewer disk head movements as compared to all other scheduling schemes in all the
MapReduce workloads. The amortization affect of BID attributes to the reduction in disk arm
movements, as discussed in Section 3.6.3.1 and Figure 3.13. In BID-HDD, the dynamically adapt-
able anticipation and the efficient pipelining of flushed requests from staging queues of processes are
responsible for capitalizing the sequentiality, thereby reducing the disk arm movements. Workloads
which have a high degree of sequentiality experience the maximum reduction in entropy of disk
arm movements.
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Figure 3.14: Total number of disk arm movements.
Please note that Figure 3.14 is the cumulative representation of information shown in Figure
3.12. CFQ in the quest of being fair divides the I/O bandwidth (time slots) in round robin fashion
amongst all the contending processes. This results in increase of the total number of disk head
movements for serving the same I/O access requests, as different applications (processes) access
data from multiple regions of the disk in a cyclic manner.
High rate of disk arm movements adversely affects the Service Level Agreements (SLAs) as
well as the Total Cost of Ownership (TCO). It is extremely imperative to reduce the disk arm
movements in-order to avoid disk failures (also the risk of data loss).
3.6.3.3 Disk Head Movement (seek) Distance
Figure 3.15 shows the average seek distance per disk head movement (ADseek) in terms of
number of disk cylinders (tracks) crossed. An interesting observation is that, CFQ outperforms all
other schemes in most of the workloads. The main reason for the low average ADseek is higher
number of cumulative head movements “n” (see Figure 3.14), which occur due to round-robin
nature of CFQ.
ADseek =
Cumulative Track Movement Distance “TMDseek”
Cumulative Head Movements“n”
TMDseek =
i=n∑
i=0
|SeekTrackNumberi+1 − SeekTrackNumberi|
where, SeekTrackNumberi is the track or cylinder number of the i
th request. The error
bars (standard deviation) for every scheduling scheme is fairly large. This is due to the nature of
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distribution of disk arm movement distances. For the considered workloads, the disk arm movement
distance is either much larger than mean distance or much smaller than mean distance. Therefore,
the total distance traversed by the disk arm and number of disk head movements have no direct
correlation. This is attributed to the skewness in the workload patterns as well as layout of the
data stored in the disk, i.e. different applications store data in different zones (regions) in the disk.
Figure 3.15: Avg distance (no. of cylinders or tracks) per disk arm movement.
Figure 3.16 shows the total seek distance (TDsweep) traversed by the disk head in the course
of serving all I/Os for different workloads. The distance is not shown in terms of number of tracks
(cylinders), as the values tend to be very large. Instead, we chose the unit of distance to be one
full disk sweep worth of tracks.
Figure 3.16: Cumulative disk head movement distance.
For example, consider the I/O submission order in Table 3.1. The output sequence (in terms
of track numbers) by employing CFQ is as follows:
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{3,3,16,71,(71,72),3,4,16,72,72,4,4}.
TMDseek = |16− 3|+ |71− 16|+ |72− 71|+ |3− 72|+ |4− 3|+ |16− 4|+ |72− 16|+ |4− 72| = 203
No. of head movements “n” = 8
ADseek =
TMDseek
n
=
203
8
= 25.37
Total No. of tracks (or cylinders) “TrHDD” = 100
TDsweep =
TMDseek
TrHDD
=
203
100
= 2.03
Thus, the total distance of disk arm movements to serve the grep workload when CFQ is
employed is same as the distance the disk arm will move when HDD is sweeped fully for 380 times
(refer to Figure 3.16). Figure 3.16 shows the overall impact of employing a scheduler. It shows
that BID-HDD drastically reduce the total distance traversed by the disk arm. Similar justification
of the amortization effect in BID-HDD, as discussed in previous sections, can be given for the
reduction in disk arm movement distances. Distance traveled is related to the work done, or energy
expended, therefore, BID schemes can also result in reduction in the energy footprint of storage
systems.
It can be argued that the scheduler performance pattern observed in Cumulative I/O Com-
pletion Time, Figure 3.11 & Total distance covered Figure 3.16 should be similar. However, the
relationship between distance traveled by disk arm and time taken is non-linear. For example, disk
head movement between tracks 100 cylinders apart doesn’t take 100 times the time taken between
adjoining cylinders. There are few disk seeks which are non-preventable, which depend on which
zone/region the contending applications store the data on the disk. The effect can be minimized
by pipelining the requests as done by BID.
In future, we would like to combine BID with disk optimizations schemes like Borg [Bhadkamkar
et al. (2009)]. The sparse locality of data belonging to different applications can be optimized by
employing self-optimizing block reorganizing solutions like Borg [Bhadkamkar et al. (2009)]. Borg
reorganizes blocks in the block layer based on workload I/O and LBA connectivities using graph
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theory. Relocation of blocks in the disk drive take place on the principle of serving maximum I/O
from dedicated partitions. Therefore, Borg could re-organize the blocks before submission to the
I/O scheduler, while BID would optimize the contentions amongst the processes.
3.6.3.4 Impact on Individual Read/Write I/Os
In disks, higher throughput or lesser overall I/O time does not directly imply better I/O re-
sponse times. It is important that I/O response times are lower as blocking I/Os (reads) force
CPU to wait for the data from disk and suspend the process till it gets the data [Nanavati et al.
(2015); Bhadkamkar et al. (2009); Joo et al. (2017); Bjørling et al. (2013)]. Moreover, reducing
read (blocking I/O) latency is considered more important than reducing write (non-blocking I/O)
latency. We discuss the impact of BID scheduling on read and write latency.
Figure 3.17: Mean Read I/O time.
Figures 3.17 and 3.18 show that on an “average”, BID results in faster read and write I/Os
performances for most (10 out of 12 cases) of the workloads. Noop also performs faster I/O for a
majority (8 out of 12 of cases) of workloads. This is a very interesting result. On deeper analysis,
we observe that due to the “amortization effect”, BID-HDD might increase the staging or waiting
time of few initial requests. The time taken to dynamically understand the I/O behavior of a
process, make the initial I/Os of the sequential group experience a higher latency, however, due to
lower latencies experienced by the later I/Os, their overall average latency is reduced.
This argument also explains why for RandomTextWriter and WordStdev BID-HDD results 10%
slower read I/O than CFQ and 500% slower write I/O than CFQ, respectively. The reason for such
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a behavior is that RandomTextWriter is highly sequential “write” workload with negligible number
of small reads thus, the amortization effect does not come into play for read I/O. Moreover, as the
number and sizes of reads are small, CFQ is able to serve them in a single time slice, while BID
tend to wait for more requests and hence delay the reads. Same argument is valid for WordStdev
in the case of write I/Os. BID-HDD would ensure the requests from each process would be served
in the order in which the staging queues have expired. This could lead to higher serving time for
small processes while in the case of CFQ or Noop, the wait might be smaller for such processes.
Therefore, for processes which submit non-bulky I/Os that can be processed in a single time-slice,
CFQ might be faster than BID-HDD for that process but again the over-all completion of all the
processes (bulky and non-bulky) would suffer in the case of CFQ. Noop would be favored in cases
when there are few processes (preferably only one active at a time), and each process submits large
I/Os. BID-HDD would initially delay in staging and understanding the I/O characteristics, while
Noop would directly send them to the device for processing. In a Big Data environment, this is a
highly unlikely scenario due to multiple processes sharing the same resource, Noop does not scale
well in such an environment.
Figure 3.18: Mean Write I/O time.
BID is aimed to avoid contention following system constraints without compromising SLAs,
as described in Section 3.3. Through trace driven simulation and experiments, we shows the
effectiveness of both the schemes of BID, i.e. BID-HDD in shared multi-tenant, multi-tasking Big
data cloud deployments. However in our experiments, we have shown the impact of block level
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contention avoidance solutions on single physical storage device (HDD). The effect is additive when
applied across all storage devices across the data center. BID essentially increases the efficiency
of the block layer by streamlining the serving sequence of I/O requests to the block device in
skewed, bulky and multiplexing I/O workloads like MapReduce. Other than resulting in faster I/O
completion time, BID schemes can also result in increasing the lifespan expectancy of HDDs, data
loss risk mitigation and energy savings due to reduction in the entropy of disk arm.
3.7 Conclusion
We have developed and designed a contention avoidance scheme for disk based storage devices
known as “BID-HDD: Bulk I/O Dispatch” in the Linux block layer, specifically to suit multi-
tenant, multi-tasking and skewed shared Big Data deployments. Through trace-driven experiments
using in-house developed system simulators and cloud emulating Big Data benchmarks, we show the
effectiveness of both our schemes. BID-HDD, which is essentially a block I/O scheduling scheme for
disk based storage, results in 28% to 52% lesser time for all I/O requests than the best performing
Linux disk schedulers. In future, it would be interesting to design a system with BID schemes for
block level contention management coupled with self-optimizing block re-organization of BORG
Bhadkamkar et al. (2009), adaptive data migration policies of ADLAM [Zhang et al. (2010)], and
replication-management of such as Triple-H [Islam et al. (2015)]. This could solve the issue of
workload & cost-aware tiering for large scale data-centers experiencing Big Data workloads.
Broader impact of this research would aid Data Centers in achieving their Service Level Agree-
ments (SLAs) as well keeping the Total-Cost of Ownership (TCO) low. Apart from performance
improvements of storage systems, the over-all deployment of BID schemes in data centers would
also lead to energy footprint reduction and increase in lifespan expectancy of disk based storage
devices.
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CHAPTER 4. CONTENTION AVOIDANCE USING MULTIPLE TIERS
In this chapter, we discuss our novel hybrid scheme BID-Hybrid to exploit SCM’s (SSDs)
superior random performance to further avoid contentions at disk based storage compared to our
contention avoidance solution, BID-HDD discussed in Chapter 3. BID-Hybrid [Mishra and Somani
(2017)] is able to efficiently oﬄoad non-bulky interruptions from HDD request queue to SSD queue
using BID-HDD for disk request processing and multi-q FIFO architecture for SSD. This results in
performance gain of 6% to 23% for MapReduce workloads when compared to BID-HDD and 33%
to 54% over best performing Linux scheduling scheme. BID schemes as a whole is aimed to avoid
contentions for disk based storage I/Os following system constraints without compromising SLAs.
The chapter is organized as follows. First, we discuss the associated issues of disk based storage
devices (HDDs) and its impact on performance in Section 4.1. Section 4.2 provides a brief overview
of SCM (Storage Class Memory) devices characteristics, its advantages as well as factors which
inhibit their complete adoption in Data Centers. Section 4.3 discusses in brief the additional
features of the block layer and need for a hybrid-aware block layer. In Sections 4.4 and 4.5, we
present the architecture of our Contention Management scheme i.e. BID-Hybrid with its various
components followed by our design of experiments and performance evaluation, respectively. Section
2.1.2 discussed in Chapter 2 provides an in-depth survey of related literature. We conclude the
chapter in Section 4.6 with a discussion on future work.
4.1 The Problem
HDDs form the backbone of Data Center storage, but due to their physical limitations and I/O
characteristics of the workloads (multiplexing of concurrent applications I/Os, phase I/O profile,
etc.), the performance of HDDs suffers due to physical movement of disk arm to access data. The
inherent sequentiality is lost due to I/Os from some processes (or phase of process), which perform
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non-bulky or non-sequential I/O accesses. Despite of having “ideal” (Refer to Section 3.4), or
the most sequential I/O scheduler employed, the sequential performance gains of HDDs cannot be
derived. In-order to achieve maximal sequentiality for HDDs, it is imperative to factor out the
random I/Os from the HDD request queue. The main question to answer is how to profile such
processes/ applications on-the fly during data placement due to the time-varying I/O characteristics
of such processes. In this chapter, we design and develop a system comprising of HDDs and SSDs,
which deterministically determines such interruption causing I/Os and utilizes heterogeneous tiers1
of storage to make data placement decisions.
With recent developments in NVMe (Non-Volatile Memory) devices such as Solid State Drives
(SSDs), commonly known as Storage Class Memories (SCM) [Mittal and Vetter (2016)], with sup-
porting infrastructure, and, virtualization techniques, a hybrid approach of using heterogeneous
tiers of storage together such as those having HDDs and SSDs coupled with workload-aware tier-
ing2 to balance cost, performance and capacity have become increasingly popular [?Krish et al.
(2016)]. We propose a novel hybrid scheme BID-Hybrid to exploit SCM’s (SSDs) superior random
performance to further avoid contentions at disk based storage. The main goal of BID-Hybrid
is to further enhance the performance of BID-HDD scheduling scheme, by oﬄoading interruption
causing non-bulky I/Os to SSD and thereby making the “HDD request queue” available for bulky
and sequential I/Os.
Contrary to the existing literature of tiering, where data is tiered based on deviation of adjacent
disk block locations in the device “request queue”, BID-Hybrid profiles process I/O characteris-
tics (bulkiness) to decide on the correct candidates for tiering. The current literature might cause
unnecessary deportations to SSDs, due to I/Os from an application, which might be sequential
but appear random due to the contention by other applications in submitting I/O to the “re-
quest queue”. While BID-Hybrid uses staging capabilities and anticipation time for judicious and
verified decisions. BID-Hybrid serves I/Os from bulky processes in HDD and tiers I/Os from non-
1Storage media across all nodes with similar I/O performance or characteristics form a tier (or tiers of storage).
2While tiers or Tiering, when used as an adjective, refers to orchestrating data between heterogeneous tiers of
storage by leveraging individual strengths of each to maintain balance between Cost, Performance and Capacity.
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bulky (lighter) interruption causing processes to SSD. BID-Hybrid is successfully able to achieve
its objective of further reducing contention at disk based storage device. BID-Hybrid results in
performance gain of 6% to 23% for MapReduce workloads over BID-HDD and 33% to 54% over the
best performing Linux scheduling schemes. BID schemes (BID-HDD and BID-Hybrid), as a whole
are designed to avoid contentions for disk based storage I/Os following system constraints without
compromising SLAs. In the next section, we discuss the details of devices with superior random
I/O performance and their applicability in the data storage hierarchy.
4.2 Storage Class Memory (SCM) characteristics
Due to the physical limitations of HDDs, there have been recent efforts [Zheng et al. (2013);
Krish et al. (2016); Kim et al. (2016); Moon et al. (2015); Iliadis et al. (2015); Islam et al. (2015);
Krish et al. (2014b)] in incorporating flash based storage such as SSDs in data centers. The high-
speed, non-volatile storage devices like SSDs typically referred to as Storage Class Memories (SCMs)
access data via electrical signals, as opposed to physical disk arm movement in the case of HDDs
[Mittal and Vetter (2016); Nanavati et al. (2015)]. Data is organized in 4 KB pages, while a group
of 128 or 256 pages is known as block in SCMs. The data in SCMs is written at granularity of
pages but the deletion happens at the block granularity.
Despite superior random performance of SCMs (or SSDs) over HDDs, replacing slower disks
with SCMs doesn’t seem to be economically feasible for data center applications [Mittal and Vetter
(2016); Krish et al. (2016)]. Few of the major disadvantages of SCMs are enumerated below:
• Cost and Lifespan: The main disadvantage of SCMs over HDD is their high cost and limited
lifespan. SCMs can endure limited write-erase cycles, i.e. after a threshold of writes, the
pages becomes dysfunctional. Therefore SCMs increase the Total Cost of Ownership (TCO).
Unless majority of the data is uniformly “hot” it is highly inefficient to store the data in
high-value SCMs as they are underutilized and do not justify the high investment [Zhou et al.
(2016); Harter et al. (2014); Nanavati et al. (2015)].
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• Write Amplification: To increase life-time of SCM pages, the firmware tries to spread the
writes throughout the device. Additionally, due to physical constraints, SCMs cannot over-
write at the same location (page). As deletion or erase happens in the granularity of blocks,
therefore a single page update requires a complete block erase and out-of-place write. These
result into unwanted phenomenons such as write amplification (wear-leveling) and garbage
collection (faulty block management) [Yang and Zhu (2016b); Mittal and Vetter (2016); Moon
et al. (2015)]. These activities consume a lot of CPU time as well as the SSD controller and
the File System have additional jobs such as book-keeping than simple data access.
• Skewed Write Performance: The superior performance of SCMs over HDDs is highly depen-
dent on the workload. For write-intensive scientific and industrial workloads, the performance
of HDDs and SSDs have been shown to be nearly same [Mittal and Vetter (2016)]. The skew
in performance makes it more economically feasible to use HDDs.
SCMs used to work on legacy disk based interface such as SATA/SAS. Recently there has been
great industrial and academic focus to utilize faster PCIe bus technology (also known as NVMe
Express) as an interface for SSDs [Nanavati et al. (2015)]. NVM Express is becoming the de-fact
standard to interact with SCMs over PCI Express. NVMe over RDMA (fabrics), PCIe switches,
Linux block layer redesign are few of the solutions being developed for enabling NVMe express
driver for data-centers [Malladi et al. (2016); Eshghi and Micheloni (2013)].
There are additional drawbacks such as lack of aligned software stack to utilize the internal
parallelism of SCMs as well problems associated with interface and channel sharing. There has
been a paradigm shift in modern data-center to adopt a hybrid approach of using heterogeneous
storage devices such as HDDs and SCMs. Therefore in most existing literature, SCMs are used
as cache for disk based storage, coupled with workload-aware tiering [Nanavati et al. (2015); Zhou
et al. (2016); Krish et al. (2016); Roussos (2007)] for automatic classification of data to balance
cost, performance and capacity. While extending the concepts of memory-cache hierarchy to the
HDD-SCM pair seems to be logical step for such large working sets, but this has its pros and
cons, mainly attributed to basic design of such systems, i.e. the caching algorithms. Similar to
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the problems associated to caching, the performance gains are based on prediction based heuristics
depending on popularity, frequency or deviation of addresses, which may or may not be beneficial.
Some data blocks might be popular in one phase while they might not be after being migrated
or placed to a higher tier. Moreover, the time-varying nature of applications make it extremely
difficult to profile the correct candidates for tiering. All such caching-based mechanisms are based
on prediction, which may be ineffective in many cases. While our approach to tiering, BID-Hybrid
uses the knowledge of the OS kernel I/O data-structures to aid deterministic tiering decisions for
Big Data deployments. In the next section, we discuss the additional features of the OS block layer
to support such as system and the need for development of hybrid-aware block layer for tiering.
4.3 OS Block Layer: Additional Features and Need for Hybrid-Awareness
Software defined storage (SDS) is the means of delivering storage services for a plethora of
data center applications and environments. Storage virtualization is the building block for SDS as
it aids in provisioning storage (LUN, LVMs, etc) with heterogeneous devices, automated tiering,
increasing storage utilization and providing software solutions for data management.
In order to deliver SDS for current and future needs of Big Data, apart from efficient tuning
up of the block layer’s current capabilities like the I/O scheduler, I/O data-structure management,
accounting etc., additional functionalities like automated workload based tiering, etc. need to
be added. The importance of the block layer in the I/O stack for its role in managing I/Os
and resolution of contentions amongst applications (I/O Scheduling) is discussed in detail in 3.
Additionally, the block layer has the following benefits which make it suitable for developing SDS
solutions, especially automated tiering:
• Hardware Agnostic: The block layer is the point of entry for I/O requests for a block storage
device (HDDs or SSDs), except for direct I/Os (Direct Memory Access) which are handled by
strict interrupts. Any solution or optimization in the block layer can be applied to a diverse
range of storage devices, making the solution independent of the underlying physical media.
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• File System Agnostic: The block layer lies below the VFS and above the device driver.
Operating at the block layer makes the solution independent of the file system layer above,
enabling it with the flexibility to support multiple heterogeneous file systems simultaneously
[Bhadkamkar et al. (2009); Bjørling et al. (2013)].
• Information Capturing: Accounting information such as block, file and process the requests
belong to, is isolated from the device driver, as the function of the device driver is only to
transmit the requests from the block layer to the physical storage. The Block Layer has
access to such attributes [Bhadkamkar et al. (2009); Bjørling et al. (2013)], thereby providing
opportunities to exploit information for intelligent optimizations. Additionally, the kernel
I/O sub-structure constructions (refer Appendix A) and stage transformation information
is available in the block layer. These are critical as above and below the block layer, such
information are hidden [Bhadkamkar et al. (2009)].
• Storage Architecture Agnostic: Irrespective of storage networked virtualizations like SAN,
NAS or DAS, ultimately I/Os are managed by the block layer. The block layer as shown in
Figure 3.1 resides towards the client in centralized storage management solutions like SAN,
while in the case of NAS, it lies inside the NAS device. Therefore, any solution built in the
block layer can be applied to any data-center storage infrastructure.
Therefore, the universal applicability and the inherent I/O information possessed by the OS
block layer coupled with system architecture could be harnessed to make deterministic tiering
decisions.
As discussed earlier, despite the significance of the OS block layer, there hasn’t been enough
development to adapt to the ever changing paradigm of big data. The block layer for disk based
storage (HDDs) has still remained highly volatile as the mechanical disks cannot support multiple
hardware queues due to their physical constraints. Therefore, HDDs can have multiple software
queues but single Hardware queue. Very recently, an important piece of work [Bjørling et al. (2013)]
tries to extend the capabilities of the block layer for utilizing internal parallelism of NVMe SSDs to
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enable fast computation for multi-core systems. It proposes changes to the existing OS block layer
with support for per-CPU software and hardware queues for a single storage device. It is imperative
to develop solutions to harness the potential of such multi-queue block layer architecture.
The objective function of block layer for disk based storage is to optimize the request order from
various applications in-order to recreate sequentiality of disk access and manage the I/O bandwidth
for every application. In BID-HDD (refer Section 3.5), we design and develop a block layer with
multiple software queues (per process) and single hardware queue (device driver) for disk based
storage. Our block I/O scheduling scheme in BID-HDD, Algorithm 1 uses the multiple software
queues to profile I/O contending processes and flushing I/O requests in sequence to the single
dispatch hardware queue (using Algorithm 2). Thereby, recreating sequentiality of I/O accesses
and improving performance.
Despite the best effort or “ideal” block I/O scheduling scheme, there are interruptions (which
occur and reoccur), which are not sequential or belong to a phase of a process which accesses data
in small data blocks. Such I/O accesses cause disk arm movements, which are small in I/O size but
impact the performance largely, when placed in the HDD request queue. Therefore, its essential to
identify such performance critical blocks and place them in a physical media such as SSDs which
have superior random I/O performance. These further avoid contentions in the HDD request
queue and improve performance during current access as well as future references to such blocks.
We develop and design, BID-Hybrid, to work in a multi software queue architecture similar to
BID-HDD. It uses BID-HDD for staging capabilities to dynamically profile the I/O of each process
to determine the correct candidates for tiering to make decisions for initial data placement. Once
such decisions are made, the HDD queues follow BID-HDD block I/O scheduling, while the SSD
queues follow multi-q [Bjørling et al. (2013)]. This makes the block layer hybrid aware, which is
essential to identify and place the performance critical I/Os.
Therefore, BID schemes utilize multiple software queues in the block layer, but single hardware
queue for delivering SDS solutions for disk based storage devices. In the next section, we discuss
Our Approach to tiering, i.e. BID-Hybrid.
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4.4 Our Approach to tiering : BID-Hybrid
We propose a hybrid scheme BID-Hybrid to exploit SCM’s (SSDs) superior random performance
to further avoid contentions at disk based storage. In the hybrid approach, dynamic process level
profiling in the block layer is performed for deciding the candidates for tiering to SSD. Therefore,
I/O blocks belonging to interruption causing processes are oﬄoaded to SSD, while bulky I/Os
are served by HDD. BID-HDD scheduling scheme is used for disk request processing and multi-q
[Bjørling et al. (2013)] FIFO architecture for SSD I/O request processing.
BID schemes are designed taking into consideration the requirements laid out earlier in Section
3.3. BID as a whole is aimed to avoid contentions for storage I/Os following system constraints
without compromising the SLAs.
Due to physical limitation of HDDs, there have been recent efforts to incorporate flash based
high-speed, non-volatile secondary memory devices, known as Storage Class Memories (SCMs) in
data centers. Despite superior random performance of SCMs (or SSDs) over HDDs, replacing disks
with SCMs completely for data center deployments doesn’t seem to be feasible economically as well
as due to other associated issues discussed briefly in Section 4.2 [Mittal and Vetter (2016); Krish
et al. (2016)].
With recent developments in NVMe (Non-Volatile Memory) devices, with supporting infras-
tructure, and, virtualization techniques, a hybrid approach of using heterogeneous tiers of storage
together such as those having HDDs and SSDs (Solid State Drive) coupled with workload-aware
tiering to balance cost, performance and capacity have become increasingly popular ]Krish et al.
(2016); Nanavati et al. (2015); Malladi et al. (2016); Roussos (2007)].
Data centers consists of many tiers of storage devices. All storage devices of the same type
form a tier [Krish et al. (2014b)]. For example: all HDDs across the data-center form the HDD
tier and all SSD form SSD tier, and similarly for other SCMs. Based on profiling of workloads,
balanced utility value of data usage, the data is managed between the tiers of storage for improved
performance. Workload-aware Storage Tiering, or simply Tiering [Zhou et al. (2016); Nanavati
et al. (2015)] is the automatic classification of how data is managed between heterogeneous tiers of
69
storage in enterprise data-center environment [Zhang et al. (2010)]. It is vital to develop automated
and dynamic tiering solutions to utilize all the tiers of storage. BID-Hybrid aims to deliver the
capability of dynamic and judicious automated tiering in the block layer as a Software Defined
Storage solution.
BID-Hybrid is designed to suit multi-tasking, multi-user shared Big Data environments. Con-
trary to the tiering approach of defining SSD candidates based on deviation of LBAs, BID-Hybrid
profiles process I/O characteristics by utilizing dynamic anticipation and I/O packing. BID-Hybrid
uses similar concepts of staging as BID-HDD. Due to the staging capabilities in the host (OS) block
layer, bulkiness of processes can be calculated and verified on-the fly in-order to avoid unnecessary
deportations to SSD. The key idea is to oﬄoad I/O blocks belonging to non-bulky processes to
SSD (managed by multi-q block layer architecture in Bjørling et al. (2013)) and the bulky I/Os to
HDD (handled by BID-HDD discussed in Chapter 3). This serves multi-fold: 1) maximal sequen-
tiality in HDD is ensured, i.e “HDD request queue” is made free from unnecessary contention and
interruption causing blocks; 2) the future references to the non-bulky blocks are prevented from
causing contentions for HDD disk I/O, as the semantic blocks have a high probability to appear in
the same pattern [Bhadkamkar et al. (2009); Ibrahim et al. (2011); Chen et al. (2011)]. Therefore,
BID-Hybrid aims to further reduce contention (more than BID-HDD) at disk based storage by
oﬄoading interruption causing blocks to SSD, while ensuring uninterrupted sequential access to
HDDs.
4.4.1 Architecture
In Figure 4.1a, we show the system architecture of BID-Hybrid in multi-tier storage environ-
ments with the help of the I/O submission order as in Table 3.1. To show the effectiveness in
oﬄoading non-bulky requests to SSD during initial write as shown in Table 4.1.
The VFS, Volume Manager, Mapping Layer and VFS-SSD is shown in Figure 4.1a as a single
layer, to imply that it spans across the cluster and provides the storage virtualization functionalities
of abstracting data locality from the applications and unwrapping data location for execution of
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a) System architecture of BID-Hybrid.
b) Components of BID-Hybrid.
Figure 4.1: Working architecture of BID-Hybrid.
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Table 4.1: I/O request Submission Order to the Hybrid-aware Block Layer.
order request LBA transfer
size
Track No.
(cylinder)
read/write time to ex-
pire (ms)
1 B1 7125 40 71 w Exp#1
2 A1 305 24 3 r Exp#2
3 A2 340 24 3 r Exp#3
4 A3 370 24 3 r Exp#4
5 C1 1600 4 16 w Exp#5
6 B2 7165 40 71, 72 w 50
7 B3 7205 40 72 w 53
8 A4 410 24 4 r 60
9 A5 440 24 4 r 65
10 A6 470 24 4 r 100
11 C2 1670 4 16 w 105
12 B4 7245 40 72 w 110
I/O to the appropriate storage device. A file can span across multiple storage devices but appear
to the applications to be stored on a single device.
BID-Hybrid modifies the block layer (extend the capabilities of BID-HDD modifications) in-
order to take tier-placement decision as well as leverage storage virtualizations such as Virtual
File System for infrastructural support for oﬄoading and locating tiered SSD blocks. The working
architecture of BID-Hybrid consists of two major modules (consider Figure 4.1b), i.e. 1) Data
Location Filtering and 2) Tier Classification and Placement, which are discussed in Sections 4.4.2
and 4.4.3.
4.4.2 Data Location Filtering
Even before tier classification decision is made, there is a need to filter the requests which are
already written. The reason being that the classification of previously written data has already
been done during previous accesses. BID adds a Data Location filtering layer to the VFS, which
consists of a sub-module, VFS-SSD that records the location information (SSD block device, page
number, LBA re-addressing etc.,) in a table to keep track of the previously tiered (written) data.
The VFS-SSD works with the Logical Volume Manager and the Mapping Layer to filter and find
the tiered data from the requests submitted to the VFS by the applications. Any future reference
(read or update) to the already tiered data is handled by VFS-SSD. If the I/O request is found in
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the VFS-SSD table, it is enqueued to the block layer of the respective SSD device. After the data
location filtration, those I/O access requests which are not present in VFS-SSD table are enqueued
to the block layer of the respective HDD.
4.4.3 Tier Classification and Placement
Those accesses intended for HDDs, follow the steps exactly as BID-HDD, i.e. enqueuing I/O re-
quest in request queueRQ, dequeuing I/O request from RQ to respective process staging queue SQP ,
compute the wait and deadline timer, mark staging queue SQP for flushing (see Section 3.5 & Algo-
rithm 1). Once the staging queue SQP is marked for flushing, the tier placement & categorization
decisions for the writes is performed. The placement decisions are made once the anticipation
time wait(SQP ) or deadline(SQP ) timer has expired. Each staging queue SQP has ample time
to merge adjoining requests as well as processes also have time to submit I/Os to the request
queue RQ. This makes the profiling of staging queue SQP ’s more judicious, thereby making tier
categorization decisions more accurate. Please note, the read only staging queues by-pass the Tier-
Categorization and Placement layer as they are those requests which have already been written
and the tier placement decision had considered them HDD favorable.
For performing the tiering classification, BID-Hybrid uses a quantity called Packing Fraction
PF (SQP ) for determining the bulkiness of any process. PF (SQp) is associated with every staging
queue SQP and is defined as the ratio of cumulative I/O access size of all write requests (in units of
512 byte disk blocks) and the total number of write requests present in SQP (in terms of “request”
kernel I/O structures). The tier placement & categorization decision and dispatch of I/Os follows
Algorithm 3.
Packing Fraction PF (SQP ) =
Cumulative I/O request sizewrite(SQP )
Total No. of requestswrite(SQP ) “k”
Cumulative I/O RequestSizewrite(SQP ) =
i=k∑
i=1
size of write requesti(SQP )
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ALGORITHM 3: Tier Categorization and Placement Decision
for every staging queue SQp marked for flushing
select the one, say SQP which was marked earliest. do
if PF (SQp) < PF (Threshold) then
I/O requests in SQp are SSD favorable;
Transfer write I/O requests to SSD I/O request queue;
Mark SQp for flushing to HDD dispatch queue;
Key intuition: It is based on the working of the block layer and kernel sub-structures in coalescing
maximum adjoining BIO (block I/O) structures in a request structure. Big Data applications ac-
cess data in large chunks. For example, MapReduce processes access data in 64 MB HDFS chunks.
Therefore, the resultant “request” structures tend to be bulky (more data per request), i.e. high
Packing Fraction PF (SQP ). However due to time varying I/O characteristics and nature of appli-
cation some MapReduce applications might have stages (processes) in which data accesses are small
and random (for eg: small intermediate writes subsequent reads, shuﬄe and combine intermediate
data, etc.) [Ibrahim et al. (2011); Harter et al. (2014)]. Therefore, the resultant I/O “request”
structures tend to be lighter or non-bulky, i.e. have low Packing Fraction PF (SQP ). The I/Os
from non-bulky light processes, culminate into increasing contentions resulting into breaking the
sequentiality of I/Os from bulky processes. Moreover, future references to these interruptions have
a high probability to occur in the same fashion [Harter et al. (2014)].
Once the tiering decisions are made, the bulky or HDD favorable staging queues are marked for
flushing to the HDD dispatch queue. The flushing of the HDD favorable staging queues follows the
pipeline as described in Algorithm 2. The management of non-bulky SSD favorable I/O requests
is done as follows:
The transfer of data is managed as per the tier migration model, i.e. the Host (OS) initiates
a process to transfer the I/O requests belonging to non-bulky or SSD favorable staging queues via
the network through peer-to-peer data transfer protocol to the Host (OS)-of targeted SSD. Storage
virtualization provides additional features for movement of data between tiers and machines via
efficient inter-connect technologies such as RDMA (Remote Direct Memory Access), Infiniband,
RCoE (RDMA over converged Ethernet), etc. [Pfefferle et al. (2015)].
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We have considered the case where dedicated SSDs (Solid State Drives) are used for storing
the non-bulky data accesses. The VFS-SSD module is also responsible to map dedicated shared
SSDs and provision available SSDs for tiering according to the topology. Multiple HDDs can share
a single SSD as the non-bulky data per HDD is usually small. Each non-bulky staging queue is
spawned on the SSD block layer as a separate process submitting I/O, so BID-Hybrid uses the
Multi-q architecture as described in Bjørling et al. (2013) employing a FIFO per queue scheduling
scheme.
Consider Figure 4.1a, amongst the I/O access requests for processes A, B, C, staging queue SQC
is found to be an ideal candidate for tiering. The I/O requests for process C are determined to
be “non-bulky”, due to its low Packing Fraction PFC . While processes A and B are determined
to be bulky. Therefore, the staging queues SQA & SQB flush request as per BID-HDD, while
requests belonging to process C is managed by the SSD block layer using Multi-q [Bjørling et al.
(2013)] architecture via per queue FIFO based scheduling.
Using the above for contention avoidance storage solutions, BID schemes are capable of deliv-
ering higher performance. In the next section, through trace-driven simulation experiments using
cloud emulating Hadoop benchmarks, the performance of BID-HDD and BID-Hybrid is evaluated
and compared with the current Linux scheduling schemes.
4.5 Experiments and Performance Evaluation
Similar to BID-HDD in Chapter 3, we demonstrate the effectiveness of BID-Hybrid through
trace-driven simulation and additions to our in-house developed system simulators (refer to Section
3.6.2) to conduct experiments for performance evaluation.
The testbed setup, trace-collection and cloud emulating Hadoop data-centric workloads are
same as discussed in Section 3.6.1. In the following section, we describe only the addition to the
system simulator (refer to Section 3.6.2) required to evaluate BID-Hybrid. In the end, we discuss
the performance evaluation of BID-Hybrid in Section 4.5.2 following the description of our in-house
developed hybrid system simulator.
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4.5.1 Hybrid System Simulator
We have added modules and made relevant changes to the system simulator as discribed in
Chapter 3 using Python v2.7.3 to replicate the working of a hybrid storage aware system. We use
the trace file (as discussed in Section 3.6.1) for application I/O submission order. The Simulator
has three major modules: a) VFS Simulator: Performs Virtual File System for locating and book-
keeping; b)OS Simulator: Takes the order of I/O submissions and performs Linux Kernel block
layer functions (contains pluggable I/O Scheduler sub-module); and c) Storage Simulator: Takes
input from OS Simulator and returns performance metrics. The details of each of these components
(see Figure 4.2) and the modifications to Section 3.6.2 is discussed below.
Figure 4.2: Simulator Components for Hybrid Aware Storage Systems.
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• OS Simulator: This module takes the collected workload I/O traces (Trace File) as input
and recreates the Kernel Block Layer functions after the stage from which the traces were
collected (refer to Section 3.6.1). The OS Simulator performs the same functionalities as the
OS simulator in Section 3.6.2 with added features for Hybrid aware block layer. In the case of
the Hybrid Approach, the OS Simulator 1) makes Tier Placement decisions; 2) interacts with
the VFS to map the LBA entries oﬄoaded to SSD for future reference; 3) spawns the process
on the Block Layer for appropriate SSD as per the multi-queue architecture [Bjørling et al.
(2013)]. To preserve the I/O characteristics of the workloads, the requests are submitted
based on the timestamp from the trace file to the kernel block layer.
• VFS Simulator: The main function of the Virtual File System (VFS) is to locate the blocks
required by applications. The VFS and the Mapping layer along with abstractions such as
logical volume manager provide storage virtualization. This enables storage pooling, capacity
utilization and unifying storage with heterogeneous devices which aids data migration and
placement policies. As the traces already have the LBA and targeted block device, so the
simulator is designed to work in case of Hybrid “tier placement” decisions, as the change of
target device is taken on the fly. The VFS-SSD sub-module stores in a table, which data is
stored in which block device. This aids in finding the location of future reference to already
written data.
• Storage Simulator: This module takes the I/O requests from the dispatch queue of the OS
Block Simulator and based on the device type (HDD or SSD), return performance metrics like
completion time depending on the current state of the block device. The module takes block
device configuration parameters as inputs (device driver) such as drive capacity, block device
type (HDD or SSD), etc. For SCMs (SSDs), the drive parameters include the number of
pages per block, size of each page, seek time (read, writes, erase) etc. The Storage simulator
calculates the I/O access time (per I/O request) by HDDs as discussed in Section 3.6.2. For
SSDs, the access time depends on the SSD properties provided by the manufacturer. The
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configurable features gives us the ability to test the schemes with different devices as well as
drive architectures.
Using the simulator we evaluate BID-Hybrid to show the improvements with respect to BID-
HDD, and the current Linux block I/O schemes discussed below.
4.5.2 Performance Evaluation: Results and Discussions
We compare the effectiveness of our Hybrid Contention Avoidance solution BID-Hybrid with
BID-HDD and the two best performing Linux block I/O Scheduling scheme. In Chapter 3, we
have already shown that BID-HDD outperforms the two best performing Linux schemes, i.e. CFQ
and Noop. Out motive here is to show the improvements BID-Hybrid brings to further reduce
contentions at the disk interface over BID-HDD. For our experiments, we use the default parameters
depicted in Table 4.2, which are based on the storage devices and driver specifications.
Table 4.2: Block Device Parameters for Hybrid storage systems evaluation.
Block Device Default Parameters
HDD maximum “request” structure size = 512 KB;
request queue size = 256 BIO structures (128 reads, 128 writes);
max. size of each block I/O (BIO) structure = 128 x 4K pages;
1 page (bio vec) = 8 x 512-byte disk sectors (block);
access granularity (disk block sector size) = 512 bytes.
Specification based exactly as our 250 GB Hadoop cluster HDD.
SSD block size = 256 pages; page size = 4KB = access granularity;
buffer access time (random 4K): read = 0.025 ms; write = 0.5 ms;
Specification based on SLC Flash SSD in [Mittal and Vetter
(2016)].
The performance evaluation of the contention avoidance schemes is discussed in the following
sections.
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4.5.2.1 Cumulative I/O Completion Time
Figure 4.3 represents the cumulative time taken (x-axis) by the block device (in case of Hybrid
approach, devices) to fulfill all the I/O requests using the different schemes. In Section 3.6.3.1, we
have shown the effectiveness of BID-HDD over the Linux scheduling schemes, i.e. CFQ and Noop.
Here, we discuss the further time savings and improvements in avoiding contentions for disk based
storage using BID-Hybrid as compared to BID-HDD.
Figure 4.3 demonstrates that BID-Hybrid is able to further improve the performance of BID-
HDD for all workloads by 6 to 23%, with maximum gain in the case of WordCount workload (see
Table 3.2). In WordCount, the sequentiality of the reads is preserved due to the displacing of
interruptions, i.e. large number of small writes, which would have contended for HDD I/O time.
The bulky processes are handled in HDD via BID-HDD scheduling scheme, while the non-bulky
(small) write I/O submitting processes are deported to SSD (by Tier Categorization Layer), which
is served by the Multi-queue [Bjørling et al. (2013)] block layer of SSD. This serves multi-fold,
first maximal sequentiality in HDD is ensured, i.e. preventing the avoidable disk arm movements
(interruptions). Secondly, preventing future interruptions in HDDs sequentiality, as the blocks
which are non-bulky have a high probability to appear in the same pattern [Bhadkamkar et al.
(2009); Ibrahim et al. (2011); Chen et al. (2011)]. This in turn would lead to further smoothening
of the BID-HDD graph of Figure 3.13, with spikes in the graph being leveled.
Figure 4.3: Cumulative I/O Completion Time.
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Takeaway: BID-Hybrid is further able to reduce the contention at the HDD block layer by taking
displacement decisions for small (in terms of I/O request size) but performance incongruous I/O
requests to SSD. Thereby providing more opportunity to sequentialize processes submitting bulky
I/Os as well as avoiding preventable disk seeks. The impact of this reduced I/O access time on
total application execution time can be much higher, as the CPU wait times is reduced [Joo et al.
(2017); Bhadkamkar et al. (2009); Bjørling et al. (2013)].
4.5.2.2 Number of Disk Arm Movements
Figure 4.4 shows the disk arm movements incurred by all workloads. Earlier in Section 3.6.3.2,
we have discussed how BID-HDD outperforms the Linux schemes. BID-Hybrid leads to fewer disk
head movements as compared to BID-HDD due to the oﬄoading of non-bulky requests to SSD from
the HDD request queue. The justifications is similar as discussed in Section 3.6.3.1 and Section
4.5.2.1, i.e. the amortization affect of BID-HDD attributes to the reduction in disk arm movements,
.
Figure 4.4: Total number of disk arm movements.
In BID-Hybrid, we observe that the disk head movement reduction w.r.t. BID-HDD, is maxi-
mum in workloads like TeraSort (gain 50%), with mixed I/O characteristics, Sequential reads/writes
along with large number of small (random) reads/writes. Therefore, BID-Hybrid is able to suc-
cessfully capture the deviation causing lighter I/O accesses during the initial tier placement (write)
and oﬄoad them to SSD. These lighter I/O requests potentially could have adversely affected the
sequentiality of bulky processes. They also prevents future contentions on HDD request queue
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arising from these I/O accesses, in turn providing the higher opportunity to maintain the inherent
sequentiality.
High rate of disk arm movements adversely affects the Service Level Agreements (SLAs) as
well as the Total Cost of Ownership (TCO). It is extremely imperative to reduce the disk arm
movements in-order to avoid disk failures (also the risk of data loss).
4.5.2.3 Disk Head Movement (seek) Distance
Figure 4.5 shows the average seek distance per disk head movement (ADseek) in terms of number
of disk cylinders (tracks) crossed. The justifications regarding the reduction in disk head movement
for BID-Hybrid is similar to BID-HDD which has been discussed in detail in Section 3.6.3.3.
Figure 4.5: Avg distance (no. of cylinders or tracks) per disk arm movement.
Figure 4.6 shows the overall impact of employing a hybrid aware contention avoidance solution.
It also shows that both, BID-Hybrid drastically reduce the total distance traversed by the disk
arm as compared to BID-HDD. Similar justification of the amortization effect in BID schemes, as
discussed in previous sections, applies for the reduction in disk arm movement distances. Distance
traveled is related to the work done, or energy expended, therefore, BID schemes can also result in
reduction in the energy footprint of storage systems.
We observe that gains derived by employing BID-Hybrid over BID-HDD is maximum for Tera-
Sort (approx. 60%). This is attributed to the nature of the workload having a lot of intermediate
non-bulky local disk reads and writes. The large amount of small (in terms of I/O size) operations
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Figure 4.6: Cumulative disk head movement distance.
result in a higher number of disk arm movements, which is spread across the disk layout. There-
fore, by removing non-bulky interruption causing I/O requests from the HDD request queue and
placing them in SSD, leads to reduction in the overall reduction in average distance per disk arm
movement the head has has to move as well as number of disk arm movements, refer Figures 4.5
and 4.6, respectively.
BID schemes (BID-HDD and BID-Hybrid) is aimed to avoid contention following system con-
straints without compromising SLAs, as described in Section 3.3. Through trace driven simulation
and experiments, we shows the effectiveness of both the schemes of BID, i.e. BID-HDD and BID-
Hybrid in shared multi-tenant, multi-tasking Big data cloud deployments. In our experiments,
we have shown the impact of block level contention avoidance solutions on single physical storage
device (HDD). The effect is additive when applied across all storage devices across the data center.
BID essentially increases the efficiency of the block layer by streamlining the serving sequence of
I/O requests to the block device in skewed, bulky and multiplexing I/O workloads like MapReduce.
Other than resulting in faster I/O completion time, BID schemes can also result in increasing the
lifespan expectancy of HDDs, data loss risk mitigation and energy savings due to reduction in the
entropy of disk arm.
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4.6 Conclusion
We have developed and designed two novel Contention Avoidance storage solutions, collectively
known as “BID: Bulk I/O Dispatch” in the Linux block layer, specifically to suit multi-tenant,
multi-tasking and skewed shared Big Data deployments. Through trace-driven experiments using
in-house developed system simulators and cloud emulating Big Data benchmarks, we show the
effectiveness of both of our schemes. BID-HDD, which is essentially a block I/O scheduling scheme
for disk based storage, results in 28% to 52% lesser time for all I/O requests than the best performing
Linux disk schedulers. BID-Hybrid, tries to exploit SSDs’ superior random performance to further
reduce contentions at disk based storage. BID-Hybrid is experimentally shown to be successful
in achieving 6% to 23% performance gains over BID-HDD and 33% to 54% over best performing
Linux scheduling schemes.
In future, it would be interesting to design a system with BID schemes for block level contention
management coupled with self-optimizing block re-organization of BORG Bhadkamkar et al. (2009),
adaptive data migration policies of ADLAM [Zhang et al. (2010)], and replication-management of
such as Triple-H [Islam et al. (2015)]. This could solve the issue of workload & cost-aware tiering
for large scale data-centers experiencing Big Data workloads.
Broader impact of this research would aid Data Centers in achieving their Service Level Agree-
ments (SLAs) as well keeping the Total-Cost of Ownership (TCO) low. Apart from performance
improvements of storage systems, the over-all deployment of BID schemes in data centers would
also lead to energy footprint reduction and increase in lifespan expectancy of disk based storage
devices.
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CHAPTER 5. LINEAGE-AWARE DATA MANAGEMENT IN MULTI-TIER
SYSTEMS
In the previous two chapters, we have developed and designed storage solutions to manage
individuate devices as well as multiple tiers of storage devices from the core of the operating
system. We believe that in a large scale shared production cluster, the issues associated due to
data management can be mitigated at a way higher layer in the hierarchy of the I/O path, even
before requests to data access are made. The current solutions to data management are mostly
reactive and/or based on heuristics. In this chapter, we design and develop a data management
solution LDM, which is both deterministic and pro-active. LDM is designed to cater to a class of
applications which exhibit lineage, i.e. in which the current writes are future reads. In such a class
of applications, slow writes significantly hurt the over-all performance of jobs, i.e. current writes
determine the fate of next reads. The concepts developed can be extended to a wide variety of
applications. LDM amalgamates the information from the entire data center ecosystem, right from
the application code, to file system mappings, the compute and storage devices topology, etc. to
make oracle-like deterministic data management decisions. With trace-driven experiments, LDM
is able to achieve 29% to 52% reduction in over-all data center workload (lineage as well as other
concurrent non-lineage applications) execution time.
The chapter is organized as follows. First, we discuss lineage, and the problems associated
due to over-looking of these class of applications in Section 5.1. In Section 5.2, we discuss the
design of our data management framework, LDM, and the development of Block-graphs required
to capture data dependability in workflows. This is followed by designing techniques for life-cycle
management (data placement, replica management and tier migration) of data blocks utilizing
various tiers of storage. We evaluate the performance of LDM for two types of Data Center
lineage-based applications along-with discussions of the results in Section 5.3. The related research
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was described in Section 2.1.3. We conclude the chapter in Section 5.4 with a discussion on future
work.
5.1 The Problem
Extracting high performance from the storage system is the most important challenge in de-
signing computing systems today. In large data intensive applications, the movement of data from
and to storage to compute engine may overshadow the processing time for data [Balasubramonian
et al. (2014); Tiwari et al. (2012)]. The storage devices attached directly (or locally) to the compute
nodes have limited capacity and are expensive due to their proximity. Therefore, data is typically
stored in storage hierarchy and are required to be moved over the network to the compute nodes
for processing. Figure 5.1 depicts an illustration where data D are transferred over an I/O channel
from storage S to compute node C to be processed by task T. A higher volume of data movement
over I/O channels is resource (memory, network, and storage), time and energy intensive. Overall,
this scenario makes data storage and management in data centers a challenge as it has direct impact
on the efficiency of computing.
Figure 5.1: Large Data Movement.
Data centers today cater to a wide diaspora of applications which process multiple data sets for
multiple jobs in a multi-user environment concurrently. They also deploy storage systems organized
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in multiple heterogeneous tiers, which is necessary to achieve cost-performance-capacity trade-off
[Mishra and Somani (2017); Iliadis et al. (2015); Kim et al. (2011)]. Dedicating physical resources
for every application is not economically feasible. Resource sharing causes contention affecting
the efficiency and performance [Mishra and Somani (2017); Mishra et al. (2016); Hindman et al.
(2011)]. Despite advanced optimizations applied across the various layers along the odyssey of
data access, the data management layer remains volatile [Bjørling et al. (2013); Bhadkamkar et al.
(2009)]. Data are scattered over multiple files located at multiple storage nodes1 and replicated for
performance, availability and reliability reasons.
An ideal storage system should deliver the same read (or write) access performance to all
applications. The read and write performance may differ due to their perceived implications on
the application performance. However, realizing same read (or write) access performance for all
applications can be difficult to achieve because the data access time depends on a variety of factors
including physical device characteristics, data locations, current utilization of devices, available I/O
bandwidth, location of storage device, network topology, and delays, etc.
The current data management techniques fail to capture the syntax and semantics of jobs and
the associations of data in various stages of jobs. Moreover, the goals of current efforts have
been to make read operations faster as they are believed to be the biggest bottleneck. However,
inconsiderate placement of intermediate results (writes) for reuse may affect the read performance
adversely. Under this scenario, the gains derived by deploying multiple tiers in storage can be
nullified easily by improper replica allocations to tiers, handling of memory resources, and avoidable
data movement [Iliadis et al. (2015); Zaharia et al. (2012); Li et al. (2014)].
Here, we address the issue of how to deliver ideal system performance for all read and write
accesses.
We understand that it can be and is hard to manage data storage and movement for any
arbitrary set of applications contributing to data center workloads. Therefore, to begin with, we
limit our scope to a set of applications that depict the lineage property, where intermediate data
1Storage refers to the overall data plane, whereas a storage node refers to a single physical device.
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during computation must be written and read back later on. Such a scenario occurs commonly in
data centers. For example, in one application scenario, data may be extracted using MapReduce
[Dean and Ghemawat (2008)] which are queried using Pig [Mishra et al. (2017)], then machine
learning algorithms are used on the queried results [Li et al. (2014)], and are finally combined
with other similar results to produce the final answers [Li et al. (2014); Bu et al. (2010)]. The
issues associated with data management gets amplified for applications with such chained jobs,
which exhibit lineage. It is now becoming clearer that dealing with large amounts of current
“writes”, which are future “reads” is equally important to achieve good performance [Li et al.
(2014); Ananthanarayanan et al. (2012)]. Multi-tier storage offers multiple dimensions, such as
device type, network connectivity, and replication management, allowing exploration of data access
solution space differently.
We develop and design a novel framework, called LDM, to address the challenges in lineage-
aware data management to effectively utilize multi-tier storage hierarchy. LDM captures the inher-
ent lineage information and reduce the data movement via network by placing them appropriately
to enable maximal processing nearer to the storage locations as well as in appropriate storage
tiers. Moreover, LDM utilizes all tiers2 of storage to reduce data access delays in conjunction with
workload aware tiering3 by orchestrating multiple data management features. These include data
placement, data replication management and data migration. We believe LDM will have a huge
impact on the performance and resource management of data processing platforms. From the Green
Computing perspective, our solution will decrease energy footprint, due to much reduced work to
process data across all tiers of computing, i.e. storage, compute (required on storage servers), and
network.
2Storage media across all nodes with similar I/O characteristics form a tier.
3Tiering refers to orchestrating data between heterogeneous tiers of storage by leveraging individual strengths of
each to maintain balance between Cost, Performance and Capacity.
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5.1.1 Motivation
The following trends are clear:
1. The size of data is ever increasing, and more and more data are being stored on remote storage.
2. The complexity and structure of data being processed for analytics varies dramatically.
3. Enterprise data centers includes thousands of processing (and heterogeneous) and storage nodes.
4. Memory needs for data processing is increasing.
5. Data is organized in multiple heterogeneous tiers with a wide variety of storage devices in both
local and remote storage to extract best performance.
6. Increasing amount of data are being used by multiple applications and/or series of jobs of the
same application chained together.
7. Chained MapReduce ETL pipelines and Oozie workflows are most popular lineage based appli-
cations.
8. Current writes are future reads. Thus, writes dominate the over-all performance of these
applications. Therefore, more emphasis needs to be given to initial data placement and replica
management.
9. Data management needs to be both ecosystem as well as network-storage architecture-aware.
Most studies have focused on studying data center operations to consolidate the computing
needs and organize and optimize computing for multiple applications. Computing resources are
believed to be abundant, but without appropriate attention, they are mostly waiting for data and
wasting cycles [Mishra and Somani (2017); Bjørling et al. (2013); Bhadkamkar et al. (2009); Choi
et al. (2017); Bu et al. (2010); Afrati and Ullman (2010)]. Moreover, for lineage based applications,
the impact is more severe due to data-dependency between tasks. Keeping all the data in memory
(as done in Spark) may not be a wise choice either. We believe that the focus needs to shift from
computing to data. What makes this shift relevant is the availability of oracle-like deterministic
workload and data center storage topology aware data management. Datum access from storage
and copying in memory is expensive. Therefore, we believe that studying data utilization patterns
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and developing strategies to optimize computing paths are the greatest needs at the current time
[Zaharia et al. (2010)].
5.1.2 Broader Impact and Goals of LDM
LDM fulfills the need of effective utilization of storage tiers and develop a solution framework
to enable lineage aware data management. Specifically, we will consider disks based storage and
storage class memories (SCMs) as a set of conjoined resources to form a storage continuum. We
design LDM as an elastic Lineage-aware data management framework to work with a class of
chained data processing applications on a wide variety of storage hardware. LDM will work on
stand alone systems, on dedicated clusters, and on cloud based data centres. LDM is designed to
be elastic and be able to adapt to the current resource availabilities in a data processing cluster.
Another goal of LDM is to place data based on the current resource availability and application
performance requirements such that the computation will find them closer (time) to it. Depending
on the current state of the system the adaptive data management features like initial data place-
ment, replica management and migration policies can be used to organize data on disks, solid-state
devices either locally on computing servers DAS (direct attached storage) or in remote NAS/SAN
(network attached storage or storage area network) arrays. LDM will enhance the software-defined
storage capability by providing a holistic approach of managing data-task associations by creating
flexible tiering.
We develop methodologies to improve the effectiveness of resource allocation. Our goal here is
to capture the inherent lineage information of chained jobs of the same application that have data
dependency, manage current writes, utilize data placement for next reads, and multi-tier (storage
device as well as network-storage architecture aware) resource allocations that exploit data locality
and parallelism. The goal is to demonstrate that it is possible to maximize resource utilization while
addressing the needs of individual application performance. In our research, the focus is shifted
to orchestrate the application requirements what storage delivers to what the storage is capable
of delivering. Moreover, deploying extensive pre-processing to create efficient data consumption
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pipelines will reduce the write and read delays, and increase the efficiency of data processing
clusters.
LDM will allow resource managers to reduce the need for computing and network resources.
They also can fine tune computations based on the application performance requirements and the
available resources.
5.2 LDM
In large scale distributed systems, data management plays a vital role in processing and stor-
ing primary and backups of data across storage devices. Despite advanced optimizations being
applied across various layers along the odyssey of data access, the data management layer still
remains volatile [Bhadkamkar et al. (2009); Bjørling et al. (2013)]. Goals of current efforts are to
make read operations faster as they are believed as the biggest bottleneck. However, inconsiderate
placement of intermediate results for reuse may affect performance adversely. This problem gets
amplified for chained applications which exhibit lineage. It is now becoming clearer that dealing
with large amounts of current “writes”, which are future “reads” is equally important to achieve
good performance. Therefore, in such data processing pipelines, its imperative to capture lineage
or relationship across tasks and their dependency with data, i.e. data-task associations.
Figure 5.2: Components of LDM.
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There have been efforts [Li et al. (2014); Zaharia et al. (2012)] to understand lineage for in-
memory computation for improving job recovery time in-case of fail-overs and performance in
Data Centers with nodes having large memory. Zaharia et al. (2012) forms distributed data-sets
for in-memory computations (production and computation in-memory), which inherently improves
performance. Li et al. (2014) proposes an in-memory fault tolerant mechanism which leverages
lineage to recover lost outputs by re-executing the steps which formed the data-sets. In-memory
computations and storing of results in memory are infeasible for Big Data workloads as the working
sets are huge to fit in RAM, along-with the time-varying nature of applications for production and
consumption of data blocks [Harter et al. (2014)]. Issues such as ensuring reliability and cost-
effectiveness are other major challenges in such frameworks. Therefore, cost simulations in Harter
et al. (2014) that adding small SCM tier and efficient orchestrating data between tiers can lead to
enhanced performance than equivalent spending on RAM or disks. Multi-tier storage offers multiple
dimensions, such as device type, network connectivity, and replication management, which allows
to explore to explore the issues associated with data access differently.
Multiple solutions [Kakoulli and Herodotou (2017); Grund et al. (2010); Islam et al. (2016);
Krish et al. (2014b); Lee et al. (2016); Gunda et al. (2010); Olson et al. (2017); Zhang et al.
(2010); Mihailescu et al. (2012); Ananthanarayanan et al. (2012); Iliadis et al. (2015); Islam et al.
(2015); Grund et al. (2010)] have been proposed in literature to exploit multi-tier storage, but none
addresses the issues associated with lineage or chained jobs. The storage layer is agnostic to the
semantics of tasks on data and its execution characteristics. Our goal is to explore the inherent
lineage information (data-task associations) coupled with multi-tier storage for chained job class of
applications.
In LDM, we provide a uniform execution environment across the storage server and compute
server. We address the specific needs of a cluster of applications with data-dependencies. LDM
resides in the Master (or Head) node of clusters where jobs are submitted by applications and data
management decisions are made. LDM includes the following three components.
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1) Capturing Lineage Information. This component is accomplished by a set of APIs that
generate and analyze the metadata associated with application code and extract semantic knowledge
of the computational workflow and logic from the code to build task and block graphs (described
later).
2) Matching Storage capabilities. This component uses the information about the storage
devices (type, capacity, performance, etc.) as well as location (local or remote) to categorize and
classify them. These APIs reside on DataNodes and storage servers and transmit storage devices
information as part of the status updates regularly to the NameNode for its own use in making
data location decisions.
3) Dependency Mitigation. This component use the above two modules assisted by the infor-
mation stored in the Distributed file system to make data management decision and policies. These
include APIs for initial Data Placement and Replica Management to decide where to place the date
and its copies in terms of tier and device. Data Migration API will use the lineage information
to evict already placed blocks as well as determines the utility of the blocks for both capacity and
efficient utilization of storage tiers.
Before describing these components in detail, we first describe Hadoop and MapReduce ecosys-
tem in brief as this will be used as a running example to demonstrate the need and our approach
to solution.
Hadoop Ecosystem and MapReduce
Hadoop and its data processing framework - MapReduce is the de-facto large data processing
framework for Big Data. Hadoop is a multi-tasking system which can process multiple data sets for
multiple jobs in a multi-user environment across multiple machines at the same time [Krish et al.
(2016); Vavilapalli et al. (2013)]. Each MapReduce job consists of multiple processes submitting
I/Os concurrently for Map, Shuﬄe and Reduce stages, each having skewed I/O requirements [Lu
et al. (2017); Ananthanarayanan et al. (2011); Moon et al. (2015)]. Hadoop Distributed File
System (HDFS) uses a block-structured file system to deliver reliable storage [Mishra et al. (2017);
Vavilapalli et al. (2013)].
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YARN (Yet Another Resource Negotiator) is used for per-application based resource negoti-
ating agent and is a centralized platform to ensure consistency and data manageability. YARN
has enabled Hadoop with the flexibility to encompass multiple data processing engines such as
Spark, Storm, etc. to process and manage the data concurrently. It has also enabled Hadoop
with multi-tenant processing capabilities such as different applications/ processing engines working
concurrently by using application based containers.
HDFS splits the files into fixed size file system blocks (64/128 MB), known as chunks, which is
typically tri-replicated for achieving the fault-tolerance, availability and performance parameters.
HDFS follows a leader-follower architecture, with a NameNode, which manages storage and several
DataNodes hosting the data [Vavilapalli et al. (2013); Mishra et al. (2017)]. he NameNode manages
the file system namespace and associated metadata (file-to-chunk maps) as well as contracts the
access to files by clients (once brokered, the clients interact directly with DataNodes). The NameN-
ode operates entirely in memory, persisting its state to disk. All such information are persisted in
two major files in the NameNode: 1) fsimage, which stores the complete snapshot of the file system
metadata at a particular instant; and, 2) edit log for the incremental changes to the file system
namespace [Vavilapalli et al. (2013)]. Thus, the NameNode is central to data management and can
be exploited in developing necessary policies.
5.2.1 LDM framework
The key idea behind LDM is to build a data management system which has an oracle-like
capability to know the future usage of data and therefore take deterministic actions based on its
knowledge. The information of the data processing framework and ecosystem is already present
and needs to be properly harnessed. All such information and statistics are already being produced
or consumed by different components of the system. Therefore, this knowledge when amalgamated
with our tier-and-network aware storage policies should yield better performance for lineage class
of applications.
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Figure 5.3: LDM Knowledge mining to aid data management policies.
In Hadoop like environments, LDM would work with YARN resource manager and HDFS data
management to transform information into intelligence and use the intelligence acquired to execute
policies for to mitigate the impact of data dependency for lineage class of applications. Consider
Figure 5.3, which briefly describe the information produced by different system components. LDM
can use this information to create data management policies to achieve better performance for
applications exhibiting lineage.
In the following three sections, we describe the details of the working components of LDM.
Capturing Lineage Information
It is imperative to understand and extract information about the workflow and the dependencies
within and among the applications. The semantics and syntax of every application can be extracted
by mining the code and amalgamated with the data processing steps to understand the ecosystem
and achieve efficiency in the computation. We achieve this functionality by developing a set of APIs.
The Client API will understand the computation flow and build task graphs based by mining the
application code. A task graph will be represented by a DAG (directed acyclic graph) representing
the tasks as nodes and associated dependencies between tasks as directed edges.
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A task graph alone does not exhibit the location based data dependency. LDM, therefore, will
use the file-system information about the block to device mappings (for example: fsimage, and
editlog for HDFS) to associate blocks of data with tasks (using task blocks) to develop Block
graphs. Block graphs capture all the data block-task associations, which would deterministically
capture data lineage across tasks. This knowledge would aid in mitigating the impact of delays
associated to writing and then subsequently reading intermediate results. The interaction between
the Client API for task graphs and filesystem namespace is achieved by the Data block-Task
Associativity API working on the NameNode.
Understanding Ecosystem: Job Pipelines
Chained Jobs are a popular class of applications that are executed on clusters. Essentially, the
jobs are pipelined and the output of a job forms the input (or a part of the input) of the next job.
Such jobs are common in several business and scientific applications. For example, Job pipelines are
produced by Hadoop workflow managers like Oozie to perform ETL (Extract, Transform and Load)
applications [Li et al. (2014); Kakoulli and Herodotou (2017)]. Data is extracted using MapReduce,
then queried using Pig, followed by machine learning algorithms delivering the query results, that
are combined with other results [Li et al. (2014)]. Clearly, there is data-dependency between jobs.
Figure 5.4: Job pipelining and data-task associations.
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A typical data center workload scenario consists of multiple applications having highly skewed
I/O characteristics that exists concurrently as concurrently as shown in Figure 5.4. The following
hierarchy commonly is maintained for data processing.
1. Application Layer: Data Centers spawn multiple instances of many applications using com-
pute and storage servers. As depicted in Figure 5.4, n applications A = {A1, A2, . . . , An} are
waiting to be executed on the cluster at some time instance ‘t’. These applications vary in na-
ture (i.e. analyzing customer behavior, weather patterns, genomics, financial data, etc.) and are
independent.
2. Job Layer: An application Ai, is a conglomeration of several jobs denoted by set J = {J1, . . . ,
Jk} with data-dependency. In Figure 3, application A1 is shown in detail as consisting of jobs J1
to Jk.
3. Task Layer: Task is the smallest granularity of computation which access and process data.
Each job Ji in an application is further sub-divided into a set of tasks T = {T1, . . . , Tp}. In
a typical scenario, multiples such tasks are run concurrently. Depending on the application, the
intermediate results may be required immediately as well as later on.
Data Layer: A task consumes or produces data which is organized across multiple heterogeneous
tiers of storage. Due to storage virtualizations, multiple processes contend for the same physi-
cal resource for read and write access that may be stored in local (DAS) or in remote storage
(NAS/SAN). I/O across the network exposes data transfer to network congestion, delay and losses.
Task graphs
A task graph is a sequence of all the tasks associated with each other and is represented by
a DAG (directed acyclic graph). Task graphs can be formed by mining of the application code
coupled with logic extraction of the ecosystem. Based on the framework like MapReduce, Spark
or Pig, and the logical data flow, the NameNode can create the task graph when an application is
submitted. The task graph provides an overview of job and dependencies among tasks currently
running on the system as well as maps the application requirements. Figure 5.5a shows the task
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graph for a set of inter-linked or chained jobs.
a) Task graphs-workflow b) Block graphs: Data-task associations
Figure 5.5: Dataflow representations (a) Task graphs- workflow; (b) Block graphs: Data-task
associations.
Block graphs: Data-Task associations
Despite capturing the workflow, a task graph fails to understand the lineage of data and asso-
ciativity of different tasks and blocks of data as conjoint pairs. This is extremely fatal, as a data
block might be consumed/produced by multiple tasks and affect the over-all performance of the
application. There is a clear need to extract these relationships and utility of each data block to
develop proper data management policies. LDM uses the file-system information about the blocks
to device mappings (similar to fsimage and editlog for HDFS) stored in the NameNode to associate
blocks with tasks to construct a Block graph. In LDM, the Data-Task Associativity API working on
the NameNode captures these interactions. The knowledge of these interactions aid in mitigating
the impact of delays associated to writing and then subsequently reading intermediate results.
Block graphs are essentially representation of data-task associations, where the blocks of data
(as a single entity or replicas) form the vertices and the tasks producing/consuming them as edges
as shown in Figure 5.5b. The utility and reusability of blocks can be determined using this repre-
97
sentation. During run-time, only initial input data (initial filename) is available, the initial vertices
(block-IDs) are formed using the filesystem namespace and the logical tasks. The graph for later
stage is constructed assuming every task produces a data block (not necessarily a full data chunk).
Application code mining can help determine tasks consuming/producing a data block, thus provid-
ing a complete overview of data usage for the computation.
An Example: A MapReduce job: DAG of tasks and Block Usage
We use a MapReduce application source code analysis to describe how the Client API can
extract the entire computation logic (task graphs) and the Data-Task Association API integrates
the filesystem namespace to build block graphs. Figure 5.6 depicts a simple MapReduce function to
count the number of instances of unique words in a file of multiple TBs in size. The code is broken
into simple Unix commands, such as, cat, grep, and wc -l (subtasks), and these logical partitions
may be executed in different machines.
Figure 5.6: MapReduce Job: DAGs of tasks.
In the Map phase, 128 MB data chunks are read from storage nodes and are processed to form
collection of < key, value > pairs. The Shuﬄe stage partitions the output of Maps based on “keys”
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to be processed and transfers data to reducers by the Reduce tasks. The DAG structure and data
needs data for computation to be persisted in storage. Figure 5.6 clearly depicts the lineage, task
graph and how a block graph can be generated from it.
5.2.2 Matching Storage capabilities
Hadoop like large distributed systems gained popularity due to their design of bringing computa-
tion closer to data which were primarily for DAS setups of acomprising large number of inexpensive
machines. However, as we move forward and data being scattered, it is necessary to deploy remote
storage servers (NAS/SAN) across thousands and millions of storage devices with varied I/O and
physical characteristic. The storage hierarchy include Main Memory (RAM), Solid State Drives
SSDs, and Hard Disk Drives (HDDs), as shown in Figure 5.7a. Storage media across all nodes
with similar I/O characteristics form a tier [Iliadis et al. (2015); Li et al. (2014); Kakoulli and
Herodotou (2017)]. The question of when, where and how-to organize data over multiple tiers in
the hierarchy becomes important to reap the maximum benefits.
a) Memory Hierarchy b) Multi-tier storage objectives
Figure 5.7: Multi-tier (a) Storage Hierarchy: descending order in performance and cost, and as-
cending in capacity (top-down); (b) Storage design objectives.
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Software defined storage (SDS) is part of the solution to deliver storage services. Automated
tiering is one of the major focus to deliver SDS [Di Mauro et al. (2017)]. Recall that Tiering refers
to orchestrating data between heterogeneous tiers of storage by leveraging individual strengths of
each to maintain balance between Cost, Performance and Capacity, as shown in Figure 5.7b. Our
goal in LDM is to use the information about the storage devices (type, capacity, performance, etc.)
as well as location (local/remote) to categorize and classify them. The next step is to implement
appropriate APIs to reside both at the DataNodes and storage servers to send their usage status
regularly to the NameNode. The NameNode will use the information in making data location
decisions.
Need for multiple tiers and automated tiering
Disk-based storage devices are the backbone of data centre storage. HDDs provide the perfect
blend of cost and capacity to satisfy the volume requirement of Big Data. But due to their physical
limitations, non-volatile devices, also known as storage class memories (SCMs), such as SSDs are
also being used in large data centres. SCMs offer superior access time due to non-moving parts.
SCMs used with legacy disk based interface such as SATA/SAS were incapable of harnessing the
throughput and inherent parallelism. However, recent advances such as faster PCIe bus technology
(also known as NVMe Express) [Lee et al. (2017); Malladi et al. (2016)], PCIe switches, Linux block
layer redesign, etc. are enabling SCMs to provide higher performance.
Despite superior random performance of SCMs (or SSDs) over HDDs, their higher costs, need
for write amplification, and lower lifespan remain concerns for long-term economically feasibility. A
hybrid approach with heterogeneous tiers of storage such as those having HDDs and SCMs coupled
with workload aware tiering to balance cost, performance and capacity have become increasingly
popular [Khasnabish et al. (2017)].
Existing definitions of tiers considers only device characteristics. They do not take into con-
sideration proximity to compute resources and effects of network transfers. Data in a local HDD
might be more valuable than in a SSD in a remote location. However, it is not possible to store all
data in local storage due to the working set sizes, large spectrum of concurrent applications running
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on a node and their varying I/O characteristics. Remote storage offers an alternative to satisfy the
volume requirement. However, performing I/O across the network makes data transfer prone to
network issues like congestion, delay and losses. Such data movements are thus expensive and affect
application performance. Therefore, resource manager typically monitors network congestions and
tries to utilize replication to maintain performance.
An intelligent and deterministic data management technique would orchestrate the application
needs apriori to minimize data movements leveraging ecosystem tools (replication, tiers, etc.) effi-
ciently while ensuring performance. An ideal data management scheme should envision local-remote
storage conjoint-pairs analogous to in a similar manner as the cache-main memory model, but with
a different interface.
Replication: Use It as a tool
The data chunks are usually replicated and stored in different nodes across the storage system.
The purpose of replication is tri-fold, i.e. achieving fault-tolerance, availability and performance
(consider Figure 5.8). The current schemes [Krish et al. (2016); Islam et al. (2015); Spivak et al.
(2017); Khasnabish et al. (2017); Krish et al. (2014b)] of replica management leverage the number of
copies or replicas and their locations. Islam et al. (2015) designs a heterogeneous storage engine for
HPC including RAMdisks, SSDs and HDDs, and Lustre FS to benefit HDFS. The data placement
engine in Islam et al. (2015) deals with tri-replication of blocks to ensure fault tolerance and the
decisions of placement of replicas in a tier is based on storage space available with a usage-priority
based tier migration model. Krish et al. (2014b) proposes a model with an intent to remove
performance bottlenecks by placing every block belonging to file in all tiers of storage.
An interesting approach to replica management would be to i) take into consideration the tier-
device characteristics and device utilization and ii) move replicas dynamically based on time-varying
application I/O requirement. This adds another dimension which would be highly beneficial to all
applications, especially, those which have data-dependency, i.e. lineage based applications. Cur-
rently, tiering is mostly concerned with defining hotness or randomness and not on replica man-
101
Figure 5.8: Advantages of replication.
agement as a tool for multi-tier environments, as discussed in Chapter 4. Well-managed multiple
replicas of data will lead to better performance.
Storage Device Classification and Categorization
The classification and categorization of storage devices refers to associating them with a performance-
score or rating, PR. PR includes performance governing parameters like speed, remaining capacity,
number of channels for I/O access (i.e., one for SATA/SAS HDD or SSDs, 8/16 for NVMe SSDs),
current utilization, location in storage architecture (DAS or NAS/SAN) and cost/GB. The key goal
behind PR is to overcome the deficiencies of current practices and integrate them into the data
management policies and tools.
PR is a dynamic parameter for each device as the factor defining them vary over time. The
appropriate APIs on DataNodes and the storage servers can collect all such relevant parameters for
the devices attached to them, and periodically transmit them to the NameNode via status updates.
The Storage Classification API residing on the NameNode utilizes all these parameters to profile
every storage device at the run time. The value of PR for a storage device and the location of the
client requesting write/read for data placement allows a correct decision to be made. For example,
the value of an HDD attached locally can be higher than a SSD in a remote location (location w.r.t.
computation locality), or vice-versa. Such decisions are complex and tiering decisions cannot be
made solely on device characteristics. Therefore, LDM provides a dynamic and unified method with
the use of performance ratings to profile the available resources to aid data management decisions.
102
5.2.3 Dependency Mitigation
Our goal is to focus on mitigating the impact of associated delays due to incorrect management
of data dependency for applications exhibiting lineage. The knowledge gained by using the task and
block graphs and the awareness of the storage systems capabilities allow us to develop sound data
management policies. Primarily, we will perform Initial Data Placement, Replication Placement,
and Data Migration tasks to decide the storage device(s) to place the data and if, when, and where
to move data blocks dynamically.
The Dependency Mitigation component uses the lineage information and the PR values to
deliver data placement and replica placement decisions. It includes two APIs, one for initial Data
Placement and one for Replica Placement. Data Migration API uses the lineage information to evict
already placed blocks as well as determines the utility of the blocks for both capacity and efficient
utilization of storage tiers. Please note that LDM is concerned only with the data management of
intermediate results. For some tasks, initial data can be treated as intermediate results if the data
is being migrated for the computation.
HDFS Data Placement: An Example
Currently in HDFS, during the write phase, as soon as a worker writes 80% of a data chunk (64
MB) in memory, it tries to persist the data chunk in storage [Vavilapalli et al. (2013)]. The worker
contacts the NameNode through RPC calls for a list of DataNodes which can host the chunks and
its copies. The NameNode follows rack-aware fault-tolerant algorithms to protect against network
failures for the placement of data, generates a list of available DataNodes to the client. The client
directly communicates with all DataNodes and pipelines the data chunks one-by-one in 4KB data
packets following an ACK based protocol received [Vavilapalli et al. (2013)]. This pipelining slows
the write process, as to maintain fault tolerance and consistency the slowest DataNode governs
the over-all performance. The current schemes do not leverage the tiers of storage available for
placement of initial data and its replicas. We propose to use a different strategy in LDM as outlined
below.
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ALGORITHM 4: LDM Initial Data Placement
for every application a ∈ A do
Compute block-graphs BGa ∈ BG;
for every block B ∈ BG do
Compute LQB using reusability R;
Refer global storage table GST to compute refactored PRs
(based on locality L of task producing block B);
Select storage media m based on LQB and refactored PR;
Send location of storage media m to Worker;
Pipeline replicas as per Algorithm 5.
Initial Data Placement
With the knowledge of all tiers in storage media (PR), the current write as well as retrieval
needs, and the knowledge of data-task associations of all the tasks currently running or to be
spawned in near futures with the help of the block graphs, LDM is better equipped to dictate
policies for placing the initial data across the storage to benefit future reads. When a worker
contacts the NameNode for writing a data chunk B, the Initial Data Placement API residing on
the NameNode uses the block graphs to compute the data-dependency factor, known as “Lineage
Quotient LQB” for the data block B. LQB determines the utility value of block B and based on
it, a storage media is selected where the data should be initially placed. To unify the placement
algorithm, a global storage table (GST) for placement is maintained. GST suggests the storage
medias (based on recently computed PRs) that are suitable for a range of LQB as described below.
Algorithm 4 describes the working of the Data Placement API. LQB is determined by investi-
gating the reusability R, i.e. the outdegree of block B from the block graph. Lineage factor LQB
increases with the number of tasks using it next, i.e. (reusability R). The closer the data is placed
to the task generating it, lesser is the network footprint usage. Therefore, locality L plays a vital
role in determining the appropriate rack and storage media in it for the initial placement of data.
For all the storage devices, the performance rating PR is refactored based on network distance from
locality L, higher the distance lower the performance rating. For example, for a task generating
block B, a HDD with lower network distance might have a higher refactored performance rating
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than a SSD which is far away. Based on the global table GST, storage media and its location is
sent to the worker to write the data.
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ALGORITHM 5: LDM Replica Placement
for every replica r of block B do
Compute Reusability factor of replica r, Rr = (R− 1), Rr ≥ 0;
Compute LQr using reusability R
r;
Refer global storage table GST to compute
refactored PRs (based on locality L of previous replica
and storage rack-aware policy);
Select storage media m based on LQr and refactored PR;
Send location of storage media m to Worker for pipelining replica;
R = Rr, previous replicas reusability factor.
Replica Placement
Once the first data block (4KB) of the 64MB data chunk is written to the storage media, the
replicas needs to be placed in the pipeline. The principle is similar to the current fault toler-
ance mechanisms of the Hadoop ecosystem. The placement of replicas is managed by the Replica
Management API residing in the NameNode. The current schemes, take into consideration fault
tolerance for placement of replicas to guard against network failures. To mitigate dependencies, the
write throughput of all the pipelined replicas is important which is governed by network bandwidth
and storage media. LDM manages this as follows.
Algorithm 5 describes the working of the Replica Placement API for pipelining replicas. Similar
to initial data placement the Lineage Quotient for (two additional copies for tri-replication) blocks
LQ′B and LQ
′′
B, respectively, is calculated with additional parameters. The reusability factor R for
every replica is reduced by 1 (with minimum 0) from the previous replica value. Here, the locality
L of the previous replica is used only to determine a separate rack for storage than the initial block
to respect fault tolerance. The assumption here is to use replicas for satisfying the performance for
parallel tasks trying to consume the same data set as well as effective capacity utilization of tiers.
Therefore, the probability of all replicas occupying the fastest tier is reduced, unless it is a highly
dependent block. Based on the Lineage factor of the replicas, the locations are determined in a
similar manner to the placement of initial data. The worker is informed of the storage media and
the locations for both the blocks and it follows the data write pipeline ACK protocol.
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ALGORITHM 6: LDM Data Migration
for every block (and their replicas) B ∈ BG do
if event time t has passed then
Reset Recency list RBl and Recency R
B ;
Compute MQB using R
B
l and R
B ;
Match MQB with global storage table GST
to compute appropriate storage media m;
if Tiering decision is made then
Tier Block B to storage media m
Data Migration
Once, the data and its copies are placed, it is imperative to move data blocks (as well as copies)
between storage devices (inter or intra tiers) to achieve cost-performance-and-capacity trade-off.
The fast tiers are expensive, and the capacity is limited. Therefore, they should be used wisely with
most performance critical blocks in them. The Data Migration API uses the lineage information
(block graphs) to determine the dynamic time-based utility value of the blocks which is used to
dictate data migration policies.
The Lineage Quotient LQ, of the blocks (and its replicas) decides the placement of data to
appropriate tiers, and it would be economically infeasible to store the data in the same media
forever even when their utility is over. LDM will maintain a dynamic and time bound Migration
Quotient MQB for every data block B. MQ is similar to Lineage quotient LQ except that MQ
integrates a time bound factor with the reusability.
Algorithm 6 describes the working of the Data Migration API. The Data Migration API main-
tains a list of event-based time between reuse of the same data block, known as Recency list Rl.
Recency Rc is the time to next reuse. Once the event-time t has passed, the Recency value Rc is
refreshed. This can be accurately determined with the help of block graphs as it opens an avenue
to foresee the data-task association and its usage pattern. Recency Rc captures the time based
utility of data blocks, which can also be referred to as deterministically computing the temperature
of data. Therefore, MQ can be used to determine the “actual” hotness of data and therefore aid
in data eviction or promotion.
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Data Migration API is triggered at fixed intervals of time, where MQs of all the already placed
blocks (and its replicas) is calculated and tiering decisions are made. MQ values of all the blocks
are matched in the global storage table GST and accordingly the block is tiered to the appropriate
storage device. This is contrary to the existing data migration policies, where data is evicted or
promoted based on its previous history of usage. They are based on trial-and-error and on the
assumption that data which is hot in the past has high probability to be hot at a later time. LDM
brings forth a deterministic method for life-cycle management (movement) of data and its replicas.
5.3 Experiments and Performance Evaluation
Through trace-driven and log-based simulations, we evaluate the performance of LDM and
compare it with the current implementation of YARN (and HDFS) using our in-house developed
system simulators. We discuss the testbed setup and performance evaluation in this section below.
5.3.1 Testbed setup
Our experimental testbed consist of our Hadoop cluster and trace (and log) collection remote
nodes. The Hadoop cluster topology consists of 1 NameNode, 1 Secondary NameNode and 8 DataN-
odes. Each node has 16 cores (Two 2.0 GHz 8-Core Intel E5 2650), 128 GB of memory, GigE and
QDR (40Gbit) Infiniband interconnects, and 2.5 TB Hitachi HDDs. We use CDH v5.11.1 (Cloud-
era Hadoop) with the latest implementation of YARN and HDFS. The heterogeneous capability is
achieved by using specifications similar to 256 GB Samsung SSD 840 pro with the distribution of
capacity in the ratio of 1:8 as compared to HDDs attached locally to the nodes.
We select industry and academia wide used Hadoop benchmarks considering a wide diaspora
of I/O workload characteristics, as specified in HiBench [Huang et al. (2010)] & TPC Express
Benchmark (TPCx-HS)- Hadoop suite [TPC(tm) (2016)]. These benchmarks have been designed
to recreate enterprise Big Data Hadoop cloud environments, stressing the hardware and software
resources (storage, network and compute) as observed in production environment. We use bench-
marks to form long-running lineage applications which have inter and intra job data dependency.
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We also run non-lineage concurrent applications to emulate a realistic shared big data infrastruc-
ture. We discuss the details of the applications in the next section.
The NameNode and DataNode statistics, job (and container) running history along with File
System details (block locations, chunk-to-device mappings) are collected in remote log collection
nodes. We collect traces from the block layer of a disk of the DataNodes in such a stage where the
applications have submitted block I/O structures to the block device using the blktrace [Brunelle
(2007)] linux utility. The traces include details such as process id (pid), CPU core submitting
I/O, logical block address (LBA), size (no. of 512 byte disk blocks), data direction (read/write)
information for each I/O request4. In the next section, we discuss briefly an example of lineage
based application, which we use for our experiments followed by the performance evaluation of
LDM.
Lineage Based Application: An example
We use chained MapReduce inter-related jobs to emulate applications which exhibit lineage.
Figure 5.9 shows a Lineage application using three MapReduce benchmarks (TeraGen, TeraSort
and TeraValidate) which run along with long running non-lineage concurrent applications to form
a shared Data Center workload. TeraGen, TeraSort and TeraValidate form logical data-dependent
steps to produce the final result.
TeraGen is a data generating job, which produces 1 TB of random data. TeraGen consists of
only Map tasks with no reduces. We use TeraGen as a phase which generates data and persTieists
it in HDFS, which in-turn is consumed by the next phase, i.e. TeraSort. TeraSort consumes the
data generated by TeraGen to sort the data. TeraSort consists of Map phase to read the data,
there is one map task per HDFS block. The intermediate data is shuﬄed and partitioned according
to the number of reducers, which are sorted and persisted to HDFS in the reduce phase. The
result of TeraSort is used by TeraValidate to validate the output of TeraSort. There are other
applications which run concurrently. Consider Table 5.1, we have divided the jobs and applications
4Please note, we collected (stored) the traces remotely on a different machine through the network and not stored
in the same local HDFS disk for maintaining the purity of the traces & minimize the effects of the SCSI bus [Brunelle
(2007); Riska et al. (2007); Chen et al. (2011)].
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Figure 5.9: Data Center Workload Emulation.
running during TeraGen, TeraSort and TeraValidate into Phase 1, 2, and 3 respectively. We execute
combination of these phases to form two types of workloads which exhibit lineage, the details of
which is described as follows.
Workload 1: For Workload 1, the lineage application LDMW1 is a scenario where the data is
already residing in HDFS and stored in HDDs, i.e. we assume data generating phase, Phase 1 Does
Not Exists. The initial data is retrieved from HDDs and TeraSort (TS), sorts the data in Phase
2 and further the output is required by TeraValidate (TV ) in Phase 3 for producing the final
result. Therefore, the lineage application LDMW1 forms a chain TeraSort (TS)→ TeraValidate
(TV ). These applications are batch processing where large chunks of data is already present in
storage and at run-time it needs to be acquired. There are a many applications, where data is
generated or received on the fly (eg: stream applications, joins, etc) and used subsequently for
further processing, which are discussed in Workload 2.
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Table 5.1: Experimental Data Center Workloads.
Lineage Application for
Workload 1 “LDMW1”: (TeraSort (TS)→ TeraValidate (TV )).
Workload 2 “LDMW2”: (TeraGen (TG)→ TeraSort (TS)→ TeraValidate (TV )).
Phase Workload 1 Workload 2
Phase 1 Does Not Exist TeraGen(TG),
WordStandardDeviation(WSD1),
WordMedian(WMedian),
WordMean(WMean).
Phase 2 WordStandardDeviation(WSD1),
TeraSort(TS),
WordStandardDeviation(WSD2),
WordMean(WMean),
WordStandardDeviation(WSD3).
WordStandardDeviation(WSD1),
TeraSort(TS),
WordStandardDeviation(WSD2),
WordMean(WMean),
WordStandardDeviation(WSD3).
Phase 3 WordStandardDeviation(WSD2),
TeraValidate(TV ),
RandomTextWriter(RTW ),
RandomWriter(RW ).
WordStandardDeviation(WSD2),
TeraValidate(TV ),
RandomTextWriter(RTW ),
RandomWriter(RW ).
Workload 2: For Workload 2, the lineage application LDMW2 are such examples of chained
jobs, where data is generated on the fly and then subsequent results are produced and consumed.
Therefore, the lineage application LDMW2 forms a chain TeraGen (TG) → TeraSort (TS) →
TeraValidate (TV ).
As can be seen in Figure 5.9, for every phase we have marked the Dependent and Non-Dependent
HDFS blocks. Dependent HDFS blocks are those blocks which are consumed by the set of tasks in
future. While Non-Dependent HDFS blocks are those blocks which are either never consumed or
those replicas of Dependent blocks which provide fault-tolerance. The discovery of data dependence
and mitigating the impact of this dependency is critical for application performance. With trace-
driven experiments and performance evaluation of results in the next section, for both data-center
workload scenarios, i.e. Workload 1 and Workload 2, we compare the data-dependency management
capability of LDM with the latest implementation of HDFS.
111
5.3.2 Performance Evaluation
We compare the effectiveness of our dependency mitigation technique scheme, LDM, with the
latest implementation of HDFS used deployments for both data-center workload scenarios.
For our experiments, we use the default parameters, which is based on the storage devices
and driver specifications. Based on trace-driven simulations, in the next section we analyze the
performance of both the schemes, i.e. HDFS and LDM for Data Center workloads 1 and 2.
Total Workload Completion Time
Figure 5.10 represents the total time taken (y-axis) for finishing the data-center workloads.
This represents the time to complete all applications in the workload, i.e. lineage as well as
other non-lineage applications. It is observed that LDM reduces the time taken to finish the
workloads significantly, thereby bridging the deficiencies of HDFS to manage data dependencies.
The performance gain (in terms of completion time) is 29% and 52% for workloads 1 and 2,
respectively. In LDM, the dependent blocks are identified and placed in SSDs. This serves multi-
fold. First, the time to write data and the subsequent future read access is improved as now the
dependent blocks do not have to undergo contentions at the disk interface. Secondly, the pipelining
of replicas somehow constricts the performance during writes, as the replicas of dependent blocks
are placed in HDDs, but placing one (or more) replica in SSD improves the future read time
significantly.
Figure 5.10: Total Time taken by HDFS and LDM (Workload 1 and 2).
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It is also observed that though Workload 2 is a subset of Workload 1, and there is more
opportunities of optimization via LDM in workload 2, but the gains derived are much more. We
discuss in detail with fine grained analysis of each job for both the workloads to understand how
LDM optimizes and manages data-dependency which leads to savings in I/O time.
Time taken by chained applications
Figure 5.11 represents the time taken (y-axis) for completing (TeraGen TG + TeraSort TS +
TeraValidate TV ) and (TeraSort TS + TeraValidate TV ) by Hadoop (HDFS), and LDM optimiza-
tions during workloads 1 and 2, i.e. LDMw1 and LDMw2, respectively. It is observed that LDM
outperforms HDFS by 55%. The graphs for LDMw1 is same, as the data already resides in HDD
for consumption for TeraSort, i.e. TeraGen does not exists. Moreover, we also observe that the
time taken to complete (TeraSort TS + TeraValidate TV ) for LDMw1 is lower than LDMw2 by
40%, though in both cases, we calculate the times from the start of TeraSort and to the finish of
TeraValidate.
Figure 5.11: Time taken by Chained Applications.
In-order to understand the difference between performance for applications LDMw1 and LDMw2
from the beginning of TeraSort TS and end of TeraValidate TV using LDM, we plot the individual
job completion times of TeraGen, TeraSort and TeraValidate, as shown in Figure 5.12.
From Figure 5.12, we observe the following: 1) The time taken by LDM is significantly lower than
for all jobs. 2) TeraGen does not exist for LDMw1, as we assume that the data is already residing
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Figure 5.12: Anatomy of Job completion time of Chained MapReduce Applications.
in HDFS. Hence for the analysis of results between LDM optimizations for lineage applications
LDMw1 and LDMw2, we do not consider the time taken to complete TeraGen. 3) Time taken by
TeraValidate for both LDMw1 and LDMw2 is same, suggesting that most of the difference occurs
during TeraSort phase. Therefore, we further investigate the TeraSort job.
Figure 5.13: Total Read and Write Time of TeraSort job to show the difference between LDM for
lineage applications LDMw1 and LDMw2.
Figure 5.13 shows the total time taken to read or write, right from the first block of read to
the last block (similarly for writes) belonging to TeraSort job, i.e. (Ts(reads)) and (Ts(writes))
respectively.
For reads, there is marginal gain between HDFS and LDMw1, while there is significant im-
provements for LDMw2. This is attributed to the characteristic of the job, as most of the reads
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occur in the Map phase, for LDMw1, as the data is fetched from HDDs which is nearly same as
with no optimization, i.e. HDFS. While for LDMw2, the TeraGen phase is optimized and LDM
places (writes) dependent blocks in SSDs, therefore, leading to large reduction in time for reads
during TeraSort. We classify the data chunks (128 MB) into dependent and non-dependent, i.e.
those HDFS blocks decided by LDM to be placed in SSD and HDD, respectively.
Figure 5.14: Dependent and Non-Dependent blocks.
Figure 5.14 shows the number of HDFS chunks (y-axis) versus the dependent or non-dependent
blocks decided by LDM to be placed during that phase. The dependent blocks are written during
that phase and consumed in the next. While non-dependent are those data chunks which are those
blocks which are not required for computation in near future. We observe that for TeraGen, all
blocks are classified non-dependent for LDMw1, as those data sets are already residing in HDD,
while none are dependent. For LDMw2 application, the dependent blocks are placed in SSD, which
are used during the TeraSort run. This justifies the higher read performance for LDMw2 than
LDMw1 for the same LDM optimization observed at the same start and end point (in terms of job
completion).
During the writes of TeraSort (refer to Figure 5.13), in both scenarios the time is reduced
significantly. It would be expected that the write time for LDMw1 and LDMw2 should be same,
as the difference is only for the reads from SSD (in case of LDMw2) and writes should be the
same but LDMw2 performs 17% better. This is because of the nature of the dataflow framework
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(MapReduce), which does a lot of inter-mediate local writes, which in the case of LDMw2 is in
SSD, which is faster.
Therefore, we observe that LDM is able to manage the data-dependency while reducing the
time taken by over-all workload and chained applications. We further study the impact of LDM
on other concurrent non-lineage data center applications
Impact of LDM on other concurrent applications
Figure 5.15: Impact of LDM on other concurrent applications running at the same time.
Figure 5.15 represents the time taken by different concurrent non-lineage applications by Hadoop
(HDFS) and LDM. It clearly shows that by employing LDM, the I/O time for other concurrent
applications also reduces. It forms a Domino effect, in which optimizing on type of application also
effects the performance of others. This is so because some of the blocks (dependent) which belong
to Chained applications are oﬄoaded from the HDD request queue and placed in a different media
(SSD). Therefore, there are fewer interferences and the multiplexing of I/O effect is reduced, which
leads to over-all savings in execution time for non-lineage concurrent applications.
LDM is designed and developed to mitigate the impact of delays associated to dependency
of data in lineage class of applications. Through trace-driven based experiments, LDM shows to
successfully orchestrate the application needs apriori and match storage capabilities to deliver per-
formance. There is also evidence that by deploying LDM, the execution time of other applications
also reduces. We conclude the chapter in the next section with discussions on future work.
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5.4 Conclusion
LDM provides a uniform execution environment across storage and compute, which addresses
specific needs of applications with data-dependency (or lineage). LDM is a lineage-aware data
management system which has an oracle-like deterministic capability to know the future usage of
data based on knowledge already present in the data processing framework and ecosystem. These
informations and statistics are being produced and consumed by different components of the system.
LDM amalgamates these informations from the entire data center ecosystem to dictate tier-aware
storage policies for lineage class of applications to mitigate the impact of data dependency for
lineage class of applications. Through the development of block graphs, LDM is able to capture
the complete time-based data-task associations and use it to perform life-cycle management through
tiering of data blocks belonging to applications exhibiting lineage. With trace-driven experiments,
LDM is able to achieve 29% to 52% reduction in over-all data center workload execution time.
Moreover, by deploying LDM with extensive pre-processing creates a efficient data consumption
pipelines also shows to reduce the write time and read delays significantly.
In future, we plan to investigate further with LDM for PCIe based NVMe SSDs to leverage
parallelism provided by them. We also plan to implement LDM for hybrid set-ups comprising of
DAS, NAS and SAN setups with a wide variety of HDDs, and SCMs (with different combinations)
and study the data movement impact across networks. LDM opens an avenue for a large diaspora
of application and data processing frameworks and we have implemented it for MapReduce environ-
ments. It would be interesting to develop LDMs capability to understand various other frameworks
like Spark, Parquet, etc. and work together in a unified environment to cater to different syntax
and semantics of applications. LDM is effectively able to capture the inherent lineage and utilizes
all tiers of storage to reduce data access delays in conjunction with workload-aware tiering by or-
chestrating multiple data management features. Broader impact of LDM is that it would aid Data
Centers to effectively utilize multiple tiers of storage while keeping the Total Cost of Ownership
(TCO) low as well as ensuring lower memory and resource footprint leading to energy savings.
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CHAPTER 6. CONCLUSION AND FUTURE WORK
In this chapter, we summarize our work on Host Managed Storage Solutions for Big Data with
discussions of the impact of this research and discussions on future work. Our contributions are
discussed briefly in Section 1.3 (also refer to Figure 1.3).
Our effort has been to deliver near-ideal performance of storage systems, by identifying issues,
designing, and, developing software defined storage capabilities with minimal or no infrastructural
change for Data Centers experiencing Big Data. Thereby, making changes feasible. Our solutions
do not change application characteristics nor improve storage devices or network infrastructures,
but only the way data is managed. Therefore, this research aims to improve the layers along the
odyssey of data access environment by understanding the I/O hierarchy and the application needs
from storage. We have contributed in the following.
1) Operating System optimizations, dealing with optimizing the OS and extending its com-
petency. We develop solutions from the core of the operating system, BID-HDD, i.e. a block I/O
scheduling scheme to avoid contentions and improve individual storage device capabilities.;
2) Multi-tier solutions, which focuses on systems design to incorporate heterogeneous tiers of
storage together coupled with value propositions of data being scattered over multiple devices. We
manage multiple devices and develop methodologies, BID-Hybrid, to automated tiering using the
information obtained at the block interface using SSDs for improving disk performance.;
3) Workload specific optimizations, are full-stack data center storage solutions designed and
developed to suit workload characteristics. We design and develop methods, LDM- our data man-
agement solution, for the complete data center ecosystem using multiple tiers of storage for mit-
igating the impact of data-dependency in lineage class of applications. LDM amalgamates the
information from all the stratas, devices and layers of I/O path.
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With theoretical and experimental evaluations, our host managed storage solutions, namely,
BID-HDD, BID-Hybrid, and LDM, fulfils our objective of narrowing the gap between what storage
is capable of delivering and what it actually delivers in a Big Data environment.
This chapter is organized based on our contributions and their conclusions which form the three
sections, namely Section 6.1 for BID-HDD, Section 6.2 for BID-Hybrid and Section 6.3 for LDM.
6.1 Operating System Block Layer Optimizations: BID-HDD
We have developed and designed a contention avoidance scheme for disk based storage devices
known as “BID-HDD: Bulk I/O Dispatch” in the Linux block layer, specifically to suit multi-tenant,
multi-tasking and skewed shared Big Data deployments. Through trace-driven experiments using
in-house developed system simulators and cloud emulating Big Data benchmarks, we show the
effectiveness of both our schemes. BID-HDD, which is essentially a block I/O scheduling scheme,
results in 28% to 52% lesser time for all I/O requests than the best performing Linux disk schedulers,
which is discussed in detail in Chapter 3.
From the operating systems perspective, we believe that the I/O kernel data structures (refer
to Appendix A) needs to be redesigned as the application needs and storage characteristics have
changed dramatically. It would be interesting to develop methodologies for determining optimal
kernel I/O data-structure (“BIO”) size by analyzing the requirements of combination of workloads.
We believe that this along-with efficient I/O packing techniques to have fewer but large requests
for such I/O intensive workloads would have significant impact on performance. Additionally, its
equally important to study the impact of this change on various layers of the I/O and network
infrastructure. This is analogous to the development of TLB-HugePages [Ryoo et al. (2017)].
6.2 Multi-tier Operating System optimizations: BID-Hybrid
We have developed and designed two novel Contention Avoidance storage solutions, collectively
known as “BID: Bulk I/O Dispatch” in the Linux block layer, specifically to suit multi-tenant,
multi-tasking and skewed shared Big Data deployments. Through trace-driven experiments using
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in-house developed system simulators and cloud emulating Big Data benchmarks, we show the
effectiveness of both our schemes. In Chapter 3, we have discussed BID-HDD, which results in
28% to 52% lesser time for all I/O requests than the best performing Linux disk schedulers. In
Chapter 4, we discuss BID-Hybrid, tries exploit SSDs superior random performance to further
reduce contentions at disk based storage. BID-Hybrid is experimentally shown to be successful
in achieving 6% to 23% performance gains over BID-HDD and 33% to 54% over best performing
Linux scheduling schemes.
In future, it would be interesting to design a system with BID schemes for block level contention
management coupled with self-optimizing block re-organization of BORG Bhadkamkar et al. (2009),
adaptive data migration policies of ADLAM [Zhang et al. (2010)], and replication-management of
such as Triple-H [Islam et al. (2015)]. This could solve the issue of workload & cost-aware tiering
for large scale data-centers experiencing Big Data workloads.
Apart from performance improvements of storage systems, the over-all deployment of BID
schemes in data centers would also lead to energy footprint reduction and increase in lifespan
expectancy of disk based storage devices.
6.3 Data Management for Lineage based Applications: LDM
In Chapter 5, we discuss LDM, our lineage-aware data management scheme which provides a
uniform execution environment across storage and compute, and addresses specific needs of appli-
cations with data-dependency (or lineage). LDM is a full-stack lineage-aware data management
system which has an oracle-like deterministic capability to know the future usage of data based
on knowledge already present in the data processing framework and ecosystem. These informa-
tions and statistics are being produced and consumed by different components of the system. LDM
amalgamates these informations from the entire data center ecosystem to dictate tier-aware storage
policies for lineage class of applications to mitigate the impact of data dependency for lineage class
of applications. Through the development of block graphs, LDM is able to capture the complete
time-based data-task associations and use it to perform life-cycle management through tiering of
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data blocks belonging to applications exhibiting lineage. With trace-driven experiments, LDM is
able to achieve 29% to 52% reduction in over-all data center workload execution time. Moreover,
by deploying LDM with extensive pre-processing creates a efficient data consumption pipelines also
shows to reduce the write time and read delays significantly.
In future, we plan to investigate further with LDM for PCIe based NVMe SSDs to leverage
parallelism offered by them. We also plan to implement LDM for hybrid storage network set-
ups comprising of DAS, NAS and SAN with a wide variety of HDDs, and SCMs (with different
combinations) and study the data movement impact across networks. LDM opens an avenue for
a large diaspora of application and data processing frameworks and we have implemented it for
MapReduce environments. It would be interesting to develop LDMs capability in understanding
various other frameworks like Spark, Parquet, etc. for working together in a unified environment
to cater to different syntax and semantics of applications. LDM is effectively able to capture the
inherent lineage and utilizes all tiers of storage to reduce data access delays in conjunction with
workload-aware tiering by orchestrating multiple data management features. Broader impact of
LDM is that it would aid data centers to effectively utilize multiple tiers of storage while keeping
the Total Cost of Ownership (TCO) low as well as ensuring lower memory and resource footprint
leading to energy savings.
Finally, we would like to further investigate and develop the field of “Data assisted systems
engineering”. Throughout this research, we have utilized the information gathered by various
layers of the I/O hierarchy to develop storage solutions. Therefore, the data generated from the
various components of the system assist in making the performance of Big Data storage systems
faster.
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APPENDIX A. BLOCK I/O DATA-STRUCTURES
The generic block layer converts I/O requests to I/O operations known as block I/O (or BIO)
structures. The BIO data-structure are contiguous disk blocks and contain information such as
type of operation (read/write), Logical Block address (LBA) and linked-list of structures known as
bio vecs (which are pages in memory from which the I/O operation needs to be performed.) The
I/O scheduler is responsible for creation and merging of “request” structures from BIO structures
as well as management of the “request queue.”
Figure A.1: Request queue processing structures.
Figure A.1 shows the Linux Kernal I/O data structures. The “request queue” is a linked-
list of requests structures. Each request structure is a linked-list of BIO (Block I/O) structures,
which in-turn are linked-list of bio vec structures. As per the Linux Kernel 4.15 source code, each
bio vec represents a page in memory, by default it is 4096 bytes. Each BIO structure can contain
a maximum of 256 bio vec structures.
The size of each request structure (max sectors kb) depends on the specifications of the hard-
ware, by default it is 512 KB [Inc. (2015)]. The request queue length is limited by the number of
read or write request structures present in it. The maximum number of read/write structures in
request queue being 128 (nr requests), while the maximum total structures permitted is 256 (128
reads, 128 writes) [Inc. (2015)].
