Abstract. After discussing in several contexts how mean field and fluctuation approximations arise and can be used, we give a simple method by which the analysis of the approximations can be carried out.
1. Introduction. For many linear or nonlinear boundary value problems with rapidly varying random coefficients a first approximation to the solution is provided by simply averaging these coefficients. Then the fluctuation of the solution about that of the averaged problem has asymptotically a Gaussian distribution. Our purpose here is to show in some specific cases how this mean field and fluctuation approximation can be analyzed easily by a method which has proved useful in other contexts [1] , [2] . Frequently [2] the first approximation does not come by averaging the coefficients and it is likely but unknown at present that fluctuations for the problem in [2] are not Gaussian.
In the next section we formulate the questions to be considered for two-point boundary value problems. A detailed analysis of this is given in [3] . In 3 In order to understand why sr should formally behave like s r of (2.10), one simply obtains a differential equation for s r and expands to O(x/). This is done in the next section. Au(x, to)+F u(x, to),x,-,to =0, xs,
We assume that F(u, x, y, to) is a stationary random field in (y, to) for each u and x and set
We also assume that the averaged problem
has a solution for which the associated variational problem
has only the trivial solution z (x)= 0. Here
The case in which (3.4) has nontrivial solutions corresponds to bifurcation and is analyzed in 1 ].
Now as in 2 one shows that (3.1) has a suitable solution for to s fl and P(I))-> 1 as e 0 while u(x, to)--, fi(x) in L2() for each to in f.
It should be noted that not every problem with rapidly oscillating coefficients has solutions close to the ones of the problem with averaged coefficients. For example, when F 0 the solution of Au+ F u,x,-,to =0, 
where Fn is the surface area of the unit sphere in n. This is readily identified as a once-iterated form of averaging familiar from the ordinary differential equations case [4 and references there].
In more complicated problems such as systems, or in cases where the parameter e appears in a singular manner in several places, the correct form of the associated averaged problem may not be easily recognizable, in such cases, formal multiple scale expansions help in sorting out terms properly. An example may be found in [2] or in [5] for periodically oscillating coefficients.
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To analyze the fluctuations of (3.1) let
where y >0 will be specified later. Using The result is then that s r (x, w) and r (x, w) have the same limiting distribution and that the one for r (x, w) is Gaussian since it is just the integral of a given inixing process. There is a very desirable separation of difficulties to be noted. The asymptotic equivalence of ' and r is primarily a PDE question with a few probabilistic considerations. On the other hand, the asymptotic normality of r is a more or less standard problem in probability. For the asymptotic analysis of (4.1), we do not need to assume such a specific form of v as (4.2). Mixing and 4 moments suffice. THEOREM 1. Let (x ), x 3 be the solution of We note that by the maximum principle lu(x)lla(x)l, where (x) is the solution of (-+A)ff-f. [6] [7] [8] [9] . An interesting question we have not considered is whether the approach we followed here can be sharpened to yield information about the behavior of the spectrum of L for e small.
