found that an exemplar similarity model provided better accounts of individual subject classification and generalization performance than did a mixed prototype model proposed by Smith and Minda (1998; Minda & Smith, 2001 ). However, these previous tests used a nonlinearly separable category structure. In the present work, the authors extend the previous findings by demonstrating a superiority for the exemplar generalization model over the mixed prototype model in a case involving a linearly separable structure. Because this structure has numerous features that Minda and Smith argued should be conducive to prototype-based processing, the results pose a significant challenge to the mixed prototype view.
A classic issue in the field of category learning concerns the contrast between exemplar and prototype models. According to exemplar models (Hintzman, 1986; Medin & Schaffer, 1978; Nosofsky, 1986) , people represent categories by storing individual exemplars in memory and classify objects on the basis of how similar they are to the stored exemplars. By contrast, according to prototype models (Homa, 1984; Posner & Keele, 1968; Reed, 1972) , people form a summary representation of a category, which is usually assumed to be a central tendency computed over the category-training instances. Classification decisions are based on the similarity of objects to the category prototypes.
There is a good deal of evidence that prototype models are insufficient as models of classification. Memories for individual exemplars appear to play at least some role in classification learning, especially in situations in which category size is small (Homa, Sterling, & Trepel, 1981; Nosofsky, 1992; Posner & Keele, 1968; Smith & Minda, 2000) . However, in a recent series of articles, J. D. Smith and his colleagues (Minda & Smith, 2001; Smith & Minda, 1998 , 2000 Smith, Murray, & Minda, 1997) have argued strongly for a mixed prototype model of classification. In this model, the prototype forms the core of the category representation, but observers develop all-or-none memories for specific exemplars as well. If an old item is presented, people may consult these all-or-none memories in order to classify it. However, generalization to new items is assumed to be based on similarity to the prototype.
In their work, Smith et al. (1997; Minda & Smith, 2001; Smith & Minda, 1998) claimed that the mixed prototype model provided accounts of individual subject classification performance that were as good as or better than those of a well-known exemplar model, the generalized context model (GCM; McKinley & Nosofsky, 1995; Nosofsky, 1986) . However, Nosofsky and Zaki (2002) pointed to limitations in the studies reported by Smith et al. that they argued invalidated these researchers' conclusions.
The first limitation was that in their model comparisons, Smith et al. (1997; Minda & Smith, 2001; Smith & Minda, 1998) confounded the issue of what is the nature of the category representation (prototypes vs. exemplars) with what type of response rule (probabilistic vs. deterministic) is used. The exemplar model they fitted was a constrained version of the GCM that assumed a probability-matching rule. By contrast, the prototype model they fitted made allowance for any level of probabilistic versus deterministic responding that was desired. Nosofsky and Zaki (2002) argued that to achieve more diagnostic tests of the type of category representation that is developed, it is essential that the competing models be equated in terms of their response rules.
A second limitation of Smith et al.'s (1997; Minda & Smith, 2001; Smith & Minda, 1998) model comparisons was that the paradigms they developed did not include tests of generalization to new transfer stimuli. Instead, these researchers tested the ability of the competing models to predict performance only on the old training exemplars themselves. However, the mixed prototype and exemplar models both predict that, with suff icient training, observers will learn to classify the training exemplars with near perfect accuracy. Therefore, at late stages of training, little information is provided by fitting the models only to the accuracy data obtained on the old exemplars. Instead, it is critical to test the models on their ability to predict generalization to new transfer stimuli as well.
Thus, Nosofsky and Zaki (2002) conducted an extension of the experimental paradigm developed by Smith et al. (1997; Smith & Minda, 1998) . They used the same category-training structure as did Smith et al. (1997; Smith & Minda, 1998) . However, following training, they conducted a transfer phase in which in addition to testing subjects on the old exemplars, they tested generalization performance on new items. Furthermore, the mixed prototype and exemplar models were equated in terms of their response rules. In these tests, the exemplar model provided dramatically better accounts of the observed classification performance of individual subjects than did the mixed prototype model.
The category structure that Nosofsky and Zaki (2002) used was highly diagnostic for contrasting the predictions from the mixed prototype and the exemplar models. A limitation of Nosofsky and Zaki's study, however, is that the category structure was nonlinearly separable. As is well known, linear separability is a necessary requirement for a prototype strategy to yield perfect classification performance (Reed, 1972) . The linear separability constraint can be overcome by the mixed prototype model by means of forming all-or-none traces of the individual training exemplars. Nevertheless, one can question the generality of Nosofsky and Zaki's modeling results by arguing that they may hold only in cases involving nonlinearly separable category structures.
Therefore, the central purpose of the present research was to follow up on this earlier work by comparing the mixed prototype and the exemplar models on their ability to account for individual subject classification performance involving a linearly separable category structure. In particular, the category structure that we chose was one that Minda and Smith (2001) claimed gave strong advantages to the mixed prototype model. The categories are "well structured," in the sense that there is high withincategory similarity and low between-category similarity. In addition, the categories have reasonably large sizes and are composed of high-dimension stimuli. To the extent that the exemplar generalization model continues to provide a better account of individual subject classification performance in this domain, it would provide a strong challenge to the mixed prototype view of categorization.
THE FORMAL MODELS
Because the models have been described extensively in previous work, we will only briefly summarize them here. In the paradigms under investigation, the stimuli are composed of M binary-valued, separable dimensions, and observers learn to classify the stimuli into one of two categories. We describe the models as they are applied to such a paradigm.
Exemplar Generalization Model
According to the GCM, the probability that item i is classified into Category A is given by (1) where S s(i,a) and S s (i,b) denote the summed similarities of item i to the exemplars of Categories A and B, respectively, and g is a response-scaling parameter. The g parameter McKinley & Nosofsky, 1995) governs the extent to which responding is probabilistic versus deterministic. When g = 1, observers respond probabilistically by "matching" to the relative summed similarities of each category, whereas as g grows greater than 1, observers respond more deterministically with the category that yields the larger summed similarity.
In all of their tests of the GCM, Smith et al. (1997; Minda & Smith, 2001; Smith & Minda, 1998) held g fixed at 1-that is, they considered only the version of the GCM that assumes a probability-matching response rule. It is well known, however, that individual observers often respond more deterministically than is predicted by this probability-matching version of the GCM (Ashby & Gott, 1988; McKinley & Nosofsky, 1995; Nosofsky, 1991) . In the present research, we allow g to vary as a free parameter to make allowance for differing degrees of probabilistic versus deterministic responding in classification.
According to the GCM, in situations involving binaryvalued, separable dimensions, the distance between exemplars i and j is computed by using a weighted cityblock metric, is the attention weight given to dimension m. The similarity between exemplars i and j is an exponential decay function of their distance (Shepard, 1987) , (3) where c is an overall sensitivity parameter. As has been explained in previous articles, the combination of the cityblock distance metric formalized in Equation 2 and the exponential similarity function formalized in Equation 3 yields an interdimensional multiplicative rule for computing similarity (see Schaffer, 1978, and Nosofsky, 1984 , for more extensive discussions). As a result, the context model is often referred to as a multiplicative-similarity exemplar model.
The similarities computed from Equations 2 and 3 are substituted into Equation 1 to yield the classification probabilities that are predicted by the model. The free parameters in the model are the response-scaling parameter g , the sensitivity parameter c, and M 2 1 freely varying attention weights (w m ).
Mixed Prototype Model
According to the mixed prototype model (Smith et al., 1997; Minda & Smith, 2001; Smith & Minda, 1998) , the probability that an old training instance from Category A is correctly classified into Category A is given by
where e (0 # e # 1) is the probability that the observer has formed a memory trace for the individual exemplar,
is a guessing probability, and proto(A | i) denotes the probability that item i is classified into Category A by a prototype process. If item i is a new item that was not presented during training, then e = 0, and classification is based solely on a combination of the guessing and the prototype processes. Minda and Smith (2001) considered two different prototype processes, one based on a multiplicative-similarity calculation, such as occurs in the GCM, and a second based on an additive-similarity calculation. In both models, a prototype vector is defined for each of Categories A and B. The prototype for Category A is composed of the dimension values that occur most frequently among the members of Category A, and likewise for the prototype of Category B. We describe each submodel in turn.
Multiplicative-similarity prototype process. The multiplicative-similarity prototype model (Estes, 1986; Nosofsky, 1987 Nosofsky, , 1992 is directly analogous to the GCM. The distance between item i and Prototype A is given by (5) where P Am denotes the value of Prototype A on dimension m, and the w m are the attention weights. The similarity between item i and Prototype A is then given by (6) where c is the sensitivity parameter. Analogous equations are used to compute the similarity of item i to Prototype B. The probability with which item i is classified into Category A by the prototype process is given by (7) where g is the response-scaling parameter. However, as was explained by Nosofsky and Zaki (2002) , within the framework of the multiplicative-similarity prototype model, the g parameter cannot be estimated separately from the sensitivity parameter c. 1 Therefore, without loss of generality in this model, g is set at 1. The free parameters in the multiplicative-similarity version of the mixed prototype model are the exemplar memory parameter e, the guessing parameter g, the overall sensitivity parameter c, and M21 freely varying attention weights (w m ).
Additive prototype process. According to the additive prototype model advanced by Smith et al. (1997; Smith & Minda, 1998 , 2000 , when item i is presented, the evidence in favor of a Category A response is given by (8) where w m is the attention weight given to dimension m; and d m is an indicator variable set equal to 1 if item i matches the prototype of Category A on dimension m, and set equal to zero if it mismatches the prototype of Category A on this dimension. The probability that an observer classifies item i into Category A is given by (9) The free parameters in the additive-similarity version of the mixed prototype model are the exemplar memory parameter e, the guessing parameter g, and M21 freely varying attention weights (w m ).
We include a presentation of the additive prototype model in this article for purposes of completeness, because this version of the mixed prototype model is the one considered by Minda and Smith (2001, pp. 789-795) . However, we find that this model never fits better, and often fits substantially worse, than does the multiplicativesimilarity version of the mixed prototype model.
EXPERIMENT
The category training structure that we used for comparing the exemplar and the mixed prototype models in the present research is shown in Table 1 . This linearly separable training structure is the same as one used previously by Minda and Smith (2001, Experiment 1, Category Set 2). There are two categories, A and B, composed of seven exemplars each. The exemplars vary along six binary-valued dimensions. Logical-value 1 on each dimension tends to indicate Category A membership, whereas logical-value 2 tends to indicate Category B membership. However, no single dimension is perfectly diagnostic. The training exemplars of Category A include the prototype (A1: 111111), two low distortions that differ from the prototype along a single dimension (A2 and A3), and four medium distortions that differ from the prototype along two dimensions (A4-A7). A parallel structure exists for Category B. Minda and Smith (2001) pointed to several aspects of this category structure that they suggested would be conducive to prototype-based processing. First, the cate- gories have a larger size than has sometimes been used in previous tests between exemplar and prototype models; second, the stimuli vary along a larger number of dimensions; and third, the categories are well structured, in the sense that there is high within-category similarity and a low between-category similarity. Indeed, Minda and Smith observed that the multiplicative prototype model (MPM), even without extension in terms of the all-or-none exemplar memorization and guessing parameters, always yielded superior quantitative fits to the classification data than did the GCM in this paradigm.
As we noted previously, however, they tested only a constrained version of the GCM in which the g responsescaling parameter was held fixed at 1.
In the present experiment, we extended the paradigm used by Minda and Smith (2001) by conducting a transfer phase at the completion of classification learning. In the transfer phase, we tested the subjects with all 64 possible stimuli that can be constructed from the six binary-valued dimensions (including the original training stimuli). Unlike Minda and Smith, we included model comparisons in which the g response-scaling parameter in the GCM was allowed to vary freely. Although the present category structure did not allow us to develop strong, a priori, qualitative contrasts between the predictions from the models, the complete set of transfer data nevertheless provided a rich source of constraints that was valuable for model testing. In particular, we identified for individual subjects various examples in which the best-fitting versions of each model made differing patterns of predictions.
Method
Subjects. Forty-six Indiana University students, both undergraduates and graduates, participated in the experiment. All the subjects were paid $5. To ensure that the subjects would be motivated, they were also offered a $5 reward for good performance. None of the subjects knew the purpose of the experiment.
Stimuli. The stimuli were the line drawings of buglike creatures used by Smith and Minda (1998; Minda & Smith, 2001 ). The bugs were constructed along the following six binary-valued dimensions: body size (short or long), eye type (closed green eye or open red eye), head shape (round or oval), antenna type (straight back with orange dot or curved forward with purple dot), feet type (blue semicircle or gray triangle), and leg length (short or long). There were 14 stimuli in the training set (see Table 1 ). The transfer set consisted of all 64 stimuli that could be constructed from the six binary-valued dimensions, including the original training stimuli.
The assignment of physical dimensions to the logical structure of the stimuli was randomized. In addition, following Smith and Minda (1998) , we used four different random assignments of the physical features to the logical values 1 and 2 shown in the structure in Table 1 . For example, logical-value 1 on the body dimension could be either short or long for different subjects.
Procedure. In the training phase, the subjects were instructed to learn to classify the bugs into one of two categories. The dimensions were described prior to the start of the training phase. The subjects were instructed that no single dimension could be used to perfectly classify the bugs and that they would need to attend to multiple dimensions to achieve adequate performance. The subjects were also instructed that they would need to achieve perfect performance by the end of the training phase to have a chance to earn the $5 bonus. The training phase consisted of 30 blocks of the 14 training patterns. The order of presentation of the training patterns within each block was randomized. On each trial, one of the training patterns would appear on the computer screen, the subject would classify it, and feedback was then provided.
A transfer phase consisting of four blocks of the 64 transfer stimuli immediately followed the training phase. The subjects were instructed that both old and new bugs would be presented and that their task was to classify each bug into the correct category. The order of presentation of the transfer patterns was randomized within each block. No feedback was provided during the transfer phase. To ensure that the subjects would be motivated, they were instructed that they would receive a $5 bonus if they classified each individual old training item with above-chance accuracy. The bonus was based only on the old items, because the new items did not have objective right and wrong answers.
Results
Our central aim in this research was to compare the GCM and the mixed prototype models on their ability to account for the complete set of transfer data (i.e., performance on both the old and the new items). The most incisive comparisons between the models with respect to these data are achieved when subjects learn to classify the training instances with high accuracy. 2 Therefore, following previous work (e.g., Medin, Altom, & Murphy, 1984; Nosofsky & Zaki, 2002) , we grouped the subjects into two separate data sets on the basis of their performance. We defined learners to be those subjects who exceeded 50% classification accuracy for each individual old training instance presented during the transfer phase. Twenty-three of the 46 subjects achieved this criterion. The remaining 23 subjects were defined to be nonlearners. To provide a clearer picture of the results, in this article, we will often discuss the quantitative fits of the models to the learners' and the nonlearners' data separately. We emphasize, however, that none of our main conclusions would be changed if the model fits were evaluated on both groups of subjects simultaneously.
All of the models were fitted to the data of the individual subjects by using a maximum-likelihood criterion (Wickens, 1982) . Specifically, we conducted a computer search for the parameter values of each model that maximized the log-likelihood statistic where N i denotes the frequency with which stimulus i was presented, f ij denotes the frequency with which the subject classified stimulus i into category j, and p ij denotes the predicted probability with which the subject classified stimulus i into category j. (This likelihood function assumes that the responses for each subject are binomially distributed into the categories and that the distributions for each stimulus are independent.) As an auxiliary measure, we will also report the percentage of variance in the Category A response probabilities that is accounted for by each model.
Model Fits to the Old Items Only
Before reporting the results of our main analyses involving the complete set of transfer data, we start with some preliminary analyses. In particular, to achieve closer
comparisons with the results reported by Minda and Smith (2001) , we conducted analyses in which the models were fitted only to the old-items data. In addition to fitting the full version of the GCM and the multiplicative mixed prototype model (MMPM), we also f itted the special cases of these models that were the focus of Minda and Smith's report. Specifically, we f itted the probabilitymatching version of the GCM in which the g responsescaling parameter was held fixed at one, and we fitted the pure version of the MPM in which the exemplar memory and guessing parameters in the MMPM were held fixed at zero.
The summary fits of the models to the learners' and the nonlearners' old-items data are reported in Tables 2  and 3 , respectively. (Note that a smaller value of the 2ln L statistic reflects a better fit of a model.) Because numerous observers, especially the learners, classified the old items with uniformly high accuracy, the absolute quantitative fits of the models to these data are often extremely good. (It is easy to locate parameter values for which the models predict high accuracies on all of the training exemplars.) Nevertheless, as was found by Minda and Smith (2001) , the MPM does provide a better overall quantitative fit to the individual subjects' data than does the probability-matching version of the GCM [with g = 1; t(45) = 23.54, p = .001]. This same pattern of results holds for both the learners and the nonlearners, although it is stronger for the nonlearners. Thus, when we restrict the line of inquiry to the one followed by Minda and Smith, we obtain a set of results entirely parallel to that observed by these researchers.
Critically, however, when the g response-scaling parameter is allowed to vary, the fits of the GCM improve considerably. Indeed, the full version of the GCM provides a significantly better overall quantitative fit to the old-items data than does the MPM [t(45) = 2.22, p < .05]. Thus, when the exemplar model is granted the same flexibility as is the MPM with respect to response-scaling processes, the results favor the exemplar model.
Nevertheless, by augmenting the MPM with the exemplar memory and guessing parameters, the MMPM's fit is improved as well. The bottom line is that the GCM and the MMPM are indistinguishable with respect to the old-items data [t(45) = 0.94, p = .352]. Therefore, a more diagnostic form of data is needed to discriminate between the models. With this goal in mind, we will now compare the models on their ability to account simultaneously for classification transfer performance on both the old and the new items.
Modeling Results for the Learners
The summary fits of the full version of the GCM, the MMPM, and the additive mixed prototype model (AMPM) to the complete set of transfer data from the learners are reported in Table 4 . The full GCM provided a better fit than did the MMPM to the data of 13 of the 23 learners (with one tie). For many of the learners, the advantage in fit for the GCM was substantial. In no case was a substantial advantage in fit provided by the MMPM. When the results from the individual subjects were used as the units of analysis, the fit of the GCM (mean 2ln L = 31.5) was significantly better than that of the MMPM [mean 2ln L = 43.9; t(22) = 2.75, p < .05]. The advantage of the GCM is even more pronounced when compared with the AMPM, with the GCM yielding better fits for 22 of the 23 learners. A parallel set of results is observed for the percent-variance measure of fit. Averaged across subjects, the GCM accounted for 89.1% of the variance in the observed Category A response probabilities, the MMPM accounted for 80.4% of the variance, and the AMPM accounted for 68.2% of the variance. Table 4 also reports fits of the probability-matching version of the GCM with g = 1. As was expected, this constrained version of the model provides relatively poor fits to these data because it fails to account for the deterministic levels of responding exhibited at the individual subject level. To gain another sense of the importance of the g response-scaling parameter, we considered the best-fitting values of g that were obtained when the full version of the GCM was fitted to the data. This analysis revealed that 22 of the 23 learners had g estimates greater than one.
Modeling Results for the Nonlearners
The log-likelihood fits for the 23 participants in the nonlearners group are reported in Table 5 . The GCM provided better quantitative fits than did the MMPM for 15 of the 23 nonlearners, although there were only a few cases in which the fit advantage was substantial. There were no cases in which the mixed model produced a distinct advantage in quantitative fit. When the results from the individual subjects were used as the units of analysis, the fits of the GCM (mean 2ln L = 45.6) and the MMPM (mean 2ln L = 52.0) were not significantly different [t(22) = 1.78, p > .05], although the direction of model fits still favored the GCM. If the data from the learners and nonlearners are combined, the fit advantage for the GCM is statistically significant [t(45) = 3.26, p < .01]. Finally, as was the case for the learners' group, the AMPM and the probability-matching version of the GCM provide relatively poor fits to the nonlearners' data.
In general, the reason that it is more difficult to distinguish between the predictions from the MMPM and those from the GCM in the nonlearners group is that many of these subjects used single-dimension "rules" as a basis for classification. The multiplicative-similarity prototype and the exemplar models account equally well for this type of behavior by placing all attention weight on the single dimension and by setting the response scaling (or sensitivity) parameter at a sufficiently high level (see Nosofsky & Zaki, 2002 , for a more detailed discussion).
Qualitative Comparisons
To provide some sense of the reason for the better fits provided by the full GCM, as compared with the mixed prototype models, we will consider the results for some of the individual subjects in depth. Our general plan of analysis is as follows. First, we will use the best-fitting parameters from the model fits to determine which dimensions of the exemplars each individual subject attended to. Next, we will locate critical training stimuli with the following property: Although a particular training stimulus is a member of one category, its values along the attended dimensions are ambiguous with respect to category membership. That is, half its attended dimension values point to Category A, and the other half point to Category B. (We were unable to locate cases in which the majority of dimension values pointed to the opposite category.) Finally, we will consider performance on transfer stimuli that match the critical training stimulus along the attended dimensions. We will refer to such transfer stimuli as the neighbors of the critical training stimulus. Because the GCM assumes that generalization of new transfer stimuli is based on similarity to specific exemplars, it tends to predict that the neighbors are classified with high probability into the same category as the critical training stimulus. By contrast, because the mixed prototype model assumes that generalization of new transfer stimuli is based on similarity to the prototype, it tends to predict that the neighbors are classified with roughly equal probability into each category. The reason is that half the neighbors' attended dimensions point to Category A, and the other half point to Category B. Note that this contrast in predictions does not obtain for the critical training stimulus itself, because the mixed prototype model can adjust its all-ornone exemplar memory parameter (e) to correctly classify this old stimulus. Thus, tests of generalization of the new transfer stimuli are critical to distinguishing between the predictions of the models. Table 6 provides a listing of the observed Category A choice probabilities for each of the 64 transfer stimuli for Subjects 18, 9, 3, and 13 of the learners group. The greatest advantage for the GCM over the MMPM was observed for Subject 18. According to the GCM, this subject focused attention on Dimensions 3, 4, 5, and 6. Training Exemplar 6 from Category A provides an example of a critical training stimulus, with half its attended dimensions pointing to Category A and the other half pointing to Category B. The neighbors of Exemplar 6 (along its attended dimensions) are Transfer Stimuli 43, 53, and 59. In accord with the predictions from the GCM, and in contrast to the predictions from the MMPM, Subject 18 always classified these transfer stimuli into Category A. A similar example is provided by considering Training Exemplar 4 and its neighbors (Transfer Stimuli 40, 50, and 56). Again, Subject 18 almost always classified these transfer stimuli into Category A, despite the fact that at least half their attended dimension values point to the opposite category. The results for Subject 9, who also attended selectively to Dimensions 3-6, are similar to those just described for Subject 18, although not quite as extreme.
Another illustration of the reason for the GCM's fit advantage is provided by Subject 3. According to the GCM analyses, this subject focused attention on Dimen- As was noted previously, the additive version of the mixed prototype model performs even worse than does the multiplicative version. A good illustration of the reason for the additive model's poor fits is provided by the data of Subject 13 (see Table 6 ). According to the best-fitting parameter estimates of all of the models, Subject 13 split attention nearly equally among Dimensions 1-5 and ignored Dimension 6. Inspection of Table 6 reveals that in all cases in which a majority of the attended dimension values pointed to Category A, the subject classified the stimulus into Category A with a probability of one; whereas in all cases in which the majority of the dimension values pointed to Category B, the subject classified the stimulus into Category B with a probability of one. Both the GCM and the MMPM account perfectly for this deterministic pattern of responding by setting the response-scaling (or sensitivity) parameter at a high value. Without an analogous response-scaling mechanism, however, the AMPM is constrained to predict a much different pattern of behavior. For example, consider a new transfer stimulus in which three of the five attended dimensions point to Category A. Assuming equal attention to the f ive dimensions, it is straightforward to verify from Equations 8 and 9 that the AMPM predicts that this stimulus will be classified into Category A with a maximum probability of .60 (which falls far short of 1.00). Thus, by including tests of generalization of new transfer stimuli, we find examples that clearly illustrate that the AMPM is in need of a response-scaling mechanism, just as occurs for the GCM and the MMPM. (See also Nosofsky and Zaki, 2002 , Experiment 1, for a previous demonstration of this point.)
Power Analyses
In their previous research, Minda and Smith (2001) had claimed that results from the present category structure provided strong evidence in favor of prototypeabstraction processes and evidence against exemplar similarity models. Our purpose in replicating and extending their experiment in the present research was to dispute this earlier claim and to demonstrate that the exemplar similarity model accounts well for performance in this paradigm. Furthermore, our finding that the exemplar model yielded far superior fits to the data of many of the individual subjects than did the prototype model indicates that the prototype model is insufficient as a general model of classification.
We should emphasize, however, that our results do not rule out the possibility that at least some of the individual subjects classified on the basis of prototypes. In particular, if a pure prototype-abstraction process governed performance, it would not be clearly revealed by the results from this paradigm. The reason is that, for the present category structure, the exemplar similarity model can fit well data that are generated by a prototype process. To see why, note that the present structure has the property of high within-category similarity and low between-category similarity. Thus, each category occupies a tightly packed region in multidimensional similarity space, with training exemplars that are clustered around their prototype. Intuitively, it is easy to see that, for such a structure, comparing how similar an item is to the category prototypes will often be roughly equivalent to comparing the item's summed similarity to the individual exemplars. In previous research, more diagnostic experiments have been tested that could reveal a prototype-abstraction process if it were operating (e.g., Ashby & Maddox, 1992; Medin & Schaffer, 1978) . The results from these experiments, however, have not provided evidence in favor of prototype abstraction either.
On the other hand, we should also emphasize that if the process envisioned in Minda and Smith's (2001) mixture model were operating, the present design would be well suited to reveal it, at least for certain parameter settings in that model. In general, if observers develop strong allor-none memories for the training exemplars, while generalizing to new transfer items on the basis of similarity to the prototype, the patterns of data that would be created would not be well f it by the exemplar similarity model. To document this point, we conducted a power analysis involving the models. Specifically, following Nosofsky and Zaki (2002) , we simulated how hypothetical subjects would classify stimuli, assuming that their behavior followed the MMPM. We then tested the ability of the competing models to fit these simulated data. In the simulations of the MMPM, we set the exemplar memory parameter at e = 1, set the guessing parameter at g = 0, and assumed a broad-based prototype-abstraction process in which equal attention weight was given to each dimension. For purposes of generality, we conducted three separate series of simulations, in which the sensitivity parameter was set at c = 1, c = 3, and c = 6. In each series of simulations, we generated 40 separate data sets in which each simulated observer classified each transfer item four times. We then fitted the GCM and the MMPM to these simulated data by using a maximum-likelihood criterion. The results are summarized in Table 7 in terms of the mean log-likelihood f its of the models and in terms of the number of individual cases (out of 40 total) in which the GCM provided a better fit to the data than did the MMPM. In a nutshell, the table reveals that if the MMPM actually governed performance, the GCM would provide relatively poor fits to the resulting data. Thus, the consistently superior fits of the GCM in the present paradigm constitute strong evidence against the processes formalized in the mixed prototype model of Smith and Minda (2000; Minda & Smith, 2001) .
GENERAL DISCUSSIO N
In summary, in previous tests, Smith et al. (1997; Minda & Smith, 2001; Smith & Minda, 1998) argued that a mixed prototype model provided better accounts of individual subject classification performance than did an exemplar similarity model. However, Nosofsky and Zaki (2002) argued that there were important limitations of these tests. First, the exemplar model that Smith et al. fitted was constrained to assume a probability-matching response rule, whereas the prototype model they fitted made allowance for differing degrees of probabilistic versus deterministic responding. Second, these researchers tested the competing models on their ability to predict classification performance only on old training instances. However, a fundamental contrast between the models concerns their predictions of generalization to new transfer stimuli. The mixed prototype model assumes that generalization is based on similarity to the prototype, whereas the exemplar similarity model assumes that generalization is based on similarity to specific old exemplars. Nosofsky and Zaki showed that when the competing models were equated in terms of their response rules and tests of generalization of new transfer stimuli were included, the exemplar similarity model provided dramatically better accounts of individual subject classification performance than did the mixed prototype model.
A limitation of Nosofsky and Zaki's (2002) earlier research, however, is that they compared the models on their predictions of classification involving a nonlinearly separable category structure. In the present research, we extended the earlier findings by showing that they also hold in a situation involving a linearly separable category structure. Although the qualitative contrasts between the predictions from the models were not as strong in the present design, the complete set of transfer data nevertheless provided sufficient constraints to allow the models to be distinguished. In particular, we found a number of examples at the individual subject level in which observers classified new transfer stimuli according to their similarity to specific old training exemplars, rather than according to their similarity to the category prototype. Minda and Smith (2001) suggested that the category structure used in the present design should be conducive to prototype-based processing. It features a reasonably large category size, high-dimensional stimuli, and a coherent structure involving high within-category similarity and low between-category similarity. Thus, the present advantage displayed by the exemplar similarity model in its accounts of individual subject classification performance poses a significant challenge to the mixed prototype view of categorization.
A natural embellishment of the mixed prototype model that would enable it to account for the present results would be to make allowance for generalization processes involving the stored exemplars. In other words, one would abandon the assumption that the memory traces for the old exemplars are all-or-none and that they support classification judgments of old items only. Instead, new items could be classified in accord with their similarity to the old stored exemplars.
For example, one possible embellishment would involve the assumption that instead of storing whole exemplars in memory, observers store subpatterns of the exemplars. New items that perfectly matched a stored subpattern would be classified into the subpattern's category. The process that gives rise to such subpatterns would need to be specified, however, before one could conduct rigorous tests of such a model. In addition, it seems clear that such a model would have difficulty accounting for more graded forms of exemplar-based generalization, such as occurs in continuous-dimension stimulus domains (see Nosofsky, 2000 , for a more extended discussion).
Regardless of the type of exemplar generalization mechanism that might be added to the mixed prototype model, however, the key question then becomes whether there is a need to posit a prototype-abstraction process at all. According to the exemplar similarity model, the category representation consists only of stored exemplars, and a process involving similarity comparisons with these exemplars is the sole basis for classification performance. The question is whether this exemplar similarity model is sufficient or needs to be extended with a prototype-abstraction process as well. Note-MMPM, multiplicative mixed prototype model; GCM, generalized context model; 2ln L, negative log-likelihood; c, overall sensitivity parameter.
