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对 系 统 建 模 的 不 良 影 响,在 多 变 量 、小 样 本 的 建 模 问 题 上 表 现 良
好。但由于线性PLS算法并不能很好的应对实际系统普遍存在的非
线性特性 ,因 此 近 年 来 在 线 性PLS算 法 的 基 础 上 提 出 了 很 多 非 线
性 PLS算 法 。
本文所研究的是以非线性映射模型作为内部模型的一类非线
性PLS算法,通过对这类算法的数学描述和算法流程的剖析。揭示
了 这 类 非 线 性 PLS算 法 的 实 质,并 将 这 类 算 法 中 三 个 比 较 有 代 表
性的算法用于非线性过程的拟合,从计算精度、运算速度方面进行




线性PLS算 法 的 核 心 思 想
1.1 线性PLS算法的核心思想
线性PLS算法建立的线性模型分为外部模型和内部模型,两部
分 如 下 描 述 :










内部模型: U TB=                                  ( 3 )
外 部 模 型 分 别 给 出 了 输 入 变 量 X 和 输 出 变 量 Y 的PCA模型,
其中, T 和 U 分别是输入变量和输出变量的主元矩阵, P 和 Q 分别
是载荷矩阵。内部模型则描述了输入变量和输出变量主元之间的
线性回归关系。B 为回归的系数矩阵。E、F为残差矩阵。从上述描述
可以看出 PLS算 法 的 特 点 在 于 通 过 提 取 输 入 输 出 变 量 的 主 元 ,使
他们之间的协方差达到最大,让Y能够被尽量少的PLS成分线性的
充 分 解 释,这里,构 成 矩 阵 T 的 向 量 相 互 正 交,消 除 了 自 变 量 间 的
线性相关性。
1.2 基于非线内部性映射的PLS算法
为 了 描 述 实 际 过 程 或 系 统 中 不 可 避 免 的 非 线 性 特 点 ,必须在
PLS算 法 中 建 立 非 线 性 模 型 ,所 谓 基 于 内 部 模 型 非 线 性 映 射 的 基
本 思 路 是 保 持 线 性PLS算 法 框 架 不 变 ,只 是 在 建 立 输 入 和 输 出 主
元( nt 和 nu )之 间 的 映 射 关 系 时,不 采 用 模 型 回 归 而 采 用 非 线 性 映
射 ,即 ( )U f T= 。
为提高非线性PLS的拟合精度,对以二次多项式和神经网络作
为 非 线 性 内 部 映 射 的PLS算 法 进 行 改 进 ,改 进 的 主 要 思 路 是 利 用
主元的预测误差来对自变量权值 w 进行校正,实现以内部模型的
建模误差来动态地指导主元的提取,算法中最为核心的问题是如
何根据拟合误差 e 来确定每一步 w 的修正量 ∆ w 。该问题在数学上
等 价 于 如 下 优 化 问 题 :
            min ( ( ))k k k k
w
J u f X w w
∆
= − + ∆             ( 4 )
      ( ( )) ( ) ( )k k k kf X w w f t e f Xw e+ ∆ ≈ + = +          ( 5 )
为 了 求 解 上 述 优 化 问 题 ,将 非 线 性 函 数 ( )f Xw 在 kw 处 做
Newton-Raphson 线 性 化 处 理 ,有 :
   ( ( )) ( ) | ( ) |k kk k k w w k w w
f f
f X w w f t w f Xw w
w w= =
∂ ∂
+ ∆ = + = +
∂ ∂
∆ ∆  ( 6 )
比较 (5)(6)式 可 得: ( ) |
kk k w w
f






这里 ku 是 实 际 的 输 出 主 元 ,由 前 一 步 迭 代 确 定 ,即: 1k ku F q−=



















则优化问题(4)简 化 为 确 定 ∆ w 使得下式成立: ke Z w≈ ∆
利 用 二 次 线 性 回 归 技 术 可 知 每 一 步 最 优 的 调 整 量 为




Step1:将 输 入 输 出 数 据 矩 阵 X 、Y 做 标 准 化 处 理 得 到 0E 、 0F ,
令 0E E= 、 0F F= 。
Step2:取 F 的 一 列 作 为 输 出 主 元u的初值。

















Step5:用 u 和 t 拟 合 非 线 性 映 射 f ,得 到 预 测 输 出 ( )u f t=

















Step8 :更 新 w ,并 将 其 单 位 化 ,:
∆
1 1( ) ( ) ( ( ))T T T Tw Z Z Z e Z Z Z F q f t− −= = − ,










Step10:检验 t 是否收敛 ,如 果 不 收 敛 则 返 回Step3,如 果 收 敛 则
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表1  不同算法的计算时间与拟合误差统计数据
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向下进 行








Step12:计 算 输 入 输 出 残 差 矩 阵 : TE E t p= − , ( ) TF F f t q= −













以 二 次 多 项 式 和 神 经 网 络 作 为 内 部 模 型 映 射,先 后 得 到 两 种
改 进 的 非 线 性 PLS算 法 :分 别 为 EB-Q-PLS和 EB-NN-PLS。本 文 接
下来将NN-PLS算法与以上两种算法以及基于BP算法的神经网络
用于一个非线性过程的拟合问题,通过对拟合精度和计算复杂度
的 比 较,分 析 不 同 的 非 线 性PLS算法的效能,并 由 此 给 出 一 些 应 用
这些算法的指导性建议。
3 非线性PLS算法的效能比较
3 . 1 拟合非线性差分方程
分 别 用 NN-PLS、EB-Q-PLS、EB-NN-PLS以 及 BP神 经 网 络
四种算法对由以下的非线性差分方程描述的动态过程进行建模:
12 ( 2)sin( ( 1))
2 1 2( ) sin( ( 1) ( 2)) cos(4 ( 1) ( 2))
x k y ky k e x k y k x k x kπ− −= + − − + − −
输 入 1 2x x、 分 别 为 区 间 [-0.25,0.25]上 的 随 机 数 ,利 用 上 述 差
分模型得到600组输入输出数据,其中500组用于建模,100组用于验
证。仿真结果如表1。
由 从 表 1 的 数 据 可 知 , 尽 管 E B - Q - P L S 和 E B - N N - P L S 分 别
只 提 取 了 2 个 和 1 个 主 元 , 但 拟 合 误 差 却 小 于 提 取 了 4 个 主 元 的
NN-PLS算 法 。尤 其 是 EB-NN-PLS算 法 , 拟 合 误 差 要 远 远 小 于
同 样 采 用 神 经 网 络 作 为 内 部 映 射 的 NN-PLS算 法 , 因 此 , 在 拟 合
精 度 方 面 ,采 用 误 差 反 馈 机 制 的 算 法 要 好 于 没 有 采 用 误 差 反 馈
机 制 的 算 法 。
从 表 中 还 可 以 看 出 ,EB-Q-PLS算 法 耗 时 最 少 ,这 主 要 是 由 于
其内部非线性映射为二次多项式,其算法的复杂程度要远远小于
神 经 网 络 ,并 且 上 面 提 到 ,EB-Q-PLS提 取 的 主 元 数 目 比 NN-PLS
少,但 拟 合 误 差 却 比 NN-PLS要小,因此,从 运 算 效 率 、误 差 数 据 上
来 看 ,EB-Q-PLS 都 要 好 于 NN-PLS 算 法 。
BP神经网络算法具备很好的非线性拟合能力,从表中可以看
出,该 算 法 的 拟 合 精 度 较 好,因此,采用BP神 经 网 络 作 为 内 部 非 线
性 模 型 映 射 的BP-NN-PLS算 法 在 拟 合 精 度 的 表 现 上 要 好 于 以 二
次 函 数 作 为 内 部 映 射 的 EB-Q-PLS,但 对 神 经 网 络 的 训 练 却 使 算
法大为耗时。
同 样 采 用 神 经 网 络 ,NN-PLS每 提 取 一 个 主 元 只 需 训 练 一 个
SISO网络,与 之 相 比,EB-NN-PLS采 用 迭 代 的 的 方 式 提 取 主 元 ,每
迭代一次就要训练一个SISO网络并且每一次迭代的次数并不能控





性 模 型 或 过 程 的 问 题 上 给 出 如 下 建 议:
(1)基于误差反馈的PLS算法在非线性拟合能力方面要好于没
有 基 于 误 差 反 馈 的PLS算法,因此,在 使 用 PLS的 解 决 非 线 性 问 题
的 时 候 建 议 首 先 考 虑 使 用 基 于 误 差 反 馈 的 PLS算 法 。如 EB-Q-
PLS、EB-NN-PLS。





(3)EB-NN-PLS算 法 既 具 备 PLS算 法 的 优 点 ,又 能 将 神 经 网 络
的非线性拟合能力强的特点充分发挥出来,与传统的BP-NN网络
相比,可 以 去 除 变 量 间 的 相 关 性 、并 且 需 要 训 练 的 网 络 参 数 较 少 ,
在处理大量数据的时候更不容易产生过拟合的问题,是 目 前 一 种
非 常 先 进 的 PLS算法,因此,在 更 为 普 遍 的 多 输 入 、多 输 出 的 高 度










到 实 际 过 程 可 能 存 在 的 参 数 时 变 性,用 本 文 提 到 非 线 性 PLS算法
不适应这个问题,目前已经提出了一些能够根据系统的变化自适
应 地 调 整 模 型 的 在 线PLS算法,如Qin等 人 提 出 的 分 块 递 推 式 PLS
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