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Abstract
Permafrost is a product of a past colder climate. It underlies most of the terrestrial Arc­
tic, where it influences landscape hydrology, biogeochemical environments and human 
activity. The current thermal regime of permafrost is mediated by different environmental 
factors, including snow, topography, vegetation and soil texture. The dependence of per­
mafrost on these factors greatly complicates the modeling of permafrost thermodynam­
ics. Accurate modeling of permafrost is critical for evaluating potential impacts of climate 
change on permafrost stability. The objectives of this study were to a) improve modeling 
of ground temperature during snow season; b) analyze the effects of post-fire environ­
mental changes on permafrost thermal stability; and c) predict 21st century ground tem­
perature dynamics in Alaska with high spatial resolution. To achieve the proposed objec­
tives, near-surface air and ground temperatures were measured at permafrost observation 
stations across Alaska. Measured ground temperatures were used to evaluate simulated 
ground temperatures, which were generated with the Geophysical Institute Permafrost 
Laboratory (GIPL) numerical transient model. The GIPL model takes into account cli­
mate, snow, soil texture, soil moisture, and the freeze/thaw effect. To better model ground 
temperatures within the soil column, it was necessary to improve the parameterization of 
snow layer thermal properties in the model. To improve ground temperature simulations 
during snow season, daily snow thermal properties were estimated using an inverse ap­
proach. Modeling bias was improved by including ground temperatures simulated using 
estimated daily snow thermal conductivities. To address the effects of fire disturbance on 
permafrost thermal stability, we applied the GIPL model to lowland and upland boreal for­
est permafrost environments. The results indicate that permafrost vulnerability depends 
on pre-fire organic soil layer thickness and wetness, the amount of organic matter burned 
during the fire, and post-fire soil organic layer recovery rates. High spatial resolution 
permafrost maps are necessary for evaluating the potential impacts of permafrost thaw­
ing on Arctic ecosystems, engineering facilities, infrastructure, and the remobilization of 
soil carbon. Simulated ground temperatures in Alaska during the 21st century indicate 
widespread permafrost degradation in the discontinuous permafrost zone. High ground 
temperature warming trends are projected for most of the continuous permafrost zone 
north of the Brooks Range.
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1Chapter 1 
Introduction
1.1 Permafrost distribution in Alaska
In this thesis, permafrost is defined as ground that stays at or below 0°C for a continuous 
period of at least two consecutive years, regardless of location, soil texture, ice content or 
soil moisture content. In the most recent permafrost map of Alaska (Fig. 1.1), the state is 
divided into the following zones: "continuous permafrost," "discontinuous permafrost," 
"sporadic permafrost," "isolated permafrost" and "no permafrost."
Continuous permafrost is defined as a layer of frozen ground that underlies at least 
90% of the land surface in a given area. Continuous permafrost covers almost the entire 
northern one-third of Alaska. The mean annual air temperature in the continuous zone 
ranges from — 12°C to —6°C, and permafrost thicknesses range from fifty to several hun­
dred meters. The maximum reported thickness occurs in the Prudhoe Bay area, where 
permafrost extends to depths of 600 to 660 meters [Jorgenson et al., 2008]. In the continu­
ous zone, permafrost is predominantly characterized by polygonal surface structures. The 
structures originate from a network of ice wedges1 that define the boundaries of geometric 
polygons in plan view. Another feature that dominates the continuous permafrost land­
scape is the pingo 2. There are two types of pingos: open-system and closed-system. These 
terms refer to the nature of the water supply involved in pingo formation. Many closed- 
system pingos in Alaska lie in the low northern plains of the continuous zone [Walker 
et al., 1985], where they form when the boundaries of drying lakes freeze [Davis, 2001].
The Brooks Range in Alaska tends to define the boundary between the continuous 
and discontinuous permafrost zones. In this region, north-facing hillsides and lowlands 
receive different amounts of solar radiation than south-facing slopes. South-facing slopes 
receive more solar radiation, which influences active layer thicknesses3. As a result, the 
active layer is generally thinner on north-facing slopes. The vegetation biome in this area 
is tundra.
1Ice wedges are massive, generally wedge-shaped bodies that taper downwards, composed of foliated or 
vertically banded ice [van Everdingen Robert, 1998].
2 A perennial frost mound consisting of a core of massive ice, produced primarily by injection of water, and 
covered with soil and vegetation [van Everdingen Robert, 1998].
3An active layer in permafrost regions is traditionally defined as a surficial layer overlying the permafrost 
layer, which undergoes seasonal freeze-thaw cycles [van Everdingen Robert, 1998].
2Discontinuous permafrost is widespread in most of Interior Alaska (Fig. 1.1). In the 
discontinuous zone, permafrost breaks into islands. Separate masses of permafrost cover 
more than 50% of the land area, and permafrost thickness is highly variable, ranging from 
5 to 110 meters. Generally, however, permafrost thickness tends to decrease from the north 
to the south. A considerable number of Alaska's open-system pingos are concentrated in 
this zone. They typically lie in valley bottoms or on valley slopes, and form when ground­
water flows downhill and becomes trapped underneath the permafrost. The amount of 
ground ice in this zone varies from low-moderate to high (greater than 40% by volume). 
In Alaska, the boreal forest region broadly overlaps the discontinuous permafrost zone. 
This vegetation biome is defined as a taiga. The mean annual air temperature distribution 
for the discontinuous permafrost zone is —6°C to —2°C.
The rest of the southern and southwestern parts of Alaska are underlain with sporadic, 
isolated islands of permafrost, or contain no permafrost at all. Sporadic and isolated is­
lands of permafrost are generally categorized on the basis of percentage of area occupied 
by permafrost. The zone of sporadic permafrost is 10% to 50% permafrost by land area, 
while the zone of isolated permafrost is less than 10% permafrost by land area. The mean 
annual air temperature distribution for the sporadic permafrost zone ranges from — 2°C to 
0°C. The existence of permafrost in this zone is highly dependent on the thickness of the 
organic soil layer. This layer acts as a buffer between ground and air, and protects under­
lying permafrost from warm summer temperatures [Shur and Jorgenson, 2007]. The mean 
annual air temperatures in the isolated islands and no-permafrost areas range between 0°C 
and +4°C. Southern and southeastern areas of Alaska have wide patches of no-permafrost 
zones, including the areas around Anchorage, Valdez, Kenai and Juneau, as well as the 
Aleutian Islands.
1.2 Factors that determine permafrost thermal state
Although permafrost is a product of cold climates, its occurrence is the combined outcome 
of the interplay between a number of environmental factors. These factors include topog­
raphy, snow cover, vegetation cover, soil type, open water bodies, wildfires and anthro­
pogenic influences. Climatic and environmental factors act separately and synergistically 
to control the distribution, thermal state, and thickness of permafrost, as well as the thick-
3Permafrost_AK_2008
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Figure 1.1. Spatial map of permafrost in Alaska. Source: Jorgenson et al. [2008]
ness and properties of the active layer. The effects of these individual components and 
their variations in time and space are manifested in the variations of permafrost existing 
today.
1.2.1 Snow
The importance of snow cover on the presence of frozen ground in cold regions has been 
widely recognized [Smith, 1975; Zhang et al., 2001; Zhang, 2005]. In some areas, varia­
tion in mean annual ground temperature is determined primarily by snow depth [Nichol­
son and Granberg, 1973]. Due to its highly insulative properties, newly-fallen snow can
4impede heat loss from the ground surface. Alternatively, well-compacted snow has a re­
duced insulating effect. The insulating properties of snow cover affect the distribution of 
permafrost by causing substantial changes to heat exchange between the ground and the 
atmosphere. In discontinuous and sporadic permafrost regions, snow cover may be re­
sponsible for the presence or absence of permafrost. In continuous permafrost regions, it 
may affect the active layer thickness [Street and Melnikov, 1990]. The overall effect of snow 
cover on heat exchange is complicated and mostly depends on climate and topography.
1.2.2 Topography
The topography of the landscape defines the temperature regime of the ground, which 
in turn controls the depth of the active layer overlying the permafrost. In mountainous 
regions, aspect and steepness are important factors that can determine the presence or 
absence of permafrost. Low inflow of solar energy in the winter makes south- and north- 
facing slopes equally cold at high latitudes. During the summer period, however, south- 
facing slopes receive more solar energy, facilitating the formation of a deeper active layer 
than on north-facing slopes. Topography is also an important factor controlling the redis­
tribution of snow.
1.2.3 Vegetation
Vegetation is one of the terrain features that can have a direct or indirect effect on un­
derlying permafrost. In the summer, vegetation insulates the soil from heating and casts 
shadows that reduce the effects of solar radiation. In the winter, shrubs capture snow, in­
creasing thermal insulation and changing the quantity of heat that is absorbed and released 
by the ground. Vegetation canopies also reduce the amount of solar radiation reaching the 
ground and affect the depth and persistence of snow cover [Luthin and Guymon, 1974; 
Rouse, 1982]
1.2.4 Organic and mineral soils
The influences of organic layers on ground thermal conditions have been well documented 
[Alexeyev and Birdsey, 1982; Bonan and Shugart, 1989; Yoshikawa et al., 2003]. In arctic
5regions, organic soil contributes to an increase in soil moisture and provides insulation 
against summer heat [Kryuchkov, 1978]. Therefore, organic soil layers play an important 
role in the energy exchange between the air and the ground. Heat exchange within organic 
soils is mainly controlled by the amount of available soil moisture. For example, the ther­
mal conductivity of a thawed moss layer is 0.01 — 0.07 Wm_1K~1, which is 1.5 to 2 times 
lower than the thermal conductivity of a frozen moss layer [Yershov and Garagulya, 2001], 
Removal of vegetation and moss layers leads to higher amplitudes of annual temperature 
fluctuations at the ground surface, resulting in a deepening permafrost table4.
In certain locations, the existence of permafrost is associated with a soil peat layer. Like 
snow cover, peat can act as both an insulator and a cooler. Unlike snow cover, however, 
peat is not a seasonal occurrence. It is present year-round, but its thermal properties vary 
seasonally as moisture conditions change. In the summer, when peat is dry, its thermal 
conductivity is low. The ground below the peat layer is insulated from the summer heat, 
and it stays cooler [Williams and Smith, 1989]. Higher water content in the peat layer 
causes a greater difference between its frozen and thawed conductivities. With a higher 
water content, the ability of peat to prevent underlying ground from heating in the sum­
mer becomes greater than its ability to prevent the yield of heat in the winter. When peat 
freezes, it exhibits its highest conductivity and keeps the soil underneath cold. Conse­
quently, the mean annual ground temperatures in peat-covered regions are lower than in 
peat-free regions. Active layer thicknesses are also lower.
The effects of mineral soils on permafrost depend on soil texture, i.e. the size range of 
particles in the soil. The sizes and shapes of particles in a soil layer determine how much 
water is contained within the pore spaces of the soil. Not all pore water freezes at 0 °C; 
some unfrozen water remains in the soil even at very low temperatures. The unfrozen 
water can influence the thermal regime, and affect heat and mass transport processes in­
cluding heat fluxes in the active layer and permafrost [Romanovsky and Osterkamp, 2000].
1.2.5 Open water bodies
In high latitudes, open bodies of water that remain unfrozen at depth in winter may have 
a significant effect on ground temperatures and eventually on underlying permafrost. Wa­
4The permafrost table is the upper surface of a permafrost layer.
6ter transmits shortwave radiation and retains longwave radiation. The presence of a water 
body thus constitutes a heat source contributing to the heat flow and temperature condi­
tions in the ground [Williams and Smith, 1989]. Depending on the size and depth of the 
lake, a talik5 may or may not develop beneath it. In the continuous permafrost zone, if a 
lake is deep and large enough, a talik might extend through the entire permafrost column. 
In general, if a lake is deeper than 2-2.5 meters, the bottom deposits remain unfrozen year- 
round [Yershov, 1998]. In Alaska, permafrost is reported to be absent or lie at great depths 
beneath deep lakes and ponds [Hopkins et al., 1955; Ling and Zhang, 2004; West and Plug, 
2008].
1.2.6 Wildfires
Wildfires can severely disturb the surface thermal regime by burning surface materials 
and altering the balance of subsurface energy transfers. Any changes in surface conditions 
will trigger changes in the ground thermal regime. A severe burn in a soil organic layer 
can increase mean surface temperatures and eventually lead to thawing of the upper layer 
of permafrost [Williams and Smith, 1989; Yoshikawa et al., 2003]. In Alaska, the boreal 
forest widely overlaps the area of discontinuous permafrost. The area of discontinuous 
permafrost where annual mean temperatures are close to 0°C are the most sensitive to 
fire disturbances. The presence and thickness of the organic layer in this zone is crucial 
for preserving permafrost [Viereck, 1983]. The amount of soil moisture and the severity 
of the fire are two important factors that control the amount of organic material left after 
a forest fire. Fires in the boreal forest have both immediate and long-term impacts on 
the ecosystem due to their effects on the surface energy balance, the water balance, and 
underlying permafrost. The rate of thaw depth increase after a fire is directly proportional 
to fire severity [Yoshikawa et al., 2003]. In the first and second years after a fire, mass 
wasting or landslides frequently occur on hill slopes, which are more prone to failure due 
to their increased soil moisture contents [Brown and Grave, 1979; Brown, 1983; Tiedemann 
et al., 1979]. Several decades after a fire, thermokarst6 formation may occur as a result of
5A talik is an unfrozen soil layer that lies between discontinuous blocks of frozen soil or between the 
permafrost table and the bottom of the active layer.
6A thermokarst is a topographic depression resulting from the thawing of ground ice.
7the thawing of ice-rich permafrost [Brown, 1983; Viereck, 1979].
1.2.7 Anthropogenic influences
Anthropogenic disturbances in permafrost regions have resulted in marked permafrost 
degradation and thaw subsidence. Engineering constructions, oil and gas production, 
mining and agriculture can change geothermal, geochemical, hydrogeological, and geo­
physical conditions [Yershov, 1998]. Human activities such as land clearance and removal 
of the organic layer can cause warming of the ground, which increases thaw depth and 
degrades permafrost. For example, removal of vegetation cover for agricultural and con­
struction purposes in Yakutia, Russia, caused severe land subsidence [Fedorov and Kon­
stantinov, 2008]. Similarly, mean annual ground temperatures increases caused settlement 
of the pavement on Farmers Loop Road and other roads in the Fairbanks area after land 
was cleared for road construction. In the end, any type of economic development within 
the permafrost zone will cause its own disturbances.
1.3 Permafrost under a warmer climate
One of the earliest attempts to predict permafrost temperature dynamics and changes to 
the active layer thickness dates back to 1940 [Sumgin et al., 1940]. M.I. Sumgin put forward 
a theory of permafrost degradation in which permafrost is regarded not as eternal and 
static but as once formed and later continuously changing. The ability to predict near­
surface temperatures in response to a changing climate is critical to three main efforts: 
1) determining the impact on the economy due to the additional repair costs of public 
infrastructure [Larsen et al., 2008]; 2) estimating the greenhouse effect from decomposed 
organic soils [Schuur et al., 2008]; and 3) evaluating changes in the hydrologic response of 
watersheds [Hinzman and Kane, 1992].
It is a common assumption that the formation and evolution of permafrost goes back 
to cold glacial periods. During the last glacial maximum (around 20ka BP), a significant 
portion of North American Arctic shelves were dry and exposed to extremely cold cli­
mate conditions [Velichko and Faustova, 2009; Hubberten and Romanovskii, 2001]. During 
this period, thick terrestrial permafrost was formed. Climatic and environmental factors 
affected permafrost during the transition period from glacial to interglacial conditions.
8Warm global temperatures following the last ice age created unfavorable conditions for 
permafrost in many regions. Nevertheless, the permafrost zone in the Arctic was gener­
ally stable with no widespread thaw. Several thousand years after the Holocene optimum, 
permafrost started to thaw from the bottom up in the continuous permafrost zone [Os- 
terkamp and Gosink, 1991].
Over the past several decades, observations reveal an increase in permafrost tempera­
tures in many locations around the globe. There is evidence to suggest that the permafrost 
in northern Alaska has warmed in response to warming air temperatures, including 30- 
year permafrost records that show a net increase in permafrost temperatures of 0.5 — 3 °C 
[Osterkamp, 2008; Romanovsky et al., 2010].
Global Circulation Models project an increase in mean annual air temperatures and an 
increase in the amount of precipitation in the Arctic, which could accelerate permafrost 
warming [Callaghan et al., 2011]. With climate warming, present-day continuous per­
mafrost will become discontinuous. Changes in discontinuous permafrost will depend 
on whether organic layers can provide additional resilience to thaw. Terrains that are not 
well-protected with organic layers will be more vulnerable to climate change.
Areas with ice-rich, near-surface permafrost could develop thermokarst lakes. Thermokarst 
formation, thermal erosion, and various slope processes may also destroy organic layers 
and significantly accelerate permafrost degradation. Permafrost degradation could affect 
slope instability by increasing the amount of rockfalls and rockslides, and increase rates of 
rock glacier movement. Warming of permafrost may also increase coastal erosion in areas 
with coastal permafrost [Callaghan et al., 2011].
The organic soils of the boreal forest cover more than one-third of the landscape in 
Alaska [Cleve and Viereck, 1983] and store the largest reservoir of global terrestrial carbon 
[McGuire et al., 1995; Alexeyev and Birdsey, 1998]. Thawing of permafrost would increase 
the depth of the active layer and lower the water table, which could accelerate the rate 
of carbon loss in arctic ecosystems [Schuur et al., 2009]. Studies have shown that higher 
air temperatures associated with longer snow-free seasons result in the largest relative 
soil organic carbon losses (~ 5.3 kgCrrr2), and high fire-severity regimes associated with 
warmer and drier conditions could magnify these losses (~  6.2 kgCm 2) [O'Donnell et al., 
2011].
91.4 Research objectives
The goal of this research was to improve modeling of permafrost evolution by better ad­
dressing the effects of environmental factors on permafrost characteristics. As mentioned 
previously, better assessment of permafrost dynamics is important for socioeconomic plan­
ning and development in the State of Alaska. It is well-known that climate is the main 
driver of change in the thermal state of permafrost. There are other environmental con­
trols, however, that can be critical in influencing permafrost characteristics. The primary 
objective of this study was to develop a spatially-distributed, process-based numerical 
model that is able to simulate permafrost dynamics throughout the entire State of Alaska 
in high spatial resolution. The aim of this model was to explore the effects of soil organic 
layers, soil texture, snow, soil moisture, and forest fires on permafrost thermal regime. 
Specifically, the following were research objectives of this study:
• Retrieve snow thermal properties using inverse modeling
• Improve ground temperature modeling using retrieved snow thermal properties
• Identify the controlling factors that affect post-fire permafrost dynamics
• Identify burn severity thresholds, conditions that are most likely to trigger changes 
in ecosystem stability or induce rapid permafrost degradation
• Develop an effective computational algorithm in order to calculate permafrost dis­
tribution in high spatial resolution
• Analyze advantages and uncertainties of the projected high spatial resolution per­
mafrost map of Alaska.
1.5 Research questions
Based on the objectives of the study, the following research questions were formulated:
1. Can snow properties obtained by employing an inverse technique improve ground tempera­
ture simulations? Heat exchange within the snow layer is a difficult and complex pro­
cess to model. Continuous records of snow thermal properties, specifically thermal 
conductivity for a particular seasonal snow, are not readily available. A time series
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of snow thermal conductivities is crucial in order to better model ground tempera­
ture dynamics. The method developed in this study allows indirect determination of 
snow thermal conductivity by using measured air and ground surface temperatures 
and snow depths.
2. Which factors provide the strongest controls on post-fire ground temperatures in boreal forest 
ecosystems? Identifying the factors influencing post-fire subsurface thermal regimes 
in boreal forest ecosystems is necessary for developing a better overall prognosis of 
permafrost dynamics. Changing climate is a major factor influencing the post-fire 
permafrost thermal state. However, assessment of organic layer development and 
its negative feedback on permafrost degradation is currently not well-established.
3. Under which bum severity scenarios can ecological thresholds be reached? It is important to 
know under which environmental conditions ecological thresholds after forest fires 
can be reached. Reaching these thresholds could affect local spatial permafrost distri­
bution and even impact adjacent permafrost regions. This could change the ecosys­
tem succession cycle (black spruce forest to deciduous).
4. Can Alaskan permafrost dynamics be mapped in high spatial resolution and be useful fo r  bet­
ter assessment o f the social impacts o f climatic changes and economic development? Due to 
heterogeneity of the landscape and scarcity of measured ground temperature data, 
mapping permafrost spatial distribution is a complex problem. Ground data from 
borehole stations are mainly available from geophysical surveys or pipeline corri­
dors, and are relatively expensive. The method developed in this study uses Geo­
graphical Information System (GIS) maps of snow, soil and vegetation in order to 
project permafrost spatial distribution and dynamics at high spatial resolution. A 
composite of five Global Circulation Model (GCM) datasets downscaled to a 2 x 2 
km spatial resolution and averaged on a monthly time scale was used to simulate 
permafrost spatial dynamics in the 21th century for the entire State of Alaska.
1.6 Outline of Chapters
The next three chapters of this thesis are organized as a series of manuscripts designed 
to address the research questions described above. Each of these manuscripts represents
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a step towards the improvement and further development of a numerical model capa­
ble of simulating permafrost dynamics in a thermal conduction-dominated environment. 
Climate is a major factor influencing permafrost, but the complex interactions between 
different environmental factors could be significant in determining the presence and ther­
mal conditions of permafrost. In chapter 2 of this thesis, the effects of snow on ground 
temperatures are addressed. The objectives of this chapter were to 1) improve ground sur­
face temperature modeling via better snow parameterization, and 2) develop an inverse 
method in order to recover snow thermo-physical properties. Changing in time and space 
thermal properties of snow layer make it a complex substance to model [Sturm et al., 1997]. 
Simple and effective snow heat exchange models are important components of permafrost 
modeling [Goodrich, 1982; Douville et al., 1995]. Applying constant snow layer thermal 
parameters is not always a good way to model ground temperatures. Therefore, a better 
parameterization of snow layer thermal properties is needed. In this chapter, we proposed 
a method that uses daily changing snow thermal properties. By varying snow thermal 
properties, we can better model ground surface temperatures.
In chapter 3, the effects of forest fires on permafrost in boreal forest ecosystems are ad­
dressed. Forest fires are major factors that can influence organic layer thickness [Yoshikawa 
et al., 2003]. The severity of the forest fire is determined by the amount of organic layer 
that was burned during the fire [Flannigan and Harrington, 1988; Johnson, 1992]. The 
objectives of this chapter were to 1) identify the bum severity thresholds after which per­
mafrost continues to thaw, and 2) determine which factors most influence post-fire per­
mafrost thermal conditions. Post-fire permafrost dynamics are considered for upland and 
lowland ecosystem settings obtained from Bonanza Creek Long Term Ecological Research 
stations. The influences of climate warming, fire severity, organic soils and soil moisture 
content were tested for each ecosystem. The results under certain restrictions can be ex­
trapolated to the wider areas within the boreal forest region.
The problem of permafrost spatial mapping is addressed in chapter 4. Previously, 
Marchenko et al. [2008] used a numerical model to map permafrost thermal states in 
Alaska at 0.5° spatial resolution. Daanen et al. [2011] applied a modified version of the 
same numerical model in order to map permafrost dynamics in Greenland. To map per­
mafrost dynamics in Alaska in finer spatial resolution (2 x 2  km), we used a climate dataset
12
provided by the Scenarios Network for Alaska and Arctic Planning. Other input datasets 
such as surficial geology, initial temperature, and organic layer distribution maps were 
prepared and digitized using ArcGIS mapping software. Results improve the projected 
earlier permafrost spatial dynamics in Alaska.
In the final chapter, I summarize the results from each chapter, state their limitations, 
and outline future implications. This chapter also includes the difference between sim­
ulated, decadally averaged mean annual ground temperatures at 1 meter depth for the 
beginning and end of the 21st century. This figure is based on the results from Chapter 4, 
and serves as additional support for the statements in the concluding chapter.
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Chapter 2
The effect of snow: How to better model ground surface temperatures^
Abstract
We present a method that reconstructs daily snow thermal conductivities using air and 
ground temperature measurements. We employ an inverse approach to recover daily snow 
thermal conductivities over the entire snow season. By using reconstructed snow conduc­
tivities, we can improve the modeling of ground surface temperatures. The method was 
applied to four permafrost observation stations in Alaska. Estimated snow thermal con­
ductivities for the interior stations indicated low conductivity values that reached their 
maximum towards the end of the snow season, while the northern stations showed high 
conductivity values that reached their maximum towards the middle of the snow season. 
The differences in snow conductivities between the interior and northern stations are most 
likely due to wind compaction, which is more pronounced in the northern Arctic lowlands 
of Alaska.
2.1 Introduction
Snow influences the hydrological cycle, the atmosphere, and the subsurface heat exchange 
in Arctic climates [Bonan, 2002; Gallimore et al., 2005]. It is one of the main factors re­
sponsible for controlling heat exchange between the ground and the atmosphere, ground 
temperature dynamics, and the thickness of the active layer [e.g., Goodrich, 1982; Shiklo- 
manov and Nelson, 1999; Sazonova and Romanovsky, 2003]. Due to its highly insulative 
properties, snow effectively lowers the rate of heat loss from the ground, thereby maintain­
ing higher winter soil temperatures [Zhang, 2005]. Morin et al. [2010] define the effective 
thermal conductivity of snow as the conductivity that accounts not only for heat conduc­
tion through the ice crystals within the snowpack but also heat conduction in air voids and 
latent heat transfer.
Thermo-physical properties of snow cover are critical in moderating the energy ex­
change between the air and the ground. Thermal properties of seasonal snow strongly de­
pend on numerous factors such as temperature, density, and grain structure, and vary with
§ E. E. Jafarov, D. J. Nicolsky, V. E. Romanovsky, and J. E. Walsh, in Preparation to be submitted to The 
Cryosphere.
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time and position within the snow layer. Various studies of the thermo-physical properties 
of snow include field observations, laboratory experiments, and theoretical frameworks 
[Yen, 1962; Mellor, 1977; Fukusako, 1990; Sturm et al., 1997]. To measure snow thermal 
conductivity, for example, Abel [1893] used in-situ temperatures, Pitman and Zuckerman 
[1967] employed the guarded hot-plate method, and Sturm et al. [2002] used the needle 
probe method. All of the above methods use a common approach: the parameterization of 
heat capacity and thermal conductivity as functions of snow density [e.g., Goodrich, 1982; 
Douville et al., 1995; Sturm et al., 1997].
The Geophysical Institute Permafrost Laboratory (GIPL) numerical transient model 
[Sergueev et al., 2003; Marchenko et al., 2008; Jafarov et al., 2012] simulates ground tem­
perature distribution and uses parameterized snow thermal properties and measurements 
collected from permafrost observation stations. The input data used in the model was 
collected at permafrost observation stations in Alaska, and includes snow depth, air tem­
peratures and ground temperatures. Air temperature and snow depth are used as up­
per boundary conditions in simulations of permafrost temperature dynamics [Marchenko 
et al., 2008; Jafarov et al., 2012]. To achieve a close correspondence between measured 
and simulated ground temperatures, Romanovsky and Osterkamp [2000] and Nicolsky 
et al. [2007, 2009] developed the so-called calibration technique. It's goal is to find a 
physically-based optimal parameterization of the thermal properties of the active layer 
and permafrost by minimizing the difference between simulated and in-situ temperature 
observations at and below the ground surface. One limitation of the calibration technique 
is that it relies on ground temperature observations and does not reconstruct thermal prop­
erties of the snow cover. However, it is typical to simulate the present and future thermal 
state of permafrost by using only air temperatures and the snow depth, i.e. output vari­
ables from large-scale GCMs. Large discrepancies in thermal properties of the snow cover 
lead to errors in the simulation of ground temperatures and cause modeling biases be­
tween measured and simulated ground temperatures. Therefore, to improve the overall 
quality of permafrost dynamics simulations, we need to find an optimal parameterization 
of snow layer thermal properties. In this article we suggest a technique to find thermal 
properties of the snow cover, if temperature observations are available.
Sergienko et al. [2008] reconstructed snow thermal diffusivity from snow temperatures
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by using inverse methods to find the diffusivity distribution that best allows a solution of 
the heat diffusion equation which matches observed temperatures. We propose a similar 
approach, originally introduced by Tipenko and Romanovsky [2002], which reconstructs 
daily snow thermal conductivities using both air and ground temperature measurements. 
Using this method, we obtain a time series of optimal daily snow conductivities over 
the entire snow season. Obtained snow thermal conductivities improve simulation of the 
ground temperature dynamics during a snow season.
The structure of this article is as follows. In Sect. 2.2, we describe a commonly used 
physical model of temperature changes in snow layers and near-surface permafrost. In 
Sect. 2.3, we outline an inverse approach used to recover snow density and conductivity. 
In Sect. 2.4, we evaluate the proposed inverse approach using three synthetic experiments. 
Sect. 2.5 presents a brief description of the four stations in Alaska to which the current 
method was applied. In Sect. 2.6, we apply our method to estimate the thermal properties 
of snow layers at the four sites located in Alaska. In Sect. 2.7, we discuss limitations and 
shortcomings of the proposed algorithm. Finally, in Sect. 2.8, we provide conclusions and 
describe our main results.
2.2 Physical model
To simulate observed ground temperatures, we used the GIPL transient numerical model, 
which incorporates the effects of air temperature, snow, soil moisture and multi-layered 
soil thermal properties [Marchenko et al., 2008]. The model simulates ground tempera­
tures and the seasonal freezing/thawing layer dynamics, and has been successfully vali­
dated using ground temperature measurements in shallow boreholes across Alaska [Ro­
manovsky and Osterkamp, 2000; Nicolsky et al., 2009].
The GIPL model solves the 1-D heat equation with phase changes [Carslaw and Jaeger, 
1959]:
dt 3T dt dx \ dx J
where T(x, t) is the temperature and L [Jm-3] is the volumetric latent heat of water fusion. 
Here, t stands for time and x €  {xu, x{) is the spatial variable such that the ground surface 
is at x = 0. The upper boundary xu = xu(t) depends on time in order to track the evolution 
of snow cover. The quantity xu(t) is equal to the snow cover depth when snow is present,
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or is 0 otherwise. The lower boundary Xi is fixed and represents a certain depth below the 
active layer. Equation (4.1) is complemented with boundary T(xu,t) = Tair, T(xi, t) = T;, and 
initial conditions T(x, 0) = T0(x). Here, T0(x) is the temperature at x e  [0, X;) at time t = 0; 
Tair and T; are observed temperatures at the ground (snow) surface x = xu(t) and at the 
depth x = xi, respectively. The volumetric water content in equation (4.1) 0(x, T) for ground 
material 0 < x < xt is defined as:
J 1 ,  T >  T *
Q(x,T) = r\(x)<b(T,x), <KT,x)= < , (2.2)
[ | T , | b | T | - b , T  <  T *
where <))(T, x) represents the liquid pore water fraction, t| is the soil porosity, T* is the so-
called freezing point depression, and b is a dimensionless parameter obtained from un­
frozen water curve fitting [Romanovsky and Osterkamp, 2000]. The volumetric water 
content in equation 0(x, T) for snow layer, i.e. xu < x <  0, is equal to zero. The quan­
tities k = k(x,T), [W m -'K -1] and C = C(x,T) [/m"3^ 1] are thermal conductivity and the 
volumetric heat capacity, respectively, and are defined in the following way:
C = Cg, k  — ks, Xu <  x < 0,
(2.3)
C = Ct4> + C /(l- Cj)), k = k^kj^ , 0 < x < x t
where Cs = Cs(t) and ks = ks(t) are the volumetric heat capacity and bulk thermal conductiv­
ity of snow, respectively. The quantities marked with the sub-scripts "t" and " f" represent 
effective thermal properties of the ground material for the frozen and thawed states. Un­
like the thermal properties of snow, effective heat capacity and thermal conductivity are 
assumed to be time-independent and to vary only with depth. The soil column in the 
model consists of several soil layers, with every soil layer having its own thermo-physical 
properties: Cf, Cf, kt and kf.
The snow layer in the GIPL model is represented as a homogeneous substance with 
changing thickness during the snow season. To obtain the temperature distribution within 
the snow layer, the GIPL solves the heat equation (4.1), where ks ~ ks(t) and Cs = Cs(f) are 
snow thermal parameters that may change in time but do not change within a snow layer 
at any given time. So, in order to simulate measured ground surface temperatures, it is 
important to assign proper daily snow thermal properties.
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It is common to define snow heat capacity and thermal conductivity as a function that 
depends on snow density (Abel [1893], Anderson [1976], Yen [1981], Ostin and Andersson 
[1991], and many others). Goodrich [1982] and Douville et al. [1995] represented snow 
heat capacity as a linear function of snow density in order to calculate frozen ground ther­
mal states. Given that the differences between the snow heat capacity formulas used by 
Goodrich [1982] and Douville et al. [1995] are not significant, we assigned snow heat ca­
pacity according to Douville et al. [1995].
Cs = Cj • ps/pj, (2.4)
where Q is the heat capacity of ice, and ps = ps(£) and p, [g • crrr3] are densities of snow and 
ice respectively. Snow thermal conductivity ks was set according to Sturm et al. [1997]'s 
empirical formula:
{0.138 -  1.01ps + 3.233ps2 0.156 <  ps < 0.6,0.023 + 0.234ps ps < 0.156, ’
so that both the thermal conductivity and the heat capacity of snow depend on snow den­
sity. We ran the model using a vertical grid spatial domain starting from the ground or 
snow surface to 1 m in depth. We utilized a fine grid resolution (0.01 m) between nearby 
points for both the snow and the ground layer.
2.3 Data assimilation technique
In this section, we describe key components of the data assimilation technique. The main 
idea of the data assimilation technique is to optimize the set of model parameters in or­
der to minimize the difference between the modeled and measured temperatures. Here, 
we supplement the assimilation algorithm to reconstruct thermal properties of the ground 
material [Romanovsky and Osterkamp, 2000; Nicolsky et al., 2007, 2009] using estimates 
of the thermal properties of the snow cover. Therefore, for the rest of this manuscript, 
we assume that the thermal properties kt,k f,C t,Cf, the soil porosity r), and the parameter­
ization of the unfrozen water content a, b are known and can be utilized to simulate the 
temperature dynamics below the ground surface.
One of the methods to find a snow density ps = ps(f) that can optimally improve the 
ground surface temperature simulation is to minimize the cost function J [Tarantola, 2005].
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This cost function J  could be defined according to Beck and Arnold [1977]; Tikhonov and 
Leonov [1996] as
KPs) = h + h ,  (2.6)
where
/ i = g ^ l i r m- T ( Ps)||2
!  t  % (2-7)
8T2 t / [ T m(T)-T(0,T;ps)]2dt.
' 0
is the discrepancy between the measured Tm(t) and simulated T(0,f;ps) groimd surface 
temperatures computed according to equation 4.1 with snow density equal to ps = ps(f), 
when snow covers the groimd surface over the period [0, tf], and
1 l l r
h =  5^2 i!p s — P sll2 =  g - 2 j -  J ( P s - P s ) 2dx  (2 .8)
f  0
is the regularization term. Here, ps = ps(f) is a priori information. The coefficient 8T in 
equation (2.6) is the uncertainty in temperature measurements by the sensor at the ground 
surface [Marchenko et al., 2008; Jafarov et al., 2012], and 8p is the uncertainty in the esti­
mates of density which was determined by fitting the model to the data.
This problem is difficult to solve, since we need to recover the function ps = ps(f)/ where 
snow density is a daily changing parameter. It is common to assume that snow density ps 
is constant. Then the effective snow density can be found for the entire snow season [0, tf]:
ps = min(J(ps)). (2.9)
Ps
The constant snow density value, however, does not reflect changes with time due to com­
paction. To recover daily snow density as a function of time, we propose to modify the 
cost function (eq. 2.6) in the following form:
t
7(ps(0) = gf i J Z i  I <rm(x) -  T (0, x; ps))2dx
f , (2.10)
+ 8p2
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Here Tm(t) is the measured and T(0,f;ps) is the simulated daily ground surface tempera­
ture, and time interval Af = t — t is the number of days over which the difference between 
simulated and measured at the ground surface temperatures has been minimized (later in 
the paper we will refer to it as the "minimization time interval.") The snow density ps(f) 
is assumed to be constant within the minimization time interval At. The main difference 
between cost functions (2.10) and (2.6) is the minimization time interval At. An average 
snow density ps(t) on time interval [?, f], Eq. (2.10) becomes
t
= t_j J  Psdx. (2 -11)
t
Similar to Eq. (2.6), the first part of Eq. (2.10) minimizes a difference between measured 
and simulated ground surface temperatures, and the second term does not let the daily 
snow density be significantly different from the average of previously obtained densities. 
Assuming low density of the freshly fallen snow as an initial approximation, we start with 
snow density equal to 0.1 g-cm ~3. Then we calculate ground surface temperature by solv­
ing equation (4.1) with the current snow density. Using the calculated ground surface 
temperature, we find an optimal snow density
ps(f) = min(/(p)). (2.12)
Ps
for every time moment t from [0 ,tf] by minimizing cost function (eq. 2.10). In order to 
find the optimal daily snow density ps(0/ we use the nonlinear optimization method by 
Lagarias et al. [1998]. When the optimal snow density is found, we proceed to the next 
day. As a result, we obtain a reconstructed snow density time series over the whole snow 
season. We provide an evaluation of the this method next.
2.4 Method evaluation
To evaluate the method performance, we chose data during winter 2009-2010 measured
at the recently installed Deadhorse Permafrost Observation Station. The data from this
station is published on-line and includes up-to-date, high precision measurements of snow 
depth and ground temperatures. We calibrated ground thermal properties according to 
the measured groimd temperatures within a i m  soil column starting from the ground
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surface. In the current numerical experiment, we calculated ground surface temperatures 
for three different cases. In the first case, we used rounded measured air temperatures and 
constant snow depth dsnow = 30cm (Fig. 2.1, Case 1). In the second case, we used rounded 
measured air temperatures and measured snow depth (Fig. 2.1, Case 2). In the final (third) 
case, we used measured air temperatures and measured snow depth (Fig. 2.1, Case 3). 
For all three cases we considered the following two sub-cases: A) constant snow density 
Pa(0 = 0.25 g-cm ~3 (Fig. 2.2-A); and B) exponentially growing [Verseghy, 1991] and then 
varying snow density Pb(0 (Fig. 2.2-B).
First, we calculated ground surface temperatures by using prescribed snow densities 
for all three cases. Then, we assigned calculated ground surface temperatures as described 
above. The uncertainty of the ground temperature measurements includes the uncer­
tainties from the thermistor calibration in the ice bath, uncertainties from the field mea­
surements, and uncertainties from the probes that might also disturb the soil temperature 
around them. Uncertainty of the ground surface temperature measurements 8T = 0.1 and 
uncertainty in the estimate of density 8p = 0.1.
For all three cases, the initial snow density was set to 0.1 g- cm~3 and the minimization 
time interval Af was set to 30 days. Recovered snow density functions for Cases 1 and 
2 (Fig. 2.2, Case 1,2-A,B) corresponded well with actual densities from sub-cases (A) and 
(B), except for small fluctuations in reconstructed snow densities for Case 2-A,B, which can 
be attributed to the non-homogeneous snow depth. Recovered snow densities for Case 3 
(Fig. 2.2, Case 3-A,B) had higher amplitude fluctuations compared with Case 2, which 
were caused by strong fluctuations in the measured air temperature.
To estimate the uncertainty of the method, we calculated an error covariance of the es­
timated snow density according to Thacker [1989], which involves calculating the inverse 
of the Hessian matrix (in our case the second derivative of the cost function Eq.. 2.10) 
by applying a finite difference formula [Schroter, 2010]. The computed daily method un­
certainty is shown in Fig. 2.3. Average uncertainty for the estimated snow densities was 
0.06 g c m ~ 3.
To reduce unrealisticly high frequency oscillations in reconstructed snow densities for 
Case 3-B (Fig. 2.2, Case 3-B), we applied different minimization time intervals At = {1,30,60, 
90,120} (eq. 2.10). As the result, we were able to decrease the amplitude of the oscillations
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in reconstructed snow densities (Fig. 2.4,A). To evaluate the accuracy, we calculated the 
discrepancies
||Aps|| = ||ps- p B|| (2.13)
between the reconstructed ps(f) and prescribed ps(0 snow densities according to Eq. (2.8). 
Additionally, we calculated discrepancies between the synthetic and simulated ground 
surface temperatures ||AT|| (Fig. 2.4,C)
||AT|| = ||Tm- T ( M I  (2-14)
according to the equation (2.7). An increase in the minimization time interval Af improved 
discrepancies between reconstructed and prescribed snow densities for Af =30, 60 and 90 
days (Fig. 2.4,B). The smallest difference between simulated and synthetic ground surface 
temperatures was obtained for the 30-day minimization time interval (Fig. 2.4,C).
This analysis showed that method is able to reconstruct prescribed snow densities. 
Nevertheless, high fluctuations in measured air temperatures affected reconstructed snow 
densities. Therefore, we rounded reconstructed snow densities for minimization time in­
tervals At =30 and 60 days, using a moving-average filter corresponding to the minimiza­
tion time interval day span, i.e. a 30-day span for Af = 30 and a 60 day-span for Af = 60 (Fig. 
2.4,D). Simulated groimd surface temperatures using reconstructed snow densities for a 
m in im ization time interval of 30 days and rounded with a 30-day moving-average filter 
showed the smallest discrepancies in terms of snow density and temperature (Fig. 2.4,B- 
C). The rounded snow density lies within uncertainty intervals (Fig. 2.3); therefore, later in 
the study, we use a Af = 30 days minimization time interval and a 30-day moving-average 
filter to round reconstructed snow densities. Accordingly, snow thermal conductivities 
were obtained from reconstructed snow densities.
To identify how the choice of initial snow density affects the overall shape of the recon­
structed snow density ps(f), we used different initial densities at the beginning of the time 
interval. Selection of a proper initial snow density is important, since it ensures that the 
recovered snow density is close to the actual snow density from the first day of snow fall. 
Numerical experiments show that reconstructed snow densities obtained using different 
initial approximations may vary for the first few days of the snow season, but then remain 
similar to one another for the rest of the time interval.
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2.5 A brief description of the sites
To evaluate the model, we chose two permafrost observation stations from the North Slope 
(Deadhorse and Franklin Bluffs) and two from Interior Alaska (Bonanza Creek and Smith 
Lake). These sites were chosen because each has continuous snow depth measurements 
available for the simulation time periods. Northern permafrost observation stations were 
equipped with Campbell Scientific SR50 Sonic Ranging Sensors that were connected to 
the data logger at the climate stations. Interior stations do not include snow measuring 
sensors. The snow depth for the Smith Lake site was obtained from the Alaska Climate 
Data Browser1 and corresponds to the Fairbanks International Airport station. The snow 
data for the Bonanza Creek site were obtained from the Bonanza Creek Long Term Eco­
logical Research data-server. Each permafrost observation station represents a small cli­
mate station which includes high-precision air and ground temperature sensors (Camp­
bell Scientific L107 thermistor) and up to three Hydra Probe soil moisture sensors. Ground 
temperatures were measured down to 1 m depth with sensors located about every 10 cm. 
All measurements were taken at one-hour time intervals. The thermistor sensors were 
calibrated in an ice bath prior to installation to an accuracy of 0.01°C. More detailed in­
formation on data logger installation can be found in [Osterkamp and Romanovsky, 1999; 
Romanovsky and Osterkamp, 2001; Osterkamp, 2003; Romanovsky et al., 2003].
The Deadhorse (DH) permafrost observation site is located in the continuous per­
mafrost zone, 2.5 km south of the Deadhorse airport (Alaska) along the Dalton Highway. 
The Franklin Bluffs (FB) permafrost observation site is also located along the Dalton High­
way, about 47 km south of Deadhorse on a low terrace of the Sagavanirktok River. At 
both of these sites, the mean annual air temperature was approximately —12° C and an­
nual precipitation levels ranged from 150 mm to 250 mm, where most of the precipita­
tion falls as snow. The vegetation at DH and FB is characterized as moist tundra [Walker 
et al., 2008]. This continuous vegetation consists mostly of graminoids (mainly sedges) and 
sparse dwarf shrubs. Dwarf shrubs are common for FB and sparse at DH. The ground sur­
face is flat with occasional frost boils. Continuous data from the DH station are available 
from July 2007 to July 2012, and from July 2002 to July 2006 for the FB station.
The Smith Lake (SL) station is located at the University of Alaska Fairbanks campus
1http: /  /climate.gi.alaska.edu
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in the discontinuous permafrost zone. The vegetation in this region is taiga evergreen 
needle-leafed forest. Typical plants at this site include black spruce. According to the 
Alaska Climate Center, mean annual air temperature averaged for the last 10 years in the 
Fairbanks vicinity is approximately —2°C, with mean annual precipitation of about 261 
mm, a large amount of which falls as rain during the summer. Continuous data from the 
SL station are available from June 1997 to June 2012; for the numerical experiment we 
chose the 1999 to 2005 time period.
The Bonanza Creek (BZ) station is located in the discontinuous permafrost zone within 
the Bonanza Creek Long Term Ecological Research (LTER) site on the Tanana River flood- 
plain, 26 km southwest of Fairbanks. This site experienced a severe forest fire in 1983. 
Vegetation includes small black spruce trees with shrubs. Continuous data from the BZ 
station are available from June 2000 to June 2004.
2.6 Results
Before estimating snow thermo-physical properties, we calibrated ground thermal prop­
erties according to the measured ground temperatures in a 1 m soil column starting from 
the ground surface for all four stations. The snow density recovery method was applied to 
four permafrost observation stations: two northern stations located in North Slope Alaska 
in the continuous permafrost zone and two interior stations near Fairbanks located in the 
discontinuous permafrost zone. We calculated snow thermal conductivities using Eq. 2.5, 
and calculated the corresponding uncertainties assuming that snow thermal conductivities 
are not subject to uncertainty [Taylor, 1997]. Obtained snow thermal conductivities for the 
two northern stations (Figures 2.5,2.6) exhibited similar behavior: positive trends during 
every snow season with high peaks towards the end of the season. The reconstructed snow 
thermal conductivities for the two interior stations (Figures 2.7,2.8) showed a smaller pos­
itive trend for the Bonanza Creek station and near-constant conductivities for the Smith 
Lake station.
To obtain the averaged snow thermal conductivity time series for each of four stations, 
we spanned reconstructed thermal conductivities over the same time domain (Fig 2.9). To 
identify the time evolution during the snow season, we named the spans "beginning," 
"middle," and "end," which correspond to the beginning, middle and ending of the snow
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season, respectively. The high peaks in the averaged reconstructed thermal conductivities 
toward the end of the snow season were neglected, since the model cannot be used when 
snow is experiencing a phase transition such as melting or freezing.
The highest snow thermal conductivity was 0.42 Wm~lK~l , obtained at the most north­
ern station, Deadhorse. Approximately 47 km south of this station is the Franklin Bluffs 
station, where the highest average snow conductivity was 0.26 ]Nm~rK r 1. At both of these 
stations, snow conductivity reached its maximum value in the middle of the snow sea­
son (Fig 2.9-A,B). The maximum averaged snow thermal conductivities for the Bonanza 
Creek and Smith Lake interior stations were equal to 0.18 and 0.09 Wm_1K_1, respectively. 
Unlike at the northern sites, the maximum snow conductivity values for the two interior 
stations were reached towards the end of the snow season (Fig 2.9-C,D).
Finally, in addition to the reconstructed snow thermal conductivities, we calculated 
constant optimal conductivity for every snow season for all four stations. The constant 
snow thermal conductivities were calculated from constant densities obtained by mini­
mizing the cost function (eq. 2.6) during entire snow season. Calculated constant conduc­
tivities for every station were averaged over the total number of snow seasons for each 
station.
Averaged reconstructed daily time series and constant snow thermal conductivities 
were used to simulate groimd surface temperatures for all four stations. The root mean 
square errors (RMSE) between the measured and the simulated ground surface tempera­
tures (eq. 2.14) with both the averaged daily time series (Fig. 2.9) and constant conductivi­
ties during the entire snow season were calculated for every station in every snow season.
Overall, obtained RMSEs (Fig. 2.10) showed that the use of a reconstructed averaged 
daily snow thermal conductivity time series (Fig. 2.9) improved simulation of the groimd 
surface temperatures in comparison with an average constant conductivity for the whole 
snow season. High discrepancies for DH in 2007 and 2008 (Fig. 2.10-A) were due to un­
usually shallow snow depths over entire snow season in comparison to other years. The 
reconstructed average snow thermal conductivities for the SL station (Fig. 2.10-D) had al­
most constant shape and, therefore, simulated ground surface temperatures using constant 
and averaged reconstructed snow thermal conductivities did not significantly differ.
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2.7 Discussion
Snow thermal conductivities obtained for the DH station have high values: ks >  0.4 Wm~xK~x 
(Fig. 2.5 and Fig. 2.9-A). There are two major factors that may have caused high conduc­
tivity values for this station. First, our observations show that the soil at the DH site is 
highly saturated and a pool of water commonly forms on the ground surface. If the stand­
ing water freezes, a thin ice layer could form and cover the temperature measuring sensor 
at the surface. This ice layer could contribute to the high values of snow effective ther­
mal conductivity retrieved by this method. Another important factor that can affect snow 
conductivities is wind. Heat convection created by high airflow in the snow layer could 
increase effective snow thermal conductivity values by factor of 2 to 3 [Sturm, 1991; Sturm 
and Johnson, 1991].
To show that the proposed method is able to recover expected snow conductivities, 
we applied it to the other site within the Deadhorse area. Here, high-accuracy data were 
collected by M. Sturm during the 1991-1992 snow season and include snow depth, air 
temperatures, ground surface temperatures, and heat flux measured at the ground surface 
(Fig. 2.11-A).
Since the data did not include temperatures measured below the ground surface, we 
modified the model by setting measured heat flux at the ground surface. The reconstructed 
snow thermal conductivities using our method, and the conductivities calculated by divid­
ing measured heat flux by the temperature gradient within the snow layer, showed close 
correspondence with one another (Fig. 2.11-B). This experiment confirms the importance 
of prescribing the proper heat flux at the ground surface.
In the method evaluation section, we showed that the high-frequency oscillations in the 
reconstructed thermal conductivity profile were mainly a consequence of high fluctuations 
in the daily measured air temperature, and to a smaller degree changes in snow depth. It 
is important to note that, during time intervals when the temperature gradient within the 
snow layer was equal to zero, snow thermal conductivity could not be optimally recon­
structed. The cost function is especially sensitive to the small temperature gradient at the 
boundary points and is not always able to converge (e.g. Smith Lake 2000-01, Fig. 2.8). 
The increase in snow conductivity towards the end of the season could be associated with 
snow melt, which may last longer for the northern stations than for the interior stations.
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The two northern stations are characterized by tundra-type snow [Sturm et al., 1995] 
and have high thermal conductivity values (Fig 2.9-A,B). High thermal conductivity val­
ues can be caused by wind, which compacts the snow layer and produces so-called "wind 
slab" layers within the snowpack. These layers have high density and thermal conductiv­
ity. The interior sites (Fig. 2.9-C,D) are characterized by taiga snow type [Sturm et al., 1995] 
and are located in the boreal forest. The effect of wind in this area is not so pronounced, 
and the snow layer consists mainly of chains of depth hoar with lower density and thermal 
conductivity. The trees at the SL site are able to intercept falling snow and reduce the wind 
effect. Alternatively, the BZ site is located in the recent (1983) forest fire area, where the 
trees are still small and the effect of wind is more pronounced, which could be responsible 
for differences in thermal conductivity maximum values between the two interior stations 
(Fig. 2.9-C,D).
In the GIPL model, snow is represented as a homogeneous layer that changes in depth 
with time. A caveat to our approach is the assumption of the conductive nature of energy 
transfer within the snow layer. Actual snow undergoes compaction via changes in tem­
perature, wind or humidity, effectively changing the density and thermal properties of the 
snow layer as a function of time. In general, snow melts from the top. Melt-water pene­
trates the snow column and refreezes close to the ground surface. This mechanism enables 
advective heat transfer and causes a rapid increase in soil temperature [Kane et al., 2001]. 
Thus, other heat flow mechanisms such as convection and radiation may become signif­
icant [Sturm et al., 1997], meaning that the heat flow within the snow layer is no longer 
dominated by conduction.
An advantage of our model lies in its ability to reveal changes in snow thermal con­
ductivity based primarily on the availability of snow depth data and air and groimd tem­
perature measurements. The developed method shows that better snow thermal proper­
ties parameterization can reduce bias in modeling ground temperatures. Further work is 
necessary to obtained a regional snapshot of the snow thermal conductivity distribution, 
including high-precision data sets on snow depth, air and ground temperatures.
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2.8 Conclusions
The objective of this study was to improve parameterization of snow thermal properties 
and to better model ground temperature dynamics. Estimated snow thermal conductivi­
ties (Fig. 2.9) showed higher values at the northern sites, which could be associated with 
differences in climatic factors and in particular with compaction due to wind effects. The 
snow at the two interior stations was not subject to as much wind, and therefore had lower 
conductivities (Fig. 2.9-C,D). A thin ice layer may have formed at the ground surface and 
caused high snow conductivities at the Deadhorse station.
The model cannot be applied to areas where the seasonal snowpack is experiencing fre­
quent phase changes (melting or freezing). A ID heat flow model used to reconstruct snow 
densities and thermal conductivities also does not include other processes, such as latent 
heat and water vapor diffusion, which could have an impact on the overall heat exchange 
within the snowpack. The snow thermal conductivity estimated by our method, however, 
can be described as an effective snow thermal conductivity and, therefore, includes the 
effects of nonconductive heat exchange until the process is primarily dominated by con­
duction.
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2.10 Figures
Case 2 Case 3
50 100150 200
I Snow depth 
• Air temperature 
— — — Surface temperature
Figure 2.1. Three cases experiment set up to evaluate proposed method. The subplot 
marked by Case 1 include constant snow depth ds = 30 cm, rounded air temperature and 
simulated surface temperature. The subplot marked by Case 2 include measured snow 
depth, rounded air temperature and simulated surface temperature. The subplot marked 
by Case 3 include measured snow depth, measured air temperature and simulated surface 
temperature. For all three subplots from Fig. 2.1 the upper column cyan colored shape 
represents snow depth, solid blue curve corresponds to the air temperature and dotted 
red curve corresponds to the simulated ground surface temperature.
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Figure 2.2. Estimated and prescribed snow thermal conductivities for three cases experi­
ments. The subplots marked by letter (A) correspond to constant snow density and sub­
plots marked by letter (B) correspond to the exponentially growing and then varying snow 
density. In subplots marked by letter (A) and (B) the dash black curve corresponds to the 
prescribed snow density and solid green curve corresponds to the reconstructed snow 
density. The subplots marked by letters (A) and (B) are the sub-cases of Case 1,2 and 3.
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Figure 2.3. The estimated snow density (black solid curve) and calculated uncertainties 
(solid cyan) for the reconstructed snow densities for CASE 3, scenario 2 (Fig. 2.2, CASE 3- 
C) obtained using time average interval At = 30 days, and rounded snow densities (dashed 
red curve) for minimization time interval At = 30 days using moving average filter with 
the corresponding day span.
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Figure 2.4. Evaluation of the reconstructed snow densities. Top left: the reconstructed 
snow densities for CASE 3, sub-case (B) (Fig. 2.2, Case 3-B) obtained using different min­
imization time average intervals At = {1,30,60,90,120}; Top right: the red squares corre­
spond to the difference ||Ap|| between prescribed and recovered snow densities and blue 
circles correspond to the discrepancy between prescribed and rounded snow densities. 
Bottom left: the red squares correspond to the difference ||AT|| between measured and 
simulated ground surface temperatures obtained using recovered snow densities and blue 
circles correspond to the difference between measured and simulated ground surface tem­
peratures obtained using rounded snow densities. Bottom right: Rounded snow densities 
for minimization time intervals At equal to 30 and 60 days using moving average filter 
(MAF) with the corresponding day span.
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Figure 2.5. The estimated snow thermal conductivities [Wm-1^ 1] (black solid curve) at 
the Deadhorse permafrost station and the corresponding uncertainties (solid cyan) for 
2007-2012 snow seasons. The dash red curve corresponds to the rounded thermal con­
ductivities and the dot-dash blue curve corresponds to the snow depth \m\.
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Franklin Bluffs
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Figure 2.6. The estimated snow thermal conductivities [Wm_1K_1] (black solid curve) at 
the Franklin Bluffs permafrost station and the corresponding uncertainties (solid cyan) for 
2002-2006 snow seasons. The dash red curve corresponds to the rounded thermal conduc­
tivities and the dot-dash blue curve corresponds to the snow depth [m].
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Figure 2.7. The estimated snow thermal conductivities [W m '1^ 1] (black solid curve) at 
the Bonanza Creek permafrost station and the corresponding uncertainties (solid cyan) for 
2000-2004 snow seasons. The dash red curve corresponds to the rounded thermal conduc­
tivities and the dot-dash blue curve corresponds to the snow depth [m].
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Figure 2.8. The estimated snow thermal conductivities (black solid curve) at
the Smith Lake permafrost station and the corresponding uncertainties (solid cyan) for 
1999-2005 snow seasons. The dash red curve corresponds to the rounded thermal conduc­
tivities and the dot-dash blue curve corresponds to the snow depth [m\.
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Figure 2.9. Averaged snow thermal conductivities (solid black curve) obtained from av­
erage of rounded thermal conductivities (Figures 2.5-2.8) over each snow season for (A) 
Deadhorse, (B) Franklin Bluffs, (C) Bonanza Creek and (D) Smith Lake stations, and their 
corresponding uncertainties (solid cyan).
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(D) Smith Lake stations.
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Figure 2.11. The compasion between calculated from measured heat flux and estimated 
snow thermal consuctivities. (A) Snow depth (red curve), heat flux from the ground to 
the atmosphere (cyan curve), air (blue curve) and ground surface (green curve) tempera­
tures measured daily at the Prudhoe station within the Deadhorse area (B) Estimated using 
field data (cyan) and reconstructed using our method (green) snow thermal conductivity 
time series. Calculated from observed heat flux and temperature gradient thermal conduc­
tivities rounded over 30 days using moving average filter (MAF) (dash black curve) and 
reconstructed snow thermal conductivities rounded over 30 days using MAF (solid blue 
curve).
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Chapter 3
The effects of fire on the thermal stability of permafrost in lowland and upland black 
spruce forests of interior Alaska in a changing climate5
Abstract
Fire is an important factor controlling the composition and thickness of the organic layer 
in the black spruce forest ecosystems of Interior Alaska. Fire that bums the organic layer 
can trigger dramatic changes in the underlying permafrost, leading to accelerated ground 
thawing within a relatively short time. In this study, we addressed the following questions: 
(1) which factors determine the post-fire groimd temperature dynamics in lowland and 
upland black spruce forests? and (2) what level of bum severity will cause irreversible 
permafrost degradation in these ecosystems?
We evaluated these questions in a transient modeling-sensitivity analysis framework 
in order to assess the sensitivity of permafrost to climate, bum severity, soil organic layer 
thickness, and soil moisture content in lowland (thick organic layers) and upland (thin 
organic layers) black spruce ecosystems. The results indicate that climate warming accom­
panied by fire disturbances could significantly accelerate permafrost degradation. Per­
mafrost in upland black spruce environments under a stable climate with an organic soil 
layer up to 30 cm thick could completely degrade in an 18 m soil column within 120 years 
of a severe fire. In contrast, permafrost in a lowland black spruce environment with an 80 
cm thick soil organic layer is capable of being sustained under different scenarios of bum  
severity and climate warming.
3.1 Introduction
The largest reservoir of global terrestrial carbon is stored within organic soils of the bo­
real forest [Apps et al., 1993; McGuire et al., 1995; Zoltai and Martikainen, 1996; Alexeyev 
and Birdsey, 1998]. Black spruce is the dominant tree type in interior Alaska boreal forest 
environments, covering approximately 44% of the landscape [Cleve and Viereck, 1983]. 
Most of the black spruce forest is underlain by permafrost, which protects organic carbon 
from decomposition. Soil organic layers insulate the deeper soil permafrost from warm
§ E. E. Jafarov, V. E. Romanovsky, H. Genet, A. D. McGuire, and S. S. Marchenko, in preparation, to be 
submitted to the Journal of Environmental Research Letters.
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temperatures during summer and from cold temperatures during winter [Alexeyev and 
Birdsey, 1982; Bonan and Shugart, 1989; Yoshikawa et al., 2003]. The existence and thick­
ness of these organic layers are important factors controlling temperature of permafrost in 
the discontinuous permafrost region.
Climate is a major factor that can directly influence the thermal stability of permafrost 
[Camill, 2005; Callaghan et al., 2011]. Statistical analyses of climatic records (1930-2010) for 
Fairbanks indicate that mean annual air temperatures (MAATs) have increased by 1.79°C 
during the last 80 years (Fig. 3.1 A), and that there is no trend in snow depth change over 
the same time period (Fig. 3.1B). Global Climate Models (GCMs) predict large temperature 
increases in high latitude regions of the Northern Hemisphere during the 21st century 
[Solomon et al., 2007]. For the moderate A1B carbon emissions scenario, GCMs project 
annual mean temperature changes in northern high latitudes of +2.5 to +7°C [Overland 
et al., 2011]. A comparison of GCM projections for Alaska indicates lower uncertainty in 
temperature increases [Walsh et al., 2008].
In addition to the direct effects of climate on permafrost, fire can influence the thermal 
state of frozen ground by burning the soil organic layer [Zhuang et al., 2002; Yoshikawa 
et al., 2003]. The effects of fire on permafrost thermal dynamics depend on the thickness 
of the organic soil layer remaining after fire. Bum severity is defined by the depth of 
burning and the consumption of surface soil organic matter, which in turn depends on both 
weather and climate [Flannigan and Harrington, 1988; Johnson, 1992]. The most severe 
fires often occur late in the growing season when the active layer is deepest and upper 
soils are dry [Kasischke et al., 2010]. Fire frequency is expected to increase in Alaska during 
the remainder of the 21st century [Balshi et al., 2009]. Alteration of soil organic layers in 
response to a changing fire regime may trigger long-term changes in permafrost stability 
under some conditions. However, a soil organic layer could recover its pre-fire state within 
about 100 years [Cleve and Viereck, 1981] and provide some resilience against permafrost 
degradation in the face of warming climate and increased fire frequency and severity.
The post-fire dynamics of soil moisture are another factor that can affect soil thermal 
dynamics after fire. Fire tends to increase soil moisture content because of decreased evap- 
otranspiration [Klock and Helvey, 1976; Tiedemann et al., 1979; Moore and Keeley, 2000]. 
Increased soil moisture content in valleys and lowlands after fires can also be observed
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using remote sensing [Kasischke et al., 2007]. In-situ measurements of soil moisture at 
bum sites indicate higher moisture contents compared to unbumed sites [Yoshikawa et al., 
2003]. The increase in soil moisture content is more pronounced immediately after the 
fire, and slowly decreases through the following decade [Yoshikawa et al., 2003]. Lowland 
black spruce forests may provide a favorable environment for the persistence of permafrost 
in the face of changing climate and fire regimes. The low rates of evapotranspiration in 
lowland black spruce forests [Bonan, 1991; Liu et al., 2005] can cause the forest-floor to 
hold more moisture, which is necessary for deep accumulation of the soil organic layer 
over time [Fenton et al., 2005]. The accumulation of soil organic layers in mesic to moist 
boreal forest ecosystems is associated with feedbacks among cool and moist soils, low 
rates of decomposition and nutrient cycling, and high moss productivity [Johnstone et al., 
2010b]. The boreal forest ecosystem with shallow organic layers and drier soil conditions 
has higher rates of decomposition and higher vascular plant productivity, which reduces 
moss accumulation [Johnstone et al., 2010b].
Our primary goal in this study was to better understand the effects of climate warm­
ing, bum severity, post-fire recovery of the organic soil layer, and post-fire patterns of 
soil moisture on the thermal stability of permafrost in lowland and upland black spruce 
ecosystems in Interior Alaska. To assess the effects of each factor, we used soil properties 
observed at upland and lowland sites in the Bonanza Creek Experimental Forest near Fair­
banks, Alaska, where a severe forest fire occurred in the summer of 1983. In this study, 
we addressed the following questions: (1) which factors determine the post-fire groimd 
temperature dynamics in lowland and upland black spruce forests? and (2) what level of 
bum severity will cause irreversible permafrost degradation in these ecosystems?
3.2 Methods
To evaluate the effects of climate warming and fire disturbance on permafrost in the black 
spruce forests of Interior Alaska, we examined the following factors: 1) the effect of climate 
warming with no fire disturbance; 2) the effect of different bum severity levels under a 
stable climate; 3) the effect of dynamic post-fire soil organic layers under a stable climate; 
4) the effect of post-fire soil moisture dynamics under stable climate; and 5) the effect of 
climate warming with fire disturbance in combination with dynamic organic soil layers
53
and soil moisture. To simulate the effects of each these factors on permafrost, we used the 
Geophysical Institute Permafrost Laboratory (GIPL) numerical transient model [Sergueev 
et al., 2003; Nicolsky et al., 2007; Marchenko et al., 2008; Jafarov et al., 2012]. We simulated 
changes in soil organic layers with the Dynamic Organic Soil version of the Terrestrial 
Ecological Model (DOSTEM) [Yi et al., 2009, 2010; Yuan et al., 2012],
The GIPL model simulates the effects of snow and subsurface soil thermal properties on 
ground temperatures by solving the 1-D heat diffusion equation with phase change. The 
phase change associated with freezing and thawing process occurs within a range of tem­
peratures below 0°C, and is represented by the unfrozen water curve [Romanovsky and 
Osterkamp, 2000]. The model employs a finite difference numerical scheme over a spec­
ified domain. The soil column is divided into several layers (moss, fibrous, amorphous, 
mineral and rock), each with distinct thermo-physical properties. The overall soil column 
thickness was 20 m, where zero temperature gradient was set at the lower boundary. The 
GIPL model has been successfully validated using ground temperature measurements in 
shallow boreholes across Alaska [Romanovsky and Osterkamp, 2000; Nicolsky et al., 2009].
In this study, we addressed the effects of the Rosie Creek fire, a human-caused wildfire 
that burned 8,600 acres including one-third of the Bonanza Creek Long Term Experimental 
Forest (LTER) [Glenn, 2010]. Bonanza Creek is located about 20 km southwest of Fairbanks, 
Alaska. To distinguished the effects of fire on shallow versus deep organic layers, we 
considered upland and lowland sites from Bonanza Creek LTER [Jorgenson et al., 2010]. 
The organic soil profile at each site includes three organic layers (moss, dead moss, and 
peat), which we classify as moss, fibrous, and amorphous soil layers (Table 3.1). The rest 
of the soil column includes mineral soil and rock layers.
We set the upper boundary conditions to be equal to daily averaged air temperatures 
and snow depths from 1983. To mimic the effect of a stable climate, we replicated aver­
aged daily air temperatures and snow depths over 120 years. The 120-year time interval 
was chosen as a fire return frequency interval for the black spruce forest [Johnstone and 
Kasischke, 2005; Johnstone et al., 2010a]. The ground temperature and active layer dynam­
ics were simulated for 120 years after the fire. Prior to the simulation run, using pre-bum 
soil properties (Table 3.1), we equilibrated initial ground temperatures by spinning-up the 
model until mean annual ground temperature at every depth was stabilized.
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1. In the first stage of the numerical experiment, we tested the effects of a warming 
climate without fire disturbances. We imposed a linear warming trend by adding a yearly 
positive increment to daily air temperatures. We tested both 1 °C and 2°C of total warming, 
imposed gradually over 120 years. To introduce the effects of increased snow fall on the 
thermal stability of permafrost, we linearly increased snow depth by 20% over the fire 
frequency interval.
2. To quantify bum severities, we reduced overall organic layer thickness. In both 
the upland and lowland cases, we assumed a dry organic layer by the end of summer, 
so that the most severe fire burned the amount of organic layer equal to the active layer 
thickness. For example, if the overall organic layer thickness was 80 cm at the lowland site 
and the active layer thickness before the fire was 48 cm, then the maximum bum severity 
corresponds to 48 cm of organic layer removal. We applied different bum severity levels 
to the upland and lowland sites in order to identify thresholds after which permafrost 
degradation was irreversible. Organic soil layer removal associated with fire occurrence 
was implemented after ground temperatures reached their equilibrium state. Fire was 
implemented at the end of summer when the active layer depth was close or equal to its 
maximum value. Once the bum severity thresholds were identified, the next control factor 
was added into the analysis.
3. To address the effects of new organic layer accumulation, we simulated the dynamics 
of three different organic soil carbon layers (moss, fibrous, and amorphous layers; Table 
3.1), and used the DOSTEM [Yi et al., 2009, 2010] version of the TEM model [Raich et al., 
1991; McGuire et al., 1992; Melillo et al., 1993]. We used the DOSTEM to simulate post-fire 
organic layer re-accumulation rates for moss, fibrous and amorphous soil layers (Fig. 3.2) 
for the upland and lowland sites from Table 3.1. Organic soil layer accumulation rates were 
simulated for the equilibrium run of the DOSTEM model [Yi et al., 2010]. Soil carbon pools 
and decomposition rates for lowland and upland ecosystems were calibrated according to 
the sample records from Bonanza Creek LTER.
The DOSTEM calculates moss layer thickness (Fig. 3.2A) according to an empirical 
function [Yi et al., 2009]:
d-moss =  d moss,max ' .Vs// (]/s/ — Vhalf)  (3 -1 )
where dmoss is the thickness of moss (cm), dm0SStimx is the maximum thickness of moss (cm),
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ysf  is the number of years since the fire, and y^aif is the number of years needed for moss 
to reach half of dmosS!milx. For the upland and the lowland sites, we assigned dm0SStmax equal 
to 4 cm and 6 cm respectively, according to our observations, and y^if = 5 based on Yi et al. 
[2009],
The DOSTEM simulates thicknesses of fibrous and amorphous layers (Fig. 3.2C,B) 
using the soil carbon content, C, of each soil layer:
d = (C /a)l lb (3.2)
where C is the carbon content (gC /cm 2) of an organic layer, d is organic layer thickness (cm), 
and a and b are fitted coefficients for the fibrous or amorphous layers [Yi et al., 2009]. We 
inserted the organic soil thicknesses simulated by TEM (Fig. 3.2) into the GIPL numerical 
model in order to investigate the effect on permafrost post-fire dynamics.
4. During the fourth stage of the numerical experiment, we tested the impact of soil 
moisture on active layer depth. The effect of soil moisture was tested together with grow­
ing organic layers. We increased the upper soil layer moisture content to full saturation 
in the year following the fire, then linearly decreased the soil moisture saturation to its 
pre-fire condition over 10 years. Note that in the GIPL model, soil moisture content is not 
coupled with soil organic layer thermal properties.
5. Finally, we tested the effects of a warming climate on post-fire permafrost thermal 
dynamics, combined with changes in soil moisture and dynamic organic layer recovery 
in the 10 years following a fire. Climate warming scenarios applied to the upland and 
lowland sites were similar to the ones used in the first stage of the analysis with no fire 
disturbances.
3.3 Results
The results of active layer thickness (ALT) simulations under different climate warming 
scenarios without fire disturbance indicate gradual thickening of the active layer for every 
warming scenario at the upland and lowland black spruce sites without changing snow 
thickness (Fig. 3.3). For the upland simulation, with increased snow thickness (+2 °C 
mean annual temperature warming over 120 years with a 20% increase in snowfall), there 
was rapid increase in permafrost degradation at approximately year 105, when snow had
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increased 17.5%. The thickening of the active layer was weaker at the lowland site with 
a thicker organic layer for all warming scenarios, and there was no rapid increase in per­
mafrost degradation for the scenario with increasing snow thickness (Fig. 3.3B).
Fire disturbance with no climate change and no organic layer regrowth had a substan­
tial impact on permafrost thermal stability. At the upland black spruce site, permafrost 
started to thaw progressively when bum severity was equal to 12 cm of organic layer re­
moval (Fig. 3.4A). In contrast, permafrost did not progressively thaw at the lowland site 
until bum severity was equal to 24 cm of organic layer removal (Fig. 3.4B). Fire disturbance 
at the lowland site did not immediately degrade permafrost after 24 cm of the organic layer 
was burned; permafrost degradation began after approximately 100 years had passed. It is 
notable that the rate of permafrost degradation for the highest bum severity at the lowland 
site was less pronounced than for 15 cm bum severity at the upland site.
The next step in the numerical experiment was the implementation of dynamic change 
in the organic soil layer horizons in the GIPL model after fire, under a stable climate sce­
nario. When the organic soil dynamics for the both sites were included in the model, 
the permafrost table thickening threshold was shifted by 10% for upland permafrost (Fig. 
3.5A) and 100% for lowland permafrost (Fig. 3.5B). Allowing the regrowth of organic soil 
layers caused the threshold for permafrost degradation to increase at the upland site by 
10% (Fig. 3.5A) and prevented permafrost degradation at the lowland site (Fig. 3.5B). Per­
mafrost at the lowland site was able to fully recover its thermal state and ALT within 40 
years after fire (Fig. 3.5B).
Compared with a reference simulation, the simulation with post-fire soil moisture dy­
namics had a subtle effect on the pattern of ALT dynamics (Fig. 3.6A,B). The increase in 
soil moisture content retarded active layer thickening until the seasonally thawed layer 
began refreezing and prevented an unfrozen layer (talik) from forming. In the years after 
the talik formed at the upland site, an unfrozen layer that survived winter contributed to 
warmer ground temperatures. Therefore, a slightly deeper permafrost table formed when 
soil moisture dynamics were included in the simulation (Fig. 3.6A). In contrast, at the low­
land site, a talik did not form and an excess of soil moisture in the 10 years after the fire 
slowed the thickening of the active layer (Fig. 3.6B).
More detailed analyses of the soil moisture factor indicate that an increase in soil mois­
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ture content reduces ground temperature amplitude during the year following a fire (Fig. 
3.7A) compared with no change in soil moisture (Fig. 3.7B). In the current formulation, 
changes in soil moisture introduce the effect of the latent heat of water fusion on per­
mafrost and do not connect with changes in soil thermal properties [Jorgenson et al., 2010]. 
Latent heat corresponds to the energy that needs to be spent in order to freeze or thaw 
the excess ground water available as a result of decreases in evapotranspiration. This la­
tent heat effect reduces the groimd temperature amplitude (Fig. 3.7A). At the upland site, 
during 15 cm of organic layer bum, changes in soil moisture content accelerated the devel­
opment of the thaw layer and therefore increased the warming effect of the groimd. An 
increase in soil moisture affected the active layer depth and caused the groimd to refreeze 
more slowly. Ground temperature freeze-up dates simulated with increased post-fire soil 
moisture contents indicate a faster transition from seasonally thawed active layer to talik. 
This can be better seen on the freeze-up day graph (Fig. 3.8A), which indicates that freeze- 
up ceased four years after the fire. Therefore, the threshold between a freeze-up year and a 
no freeze-up year occurred between year four and year five. This threshold marks the time 
of the beginning of talik formation, which allows heat to remain in the ground longer and 
contributes to its further warming. In the case with no changes in soil moisture, it took two 
years longer for the talik to form (Fig. 3.8B), which reduced the effects of ground warming 
and therefore reduced the depth of the permafrost table (Fig. 3.6A). At the lowland site, 
increased soil moisture also delayed the freeze-up date, but freeze-up still occurred and no 
talik formed (Fig. 3.8B). The ability of the lowland permafrost to completely refreeze the 
soil column contributed to the shallow ALT within 10 years after the fire (Fig. 3.6B).
For the final simulation, we included climate warming, fire disturbance with post-fire 
organic layer dynamics, and soil moisture dynamics. Results indicate substantial per­
mafrost degradation at the upland site for bum severity equal to 15 cm (Fig. 3.9A) com­
pared with no fire (Fig. 3.3A). In contrast, at the lowland site for the most severe bum  
(equal to 48 cm of organic soil removal), permafrost was able to recover its pre-fire ther­
mal condition under almost every warming scenario, except the highest warming scenario 
with an increase in snow thickness (Fig. 3.9B). For the entire organic layer bum at the 
upland site, active layer thickness dramatically increased to 8 m within 30 years after the 
fire for the no climate change scenario, with further deepening to 18 m within the next 70
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years (Fig. 3.10). For the +2°C and increased snow depth scenario, permafrost completely 
disappeared in a 20 m soil column 67 years after a fire (Fig. 3.10).
3.4 Discussion
Resilience of permafrost is the capacity to maintain frozen temperatures and similar ground 
ice contents and morphologies, while vulnerability is the extent to which permafrost thaws 
vertically and laterally and how much thaw settlement occurs during thawing of ground 
ice [Jorgenson et al., 2010]. In the current analysis, we define the vulnerability and re­
silience of the permafrost based primarily on changes in its temperatures and ALT. Per­
mafrost vulnerability in the black spruce forest is the combination of resilience and expo­
sure, whereas climate change and bum severity are components of exposure.
Fire is a major disturbance in the high-latitude boreal forest. It influences vegetation 
and permafrost [Balshi et al., 2009], and is in turn strongly influenced by climate and hu­
man activity [Kasischke et al., 2000]. Balshi et al. [2009] provide evidence that fire fre­
quency as well as the amount of area burned by wildfires will increase by 2050. The burn­
ing of vegetation, moss and a portion of the surface peat layer by fire leads to degradation 
of permafrost and an increase in active layer thickness, which could be irreversible in areas 
with shallow organic soil layers (Fig. 3.10). Permafrost degradation could trigger changes 
in the ecosystem succession cycle, i.e. transition of black spruce forests to deciduous forests 
[Johnstone and Kasischke, 2005; Johnstone et al., 2010a]. Thawing of permafrost increases 
the depth of the active layer and lowers of the water table, which could accelerate the rate 
of carbon loss in Arctic ecosystems [Schuur et al., 2009]. Studies show that warmer air tem­
peratures associated with longer snow-free seasons result in the largest relative soil organic 
carbon losses (~  5.3 kgCrrr2), whereas high bum severity regimes associated with warmer 
and drier conditions could magnify organic carbon losses (~  6.2 kgCm~2) [O'Donnell et al., 
2011].
The magnitudes of the climate warming and bum severity effects can be different due 
to differences in soil texture, thermal properties, degree of soil saturation, and snow depth. 
An increase in snow depth increases the warming effect on the ground due to the insulat­
ing properties of snow. Flowever, the overall effect of snow after fire is not well under­
stood. For example, snow compaction could be increased after a fire due to wind com­
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paction effects, which could decrease the insulation of the ground. When trees regrow, 
they can intercept falling snow and improve permafrost stability.
The ability of a system to recover depends on the organic layer thickness left after a 
fire. According to our simulations, organic layer recovery after a fire increases permafrost 
resilience for both boreal forest sites. Different rates of organic layer recovery can have 
different impacts on the permafrost. Numerical experiments indicate that recovery of the 
permafrost thermal conditions after moderate to severe fires could be initiated as soon as 
moss layers start to re-accumulate. Thus, the amount of organic layer left after a fire and 
the re-accumulation of the soil organic layer are two major negative feedbacks that could 
slow permafrost degradation.
The results of the current analysis could be generalized for upland boreal forest ecosys­
tems with a thin (up to 30 cm) organic layer. Our results indicate that, for Interior Alaska 
(Fairbanks) with MAATs of about —2 °C, a fire that bums 15 cm or more of the soil organic 
layer could trigger immediate permafrost degradation. South of Fairbanks, less severe 
fires could trigger permafrost degradation. Permafrost resilience increases to the north, 
meaning that thicker organic soil layers need to be burned before permafrost degrada­
tion occurs. Upland sites with significantly deeper organic soil layers may not necessarily 
demonstrate similar permafrost degradation rates. Similarly, lowlands with shallow or­
ganic layers could have less resilience to climatic changes and fire disturbances. Dry areas 
with shallow organic layer thicknesses and MAATs of about —2 °C have no resilience to 
severe fires and can lose their underlying permafrost within a relatively short time-frame. 
The vegetation succession cycle in these areas could change due to changes in the soil con­
ditions. Areas with deep, wet organic soil layers in regions with MAATs of about —2 °C 
have high degrees of resilience, and the vegetation succession cycle in these areas will most 
likely be preserved.
3.5 Conclusions
Thawing of permafrost could have a significant impact on soil hydrology, vegetation suc­
cession and the global carbon balance. The results of the current simulations indicate high- 
order permafrost vulnerability in black spruce forests with thin (up to 30 cm) organic soil 
layers. Our numerical experiments show that soil organic layers play a crucial role in per­
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mafrost recovery after fire disturbances. Predicted increases in forest fire frequency and 
severity will primarily affect areas with shallow and dry organic soil layers, where fire 
will accelerate permafrost degradation and most likely introduce changes in post-fire veg­
etation. The amount of soil organic matter left unbumed after a fire and the rate of its 
recovery will determine permafrost degradation and later aggregation rates. Wet soil pro­
vides a better environment for moss layers to regrow, and therefore improves permafrost 
resilience. An increase in post-fire soil moisture content and changes in soil thermal prop­
erties could potentially accelerate ALT. The hydrological factor was not well-addressed in 
the current version of the GIPL model, since changes in soil moisture were not coupled 
with changes in soil thermal properties. Instead, we addressed the effect of latent heat on 
post-fire permafrost dynamics. This work emphasizes the high-order sensitivity between 
soil organic layer thickness, bum severity and climate warming. The effect of organic layer 
development needs to be better addressed in the permafrost models. To better simulate the 
spatial effect of forest fires on permafrost, it is necessary to couple the GIPL, DOSTEM and 
fire generation numerical models. Future work is necessary to improve the results of spa­
tial permafrost modeling in the black spruce forests of the discontinuous permafrost zone.
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3.7 Tables
Table 3.1. Thermal properties used in ground temperature simulations for the unbumed 
upland and lowland sites.
Soil type VWC UWC (a,b) Ct/Cf
(106)
k t/k f Thicknes
(m)
Upland soil layers
moss 0.101 0.001/-0.1 1.8/1.6 0.08/0.13 0.04
fibrous 0.185 0.002/-0.1 1.9/1.7 0.12/0.26 0.13
amorphous 0.56 0.48/-0.38 2.6/2.2 0.35/0.54 0.13
mineral 0.50 0.53/-0.38 2.5/1.7 1.0/2.1 2.7
rock 0.2 0.01/-0.1 1.8/1.6 2.2/2.8 17.0
Lowland soil layers
moss 0.08 0.001/-0.1 1.8/1.6 0.08/0.13 0.06
fibrous 0.12 0.002/-0.1 1.9/1.7 0.18/0.36 0.12
amorphous 0.62 0.48/-0.38 2.6/2.2 0.56/1.6 0.62
mineral 0.50 0.53/ -0.38 2.5/1.7 1.0/2.1 2.2
rock 0.2 0.01/-0.1 1.8/1.6 2.2/2.8 17.0
VWC - Volumetric water content (fraction of 1)
UWC - Unfrozen water coefficients
C t/C f - Thawed/frozen volumetric heat capacities [/m_3K_1] 
kt/k f - Thawed/frozen thermal conductivities [Wm_1X_1]
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Figure 3.1. Climatological data from the Fairbanks International Airport station: (A) mean 
annual air temperature in °C and (B) seasonal averaged snow depth in meters. ACRC: 
Alaska Climate Research Center, Fairbanks Alaska Climatology, Geophysical Institute, 
Univ. of Alaska Fairbanks, AK, http://climate.gi.alaska.edu, 2010.
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Figure 3.2. The postfire dynamics rates of (A) moss, (B) fibrous, and (C) amorphous organic 
soil layers simulated by DOSTEM model during the equilibrium rim.
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Figure 3.3. Simulations of the active layer thickness for the (A) upland and (B) lowland 
boreal forest sites for different warming scenarios with no fire disturbances. Time interval 
[-10,0] corresponds to the equilibrium run, and [0,120] time interval corresponds to the 
transient run.
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Figure 3.4. Simulations of the permafrost table depth for the (A) upland and (B) lowland 
boreal forest sites for different fire severities during stable climate (mean annual air tem­
peratures —2°C). Time interval [-10,0] corresponds to the equilibrium rim, and [0,120] time 
interval corresponds to the transient run, where 0 is year of a fire ignition.
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Figure 3.5. Simulations of the permafrost table depth for the (A) upland and (B) low­
land boreal forest sites for different fire severities during stable climate (mean annual air 
temperatures —2°C) using dynamic organic soils recovery rates. Time interval [-10,0] cor­
responds to the equilibrium rim, and [0,120] time interval corresponds to the transient rim, 
where 0 is year of a fire ignition.
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Figure 3.6. Simulated permafrost table dynamics with and without changes in the soil 
moisture content within 10 years after fire for (A) upland (B) lowland sites during stable 
climate ( mean annual air temperatures —2°C) using dynamic organic soils recovery rates 
generated by the Dynamic Organic Soil Terrestrial Ecosystem Model. Time interval [-10,0] 
corresponds to the equilibrium rim, and [0,120] time interval corresponds to the transient 
run, where 0 is year of a fire ignition.
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Figure 3.7. Contour plots of the ground temperature dynamics with depth over time for the 
lowland permafrost site simulated with (A) and without (B) changes in the soil moisture 
content 2 years after fire.
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Figure 3.8. Freeze-up time for (A) the upland permafrost site after 15 cm of the organic 
layer bum and (B) the lowland permafrost site after 48 cm of the organic layer burn sites.
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(A) Upland 50% burn
(B) Lowland 100% burn
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Figure 3.9. Simulated permafrost table dynamics after (A) 15 cm of the organic layer bum 
for the upland and (B) 48 cm of the organic layer bum for the lowland boreal forest per­
mafrost sites during different climate warming scenarios using dynamic organic soils re­
covery rates and changes in soil moisture content. Time interval [-10,0] corresponds to the 
equilibrium run, and [0,120] time interval corresponds to the transient run, where 0 is year 
of a fire ignition.
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Figure 3.10. Simulated permafrost table dynamics after 100 % organic layer burn for the 
upland boreal forest permafrost sites during different climate warming scenarios using 
dynamic organic soils recovery rates and changes in soil moisture content. Time interval 
[-10,0] corresponds to the equilibrium run, and [0,120] time interval corresponds to the 
transient rim, where 0 is year of a fire ignition.
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Chapter 4
Numerical modeling of permafrost dynamics in Alaska using a high spatial resolution
dataset®
Abstract
Climate projections for the 21st century indicate that there could be pronounced warming 
and permafrost degradation in the Arctic and sub-Arctic regions. Climate warming is 
likely to cause permafrost thawing with subsequent effects on surface albedo, hydrology, 
soil organic matter storage and greenhouse gas emissions.
To assess possible changes in permafrost thermal state and active layer thickness, we 
implemented the GIPL2-MPI transient numerical model for the entire Alaska permafrost 
domain. The model input parameters are spatial datasets of mean monthly air tempera­
ture and precipitation, prescribed thermal properties of the multilayered soil column, and 
water content. The parameters are specific to each soil class and geographical location. As 
a climate forcing, we used a composite of five IPCC Global Circulation Models that was 
downscaled to 2 by 2 km spatial resolution by the Scenarios Network for Alaska Planning 
(SNAP) group.
In this chapter, we present modeling results based on this five-model composite with 
the A1B carbon emission scenario. The model has been calibrated with annual borehole 
temperature measurements for the State of Alaska. We also performed more detailed cal­
ibration for fifteen shallow borehole stations where high quality data are available on a 
daily basis. To validate the model's performance, we compared simulated active layer 
thicknesses with observed data from Circumpolar Active Layer Monitoring (CALM) sta­
tions. The calibrated model was used to address possible ground temperature changes for 
the 21st century. The model simulation results show that widespread permafrost degrada­
tion in Alaska could begin between 2040 and 2099 within the vast area south of the Brooks 
Range, except for the high altitude regions of the Alaska Range and Wrangell Mountains.
§ Jafarov, E. E., Marchenko, S. S., and Romanovsky, V. E.: Numerical modeling of permafrost dynamics in 
Alaska using a high spatial resolution dataset, The Cryosphere, 6,613-624, doi:10.5194/tc-6-613-2012, 2012.
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4.1 Introduction
According to the State of the Climate in 2010 Report [Richter-Menge and Jeffries, 2011], the 
Arctic cryosphere is undergoing substantial changes such as loss of sea ice and warmer 
ocean temperatures, melting of the Greenland Ice Sheet and glaciers, and continuous in­
crease in permafrost temperatures. Permafrost is one of the main components of the 
cryosphere in northern regions, where it influences hydrological processes, energy ex­
changes, natural hazards and carbon budgets. The World Meteorological Organization 
(WMO) identifies permafrost as one of the six cryospheric indicators of global climate 
change [Brown et al., 2008]. Changes in the thermal state of permafrost in Alaska were 
reported recently by Romanovsky et al. [2010] and Smith et al. [2010], who observed 
an increase in permafrost temperatures by 0.5 — 3°C over the last 30 years. Thawing of 
permafrost causes land surface changes, damaging forests, houses, and infrastructure. 
Changes in permafrost thermal state can have a significant impact on the state's economy 
due to the additional repair costs of public infrastructure [Larsen et al., 2008].
Mapping of permafrost distribution, especially its thermal state, remains a challenging 
problem due to the sparsity of observed data. Despite the fact that geophysical surveys 
and boreholes are the most reliable sources of information about permafrost, they are ex­
tremely costly and are mostly available from relatively small areas such as oil fields and 
transportation corridors.
In the past, one of the most popular methods in permafrost mapping was the use of 
a frost number or permafrost index [Nelson, 1986], which usually takes into account sea­
sonal air temperature variations explicitly, and does not include other important factors 
such as snow, soil moisture content, and soil thermo-physical parameters that affect the 
permafrost thermal state.
Riseborough et al. [2008] divided permafrost models into three main categories: em­
pirical, equilibrium and numerical. Empirical models relate permafrost occurrences to 
topoclimatic factors and use empirically derived landscape parameters representing the 
response of the active layer and permafrost to both climatic forcing and local factors, such 
as soil properties, moisture conditions and vegetation [Nelson et al., 1997; Shiklomanov 
and Nelson, 2002; Zhang et al., 2005; Shiklomanov et al., 2008]. Equilibrium models em­
ploy transfer functions between the air and ground temperatures to define the active layer
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depth. The Kudryavtsev Model, N factor, TTOP and GIPL 1.0 models are classified as equi­
librium models [Kudryavtsev et al., 1974; Romanovsky and Osterkamp, 1995, 1997; Shik- 
lomanov and Nelson, 1999; Klene et al., 2003; Sazonova and Romanovsky, 2003; Wright 
et al., 2003]. However, the applicability of equilibrium models is restricted to problems 
of limited complexity, and cases where transient effects may be neglected or unimportant. 
Numerical solution methods are generally used to solve freezing and thawing problems 
over a short (engineering) time scale in which transient effects of phase change are impor­
tant [see Williams and Smith, 1989, pg. 86]. Therefore, transient numerical modeling with 
an incorporated phase change effect is the most effective method to simulate and forecast 
the thermal regime of permafrost over a relatively short time interval. Transient numerical 
models [e.g., Gruber et al., 2004a,b; Nicolsky et al., 2007; Farbrot et al., 2007; Etzelmuller 
et al., 2008] have a higher computational cost, but they are more accurate in determining 
temperature field and phase change boundary dynamics.
In this chapter we propose a method based on numerical modeling, which allows us 
to map the temporal dynamics and spatial distribution of permafrost with high spatial 
resolution. To simulate ground thermal regimes, we implement the GIPL2-MPI numerical 
transient model. The GIPL2 was developed by G. Tipenko and V. Romanovsky [Tipenko 
et al., 2004] and applied for first time to the entire Alaskan permafrost domain with 0.5° 
spatial resolution by Marchenko et al. [2008]. In order to quantify the socio-economical 
impact of permafrost degradation, permafrost distribution maps with higher spatial res­
olution are required. In the current project, we map the permafrost thermal state with 2 
by 2 km spatial resolution, which is 410205 grid points, to cover the entire Alaskan region. 
Due to an increase in the amount of spatial grid points, the computational load increases 
as well. To perform calculations efficiently, we developed the GIPL2-MPI version of the 
GIPL2 model, which runs in parallel on several processors. To run the parallel model, we 
used the Arctic Region Supercomputing Center facility at the University of Alaska Fair­
banks.
The current chapter is constructed in the following order. The mathematical descrip­
tion section gives more detailed information on our methods. In the methods section we 
outline all necessary input datasets, such as initial temperatures, snow, thermal properties 
of multi-layered organic and mineral soils, and geothermal heat flux. The model calibra­
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tion and validation section provides a detailed description of the model calibration with 
observed monthly-averaged temperatures available from shallow boreholes stations and 
validation of the mean annual ground temperatures from deep boreholes, as well as val­
idation of the active layer thickness values with CALM1 active layer observation stations 
in Alaska. The "optimization of ground thermal parameters" section illustrates the effect 
of additional upper layer(s) of organic matter on mean annual ground temperatures. In 
the results section, we illustrate the model outputs and provide projected decadal warm­
ing rates at different depths for the 21st century. The discussion section gives an overview 
of major physical factors that affect the permafrost thermal regime and outlines how the 
model can be improved. Finally, the conclusion section outlines major results and con­
cludes the current work.
4.2 Mathematical model
The GIPL2-MPI numerical model solves the Stefan problem [Vasilios and Solomon, 1993] 
with phase change, which is the problem of thawing or freezing via conduction of heat. 
The enthalpy formulation used in the solution of Stefan problem is the most common 
method, which does not require explicit treatment of the moving freeze/thaw boundary 
[Caldwell and Chan, 2001]. The core of the GIPL2-MPI numerical model is based on the 
1 — D quasi-linear heat conductive equation [Sergueev et al., 2003]:
T - eW )  <«>
where x e (xu,x/) is a spatial variable that changes with depth, xu and X ; are the upper and 
lower boundaries of the vertical grid, x E (0, T) is a temporal variable, t(x, t) is temperature, 
k(x, t) is thermal conductivity (Wm~l K~1), and H(x, t) is an enthalpy function.
t
H(x, t) = J  C(x, s)ds + L0(x, t) (4.2)
o
where C(x,s) is volumetric heat capacity {Jm~3K~l ), and 0(x. t) is volumetric water con­
tent (fraction of 1); L is the volumetric latent heat of freeze/thaw (Jm~3). The Eq. (4.1) is
complemented with boundary and initial conditions. The upper part of the domain cor­
responds to the air layer which is at two meters height above the surface. The fictitious
1Circumpolar Active Layer Monitoring Network http://www.udel.edu/Geography/calm/
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domain formulation [Marchuk et al., 1986] allows us to incorporate a seasonal snow layer 
into the current air layer. The Dirichlet type boundary condition was used as an upper 
boundary condition:
t(xu; t)  = fair (4-3)
where tajr is a monthly-averaged air temperature. The geothermal gradient was set at the 
lower boundary:
- g  (4.4)
where g  is geothermal gradient, a small constant number (Km-1). For the initial temper­
ature distribution we used an appropriate ground temperature profile based on the point 
location
f(x,0) = t0(x). (4.5)
The formula for unfrozen water content 0(x , t) is based on empirical experiments and has 
the following form:
{1, t>  f* (4.6)a\t\ b, t < t * .
Parameters a and b are dimensionless positive constants [Lovell, 1957], and t|(x) represents 
the volumetric soil moisture content. The right side of the Eq. (4.6) represents the liquid 
pore water fraction. The constant t* = (l/a )b is a freezing point depression, which from a 
physical point of view means that ice does not exist in the soil if t > f*. 0(x,f) changes
with depth and depends on the soil type. The discretized form of Eq. (4.1) can be found in
[Sergueev et al., 2003] and [Shiklomanov et al., 2008]. A detailed mathematical description 
of the model and numerical solution can be found in [Nicolsky et al., 2007].
4.3 Methods
We implemented the Scenarios Network for Alaska Planning (SNAP) dataset as a baseline 
input for the GIPL2-MPI numerical model. The dataset is composed of five GCMs, which 
(according to SNAP) perform the best for Alaska [Walsh et al., 2008]. The dataset includes 
monthly-averaged temperatures and precipitation data for the years 1980-2099, using A1B 
carbon emission scenario. The outputs from the selected five models were downscaled
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to 2 by 2 km resolution by SNAP using the knowledge-based system PRISM2. PRISM 
uses a digital elevation model that contains information describing Alaska's topography 
(slopes, aspects, elevation) and observed precipitation measurements to determine varia­
tions in precipitation as functions of elevation. To calculate snow depth and its thermal 
conductivity, we developed the following method. Snow density is calculated according 
to [Verseghy, 1991]
PO  P s m in i  P i  =  ( P i —1 P s  max)e  *  +  Psmax- ( 4 - 7 )
where Xj = 0.24 corresponds to an e-folding time of about 4 days, ps is the snow density in 
units of kg ■ m~3, and the value of ps ranges from minimum snow density psmin to maximum 
snow density psmflX with a time step Ax of one month. We chose psmm and psmax from the 
corresponding snow classes following [Sturm et al., 1995]. Snow depth hs is calculated 
by extracting snow water equivalent (SWE) from the downscaled fxve-GCM composite 
precipitation dataset:
,  S W E  o xhs = — — (4.8)P s
Snow thermal conductivity ks was calculated according to [Sturm et alv 1997].
ks = 0.138 -  1.01ps + 3.233ps. (4.9)
Snow water equivalent was extracted from the precipitation dataset by comparing monthly 
mean temperatures with the water freezing point temperature. If the MMT is less than 0°C, 
we accumulate the SWE on a monthly basis (i.e. since snow stays on the ground after it 
falls, we add existing SWE to the SWE for the current month). When the SWE is obtained, 
we calculate density, depth and thermal conductivity of the snow by employing equations 
4.7-4.9.
We analyzed the ground temperature profiles (ground temperature distribution pro­
files are available online at Geophysical Institute Permafrost Laboratory3 and Advanced 
Cooperative Arctic Data and Information Service4 websites) in more than 25 relatively 
deep boreholes from 29 to 89 m in depth [Osterkamp and Romanovsky, 1999; Osterkamp,
2Parameter-elevation Regressions on Independent Slopes Model climate mapping system 
(http: /  /  www.prism.oregonstate.edu)
3www.permafrostwatch.org
4www.aoncadis.org
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2003] along the Trans-Alaskan transect. This analysis revealed a ground temperature zon­
ality in Alaska with generally lower permafrost temperatures in the north and higher 
groimd temperatures in the south. Based on this zonality, we extrapolated available initial 
ground temperature profiles to wider areas and classified them into 18 ground temperature 
zones (Fig. 4.1). The 18 ground temperature zones represent the 18 classes of temperature 
distribution with depth and were used as initial conditions for simulation.
The thermo-physical properties (volumetric soil ice /w ater content, unfrozen water 
curve parameters, soil heat capacity and thermal conductivity, thickness of soil layers, etc.) 
for 18 ground temperature zones might be different and depend on many factors including 
surficial geology. The number of soil type classes we used in these simulations was 26, and 
each class had its own number of soil and bedrock layers with different thermal proper­
ties (e.g. peat, silt, bedrock, gravel etc.). The multilayered soil columns were assigned for 
each soil class according to the Modified Surficial Geology Map of Alaska [Karlstrom et al., 
1964]. The thermo-physical properties were assigned to each ground mineral layer accord­
ing to surficial geological (soil type) class. The model was calibrated against the groimd 
temperature measurements from the shallow boreholes, which were specific for each soil 
class and geographical location (the method used and its limitations were described in 
more detail by Nicolsky et al. [2007]). Organic layers in the model were introduced as a 
separate layer(s) which could be added to the top of a mineral soil column. For upper 
organic soil layers, we used the data obtained from the numerous field observations and 
Ecosystem Map of Alaska from the National Atlas of the United States of America5. To fur­
ther optimize the number and the thermal properties of the organic layers, we developed 
an algorithm described in the "optimization of ground thermal parameters" section.
Each grid point on the map uses a one-dimensional multilayer soil profile down to a 
depth of 700 m. The vertical grid has fine resolution between nearby points at the near 
surface ground layer (0.01 m) and becomes coarser towards the bottom boundary (100 m). 
The geothermal heat flux was assigned as a lower boundary condition. The values for the 
geothermal heat flux were generated using Pollack's geothermal heat model [Pollack et al., 
1993].
5http: /  / www.nationalatlas.gov
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4.4 Model calibration and validation
For the initial model calibration, we used measured data from more than fifteen shallow 
boreholes (1-1.2 m in depth) across Alaska. These high quality ground temperature mea­
surements (precision generally at 0.01°C) are available from the mid-1990s to 2010. Soil wa­
ter content and snow depth measurements were also available at most of these boreholes. 
Figures 4.2 through 4.4 illustrate the results of the model calibration for the three shal­
low borehole stations. The West Dock site (Fig. 4.2) is located on the outer Arctic Coastal 
Plain within the Prudhoe Bay oil field. The polygonized "uplands" and drained thaw-lake 
basins constitute the primary relief at this site. Landcover units include wet nonacidic 
graminoid- moss tundra. The site was described by Osterkamp [1987] and Romanovsky 
and Osterkamp [1995]. TheSagMat site (Fig. 4.3) is located on a north-facing slope of about 
2 degrees. The vegetation cover is a moist acidic tundra [Walker et al., 2008]. The Galbraith 
Lake site (Fig. 4.4) is located in a previously glaciated mountain valley. Landcover units 
include graminoid-moss tundra and graminoid, prostrate dwarf-shrub, and moss tundra 
(wet and moist nonacidic). Further site descriptions can be found in [Ping et al., 2003]. All 
of these sites were instrumented by at least ten thermistors arranged vertically at depths 
from 0 to 1 m. A detailed description of the thermistor set up and installation can be found 
in Nicolsky et al. [2007]. For all the stations, correlations between GCMs and observations 
are higher than 90% for monthly mean air temperatures (MMATs). Despite the high cor­
relation between downscaled and observed MMATs, the freezing and thawing periods do 
not always agree well with the downscaled GCM composite. As can be seen from Fig. 
4.2, the variances between simulated and measured ground temperatures during the 1999 
freezing period increased with depth. The simulated monthly-averaged ground tempera­
tures decrease sharply when the actual ground temperature freezing period is longer. The 
same pattern can be observed during the thawing periods of 2004 and 2005 in SagMat 
(Fig. 4.3). Furthermore, there were winter periods in which the actual monthly-averaged 
ground temperatures were colder than the simulated temperatures (see SagMat thawing 
period 2002, 2004, 2005, Fig. 4.3, Galbraith Lake winter periods 2004, 2005, Fig. 4.4), which 
could be due to snow conductivities and snow depth biases over those winter periods. The 
simulated groimd temperatures were, in general, smoother than measured temperatures 
and did not represent the seasonal effects, which could be a reason for high variabilities
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between measured and simulated ground temperatures over certain winter seasons.
To validate the model results, we used annually-averaged temperatures at deeper depths. 
More than 50 deep boreholes from 29 m to 89 m in depth (GTN-P6) were available for model 
calibration of permafrost temperature profiles. For most of the borehole stations, the devi­
ation between observed and measured mean annual ground temperatures (MAGTs) was 
less than 1 °C (Fig. 4.5). There were four stations at which the deviation was greater than 
1°C, three of which were located in the tussock area. The MAGTs for the tussock-like areas 
are usually sensitive to snow depth. If snow depth does not exceed the height of tussock, 
then cold air can penetrate deep into the ground; otherwise, when snow depth exceeds 
the height ofthe tussock, it isolates the ground from cold air. The permafrost observation 
station with the measured —3.81°C and simulated —6.32°C MAGTs at a depth of 20 m corre­
sponds to the site in the continuous permafrost zone with MAATs around —10°C. The fact 
that the measured MAGT was almost 3 degrees warmer might be due to the site's location, 
which was near small lakes. The convective heat transfer due to ground water movements 
or heat from the open water reservoirs might be an essential factor in producing warmer 
MAGTs.
In addition to deep borehole stations, we validated the MAGTs from the permafrost 
observation stations using data from the US Schools project7 (Fig. 4.6). The measure­
ments from these stations were taken at relatively shallow depths, ranging from 1 to 6 
m. Most of the stations were located in close proximity to public schools, rivers or lakes. 
There were three stations where differences between measured and simulated tempera­
tures were greater than 3°C. One of them was located in the city, another close to the lake, 
and the third was close to one of the branches of the Yukon river. The first permafrost 
station experienced the influence of anthropogenic warming, and the other two may have 
experienced lateral heat exchange due to subsurface ground water movements.
Finally, we validated the simulated active layer thicknesses with observed ALTs from 
43 CALM8 observation stations in Alaska (Fig. 4.7). For the ALT comparison test we 
compared averaged active layer thicknesses over the available time periods with the cor-
6Global Terrestrial Network for Permafrost http://www.gtnp.org
7IPA-IPY Thermal State of Permafrost (TSP) Snapshot Borehole Inventory, Version 1.0 
(http://nsidc.org/data/g02190.html)
8Circumpolar Active Layer Monitoring Network http://www.udel.edu/Geography/calm/
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responding simulated ALTs. During ALT simulation, the soil moisture content was speci­
fied for each of the simulated stations and held constant throughout the entire simulation 
period. The major restriction of this approach reflects the limitation of available data on 
soil moisture content and its dynamics over time for each of the stations. There were two 
main uncertainties while comparing simulated and measured ALTs. First, there are sev­
eral methods for measuring ALT, and all of them have their own limitations [Nelson and 
Hinkel, 2003]. Second, simulated AL depth was driven by monthly-averaged climate data 
and by the amount of prescribed soil moisture content. During model validation, the val­
ues for several observation stations were adjusted by assigning additional organic layers.
To evaluate overall model performance and model bias, we calculated the mean abso­
lute error (MAE), root mean square error (RMSE), and mean bias error (MBE) according to 
the following series of equations [Willmott and Matsuura, 2005]:
where e,- is a difference between simulated and observed MAGTs and ALTs and n is the 
number of stations.
The MAE shows an overall error for all compared stations, while the RMSE empha­
sizes an error variation within the individual stations and the MBE shows that the model 
underestimates or overestimates the observed data. The MBE in Table 4.1 shows that our 
simulations were mainly underestimates.
4.5 Optimization of ground thermal parameters
To ensure that the initial temperature conditions did not influence the results, we ran a 
spin-up with assigned initial groimd temperature profiles (Fig. 4.1) corresponding to the 
middle of August 1980, until the soil temperature profile reached equilibrium with the up­
per and lower boundary conditions. The equilibrium temperature profile was determined 
when the maximum difference of soil temperatures at all levels between two successive 
annual cycles was less than 0.01°C. This was used as the initial condition.
After 30 years of simulations, the MAGTs at 1 m depth in the western and southwest­
ern regions of Alaska were slightly warmer than the measured ground temperatures from
(4.10)
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those areas (Fig. 4.8). These parts of Alaska correspond to subarctic oceanic and conti­
nental sub-arctic climates. During spring, when the Bering Sea is ice-free, the moderating 
influence of the open water helps to melt the snow early for some areas adjacent to the 
sea, when winter temperatures are more continental due to the presence of sea ice [Ser- 
reze and Barry, 2005]. The mean annual average air temperatures range from 1 °C to 2°C 
from west to southwest Alaska. These regions correspond to ecosystem-protected per­
mafrost zones that have formed under colder climate conditions and currently persist only 
in undisturbed late-successional ecosystems [Shur and Jorgenson, 2007]. The MAGTs for 
the areas with a sufficient amount of organic cover and soil moisture content usually ex­
perience gradual temperature increases even when MAATs are slightly higher than 0°C 
[Jorgenson et al., 2010]. Therefore, an additional layer of organic matter might provide 
permafrost with necessary resilience. However, highly variable precipitation and thermal 
properties of mineral soils in the western and southwestern parts of the region makes the 
choice of an appropriate additional organic layer (AOL) non-trivial.
To address this issue, we developed an algorithm that assigns optimal additional or­
ganic layer(s) for every grid point based on the deviation coefficient between the modeled 
equilibrium temperature profile and the assigned initial ground temperatures. During 
model calibration we tested the effects of varying climatic and ecological conditions on 
ground temperatures, and developed nine classes of additional organic layers. The ad­
ditional organic layer(s) varied from thinner to thicker, and had different amounts of soil 
moisture and slightly different thermal properties.
Our algorithm is based on the following principle. If the initial temperature profile 
represents the actual ground temperature distribution for the year 1980, then the equili­
brated ground temperatures should not deviate significantly from the initial temperature 
distribution profile. Otherwise, we assign additional organic layer(s) in a successive man­
ner. The layer(s) corresponding to the smallest deviation between equilibrated and initial 
ground temperature profiles are assigned as the final additional organic layer(s) at the cor­
responding location.
The obtained additional organic layer mask (Fig. 4.9) excludes lakes, rivers and moun­
tain areas, and shows places where differences between initial temperature profiles and 
equilibrated temperatures vary significantly. These places required an additional organic
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layer(s) located in areas where we do not have many observation stations, mostly in the 
discontinuous permafrost zone. The amount of AOL in the northwestern part is thin and 
not so extensive compared with the AOL in the southwestern territories. The thickness of 
the AOL is becoming more diverse in the south and southwestern parts of the region. The 
AOL mask indicates the places where the initial temperature profiles should be adjusted. 
As mentioned in the methods section, the initial temperature profiles were assigned ac­
cording to the measured data, which were available for a limited number of places and do 
not cover the entire region.
The difference map between MAGTs at 1 m depth simulated with and without ad­
ditional AOL (Fig. 5.1) showed colder annual ground temperatures in the western and 
southwestern parts of Alaska, which might more closely represent the current ground 
temperature distribution. This method does not necessary guarantee that assigned AOL 
is going to cool the 2010 MAGT after spin-up and 30 years of simulation. Nevertheless, 
we were able to cool the MAGT for 2010 in the south and southwestern areas (Fig. 5.1). 
This approach emphasized the importance of improved maps of soil organic layers and 
improved initial temperature profiles, and the necessity of further development of the per­
mafrost temperature observation system, especially in the western and southwestern parts 
of Alaska.
4.6 Results
According to the decadal average of MAGTs over the twelve decades from 1980 to 2099, the 
overall area covered by MAGT less than 0°C is projected to decrease. The model projects 
that the area of decadally-averaged MAGT warmer than 0°C at 2, 5 and 20 m depths will 
increase at 3.7%, 3.5% and 2.4% per decade, respectively (Fig. 4.11).
The spatial snapshot of MAGTs at 2 m depth (Fig. 4.12) shows pronounced warming 
almost everywhere, including in the current continuous permafrost areas (e.g. Seward 
Peninsula and the south part of the Brooks Range). The amount of ground surface organic 
material may retard permafrost thaw in the discontinuous permafrost zone. This effect 
can be carried into the continuous permafrost zone via changes in vegetation. Therefore, 
discontinuous and sporadic permafrost areas with small or no organic layer and low soil 
moisture will be more vulnerable to rapid permafrost thaw. High altitude areas such as
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the Chugach Mountains, the Wrangell Mountains, the Alaska Range and the Brooks Range 
maintain relatively stable MAGTs during first half of the 21st century due to cold annual 
air temperatures.
The MAAT dynamics for 120 years obtained from the downscaled GCM composite 
showed a larger positive temperature trend during the 21st century for the northern re­
gion. This high positive trend can be observed almost everywhere north of the Brooks 
Range. The simulated mean annual snow depth showed that the amount of annual snow 
fall decreases in the south and increases in the north, when the number of snow-free days 
increases in the whole region due to warmer MAATs. The increase of snow-free days com­
bined with the increase of the thickness of snow greatly affects the mean annual surface 
temperatures in the northern part of Alaska. Eventually, this effect propagates further to 
the ground and transfers to the MAGTs. Fig. 4.13 illustrates the higher trend of the MAGT 
for the two northern sites in comparison with central and south-central locations.
4.7 Discussion
The GIPL2-MPI transient numerical model with proper input parameters is a valuable 
tool for mapping the thermal state of permafrost and its future dynamics with high spatial 
resolution. However, it is important to understand the limitations of the current model 
and the downscaled GCMs composite dataset.
The composite of five downscaled GCMs simulates well the seasonal cycle variations 
of near-surface temperature with a correlation between models and observations of 90% 
or higher (Figs. 4.2-4.4). However, the precipitation bias still remains high, and the corre­
lation between GCMs and observations is 50% to 60% [Brown et al., 2008].
The stations where the GIPL2-MPI model showed high discrepancies with observed 
MAGTs (Fig. 4.6) were established recently (2005-2009) and do not have long-term data 
for more comprehensive analysis. A significant number of those stations are located along 
rivers and in populated areas. The strong differences between measured and simulated 
MAGT might be caused by changes in surficial geology due to flooding, groimd water 
movement (convective heat transfer), or anthropogenic disturbances.
Besides the factors described above, forest fires are also an important factor affecting 
the permafrost ground temperature simulations. As a result of forest fires, the surface
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albedo decreases and the soil thermal conductivity of the surface soil layer increases [Hinz­
man et al., 1991]. The areas where wildfires removed the upper organic layer are vulner­
able to active layer thickening and warming of permafrost. If the burned area is ice-rich, 
then the thickening of the active layer might melt the buried ice, which would cause the 
soil to collapse and form thermokarst depressions [Yoshikawa et al., 2003]. In order to 
address the dynamics of mean annual ground temperatures in the burned area, it is im­
portant to include the development of the vegetation and soil organic layer after the fire 
event. At the current stage the model does not include the effect of forest fires.
The MAGTs in continuous permafrost zones are mostly climate-driven, as opposed to 
the discontinuous permafrost zone, where the effects of the ecosystem on the permafrost 
thermal state are more pronounced [Shur and Jorgenson, 2007]. With climate warming, 
present day continuous permafrost will turn discontinuous, and vegetation change can 
develop a thick enough organic layer to provide additional resilience to thaw. Therefore, 
the introduction of a dynamic vegetation layer might decrease current modeling bias. The 
impact of humans and wildfires will have to be taken into consideration where it is neces­
sary. Further work is needed to improve the parameterization of soil properties for each 
type of surface and soil condition. Development of the spatial soil moisture map for Alaska 
will improve understanding of the soil moisture distribution and its dynamics as well as 
the results of permafrost modeling. Methods for calculating snow depth and snow ther­
mal properties require further improvement. The 2 km distance between adjacent points 
is sufficient to neglect lateral heat transfer. However, for modeling watershed areas with 
grid resolution substantially finer than 1 km, the convective heat transfer by ground water 
movement likely needs to be taken into account. Therefore, coupling the current model 
with a hydrological model could be an important step towards better simulation of water­
shed and wetland areas.
4.8 Conclusion
The increase in mean annual air temperatures and the amount of precipitation for the 
northern part of the region, as predicted by the five-GCM composite with A1B emission 
scenario, could accelerate permafrost warming in the north (Fig. 4.13). The central part 
of the region is projected to experience permafrost degradation at different severity lev­
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els depending on the ecosystem. The upper organic layer, soil water saturation and soil 
thermal properties play significant roles, providing necessary permafrost resilience even 
when MAATs are close to or slightly above 0°C. To provide an estimate of the permafrost 
degradation severity level for a specific geographic location, the effects of varying climatic 
and ecological conditions require more detailed investigation.
According to the model results, the average areal decadal permafrost degradation at 20 
m depth will proceed at 2.4% per decade. Consequently, Alaska is projected to lose about 
22% of its frozen ground over the next 90 years. Further analysis and development of the 
model is required to improve the MAGTs and ALTs simulations. In order to more accu­
rately cover the entire region and to decrease uncertainty in the model predictions, more 
permafrost temperature observation stations are necessary. Increasing grid spatial reso­
lution will require higher resolution maps of surficial geology, precipitation, vegetation, 
surface organic layer and soil moisture content.
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4.10 Tables
Table 4.1. The model error statistics obtained by comparing MAGTs and ALTs from 3 
different datasets: 60 deep borehole stations compared for 2007-2009 years; 77 US School 
project stations from relatively shallow depths compared for 2009; 43 averaged active layer 
thicknesses from CALM stations compared over entire available time periods.
Names n RMSE MAE MBE
Deep borehole stations (°C) 60 0.70 0.59 -0.20
US School project (°C) 77 0.88 1.23 -0.17
ALT (m) (CALM) 43 0.10 0.08 -0.02
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4.11 Figures
Figure 4.1. Permafrost observation station locations and 18 ground temperature zones. 
Each ground temperature zone corresponds to its own initial ground temperature distri­
bution profile.
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Monthly Averaged Air Temperature
Monthly Averaged Ground Temperature at 0.05 m depth
Monthly Averaged Ground Temperature at 0.3 m depth
monthly time interval
Figure 4.2. Measured (solid) and calculated (dashed) monthly averaged temperatures at 2
m above the ground and 0.05, 0.3 and 0.82 m depths for WestDock 70.37° N, —148.55° W
permafrost observation stations.
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Figure 4.3. Measured (solid) and calculated (dashed) monthly averaged temperatures at
2 m above the ground and 0.03, 0.4 and 0.86 m depths for SagMat 69.43° N,—148.70° W
permafrost observation stations.
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Monthly Averaged Air Temperature
Monthly Averaged Ground Temperature at 0.08 m depth
Monthly Averaged Ground Temperature at 0.38 m depth
monthly time interval
Figure 4.4. Measured (solid) and calculated (dashed) monthly averaged temperatures at 2
m above the groimd and 0.08,0.38 and 0.84 m depths for Galbraith Lake 68.48° N, —149.50°
W permafrost observation stations.
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Figure 4.5. Simulated and measured MAGTs at different depths from 3 to 30 m during 
2007-2009 IPY years.
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Figure 4.6. Simulated and measured MAGTs from 1 to 6 meters depths during 2009
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Figure 4.7. Comparision between simulated and observed ALTs from 43 CALM observa­
tion stations.
101
Figure 4.8. Simualted mean annual ground temperatures at 1 m depth for the year 2010.
102
Figure 4.9. Additional organic layer map obtained after model tuning. 0-no additional 
organic; 1-one additional layer of organic matter (5cm); 2-two additional layers of organic 
matter (10cm); 3-three additional layers of organic matter (27cm).
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Figure 4.10. Projected differences between MAGTs simulated with and without additional 
organic layer(s) at 1 m depth for year 2010.
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Figure 4.11. The amount of area over entire State of Alaska occupied by colder and warmer 
than 0°C MAGTs averaged over ten years time interval from 1980 to 2099 at different 
ground depths.
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Figure 4.12. Projected mean annual ground temperatures (MAGT) for the entire State of 
Alaska at 2 meter depth using downscaled to 2 by 2 km climate forcing from GCM com­
posite output with A1B emission scenario for the 21st century for years (a) 2000, (b) 2050 
and (c) 2099.
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Figure 4.13. Projected MAGT at 1 m depth for four different locations (Barrow 71.32° N, 
156.65° W, Happy Valley 70.38° N, 148.85° W, Fairbanks 64.95° N, 147.62° W, Gakona 62.41° 
N, 145.15° W). Forcing from the downscaled five composite GCMs with A1B emission 
scenario.
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Chapter 5 
General Conclusions
Permafrost is not directly connected to the atmosphere; its thermal regime is mediated by 
topography, surface water, soil properties, vegetation, snow, and other environmental fac­
tors. The numerous interactions among these environmental components can lead to both 
positive and negative feedbacks on permafrost stability. The dependence of permafrost 
stability on air temperature and environmental factors greatly complicates the modeling 
of permafrost under changing climate conditions.
Snow is one factor that can affect heat exchange between the air and the ground. In 
Chapter 2, we estimated daily snow thermal conductivities using an inverse approach. 
The resulting time series provides insight into how snow thermal properties can change 
during a snow season. Next, we used the thermal conductivity time series to improve 
ground temperature simulations within the active layer and permafrost. The estimated 
snow thermal conductivities at different locations in Alaska will provide valuable infor­
mation on snow density and conductivity distribution at each location, and under certain 
assumptions these values can be extrapolated to wider areas. This method illustrates how 
snow thermal parameterization can be improved without the implementation of more ex­
pensive snow heat exchange field measurements and models. An increase in the number 
of shallow borehole permafrost temperature observation stations is necessary to obtain 
better spatial coverage of snow thermal property estimates in the region. To better under­
stand how local climate can affect the results of the inverse method, more stations should 
be evaluated in the future.
Forest fire is another factor that dramatically alters vegetation and soil physical proper­
ties. Fire changes permafrost thermal stability by burning the overlying soil organic layer. 
The amount of soil organic layer burned during the fire defines the "fire severity level." A 
high fire severity level corresponds to the burning of a significant amount of the organic 
layer, the removal of which can lead to an increase in active layer thickness combined with 
degradation of permafrost, which is irreversible in some cases. Sensitivity analysis ap­
plied to lowland and upland boreal forest permafrost environments showed that severe 
forest fire can accelerate permafrost degradation even under a stable climate. Irreversible 
permafrost degradation is especially impactful if the soil in the recently burned area is
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ice-rich. Thawing of ice-rich soils causes the surface to subside and creates depressions 
in the ground surface. Thawing permafrost affects surface hydrology by impounding wa­
ter in subsiding areas. In addition, the development of a thermokarst pond or lake could 
contribute to warmer ground surface temperatures. The consequences of changes in the 
states of ecosystems could range from micro-site changes in hydrology and vegetation to 
potentially global impacts from greenhouse gases released into the atmosphere.
Changes in the thermal state of permafrost affect its structure and stability. This in turn 
can affect boreal forest and tundra ecosystems, ground and surface hydrology, sequestra­
tion of soil carbon, and human facilities. Mapping of permafrost continues to remain a 
challenging problem, but an increase in the number of permafrost monitoring stations, 
advances in permafrost numerical modeling, and improvements to remote sensing tech­
niques could significantly improve the quality of permafrost mapping and reduce uncer­
tainties associated with its future dynamics in Alaska. In the current study, we map per­
mafrost distribution based on available ground temperature datasets collected from deep 
and shallow boreholes in Alaska. We project future permafrost dynamics using outputs 
from a composite of five GCMs to calculate ground temperatures. Resulting ground tem­
peratures reveal high-order heterogeneity, which is primarily due to high heterogeneity in 
soil texture and organic layer thickness. The highest warming trend was projected for the 
continuous permafrost zone north of the Brooks Range (Fig. 5.1). Uncertainties associated 
with the model are well-described in the discussion section of the corresponding chapter.
Projected future permafrost dynamics in Alaska are based on observed soil physics 
and provide a detailed picture of permafrost degradation in the region. Therefore, ob­
tained permafrost projections can be used to better assess the effects of thawing permafrost 
on public infrastructure. However, care needs to be taken during downscaling of these re­
sults to specific geographic locations. In order to improve future permafrost modeling, it is 
necessary to further expand the permafrost observation network, apply recent permafrost 
remote sensing products, and better address snow and soil texture parameterizations. The 
work presented in this thesis highlights the steps that can be taken in order to improve 
permafrost spatial modeling. The inverse approach developed in Chapter 2 illustrates how 
improvements in snow thermal property parameterization could improve overall ground 
temperature modeling. In Chapter 3, we provide an overview of the factors that can in­
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fluence permafrost degradation after severe forest fires. In Chapter 4, we implemented 
the Geographic Information System spatial mapping technique and used the power of the 
Arctic Regional Supercomputer Center to map the permafrost thermodynamics for the 
21st century. Burning of the upper organic soil will accelerate permafrost thawing, how­
ever, the regional and global impact of fire on permafrost thermal dynamics has not been 
quantified yet. Simulating forest fire effects on permafrost requires coupling models of 
permafrost with models of forest fire generation. Changes in vegetation and organic soils 
due to fires or climate warming must be incorporated into permafrost models. Growing 
economic demands and increases in human activities in Alaska affect permafrost thermal 
stability, which must be considered as well. Finally, continued improvements to model 
computational performance are necessary in order to increase spatial resolution beyond 
the scale already achieved in this study.
Figure 5.1. Projected warming at 1 meter ground depth. The plot illustrates the difference, 
in °C, between averaged mean annual temperatures for the first and last decades of the 
1980-2099 time period.
