This paper presents a generic passive non-contact based approach using ultrasonic acoustic emissions (UAE) to facilitate the neural network classification of bearing health, and more specifically the bearing operating condition. The acoustic emission signals used in this study are in the ultrasonic range (20-120 kHz). A direct benefit of microphones capable of measurements in this frequency range is their inherent directionality. Using selected bands from the UAE power spectrum signature, it is possible to pose the health monitoring problem as a multi-class classification problem, and make use of a single neural network to classify the ultrasonic acoustic emission signatures. Artificial training data, based on statistical properties of a significantly smaller experimental data set is used to train the neural network. This specific approach is generic enough to suggest that it is applicable to a variety of systems and components where periodic acoustic emissions exist.
INTRODUCTION
In industry there is often a need and a significant amount of cost savings in the realization of the complete life of serviceable components. Traditionally components like bearings are serviced, and often replaced, after a specified service interval. However, there is often an economic advantage to service these components only when they show signs of performance degradation. Health monitoring and condition based monitoring are well studied [1] [2] [3] [4] [5] [6] . This paper leverages UAE as a means of health monitoring. The motivation behind this work is to develop a generic approach that is capable of assessing component health for a variety of systems and components that emit UAE. The approach in this paper was developed with traditional ball bearings, but an effort has been made to keep the approach generic to ensure wide applicability. Artificial Neural Nets (ANN) have become increasingly popular in recent years in the areas of pattern classification, machine intelligence and medical diagnostics. In fact neural networks have shown great success in multi-class pattern classification problems [7] as well as medical imaging technology and analysis [8] . It is also important to note that in the studies which compared traditional statistical approaches (maximum likelihood classifier, and discriminant analysis) in medical imaging to neural network applications, the neural network approach in general showed similar or better performance [8] [9] [10] [11] . The use of these techniques, however, results in the need for an extensive set of training data. This becomes a key limiting factor of ANN's in pattern classification applications as the initial investment needed to collect comprehensive training data to train a network can often be quite costly. This work will cast the analysis of bearing health as a pattern classification problem that is solvable using a multi-layer ANN. Key frequency bands in the power spectrum are used to pre-process the UAE for use as the input to the network. A method of artificially creating training data for the network using the underlying statistics of a significantly smaller experimental data set will be presented as a means of overcoming the curse of dimensionality common to ANN development. The approach outlined in this work demonstrates successful classification of bearing health using a statistically significant but small set of experimental training data. microphone was chosen due to its relatively high bandwidth of 150 kHz. In health monitoring applications it is often desirable to isolate acoustic sources in noisy environments, and using an ultra-high frequency directional microphone is one possible way to accomplish this. The frequency response of the microphone shown in Figure 2 indicates only about 3 dB of ripple in the passband. The polar diagram in Figure 3 indicates the magnitude of the attenuation as a function of source direction and frequency. It is interesting to note that the intended application for this particular microphone is to monitor bat communication. In order to satisfy the Nyquist criteria for sampling data with frequency content up to 150 kHz, a data acquisition system with a sampling rate capability of at least 300 kHz was required. IOTech's Wavebook 516E was selected as the data acquisition system because it provided sampling rates up to 1 MHz with 16-bit data resolution. One advantage of using the Wavebook 516E and its supported software was that it allowed for direct streaming of data to the hard drive.
A test stand was constructed for testing ball bearings at a desired speed and under a variety of radial loading conditions. The motor drive used in this study was a Kollmorgen ServostarCD CR03250 -3 Phase, with control being supplied via a PC with Kollmorgen's MOTIONLINK software. The bearing test rig can be found in Figure 4 (a). For each test condition a total of 5 randomly selected bearings were used. The first condition that was analyzed was an "off-the-shelf" condition with factory lubrication. The second condition was an un-lubricated and the third was an un-lubricated and contaminated. In order to remove the lubrication that the bearings were shipped with, bearings were cleaned using brake parts cleaner, and a blend of fast acting solvents. Steel shavings were introduced as contaminants to each bearing used for that condition. Figure 4 (b) shows a photo of one of the bearings tested as well as a sample of the steel contaminants. A summary of the bearing conditions can be found in Table 1 . All bearings performed at measured wi seconds. A consistent, i.e 2 being the d 
POWER SPECTRAL DENSITY AND SIGNAL PROCESSING
The UAE data collected from the bearing test stand required some preprocessing before it could be used as an input to an artificial neural network. A plot of typical time series data collected for one bearing from each batch condition is presented in Figure 5 . The power spectrum of each acoustic signal was computed using Welch's averaged modified periodogram method for spectral estimation [13] . The two considerations made in the selection of the frequency vector were the number of power spectrum points needed to make a meaningful comparison between two UAE signals and the computational efficiency to do so. The signal was divided into windows of length 256 and windowed using a Hamming window with 50% overlap. The frequency vector was constructed using 256 linearly spaced points with a range of 0-120kHz. This frequency range captured all observed trends and the number of points at which the power spectrum was calculated provided sufficient resolution in capturing relevant trends. Example plots of the UAE power spectrum are presented in Figure 6 .
In order to determine at which frequencies there are statistically significant differences, a simple hypothesis test was performed. Using calculated mean and standard deviation data, a t-test was then performed to determine if statistical differences existed at a given frequency. The results of this particular form of hypothesis testing, with a confidence interval of 95%, are presented in Figure 7 . A value of 1 corresponds to the two data sets (labeled on the y-axis) being statistically different, in other words, it is possible to reject the null hypothesis that "the two sets are statistically similar". It is almost always desirable to minimize the number of inputs to the neural network, as complexity does not always result in a better performing classifier [14] . Rather than use power spectrum data at every frequency bin, the values of the power spectrum were averaged across selected frequency ranges to obtain the actual inputs used in the neural network. In particular, two frequency ranges were defined from 20-50 kHz and from 90-110 kHz, the limits of which are represented as vertical purple lines in Figure 7 . The averages from each of these frequency ranges are referred to as "PSD Magnitude #1" and "PSD Magnitude #2" in subsequent figures. 
NEURAL NETWORK DESIGN AND TRAINING
Rather than determine an optimum neural network structure for this specific problem, the scope of this work was to design a network capable of classifying bearings using ultrasonic acoustic signatures. It is also desired to keep the approach generic enough to allow for application to other components and systems.
Typically, a random sampling of data is used to separate the training data into three groups. The first group (60% of data) is used for the neural network training, the second group (20% of data) is used to cross-validate the results of the training and the third group (20% of the data) is used to test the neural network or generalize the error of the network. It is generally accepted that increasing the number of Epochs or iterations of network training does not always result in a better performing network [14] . The same generalization can also be made about model complexity and validation error [14] , which can be attributed to the over-fitting problem in the design of ANN's. However, it is advantageous to increase the size of the training data set [14] . This provides sufficient motivation for creating artificial training data to address the bearing operating condition classification problem. Using just 5 bearings per class leaves much to be desired with respect to adequate coverage of the design space during training. The idea is to create enough data where the error seen with the training subset of the network approaches that of what is seen with the testing subset. If the artificial data is carefully created, this will also minimize the effect that bad inputs, or outliers, have on the network training.
One method chosen to accomplish these two goals was to create a normal (Gaussian) distribution of random data points in 2-D. Using a normal distribution will both reinforce training boundaries with its increased coverage of the design space and will also minimize the effect of bad input data, or outliers, by reinforcing the average of each set of data, as opposed to giving equal weight to each experimental data point. As long as the same number of random points are used in each distribution it is possible to maintain a balanced set of training data. A 2-D visualization of the artificial training data created from the first round of testing using this method with the original coordinate system can be seen in Figure  9 (a). The standard deviation used to create the normal distribution was the average standard deviation of all the power spectrum values in that particular frequency range. The mean value is simply the mean of the power spectrum in the given frequency range. It is important to note that this method can easily be extended to N dimensions. However, when the experimental data displays strong linear trends along principal axes, and these axes are significantly different than the original coordinate system, it becomes desirable to use a multivariate normal distribution. The general multivariate normal density in "d" dimensions is written as Equation 1 [14] .
It is using this probability density function that it is possible to create a multivariate normal distribution of training data points. It is important to note here that the principal axes of the multivariate distribution are the eigenvalues and eigenvectors of the covariance matrix (Σ . The result of creating such a distribution with the experimental data from round 1 of testing is presented in Figure 9 (b). It is important to note that creating a multivariate distribution of training points is extendable to N dimensions, creating an ellipse in two dimensions, an ellipsoid in three dimensions and a hyper-ellipsoid in N dimensions.
(a) (b) The previously mentioned methods for creating training data for the neural network both have advantages. The normal distribution shown in Figure 9 (a) provides superior coverage of the design space and there is sufficient overlap in the regions where a classification boundary would be expected. However, the use of the training data in Figure 9 (b) is superior in the reinforcement of each pattern that displays linear trends. The combination of these two methods is shown in Figure 10 (a) for the first round of testing. Using this method to create artificial training data using both rounds of testing resulted in the set of artificial training data seen in Figure 10 (b). It is important to note that each round of testing used the same number of artificial training data points, meaning the number of training points in Figure 10 (b) is twice that of Figure 10 A two layer feed forward back-propagation network was used. The number of input nodes is based on the dimension of the input signal, which in this case is the number of data points from the power spectral density. However, it is important to note that only two inputs are used as each frequency range of the power spectrum was averaged to create an input to the network. The differentiable activation function was specified as the tan sigmoid, or hyperbolic tangent, for all nodes: hidden layer, and output layer. Since there are 3 distinct classes, 3 output nodes are used with each output bit corresponding to a specific operating condition. The number of hidden nodes is largely based on the complexity of the pattern that is to be classified, and was empirically set at eight, which is presented in Figure 11 . The ANN was trained using the Levenberg-Marquardt algorithm [15] . As no network is ideal, when applied to the test points it is highly unlikely to return ideal classifications, where one logical state is equal to 1 and the others zero. The fuzzy logic to classify the outputs of the neural network is presented in Equation 2. If these conditions were not satisfied for a particular case than the bearing or region of design space was considered undefined.
The correct classification rates and the mis-classification rates for each class are presented in. The classification rate refers to the number of bearings in class that were successfully classified as being in class . The mis-classification rate, in this case, refers to the number of bearings there were classified as class but in fact do not belong to class . A visualization of the results in 2-D can be seen in Figure 12 through Figure 13 . Figure 12 is presented as a means of validation of training the network with aforementioned artificial training data. It is important to note that the artificial training data used for the boundaries seen in Figure 12 and Figure 13 (a) are solely a function of the first round of testing. Both round 1 and round 2 of testing were used to train the neural network results shown in Figure 13 (b), with the experimental points shown for comparison. When analyzing the figures it is important to realize the small dots are presented purely as a means to visualize the classification boundaries, the actual experimental data is represented as squares or circle, corresponding to each round of testing. A correct classification is made if an experimental data point (square or circle) lies in a region of small dots of similar color. 
CONCLUSIONS
UAE was measured in bearings in a laboratory environment. It is possible to pre-process the UAE by means of its power spectrum. Provided the power spectrum shows differences between different operating conditions it is possible to train a neural network to classify the components using artificial training data that is created using the statistical properties of a much smaller experimental data set. This method of creating artificial training data is easily extendable to N-dimensions creating a hyper-ellipsoid of training points. This method significantly helps in overcoming the curse of dimensionality, common in neural network training. A key limitation of this method of health monitoring is the initial investment in gathering a statistically significant amount of experimental data that can be used to train the neural network. In general the idea of using a passive and non-contact measurement, in this case the UAE of the test specimen (bearings), becomes very attractive due to its non-intrusive nature. A smaller initial investment to get the statistically significant experimental dataset is also advantageous, and can be accomplished by the aforementioned method of generating artificial training data.
