Abstract-The prediction of patient's future health information from the historical electronic health records (EHR) forms the core of the development of personalized healthcare research tasks. Patient EHR data consists of sequences of visits over time, where each visit contains multiple medical codes, including diagnosis, medication, and patient profile. Using historical data from the EHR, we can predict medical conditions and medication uses. Existing works model EHR data by using recurrent neural networks (RNNs). However, RNN-based approaches have certain limitations: the performance of RNNs drops when the length of sequences is large and they ignore some of the characteristics of the patients themselves. We propose an application of using bidirectional RNNs to remember all the information of both the past and future visits and add some patient's characteristics as side information into this model. Experimental results on real world EHR datasets show that the proposed model can remarkably improve the prediction accuracy when compared with the diagnosis prediction approaches, and it can provide clinically meaningful interpretation.
I. INTRODUCTION
The common challenge in smart health is how to use the large amount of data in predicting visiting patients' diseases in a short period of time. Due to complicated processes, different symptoms, and pathological tests, making the correct diagnosis is a difficult task and causes delays in providing the proper treatment. Electronic health records (EHR) consisting of patient health data, including demographics, diagnoses, procedures, and medications, have been utilized successfully in several predictive modeling tasks in healthcare [1] - [3] . EHR data are temporally sequenced by patient medical visits that are represented by a set of high dimensional clinical variables (i.e., medical codes). While forecasting medical models have been developed to predict the expected demand, most of the existing works have focused on specialized forecasting models or a single target. In order to model the sequential EHR data, recurrent neural networks (RNNs) are used in the literature to obtain accurate and robust representations of patient visits in diagnostic predictive tasks [3] , [5] .
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characteristics of the patients themselves and others. While not so extreme, there are many diseases associated with gender, family history, region, season, and so on. Bidirectional recurrent neural networks (BRNNs) [6] , which can be trained using all the available input information in the past and future, have been used to alleviate the problem of long sequences, thereby improving the predictive performance. Referring to the method of collaborative filtering (CF), we use the side information to reasonably interpret the importance of patients and medical codes in the prediction results. This side information can be obtained from the user profile and other information. Some side information has proven to be useful for heart disease decisions [7] , [8] . Some hybrid CF methods have gained popularity in recent years [9] , [10] , where side information is integrated into matrix factorization to learn the effective latent factors.
We demonstrate that the proposed model achieves significantly higher prediction accuracy when compared to the other approaches in diagnosis prediction, using our datasets from Haikou People's Hospital. In summary, our main contributions are as follows:

We propose a new, end-to-end, simple, and powerful model that can accurately predict future visits, without relying on any expert's medical knowledge.
It models the patient's visit information in time-and reverse-time-ordered ways and employs side information as supplementary information.
We show that the proposed new model outperforms existing methods in diagnosis prediction with regard to EHR datasets. The rest of this paper is organized as follows: In Section II, we discuss the connection between the proposed approaches and related works. Section III details the proposed new model. The experimental results are given in Section IV. Section V concludes this paper.
II. RELATED WORKS
This part reviews the existing work for mining EHR data. In particular, it focuses on several state-of-the-art models on diagnosis prediction tasks. It also includes some works that use side information in CF-based methods.
A. EHR Data Mining
Mining EHR data is a popular topic in medical informatics. The investigated tasks include electronic genotyping and phenotyping [11] , [12] , disease progression [13] , [14] , diagnosis prediction [1] , [2] , [15] , and so on. In most of these tasks, the machine learning model and depth neural network models can significantly improve the performance.
Diagnosis prediction is an important and difficult task in medical informatics. Machine learning can remarkably improve performance, such as using the SVM algorithm in the diagnosis of heart disease [1] and combining SVM and identification set algorithm in the diagnosis of Alzheimer's dementia [2] . The application of a decision tree to multilabel classification can fully take into account the relevance of each classification label; each label can effectively tap the associated information. However, the decision tree for the continuity of the field is more difficult to predict. Further, it needs to perform a lot of data preprocessing; therefore, for a higher number of categories, the error rate increases rapidly. The most important decision tree is prone to the over-fitting phenomenon.
Lipton [3] employed LSTM RNNs for the multi-label classification of diagnoses for variable-length time series of clinical measurements. However, that approach does not associate both pre-and post-diagnostic information and the static information of patients. Amin [7] proposed a new hybrid model of neural networks and genetic algorithms to optimize the connection weights of artificial neural networks so as to improve their performance. They used some risk factors to predict the heart disease. Although it can prove that some of the risk factors can affect the occurrence of heart disease, it did not take into account the time sequence and disease history. Med2Vec [16] and Deep Patient [17] aimed to learn the representations of medical codes, which can be used to predict future visit information. This method ignores long-term dependencies of medical codes and some static factors.
B. CF
The most successful method in the CF-based approach is to learn effective latent factors directly from the user-item rating matrix factorization technique [18] . However, the rating matrix is often very sparse in the real world, causing CF-based methods to degrade significantly.
In order to overcome this problem, the CF-based method utilizes additional sources of information about users or items, also called side information. Therefore, this hybrid CF method has become popular in recent years [9] , [10] , [19] , [20] . These methods are very effective in improving performance.
RESCAL [19] is a tensor factorization approach to relational learning. It is able to perform collective learning via the latent components of factorization.
Wang [10] proposed an algorithm for recommending scientific articles to users based on both content and other users' ratings. This approach combines the merits of traditional CF and probabilistic topic modeling, thereby providing an interpretable latent structure for users and items.
Recently, one of the powerful methods to learn effective representations is deep learning [25] . Thus, with large-scale ratings and rich additional side information, it is essential to integrate deep learning in recommender systems to learn latent factors. Therefore, some studies have directly used deep learning for CF tasks. Wang [4] utilizes SDAE or marginalized SDAE for CF, but this method requires the learning of a large number of manually adjusted hyper parameters.
In this paper, we address these challenges by designing a LSTM RNN, which can successfully learn complex sequential patterns.
III. MODEL
For clarity, we illustrate the idea assuming a patient state RNN. Assuming there are M patients and N diseases, we denote a binary vector ∈ ℝ as the diagnosis vector for a given patent at time t. Each diagnosis code can be mapped to a node of the International Classification of Diseases (ICD-9). For example, there are three diagnosis codes: 411.1 (unstable angina), 427.31 (unspecified atrial fibrillation), and 428 (heart failure, unspecified) in the whole dataset. If the patient has unspecified atrial fibrillation and heart failure at time t, then = [0,1,1], where = 1 if the patient has the disease j at time step t; = 0 otherwise. In addition, the data at time step t is denoted by and =1 is used to express that the patient is new.
Ε is the transformation to be learned from the disease information into the embedding space. Further, serves as the input to the BiLSTM at step t. The LSTM model is the most common choice for processing timing sequences [22] . It was proven to have great performance with regard to timing sequences. The overall model is shown in Fig. 1 . The state updates satisfy the following operations:
where , , and denote the forget, input, and output gates, respectively. They control the information flow through the sequence. Further, W and V are the weight matrices. For simplicity, we use ℎ : = LSTM(ℎ −1 , ). 
We denote the additional i as the i th patient to distinguish between different patients. Then, we use the attention mechanism to capture relevant information to help predict the future visit . In these tasks, the multiplicative attention mechanism [21] , which more simply and quickly captures the relationship between ℎ and ℎ , is used to address this problem. The optimization objective is to find predicted parameters that are close to the actual data. We employed cross entropy as a loss function:
where denotes all the parameters to be learned. is a regularization parameter and ( ) denotes the regularization function.
IV. EXPERIMENTS

A. Data Description
These experiments use a set of completely anonymous clinical events from the Hainan People's Hospital. The dataset contains the diagnosis ID, time, diagnostic code, order execution time, stop time, drugs code, patient profile, etc. We extracted the diagnostic code. Due to the complexity of data, data loss and other reasons, only 108 kinds of diseases were available after screening. Further, the code used is similar to ICD-9. Overall, the data involved 5391 patients and 21736 visits after screening for patients with less than 2 records. The patient time was grouped by weeks. The side information contains the patient's age, gender, and location. A total of 10 categories are encoded into a binaryvalued vector. We randomly divide the dataset into the training set (70%), validation set (10%), and testing set (20%). The validation set is used to determine the best values of the parameters.
B. Baselines and Evaluation
We compared our proposed model with the following methods:
 Item-KNN. This is the standard item-based recommendation method. It uses the cosine similarity between the vectors of the patients as the items similarity, defined as the number of co-occurrences of two items in sessions divided by the square root of the product of the numbers of sessions in which the individual items occur. . This model uses side information as the input. The architecture is similar to Cristobal Esteban's model [23] . To evaluate the performance of predicting the next diagnosis for each approach, we use two measures: accuracy and accuracy@k. Accuracy is defined as the number of correct predicted medical codes total number of medical codes in t+1 time * 100% (12) Accuracy@k is defined as the number of correct predicted medical codes in top k total number of medical codes in t+1 time * 100% (13) After several experiments, the best parameters are further adjusted by experience and individually optimized for each parameter. We choose Adam [24] as the optimization method. In terms of deep network architecture, the number of layers is set to 2 in our experiments with 128 hidden units in each layer. The dropout rate is set to 0.4 and the regularization parameter , 0.01. Other parameters are uniformly initialized between [-0.03, 0.03]. For each method, we perform 100 iterations and report the accuracy on the testing set for the model that gives the best results on the validation set. Table I shows the accuracy of the baselines method and the proposed model for the diagnosis prediction task.
C. Result
In Table I , we show the performance achieved for each model. It can be seen that the accuracy of the proposed approach is higher than that of other baselines approaches. When comparing RNN and RNN , it is evident that side information can significantly improve a model's performance. In RNN , the side information is put into the first input unit, although the model could learn this side information. We speculate that even though it is connected to the input units, this data is different from the subsequent input data, which affects the judgment of the model. We compared the effects of different sequence lengths on the performance (Fig. 2) . To study the cold-start problem, we set the sequence length to small values. When the sequence length is 2, our method is slightly better than , but the improvement is not obvious. However, when the sequence length is greater than 2, the proposed model has a significant performance improvement as compared to RNN i when the sequence length increases. It shows that the combination of biLSTM and attention mechanism can improve the characteristics' discovery of the patients. Therefore, our approach can better predict the diagnosis.
V. CONCLUSION
We proposed a novel model to effectively learn patient representations from a number of longitudinal patient records and combine the patients' static information to predict the patient's future visits. We demonstrate that this model is significantly better than other approaches.
We believe that the application of a deep neural network in diagnosis prediction is a novel way. It can not only imitate the ability of human doctors to predict but also provide the appropriate diagnostic results, which is very meaningful in clinical medicine. Although our experimental accuracy is not high, it can be seen that RNN utilized side information in a much better manner than other classification methods. Further, because our experimental data is not enough, our future works will involve collection of more data to verify and improve the effectiveness of our algorithm. At the same time, we will collect data from different hospitals to confirm our model's applicability. Furthermore, we can expand our experiments to involve further medical research, such as the analysis of medical images. Qingzhou Wu was born in Guangzhou, China He received the bachelor's degree in China University of Geosciences in 2016. He is currently a master student in Hainan University. His research interests include machine learning, data mining.
