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Abstract. A class of representations is described for the central extensions, found
by Etingof and Frenkel [1], of current algebras over Riemann surfaces. Their irre-
ducibility is proved. The possibility/impossibility to obtain integrable representa-
tions within that class is discussed briefly.
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1. Introduction
In this paper G will be a semisimple Lie algebra and X a Rieman-
nian manifold. The space C∞0 (X,G) ≡ GX of compactly supported
smooth functions with values in G has a natural structure of (infinite
dimensional) Lie algebra with respect to the pointwise Lie bracket
[a, b](x) := [a(x), b(x)] , a, b ∈ GX .
Let G be the simply connected Lie group whose Lie algebra is G. By
GX we shall denote the space of smooth maps from X into G, which are
identity outside a compact subset of X. It becomes a topological group
with the obvious pointwise group operations induced from those on G
and the natural C∞ topology. The pointwise exponential mapping is a
local homeomorphism from GX into GX . We shall use the term current
group, resp. current algebra for GX , resp. GX , or any central extension
of these.
The representation theory of loop groups and loop algebras and
their central extensions, i.e. the one-dimensional case X = S1, has
been developed extensively during the past two decades. Numerous
important results are contained in the well-known monographs by Kac
[2] (at the algebra level) and Pressley and Segal [3]. By contrast, the rep-
resentation theory of current groups and current algebras over higher-
dimensional manifolds contains relatively few results. The two-dimensional
case promises to reveal a rich mathematical structure, as noted in the
paper by Etingof and Frenkel [1]. In that work the authors constructed
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2and studied interesting central extensions of GX (we call them for
brevity Etingof–Frenkel current algebras) in the case when X is a
compact Riemann surface andG is a complex simple Lie algebra. These
extensions are distinguished by the property that they can be integrated
to extensions by tori of the corresponding current groups.
In a short announcement [4] we outlined a construction of a class of
irreducible representations of the Etingof-Frenkel current algebras. The
only known (interesting) irreducible representations of current groups
in dimension higher than one are variations of the so called energy rep-
resentations, constructed by Albeverio and Høegh-Krohn [5], Ismagilov
[6] and Gelfand, Graev and Versˇik [7, 8]. These are representations
of the nonextended groups GX and the corresponding algebra repre-
sentations are obtained from them. A modification, which we called
the restricted energy representation, was found in [9]. It is always
irreducible in dimension two and higher, gives rise to an irreducible
representation of the corresponding algebra and the latter allows a nat-
ural extension to a representation of certain central extensions of that
algebra. Our initial scheme did not include directly representations of
the Etingof–Frenkel current algebras. The representations of the latter,
found in [4], have an interesting property — the nontrivial topology
of X manifest itself. This is not the case for any of the previously
known representations. Namely, for those representations, if we take
e.g. X1 to be a 2-torus and X2 to be a square, the representation
space for GX1 and GX2 is the same and the algebra GX1 acts on it as
the subalgebra of GX2 of functions with periodic boundary conditions.
By contrast, to construct irreducible representations of the Etingof–
Frenkel current algebra for the torus, we need to tensor our “old”
representation space with two irreducible highest (or lowest) weight
modules over Kac–Moody algebras, which are restrictions of GX1 to
the two cycles, generating the first homology group of the torus.
The next section is an exposition of results on representations of
current algebras which are not of the Etingof–Frenkel type. The proof
of Proposition 2 has not been published before. In Section 3 we explain
how the Etingof–Frenkel current algebras are defined and construct
irreducible representations of those. Our main result is the irreducibility
result contained in Proposition 3. As far as we know, the representations
that we have found are the only known irreducible representations of
Etingof–Frenkel algebras.
In the last section we give two examples of representations over the
torus and over a hyperelliptic surface of genus 2. These examples as well
as the general theory of holomorphic differentials over Riemann sur-
faces indicate that, unfortunately, one cannot hope to obtain integrable
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3representations of the Etingof–Frenkel algebras using just integrable
highest (lowest) weight modules over Kac–Moody algebras.
2. Irreducible representations of GX and some of its central
extensions
In this section we state and prove some important preliminary results.
The manifold X will be an arbitrary compact two-dimensional Rieman-
nian manifold and G will be a compact simple Lie algebra. (All results
are actually valid for noncompact manifolds if we require our algebras
to consist of functions with compact support.) Consider the Hilbert
space L2(X, dx;GC), where dµ(x) is the Riemann-Lebesgue measure
on the manifold X and the scalar product is
(a, b) :=
∫
X
〈a¯(x), b(x)〉 dµ(x) (1)
with 〈 , 〉 an invariant inner product on G. The representations which
we consider are realized in the bosonic Fock space over the one-particle
Hilbert space L2(X, dx;GC). We denote by B
∗(a) and B(a) the stan-
dard creation and annihilation operators (of a state a) in the Fock space
and by L0(a) — the second-quantized operator, corresponding to the
one-particle operator b(x) → [a(x), b(x)]. On an n-particle state these
act as follows:
B∗(a) (B∗(a1)B
∗(a2)...B
∗(an)|0〉)=B∗(a)B∗(a1)B∗(a2)...B∗(an)|0〉 ,
B(a) (B∗(a1)B
∗(a2)...B
∗(an)|0〉)=
n∑
i=1
(a, ai)B
∗(a1)...B
∗(ai−1)
×B∗(ai+1)...B∗(an)|0〉,
L0(a) (B
∗(a1)B
∗(a2)...B
∗(an)|0〉)=
n∑
i=1
B∗(a1)...B
∗(ai−1)B
∗([a, ai])
×B∗(ai+1)...B∗(an)|0〉 .
Take a piecewise smooth real vector field Z on X, which is nonzero
a.e. (By piecewise smooth we mean that the coefficient functions of Z
in any coordinate system are smooth and bounded together with all
their derivatives outside a closed subset of X of zero measure, i.e. we
allow jumps. In this way the nontrivial topology of X doesn’t play any
role at this point.) The vector field Z is the data which will determine
the representation. Recall that vector fields are operators on (smooth)
functions on X.
All our irreducibility results will rely on the following proposition,
proven in [9]:
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4PROPOSITION 1. The operators
LZ(a) := L0(a) +B
∗(Za)−B(Za) , a ∈ GX , (2)
define a topologically irreducible unitary (i.e. antihermitian) represen-
tation of the algebra GX . For a fixed Riemannian metric, different
vector fields determine nonequivalent representations. The metric itself
is unimportant since what actually matters is the Riemann-Lebesgue
measure, i.e. the volume form, but any local rescaling of the measure
turns out to be equivalent (in the sense of representation theory) to a
rescaling of Z.
We would like to point out that although the action of LZ(a) (Eq. (2))
is fairly simple, the proof of irreducibility (that we know) is difficult.
It is analytical and is done at the group level. Note that in the case
Dim X = 1 the representation (Eq. (2)) is known to be reducible [10].
It was noticed [9] that if one replaces the real vector field Z in Eq.
(2) by a complex vector field Y = Z1 + iZ2, then the operators L
Y
defined as in Eq. (2) with Y instead of X give a representation of a
central extension of GX . Namely, we have:
LY (a)LY (b)− LY (b)LY (a) = LY ([a, b]) + c(a, b) , (3)
where
c(a, b) = −2i [(Z1b, Z2a)− (Z1a, Z2b)] (4)
is 2-cocycle on GX , which is nontrivial unless it is zero [9].
PROPOSITION 2. The operators LY (a) defined as in Eq. (2) with
complex vector field Y give a unitary (i.e. the operators are antihermi-
tian) topologically irreducible representation of a central extension of
G
X with central term c(a, b) given by Eq. (4).
Proof. The proofs that LY (a) satisfy Eq. (3) and are antihermitian
require a straightforward calculation. So does the fact that the bilin-
ear form c(a, b) (Eq. (4)) is indeed a 2-cocycle - the antisymmetry is
explicit, while the cocycle condition
c([a, b], c) + c([c, a], b) + c([b, c], a) = 0
follows from the invariance of the inner product 〈 , 〉 on G. In order to
prove irreducibility, we notice that the operators LZ(a) in Eq. (2) are
real, when Z is a real field, i.e preserve separately the real and imagi-
nary parts of our representation space. Therefore the operators LZ(a)
define an irreducible representation on the real part of our complex
representation space. For a complex vector field Y = Z1 + iZ2 we have
LY (a) = LZ1(a) + iLZ2(a). If we consider our complex representation
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5space over the reals, then it is (real-)isomorphic to a direct sum of two
copies of its real part, i.e. V ∼= VR ⊕ VR and the operators LY (a) are
written in a block form:
LY (a) =
(
LZ1(a) −LZ2(a)
LZ2(a) LZ1(a)
)
: VR ⊕ VR → VR ⊕ VR .
Suppose that there is a nontrivial invariant subspace U ⊂ V . Then
U ∼= UR ⊕ UR and any element of UR ⊕ {0} should remain in UR ⊕ UR
under the action of any LY (a), i.e.
LY (a)(UR ⊕ {0}) ⊂ UR ⊕ UR , ∀a ∈ GX
But that would imply that LZ1(a)(UR) ⊂ UR ,∀a, which contradicts
the irreducibility of the representation on VR. This ends the proof.
It is a simple matter to extend the above results to representations of
central extensions of GX
C
. The operators must be defined as follows:
LY (a) := L0(a) +B
∗(Y a)−B(Y a) , a ∈ GX
C
. (5)
CORROLARY 1. The operators defined by Eq. (5) with Y = Z1+ iZ2
give a topologically irreducible representation of a central extension of
G
X
C
with central term given by:
c(a, b) = −2i [(Z1b, Z2a)− (Z1a, Z2b)] . (6)
3. Etingof–Frenkel current algebras and their
representations
Let X be a compact Riemann surface of genus g. The Etingof–Frenkel
current algebras are central extensions of the algebras GX
C
, defined as
follows [1]: Denote by HX the g-dimensional complex space of holomor-
phic differentials on X and by H∗X its dual. For every a, b ∈ GXC and
α ∈ HX one gets a number:
Ω(a, b)(α) :=
∫
X
〈a , db〉 ∧ α . (7)
Thus Ω(a, b) ∈ H∗X . Using the fact that α is holomorphic and hence
closed, one deduces that Ω(a, b)(α) is antisymmetric in a and b and
due to the invariance of the inner product 〈 , 〉 it satisfies the cocycle
condition. Thus Ω defines a g-dimensional central extension ofGX
C
. This
extension has the important property that it is integrable to a central
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6extension by a g-dimensional complex torus of the corresponding group
GX
C
[1].
Rewriting the central term in Eq. (6), we can make it look similar
to the one in Eq. (7). This is most easily done in local coordinates.
Without loss of generality we may assume that the Riemann-Lebesgue
measure in Eq. (1) is just dxdy, since any factor, multiplying it can
be absorbed into the vector field Z, leading, according to Prop. 1, to
an equivalent representation. In local coordinates the two vector fields
Z1 and Z2 can be written as Zi = fi
∂
∂x
+ gi
∂
∂y
, i = 1, 2. Performing
integration by parts, keeping in mind that the vector fields are allowed
to have jumps, we get:
c(a, b) = −2i
∫
X
〈a , ∂b
∂x
∂ϕ
∂y
− ∂b
∂y
∂ϕ
∂x
〉 dxdy + boundary terms , (8)
where ϕ := f1g2 − f2g1. The same manipulation, explained in in-
variant notations is as follows: Let ω1,2 be the (piecewise smooth)
one-forms, corresponding to the vector fields Z1,2 in the identification
of the tangent and cotangent spaces via the Riemannian metric. Let
ϕ := (ω1 ∧ ω2)∗ be the 0-form, which is Hodge dual to ω1 ∧ ω2. Then
c(a, b) = −2i
∫
X
〈a , db〉 ∧ dϕ + boundary terms. (9)
Comparing Eqs. (7) and (9), we notice several differences. The central
term of Etingof and Frenkel defines a complex g-dimensional extension,
while the ones in Eq. (9), having fixed the vector field Z, are (real)
one-dimensional. However, in any irreducible representation, the center
should be projected to C, which should then be represented as a multi-
plication operator. This is achieved by fixing a holomorphic one-form α
in (7). This will be (part of) the data, determining the representation.
Second, the function dϕ in (9) is real, while α in (7) is complex. This can
be taken care of by the following generalization: We choose two different
complex vector fields Y L and Y R, which have the same real part, (the
latter requirement is needed in order to ensure irreducibility.) We define
new operators L(a) (suppressing the superscript in L(a), indicating its
dependence on Y L and Y R):
L(a) = L0(a) +B
∗(Y Ra)−B(Y La) . (10)
These give a representation of a central extension of GX
C
with the
following central term:
c(a, b) =
[
(Y Lb, Y Ra)− (Y La, Y Rb)] . (11)
Rewriting the central term (11) we now get the same expression as in
(9) with a complex function ϕ := fRgL− fLgR with fL,R and gL,R be-
ing the corresponding complex coefficient functions of the vector fields
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7Y L,R. Since ϕmust be holomorphic, we see that the coefficient functions
of Y R must be holomorphic, while those of Y L — antiholomorphic. We
should point out that the fields Y L,R cannot be chosen antiholomorphic
and holomorphic, respectively. This would lead to ϕ = 0.
An essential difference between the central terms in (7) and (9) is
that the one-form dϕ in (9) is (explicitly) exact, while the one-form α in
(7) is never exact, since there are no exact holomorphic differentials on
a compact Riemann surface (see, e.g. [11]). At this point we recall that
the vector fields Y L,R, and hence ϕ, can have jumps. Let us therefore
choose 2g cycles γj , j = 1, 2, ..., 2g on X, forming a canonical homology
basis of X (i.e. each γj, j = 1, ..., g intersects once γj+g and does not
intersect any other cycle). On the simply connected domain X − ∪jγj
we fix a point P0 and define
ϕ(P ) =
∫ P
P0
α (12)
For a fixed holomorphic differential α, let us denote by cj its j-th period,
i.e. cj =
∫
γj
α and set cˆj := cj+g, j = 1, ..., g, cˆj := cj−g, j =
g + 1, ..., 2g. Then ϕ has a jump equal to −cˆj everywhere along the
cycle γj (the sign of the jump along a cycle is with respect to the
positive direction of its dual cycle). Now the operators L(a) defined by
(10) with ϕ given by (12) will give a representation with a central term
c(a, b) =
∫
X
〈a , db〉 ∧ α +
2g∑
j=1
cˆj
∫
γj
〈a , db〉 . (13)
Let J = {k ∈ {1, ..., 2g} ; cˆk 6= 0}. For each j ∈ J choose an irreducible
representation lj of the (unique) central extension of the loop algebra
G
S1
C
with central charge equal to −cˆj.
Recall that the loop algebra GS
1
C
has, up to a constant, a unique
central extension (see, e.g. [3]), determined by the 2-cocycle
c(a, b) =
∫
S1
〈a , db〉 a, b ∈ GS1
C
. (14)
Every centrally extended loop algebra GS
1
C
contains as a dense subalge-
bra the algebra of Fourier polynomials. The latter is, according to the
classification of Kac [2], an untwisted affine algebra (after adjoining
a one-dimensional space of derivations). If B is such an algebra of
Fourier polynomials, then every irreducible highest–weight (or lowest–
weight) module over B gives rise to an irreducible representation of
the centrally extended loop algebra, with the same central charge.
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the extension of GX
C
with central term which looks as in (14) obtained
by restricting any a ∈ GX
C
to the cycle γj and then representing it
via lj. Thus, by a slight abuse of notation, we can define the following
representations:
L := L⊗
(
⊗
j∈J
lj
)
. (15)
Here the tensor products are in the sense of tensoring of representations
of a Lie algebra. Strictly speaking we are tensoring representations of
different algebras but as the difference is just in the central terms, no
difficulty arises.
We can now prove the main result of our paper:
PROPOSITION 3. Fixing a holomorphic differential α on the Rie-
mann surface X, the representations L defined by Eq. (15) are topo-
logically irreducible representations of the Etingof-Frenkel algebra with
central extension given by Eq. (7).
Proof. The fact that these are representations of the Etingof-Frenkel
algebras is obvious from the construction. The added factors lj con-
tribute to the central charge exactly the necessary terms to cancel the
boundary terms in Eq. (13) and what remains is the central term of
Eq. (7). It is less trivial to show irreducibility. If we denote by X0 the
open submanifold X − ∪jγj , the main idea is to show that we can
essentially treat the algebra GX0
C
independently from the algebra of
functions on ∪jγj with values in GC. In addition the module ⊗j∈J lj
could in principle be reducible under the action of the latter algebra,
since the cycles γj are not disjoint (they are linked two by two) and
therefore our algebra is a subalgebra of the tensor product of loop
algebras. Topological irreducibility will follow easily from the following
two lemmas.
LEMMA 1. Let X0 ⊂ X be an open submanifold of full measure.
The representation defined by Eq. (2) is topologically irreducible under
the action of the subalgebra C∞0 (X0,G) ⊂ GX consisting of smooth
functions with compact support inside X0. Similarly, the representation
of the central extension of GX
C
given by Eq. (5) remains topologically
irreducible under the action of the subalgebra C∞0 (X0,GC)
Proof. The proof of this fact (at the group level) is contained in
[7] and is also discussed in [9]. At the Lie algebra level it can be
easily deduced from the explicit action of the operators L0(a), B
∗(Za)
and B(Za) and the fact that any function in the one–particle Hilbert
space L2(X, dx;GC) can be approximated (in the L
2 sense) by smooth
functions with compact support inside X0.
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0
2 be two copies of the algebra of Fourier
polynomials on the unit circle S1 with values in GC, i.e.
B
0
j
∼= C[e2piitj , e−2piitj ]⊗GC , tj – formal variables , j = 1, 2.
Let B1,2 be their central extensions, determined by the 2-cocycle in Eq.
(14). Denote by D the subalgebra of B1 ⊗ B2 generated by pairs of
Fourier polynomials, coinciding when evaluated at t1 = t2 = 0. Take
two irreducible highest–weight modules l1,2 over B1,2, respectively. Then
the tensor product l1⊗ l2 (which is obviously an irreducible module over
B1 ⊗B2) remains irreducible under the action of D. (The statement
remains true for two lowest–weight modules or a product of a highest–
weight and lowest–weight modules.)
Proof. It is enough to show that for any two vectors u, v ∈ l1 ⊗ l2
we can find an element of the universal enveloping algebra U(D) which
sends u to v. Let us first consider a homogeneous element u = u1 ⊗
u2 ∈ l1 ⊗ l2. Since l1 is an irreducible highest–weight module (with
some highest weight Λ1), there is an element a ∈ U(B1), which sends
u1 to the highest–weight vector u
Λ
1 . Note that we have the following
identifications of vector spaces:
U(B1) = U
(
C[e2piit1 , e−2piit1 ]⊗GC ⊕ C
)
= U
(
C[e2piit1 , e−2piit1 ]⊗GC
)
= C[e2piit1 , e−2piit1 ]⊗ U (GC)
The vector u2 can be decomposed into a sum of weight vectors:
u2 =
∑
λ≤Λ1
uλ2 ,
where only a finite number of elements of this sum are nonzero. Thus
we can find big enough positive integer n, so that
(e2piint2 ⊗ g)u2 = 0 , ∀g ∈ U(GC) .
Let ga ∈ U(GC) be the image of a ∈ U(B1) under the evaluation
homomorphism (evaluating the Fourier polynomial at t1 = 0). We
choose an element aˆ = e2piint2 ⊗ ga ∈ U(B2). Then
(a⊗ aˆ)(u1 ⊗ u2) = (a u1)⊗ u2 + a⊗ (aˆ u2) = uΛ1 ⊗ u2 + 0 .
Note that the element a⊗aˆ actually belongs to the universal enveloping
algebra of the subalgebra D. Similarly, we can find suitable element of
U(D) which will send uΛ1 ⊗ u2 to uΛ1 ⊗ uΛ2 .
Let now
∑
j u
j
1⊗ uj2 be a general element of l1⊗ l2. Again, choosing
appropriately (a⊗ aˆ) ∈ U(D) as before with big enough positive n, we
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can bring some of the elements of the sum to the form βju
Λ1⊗uj2, while
others will turn to zero. Grouping the remaining nonzero elements we
get uΛ1 ⊗ u2 for some u2. On the next step we can get uΛ1 ⊗ uΛ2 .
Then, by choosing appropriately (b⊗ bˆ) ∈ U(D) the element uΛ1 ⊗
uΛ2 is first sent to uΛ1 ⊗ v2 and then to v1 ⊗ v2. Since any v ∈ l1 ⊗ l2
is a finite sum of such homogeneous vectors, we have shown that an
appropriate linear combination of elements of U(D) will send u to v.
This completes the proof.
4. Examples. The Problem of Integrability
There seems to be an intriguing connection between the theory of
Riemann surfaces and the question of possibility or impossibility to ob-
tain integrable irreducible representations using the scheme described.
Unfortunately, it appears impossible to get integrable representations
using just highest or lowest weight (integrable) modules lj in Eq. (15).
Let us fix a canonical homology basis {γj}2gj=1 on X, and find the
so-called dual basis {αi}ni=1 of holomorphic differentials, defined by the
requirement that their first g periods (commonly named a-periods) are
∫
γj
αi = δij , i, j = 1, 2, ..., g .
The remaining g periods of αi, the so-called b-periods, form a symmetric
g× g matrix with positive-definite immaginary part. This is the period
matrix of X - a very important invariant of the complex structure.
A sufficient condition for integrability of the representation (15)
would be certain integrality condition for the holomorphic differential α
(integral linear combination of the basis elements αi) plus integrability
of the modules lj in (15). Among all modules lj coming from highest–
(lowest–)weight modules over Kac–Moody algebras, integrable are only
the ones, for which the central term is a positive (negative) immaginary
integer [2]. Because the a-periods and b-periods appear in our setting
as the central charges of the modules lj that we have to choose in Eq.
(15), we might be tempted to try to choose a complex structure on
X and a holomorphic differential α in such a way, that all periods are
immaginary integers. This is impossible due to the positive definiteness
of the immaginary part of the period matrix. The best we can hope for
is to have purely real integer a-periods and purely immaginary integer
b-periods. This will become clear from the two examples we consider.
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Consider first the torus: X = C/Λ1,i (the complex plain factorized
by the lattice, generated by 1 and i). The image of the real axis is
an a-cycle, and of the imaginary axis — a b-cycle. The holomorphic
differential dz forms the dual basis. We have c1 =
∫
a
dz = 1 and c2 =∫
b
dz = i, (cˆ1 = i, cˆ2 = 1). Thus we need to add in (15) as factors
an (integrable) lowest–weight module with central charge −i and a
(nonintegrable) lowest–weight module with central charge −1.

1a
2a
1b
2b
s t

rr− s−t−
Figure 1. A hyperelliptic surface of genus 2
A less trivial example is a hyperelliptic surface of genus 2, (Figure
1). This is a two-sheeted cover of the Riemann sphere C ∪ {∞} with
six branch points 0 < s < t < r and −r,−t,−s on the real line.
Make three cuts, as shown on the picture, glueing the upper banks of
the front plane with the lower banks of the back plane and vice-versa.
This is topologically a sphere with two handles. The two a-cycles and
the two b-cycles can be chosen as depicted and constitute a canonical
basis (note that the dashed part of the b-cycles indicates that they pass
through the cuts onto the lower plane. The following is a holomorphic
differential on X [11]
α :=
z dz√
(z2 − s2)(z2 − t2)(z2 − r2)
Let’s calculate the periods of the differential α. Denote by R(x; s, t, r)
the function x[(x2 − s2)(x2 − t2)(x2 − r2)]− 12 . Note that R(x; s, t, r) is
odd. Keeping in mind that for z immediately above or below a cut,√
z is purely imaginary, while for z on the real line, where there are no
cuts,
√
z is real, we obtain:
∫
a1
α = −2i
−t∫
−r
R(x; s, t, r)dx = 2i
r∫
t
R(x; s, t, r)dx
∫
b2
α = −2
t∫
s
R(x; s, t, r)dx
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The other two periods are zero since the intervals of integration are
symmetric w.r.to zero. The two nonzero integrals above can be ex-
pressed in terms of elliptic integrals of the first kind. Since we have
plenty of freedom to vary s, r and t, we can make the two periods
mutually rational. Note that the first is purely immaginary, the second
is real. Then an appropriate multiple of α will have the property that its
a-periods are immaginary integers and the b-periods are real integers.
It becomes obvious that one has to go beyond highest and low-
est weight modules if one hopes to construct integrable irreducible
representations.
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