We numerically study the displacement flow of two iso-viscous Newtonian fluids in an inclined two-dimensional channel, formed by two parallel plates. The results are complementary to our previous studies on displacement flows in pipes and channels. The heavier displacing fluid moves the lighter displaced fluid in the downward direction. Three dimensionless groups largely describe these flows: the densimetric Froude number (Fr), the Reynolds number (Re), and the duct inclination (β). As a first order approximation, we are able to classify different flow regimes phenomenologically in a two-dimensional (Fr; Re cos β/Fr)-plane and provide leading order expressions for the transitions between different regimes. The stabilizing and/or de-stabilizing effects of the imposed mean flow on buoyant exchange flows (zero imposed velocity) are described for a broad range of dimensionless parameters. C 2014 AIP Publishing LLC. [http://dx
I. INTRODUCTION
We present a computational study of high-Péclet-number miscible displacement flows in an inclined 2D plane channel with a heavier fluid displacing a lighter fluid downwards, i.e., densityunstable configuration. Iso-viscous Newtonian fluids in the Boussinesq limit are considered. This study continues our previous work on 2D channel displacement flows 1,2 which have been focused at near-horizontal channels. Here our study covers the full range of channel inclinations (β) and extends from the exchange flow limit (zero imposed flow) into ranges with significant Reynolds number (Re). Thus, many of the flows are strongly inertial, driven by the imposed flow rate as well as by buoyancy (characterized by the densimetric Froude number, Fr). This leads to interesting physical phenomena, particularly in the early part of the flows, which we present later.
The principal focus of our study is on long 2D channels and characterizing the long-time behaviour of these flows in terms of the 3 principal dimensionless groups: Re, β, and Fr; see Sec. II A for definition of the dimensionless parameters. The motivation comes from industrial applications in oilfield cementing. In such applications, buoyancy and inertia are nearly always significant and displacement geometries have very long length-to-width aspect ratios (∼10 3 -10 5 ). Although detailed physical understanding of different flow regimes is important and scientifically interesting, the end aim for industrial design of these processes is to estimate bulk flow features. Relevant here is the displacement efficiency (inversely related to the displacement front velocity, i.e., the velocity of the interpenetrating front of the heavy fluid into the light one) and the bulk axial diffusivity. The former is relevant in regimes that are primarily convective whereas the latter is important where the degree of transverse mixing is high. a) Author to whom correspondence should be addressed. Electronic mail: kamran.alba@yahoo.com
There is an extensive literature on miscible displacement flows in channels with little/no inertia, i.e., Hele-Shaw cells. In iso-dense displacements, dispersive regimes are found when the length to width aspect ratio (ϵ −1 ) exceeds the Péclet number (Pe). 3, 4 In the limit of Pe → ∞ at finite aspect ratio, we approach immiscible displacements at infinite capillary number. 3, 5 In both lab experiments and applications, we commonly find finite (Pe, ϵ) such that Pe ≫ ϵ −1 . Variable viscosity displacements were studied computationally by Goyal and Meiburg, 6 using a linear stability analysis of developed two-dimensional Stokes flow displacements and showing the onset of spanwise instabilities. Three-dimensional computations are studied by Oliveira and Meiburg, 7 revealing an inner splitting mechanism.
With density differences, downward displacement flow in a vertical Hele-Shaw cell was studied experimentally and theoretically by Lajeunesse and co-workers. [8] [9] [10] Fluids were chosen to be miscible and Newtonian. Neglecting diffusive effects, the dependence of the flow stability on viscosity ratio and flow rate was investigated. In the limit of Stokes flow, Goyal et al. 11 have carried out a computational study to compare with the results in Ref. 9 . It was found that both the growth rate and the dominant wave-number depend only weakly on Péclet number and also that a moderately stable density stratification can stabilize a viscously unstable displacement (also see Ref. 12 for similar effects observed in iso-viscous pipe displacement flows with stable density stratification). More recently, Jiao and Maxworthy 13 have studied fingering patterns and characteristics in viscosity and density unstable displacements. Exchange flows in Hele-Shaw geometries (i.e., zero imposed flow) are studied experimentally and computationally in Refs. 14 and 15; see also Refs. 16 and 17 . Buoyancy effects in horizontal Hele-Shaw displacements have received more recent attention. Viscously unstable displacements were studied in three-dimensions by Talon et al. 18 and John et al. 19 The viscosity ratio leads to development of a finger that destabilizes along its length due to buoyancy effects. These may lead to pinch-off of the finger tip and to the formation of cavities. Very recently, Haudin et al. 20 have studied viscosity-stable displacements, revealing interesting striped patterns resulting from buoyancy as the displacement front elongates.
Moving from the Hele-Shaw paradigm into regimes of significant inertia, Hallez et al. looked into exchange flows, i.e., flows with zero imposed velocity in channels 21, 22 and pipes 21, 23 using Direct Numerical Simulations (DNSs). In inertial regimes, they discovered that there are essential differences between 2D and 3D flows which arise from different dynamic vorticity fields. Sahu et al. 24 have studied miscible displacement flows in 2D channels computationally. They considered the effects of varying the density ratio, the mean imposed velocity, and the channel inclination on the flow dynamics for moderate Reynolds numbers. Although numerous flow patterns were illustrated over the wide range of parameters chosen in Ref. 24 , neither comprehensive picture of different phenomena emerges nor are quantitative predictions of the main flow features made. This motivates to study these flows further, even qualitatively in the case of a 2D channel, to provide better understanding of the underlying physical mechanisms that govern different flow regimes observed.
Two-dimensional channel flows present many advantages for study, both in terms of reduced complexity and computational speed. Although three-dimensional computations of miscible Newtonian fluid-fluid flows are feasible on large parallel machines, e.g., Refs. 19, 21, and 22, current computational speeds limit these studies to moderate aspect ratios and restricted ranges of dimensionless parameters. Applications of interest require the understanding of long time behaviour (meaning large aspect ratio) and eventually to include complex fluid rheologies, which increase significantly the number of dimensionless parameters.
A second advantage is that analytical and semi-analytical approximations can be made, allowing some degree of flow prediction, e.g., Refs. 1 and 9. These reduced models also lend themselves to stability analyses that may allow the prediction of flow regime transitions. For example, Sahu et al. 25 considered the onset of convective instabilities in two-layer plane-channel flows. Analysis of the flow in the linear regime revealed the presence of both convective and absolute instabilities identifying the vertical gradient of viscosity perturbations as the main destabilizing factor. Through transient numerical simulations, the development of complex dynamics in the non-linear regime was demonstrated. The non-linear dynamics were characterized by roll-up phenomena and intense convective mixing which become pronounced with increasing flow rate and viscosity ratio, as well as weak diffusion. In Ref. 26 , we have extended the thin-film approach of Ref. 1 into the weakly inertial range, using a weighted-residual formulation. This allows the numerical study of convective instabilities, as well as linear stability analysis.
The pipe exchange flow (zero mean flow) has been extensively studied experimentally by Seon et al. [27] [28] [29] [30] [31] The controlling parameter for flow stabilizing and/or de-stabilizing is the parameter Re cos β/Fr. For Re cos β/Fr 50, exchange flows become progressively inertial leading eventually to complete transverse mixing, whereas for Re cos β/Fr 50, density-stratified viscous regimes persist. Our own work has extended these studies into the displacement regime (non-zero imposed mean flow). In Ref. 32 , we have classified flows as fully diffusive, inertial, and viscous, providing a qualitative description of each in the dimensionless planes of Fr and Re cos β/Fr. Some displacement fronts move instantaneously in the imposed direction, while others have buoyancy driven backflows, i.e., against the mean flow direction. Due to strong mixing at near-vertical inclinations, instantaneous displacements can still exist at values of χ(=2Re cos β/Fr 2 ) higher than predicted by the lubrication model derived in Ref. 33 for near-horizontal settings. For each type of flow, an approximation to the front velocityV f and to the bulk axial diffusivityD M was derived; see Ref. 32 . The thin-film/lubrication model from Ref. 2 is effective in predictingV f for viscous regimes. When the flow is fully diffusive, the front velocity is very close to the mean imposed velocitŷ V f ≈V 0 . It was found thatD M exceeds the Taylor dispersion coefficient, 34D T , by up to an order of magnitude, over the full experimental range. Adding the flow rate to the exchange flow was found to have a stabilizing effect for Re cos β/Fr 270, extending the range studied in Ref. 35 . Above this limit, the imposed flow was found to progressively destabilize the flow up to Re cos β/Fr ≈ 500.
For larger values of Re cos β/Fr, the imposed flow has little effect on the flow type, since the degree of mixing is already very high, i.e., the flow is fully diffusive.
In comparing with pipe flows, there are clear limitations. For example, in the turbulent pipe exchange flow simulations in Ref. 23 , non-zero radial and azimuthal components of velocity were found that govern the mixing mechanisms. These (anisotropic) secondary motions are induced by a combined effect of the lateral walls and turbulent velocity fluctuations. Clearly lateral wall effects are lacking in any 2D study. The other important element (which is present in our study) is the existence of an asymmetric mean shear in the flow, which originates from the heavy-light configuration. In other words, the density difference in each layer modifies the mean pressure gradient driving the flow. Turbulent fluctuations produced along the streamwise direction can then be unevenly distributed along the other two directions. See also Refs. 36-38 for similar mechanisms in homogeneous shear flows. Therefore, at the outset of our study, we accept that there will be limitations in what may be inferred about fully inertial 3D displacements.
A plan of the paper is as follows. Below in Sec. II, we introduce the methodology and scope of the study. In presenting our results in Sec. III, we first discuss the main qualitative features of the displacement flows. Quantitative measurements of front velocities are given in Sec. III B. Instantaneous and non-instantaneous displacements are studied in Sec. III C. The phenomena happening at the displacement front are discussed in Sec. III D followed by macroscopic diffusion coefficient measurements in Sec. III E. Finally, we give overall classification of different regimes and a summary of the effects observed in Sec. IV. Figure 1 shows the flow geometry and notation used in the current study. The fluids have the same viscosity but different densities. The displacing fluid is denser than the displaced fluid. The computations that we have carried out are fully inertial, solving the full 2D Navier-Stokes equations with the liquid species modeled via a scalar concentration, C, Here, e g = (cos β, − sin β) and the function φ(C) = 2C − 1 interpolates linearly between −1 and 1 for C ∈ [0, 1]. No slip conditions are satisfied at the walls, the heavy fluid enters fully developed (plane Poiseuille profile) at x = −L/4 and outflow conditions are applied at x = 3L/4.
II. DISPLACEMENT IN CHANNELS
[1 + φAt] [u t + u · ∇u] = −∇p + 1 Re ∇ 2 u + φ Fr 2 e g ,(1)∇ · u = 0,(2)C t + u · ∇C = 1 Pe ∇ 2 C.(3)
A. Parameters
Five dimensionless groups appear in Eqs.
(1)- (3) . These are the Reynolds number Re, densimetric Froude number Fr, channel inclination β, Atwood number At, and Péclet number Pe. We adopt the convention of denoting dimensional quantities with aˆsymbol (e.g., the channel width isD) and dimensionless quantities without. We denote the density of the displacing fluid byρ H and that of the displaced fluid byρ L . The Atwood number is defined as
representing a dimensionless density difference. For this study, At > 0 sinceρ H >ρ L (heavy fluid displacing the light fluid in the downwards direction). Our simulations are all performed for small At (=0.001, 0.0035, 0.01), the significance of which is that a Boussinesq approximation is valid. Briefly, this means that density differences can significantly affect buoyancy forces, captured by the densimetric Froude number, Fr =V 0 /  AtĝD, but do not significantly affect the acceleration of the individual fluids. Here,ĝ is the gravitational acceleration andV 0 is the mean imposed velocity. The Reynolds number is defined as Re =V 0D /ν, whereν is defined using the mean densityρ = (ρ L +ρ H )/2 and the common viscosity of the two fluids,μ. Finally, the Péclet number Pe =V 0D /D m (here,D m is the molecular diffusivity), and typically we have Pe ≫ 1. This suggests that on the timescale of interest, molecular diffusivity does not play a major role in the flows studied. In summary for the high-Péclet-number Boussinesq regime considered, the key governing dimensionless parameters of the problem reduce to Re, Fr, and β.
Approximately 180 simulations have been carried out covering the parameter ranges indicated in Table I . Our dimensionless parameters are achieved dimensionally by varying mean velocitŷ V 0 (mostly in the range 0-27 (mm/s)) and fluid densities for a fixed viscosityμ = 10 −3 (Pa s) in a channel of fixed widthD = 19 (mm). This mimics the scope and procedure of our pipe flow experiments in Ref. 32 . Note that typically Re ≤ 500 for our simulations. At larger Re, we would expect to enter a fully mixed turbulent regime, for which we have not explored the performance of our code. It is worth noting that in a few cases, the flow rate was increased up to Re = 800 in order to cover a wider range of dimensionless conditions and better understand the flow dynamics. In presenting our results in the upcoming sections, data from the simulations from our previous study on displacement flows in near-horizontal channels 2 have also been included for completeness and to help understand the effect of the inclination angle.
B. Computational code
Equations (1)- (3) are discretised using a mixed finite element, finite volume method. The Navier-Stokes equations are solved using Galerkin finite element method. The divergence-free condition is enforced by an augmented Lagrangian technique. 39 A fixed time step is used for the Navier-Stokes equations, advancing from time step N to N + 1. The convective velocity is approximated at time step N while the linear spatial derivatives of the velocity are approximated implicitly at time step N + 1. The pressure is approximated at time step N + 1 (semi-implicit method regarding the nonlinear terms). More details of the computational methodology and the governing system of equations are given in Ref. As explained earlier, we are mostly interested in predicting global features of the displacement flow. For the meshes in most of the computations, we have used 28 cells across the channel of height 19 (mm), refined slightly towards the walls, and 400 cells along theL = 2 (m) length of the channel. The initial interface between the two fluids in most cases was placed at a distance L/4 from the left side of the computational domain, where L =L/D ≈ 10 2 is the dimensionless channel length (see also Fig. 1 ). The most obvious global feature of the flow is the average value of the concentration, defined asC
Figure 2(a) shows the dependency of (1 −C(t))/(1 −C(0)) and the position of the displacing front, x front , on different mesh sizes, respectively, for parameters β = 40
• , Re = 50, and Fr = 0.1. Naturally at t = 0, the quantity (1 −C(t))/(1 −C(0)) approaches 1 and it decreases with time as more displacing fluid (with C = 1) is introduced into the computational domain. In Fig. 2(a) , it is shown that this large scale feature of the flow does not depend on the mesh size significantly. Note that the slope of the lines shown in Fig. 2(a) changes at the breakthrough time, when the displacing front reaches the end of the computational domain (see also Ref. 24) . After the breakthrough time, the only mechanism through which the displaced layer is removed from the channel is by the action of the displacing fluid on the displaced fluid. In viscous regime flows, this is by dragging the residual layers along the wall, through a combination of viscous and pressure gradient effects. In the case of unstable flows, this is augmented by mixing effects.
At t = 0, the two fluids are separated by an imaginary gate valve located at x = 0. As time progresses, due to the imposed mean velocity, the heavy layer penetrates through the light layer and displaces it. The streamwise distance of the tip of the advancing displacing front from the gate valve increases with time and is denoted by x front (initially, x front = 0). Figure 2 (b) shows x front for the same range of mesh sizes as in Fig. 2 (a). First of all we can see that for this particular simulation, the rate of increase of the front position experiences a different behavior at t ≈ 1 (indicated by red vertical dashed-line). Initially, mixing is controlled by inertia due to the very strong buoyancy forces. This is the reason why the front accelerates faster at the beginning. Over time, viscous forces come into balance with inertia and buoyancy and the movement of the front becomes more steady. See also Refs. 30 and 43 for transient behavior of similar gravity currents. Second, we can see that the position of the front does vary slightly with the mesh size. This is because the mixing flows are better resolved in fine mesh sizes than the coarse ones. The relative error in final front velocity value is estimated to be of order 6%.
In the results that follow, we have mostly used mesh size 28 × 400, in order to generate a broad data set of simulations covering the key parameters. This resolution is also consistent with our previous study (see Ref.
2), enabling direct comparison but for a fuller range of channel inclinations. To directly study particular features of interest (e.g., Rayleigh-Taylor-like instabilities at low β), we have used a finer mesh to ensure accuracy. In general, we have found that although the fine mesh simulations for these flows were different from the coarse mesh ones, from the quantitative point of view at fine scales, the large scale and qualitative features remained the same. The parameter ranges studied are selected to be similar to our experimental study in Ref. 32 . For these miscible displacements, we expect to have Péclet numbers in the range Pe 10 8 . In our previous work, we have explored the relative effects of numerical and physical diffusion, finding that for these mesh sizes, we are unable to physically represent Péclet numbers greater than ≈10
5 . Consequently, we have set Pe = ∞ for our study. Observed diffusion is numerical, but note that the secondary flows and instabilities, that are largely responsible for dispersion, are physical.
As a benchmark example, in vertical channels and for small enough imposed velocity, we expect to observe flows that are phenomenologically similar to the Rayleigh-Taylor type instability; see, e.g., Ref. 44 . Figure 3 (a) shows concentration maps of a displacement flow in a strictly vertical channel (β = 0
• ) for Re = 50 and Fr = 0.19. The figure clearly shows the formation of a planar Rayleigh-Taylor mushroom structure as time evolves. Due to both mixing and the imposed flow, the mushroom-like structure is not sustained over longer times and symmetry is lost after a short period (here ≈10 (s)). • . We see that due to the effects of buoyancy, the Rayleigh-Taylor 
III. RESULTS
The main computational results are presented in this section. A broad phenomenological description of the main regimes observed in our displacement flow simulations is first given in Secs. III A and III B. These flow regimes are quantified through numerous tools, e.g., spatiotemporal plots, velocity fields, time dependent interface evolution profiles, etc. This leads to a delineation of the observed flows into a number of regimes, the boundaries of which we are able to identify in terms of the main dimensionless groups: (Re, Fr, β) (see Secs. III C and III D). In the case of transversely mixed flows, we analyze the effective axial diffusivity (or dispersivity), from measured concentration profiles in Sec. III E.
A. Displacement flows: Main qualitative features
We first address the most basic question: namely, is the global qualitative behavior observed for pipe displacement flows, as shown in Fig. 4(a) , significantly affected by introducing the new geometry? Fig. 4(b) shows concentration maps from typical results from our simulations, primarily , there is also the suggestion that the 2D channel flow displacement seems to destabilize more than the pipe flows. The degree of mixing even in near-horizontal ducts seems to be higher in 2D channels than in analogous pipe flows. Note that the viscous flow behavior similar to that shown in Fig. 4(b) for β = 90
• is also observed for β down to 85
• in our simulations. Another key difference between 2D channel and pipe flow displacements is that the slumping pattern is more pronounced in the latter. By slumping, we mean that the heavy layer slouches underneath the light layer and travels downward closer to the lower channel wall. A slump-type flow is similar to a two-layer flow. In fact, we generally observe a two-layer flow in our experiments whereas in 2D channel flow simulations, the two-layer structure is not observed as frequently (note that even for the case of fully transversely mixed flows in pipe, the initial phase of the displacement is slumping, with instabilities growing rapidly over time at the interface between the two fluids). In fact, the 2D channel flows computed are more similar to a three-layer structure than to a slumping two-layer flow. This can be purely due to geometrical effects. Possibly in pipe flows, as the displacing liquid moves downstream, it squeezes the displaced layer around the pipe. This in turn helps the displaced layer to direct the displacing fluid down towards the lower pipe walls (strengthening the slumping effect). However, in 2D channel geometry, there is no such geometrical limitation that generates azimuthal motions, i.e., the flow is 2D and thus the displacing liquid cannot squeeze the displaced layer towards the upper wall in the same way as in pipe (see also Ref. 2 for similar effects in near-horizontal ducts).
Hartel et al. 45 studied the flow at a gravity-current head in a 3D channel through analysis and direct numerical simulations. It was shown that the flow disturbance could extend across the whole channel span (cross-stream direction). Perhaps in a 3D channel, instabilities observed in Fig. 4 would develop in the cross-stream directions as well as in the streamwise direction. It is also worth noting that similar to the pipe exchange flows of Ref. 29 , the degree of mixing and disorder in the system increase as we move towards the vertical (β → 0
• ). The flow pattern for more horizontal inclinations remains qualitatively similar to viscous flows of two separated layers; see β = 90
• in Fig. 4(b) . Note that in the case of viscous flows detecting an interface between the fluids is much easier than the case where mixing and instabilities are strong. By interface, we mean a point or points at a streamwise location where the concentration gradient transversely is high and the two fluids meet and interact.
Similar to the previous study for pipe displacement, 32 we now try to investigate the physical features of the flows shown in Fig. 4(b) in more details. Figures 5(a) and 5(b) show the spatiotemporal diagrams constructed from depth-averaged concentration fieldsC y for the same simulations as shown in Fig. 4 (b) for β = 0
• and 90
• . Note that
The depth-averaged concentrationC y (x,t) does not give any information whether or not the flow is symmetric in the transverse direction. However, it provides us with some very useful information about how much displacing and/or displaced fluids exist in a given streamwise location, x at time t.
The closerC y (x,t) is to 1, the more displacing fluid exist at location x and time t. If, on the other hand,C y is closer to 0, it means that most of the 2D channel width is occupied by the displaced fluid. As will be seen later in this section,C y is also used in spatiotemporal diagrams to estimate the flow stability. Another importance ofC y is in giving the location of the advancing displacing front, x front , and finally its speed, V f . As can be seen in Figs. 5(a) and 5(b), there are less waves appearing in the spatiotemporal diagram of the concentration field as we move toward near-horizontal inclinations. The existence of the waves in the concentration field map can be related to the stability of the flow (see also Fig. 4(b) ). If the transition from purely displacing fluid region, C = 1, to the purely displaced fluid one, C = 0, in the spatiotemporal diagram happens smoothly (Fig. 5(b) ), it means that the interface between the two fluids is also smooth with no waves and instability appearing between the two fluids. In principle, we could extract statistical data on the wavelengths and growth rates of the instabilities from this data, but this is not the aim of the present study. In contrast to the experimental spatiotemporal diagrams shown previously in Ref. 32 , even when the degree of mixing is high it is not very difficult to distinguish the leading displacement front from the numerical simulations. Of course, when the fluids become more separated, the location of the advancing displacement front can be recognized clearly (Fig. 5(b) ). The inverse slope of the line bounding the blue region in the spatiotemporal diagram is minus the front velocity (see the dashed line in Fig. 5(b) ). This boundary can be either obtained through standard image processing methods or through the concentration evolution profiles discussed later in Sec. III B.
B. Front velocity measurement and characteristics
In a long channel, the ratio of the mean flow speed to the leading front velocity, V 0 /V f , indicates the proportion of the channel displaced in an experiment or a simulation, i.e., the displacement efficiency. Consequently, it becomes important to measure V f in a consistent and repeatable way, regardless of the degree of mixing. In our previous experimental study, 32 we introduced a robust method to find the displacing front velocity using the profiles of the depth-averaged concentration values. Following the same method as explained in Ref. 32 , we measure the front velocity values for our numerical simulations. In contrast to the experiments, 32 where there was noise in the measured concentrations close to the lower wall of the pipe meant setting a relatively high threshold (C y = 0.01) for detection, we do not have such problem in the numerical solutions. However, to avoid numerically diffuse concentrations, we estimate the speed of the displacement front by the velocity of the concentration level setC y = 0.01. It is also verified that the choice of concentration threshold used to compute V f does not influence the front velocity significantly.
Similar to the experiments, initially the front velocity accelerates as the flow initiates due to large buoyancy forces across the initial interface. As time passes, viscous and inertial forces start to balance the buoyant forces. In those cases that instability and mixing cause slow oscillation in the profile of front velocity with time, or if the front velocity slightly decreases or increases with time, an average value is adopted taken over long times so that our front velocity values are representative of well-developed flows. We later use the measured long-time front velocity to understand the large scale features of the flow and the dominant dynamic trends.
Following the same method for measuring the front velocity as in Ref. 32 , we now present a dimensionless analysis of the results, focusing on the normalized front velocity V f . In our previous study of near-horizontal displacements, 2 we were able to classify all flows in the (Fr, Re cos β/Fr)-plane, and therefore start with this description. The competition between inertia from the mean flow and buoyancy is captured in Fr =V 0 /  AtĝD. On the other hand, the competition between buoyancy-driven advection and transverse mixing is captured by Re cos β/Fr defined as
The parameter in the square brackets above is the Archimedes number. An interpretation of this expression is as the relative strengths of buoyancy stresses, (ρ H −ρ L )ĝD, and viscous stresses, µV t /D. Figure 6 (a) shows the normalized front velocity V f , plotted against Fr and Re cos β/Fr, for all simulations run in this study ( Figure 6 (b) will be explained in Sec. III C). The scale is adjusted up to V f = 2. Approximately 100 simulation data points belonging to the near-horizontal displacements studied by Taghavi et al. 2 are also included in the figure for comparison marked by solid black circles around data points, mostly located in the area Re cos β/Fr < 100. It can be seen that the present study covers a much wider parameter range, primarily due to variations in β. Concentration maps added to Fig. 6(a) show a characteristic exchange dominated flow with V f > 2 and a flow with V f < 2. The parameter Re cos β/Fr is independent ofV 0 , so that as Fr → 0, we approach the exchange flow limit. For small Fr, we observe a good number of flows for which V f > 2. We refer to these as exchange flow dominated similar to the pipe flow experiments and note that since we have scaled with the mean flow velocity, large V f > 2 strongly suggests that some part of the velocity field is moving backwards against the mean flow, driven by buoyancy. We have checked in our numerical simulations that for the flows with V f > 2, there always exists a layer of the lighter displaced fluid moving backwards up the position of the gate valve and against the mean flow direction. More discussion on the back-flow will be given in Sec. III C. As will be seen later, back-flow can also happen for 1 < V f < 2. Figures 9(a) and 10(a) show some examples of simulations with back-flow.
As mentioned earlier, the 2D channel displacement flows show more instability and mixing compared to those in the pipe geometry. In the case of the pipe displacement when the mixing is efficient, the front velocity value is very close to that of the mean flow, i.e., V f ≈ V 0 . However, this seems to be quite different for 2D channel flow. In fact, when the fluids mix significantly, the displacing front still advances close to the channel center; see Fig. 13 , for example. One then expects to have V f ≈ 1.5V 0 (by analogy with the Poiseuille flow). This effect is also evident in Fig.  6(a) . For highly unstable flows with strong mixing that often appear for large Re cos β/Fr and/or large Fr, the normalized front velocity, V f , is still larger than 1 (and close to 1.5). In the case of pipe flow, for mixing and unstable flows, V f ≈ 1; see Ref. 32 . As a side note, if we were to run the simulations over longer channel length and at larger times, the mixing could have been stronger and more complete transversely. In that case, the front velocity value might approach the mean flow speed V f ≈ V 0 , similar to the pipe flow experiments. 32 Finally, note that a general trend cannot be drawn in Fig. 6(a) for the variation of V f in the plane of Fr-Re cos β/Fr. It seems as though the front velocity, V f , can either increase or decrease with Fr, depending on the range of Re cos β/Fr.
C. Instantaneous and non-instantaneous displacements
An important large scale feature of displacement flows is whether they are instantaneous or not. By instantaneous displacement, we mean that the displaced fluid does not travel upstream of the gate valve once the simulation/experiment starts. If the displacement is not instantaneous, this implies a back-flow of the displaced fluid layer against the mean flow. From the industrial point of view, this characteristic is very important if it is sustained, meaning a residue of the displaced fluid. Ideally, we want to always displace instantaneously and avoid back flow. Taghavi et al. 33 studied flows with back flow in detail, for near-horizontal channels. It was found that the trailing front can show different behaviors as the imposed velocity was varied. The trailing front is that which moves close to the upper wall of the channel, moving slower than the leading front. The possible movements of the trailing front include instantaneous displacements, stationary layers, temporary, and sustained back flows. By slowly increasing the mean flow from 0, different patterns can arise. For very low values of imposed velocity, the trailing front keeps moving upstream of the gate valve due to the strong buoyancy force relative to that of the imposed flow. If the imposed flow is further increased, the trailing front moves upstream of the gate valve but then stops at some location x. The trailing front may remain stationary, at a critical V 0 , but for slightly larger V 0 , the trailing front returns back downstream after some time t. Finally, if the mean flow is sufficiently high, the trailing front is displaced instantly by not flowing backwards, upstream of the gate valve at all. Channel displacement flows at higher inclinations have not been studied from the perspective of the trailing front so far. In the current simulations, we confirmed that stationary layers may also exist at larger inclinations where the degree of mixing and instability are higher. However, the results are not presented here, to avoid repetition (see Ref. 33 for similar effects).
We now classify our displacement flows in terms of being instantaneous or non-instantaneous, over the range of parameters computed. Fig. 6(b) is qualitatively similar to that of the experimental study presented in Ref. 32 . As Fr increases, the flows transition from non-instantaneous to instantaneous displacements. The required Froude number for this transition decreases with Re cos β/Fr at least when away from near-horizontal displacements (small Re cos β/Fr). This might first seem counterintuitive because at inclination angles closer to the vertical, one expects an enhanced counter-current flow due to the buoyancy. The required mean flow velocity (or correspondingly Fr) then required to overcome the back flow also is expected to be higher. However, we observe that the minimum Froude number required to transition to instantaneous flows actually decreases with Re cosB/Fr. The reason is that although the inclination angle is getting closer to the vertical, increased instability and transverse mixing in the system do not allow the displaced layer to travel upwards the gate valve. In fact, the instability induces a strong transverse mixing and suppresses the back flow and counter current motion. This is somehow reminiscent to the famous Boycott effect. The arrows added to Fig.  6 (b) help show this phenomenon better. The transition from the sustained back flow displacement flows to the instantaneous displacement flows happens over a very narrow range of the imposed mean flow and the Froude number. In order to exactly capture the transition range, including all the stationary interface and temporary back flows, a very detailed computational programme is required. In the picture given in Fig. 6(b) , most of the data marked as non-instantaneous flows belong to the category of the sustained back flows. For industrial applications and as far as long-time behaviour of the flows is concerned, the temporary back flows can be considered as instantaneous displacement flows since the displaced fluid will finally be removed from the section above the position of the initial interface between the two fluids. Also note that in the limit of the exchange flows (Fr → 0), there is always a back flow meaning that the picture in Fig. 6 (b) can easily be extended to Fr = 0. Studying the exchange flows is not in the scope of the current paper. However, throughout this study, some remarks on the exchange flow are given where appropriate.
D. Displacing front phenomena
In the case of iso-viscous Newtonian displacement flow in pipe, 32 the leading displacement front remained connected to the bulk of the displacing fluid. Even in the case of mixing and instability, although waves appeared at the interface between the fluids, there was no cutting of the stream between the displacement front and the rest of the displacing liquid. In the case of channel displacements, we have observed a number of different phenomena at different inclination angles and/or flow rates. In this section, we describe these phenomena and specify their location in the (Fr, Re cos β/Fr)-plane.
Front detachment
One of the most common behaviors observed throughout the numerical simulation results was that the displacement front seemed to be cut from the rest of the displacing layer. Figure 7 shows an example of this for β = 20
• , Re = 500, and Fr = 1.92. Figure 7(a) shows the concentration maps of the concentration field at different times. As shown in the figure, the front initially is attached to the larger body of displacing fluid, but over time as instabilities start to form, it is cut off from the rest of the displacing layer. Evidently, as well as the instability mechanism to cut the displacing fluid stream, the detached front appears to move faster than the bulk, being analogous to a falling droplet. Figure 7 (b) shows the velocity vectors corresponding to the same concentration map as in part (a). Although there is an apparent change in concentration close to the frontal region, evident from the concentration maps, the velocity field seems to vary smoothly in that region. Also note the unstable nature of the velocity field in this case. Figure 7(b) shows that due to the instabilities, the depthwise component of the velocity changes sign over time at a location. Although the front is separated from the bulk of the displacing fluid initially, it mixes with the displaced fluid over longer times and finally diminishes (Fig. 7(a) ). In order to better understand the formation and diminishing processes, the concentration values are averaged across the channel at each location and are plotted in Fig. 7(c) . These profiles correspond to the same instants of time as in parts (a) and (b). It can be seen that there is an obvious change in concentration close to the frontal region as the displacing front is cut by the instabilities. Mean concentration profiles in 3D pipe flows are also known to display bulges at the front with a mean concentration of displacing fluid decreasing before increasing again. 21 Finally, Fig. 7(d) shows the spatiotemporal diagram of the averaged concentration values,C y , for the same simulation showing the evolution of the detached front with time and streamwise location. In accordance to Fig. 7(c) , the front is first separated from the bulk of the displacing fluid but mixes with the displaced fluid and diminishes over time.
The type of instabilities observed in Fig. 7(a) is quite common in channel displacement flows leading us to take a closer look at these instabilities and extract more physical information from the available data. Figure 8 shows a representative case from the same numerical simulation as Fig. 7 , at time t = 40. Figure 8(a) is basically the last concentration map in Fig. 7(a) plotted on a larger scale for convenience. Figure 8(b) shows the contour of the speed V =  V 2 x + V 2 y (here, V x and V y are the dimensional streamwise and depthwise velocity components, respectively). We can see that although the velocity is far from a Poiseuille profile, the high speed regions remain towards the center of the channel, with unstable oscillations mimicking those in the concentration. Figure 8 (c) shows the vorticity contours, ω, for the same concentration map as in part (a),
We see that positive vorticity is mostly located on the upper half of the channel whereas the negative vorticity is in the lower half, as would be expected for a channel flow. However, on close inspection, we see that there are also positive values of ω close to the lower wall and negative values close to the top wall, which is not expected. This indicates the existence of tiny rotational regions of current causing local back flow and mixing. The main cause of these local back flows must be the instabilities close to the interface and within the fluid layers. To see this interesting effect better, we have plotted in Fig. 8(d) the velocity vectors focusing on this back-flow area highlighted in Fig. 8(c) . The figure clearly shows the velocity reversal close to the lower wall of the channel causing positive vorticity. Note that vorticity is generated close to front and decays a bit behind the front. Just an additional comment here is that the type of instabilities and the related mechanisms are very similar when either fine or coarse meshes are used.
Another interesting phenomenon observed in a few simulations under the category of flows with front detachment was the formation of a second displacing front from within the displacing fluid region. Figure 9 shows an example of this for β = 80
• , Re = 300, and Fr = 0.61. Figure 9 (a) shows the concentration maps of the simulations at successive times. At time t ≈ 18.6, an extra tip region starts to form at the displacing front. Figure 9(b) shows the interface evolution profiles for the same concentration maps as in part (a). The figure clearly shows that a jump in the averaged concentration value starts to form close to the front. Again the results presented in Fig. 9 are for a finer mesh of size 56 × 1000. However, qualitatively similar results were obtained for the coarser mesh size of 28 × 400. 
Oscillating front speed
As mentioned earlier, channel flow displacements in the current study were run over a range of imposed velocities Re ∈ [50 − 500]. For small imposed velocities, we inevitably recover results close to the exchange flow of two fluids; see Refs. 27-31 and Refs. 21-23 for exchange flow experiments and numerical simulations, respectively. Hallez et al. looked into exchange flows in both channel 22 and pipe, 21,23 using direct numerical simulations. They discovered that there are essential differences in 2D and 3D flows which arise from different dynamic vorticity fields. From this perspective, strong and coherent vortices found in channel flows enable the vortices to cut the layers of pure fluid that feeds the fronts in a periodic manner. In contrast, the vortical motions in 3D are such that they promote segregation effect and thus avoid completely cutting the pure fluid layers; see Ref. 21 . In our numerical simulation for 2D channel displacement flows, we also observed this type of oscillatory behavior in the leading front velocity. Figure 10 shows a representative case obtained for β = 20
• , Re = 50, and Fr = 0.06. Figure 10(a) shows the concentration maps of the simulations where the mixing is fairly strong. Due to the low imposed velocity in this case, it is very likely that we are in exchange dominated regime. The flow instability and back flow are common features of such flows, at least at higher inclination angles. Figure 10(b) shows the corresponding spatiotemporal diagram of the same simulations. The figure shows unevenness in the boundaries of the two displacement fronts, due to oscillation. Note that the image contrast is adjusted here to show the slight variation and unevenness in concentration values better. The uneven oscillations in the depth-averaged concentration shown in Fig. 10(b) reflect the oscillations present in the front velocity due to the vortical structures. The flow has to accelerate from 0 initially at t = 0 to a finite value V f for t > 0. Inevitably, there is going to be a growth in V f during this development period which is shown as two peaks in Figs. 10(c) and 10(d). As shown in Fig. 10(c) , at longer times, the value of the leading front velocity fluctuates around an almost-constant value (V f ≈ 0.09). The oscillations observed repetitively cut the pure fluid layers feeding the fronts. This cutoff in the feeding layers can accelerate and/or decelerate the front (see Ref. 21 for similar effects in exchange flows). Figure 10(d) shows a similar phenomenon at the trailing front, where also the pure fluid layers are cut. Note that here we have a small imposed velocity that breaks the symmetry of the two fronts. As before, the simulations in Fig. 10 were obtained for a mesh size 56 × 1000, but with a qualitatively similar oscillatory pattern in front velocity observed for coarser mesh size of 28 × 400.
Dispersive horn formation
In the case of near-horizontal channels, another interesting displacement front pattern was observed. Figure 11 shows the existence of a dispersive horn-like region at the front. Figure 11 shows concentration maps of a typical simulation carried out for β = 90
• , Re = 200, and Fr = 0.77. At time t ≈ 19.8, the horn starts to form and extends progressively. Always about the interface, we have secondary flows that tend to disperse fluid that diffuses. In these cases, we have the displacement front slumped towards the bottom of the channel. The front speed is significantly faster than that of the displaced fluid directly ahead of it in the developed flow. Therefore, the streamlines are deflected upwards towards the channel center. This results in a two-dimensional flow region in which inertial effects are not negligible, although this region is being fed by upstream and downstream regions where the streamlines are pseudo-parallel. Note that the results presented in Fig. 11 were obtained for a fine mesh size of 56 × 1000. Qualitatively, similar results were observed in simulations run for the usual mesh size of 28 × 400.
Overall displacing front classification
In Sec. III D, different phenomena related to the displacement front were explained, namely, the front detachment, dispersive horns, and oscillating front speed. Now let us see where these flows are located on the dimensionless plane of Fr and Re cos β/Fr. velocity, V 0 , increases. Figure 12 shows that these flows can be observed over a large range of Re cos β/Fr (or equivalently inclination angles). Second, we can see that the oscillation in front velocity stops for Fr 0.3. In fact, there can be drawn an almost clear boundary between oscillatory and non-oscillatory flows in the dimensionless plane of Fr and Re cos β/Fr. It is interesting to note that all oscillatory flows also have front detachment, as shown in Fig. 12 . The picture given in Fig. 12 can also be extended to the limit of exchange flows (Fr → 0). In fact, the oscillating front velocity and front detachment behaviors are also found for Re cos β/Fr > 25 in exchange flows. For 0 ≤ Re cos β/Fr ≤ 25, we again observe the formation of the dispersive horns at the front (see also Ref. 2 for more details on the exchange flows).
E. Macroscopic diffusion
In this section, we focus on those simulations where the degree of transverse mixing is high. In such cases, we expect that advective transport due to the mean flow will be supplemented by diffusive spreading along the pipe. Debacq et al.
46,47 used a similarity scaling for exchange flows in vertical pipes to collapse profiles of the cross-sectionally averaged concentrationC y , measured at each location x and time t, onto a master curve defined with respect to x/ √ t. On fitting the master curve to an error function form, estimates were derived for the macroscopic diffusion of the mean concentration along the pipe. Seon et al. 31 followed the same approach for inclined pipes (as have we in Ref. 32 ) and we adopt an analogous approach here for channel flows. Again it is worth noting that for quantitative measurement of the macroscopic diffusion coefficient, a much finer mesh is advisable. However, here we are looking only for the main qualitative trends: the large scale features and a physical interpretation of the results.
In the presence of a mean flow (V 0 ), when the flows fully mix transversely, it is logical to assume a core of the mixture traveling with the speed V 0 considering that the mixture diffuses axially. In this case, we might use (x − t)/ √ t as a similarity scaling (see also Ref. 24) . We now consider the variation in diffusive regime with different inclination angles. Figure 13 shows the collapse of depth-averaged concentration profilesC y with (x − t)/ √ t.
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Alba, Taghavi, and Frigaard Phys. It can be seen in Fig. 13 that when the mixing is very strong and efficient (β = 0 • ), the collapsed profiles fall onto an almost exact error-function shape. Waves and slight deviations from the fitted error function curve are due to short time behavior and the initial stages of mixing. At substantially longer times, we perhaps will observe a smoother fit for transversely mixed flows. For each case (shown in Fig. 13 ), at least 30 profiles are used with time steps of dt = 0.95 when the flow is most developed (t 12). As we move away from the strictly vertical channel (weaker mixing, more slumping), the collapsed profiles start to deviate from the diffusive flow fit function. This deviation appears mostly in the form of a drop in concentration valuesC y for (x − t)/ √ t < 0, meaning the region upstream the mixing core (see Figs. 13(b) and 13(c) ). The solid lines in Figs. 13(a) and 13(b) show a curve fit of the formC y = 0.5erfc (
, motivated by the solution to the linear diffusion equation. Here, the macroscopic diffusion coefficient has been made dimensionless as D M =D M /(V 0D ). The deviation from the symmetric error function fit means that the mixing downstream and upstream of the mixing core has different qualities. In fact, in most of the simulations where strong transverse mixing is observed, the downstream zone of the mixed core was found to be more diffusive than the upstream region. In other words, mixing close to the leading front is stronger than that close to the trailing front (see Fig. 13 for β = 30
• or β = 60 • , for instance). For the (nearly) horizontal cases where the flow is more segregated at the interface, the concentration profiles do not collapse well onto an error function fit at all, but are more advective; see Fig. 13(d) . In this case, a more sensible similarity scaling to use is x/t rather than (x − t)/ √ t, as shown in the inset to Fig. 13(d) .
We now focus only on those simulations for which we have been able to reliably collapse the data at long times, using the similarity scaling (x − t)/ √ t, and have been able to estimate a macroscopic diffusion coefficient from the master curve. We call these flows fully diffusive. The The relatively large value of macroscopic diffusion coefficient confirms that the axial diffusion that we observe is due to advection of the concentration, i.e., dispersion, via a process analogous to Taylor dispersion but with the local mixing driven by buoyancy rather than shear-driven turbulence. The flows are disordered and relatively well-mixed transversely, to all appearances locally turbulent. In such cases, a scaling of the dispersivity with length and velocity scales is expected that are relevant to the eddy structure. This is evidently complex in general, but we might guess that the relevant velocity will scale approximately with either the inertial velocity or the mean flow, depending on the relative strengths of buoyancy or the mean flow in driving the mixing.
To explore this, we plotD M /(V tD ) andD M /(V 0D ) for all fully diffusive experiments in the (Fr, Re cos β/Fr)-plane (see Fig. 14) , the two axes reflecting the competition between inertia from the mean flow and buoyancy (Fr) and between buoyancy driven motion and viscous dissipation of that motion (Re cos β/Fr), respectively. Concentration maps added show characteristic diffusive and non-diffusive flows. Note thatV t is a velocity scale obtained by the balance between inertia and buoyancy (V t =  AtĝD). We can see that scaling ofD M suggests that both mechanisms are responsible for the mixing in different limits. For small Fr, at large (Re cos β/Fr) as we transition out of the exchange dominated regime see thatD M /(V tD ) appears to become independent of Fr, suggesting buoyancy driven mixing. At the other extreme, for modest (Re cos β/Fr) and as we increase Fr, we findD M /(V 0D ) ≈ constant, suggesting mixing driven by the mean flow. Upon comparison with the experiments in pipe, 32 it can be noted that due to the more unstable nature of the flow in channel displacement over the pipe, fully diffusive flows can also be found for smaller Re cos β/Fr (or equivalently At). Also it is checked that the dimensional macroscopic diffusion coefficient,D M , increases mean flow speed,V 0 , similar to the experiments in pipe. 32 The results however are not shown here in order to keep the consistency of presenting everything in dimensionless format. In the case of pipe displacement, 32 it was also observed thatD M increases with β, an effect which is only seen at the highest density difference (At = 0.01) in the channel simulations. For moderate and low density differences, a general trend of increase or decrease inD M with β cannot be drawn.
IV. DISCUSSION AND CONCLUSIONS
In Sec. III, we presented our results in terms of the velocity of the leading displacement front and in terms of bulk axial diffusivity in the case of fully diffusive flows. We now try to give an overall qualitative description of the different flow regimes observed at long times in our simulations, in terms of the 3 dimensionless parameters: (Fr, Re, β). Much of the parametric variation appears to be captured in the (Fr, Re cos β/Fr)-plane, as was the case for displacement flow experiments in pipe.
32 Figure 15 shows the numerical points from our study, characterized in terms of flow type. We distinguish flows according to the following criteria: (i) instantaneous displacement (if there is no displaced fluid observed above the gate valve position); (ii) fully diffusive (if we are able to collapse the data at long times via a similarity solution of the form,C y = 0.5erfc (
); (iii) for non-diffusive flows, we classify as either viscous flows if there is no instability evident in the spatiotemporal image behind the leading displacement front and inertial otherwise. It can be seen that this classification, although not perfect, does appear to separate the data within the (Fr, Re cos β/Fr)-plane. Examples of characteristic flows in each regime are added to Fig. 15 for better understanding.
The first thing to note is that compared to the pipe displacement flow results in Ref. 32 , viscous flows in the 2D channel are found over a rather narrow range Re cos β/Fr 25. The boundary between the diffusive and non-diffusive flows can be drawn using Re cos β/Fr = 350 for Fr < 1.1 and Re cos β/Fr = 180 for Fr > 1.1 (Fig. 15) . For instance, the viscous flows found seem to remain viscous on increasing Fr number (or increasingV 0 equivalently). The inertial non-diffusive flows (intermittent flows) within the range 25 Re cos β/Fr 180 also stay unaffected by the imposed flow. For data with Re cos β/Fr 350, the flows are already diffusive for even small Fr numbers (or smallV 0 values). Increasing Fr in this range does not change the qualitative characteristics of the flow. Note however that the range of Reynolds number chosen in this study is limited to 0 < Re < 800, so that the usual effects of inertially driven shear instability at higher Reynolds numbers (equivalently higher Froude numbers) might not manifest in the range chosen.
The only range of Re cos β/Fr in which the imposed flow seem to have an effect on the flow stability is 180 Re cos β/Fr 350. In this range, the inertial non-diffusive flows transform into fully diffusive flows at Fr ≈ 1.1. Note that although the influence of the imposed flow on flow stability is not very pronounced in the case of the 2D channel flows studied, it still has a large impact on making displacement flows transition to instantaneous displacements from non-instantaneous displacements. Note the non-instantaneous (red) data points that transform to instantaneous flows (blue) under the influence of increasing Fr. The flow regimes defined in Fig. 15 can also be extended to the limit of exchange flows, Fr → 0.
To summarize, displacement flow of two miscible iso-viscous Newtonian fluids in an inclined 2D channel has been investigated numerically in the case where the displacing fluid is denser than the displaced fluid (i.e., density unstable). Our simulations have covered a broad range of the governing dimensionless parameter space (β, Re, Fr), not covered before in any numerical study. The qualitative features of the flow at different inclination angles were investigated through concentration field maps, spatiotemporal diagrams of the averaged concentration, and also the contours of the velocity field. As we move on closer to vertical and higher inclination angles, mixing and instability increase within the flow.
Rayleigh-Taylor mushroom-like structures were found for strictly vertical 2D channels, only for relatively low imposed flow rate and density difference. Due to both mixing and the imposed flow, the mushroom-like structure is not sustained over longer times. For inclinations slightly away from the vertical, the mushroom pattern was not observed due to the effects of slumping, i.e., symmetry is broken in the initial onset of flow, even though β is very small. Similar to the pipe flow experiments for flow design, the two most important quantities to measure in 2D channel displacement flows are front velocity and macroscopic diffusion coefficient. The latter was measured only for fully diffusive flows. In the case of the pipe displacement, when the mixing is efficient, the front velocity value is found to be very close to that of the mean flow, i.e., V f ≈ V 0 . However, for 2D channel flow even when the fluids mix significantly, the tip of the displacing front still advances close to the channel center, resulting in V f ≈ 1.5V 0 (by analogy with the Poiseuille flow). Potentially, if the simulations were run over a longer channel length and for longer times, the mixing could have been more complete transversely resulting in V f ≈ V 0 .
Different interesting patterns were observed at the tip of the displacing front, namely, front detachment and dispersive horn-like fronts. These phenomena have been explained physically and have been located on dimensionless flow regime maps. Similarly, we took a similar approach with exchange dominated flows that exhibited some oscillatory-type behavior in the front velocity. These flows were found over the range of Re cos β/Fr > 25 and for Fr < 0.3. Finally, we have classified flows as fully diffusive, instantaneous, inertial, and viscous, providing a qualitative description of each and delineating where each flow can be found in the dimensionless planes of Fr and Re cos β/Fr.
