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A Finite Volume Discretization Method for Flow on Structured and
Unstructured Anisotropic Meshes
by Dane G. Merrick
This project is concerned with advection discretization technology within the field
of Computational Fluid Dynamics (CFD). To this end, two novel methods are pro-
posed which are dubbed the Enhanced Taylor (ET) Schemes. The model equation
for this work is the advection-diffusion equation with the industrial application
being incompressible flow. The objective of the proposed schemes is to achieve
increased accuracy on structured and unstructured anisotropic meshes. One of the
schemes focuses on improving advection accuracy, and the other on improving total
advection-diffusion accuracy. Fundamental to the design of the ET schemes is the
primary focus on face accuracy, with the additional incorporation of the up and
downwind mesh stretching factors and flow gradients. Additionally, non-linear
blending with the existing NVSF scheme was effected in the interest of robust-
ness and stability, particularly on equispaced meshes. The developed schemes,
along with prominent linear κ-Upwind schemes were critically assessed and com-
pared. Current methods were shown to be at best 3rd and 1st-order accurate at
non-equispaced faces and nodes respectively. In contrast, the developed schemes
were shown to be up to 4th and 2nd-order accurate. Numerical experiments fol-
lowed. This involved applying the prominent and developed schemes to solve the
1D advection-diffusion equation on stretched meshes. The 2D case involved in-
compressible flow in a lid-driven cavity. Anisotropic structured and unstructured
meshes were employed. Significant improvements in accuracy were found with the
ET schemes, with average reductions in error measuring up to a 50%. In compar-
ison to existing methods, it is proposed that state-of-the-art technology has been
developed.
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Scientists, mathematicians, and engineers have been using mathematical models
and equations to represent and solve physical phenomena for centuries. Before the
invention of modern day solving technology, however, the ultimate potential of such
modelling was limited to the capacity of the human mind. With the birth of the
computer, these practitioners found themselves aided by an ally with powerful yet
limited solving capacity. The implications and potential of the newfound solving
technology lead to the birth of a broad scientific discipline known as Computa-
tional Mechanics (CM). The discipline combines the fields of physics, mathematics
(particularly numerical methods and differential calculus), and computer science to
model physical phenomena on a continuum level. This has revolutionised science
and engineering by allowing practitioners to describe phenomena in a quantitative
manner that could not previously practically be done, as well as allowing experi-
mentation to be both hastened and cheapened. This has lead to advancement for
science and the human race that was not possible before.
Within CM, many specialised fields have emerged, with two of the most popular
being Computational Fluid Dynamics (CFD) and Computational Solid Mechanics
(CSM). As the names imply, CFD is used to model fluid flows, whereas CSM is
used to model the mechanics of solid materials. CFD is the field for which this
work is intended. CFD, just like CM, envelops a wide range of applications in-
cluding, but not limited to, the modelling of aircraft and vehicle aerodynamics,
ship hydrodynamics, internal combustion engines, electronic unit coolings, pollu-
tant distributions, the flow of bodies of water, weather predictions, and the flow
of blood through the body.
1
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These simulations generally involve complex physics modelled on or around com-
plex geometries, which often leads to the absence of analytical, or “exact”, solu-
tions. This means that the accuracy of the numerical methods used on the required
anisotropic computational meshes is of high importance. Improving the accuracy
comes at a cost (i.e. greater computational usage). This compromise between
accuracy and computational cost is what is widely known as “efficiency”, and has
a massive influence on the amount of work that can realistically be carried out
within any finite budget (time and money). As a result, improving efficiency is a
crucial concern within CFD research. This dissertation will focus on this aspect
and in the arena of modelling flows involving smooth fields. The 1D advection-
diffusion equation is therefore used as the model equation with the application
study involving incompressible flow.
The majority of incompressible CFD problems consist of both advective and dif-
fusive flow components. When considering the widely used finite volume method,
discretization of the diffusive component is a fairly simple matter. The treatment
of the advective component, however, is frought with complexity. In recent his-
tory, CFD advection discretization research has generally been expressed within
the context of either the Normalised Variable Diagram (NVD) (Leonard [16]), or
the Total Variation Diminishing (TVD) scheme (Harten [11][12]). Both of these
philosophies have associated criteria (that were developed independently) that
must be met by a scheme in order to ensure the boundedness of any resulting
solution. The Convective Boundedness Criteria (CBC) (Gaskell and Lau [9]) is
used for the NVD, while the Flux-Limiting Diagram (Sweby [18]) is used with
the TVD scheme. Many schemes created before the advent of the two advection
philosophies have subsequently been converted to be expressed as either an NVD
or TVD scheme. It is also possible, and fairly simple, to express NVD schemes as
TVD schemes, and vice versa. This conversion process is eloquently described by
Waterson and Deconinck [22]. The grouping of schemes into the two philosophies
has naturally helped analysis and comparison.
The above advection discretization methods have historically been dominated by
asymmetric, upwind-biased schemes that are defined as either linear or non-linear.
Many non-linear schemes were developed by adapting existing linear schemes to
conform to the CBC, or Flux-Limiting Diagram. As such, linear schemes form
the foundations of many advection discretization schemes. A convenient way of
describing a linear scheme for ease of analysis and comparison is as a member
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of what is known as the κ-Upwind class, which was originally developed by van
Leer [19][20]. While many schemes have been developed over the history of CFD,
some have naturally attained a greater degree of popularity. These select schemes,
along with their reasons for popularity are described below. In addition, the less
popular Normalised Variable and Space Formulation (NVSF) scheme (Darwish and
Moukalled [5][4]) will also be described due to its relevance to this dissertation.
It is generally accepted by the finite-volume CFD community that in terms of
pure accuracy (which is a primary component of efficiency) the Cubic-Upwind
Interpolation (CUI) Scheme (Agarwal [1]), which is represented by a κ-value of
1
3
and marketed as being 3rd-order-accurate at a node, is the most accurate linear
advection discretization scheme available. Interestingly, however, the scheme is
only 2nd-order-accurate at a face, and was predominantly designed to achieve
these accuracies on equispaced grids. Closely following CUI in the accuracy race
is the Quadratic-Upwind Interpolation (QUICK) scheme (Leonard [15]), which
is represented by a κ-value of
1
2
. QUICK is 2nd-order-accurate at a node and
3rd-order-accurate at a face. Similarly to CUI, QUICK was also designed using
an equispaced mesh as starting point. There are few numerical comparisons of
CUI and QUICK and, due to their differing accuracies (CUI maximised at a node;
QUICK maximised at a face), it is difficult to tell which scheme is superior for
CFD calculations when using non-equispaced grids. Both schemes will be formally
assessed in this work. None of the other well-known upwind-biased advection
discretization schemes reviewed are considered to be primarily focused on efficiency
for general CFD applications to the same degree as that of CUI and QUICK. These,
however, have advantages in certain niche areas and are therefore mentioned below
for sake of completeness.
Fromm’s scheme (Fromm [8]), represented by a κ-value of 0, is marketed primarily
for its ability to minimise dispersion error. The Linear-Upwind Interpolation (LUI)
scheme (Warming and Beam [21]), represented by a κ-value of −1, is said to
be the only κ-Upwind scheme that is completely upwind biased (ie. the face
discretization has no influence of any kind from downwind nodes). The Central
Difference Scheme (CDS), represented by a κ-value of 1, is not strictly an upwind
biased scheme as the face discretization is not influenced by the upwind gradient.
Despite this, it is a well-known advection discretization scheme and can be grouped
with other κ-Upwind schemes for ease of analysis. CDS, Fromm’s scheme, and LUI
are all marketed as attaining 2nd-order-accuracy at both a face and node and were
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all predominantly designed for use on equispaced grids. The usage of κ-Upwind
schemes on non-equispaced grids will very likely result in a reduction of both
nodal and face accuracies, and this is analysed further in Chapter 2. In the case
of Fromm’s scheme and LUI, it is highly likely that usage on non-equispaced grids
will also result in a reduction of their dispersion error minimisation abilities and
complete upwind biases respectively. Analysis of the latter, however, is beyond
the scope of this work, which is elaborated on in Section 1.1.2 below.
The NVSF scheme is, to the knowledge of the author, the only documented finite
volume scheme designed to maintain accuracy on non-equispaced grids. Note that
Jasak et al. [14] adapted the vertex-centered NVSF for use on a cell-centered grids.
This work, however, is focused on vertex-centered grids which will be elaborated
on in Section 1.1.2 below. The NVSF method accounts for mesh stretching by
calculating a nodal stretching ratio of the three nodes contained within the NVD,
and using this ratio to optimise the κ-value (Note that NVSF did not originally
utilise the κ-Upwind format, however, the author of this work has made the conver-
sion which is detailed in Appendix A). As a result, the accuracy at the face of the
NVD is maximised. Interestingly, but understandably, NVSF simplifies to QUICK
on an equispaced grid (understandable because QUICK maximises accuracy at a
face). NVSF is marketed as achieving 3rd-order-accuracy at a face, and 2nd-order-
accuracy at a node, for both equi and non-equispaced grids. Despite the apparent
advantages of the scheme, NVSF is not without limitations and detractors. A
fundamental limitation of the scheme is that it can only be utilised to discretize a
face when an immediately upwind and collinear neighbouring node is present. This
essentially limits the scheme to use on Cartesian structured grids, and forces the
CFD practitioner to use an alternative scheme at an upwind-boundary-adjacent
face. In addition, Waterson and Deconinck [22] dismissed the NVSF scheme, stat-
ing that it “increases the complexity of the resulting NV[D] scheme”. While this
may be strictly true, it is still possible that the NVSF results in an increase in
efficiency under favourable conditions. Much of the inspiration for this work comes
from NVSF so, for the above mentioned reason it will be analysed and discussed
in more detail later on.
Since the design of NVSF in 1994, there has been a lull in original, linear, upwind-
biased, convection discretization schemes focusing on improving efficiency. Since
then, however, many new non-linear schemes with novel bounding and blending
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methods of essentially linear schemes have appeared. This work will hopefully go
some way to revitalising and stimulating the aforementioned.
1.1 Project Motivation and Overview
It is obvious that producing CFD work more efficiently, by producing it either
quicker and/or more accurately, will have significant and tangible economic and
social benefits. It is therefore easy to understand why researchers have placed a
large amount of effort on improving the efficiency of numerical methods. Addi-
tionally, reviewing CFD advection discretization literature reveals that there is
good potential for industrially relevant research within the field. This is because
previous work and research has laid a sound foundation for industrially concerned
researchers to build upon.
Industrial CFD involves a large range of practical applications, many of which re-
quire the use of non-equispaced structured and unstructured meshes. As described
above, the vast majority of finite volume advection discretization schemes were
however developed using equispaced meshes as basis (formal accuracy is accord-
ingly quoted assuming equispacing). In advancing on existing work, this disserta-
tion aims to table a novel philosophy aimed at increasing accuracy with regards
to two key aspects of advection-diffusion problems. Firstly, non-equispacing is
assumed as fundamental basis when designing spatial discretization algorithms.
Secondly, consideration will be given to treating the advection and diffusion com-
ponents in a more holistic manner. This stands in contrast to previous work which
has taken a mutually exclusive attitude.
1.1.1 Aim
The aim of this work is to develop a novel, improved, and industrially relevant
CFD advection discretization methodology for smooth flow systems containing
both advective and diffusive flow components. Therefore, the model problem used
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The methodology developed will be considered “improved” if it results in an ad-
vection discretization methodology that displays a greater level of efficiency than
that of currently used methodologies, maintains both local and global conserva-
tion and is stable when modelling smooth fields. As noted previously, industrial
relevance requires suitability to non-equispaced structured and unstructured grids.
A methodology’s “efficiency” in CFD is typically taken as the ratio of accuracy to
computational cost. This work will focus on increasing the accuracy rather than on
decreasing the computational cost. When used as part of an implicit flow solver,
however, it should not result in any significant increase in cost per iteration. Once
again, in designing an “industrially relevant” methodology it is important from an
efficiency and parallel processing point of view that locality of data is maintained.
This is interpreted, in the context of this work, to mean that only neighbouring
nodal data is available when discretizing a face value.
1.1.2 Assumptions, Limitations, and Scope
The application of this work is limited to that of smooth flow fields. It is therefore
restricted to the smooth advection-diffusion equation as well as single phase lami-
nar steady incompressible flows. Bearing this in mind, an important philosophical
belief (expressed here as an assumption due to the lack of substantiating experi-
mental data) held by the author is that it is more important to design a scheme
to achieve a high order-of-accuracy (OoA) at a face, rather than at an arbitrary
node. This is as the two (note the exact known number as it is mesh independent)
neighbouring nodes of an arbitrary face are easier to work with than the number
of neighbouring faces of an arbitrary node.
Finally, a vertex-centered strategy is employed throughout this work (though a cell-
centered method could also be employed). Boundary values are assumed known
(Dirichlet boundary conditions). It is further assumed that certain information is
easily accessible from neighbouring nodes, when discretizing a face. This includes
the diffusion and advection values, the first derivative of the advection value, and
the location of the node. Metrics such as “mesh stretching” may not be available,
and algorithms to compute this will be developed in this work.
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1.2 Dissertation Layout
This work consists of six chapters and six appendices. A brief summary of those
to follow is given next:
 Chapter 2, Tools of Analysis and Error Analysis of Existing
Schemes : The fundamental mathematics, advection-diffusion discretiza-
tions, and generic error analyses are expressed and derived. Then, accuracy
analyses of prominent existing advection discretization schemes are carried
out for both equi- and non-equispaced meshes. An assessment of all schemes
concludes the chapter.
 Chapter 3, Development of Enhanced-Taylor (ET) Discretization
Schemes : Two novel advection discretization schemes are developed. The
first is aimed at achieving higher-order advection-diffusion accuracy, the
other at achieving higher-order advection accuracy.
 Chapter 4, Developed ET Schemes: A Critical Analysis: Accuracy
analyses on both of the developed discretization schemes are carried out for a
range of grid spacing topologies. An assessment, which includes the observed
weaknesses of both schemes, is also presented.
 Chapter 5, Numerical Examples : The accuracies of the author’s two
developed schemes are compared to existing methods. Two problem types
are employed for this, viz. the 1D Advection-Diffusion equation, and the 2D
Lid-Driven Cavity.
 Chapter 6, Conclusion : The conclusions and findings from this work are
presented, along with areas for potential future research.
 Appendix A, NVSF: Conversion to κ-Upwind Format : The NVSF
Scheme is converted into κ-Upwind format for ease of analysis, comparison,
and implementation within this work
 Appendix B, Boundary-Adjacent-Face Analysis : Boundary-adjacent-
face accuracy analyses are displayed for prominent existing advection dis-
cretization schemes and the ET schemes.
Chapter 1. Introduction 8
 Appendix C, Leading Error Terms: The exact leading error terms
acquired when assessing the accuracies of the various discretization schemes,
in Chapters 2, 4, and Appendix B, are given here for completeness.
 Appendix D, Advection-Diffusion ET Scheme: Diffusion Decou-
pling : The Advection-Diffusion ET Scheme is assessed for odd-even decou-
pling of the diffusion term.
 Appendix E, 1D Advection-Diffusion Test Case Data : Extensive
data from the 1D Advection-Diffusion test case is presented for completeness.
 Appendix F, 2D Lid-Driven Cavity Test Case Data : Extensive data
from the 2D Lid-Driven Cavity test case is presented for completeness.
Chapter 2
Tools of Analysis and Error
Analysis of Existing Schemes
In the interest of clarity and to describe notation, the basic mathematical tools
are next developed. Following this, advection-diffusion discretization, and generic
error analysis for the κ-Upwind schemes are described.
2.1 Green’s First Identity
Green’s First Identity (GFI) is a mathematical tool used to aid in the CFD dis-
















where ∇ is the Nabla differential operator, n is the outward pointing unit normal
at a face, and nx is the outward pointing unit normal at a face in the x-direction.
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2.2 Basic Advection-Diffusion Discretization
The basic 1D discretization of the advection-diffusion equation remains the same
regardless of which scheme, Upwind or otherwise, is utilised. The discretization is







Figure 2.1: A generic and complete 1D stencil.










 ∆x = xc − xu
where f , g and h are the mesh stretching factors associated with the respective
edges, and ∆x is the edge length over the upwind control volume face. Aided by
simple arithmetic, the remaining edge lengths and volumes can then be expressed
as:




























As alluded to earlier, the model equation is the steady-state advection-diffusion












































As the 1D control volume is aligned with the x-axis, and only consists of two faces,




















where subscript fL and fR denotes the values at the left and right faces respectively.


















When carrying out error analysis at a face, only one of the faces’ terms from
Equation (2.7) need to be considered. Conversely, when carrying out a nodal
error analysis, the complete basic discretization needs to be considered.
2.3 Taylor Series Expansion
The Taylor Series Expansion (TSE) in one-dimension (1D) follows as:
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where x0 is a point within the domain where φ, as well as all of its derivatives, are
known.
TSE’s are utilised extensively in this work, both when analysing accuracy, as well
as when developing an alternative technique in Chapter 3. The TSE’s are either
carried out about the control volume node (c) when considering nodal accuracy,
or about the left or right faces (fL or fR) of the control volume when considering
accuracy at a face. All the required TSE’s are set-out in Sections 2.3.1 and 2.3.2
below for later reference.
The exact calculation of error via a TSE for the general case is an impossble task
due to the potentially infinite number of derivaties. Therefore, the expansion will
typically have a certain number of terms truncated by the method’s approximation.
Due to the factorial nature of the denominator in every Taylor Series term, it
is typically assumed that the first truncated term in an approximation will be
significantly larger than all of the subsequent truncated terms combined. Hence,
this term is defined as the “leading error term”. Within the leading error term, the
Order-of-Accuracy (OoA) of a method is typically defined as the power to which
the grid spacing (x − x0) is raised and represents the rate at which a method
converges to the exact solution as the grid spacing approaches zero. Therefore,
whenever the accuracy of a numerical method is discussed it is the OoA that is
considered, with a higher value being considered more accurate as this implies a
faster rate of convergence to the exact solution.
2.3.1 TSE About a Node
Next, the TSE’s for the various nodes in Figure 2.1 are developed. The TSE for
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(2.9)
This equation is expressed in row 2 of Table 2.1 below. All other nodal approxi-
mations are similarly listed.
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Table 2.1: Coefficients of the first four TSE terms about the control volume




























































2.3.2 TSE About Faces
The TSE’s expressed around the left face (fL) follows:
Table 2.2: Coefficients of the first four TSE terms about the left face of the








































































Similarly, the TSE’s about the right face of the control volume (fR) can also be
expressed:
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Table 2.3: Coefficients of the first four TSE terms about the right face of the





























































2.4 The Error Analysis Process (EAP)
The process used to carry out error analyses later in this report is described in
this section. For ease of explanation, an error analysis example will be carried out
on the following simple and fictional discretization at a left face:
φfL ≈ Aφu +Bφc (2.10)
where φfL is the value being approximated, φu an φc are known values, and A and
B are coefficients to be determined (which could be based on some criteria such
as error minimization).
Once the discretization has been decided upon, the next step is to write TSE’s
for each of the known values about the point of the desired approximation. The
resulting TSE for φu is shown below:
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(2.11)
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Returning to the original approximation (2.10) it follows that:




































− . . .
(2.12)
Recalling that we are approximating φfL , it stands to reason that A + B = 1.
The extraneous terms represent the truncation error. The outlined process will be
utilised throughout this work for all error analyses.
2.5 Generic Error Analyses of κ-Upwind
Schemes
The generic error analyses described in this section will later be used to assess
the accuracy of the currently used κ-Upwind schemes at various location types
within a mesh, namely an internal face, a boundary-adjacent face, and an internal
node. Both pure advection error analysis and combined advection-diffusion error
analysis are next carried out at each.
2.5.1 Internal Face







When considering pure advection error, only the approximation method of φ needs
to be considered. In the case of the total advection-diffusion error, however, the
complete approximation needs to be considered.




Figure 2.2: A κ-Upwind Scheme internal face stencil.
On a mesh stencil similar to that shown in Figure 2.2, Waterson and Deconinck







(φc − 2φu + φuu) (2.14)
In keeping with an industrially relevant philosophy (applicable to stretched and
unstructured meshes), it is important to replace the upwind node (φuu) with a







(φc − 2φu + φuu∗) (2.15)
The generalised upwind projection must be designed to utilise only readily avail-
able information at the face, as well as to return the exact value of the upwind
node on an equispaced cartesian mesh. It should further be supportive of upwind
dominance as well as accuracy, with the employed expression reading:











can be expressed in a
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A generalised κ-Upwind left internal face approximation is derived by substituting
Equation (2.17) into Equation (2.16), followed by Equation (2.15).
φfL ≈
(































Pure advection error analysis at an internal (non-boundary) face can be carried out
on Equation (2.18). To suitably prepare for the advection-diffusion error analysis
at an internal face, however, Equations (2.18) and (2.19) need to be substituted






































Due to the nature of the internal face discretization, it can also be suitably applied
for use at a downwind-boundary-adjacent face. The upwind-boundary-adjacent
face, however, requires a separate discretization and error analysis. This is done
in Section 2.5.2 below.
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f (f + 1) (1− κ)
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(2.21)
All κ-Upwind Schemes clearly produce at least 2nd-order advection accuracy at
a face, regardless of the mesh stretching factor (f). It is further conceivable that
a higher OoA is possible, and will depend on the combination of κ and mesh
stretching factor.
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By applying the EAP to Equation (2.20), the total advection-diffusion error at an




























































f (f + 1) (κ− 1)







− . . . (2.22)
Theoretically, for very specific cases, higher than 2nd-order accuracy is again pos-
sible. Practically, however, manipulating the κ value at each face to achieve these











). It would clearly be more useful to therfore use a







Figure 2.3: A κ-Upwind Scheme upwind-boundary-adjacent face stencil.
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as employed for the purpose of upwind value








































(φu + φc) (2.25)
This is equivalent to the use of CDS with κ = 1. In order to prepare for the
advection-diffusion error analysis, Equations (2.25) and (2.19) must be substituted






















Advection and advection-diffusion error analyses on the above two equations are
carried out next.
By applying the EAP to Equation (2.25), the pure advection error at a boundary-































− . . . (2.27)
As expected, 2nd-order advection accuracy is achievable at a boundary-adjacent
face regardless of the κ-value.
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By applying the EAP to Equation (2.26), the total advection-diffusion error at a











































∆x2 − . . .
(2.28)
As expected, the OoA at a boundary-adjacent face is 2nd-order accurate and not
dependant on the κ-value used.
2.5.3 Internal Node
Error analysis at an internal node considers Equation (2.3), and the assumption
of constant ux is made (i.e. uxL = uxR = ux). Discretization of the advection-



























Using Equation (2.18), φfL can be represented nodally as:
φfL ≈
(






























The right (downwind) face similarly results in:
φfR ≈
(
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[ux (1− g + gκ)]φd
(2.34)




















































[−ux (−1 + f + κ− fκ)]φuu +
g
∆x




[ux (−κ+ 1 + f − fκ)]φc +
g
∆x













































(g − 1)4(g(κ− 1) + 1)
g3







− . . .
As can be seen, all κ-Upwind Schemes achieve at least 1st-order accuracy at a
node. As previously mentioned, depending on the stretching factors and κ value
used, higher OoA’s are also theoretically possible.
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(g − 1)4(g(κ− 1) + 1)
g3







− . . .
As previously, the leading error term is 1st-order accurate and contains both ad-
vection and diffusion terms. As a result, all κ-Upwind Schemes will achieve at
least 1st-order advection-diffusion nodal accuracy. Higher OoA’s are theoretically
possible, but will only occur with a very convenient set of solution values and mesh
conditions. Manipulating the κ values is, once again, not practically feasible due











2.6 Current Methods: A Critical Analysis
As explained in Chapter 1, six of the more popular and commonly used advection
discretization methods can be expressed as members of the κ-Upwind method.
These schemes:








 Fromm’s (κ = 0),
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The OoA of each scheme, for both pure advection and combined advection-diffusion
accuracy, is now evaluated at an internal face (using Section 2.5.1) and at an in-
ternal node (using Section 2.5.3) (boundary-adjacent-faces are additionally carried
out in Appendix B). In order to extend on the understanding of each scheme, this
will be done for equispaced, constantly stretched, and non-equispaced meshes.
For completeness, in Tables 2.4, 2.5, and 2.6, each OoA is accompanied by a
superscript number which corresponds to the actual leading error term (given in
Appendix C). When a scheme resulted in an OoA greater than that achieved by
the other schemes, the OoA appears in bold.
Table 2.4 contains the OoA’s resulting from the various schemes when applied on
equispaced grids. By definition, an equispaced mesh results when f = g = 0.5.





CDS (κ = 1)
Internal Face 2nd1 2nd2







Internal Face 2nd5 2nd6
Internal Node 3rd7 2nd8
Fromm’s (κ = 0)
Internal Face 2nd9 2nd10
Internal Node 2nd11 2nd12
LUI (κ = −1)
Internal Face 2nd13 2nd14
Internal Node 2nd15 2nd16
NVSF Internal Face 3rd17 2nd18(











Internal Face 3rd17 2nd18
Internal Node 2nd19 2nd20
Superscript values correspond to error terms in Appendix C.
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As can be observed, all κ-Upwind schemes achieve their claimed advection accura-
cies; CUI achieves 3rd-order nodal accuracy, QUICK and NVSF achieve identical
3rd-order face accuracy, and all remaining κ-Upwind schemes achieve 2nd-order
face and nodal accuracy. As expected, CUI, QUICK, and NVSF do not man-
age to maintain higher-order accuracies when total advection-diffusion accuracy is
considered.
The case of a constantly stretched mesh is considered next. It must be noted that
while constant stretching is technically a type of non-equispacing, it does generally
result in a somewhat simplified discretization. Hence, it is assessed here as its own
case. Constant stretching occurs when 0 < f < 1, 0 < g < 1, and f = g 6= 0.5.
By replacing every f with g, and by substituting the various κ values into the
appropriate error expressions, the OoA’s shown in Table 2.5 are acquired. Note
that face accuracies are not presented due to the presence of only one stretching
factor per face (i.e. face accuracies are considered in the generic non-equispaced
case).
Table 2.5: OoA’s of various advection discretization schemes on constantly
stretched grids. Criteria shown in brackets is the constant stretching ratio at


















Fromm’s (κ = 0) Internal Node 1st44 1st45

























Superscript values correspond to error terms in Appendix C.
As can be seen, every κ-Upwind scheme is reduced to 1st-order nodal accuracy
(both advection and total accuracy). This shows that, while the κ-Upwind schemes
(particularly CUI) are adept at achieving decent accuracies on equispaced grids,
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this accuracy is lost as soon as mesh stretching occurs. This is also the case with
NVSF.
Table 2.6 contains the OoA’s resulting from the various schemes on non-equispaced
grids. By definition, a non-equispaced grid results when 0 < f < 1 (f 6= 0.5) and
0 < g < 1 (g 6= 0.5).
Table 2.6: OoA’s of various advection discretization schemes on non-
equispaced grids. Criteria shown in brackets are the stretching ratios at which




CDS (κ = 1)
Internal Face 2nd1 2nd2













Internal Node 1st25 1st26







Internal Node 1st29 1st30







Internal Node 1st33 1st34












Internal Face 2nd38 2nd39
Internal Node 1st40 1st41
Superscript values correspond to error terms in Appendix C.
As expected, all schemes achieve only 1st-order accuracy. In general, the face ac-
curacies in comparison to the equispaced face accuracies are relatively unchanged.
The crucial exception, however, is that QUICK loses its face accuracy superiority
and joins the other κ-Upwind schemes with only 2nd-order accuracy. NVSF lives
up to its design intentions and achieves 3rd-order advection face accuracy. Once
again, no scheme manages to achieve a higher-order advection-diffusion accuracy.
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2.6.1 Weaknesses of Current Schemes
In conclusion, the following weaknesses exist with current advection discretization
technology (in no particular order):
 OoA’s greater than 3rd-order are not possible at internal faces. Further,
OoA’s greater than 2nd-order are not possible at upwind-boundary-adjacent
faces (see Appendix B), regardless of the scheme used or the mesh conditions
present.
 All the schemes are reduced to first order-accuracy on meshes which are not
equispaced.
This work embarks on the task of designing an advection discretization scheme
that addresses the above.
Chapter 3
Development of Enhanced Taylor
Discretization Schemes
As described in Chapter 2, currently used advection discretization schemes mostly
reduce to first order-accuracy on non-equispaced meshes. This chapter sees the
development of two different schemes, one that attempts to improve the overall
advection-diffusion accuracy, and the other which attempts to improve the pure
advection accuracy.
In the interest of readability, development and analysis of the new methods are
placed in seperate sections. It is understood that both schemes will be developed
in an attempt to maximise accuracy, however, the exact OoA’s will be assessed in
Chapter 4.
3.1 A Higher-Order Advection-Diffusion ET
Scheme
As already mentioned, when attempting to approximate an advection value at
a face, only data from the two nodes connecting to the face’s edge are to be
used. Considering the left face in Figure 3.1, this essentially means that only the
following data from nodes u and c are available for use (in a 1D case):
 Function values
27
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 Computed gradients
 Up and downwind mesh stretching factors (which are computed as detailed
later)
 Edge length
Despite the presence and availability of the above data at every face, no method





) or downwind stretching factor (g).
Further, only NVSF uses the upwind stretching factor (f). It therefore stands to
reason that improvements in accuracy are possible if more of the available data is
used in each face advection approximation. Let us begin by creating a generic left
face approximation as follows:











where values A, B, C, and D are the unknown coefficients to be determined. The
three mesh-type locations for which this is to be done are the internal face, the
upwind-boundary-adjacent face, and the downwind-boundary-adjacent face. Note
that the intention in computing the coefficient is to enhance accuracy via the use
of TSE’s. Hence the new scheme is dubbed the Enhanced Taylor (ET) scheme.
Sub-schemes appropriate for each of these mesh locations are developed below.
3.1.1 Internal Face





) the internal face stencil
used by the ET Scheme is different to that of the stencil used by the κ-Upwinding





Figure 3.1: An ET Scheme internal face stencil.
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Before the error analysis can proceed, the discrete expressions for the two gradients
that appear in Equation (3.1) are to be developed. Here we employ the standard















(φd − φu) (3.3)
The generic fully discrete expression for the internal face now follows as:
φfL ≈ [−C(1− f)]φuu + [A−Dg]φu + [B + C(1− f)]φc + [Dg]φd (3.4)
The expression resulting for the advection-diffusion equation results (via bringing





















The EAP can now be applied to the above equation in order to acquire the opti-
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The four unknown coefficients require four equations. The first two are found by
























The remaining two equations are employed to increase accuracy via equating the




























































Simplification of Equations (3.7) to (3.10) result in the following four equations
that require simultaneous solution:
A+B = 1 (3.11)











D = 0 (3.13)
− A+B +
(











, ux 6= 0 (3.14)
The resulting symbolic solutions are:
D =
g2(2fk + fux∆x− 2k + ux∆x)












− C −D A = 1−B
The above expressions are only undefined when ux = 0, which would also imply
zero convection.








Figure 3.2: An ET Scheme upwind-boundary-adjacent face stencil.
The upwind-boundary-adjacent face is depicted in Figure 3.2. The ET scheme










































This results in the following advection and advection-diffusion upwind-boundary-
adjacent face discretizations, respectively:
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−A+B + 2C +
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− . . .
Following a similar process to that of the internal face, the following simultaneous
equations now require solution:
A+B = 1 (3.19)






D = 0 (3.21)
− A+B + 2C +
(






, ux 6= 0 (3.22)
The above system of equations has a determinant of zero which results in sin-
gularity. As such the system cannot be solved. By dropping the highest-order
error term (3.22), the system simplifies to three equations with four unknowns. C
is conveniently set to zero (due to it being the coefficient of the boundary-node








−D A = 1−B
It is interesting to note that the optimum advection discretization at an upwind-
boundary-adjacent advection-diffusion face has no diffusion influence or reliance
on the boundary gradient (due to the value of C equaling zero). In addition, the
accuracy is now reduced to 3rd-order. Ultimately, the decrease in accuracy is un-
derstandable as an upwind-boundary-adjacent face has less information available
due to the smaller stencil left of the face.







Figure 3.3: An ET Scheme downwind-boundary-adjacent face stencil.
The downwind-boundary-adjacent face (Figure 3.3) only has access to nodal in-
formation as per the κ-upwind scheme (i.e. no additional information exists due
to the boundary).







(φc − φu) (3.23)
the face value is computed for the advection and advection-diffusion cases as fol-
lows:
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The simplified equations required for simultaneous solving follows:
A+B = 1 (3.27)






C = 0 (3.29)
− A+B +
(
6f 2 + 2
(f − 1)2
)
C + 2D =
2k
ux∆x
, ux 6= 0 (3.30)
As is the case for the upwind-boundary-adjacent face, Equations (3.27) to (3.30)
are also singular. By setting D = 0 (due to it being the coefficient of the boundary-
node gradient), and reducing the system of equations to Equations (3.27) to (3.29),
the system solves as:






− C A = 1−B
Similarly to that of the upwind-boundary-adjacent face, the optimum advection
discretization at a downwind-boundary-adjacent advection-diffusion face has no
diffusion influence or reliance on the boundary gradient. The accuracy is again
only 3rd-order. These occurences are, once again, all quite understandable due to
the absence of the downwind node (d).
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3.2 A Higher-Order Advection ET Scheme
This section focuses on transforming the Higher-Order Advection-Diffusion ET
scheme into a Higher-Order Advection ET scheme. This is important for flow
regimes where little or no diffusion is present, as well as for comparison against
the advection-diffusion ET scheme.
The advection only scheme is obtained easily by setting k = 0 in the advection-
diffusion method. At an internal face the coefficient values are:
D =
g2(f + 1)












− C −D A = 1−B








−D A = 1−B
At a downwind-boundary-adjacent face the coefficient values are:






− C A = 1−B
3.2.1 Face Convection Approximation
In concluding the ET scheme development, it is similarly recommended that the
speed of convection at a face (ux) be similarly discretized to higher-order. We
again commence by considering the following expression for the left face:
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D =
g2(f + 1)












− C −D A = 1−B
This results in 4th-order accuracy regardless of the mesh stretching. The respective
leading error terms are displayed in the table below:
Table 3.1: Leading error terms of the face convection approximation when
utilising the Advection ET Scheme.































3.3 Extension to 2D and 3D
In order to maintain an industrially relevant scheme, it is necessary that the ET
schemes be easily extendable to 2D and 3D unstructured meshes. The equivalence
between the 1D and multi-dimensional case is defined per face as follows:











becomes t ·∇ (φu) and t ·∇ (φc) respectively (nodal gradients
in the direction of the edge’s unit tangent vector, t)
 ∆x becomes luc (edge length)
 ux becomes t · uf (advection value at the face, f , in the direction of the
edge’s unit tangent vector, t)
What still remains to be computed are the stretching factors. This is detailed
next.











Figure 3.4: An equispaced hexagonal mesh.
Consider the equispaced hexagonal mesh depicted in Figure 3.4. The dotted lines
represent perpendicular lines to edge uc (attached to nodes u and c). As the mesh
is equispaced (edge lengths are constant throughout), it is desired that the mesh
stretching factors f and g equate to 0.5. An algorithm is therefore required that
accurately computes this while reverting back to the simple 1D solution when
required.
Let us begin by defining two types of edges:
 Primary edge: An edge for which two nodal stretching factors are desired.
 Attached edge: An edge attached to a node of a primary edge.








where êx and êy are the unit vector components in the x and y directions, respec-
tively. This tangent vector is written for the 2D case, but is easily extended to
3D.
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Let us continue by defining an attached edge’s relative component (relative to that
of a primary edge) as:
comp = lub (tub · tuc) (3.33)
where comp is the attached edge’s relative component, lub is the length of the
attached edge, tub is the unit tangent vector of the attached edge, and tuc is the
unit tangent vector of the primary edge. This calculation gives a sense of both
the length of an attached edge, as well as to how aligned the edge is with the
stretching direction. Edges aligned perfectly with the stretching direction will
therefore have a component equivalent to their edge length. Conversely, edges
aligned perpendicularly to the stretching direction will have a component of zero.
Finally, we define the stretching factors in a way that mimics the philosophy of
the 1D stretching factors:




where negi represents the absolute sum of all upwind edge components (comp)
attached to node u (absolute sum of all edge components on the upwind side
of the perpendicular plane). Further, posi represents the absolute sum of all
downwind edge components (ie. absolute sum of all edge components on the
downwind side of the perpendicular plane). It is important to note that when
calculating the stretching factor at a node, components from all attached nodes
must be considered, including the primary edge. It is also important to note that
the component of the primary edge is on the downwind side of the upwind node,
and on the upwind side of the downwind node.
Application of this algorithm at a node results in one of three possible values for
stretching factor (f), regardless of the number of dimensions:
1. f = 0: Only possible at an upwind-boundary node.
2. 0 < f < 1: All internal nodes and, in extremely rare cases, some boundary
nodes.
3. f = 1: Only possible at a downwind-boundary node.
Chapter 4
Developed ET Schemes: A
Critical Analysis
As done in Chapter 2 for the analysis of the selected κ-Upwind Schemes, the
Advection-Diffusion ET Scheme and the Advection ET Scheme are analysed. Both
OoA as well as odd-even decoupling is considered.
4.1 Accuracy
The computed OoA’s are shown in Tables 4.1, 4.2, and 4.3. As before, the su-
perscript number corresponds to a leading error term in Appendix C, and the
localised accuracies of boundary-adjacent-faces are given in Appendix B. OoA’s
greater than that achieved by other schemes is once again expressed in bold.
An equispaced grid results when f = g = h = 0.5. These values are substituted
into the appropriate error analyses (derived earlier in Chapter 3) in order to acquire
the OoA’s shown below.
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Internal Face 4th50 4th51
Internal Node 2nd53 2nd54
Adv. ET
Internal Face 4th55 2nd18
Internal Node 2nd56 2nd20
Superscript values correspond to error terms in Appendix C.
Both ET schemes were primarily designed to achieve improved face accuracies
when applied to non-equispaced grids. It is therefore pleasing to observe that
both schemes achieve at least a single OoA improvement over the next best κ-
Upwind method (Advection-Diffusion ET scheme achieves a two OoA improve-
ment). Disappointingly, however, the improved face accuracies do not carry over
to an improved nodal accuracy.
The special case of a constantly stretched grid occurs when f = g = h 6= 0.5.





Internal Face 3rd66 3rd67
Internal Node 1st61 1st62
Adv. ET
Internal Face 4th68 2nd18
Internal Node 2nd64 1st65
Superscript values correspond to error terms in Appendix C.
Both ET Schemes maintain at least a single OoA improvement over the next best
κ-Upwind method at a face for constantly stretched meshes. Additionally, the Ad-
vection ET Scheme also now manages to achieve an advection OoA improvement
at an internal node.
Finally, a non-equispaced grid results when 0 < f < 1 (f 6= 0.5), 0 < g < 1
(g 6= 0.5), and 0 < h < 1 (h 6= 0.5).
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Internal Face 3rd57 3rd58
Internal Node 1st61 1st62
Adv. ET
Internal Face 4th63 2nd18
Internal Node 2nd64 1st65
Superscript values correspond to error terms in Appendix C.
The improvements shown for the constantly stretched case are similarly present
in the generalised non-equispaced case. This is important as it shows that the
Advection ET Scheme is formally 2nd-order advection accurate at an internal
node.
4.1.1 Conclusion
The patterns observed in the achieved accuracies of both the Advection-Diffusion
ET Scheme and the Advection ET Scheme are generally consistent with the design
intentions of both schemes. When observed on non-equispaced grids (Tables 4.3
and 4.2) the advection accuracy of the Advection ET Scheme is consistently greater
than that of the Advection-Diffusion ET Scheme, whereas, the opposite is true for
the total advection-diffusion accuracy. On an equispaced grid (Table 4.1), however,
the Advection-Diffusion ET Scheme performs beyond expectations by matching
the advection accuracy, and greatly beating the advection-diffusion accuracy, of
the Advection ET Scheme.
The true extent to which the ET Schemes achieve their respective design goals
is revealed via comparison with the κ-Upwind Schemes (shown in Chapter 2).
The Advection-Diffusion ET Scheme consistently improves on both advection and
advection-diffusion accuracies achieved by the κ-Upwind Schemes, whereas the
Advection ET Scheme greatly improves on the κ-Upwind Schemes’ advection ac-
curacy. However, as will be shown next, equispaced meshes result in odd-even
decoupling, which is undesirable and needs to be avoided.
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4.2 Odd-Even Decoupling
Odd-even decoupling classically results when variations in the field variable be-
tween adjacent nodes are not adequately represented by the discretization method.
Proving complete avoidance of this for the general case is cumbersome. It is how-
ever instructive to study its likelihood via simple cases as decoupling is typically
an underlying quality of the discretization method. We will therefore consider a
1D constant stretching case where uxL = uxR = ux.
Both ET schemes are assessed for advection odd-even decoupling here, whereas,
the Advection-Diffusion ET Scheme is additionally assessed for diffusion odd-even
decoupling in Appendix D (due to its additional influence on the diffusion term).
The simplified advection and advection-diffusion discretizations at node c, respec-
tively, will be used as follows:
φfR − φfL ≈ [CfL(1− g)]φuu + [−CfR(1− g)− AfL +DfLg]φu
+ [AfR −DfRg −BfL − CfL(1− g)]φc
+ [BfR + CfR(1− g)−DfLg]φd + [DfRg]φdd
(4.1)
and











≈ [ux (CfL(1− g))]φuu +
[


















φd + [ux (DfRg)]φdd
(4.2)
Although odd-even decoupling is strictly only concerned with the coefficient of
the centre node (c), the analyses in this section will take a more comprehensive
approach in order to better understand the ET Schemes. Therefore, the coefficients
at all nodes will be analysed and assessed. It is important to remember that g
only makes sense when 0 < g < 1, therefore, only values within this range will be
considered when observing values that reduce the coefficients to zero.
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4.2.1 Advection-Diffusion ET Scheme: Advection Decou-
pling
The optimum Advection-Diffusion ET Scheme values from Section 3.1.1 are sub-
stitued into the coefficients of Equation (4.1) in order to acquire the final advection
coefficients of the Advection-Diffusion ET Scheme. These resulting coefficients are
displayed and analysed below.
Coefficient of φuu:
(g − 1)3[−2gk + ux∆x(g − 2)]
8g(g2 − g + 1)ux∆x
(4.3)
Coefficient of φu:
2gk(g − 1) + ux∆x(3g3 − 9g2 + 8g − 4)
8g(g2 − g + 1)ux∆x
(4.4)
Coefficient of φc:




2g2k + ux∆x(−3g3 + g − 2)




3[2gk − ux∆x(g + 1)]
8(g − 1)(g2 − g + 1)ux∆x
(4.7)
When considering the complete coefficients shown above, all of them are non-
zero and defined for all realistic values of g. However, when g = 0.5 (ie. an
equispaced grid), and the discretization is completed by multiplying through by




As can be observed, this coefficient contains no “pure” advection component (ie.
it is independent of ux), so while it may not be strictly zero, it will likely still lead
to odd-even decoupling.
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4.2.2 Advection ET Scheme: Advection Decoupling
By setting the value of k to zero for all of the discretization coefficients calculated
in Section 4.2.1 above, the resulting advection coefficients of Equation (4.1) for the
Advection ET Scheme are acquired. These coefficients are displayed and analysed
below.
Coefficient of φuu:
(g − 1)3(g − 2)
8g(g2 − g + 1)
(4.9)
Coefficient of φu:
3g3 − 9g2 + 8g − 4
8g(g2 − g + 1)
(4.10)
Coefficient of φc:




−3g3 + g − 2




8(g − 1)(g2 − g + 1)
(4.13)
All of the above coefficients, with the important exception of the φc coefficient,
are non-zero and defined for all realistic values of g. The φc coefficient, however,
simplifies to zero when g = 0.5 (ie. an equispaced grid). This indicates that odd-
even decoupling will be a problem for the Advection ET Scheme on equispaced
grids.
Odd-even decoupling will clearly be problematic on equispaced meshes. This is
unideal as numerical methods are traditionally at their most accurate when applied
to equispaced meshes. As a result, blending of the ET Schemes with currently
available schemes is necessary to overcome these shortfalls. This blending process
is expressed next.
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4.3 Blending to Counteract Non-Physical Oscil-
lations
Odd-even decoupling is not generally an issue for κ-Upwind schemes due to their
asymmetrical and upwind bias (a notable exception being CDS as it is not strictly
a κ-Upwind Scheme). Additionally, during initial testing, it was observed that the
ET schemes produced oscillatory solutions on equi- and near-equispaced meshes as
well as at high advection-diffusion ratios. As a result, a blend of the ET schemes
with κ-Upwind schemes is necessary to achieve an accurate and stable numerical
scheme.
Ideally, it is desired that the blend resort fully to the selected κ-Upwind scheme
on equispaced grids (ie. f = 0.5) while tending to the ET schemes once sufficient
mesh stretching is present. Additionally, it is necessary that the blend resort to
the κ-Upwind scheme once a certain advection-diffusion ratio is hit. As this work
is focused primarily on the application and accuracy of the ET Schemes on non-
equispaced grids, a pragmatic approach was taken as to which κ-Upwind Scheme
to select and to what cutoff values for mesh stretching and advection-diffusion
ratios to use.
NVSF was selected as the κ-Upwind Scheme for blending due to its suitability to
stretched meshes while reverting to QUICK on equispaced meshes. Through trial
and error in solving the linear advection-diffusion equation, cutoff values of 0.545
and 50 were chosen for the mesh stretching factor and advection-diffusion ratio
respectively. This cutoff stretching factor is equivalent to a traditional ‘growth’
factor of 1.2. Written mathematically, the blending algorithm used in this work
follows:
Blend = (π)NV SF + (1− π)ET (4.14)
where:
π = πs + (1− πs)πr (4.15)
and πs and πr represent the components of the blend derived from the stretching





∣∣∣∣ , if 0.456 < f < 0.544.
0, otherwise.
(4.16)











It is important to note that the blend is continuous and smooth. This is necessary
to minimise adverse impact of the blending on the numerical solution. Addi-







For scheme evaluation purposes, both 1D and 2D cases are considered, namely
the advection-diffusion and incompressible flow lid-driven cavity respectively. In
both cases, the ET schemes are compared to the κ-Upwind schemes renowned for
their accuracy (namely CUI, QUICK, and NVSF), and the ET schemes have been
suitably blended as described in Section 4.3.
5.1 1D Advection-Diffusion Equation
The 1D Advection-Diffusion equation, being the model equation for this work, is a
natural choice of test case. The domain utilised extends between x = 0 and x = 1,
with boundary values of φ0 = 1 and φ1 = 0 respectively. A generic analytical
solution for a 1D advection-diffusion equation exists as follows:






where L denotes the length of the domain (L = 1). Substitution of the boundary







In setting up the advection-diffusion problem, there are essentially three vari-
able metrics to consider; the advection-diffusion ratio, the constant nodal mesh
stretching present, and the number of nodes in the domain. Extensive results are
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presented for the various combinations of three advection-diffusion ratios (10, 20,
and 40 - analytical solutions shown in Figure 5.1), three constant mesh stretching
factors (0.524, 0.545, and 0.565, which are equivalent to traditional ‘growth’ fac-
tors of 1.1, 1.2, and 1.3), and three mesh sizes (10, 30, and 90), in Appendix E.
To follow is a summary. It is important to note that higher solution gradients are
present near the right hand boundary and, as such, stretching is done from right
to left in order to better represent the physics.












Figure 5.1: Analytical solutions of φ throughout the computational domain
for three advection-diffusion ratios (10, 20, and 40).
Figures 5.2 and 5.3 show the actual plots of pre- and post-blended ET Advection-
Diffusion schemes respectively, along with the κ-Upwind schemes and analytical
solution to indicate how the blending has damped the oscillations. For this test
case the 10 node, 1.1 growth factor mesh with an advection-diffusion ratio of 40
was by far the most oscillatory case tested.
As can be observed, blending helps the resulting ET schemes minimise oscillations
to a level similar to that of the κ-Upwind schemes. Due to this success, the
blending was maintained for each subsequent test case. The majority of the test
cases resulted in similar patterns so, to avoid repetition, only two error plots and
a summary of the data are presented here (as mentioned, extensive data appears
in Appendix E).
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Figure 5.2: Un-blended ET Advection-Diffusion scheme on a 10 node, 1.1
growth factor mesh with an advection-diffusion ratio of 40.














Figure 5.3: Effects of blending the ET Advection-Diffusion scheme with NVSF
on a 10 node, 1.1 growth factor mesh with an advection-diffusion ratio of 40.
















Figure 5.4: L1 Error vs Nodes for an advection-diffusion ratio of 10 and a
















Figure 5.5: L1 Error vs Nodes for an advection-diffusion ratio of 40 and a
constant mesh growth factor of 1.3.
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Table 5.1: 1D Advection-Diffusion Equation summary of averaged error in-
dices for each growth factor (averaged across advection-diffusion ratios), and




ET ET CUI QUICK NVSF














Max. abs. 69.54 98.59 191.28 100.00 81.94
1.1 L1-norm 64.86 98.10 198.28 100.00 79.86
L2-norm 67.56 97.13 195.16 100.00 80.71
Max. abs. 46.18 110.73 206.27 100.00 66.95
1.2 L1-norm 52.10 120.04 225.00 100.00 72.25
L2-norm 50.10 115.03 215.93 100.00 68.93
Max. abs. 25.32 76.67 190.88 100.00 36.50
1.3 L1-norm 28.06 78.77 194.37 100.00 36.60
L2-norm 25.85 77.02 191.45 100.00 35.23
Max. abs. 47.01 95.33 196.14 100.00 61.80
Combined L1-norm 48.34 98.97 205.89 100.00 62.90
L2-norm 47.83 96.39 200.85 100.00 61.62
As expected, the accuracy of the ET Advection-Diffusion increased relative to the
other schemes as the growth factor increased. ET Advection, however, was incon-
sistent, achieving it’s best results at the highest growth factor of 1.3. The former
also competed better as diffusion was more dominant, while the ET advection
scheme again behaved inconsistently.
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Table 5.2: 1D Advection-Diffusion Equation summary of averaged error in-
dices for each advection-diffusion ratio, and an overall average.
Scheme:
Adv.:Dif. Error
ET ET CUI QUICK NVSF














Max. abs. 24.78 97.64 217.23 100.00 47.80
10 L1-norm 28.76 100.28 228.71 100.00 45.80
L2-norm 26.21 98.38 223.22 100.00 45.97
Max. abs. 50.29 111.74 218.86 100.00 66.46
20 L1-norm 56.38 125.27 236.83 100.00 73.87
L2-norm 53.96 116.77 227.61 100.00 69.03
Max. abs. 65.97 76.62 152.34 100.00 71.13
40 L1-norm 59.88 71.35 152.12 100.00 69.03
L2-norm 63.33 74.03 151.70 100.00 69.87
Max. abs. 47.01 95.33 196.14 100.00 61.80
Combined L1-norm 48.34 98.97 205.89 100.00 62.90
L2-norm 47.83 96.39 200.85 100.00 61.62
To summarise from the table, the ET Advection-Diffusion scheme performs well
relative to all other available schemes. On average, decreases in error in excess of
75%, 50%, and 22% are observed relative to CUI, QUICK, and NVSF respectively.
The ET Advection scheme however performs only marginally better than QUICK,
and worse than NVSF. QUICK substantially outperforms CUI, with reductions in
error up to 50%. Results for the 2D lid-driven cavity test case are presented next.
5.2 2D Lid-Driven Cavity
For the 2D incompressible test-case the Elemental software was employed. The
incompressible flow solver incorporates a version of the UP-AC split method (Ox-
toby and Malan [17]). The ET schemes were then simply applied to the discretiza-







where ux and u are calculated using the ET scheme and face convective approx-
imation respectively. Though a more thorough implementation is possible (via
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treatment of pressure at faces), the above implementation was deemed suitable
for this study. Note that the developed ET schemes did not have a noticable effect
on increasing solution times.
The 2D lid-driven cavity example considers steady recirculation flow in a quadralat-
eral cavity. The recirculation flow is created by the uniform motion of the upper
boundary, the “lid”, while all other boundaries maintain a no-slip boundary con-
dition. No flow is permitted either into or out of the cavity. A square cavity of
length 1 was selected in this work in order to aid comparison to the results of Ghia
et al. [10] and the numerical results of Erturk et al. [7]. The left bottom corner of
the cavity is also placed at (0, 0). Three Reynolds numbers (Re = 1000, 5000, and
10000) were chosen, both to aid comparison, as well as to reflect a broad range of





where U is the uniform velocity of the lid in ms−1, L is the length of the lid in m,
and ν is the kinematic viscosity of the fluid in the cavity in m2s−1. In this case,
the latter is equivalent to k, the diffusion constant, due to the density (ρ) being
set to one. Figure 5.6 graphically portrays flow in the Re = 10000 case through
the use of a streamtracer diagram.
Figure 5.6: 2D Lid-Driven Cavity Re = 10000 streamtracer.
Chapter 5. Numerical Examples 54
A study was carried out using the proprietary software of Elemental. For the
purpose of estimating error, a so-called benchmark solution was generated via a
grid convergence study. This culminated in using a 251x251 mesh with 1.2 growth
factor similar to shown in Figure 5.8. An odd number of nodes was purposely
chosen in order to ensure that mesh nodes are present at x = 0.5. This central
column has traditionally been the focus of error analyses, with the vast majority
of journal articles observing and/or calculating the velocity on this line. As such,
all error observations for the lid-driven cavity in this work will also focus on the
x-direction velocity at x = 0.5.
The solutions acquired from the Elemental study showed near-perfect correlation
to the experimental results of Ghia et al. [10], with the only exception being the
solution of the Re = 10000 flow, which showed slight discrepancies near the lid
boundary. When compared to the numerical results of Erturk et al. [7], however,
near-perfect correlation was found for all Reynolds number solutions.
For each Reynolds number, the schemes were tested on three different mesh sizes
with the resulting velocities compared to those of the benchmark solution. The
meshes selected for testing were vastly coarser than the 251x251 mesh used for
the benchmark study and contained roughly 10%, 15%, and 20% of the number
of nodes. This related to meshes of size 81x81, 95x95 and 111x111, respectively.
Each mesh was stretched with a constant stretching factor of f = g = h = 0.45
(growth factor of 1.2). As seen in Figure 5.7, even the coarsest meshes chosen
(81x81 nodes), both structured and unstructured, were sufficient to represent the
flow within the cavity. This helps add confidence to the acquired computational
solutions. Examples of the anisotropic structured and unstructured meshes used
are shown in Figures 5.8 and 5.9. Note that the mesh in Figure 5.9 is defined
as being unstructured not for having arbitrarily shaped cell elements, but for
possessing cell faces that have noncollinear upwind and downwind nodes. This
ensures that discretizations and stretching factors are calculated in a generic and
unstructured fashion.
Solution data of the individual test cases are very similar to one another, so only
summaries are included here. See Appendix F for detailed data.
As expected, the accuracies of the ET schemes relative to the QUICK benchmark
decreased as the Reynolds number increased (i.e. increasing advection-diffusion
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Figure 5.7: x-velocity at the x = 0.5 line for the Re=10000 mesh independent,
ETAD 81x81 structured grid, and ETAD 81x81 unstructured grid solution.
ratio). Despite this, the ET schemes still maintained a reduction in error in excess
of 27% relative to QUICK at the highest Reynolds number test case of Re = 10000.
Figure 5.8: 81x81 node structured grid.
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Figure 5.9: 81x81 node unstructured grid.
Table 5.3: 2D Lid-Driven Cavity error comparison summary on non-
equispaced structured grids with a constant growth factor of 1.2.
Scheme:
Re. No. Error
ET ET CUI QUICK NVSF














Max. abs. 58.72 58.59 98.60 100.00 93.99
1000 L1-norm 55.80 56.06 95.46 100.00 82.80
L2-norm 55.73 55.97 96.09 100.00 84.09
Max. abs. 64.64 63.49 100.80 100.00 98.02
5000 L1-norm 54.92 53.35 84.76 100.00 89.15
L2-norm 55.35 54.04 93.31 100.00 92.78
Max. abs. 73.27 72.88 101.16 100.00 100.22
10000 L1-norm 69.29 64.88 96.77 100.00 100.04
L2-norm 71.02 67.23 98.17 100.00 99.38
Averaged Max. abs. 65.54 64.99 100.19 100.00 97.41
Indices L1-norm 60.00 58.10 92.33 100.00 90.66
(Base QUICK) L2-norm 60.70 59.08 95.86 100.00 92.08
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Table 5.4: 2D Lid-Driven Cavity error comparison summary on non-
equispaced unstructured grids with a constant growth factor of 1.2.
Scheme:
Re. No. Error
ET ET CUI QUICK NVSF














Max. abs. 57.30 57.11 107.05 100.00 92.62
1000 L1-norm 53.90 54.43 103.30 100.00 83.48
L2-norm 51.17 51.41 106.76 100.00 88.33
Max. abs. 41.60 40.58 110.87 100.00 101.69
5000 L1-norm 47.42 45.15 115.13 100.00 101.53
L2-norm 41.05 39.46 111.83 100.00 98.30
Max. abs. 48.81 48.88 110.96 100.00 105.22
10000 L1-norm 46.14 46.24 112.72 100.00 99.14
L2-norm 44.68 44.71 111.48 100.00 99.41
Averaged Max. abs. 49.23 48.86 109.63 100.00 99.84
Indices L1-norm 49.15 48.60 110.38 100.00 94.72
(Base QUICK) L2-norm 45.63 45.19 110.02 100.00 95.35
The accuracies of the ET schemes relative to the QUICK benchmark improved
from the structured mesh to the unstructured mesh. Unlike the structured grids,
the accuracies of the ET schemes did not show clear correlation to the Reynolds
number. This is probably due to the varying flow present in this problem.
Table 5.5: 2D Lid-Driven Cavity error comparison combined summary of both




ET ET CUI QUICK NVSF














Max. abs. 65.54 64.99 100.19 100.00 97.41
Struc. L1-norm 60.00 58.10 92.33 100.00 90.66
L2-norm 60.70 59.08 95.86 100.00 92.08
Max. abs. 49.23 48.86 109.63 100.00 99.84
Unstruc. L1-norm 49.15 48.60 110.38 100.00 94.72
L2-norm 45.63 45.19 110.02 100.00 95.35
Averaged Max. abs. 57.39 56.92 104.91 100.00 98.63
Indices L1-norm 54.58 53.35 101.36 100.00 92.69
(Base QUICK) L2-norm 53.17 52.14 102.94 100.00 93.71
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Overall, the ET schemes out-performed all the other tested schemes and, on av-
erage, decreased error in excess of 45%, 42%, and 40% relative to CUI, QUICK,
and NVSF respectively. It is interesting to note that the ET schemes achieve very
similar errors in this 2D test case to one another, but in the 1D test case presented
above, significant differences are observable. This is perhaps partly due to only
one term being altered in the UP-AC algorithm as well as the cavity problem
containing a range of flow features. NVSF is marginally superior to both QUICK
and CUI on both structured and unstructured grids. CUI is superior to QUICK
on structured grids, but the reverse is true for unstructured grids. On average,
QUICK is marginally superior to CUI.
Chapter 6
Conclusion
A critical analysis of current advection discretization methodologies, namely the
κ-Upwind schemes, was carried out in this work. This analysis revealed certain
inadequecies and areas for improvement. All of the schemes, CUI and QUICK
included (considered to be the best advection discretization options in terms of
pure accuracy), were shown to reduce to 1st-order nodal accuracy as soon as
generic mesh stretching was considered. Additionally, all schemes were shown
to decrease in total accuracy, regardless of mesh stretching present, as soon as
total advection-diffusion accuracy was considered. The NVSF scheme, which was
originally expressed in the NVD format, was converted to the κ-Upwind format in
this work and shown to be additionally applicable to unstructured grids through
the use of the stretching factor developed. It was also shown to be equivalent
to QUICK on equispaced grids. This scheme was the only currently available
scheme found to adapt and optimise accuracy on non-equispaced grids. As such,
it was found to maintain its internal face advection accuracy on generic non-
equispaced grids. It too, however, experienced reductions in nodal advection and
total advection-diffusion accuracy as soon as stretching was applied.
The main focus of this work, however, was the design and testing of a novel advec-
tion discretization methodology for systems containing both advection and diffu-
sion flow. In keeping with the stated philosophy of industrial relevance, the devel-
oped discretization methodology was designed for application on both structured
and unstructured anisotropic meshes. Two related schemes, the ET Advection-
Diffusion scheme and the ET Advection scheme were developed to achieve the
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stated aims. Through analytical error analyses, both schemes were shown to im-
prove the OoA at a face in all mesh conditions. Further, the ET Advection scheme
was shown to be formally 2nd-order-accurate at an internal node. It did however
suffer from non-physical oscillations as a function of mesh stretching, as well as
advection-diffusion ratio. To rectify this, a blending with NVSF was proposed
which was based on trial and error with the advection-diffusion equation. The de-
veloped ET schemes were next evaluated via application to 1D and 2D test cases.
These involved a range of mesh stretching and advection-diffusion ratios. The 1D
numerical example showed the ET Advection-Diffusion scheme to be superior to
all other schemes, whereas the ET Advection scheme was superior only to CUI
(and marginally superior to QUICK). The 2D numerical example showed both
schemes to be equivalent and superior to the other schemes, but it is suspected
that optimisation of multi-dimensional application would result in improvements
for the ET Advection-Diffusion scheme. Average reductions in error up to 50%
for the ET schemes relative to the base case of QUICK were found and, in cer-
tain individual test cases, this reduction in error was found to be upwards of
80%. These are clearly significant improvements in accuracy, and it is safe to say
that an ‘improved’ and promising advection discretization methodology has been
developed.
6.1 Areas for Future Research
A more comprehensive treatment of the incompressible flow solver discretization
is proposed. Also, in developing the ET schemes, application was limited to in-
compressible flow regimes. Extension to compressible flow, however, would result
in a greater range of industrial application and is therefore an area of potential
future research.
Optimising the application, usage, and blending of the various ET schemes is an
area of future potential. Improved blending and switching between the two ET
schemes, and/or κ-Upwind schemes in various flow and mesh conditions could
potentially result in further accuracy gains.
Appendix A
NVSF: Conversion to κ-Upwind
Format
Darwish and Moukalled [5][4] designed the NVSF Scheme to maximise advection
face accuracy of the NVD on non-equispaced grids. With reference to Figure 2.2,
this was achieved through the use of a linear scheme with an NVD slope defined
as follows:
Slope =
x̃f (x̃f − 1)
x̃u(x̃u − 1)
(A.1)














Expressed in the format of the stretching factor (f - defined in Chapter 2) and
maintaining the assumption of vertex-centered grids (used throughout this work),















Substitution of Equations (A.4) and (A.5) into Equation (A.1) results in the
NVSF’s NVD slope expressed in the stretching factor format of this work:
Slope =






While this form is already far simpler than originally expressed, it is not yet
suitably written to aid implementation and comparison with κ-Upwind Schemes.
Ideally, the NVSF expressed in κ-Upwind format as a function of stretching factor
(f) would be the simplest of forms. With this goal in mind, we look to the work
of Leonard [16]. In this work he stated that the slope of any κ-Upwind Scheme in





Equating Equations (A.6) and (A.7) to one another, and re-arranging to isolate










Equation (A.8) represents the NVSF Scheme in the κ-Upwind format, expressed
as a function of the mesh stretching factor, which was defined in this work.
Appendix B
Boundary-Adjacent-Face Analysis
An assessment of prominent κ-Upwind Schemes and the ET Schemes are shown
here at boundary-adjacent faces for completeness. Where a scheme achieved an
OoA greater than that of all other schemes, the result was made bold.
B.1 Current Methods
Table B.1: OoA’s of various advection discretization schemes at upwind-











Up.-Boun.-Adj. Face 2nd1 2nd2
Fromm’s (κ = 0) Up.-Boun.-Adj. Face 2nd1 2nd2














Up.-Boun.-Adj. Face 2nd1 2nd2
Superscript values correspond to error terms in Appendix C.
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Table B.2: OoA’s of various advection discretization schemes at upwind-











Up.-Boun.-Adj. Face 2nd1 2nd2
Fromm’s (κ = 0) Up.-Boun.-Adj. Face 2nd1 2nd2














Up.-Boun.-Adj. Face 2nd1 2nd2
Superscript values correspond to error terms in Appendix C.
B.2 ET Schemes






Up.-Boun.-Adj. Face 3rd52 2nd18
Down.-Boun.-Adj. Face 3rd17 2nd18
Adv. ET
Up.-Boun.-Adj. Face 3rd52 2nd18
Down.-Boun.-Adj. Face 3rd17 2nd18
Superscript values correspond to error terms in Appendix C.






Up.-Boun.-Adj. Face 3rd59 2nd18
Down.-Boun.-Adj. Face 3rd60 2nd18
Adv. ET
Up.-Boun.-Adj. Face 3rd59 2nd18
Down.-Boun.-Adj. Face 3rd60 2nd18
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27.
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The optimum values from section 3.1.1 are substituted into Equation (4.2) in
order to analyse the diffusion decoupling as a result of the Advection-Diffusion
ET Scheme. Only terms in the coefficients containing the diffusion constant (k)
are analysed, however, as these are the diffusion components. In addition, only
the coefficients of φu, φc, and φd are shown below, as these are the only coefficients
that vary from the advection coefficients shown in Section 4.2.1.
Coefficient of φu:
(−4g2 + 5g − 5)k
4(g2 − g + 1)∆x
(D.1)
Coefficient of φc:




g(4g2 − 3g + 4)k
4(g − 1)(g2 − g + 1)∆x
(D.3)
All of the above coefficients are non-zero and defined for all realistic values of g.
This indicates that odd-even decoupling will never be a problem for the diffusive
component of the Advection-Diffusion ET Scheme.
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Appendix E
1D Advection-Diffusion Test Case
Data
Data from the 1D Advection-Diffusion test case is presented here for completeness.
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Table E.1: 1D Advection-Diffusion Equation error comparisons with an
advection-diffusion ratio of 10 and a constant mesh growth factor of 1.1.
Scheme:
Mesh Size Error
ET ET CUI QUICK NVSF














Max. abs. 1.14E-03 3.37E-03 8.42E-03 2.46E-03 7.94E-04
10 nodes L1-norm 3.74E-04 1.07E-03 2.82E-03 6.98E-04 1.76E-04
L2-norm 1.75E-04 5.03E-04 1.37E-03 3.64E-04 9.71E-05
Max. abs. 1.33E-04 2.71E-04 6.37E-04 3.18E-04 2.31E-04
30 nodes L1-norm 6.29E-05 1.28E-04 3.00E-04 1.49E-04 1.07E-04
L2-norm 1.43E-05 2.90E-05 6.81E-05 3.39E-05 2.46E-05
Max. abs. 6.87E-05 1.40E-04 3.29E-04 1.66E-04 1.22E-04
90 nodes L1-norm 1.18E-05 2.39E-05 5.68E-05 2.89E-05 2.12E-05
L2-norm 2.51E-06 5.10E-06 1.20E-05 6.09E-06 4.46E-06
Averaged Max. abs. 43.17 101.99 246.77 100.00 59.42
Indices L1-norm 45.58 107.31 267.59 100.00 57.05
















Figure E.1: L1 Error vs Nodes for an advection-diffusion ratio of 10 and a
constant mesh growth factor of 1.1.
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Table E.2: 1D Advection-Diffusion Equation error comparisons with an
advection-diffusion ratio of 10 and a constant mesh growth factor of 1.2.
Scheme:
Mesh Size Error
ET ET CUI QUICK NVSF














Max. abs. 1.01E-03 4.03E-03 7.02E-03 3.13E-03 1.15E-03
10 nodes L1-norm 5.15E-04 1.69E-03 2.90E-03 1.16E-03 3.65E-04
L2-norm 2.08E-04 7.14E-04 1.25E-03 5.28E-04 1.76E-04
Max. abs. 6.78E-05 5.64E-04 1.25E-03 6.38E-04 3.38E-04
30 nodes L1-norm 1.84E-05 1.48E-04 3.46E-04 1.76E-04 9.05E-05
L2-norm 5.12E-06 4.48E-05 1.01E-04 5.10E-05 2.66E-05
Max. abs. 6.31E-05 5.33E-04 1.19E-03 6.06E-04 3.22E-04
90 nodes L1-norm 6.22E-06 4.70E-05 1.10E-04 5.61E-05 2.91E-05
L2-norm 1.60E-06 1.41E-05 3.19E-05 1.62E-05 8.45E-06
Averaged Max. abs. 17.76 101.71 205.95 100.00 47.67
Indices L1-norm 21.96 104.49 214.21 100.00 44.93
















Figure E.2: L1 Error vs Nodes for an advection-diffusion ratio of 10 and a
constant mesh growth factor of 1.2.
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Table E.3: 1D Advection-Diffusion Equation error comparisons with an
advection-diffusion ratio of 10 and a constant mesh growth factor of 1.3.
Scheme:
Mesh Size Error
ET ET CUI QUICK NVSF














Max. abs. 6.04E-04 3.02E-03 6.14E-03 3.02E-03 9.70E-04
10 nodes L1-norm 3.23E-04 1.41E-03 2.77E-03 1.27E-03 3.92E-04
L2-norm 1.24E-04 5.74E-04 1.14E-03 5.43E-04 1.63E-04
Max. abs. 1.27E-04 1.05E-03 2.46E-03 1.25E-03 4.80E-04
30 nodes L1-norm 3.71E-05 1.91E-04 4.83E-04 2.45E-04 9.20E-05
L2-norm 9.48E-06 6.86E-05 1.66E-04 8.46E-05 3.12E-05
Max. abs. 1.26E-04 1.04E-03 2.45E-03 1.24E-03 4.78E-04
90 nodes L1-norm 1.26E-05 6.35E-05 1.60E-04 8.13E-05 3.06E-05
L2-norm 3.16E-06 2.27E-05 5.51E-05 2.81E-05 1.03E-05
Averaged Max. abs. 13.42 89.21 198.97 100.00 36.31
Indices L1-norm 18.73 89.04 204.32 100.00 35.43
(Base QUICK) L2-norm 15.10 89.25 200.83 100.00 34.60
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Table E.4: 1D Advection-Diffusion Equation error comparisons with an
advection-diffusion ratio of 20 and a constant mesh growth factor of 1.1.
Scheme:
Mesh Size Error
ET ET CUI QUICK NVSF














Max. abs. 1.39E-02 1.36E-02 9.66E-03 9.02E-03 1.44E-02
10 nodes L1-norm 1.52E-03 1.84E-03 1.42E-03 1.60E-03 2.44E-03
L2-norm 1.40E-03 1.40E-03 1.04E-03 1.04E-03 1.63E-03
Max. abs. 2.79E-04 4.64E-04 1.13E-03 5.53E-04 3.96E-04
30 nodes L1-norm 1.05E-04 1.76E-04 4.30E-04 2.05E-04 1.44E-04
L2-norm 2.72E-05 4.52E-05 1.10E-04 5.33E-05 3.78E-05
Max. abs. 8.23E-05 1.36E-04 3.32E-04 1.65E-04 1.20E-04
90 nodes L1-norm 1.42E-05 2.38E-05 5.76E-05 2.84E-05 2.05E-05
L2-norm 3.01E-06 5.02E-06 1.22E-05 6.04E-06 4.36E-06
Averaged Max. abs. 85.00 105.91 170.89 100.00 101.35
Indices L1-norm 65.42 94.73 166.88 100.00 98.30
















Figure E.3: L1 Error vs Nodes for an advection-diffusion ratio of 20 and a
constant mesh growth factor of 1.1.
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Table E.5: 1D Advection-Diffusion Equation error comparisons with an
advection-diffusion ratio of 20 and a constant mesh growth factor of 1.2.
Scheme:
Mesh Size Error
ET ET CUI QUICK NVSF














Max. abs. 2.15E-03 7.71E-03 1.36E-02 3.30E-03 2.95E-03
10 nodes L1-norm 7.72E-04 1.82E-03 2.97E-03 5.47E-04 8.81E-04
L2-norm 3.68E-04 9.86E-04 1.76E-03 3.66E-04 4.42E-04
Max. abs. 1.65E-04 5.62E-04 1.31E-03 6.45E-04 3.32E-04
30 nodes L1-norm 4.90E-05 1.59E-04 3.55E-04 1.73E-04 8.53E-05
L2-norm 1.37E-05 4.58E-05 1.04E-04 5.13E-05 2.56E-05
Max. abs. 1.49E-04 5.07E-04 1.18E-03 5.83E-04 3.00E-04
90 nodes L1-norm 1.47E-05 4.81E-05 1.07E-04 5.22E-05 2.57E-05
L2-norm 4.12E-06 1.38E-05 3.13E-05 1.54E-05 7.70E-06
Averaged Max. abs. 38.71 135.83 272.08 100.00 64.11
Indices L1-norm 65.91 172.10 317.71 100.00 86.57
















Figure E.4: L1 Error vs Nodes for an advection-diffusion ratio of 20 and a
constant mesh growth factor of 1.2.
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Table E.6: 1D Advection-Diffusion Equation error comparisons with an
advection-diffusion ratio of 20 and a constant mesh growth factor of 1.3.
Scheme:
Mesh Size Error
ET ET CUI QUICK NVSF














Max. abs. 1.68E-03 5.20E-03 1.12E-02 4.65E-03 1.44E-03
10 nodes L1-norm 6.79E-04 1.73E-03 3.32E-03 1.25E-03 4.42E-04
L2-norm 2.96E-04 8.31E-04 1.70E-03 6.83E-04 2.15E-04
Max. abs. 2.74E-04 1.02E-03 2.41E-03 1.21E-03 4.27E-04
30 nodes L1-norm 6.53E-05 2.08E-04 4.56E-04 2.21E-04 8.27E-05
L2-norm 2.09E-05 7.05E-05 1.60E-04 7.91E-05 2.75E-05
Max. abs. 2.71E-04 1.01E-03 2.39E-03 1.20E-03 4.23E-04
90 nodes L1-norm 2.16E-05 6.88E-05 1.50E-04 7.29E-05 2.73E-05
L2-norm 6.91E-06 2.33E-05 5.28E-05 2.61E-05 9.07E-06
Averaged Max. abs. 27.15 93.47 213.61 100.00 33.93
Indices L1-norm 37.82 108.99 225.89 100.00 36.75
















Figure E.5: L1 Error vs Nodes for an advection-diffusion ratio of 20 and a
constant mesh growth factor of 1.3.
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Table E.7: 1D Advection-Diffusion Equation error comparisons with an
advection-diffusion ratio of 40 and a constant mesh growth factor of 1.1.
Scheme:
Mesh Size Error
ET ET CUI QUICK NVSF














Max. abs. 9.04E-02 9.03E-02 4.06E-02 7.95E-02 9.12E-02
10 nodes L1-norm 1.00E-02 1.02E-02 4.29E-03 8.03E-03 9.21E-03
L2-norm 9.08E-03 9.08E-03 4.06E-03 7.95E-03 9.12E-03
Max. abs. 7.54E-04 8.91E-04 2.59E-03 1.20E-03 8.18E-04
30 nodes L1-norm 1.77E-04 2.12E-04 6.47E-04 2.87E-04 1.89E-04
L2-norm 5.78E-05 6.86E-05 2.05E-04 9.27E-05 6.22E-05
Max. abs. 1.07E-04 1.26E-04 3.34E-04 1.66E-04 1.19E-04
90 nodes L1-norm 1.85E-05 2.17E-05 5.79E-05 2.86E-05 2.06E-05
L2-norm 3.93E-06 4.60E-06 1.22E-05 6.06E-06 4.38E-06
Averaged Max. abs. 80.45 87.87 156.19 100.00 85.06
Indices L1-norm 83.58 92.26 160.37 100.00 84.21

















Figure E.6: L1 Error vs Nodes for an advection-diffusion ratio of 40 and a
constant mesh growth factor of 1.1.
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Table E.8: 1D Advection-Diffusion Equation error comparisons with an
advection-diffusion ratio of 40 and a constant mesh growth factor of 1.2.
Scheme:
Mesh Size Error
ET ET CUI QUICK NVSF














Max. abs. 3.63E-02 3.61E-02 4.51E-03 2.24E-02 3.70E-02
10 nodes L1-norm 3.76E-03 3.86E-03 5.75E-04 3.06E-03 4.81E-03
L2-norm 3.63E-03 3.61E-03 4.59E-04 2.36E-03 3.84E-03
Max. abs. 3.02E-04 4.42E-04 1.45E-03 7.19E-04 3.66E-04
30 nodes L1-norm 7.83E-05 1.18E-04 3.90E-04 1.90E-04 9.34E-05
L2-norm 2.36E-05 3.50E-05 1.15E-04 5.67E-05 2.82E-05
Max. abs. 2.47E-04 3.61E-04 1.18E-03 5.88E-04 2.99E-04
90 nodes L1-norm 2.15E-05 3.25E-05 1.07E-04 5.22E-05 2.58E-05
L2-norm 6.45E-06 9.55E-06 3.13E-05 1.55E-05 7.70E-06
Averaged Max. abs. 82.07 94.65 140.78 100.00 89.06
Indices L1-norm 68.43 83.53 143.08 100.00 85.26















Figure E.7: L1 Error vs Nodes for an advection-diffusion ratio of 40 and a
constant mesh growth factor of 1.2.
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Table E.9: 1D Advection-Diffusion Equation error comparisons with an
advection-diffusion ratio of 40 and a constant mesh growth factor of 1.3.
Scheme:
Mesh Size Error
ET ET CUI QUICK NVSF














Max. abs. 9.67E-03 9.53E-03 1.83E-02 2.05E-02 9.95E-03
10 nodes L1-norm 1.44E-03 1.10E-03 2.79E-03 5.93E-03 2.28E-03
L2-norm 1.04E-03 9.61E-04 2.01E-03 3.21E-03 1.37E-03
Max. abs. 3.60E-04 5.84E-04 2.39E-03 1.22E-03 4.23E-04
30 nodes L1-norm 6.55E-05 1.08E-04 4.60E-04 2.24E-04 8.32E-05
L2-norm 2.34E-05 3.82E-05 1.62E-04 7.99E-05 2.78E-05
Max. abs. 3.53E-04 5.72E-04 2.34E-03 1.20E-03 4.15E-04
90 nodes L1-norm 2.14E-05 3.51E-05 1.50E-04 7.31E-05 2.72E-05
L2-norm 7.64E-06 1.25E-05 5.28E-05 2.61E-05 9.07E-06
Averaged Max. abs. 35.39 47.33 160.06 100.00 39.27
Indices L1-norm 27.65 38.27 152.91 100.00 37.62
(Base QUICK) L2-norm 30.34 41.81 155.72 100.00 37.42
Appendix F
2D Lid-Driven Cavity Test Case
Data
Data from the 2D Lid-Driven Cavity test case is presented here for completeness.
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Table F.1: 2D Lid-Driven Cavity Re = 1000 error comparisons on non-
equispaced structured grids with a constant growth factor of 1.2.
Scheme:
Mesh Size Error
ET ET CUI QUICK NVSF














∼ 10% Max. abs. 1.46E-02 1.46E-02 2.42E-02 2.49E-02 2.30E-02
(81x81) L1-norm 3.85E-05 3.85E-05 6.57E-05 6.88E-05 5.66E-05
(6561 nodes) L2-norm 6.03E-06 6.03E-06 1.04E-05 1.08E-05 8.96E-06
∼ 15% Max. abs. 1.19E-02 1.18E-02 2.42E-02 2.49E-02 2.30E-02
(95x95) L1-norm 2.19E-05 2.20E-05 3.75E-05 3.94E-05 3.30E-05
(9025 nodes) L2-norm 3.42E-06 3.42E-06 5.85E-06 6.10E-06 5.27E-06
∼ 20% Max. abs. 1.46E-02 1.45E-02 2.11E-02 2.08E-02 2.03E-02
(111x111) L1-norm 2.09E-05 2.12E-05 3.59E-05 3.76E-05 3.09E-05
(12321 nodes) L2-norm 3.22E-06 3.26E-06 5.60E-06 5.82E-06 4.83E-06
Averaged Max. abs. 58.72 58.59 98.60 100.00 93.99
Indices L1-norm 55.80 56.06 95.46 100.00 82.80
(Base QUICK) L2-norm 55.73 55.97 96.09 100.00 84.09


















Figure F.1: L1 Error vs Nodes forRe = 1000 on structured grids with constant
mesh growth factor of 1.2.
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Table F.2: 2D Lid-Driven Cavity Re = 5000 error comparisons on non-
equispaced structured grids with a constant growth factor of 1.2.
Scheme:
Mesh Size Error
ET ET CUI QUICK NVSF














∼ 10% Max. abs. 3.59E-02 3.61E-02 5.89E-02 5.85E-02 5.74E-02
(81x81) L1-norm 9.43E-05 9.38E-05 1.40E-04 1.71E-04 1.50E-04
(6561 nodes) L2-norm 1.53E-05 1.53E-05 2.61E-05 2.84E-05 2.60E-05
∼ 15% Max. abs. 3.81E-02 3.55E-02 5.58E-02 5.49E-02 5.39E-02
(95x95) L1-norm 6.04E-05 6.13E-05 1.04E-04 1.15E-04 1.06E-04
(9025 nodes) L2-norm 1.07E-05 1.03E-05 1.82E-05 1.89E-05 1.80E-05
∼ 20% Max. abs. 3.69E-02 3.74E-02 5.85E-02 5.85E-02 5.71E-02
(111x111) L1-norm 5.31E-05 4.82E-05 7.64E-05 9.27E-05 8.11E-05
(12321 nodes) L2-norm 8.45E-06 8.16E-06 1.39E-05 1.52E-05 1.39E-05
Averaged Max. abs. 64.64 63.49 100.80 100.00 98.02
Indices L1-norm 54.92 53.35 84.76 100.00 89.15
(Base QUICK) L2-norm 55.35 54.04 93.31 100.00 92.78


















Figure F.2: L1 Error vs Nodes forRe = 5000 on structured grids with constant
mesh growth factor of 1.2.
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Table F.3: 2D Lid-Driven Cavity Re = 10000 error comparisons on non-
equispaced structured grids with a constant growth factor of 1.2.
Scheme:
Mesh Size Error
ET ET CUI QUICK NVSF














∼ 10% Max. abs. 6.40E-02 6.42E-02 9.03E-02 8.94E-02 8.96E-02
(81x81) L1-norm 2.19E-04 2.20E-04 3.30E-04 3.40E-04 3.39E-04
(6561 nodes) L2-norm 3.44E-05 3.46E-05 5.05E-05 5.13E-05 5.09E-05
∼ 15% Max. abs. 6.11E-02 6.05E-02 8.22E-02 8.09E-02 8.13E-02
(95x95) L1-norm 1.81E-04 1.52E-04 2.28E-04 2.37E-04 2.40E-04
(9025 nodes) L2-norm 2.68E-05 2.32E-05 3.42E-05 3.50E-05 3.51E-05
∼ 20% Max. abs. 6.50E-02 6.44E-02 9.01E-02 8.93E-02 8.94E-02
(111x111) L1-norm 1.24E-04 1.22E-04 1.80E-04 1.85E-04 1.84E-04
(12321 nodes) L2-norm 1.91E-05 1.87E-05 2.70E-05 2.75E-05 2.72E-05
Averaged Max. abs. 73.27 72.88 101.16 100.00 100.22
Indices L1-norm 69.29 64.88 96.77 100.00 100.04
(Base QUICK) L2-norm 71.02 67.23 98.17 100.00 99.38

















Figure F.3: L1 Error vs Nodes for Re = 10000 on structured grids with
constant mesh growth factor of 1.2.
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Table F.4: 2D Lid-Driven Cavity Re = 1000 error comparisons on non-
equispaced unstructured grids with a constant growth factor of 1.2.
Scheme:
Mesh Size Error
ET ET CUI QUICK NVSF














∼ 10% Max. abs. 5.83E-03 5.83E-03 1.12E-02 1.05E-02 9.72E-03
(81x81) L1-norm 1.75E-05 1.75E-05 3.26E-05 3.23E-05 2.65E-05
(6561 nodes) L2-norm 2.80E-06 2.80E-06 5.67E-06 5.41E-06 4.71E-06
∼ 15% Max. abs. 4.76E-03 4.70E-03 1.12E-02 1.04E-02 9.70E-03
(95x95) L1-norm 8.64E-06 8.91E-06 1.77E-05 1.70E-05 1.43E-05
(9025 nodes) L2-norm 1.43E-06 1.45E-06 3.20E-06 2.97E-06 2.64E-06
∼ 20% Max. abs. 5.78E-03 5.78E-03 8.78E-03 8.20E-03 7.53E-03
(111x111) L1-norm 9.58E-06 9.58E-06 1.77E-05 1.69E-05 1.42E-05
(12321 nodes) L2-norm 1.51E-06 1.51E-06 3.04E-06 2.82E-06 2.51E-06
Averaged Max. abs. 57.30 57.11 107.05 100.00 92.62
Indices L1-norm 53.90 54.43 103.30 100.00 83.48
(Base QUICK) L2-norm 51.17 51.41 106.76 100.00 88.33



















Figure F.4: L1 Error vs Nodes for Re = 1000 on unstructured grids with
constant mesh growth factor of 1.2.
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Table F.5: 2D Lid-Driven Cavity Re = 5000 error comparisons on non-
equispaced ustructured grids with a constant growth factor of 1.2.
Scheme:
Mesh Size Error
ET ET CUI QUICK NVSF














∼ 10% Max. abs. 1.50E-02 1.41E-02 3.74E-02 3.41E-02 3.39E-02
(81x81) L1-norm 5.22E-05 4.56E-05 1.05E-04 9.20E-05 9.12E-05
(6561 nodes) L2-norm 8.29E-06 7.44E-06 1.98E-05 1.78E-05 1.73E-05
∼ 15% Max. abs. 1.28E-02 1.27E-02 3.62E-02 3.20E-02 3.38E-02
(95x95) L1-norm 2.96E-05 2.99E-05 8.13E-05 6.95E-05 7.36E-05
(9025 nodes) L2-norm 4.70E-06 4.71E-06 1.35E-05 1.19E-05 1.19E-05
∼ 20% Max. abs. 1.38E-02 1.38E-02 3.73E-02 3.40E-02 3.40E-02
(111x111) L1-norm 2.14E-05 2.14E-05 5.73E-05 4.99E-05 4.98E-05
(12321 nodes) L2-norm 3.51E-06 3.51E-06 1.05E-05 9.49E-06 9.25E-06
Averaged Max. abs. 41.60 40.58 110.87 100.00 101.69
Indices L1-norm 47.42 45.15 115.13 100.00 101.53
(Base QUICK) L2-norm 41.05 39.46 111.83 100.00 98.30




















Figure F.5: L1 Error vs Nodes for Re = 5000 on unstructured grids with
constant mesh growth factor of 1.2.
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Table F.6: 2D Lid-Driven Cavity Re = 10000 error comparisons on non-
equispaced unstructured grids with a constant growth factor of 1.2.
Scheme:
Mesh Size Error
ET ET CUI QUICK NVSF














∼ 10% Max. abs. 3.14E-02 3.15E-02 7.20E-02 6.49E-02 6.75E-02
(81x81) L1-norm 1.01E-04 1.01E-04 2.46E-04 2.19E-04 2.16E-04
(6561 nodes) L2-norm 1.69E-05 1.69E-05 4.15E-05 3.72E-05 3.69E-05
∼ 15% Max. abs. 2.73E-02 2.73E-02 6.46E-02 5.82E-02 6.26E-02
(95x95) L1-norm 6.68E-05 6.70E-05 1.75E-04 1.56E-04 1.55E-04
(9025 nodes) L2-norm 1.06E-05 1.06E-05 2.84E-05 2.56E-05 2.54E-05
∼ 20% Max. abs. 3.32E-02 3.32E-02 7.21E-02 6.48E-02 6.76E-02
(111x111) L1-norm 5.95E-05 5.95E-05 1.36E-04 1.20E-04 1.19E-04
(12321 nodes) L2-norm 9.40E-06 9.40E-06 2.23E-05 1.99E-05 1.99E-05
Averaged Max. abs. 48.81 48.88 110.96 100.00 105.22
Indices L1-norm 46.14 46.24 112.72 100.00 99.14
(Base QUICK) L2-norm 44.68 44.71 111.48 100.00 99.41



















Figure F.6: L1 Error vs Nodes for Re = 10000 on unstructured grids with
constant mesh growth factor of 1.2.
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