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EXISTENCE OF AN EXTREMAL OF DUNKL-TYPE SOBOLEV
INEQUALITY AND OF STEIN-WEISS INEQUALITY FOR
D-RIESZ POTENTIAL
SASWATA ADHIKARI †, V. P. ANOOP, AND SANJAY PARUI
Abstract. In this paper, we prove the existence of an extremal for the Dunkl-
type Sobolev inequality in case of p = 2. Also we prove the existence of an extremal
of the Stein-Weiss inequality for the D-Riesz potential in case of r = 2.
1. Introduction
The classical Sobolev inequality states that for all u ∈ C∞c (Rd),
‖u‖Lq(Rd) ≤ C‖∇u‖Lp(Rd), (1.1)
where 1 ≤ p < d, q = dp
d−p and the constant C > 0 only depends on d. This
inequality plays an important role in analysis and as such it has been studied by
many for e.g. see ([15, 17, 23]). The problem of finding sharp constant to inequality
(1.1) was answered in [25] and therein the author found the existence of an extremal
function for which the equality holds in (1.1) for the case 1 < p <∞.
One may consider inequality (1.1) in the context of Dunkl setting, which we say
Dunkl-type Sobolev inequality, by replacing the Euclidean gradient ∇u by Dunkl
gradient ∇ku and Lebesgue measure dx by the weighted measure wk(x)dx. Dunkl-
type Sobolev inequality was obtained as a corollary of a result on Riesz transform
in [2] (also see [13]). In fact, it was proved there that for 1 < p < dk with q =
dkp
dk−p ,
one has
‖u‖Lq(Rd,wk) ≤ Cp,q‖∇ku‖Lp(Rd,wk), (1.2)
for all u ∈ S(Rd).
The first aim of this paper is to prove the existence of extremals of the inequality
(1.2) in the case of p = 2. Towards this, for u ∈ H˙1(Rd, wk), we consider the function
F (u) =
∫
Rd
|∇ku|2wk(x)dx
( ∫
Rd
|u|qwk(x)dx
) 2
q
, (1.3)
2010 Mathematics Subject Classification. Primary 42B10; Secondary 33C52,35R11,35A23.
Key words and phrases. Dunkl transform, Riesz potential, Sobolev inequality, Stein Weiss in-
equality, .
† Corresponding author .
File: main.tex, printed: 2019-5-14, 3.04.
1
2 Saswata Adhikari, Anoop V. P., Sanjay Parui,
where q = 2dk
dk−2 and H˙
1(Rd, wk) = ˙W 1,2(R
d, wk) with the norm ‖u‖H˙1(Rd,wk) =
‖∇ku‖L2(Rd,wk). Our goal is to show that infimum is attained for the function F when
the infimum is taken over all non-vanishing functions u ∈ H˙1(Rd, wk). Towards this
we first prove a Dunkl-type refined Sobolev inequality. This type of refined Sobolev
inequality on Rd is proved in more general setting in [14]. Recently, similar problem
has been considered in [28] by A. Velicu, wherein he shows that the function F
defined in (1.3) attains an infimum and have found the best constant. But our proof
of the existence of a minimizer is different from that of [28]. Our approach to this
problem is mainly based on [8].
In the Eucledean space Rd, the negative powers of the Laplacian can be defined
as an integral representation in terms of the Riesz potential or fractional integral
operator as follows:
(−∆)−α2 f(x) = Iαf(x) = (cα)−1
∫
Rd
f(y)|x− y|α−ddy,
where 0 < α < d and cα = 2
α− d
2
Γ(α
2
)
Γ(d−α
2
)
. One such fundamental result for the Riesz
potential operator is the Stein-Weiss inequality which gives the weighted (Lr, Ls)
boundedness:
Theorem 1.1. [24] Let d ∈ N, 1 < r ≤ s < ∞, γ > −d
s
, β ≥ γ, 0 < α < d, β <
d
r′
, α + γ − β = d(1
r
− 1
s
). Then
‖|x|γIαf‖Ls(Rd) ≤ C‖|x|βf‖Lr(Rd), ∀ f ∈ Lr(Rd, |x|βr). (1.4)
The study of above kind of integral inequalities are having great importance in
harmonic analysis. In [16], Lieb used the method of rearrangement technique and
symmetrization to prove the existence of extremals of (1.4) in some cases. Later
in [6], the authors extended Lieb’s result on the Heisenberg group under certain
assumptions. We refer the readers to the articles [4, 5, 11, 12] to understand more
about Stein-Weiss inequalities and its extremal functions.
S. Thangavelu and Y. Xu in [27] defined the D-Riesz potential operator on
Schwartz spaces as follows:
Ikαf(x) = (c
k
α)
−1
∫
Rd
τky f(x)|y|α−dkwk(y)dy,
where 0 < α < dk and c
k
α = 2
α− dk
2
Γ(α
2
)
Γ(
dk−α
2
)
. The D-Riesz potential operator Ikαf can
also be written as
Ikαf(x) = (c
k
α)
−1
∫
Rd
f(y)Φ(x, y)wk(y)dy, (1.5)
where Φ(x, y) = τky |.|α−dk(x).
In [10], D. V. Gorbachev et al. proved the following Stein-Weiss inequality for the
D-Riesz potential operator.
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Theorem 1.2. Let d ∈ N, 1 < r ≤ s < ∞, γ > −dk
s
, β ≥ γ, 0 < α < dk, β <
dk
r′
, α + γ − β = dk(1r − 1s ). Then
‖|x|γIkαf‖Ls(Rd,wk) ≤ Ck‖|x|βf‖Lr(Rd,wk) ∀ f ∈ Lr(Rd, |x|βrwk). (1.6)
If k ≡ 0, then Theorem 1.2 becomes Theorem 1.1. When β = γ = 0 and G = Zd2,
Theorem 1.2 is proved by S. Thangavelu and Y. Xu in [27] and for any reflection
group G with β = γ = 0, it is proved in [13]. The weighted case was proved by C.
Abdelkefi and M. Rachdi in [1] when r = s under more restrictive assumptions.
The second aim of this paper is to prove the existence of an extremal of the
inequality (1.6) in case of r = 2. By definition the best constant Wk in (1.6) is given
by
Wk = sup
‖|x|γIkαf‖Ls(Rd,wk)
‖|x|βf‖L2(Rd,wk)
, (1.7)
where the supremum is taken over all non-vanishing functions f ∈ L2(Rd, wk). We
first obtain weighted norm inequalities for the Dunkl-type heat semigroup operator
et∆k and an improved version of inequality (1.6) involving Besov norms of negative
smoothness. Then for any compact set K ⊂ Rd, we prove the following compact
embedding
H˙α,rβ,k(R
d) ⊂ Ls(K, |x|γs),
where
H˙α,rβ,k(R
d) = {u = Ikαf : f ∈ Lr(Rd, |x|βrwk)} (1.8)
is the weighted homogenous Sobolev space in the Dunkl setting , which is a Banach
space with the norm ‖u‖H˙α,r
β,k
(Rd) = ‖|x|βf‖Lr(Rd,wk). Using the above results, we
prove that Wk defined in (1.7) has a maximizer. We have adopted the techniques of
[18] for this problem.
We organize the paper as follows. In section 2, we provide a brief introduction to
Dunkl theory and some known results. In section 3, we prove a Dunkl-type refined
Sobolev inequality. In section 4, we prove the existence of an extremal function
for the Dunkl-type Sobolev inequality in case of p = 2. In section 5, we provide
weighted estimates for the operator et∆k in some cases. In section 6, we prove an
improved version of Stein-Weiss inequality for D-Riesz potential operator. In section
7, we prove the existence of an extremal function of Stein-Weiss inequality for the
D-Riesz potential operator in case of r = 2.
2. Preliminaries
In this section, we shall briefly introduce the theory of Dunkl operators. For more
details on Dunkl theory, we refer to [7, 26, 21].
For ν ∈ Rd \ {0} let σν denote the reflection of Rd in the hyperplane 〈ν〉⊥ given
by the following formula:
σν(x) = x− 2〈ν, x〉|ν|2 ν.
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A finite subset R of Rd \ {0} is said to be a root system if R ∩ Rν = {ν,−ν} and
σν(R) = R, ∀ ν ∈ R. The set of reflections {σν : ν ∈ R} generates the subgroup
G := G(R) of the orthogonal group O(d,R), which is known as the reflection group
associated with R. From now onwards let R be a fixed root system in Rd and G be
the associated reflection group . For simplicity, we assume R to be normalized in
the sense that 〈ν, ν〉 = 2, ∀ ν ∈ R.
A function k : R → C is called a multiplicity function on the root system R if it
is invariant under the natural action of G on R, that is, if k(σνg) = k(g), ν, g ∈ R.
The set of all multiplicity functions forms a C-vector space and it is denoted by K.
Definition 2.1. Associated with G and k, the Dunkl operator Tξ := T (ξ)(k) is
defined by (for f ∈ C1(Rd))
Tξf(x) = ∂ξf(x) +
∑
ν∈R+
k(ν)〈ν, ξ〉f(x)− f(σν(x))〈ν, x〉 , ξ ∈ R
d,
where ∂ξ denotes the directional derivative in the direction of ξ and R+ is a fixed
positive subsystem of R.
For ξ = ei, we shall write Ti for Tei. We denote Dunkl gradient by ∇k =
(T1, T2, . . . , Td) and Dunkl Laplacian by ∆k =
d∑
i=1
T 2i . Throughout the paper we
assume that k ≥ 0. Let wk denote the weight function defined by
wk(x) =
∏
ν∈R+
|〈ν, x〉|2k(ν), x ∈ Rd, (2.1)
which is a G-invariant homogeneous function of degree 2γk with γk =
∑
ν∈R+
k(ν),
that is, wk(cx) = |c|2γkwk(x), ∀ c ∈ R . Let dk = d + 2γk. Further, we define the
constants ck =
∫
Rd
e−
|x|2
2 wk(x)dx and ak =
∫
Sd−1
wk(x
′)dx′. Then ck and ak are related
by the following formula
ck = 2
dk
2
−1Γ
(dk
2
)
ak. (2.2)
There exists a unique linear isomorphism Vk on polynomials, which intertwines the
associated commutative algebra of Dunkl operators and the algebra of usual partial
differential operators. Using the function Vk, one can define the Dunkl kernel Ek as
follows:
Ek(x, y) := Vk(e
〈.,y〉)(x), x ∈ Rd, y ∈ Cd.
For k ≡ 0, the Dunkl kernel Ek reduces to the usual expotential function eix.y.
Alternatively, it is the solution of a joint eigen value problem for the associated
Dunkl operators. We collect few properties of the Dunkl kernel Ek.
Proposition 2.1. Let k ≥ 0, x, y ∈ Cd, λ ∈ C, α ∈ Zd+.
(i) Ek(x, y) = Ek(y, x)
(ii) Ek(λx, y) = Ek(x, λy)
(iii) Ek(x, y) = Ek(x, y).
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(iv) |∂αyEk(x, y)| ≤ |x||α|max
g∈G
eRe〈gx,y〉.
In particular, Ek(−ix, y) ≤ 1 and |Ek(x, y)| ≤ e|x||y|, ∀ x, y ∈ Rd.
Using the Dunkl kernel one can define Dunkl transform , which is the general-
ization of classical Fourier transform. Dunkl transform enjoins similar properties to
that of classical Fourier transform.
Definition 2.2. For a function f ∈ L1(Rd, wk), the Dunkl transform associated with
G and k ≥ 0, denoted by Fkf , is defined as
FK(f)(ξ) = c−1k
∫
Rd
f(x)Ek(−iξ, x)wk(x)dx, ξ ∈ Rd.
When k ≡ 0, the Dunkl transform reduces to the classical Fourier transform. The
Dunkl transform can be extended to an isometric isomorphism between L2(Rd, wk)
and L2(Rd, wk) i.e., for f ∈ L2(Rd, wk), one has
‖f‖2L2(Rd,wk) = ‖Fk(f)‖2L2(Rd,wk). (2.3)
The usual translation operator f 7−→ f(. − y) leaves the Lebesgue measure on Rd
invariant. However the measure wk(x)dx is no longer invariant under the usual
translation and the Leibniz’s formula Ti(fg) = fTig+gTif does not hold in general.
So one can introduce the notion of a generalized translation operator defined on the
Dunkl transform by the formula
Fk(τky f)(ξ) = Ek(iy, ξ)Fk(f)(ξ). (2.4)
In case when k ≡ 0, τky f reduces to the usual translation τ 0y f(x) = f(x + y). If
f, g ∈ L2(Rd, wk), then∫
Rd
τky f(ξ)g(ξ)wk(ξ)dξ =
∫
Rd
f(ξ)τk−yg(ξ)wk(ξ)dξ, ∀ y ∈ Rd. (2.5)
In general, the explicit expression for τky f is unknown. It is known only when either
f is a radial function or G = Zd2. The convolution of two functions f, g ∈ L2(Rd, wk)
is defined as follows:
(f ∗k g)(x) =
∫
Rd
f(y)τky g(x)wk(y)dy.
The convolution operator satisfies the following basic properties:
(i) Fk(f ∗k g) = Fk(f).Fk(g)
(ii) f ∗k g = g ∗k f .
Using the convolution operator, the heat semi-group operator et∆k is defined as
follows: et∆ku = u ∗k qkt , where
qkt (x) = (2t)
−(γk+ d2 )e−
|x|2
4t , x ∈ Rd. (2.6)
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In [19], it has been shown that the function qkt (x) satisfies the Dunkl-type heat
equation ∆ku− ∂tu = 0 on Rd × (0,∞). A short calculation using the properties of
Dunkl transform shows that
Fk(qkt )(ξ) = e−t|ξ|
2
, (2.7)
and
τky q
k
t (x) = (2t)
−(γk+ d2 )e−
|x|2+|y|2
4t Ek
(
x√
2t
,
y√
2t
)
. (2.8)
From (2.8), it is observed that τky q
k
t (x) = τ
k
x q
k
t (y).
We recall few results which will be useful in this paper.
Theorem 2.1. [9] Let 1 ≤ p ≤ ∞ and g is a Schwartz class radial function. Then
for any y ∈ Rd,
‖τky g‖Lp(Rd,wk) ≤ ‖g‖Lp(Rd,wk). (2.9)
Lemma 2.1. (Brezis Lieb Lemma) Let (X, dx) be a measure space and (fj) be
a bounded sequence in Lp(X), 0 < p < ∞, which converges pointwise a.e. to a
function f . Then
lim
j→∞
∫
X
||fj|p − |fj − f |p − |f |p|dx = 0.
Theorem 2.2. [3] In Theorem 4.1, J. P. Anker et al. obtained the following esti-
mate.
For any non-negative integer m and for any multi-indices α, β, there exists con-
stant Cm,α,β > 0 such that for any t > 0 and for any x, y ∈ Rd, the following estimate
holds:
|∂mt ∂αx∂βy ht(x, y)| ≤ Cm,α,βt−m−
|α|
2
− |β|
2 h2t(x, y), (2.10)
where ht(x, y) = τ
k
y q
k
t (x).
Theorem 2.3. [20] For a radial Schwartz class function f(x) = fo(|x|), one has
τky f(x) =
∫
Rd
f0(
√
|x|2 + |y|2 − 2〈y, η〉)dµkx(η), (2.11)
where for each x in Rd, dµkx is a probability measure on R
d, whose support is con-
tained in co(G.x), the convex hull of the G-orbit of x.
Lemma 2.2. [10] The kernel Φ(x, y) defined in (1.5) satisfies the following proper-
ties:
(i) Φ(x, y) = Φ(y, x),
(ii) Φ(rx, ty) = rα−dkΦ(x, ty
r
),
(iii) Φ(x, y) = (ckα)
−1 ∫
Rd
(|x|2 + |y|2 − 2〈y, η〉)α−dk2 dµkx(η),
where the measure dµkx is defined similarly as in Theorem 2.3.
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We observe the following properties of the weight function wk.
Properties of wk:
(1) For c > 0,
∫
Rd
e−c|x|
2
wk(x)dx = c
− dk
2
∫
Rd
e−|x|
2
wk(x)dx = c
− dk
2
ak
2
Γ
(
dk
2
)
.
Proof. By substituting
√
cx = y and using (2.1) we get∫
Rd
e−c|x|
2
wk(x)dx = c
− d
2
∫
Rd
e−|y|
2
wk
(
y√
c
)
dy = c−
d
2
∫
Rd
e−|y|
2
∏
ν∈R+
∣∣〈ν, y√
c
〉∣∣2k(ν)dy
= c−
d
2
∫
Rd
e−|y|
2
∏
ν∈R+
c−k(ν)|〈ν, y〉|2k(ν)dy
= c−(γk+
d
2
)
∫
Rd
e−|y|
2
wk(y)dy
= c−
dk
2
∫
Rd
e−|x|
2
wk(x)dx.
Now by substituting x = y√
2
in the last integral and then using (2.2), we can
write ∫
Rd
e−|x|
2
wk(x)dx =
ak
2
Γ
(dk
2
)
,
thus proving property (1). 
(2) If R > 0 and c < dk, then
∫
|y|≤R
|x|−cwk(x)dx = akRdk−cdk−c .
Proof. Consider
∫
|y|≤R
|x|−cwk(x)dx =
R∫
0
∫
Sd−1
r−cwk(rx
′)rn−1dx′dr
=
R∫
0
∫
Sd−1
r−cr2γkwk(x
′)rn−1dx′dr
=
R∫
0
rdk−c−1dr
∫
Sd−1
wk(x
′)dx′ =
akR
dk−c
dk − c ,
since the integrability condition at 0 is c < dk, thus proving property (2). 
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3. Dunkl-type refined Sobolev inequality
The goal of this section is to prove Dunkl-type refined Sobolev inequality (3.1).
In order to prove this we first prove the following Pseudo-Poincare inequality in the
Dunkl setting for p = 2.
Lemma 3.1. For u ∈ L2(Rd, wk), one has
‖u− et∆ku‖2L2(Rd,wk) ≤ t‖∇ku‖2L2(Rd,wk).
Proof. In order to prove the above Lemma, we shall make use of the following
inequality.
(1− e−x)2 ≤ 1− e−x ≤ x, ∀ x ≥ 0.
Now, using the Plancherel formula(2.3) and (2.7), we get
‖u− et∆ku‖2L2(Rd,wk) = ‖Fk(u− et∆ku)‖2L2(Rd,wk)
= ‖Fk(u)− Fk(u ∗k qkt )‖2
= ‖Fk(u)− Fk(u)Fk(qkt )‖2
=
∫
Rd
|Fk(u)(ξ)−Fk(u)(ξ)Fk(qkt )(ξ)|2wk(ξ)dξ
=
∫
Rd
|Fk(u)(ξ)|2(1− e−t|ξ|2)2wk(ξ)dξ
≤ t
∫
Rd
|Fk(u)(ξ)|2|ξ|2wk(ξ)dξ
= t‖Fk(∇ku)‖2L2(Rd,wk) = t‖∇ku‖2L2(Rd,wk).

Theorem 3.1. For d ≥ 3, there is a constant Cd,k > 0 such that for all u ∈
H˙1(Rd, wk), one has
∫
Rd
|u|q(x)wk(x)dx


1
q
≤ Cd,k

∫
Rd
|∇ku|2(x)wk(x)dx


1
q (
sup
t>0
t
(dk−2)
4 ‖et∆ku‖∞
) 2
dk
, (3.1)
with q = 2dk
dk−2 .
Proof. Consider the function
et∆ku(x) = u ∗k qkt (x) =
∫
Rd
u(y)(τky q
k
t )(x)wk(y)dy.
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Applying Holder’s inequality to the function et∆ku with p = 2dk
dk+2
and q = 2dk
dk−2 , we
get
|(et∆ku)(x)| ≤ ‖u‖q,wk‖τkx qkt ‖p,wk . (3.2)
Now, using (2.9),
‖(τkx qkt )‖pp,wk =
∫
Rd
|(τkx qkt )(y)|pwk(y)dy
≤
∫
Rd
|qkt (y)|pwk(y)dy.
By substituting the value of qkt from (2.6) in the last integral and using property (1)
of section 2, we obtain
‖(τkx qkt )‖pp,wk ≤
∫
Rd
|(2t)−(γk+ d2 )e− |y|
2
4t |pwk(y)dy
= (2t)−(γk+
d
2
)p
∫
Rd
e−
p
4t
|y|2wk(y)dy
= (2t)−
dk
2
p
( p
4t
)− dk
2 ak
2
Γ
(dk
2
)
= Ad,kt
− dk
2
(p−1), (3.3)
where Ad,k = 2
− dk
2
p(p
4
)−
dk
2
ak
2
Γ
(
dk
2
)
with p = 2dk
dk+2
. This implies that
‖(τkx qkt )‖p,wk ≤ A
1
p
d,kt
− dk
2
(1− 1
p
)
= A
1
p
d,kt
− dk
2
(1− dk+2
2dk
)
= A
1
p
d,kt
− dk−2
4 .
Then from (3.2), we get
‖et∆ku‖∞ ≤ A
1
p
d,k‖u‖q,wkt−
dk−2
4 = Cd,k‖u‖q,wkt−
dk−2
4 .
Let I[u] = sup
t>0
t
(dk−2)
4 ‖et∆ku‖∞. Then I[u] ≤ Cd,k‖u‖q,wk . Thus by homogeneity, we
can assume that I[u] ≤ 1 , that is,
t
dk−2
4 et∆ku(x) ≤ 1, ∀ t > 0, ∀ x ∈ Rd, (3.4)
and hence in order to prove (3.1), it is enough to show that∫
Rd
|u|q(x)wk(x)dx ≤ Cqd,k
∫
Rd
|∇ku|2(x)wk(x)dx. (3.5)
Now we will be using some basic measure theory results in the proof. Recall that
|u(x)|q =
∫ ∞
0
χ{|u(x)|q>λ}dλ = q
∫ ∞
0
χ{|u(x)|>τ}τ q−1dτ.
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From this one can easily write that∫
Rd
|u(x)|qwk(x)dx = q
∫ ∞
0
|{|u| > τ}|τ q−1dτ (3.6)
where |{|u| > τ}| is the measure given by |{|u| > τ}| = ∫
Rd
χ{|u(x)|>τ}wk(x)dx. If we
write u = (u− et∆ku) + et∆ku for some t > 0 chosen later, then
|{|u| > τ}| ≤ |{|u− et∆ku}| > τ/2|+ |{|et∆ku| > τ/2}|.
Let us now choose t = tτ satisfying τ/2 = t
− dk−2
4 , then from (3.4), |{|etτ∆ku| >
τ/2}| = 0. Hence by (3.6) we have∫
Rd
|u|qwk(x)dx ≤ q
∫ ∞
0
|{|u− etτ∆ku| > τ/2}|τ q−1dτ. (3.7)
For a fixed constant b ≥ 1/16 and for any τ > 0, we define a function uτ on Rdas
follows:
uτ(x) =


(b− 1
16
)τ if u(x) > bτ,
u(x)− τ
16
if bτ ≥ u(x) ≥ τ
16
,
0 if τ
16
> u(x) > − τ
16
,
u(x) + τ
16
if − τ
16
≥ u(x) ≥ −bτ,
−(b− 1
16
)τ if u(x) < −bτ.
Note that uτ is in H˙(R
d, wk) and∫
Rd
|∇kuτ |2wk(x)dx =
∫
τ/16≤|u|≤bτ
|∇ku|2wk(x)dx.
The decomposition u− etτ∆ku = (uτ − etτ∆kuτ )− etτ∆k(u− uτ ) + (u− uτ ) gives
|{|u− etτ∆ku| > τ
2
}| ≤ |{uτ − etτ∆kuτ | > τ
4
}|+ |{|u− uτ | > τ
8
}|
+|{|etτ∆k(u− uτ)| > τ
8
}|. (3.8)
By using Chebyshev inequality with Lemma 3.1, we get the bound for the first term
of the right hand side of (3.8)
|{|u− etτ∆ku| > τ
4
}| ≤ (τ/4)−2‖uτ − etτ∆kuτ‖2L2(Rd,wk)
≤ (τ/4)−2tτ‖∇kuτ‖2L2(Rd,wk)
≤ 4(τ/2)−q
∫
τ/16≤|u|≤bτ
|∇ku|2wk(x)dx,
which implies that∫ ∞
0
|{|uτ − e−tτ∆kuτ | > τ
4
}|τ q−1dτ = 2q+2log(16b) ∫
Rd
|∇ku|2wk(x)dx. (3.9)
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Now we need to obtain the bound for the second and third term of the right hand
side of (3.8). Towards this, first we observe that
|uτ − u| = |uτ − u|χ{|u|≤bτ} + |uτ − u|χ{|u|>bτ} ≤ τ
16
+ |u|χ{|u|>bτ}, (3.10)
which leads to again by Chebyshev inequality
|{|u− uτ | > τ
8
}| ≤ |{|u|χ{|u|>bτ} > τ
16
}| ≤ (τ/16)−1
∫
Rd
|u|χ{|u|>bτ}wk(x)dx. (3.11)
Using the properties of Dunkl heat kernel and (3.10),
|et∆kuτ − et∆ku| ≤ et∆k |uτ − u| ≤ τ
16
‖τky qkt ‖L1(Rd,wk) + et∆k(|u|χ{|u|>bτ})
=
τ
16
ck + e
t∆k(|u|χ{|u|>bτ}).
Now we assume the ck ≤ 1. Then
|et∆kuτ − et∆ku| ≤ τ
16
+ et∆k(|u|χ{|u|>bτ}). (3.12)
Hence
|{|et∆k(uτ − u)| > τ
8
}| ≤ |{et∆k(|u|χ{|u|>bτ}) > τ
16
}|
≤ (τ/16)−1
∫
Rd
et∆k(|u|χ{|u|>bτ})wk(x)dx
= (τ/16)−1ck
∫
Rd
|u|χ{|u|>bτ}wk(x)dx
≤ (τ/16)−1
∫
Rd
|u|χ{|u|>bτ}wk(x)dx.
Then using (3.11), we have the estimate∫ ∞
0
(|{|et∆kuτ − et∆ku| > τ
8
}|+ |{|u− uτ | > τ
8
}|)τ q−1dτ
=
32
q − 1b
−q+1
∫
Rd
|u|qwk(x)dx.
Now from (3.6), using (3.9) and the above estimate we obtain for sufficiently large
b, ∫
Rd
|u|qwk(x)dx ≤ q2
q+2log(16b)
1− 32q
q−1b
−q+1
∫
Rd
|∇ku|2wk(x)dx. (3.13)
thus proving (3.5).
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Now let us assume that ck > 1. Choose b >
1
16ck
and for any τ > 0, define the
function uτ on R
d as follows:
uτ (x) =


(b− 1
16ck
)τ if u(x) > bτ,
u(x)− τ
16ck
if bτ ≥ u(x) ≥ τ
16ck
,
0 if τ
16ck
> u(x) > − τ
16ck
,
u(x) + τ
16ck
if − τ
16ck
≥ u(x) ≥ −bτ,
−(b− 1
16ck
)τ if u(x) < −bτ.
Now proceeding as before we get,∫ ∞
0
|{|uτ − e−tτ∆kuτ | > τ
4
}|τ q−1dτ = 2q+2log(16bck)
∫
Rd
|∇ku|2wk(x)dx.
Also, in this case
|uτ − u| ≤ τ
16ck
+ |u|χ{|u|>bτ} ≤ τ
16
+ |u|χ{|u|>bτ},
and
|et∆kuτ − et∆ku| ≤ et∆k |uτ − u| ≤ τ
16ck
‖τky qkt ‖L1(Rd,wk) + et∆k(|u|χ{|u|>bτ})
=
τ
16
+ et∆k(|u|χ{|u|>bτ}).
Then proceeding exactly as before, for sufficiently large b, we have∫
Rd
|u|qwk(x)dx ≤ q2
q+2log(16bck)
1− 32qck
q−1 b
−q+1
∫
Rd
|∇ku|2wk(x)dx,
thus proving (3.5). This completes the proof of Theorem 3.1. 
4. Existence of extremals for Dunkl-type Sobolev inequality
The aim of this section is to prove the existence of a minimizer for the function
F defined in (1.3). In order to do so, first we prove the following corollary.
Corollary 4.1. For d ≥ 3, let (uj) be a bounded sequence in H˙1(Rd, wk). Then
either one of the following statements holds.
(i) (uj) converges to 0 in L
q(Rd, wk).
(ii) There exists a subsequence (ujm) of (uj) and sequences (am) ⊂ Rd and (bm) ⊂
(0,∞) such that
vm(x) = b
dk−2
2
m (τ
k
amujm)(bmx)
converges weekly in H˙1(Rd, wk) to a function v 6≡ 0. Moreover, (vm) converges
pointwise a.e. to v.
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Proof. Assume that (i) does not hold. Then there exists ǫ > 0 and a subsequence
(uj,m) of (uj) such that ‖uj,m‖q,wk ≥ ǫ. We shall denote uj,m by uj itself. Since uj
is bounded in H˙1(Rd, wk), there exists A > 0 such that‖∇kuj‖L2(Rd,wk) ≤
√
A ∀ j.
Now applying the Dunkl-type Sobolev inequality (3.1) for the function uj, we get(
sup
t>0
t
(dk−2)
4 ‖et∆kuj‖∞
) 2
dk ≥ C−1d,kA−
dk−2
2dk ǫ.
Then there exists tj > 0, xj ∈ Rd such that
t
dk−2
4
j |etj∆kuj(xj)| ≥
1
2
C
− dk
2
d,k A
− dk−2
4 ǫ. (4.1)
Let G(y) = 2−
dk
2 e−
|y|2
4 and vj(y) = t
dk−2
4
j (τ
k
−xjuj)(
√
tjy). Now consider∣∣∣∣∣∣
∫
Rd
G(y)vj(y)wk(y)dy
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫
Rd
2−
dk
2 e−
|y|2
4 t
dk−2
4
j (τ
k
−xjuj)(
√
tjy)wk(y)dy
∣∣∣∣∣∣
= 2−
dk
2 t
dk−2
4
j
∣∣∣∣∣∣
∫
Rd
e
− |y|2
4tj (τk−xjuj)(y)wk
(
y√
tj
)
1
t
d
2
j
dy
∣∣∣∣∣∣
= 2−
dk
2 t
dk−2
4
j t
− dk
2
j
∣∣∣∣∣∣
∫
Rd
e
− |y|2
4tj (τk−xjuj)(y)wk(y)dy
∣∣∣∣∣∣ .
Then using (2.5) and (4.1)∣∣∣∣∣∣
∫
Rd
G(y)vj(y)wk(y)dy
∣∣∣∣∣∣ = t
dk−2
4
j
∣∣∣∣∣∣
∫
Rd
qtj (y)(τ
k
−xjuj)(y)wk(y)dy
∣∣∣∣∣∣
= t
dk−2
4
j
∣∣∣∣∣∣
∫
Rd
uj(y)(τ
k
xj
qtj )(y)wk(y)dy
∣∣∣∣∣∣
= t
dk−2
4
j
∣∣∣∣∣∣
∫
Rd
uj(y)(τ
k
y qtj )(xj)wk(y)dy
∣∣∣∣∣∣
= t
dk−2
4
j
∣∣etj∆kuj(xj)∣∣
≥ 1
2
C
− dk
2
d,k A
− dk−2
4 ǫ. (4.2)
Moreover,
Fk(vj)(ξ) = t−
dk+2
4
j Fk(τk−xjuj)
( ξ√
tj
)
. (4.3)
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Indeed, by inserting the value of vj in Definition 2.2, we get
Fk(vj)(ξ) = c−1k
∫
Rd
vj(y)Ek(−iξ, y)wk(y)dy
= c−1k
∫
Rd
t
dk−2
4
j (τ
k
−xjuj)(
√
tjy)Ek(−iξ, y)wk(y)dy.
Now by replacing y by y√
tj
and proceeding as before, we obtain
Fk(vj)(ξ) = t
dk−2
4
j t
− dk
2
j c
−1
k
∫
Rd
(τk−xjuj)(y)Ek
(− iξ, y√
tj
)
wk(y)dy
= t
− dk+2
4
j c
−1
k
∫
Rd
(τk−xjuj)(y)Ek
(− iξ√
tj
, y
)
wk(y)dy
= t
− dk+2
4
j Fk(τk−xjuj)
(
ξ√
tj
)
,
using Proposition 2.1(ii) and the definition of Dunkl transform, thus proving (4.3).
Therefore, using (4.3)
‖∇kvj‖2L2(Rd,wk) = ‖Fk(∇kvj)‖2L2(Rd,wk)
=
∫
Rd
|ξ|2|Fk(vj)(ξ)|2wk(ξ)dξ
= t
− dk+2
2
j
∫
Rd
|ξ|2
∣∣∣∣Fk(τk−xjuj)
(
ξ√
tj
)∣∣∣∣
2
wk(ξ)dξ
= t
− dk+2
2
j t
1+γk+
d
2
j
∫
Rd
|ξ|2|Fk(τk−xjuj)(ξ)2wk(ξ)dξ.
Consequently, using (2.4) and Proposition 2.1 (iv), we get
‖∇kvj‖2L2(Rd,wk) =
∫
Rd
|ξ|2|Ek(−ixj , ξ)Fk(uj)(ξ)|2wk(ξ)dξ
≤
∫
Rd
|ξ|2|Fk(uj)(ξ)|2wk(ξ)dξ = ‖∇kuj‖2L2(Rd,wk).
Thus ‖∇kvj‖2L2(Rd,wk) ≤ A for all j. By Banach-Alaoglu theorem, vj has a
weekly convergent subsequence in H˙1(Rd, wk) and let it converge to w. Since
G ∈ H˙1(Rd, wk)∗, G(vj) converges to G(w). It follows from (4.2) that G(vj) 6= 0, ∀ j
and therefore, G(w) 6= 0, which in turn imply that w 6≡ 0. This completes the proof
of the corollary. 
Now by using the above Corollary, we have the following theorem
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Theorem 4.1. Let d ≥ 3. Then the infimum
Sd,k = inf
u∈H˙1(Rd,wk)
∫
Rd
|∇ku|2wk(x)dx
(∫
Rd
|u|qwkdx
) 2
q
is attained.
Proof. Let (uj) be a minimizing sequence, which we assume to be normalized in
Lq(Rd, wk). Then (uj) is bounded in H˙
1(Rd, wk), since the sequence ‖∇kuj‖2L2(Rd,wk)
converges to Sd,k. Moreover, because (uj) has norm 1 in L
q(Rd, wk), from Corol-
lary 4.1, we can say that after a generalized translation and a dilation , (uj) con-
verges weekly to a non-zero function u0 a.e. in H˙
1(Rd, wk). This implies that
〈uj, u0〉H˙1(Rd,wk) converges to ‖u0‖2H˙1(Rd,wk), from which it follows that
lim
j→∞
∫
Rd
|∇k(uj − u0)|2wk(x)dx = lim
j→∞
∫
Rd
|∇kuj|2wk(x)dx−
∫
Rd
|∇ku0|2wk(x)dx
= Sd,k −
∫
Rd
|∇ku0|2wk(x)dx. (4.4)
Now from Lemma 2.1, we have
1 = lim
j→∞
∫
Rd
|uj|qwk(x)dx = lim
j→∞
∫
Rd
|uj − u0|qwk(x)dx+
∫
Rd
|u0|qwk(x)dx.
As a consequence, since 2
q
< 1,
1 ≤ lim
j→∞

∫
Rd
|uj − u0|qwk(x)dx


2
q
+

∫
Rd
|u0|qwk(x)dx


2
q
, (4.5)
using the fact that (a+ b)r ≤ ar + br for a, b > 0, 0 ≤ r ≤ 1.
Hence using (4.4) and (4.5), we have
Sd,k ≥
limj→∞
∫
Rd
|∇k(uj − u0)|2wk(x)dx+
∫
Rd
|∇ku0|2wk(x)dx
limj→∞
(∫
Rd
|uj − u0|qwk(x)dx
) 2
q
+
(∫
Rd
|u0|qwk(x)dx
) 2
q
≥
Sd,k limj→∞
(∫
Rd
|uj − u0|qwk(x)dx
) 2
q
+
∫
Rd
|∇ku0|2wk(x)dx
limj→∞
(∫
Rd
|uj − u0|qwk(x)dx
) 2
q
+
(∫
Rd
|u0|qwk(x)dx
) 2
q
.
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This implies that
Sd,k ≥
∫
Rd
|∇ku0|2wk(x)dx
(∫
Rd
|u0|qwk(x)dx
) 2
q
,
from which it follows that u0 is a minimizer. 
5. weighted estimates for the heat semi group operator et∆k
In this section, we prove the following Proposition involving weighted estimates
for the operator et∆k , using which we shall show that et∆k is a compact operator.
For the operator et∆, such types of estimates are found in [22].
Proposition 5.1. Let d ≥ 2, 1 < r <∞. Assume that
0 < β <
dk
r′
and fix t > 0. Then
(i) ‖et∆kf‖L∞(Rd) ≤ Cd,r,β,t,k‖|x|βf‖r,wk
(ii) ‖|x|wet∆kf‖L∞(Rd) ≤ Dd,r,β,t,k‖|x|βf‖r,wk for β ≥ w > 0.
(iii) ‖∂xiet∆kf‖L∞(Rd) ≤ Ed,r,β,t,k‖|x|βf‖r,wk , i = 1, 2, . . . , n.
Proof. Consider
|et∆kf(x)| ≤
∫
Rd
|f(y)||τky qkt (x)|wk(y)dy
≤
(∫
Rd
|f(y)|r|y|βrwk(y)dy
)1
r
(∫
Rd
|τky qkt (x)|r
′|y|−βr′wk(y)dy
) 1
r′
= ‖|y|βf‖r,wk(I1(x) + I2(x)
1
r′ , (5.1)
where
I1(x) =
∫
|y|≤√t
|τky qkt (x)|r
′ |y|−βr′wk(y)dy
and
I2(x) =
∫
|y|>√t
|τky qkt (x)|r
′|y|−βr′wk(y)dy.
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Substituting the value of τky q
k
t (x) from (2.8) and then using Proposition 2.1,
|τky qkt (x)| =
∣∣∣∣(2t)−(γk+ d2 )e− |x|2+|y|24t Ek( x√2t , y√2t
)∣∣∣∣
≤ (2t)−(γk+ d2 )e− |x|
2+|y|2
4t e
|x||y|
2t
= (2t)−
dk
2 e−
(|x|−|y|)2
4t (5.2)
≤ Ct− dk2 , ∀ x, y ∈ Rd,
where C = 2−
dk
2 . Then
I1(x) ≤ Cr′t−
dk
2
r′
∫
|y|≤√t
|y|−βr′wk(y)dy.
By property (2) of section 2, the above integral is finite if β < dk
r′
and equals to
ak(
√
t)dk−βr
′
dk−βr′ . Thus I1(x) ≤ Ad,r,β,kt−
dk
2
r′t
1
2
(dk−βr′), where Ad,r,β,k =
akC
r′
dk−βr′ .
On the other hand, over the integral I2, since |y| >
√
t, |y|−βr′ ≤ t−βr
′
2 and hence
I2(x) ≤ t−
βr′
2
∫
|y|>√t
|τky qkt (x)|r
′
wk(y)dy ≤ t−
βr′
2
∫
Rd
|τky qkt (x)|r
′
wk(y)dy
≤ t−βr
′
2
∫
Rd
|qkt (y)|r
′
wk(y)dy
≤ Bd,r,kt−
βr′
2 t−
dk
2
(r′−1), (5.3)
by taking p = r′ in (3.3), where Bd,r,k = 2−
dk
2
r′
(
r′
4
)− dk
2 ak
2
Γ
(
dk
2
)
. Finally from (5.1)
using the estimates of I1 , I2 and the fact that (a+ b)
u ≤ au+ bu for a, b > 0, u < 1,
we obtain
|et∆kf(x)| ≤ ‖|y|βf‖Lr(Rd,wk)
(
Ad,r,β,kt
− dk
2
r′t
1
2
(dk−βr′) +Bd,r,kt−
βr′
2 t−
dk
2
(r′−1)
) 1
r′
≤ Cd,r,β,k‖|y|βf‖Lr(Rd,wk)
(
t−
dk
2 t
1
2r′
(dk−βr′) + t−
β
2 t−
dk
2r
)
(5.4)
≤ Cd,r,β,t,k‖|y|βf‖Lr(Rd,wk),
where Cd,r,β,k = (max{Ad,r,β,k, Bd,r,k}) 1r′ and
Cd,r,β,t,k = Cd,r,β,k
(
t−
dk
2 t
1
2r′
(dk−βr′) + t−
β
2 t−
dk
2r
)
. Thus we have proved that
‖et∆kf‖L∞(Rd) ≤ Cd,r,β,t,k‖|x|βf‖Lr(Rd,wk), (5.5)
thus proving (i).
In particular, when r = 2, then from (5.4), we get
‖et∆kf‖L∞(Rd) ≤ Cd,β,kt−
1
2
(
dk
2
+β)‖|x|βf‖L2(Rd,wk), (5.6)
where Cd,β,k = 2Cd,2,β,k.
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Now we shall prove (ii). since w > 0, using (5.5) we observe that, for |x| ≤ 1,
||x|wet∆kf(x)| ≤ |et∆kf(x)| ≤ Cd,r,β,t,k‖|x|βf‖Lr(Rd,wk). (5.7)
So we assume that |x| > 1. Consider
||x|wet∆kf(x)|
≤ |x|w
∫
Rd
|f(y)||τky qkt (x)|wk(y)dy
≤

∫
Rd
|f(y)|r|y|βrwk(y)dy


1
r

∫
Rd
|x|wr′|y|−βr′|τky qkt (x)|r
′
wk(y)dy


1
r′
≤ ‖|y|βf‖r,wk

∫
Rd
|x|βr′|y|−βr′|τky qkt (x)|r
′
wk(y)dy


1
r′
,
since |x| > 1 and β ≥ w, it implies that |x|(w−β)r′ ≤ 1. Then
||x|wet∆kf(x)| ≤ ‖|y|βf‖r,wk(I1(x) + I2(x))
1
r′ , (5.8)
where I1(x) =
∫
|y|≤ |x|
2
|x|βr′|y|−βr′|τky qkt (x)|r′wk(y)dy and
I2(x) =
∫
|y|≥ |x|
2
|x|βr′|y|−βr′|τky qkt (x)|r′wk(y)dy. Over the first integral I1(x), (|x| −
|y|)2 ≥ |x|2
4
∀ y, since |y| ≤ |x|
2
. Consequently, from (5.2) we arrive at the bound
τky q
k
t (x) ≤ (2t)−
dk
2 e−
|x|2
16t . Then
I1(x) ≤ (2t)−
dk
2
r′ |x|βr
′
e
r′
16t
|x|2
∫
|y|< |x|
2
|y|−βr′wk(y)dy.
For β < dk
r′
, the above integral finite and equals to 1
dk−βr′ (
|x|
2
)dk−βr
′
. Therefore,
I1(x) ≤ (2t)
−
dk
2 r
′
(dk−βr′)2dk−βr′
|x|dk
e
r′
16t |x|
2
. Since |x|
dk
e
r′
16t |x|
2
−→ 0 as |x| −→ ∞, it follows that
I1(x) ≤ A′d,r,β,t,k for some constant A′d,r,β,t,k > 0.
Now we consider the integral I2. As |y| > |x|2 ,
( |x|
|y|
)βr′
< 2βr
′
for β, r′ > 0.
I2(x) ≤ 2βr′
∫
|y|> |x|
2
|τky qkt (x)|r
′
wk(y)dy ≤ 2βr′
∫
Rd
|qkt (y)|r
′
wk(y)dy
≤ 2βr′Bd,r,kt−
dk
2
(r′−1) = B′d,r,β,t,k,
using (5.3). Hence for |x| > 1, from (5.8) , we get a constant C ′dk ,r′,t > 0 such that
||x|wet∆kf(x)| ≤ C ′d,r,β,t,k‖|y|βu‖r,wk . (5.9)
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Consequently, combining (5.7) and (5.9), we get a constant Dd,r,β,t,k > 0 such that
‖|x|wet∆kf‖L∞(Rd) ≤ Dd,r,β,t,k‖|x|βf‖r,wk ,
thus proving (ii).
Next we shall prove (iii). Consider∣∣∣∣ ∂∂xi (et∆kf)(x)
∣∣∣∣ =
∣∣∣∣ ∂∂xi (f ∗k qkt )(x)
∣∣∣∣
=
∣∣∣∣∣∣
∂
∂xi
∫
Rd
f(y)τky q
k
t (x)wk(y)dy
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫
Rd
f(y)
∂
∂xi
τky q
k
t (x)wk(y)dy
∣∣∣∣∣∣
≤
∫
Rd
|f(y)|
∣∣∣∣ ∂∂xi τky qkt (x)
∣∣∣∣wk(y)dy
≤ Ct− 12
∫
Rd
|f(y)||τky qk2t(x)|wk(y)dy,
by taking m = 0, α = ei, β = 0 in (2.10). Now using (i), there exists constant
Ed,r,β,t,k > 0 such that
‖∂xiet∆kf‖L∞(Rd) ≤ Ed,r,β,t,k‖|x|βf‖r,wk ,
thus proving (iii). 
Using Proposition 5.1, we can prove the following theorem.
Theorem 5.1. Let d ≥ 2, 1 < r < ∞. If 0 < β < dk
r′
, then for any fixed t > 0, the
operator et∆k is a compact operator from Lr(Rd, |x|βrwk) to L∞(Rd).
Proof. Let (uj)j∈N ∈ Lr(Rd, |x|βrwk) be a bounded sequence so that ‖|x|βuj‖r,wk ≤
C0 for all j ∈ N. We will prove that the sequence (et∆kuj)j∈N has convergent
subsequence in L∞(Rd) and that will imply the theorem. Let vj = et∆kuj. Since
(uj)j∈N is a bounded sequence, using Proposition 2.1 (i), we have
‖vj‖L∞(Rd) = ‖et∆kuj‖L∞(Rd) ≤ C‖|x|βuj‖r,wk ≤ C0.
This proves that each vj ∈ L∞(Rd) and the collection (vj)j is equibounded in Rd.
Moreover, Proposition 2.1 (iii) shows that (vj)j is also equicontinuos in R
d. Now
for each n ∈ N, we define the compact set An := {x ∈ Rd : |x| ≤ n}. Then by the
Arzela´-Ascoli theorem for each n ∈ N, there exists a subsequence of (vj)j which con-
verges uniformly in An. Now by applying diagonal argument, we get a subsequence
of (vj)j which converges uniformly in every An. let us call this subsequence also by
(vj)j and we can write vj → v uniformly in each An for some v ∈ L∞(Rd).
Now let z be such that 0 < z < β. By Proposition 2.1(ii), we can write
‖|x|zvj‖L∞(Rd) = ‖|x|zet∆kuj‖L∞(Rd) ≤ C1‖|x|βuj‖r,wk . (5.10)
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Now by using (5.10) we get
sup
|x|>n
|vj| ≤ sup
|x|>n
( |x|
n
)z
|vj| ≤ n−z‖|x|zvj‖L∞(Rd) ≤ C1n−z.
Thus we can easily see that vj → v strongly in L∞(Rd) and this proves the theorem.

6. Improved Stein-Weiss inequality for the D-Riesz potential
In this section, we will be focusing on deriving an improved version of the Stein-
Weiss inequality for the D-Riesz potential. In other words, we are interested to
generalize Theorem1.2. Towards this, for any δ > 0, first we define the Dunkl Besov
space as
B˙−δ,k∞,∞ := {f : f is a tempered distribution on Rd and ‖f‖B˙−δ,k∞,∞ <∞},
where
‖f‖B˙−δ,k∞,∞ := sup
t>0
tδ/2‖et∆kf‖L∞ . (6.1)
Theorem 6.1. Let d ≥ 2 and 0 < α < dk. Also let β, γ, µ, θ, r and s be such
that 1 < r < s < ∞, γ > −dk
s
, β < dk
r′
, β ≥ γ
θ
. Also it satisfy that µ > 0,
max{ r
s
, µ
µ+α
} < θ ≤ 1 and
dk
s
+ γ =
(
β +
dk
r
− α
)
θ + µ(1− θ). (6.2)
Then for all f ∈ Lr(Rd, |x|βrwk) ∩ B˙−µ−α,k∞,∞ ,the following inequality holds:
‖|x|γIkαf‖Ls(Rd,wk) ≤ Ck‖x|βf‖θLr(Rd,wk)‖f‖1−θB˙−µ−α,k∞,∞ . (6.3)
Proof. The case θ = 1 reduces to Theorem 1.2. So we will prove the theorem for
θ < 1. For f ∈ Lr(Rd, |x|βrwk), let u = Ikαf . Then u has an integral representation
of the following form:
u =
1
Γ(α/2)
∫ ∞
0
tα/2−1et∆kfdt.
Now, we can write u = Hkf + Lkf , where
Hkf :=
1
Γ(α/2)
∫ T
0
tα/2−1et∆kfdt and Lkf :=
1
Γ(α/2)
∫ ∞
T
tα/2−1et∆kfdt,
for some T > 0 to be chosen later.
Our aim is to find a bound for u. To achieve this we will look for the bounds for
Lkf and Hkf separately. Using the definition of Besov norm in (6.1), we have
|Lkf(x)| ≤ CkT−µ/2‖f‖B˙−µ−α,k∞,∞ . (6.4)
Now we will find the bound for Hkf .
Let
Φkα,T (x) =
1
Γ(α
2
)
∫ T
0
t
α
2
−1qkt (x)dt.
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It can be easily verified that Hkf = Φ
k
α,T ∗k f . Fix ǫ = µ/θ−µ2 > 0. We note that
since θ > µ
µ+α
, α− 2ǫ > 0.
Since for a given u > 0, there exists a constant C > 0 such that for any non-zero
real x, e−|x| ≤ C|x|u holds, we can write by taking u = (dk − α)/2 + ǫ > 0,
Φkα,T (x) =
1
Γ(α
2
)
∫ T
0
t
α
2
−1(2t)−
dk
2 e−
|x|2
4t dt ≤ C
∫ T
0
t(α−dk)/2−1
(
4t
|x|2
)(dk−α)/2+ǫ
dt
≤ Ck 1|x|dk−α+2ǫ
∫ T
0
t−1+ǫdt
= Ck
T ǫ
|x|dk−α+2ǫ .
Since Dunkl translation is linear and positivity-preserving for radial functions we can
write τky (Φ
k
α,T )(x) ≤ T ǫτky (|.|−(dk−α+2ǫ))(x). So we obtain Hkf(x) ≤ CkT ǫIkα−2ǫf(x).
Choose T such that T−µ/2‖f‖B˙−µ−α,k∞,∞ = T ǫIkα−2ǫf(x), which implies that
T =
(‖f‖B˙−µ−α,k∞,∞
Ikα−2ǫf(x)
)1/(ǫ+µ/2)
.
By substituting the value of T in (6.4), we arrive at the pointwise bound
|u(x)| = |Ikαf(x)| ≤ CkIkα−2ǫf(x)θ‖f‖1−θB˙−µ−α,k∞,∞ .
Hence
‖|x|γIkαf‖Ls(Rd,wk) ≤ Ck‖|x|γ/θIkα−2ǫf‖θLsθ(Rd,wk)‖f‖1−θB˙−µ−α,k∞,∞ . (6.5)
If we assume that α′ = α−2ǫ, γ′ = γ
θ
, s′ = sθ, then it is easy to see by the hypothesis
of the theorem and the choice of ǫ that γ′ > −dk
s′
, β ≥ γ′, 0 < α′ < dk, r < s′, β < dkr′
and α′ + γ′ − β = dk(1r − 1s′ ). Hence by using Theorem 1.2, we get
‖|x|γ/θIkα−2ǫf‖Lsθ(Rd,wk) ≤ C ′k‖|x|βf‖Lr(Rd,wk). (6.6)
Now from (6.5) and (6.6), we get the desired inequality
‖|x|γIkαf‖Ls(Rd,wk) ≤ Dk‖|x|βf‖θLr(Rd,wk)‖f‖1−θB˙−µ−α,k∞,∞ .

Remark 6.1. One can prove Theorem 6.1 for the case θ = µ
µ+α
if the weighted
Lr-boundedness of the maximal function Mk is known for 1 < r < ∞. We recall
that for f ∈ S(Rd), S. Thangavelu and Y. Xu [26], defined the maximal function
Mk as follows:
Mkf(x) = sup
r>0
∣∣∣∣ ∫
Rd
f(y)τkxχBr(y)wk(y)dy
∣∣∣∣∫
Br
wk(y)dy
,
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where Br = {y ∈ Rd : |y| ≤ r}. When θ = µµ+α , following the proof of [18] and the
fact that |Hkf(x)| ≤ CkT α2Mkf(x), one can show that
‖|x|γIkαf‖Ls(Rd,wk) ≤ Ck‖|x|βMkf‖θLr(Rd,wk)‖f‖
1−θ
B˙−µ−α,k∞,∞
.
Now in order to obtain (6.3), one need to prove
‖|x|βMkf‖Lr(Rd,wk) ≤ ‖|x|βf‖Lr(Rd,wk), (6.7)
which is not known to be true in general. For β = 0, (6.7) has been proved by S.
Thangavelu and Y. Xu in [26].
7. Existence of an extremal of Stein-Weiss inequality for the
D-Riesz potential
The aim of this section is to prove the existence of a maximizer for the inequality
(1.6) stated in Theorem 1.2. When k ≡ 0 (that is for Theorem 1.1), the existence
of a maximizer is proved by P. D. Napoli et al. in [18]. Towards this, we first prove
the following embedding theorem.
Theorem 7.1. Let d ∈ N, 1 < r ≤ s < ∞, γ > −dk
s
, β ≥ γ, 0 < α < dk, β < dkr′ .
Further we assume that
β +
dk
r
> α >
dk
r
− dk
s
+ β − γ > 0. (7.1)
Then if K ⊂ Rd is compact, then one has the compact embedding
H˙α,rβ,k(R
d) ⊂ Ls(K, |x|γswk), (7.2)
where the space H˙α,rβ,k(R
d) is defined in (1.8).
Proof. Let u ∈ H˙α,rβ,k(Rd). Then u = Ikαf , for some f ∈ Lr(Rd, |x|βrwk). Now we
choose s˜ such that
1
s˜
(dk + γs) =
dk
r
+ β − α. (7.3)
We define v = s˜
s
and γ˜ = γs
s˜
. From (7.1), it follows that v > 1 and γ˜ = γ
v
. Then
(7.3) can be rewritten as
dk
(
1
r
− 1
s˜
)
= α + γ˜ − β.
We replace γ and s in Theorem 1.2 by γ˜ and s˜ respectively. Since v > 1, r ≤ s
implies that r ≤ sv = s˜ and β ≥ γ implies β ≥ γ˜. Also γ˜ > −dk
s˜
since γ > −dk
s
.
Thus all the conditions of Theorem 1.2 are satisfied and hence from (1.6), we have
‖|x|γ˜Ikαf‖Ls˜(Rd,wk) ≤ Ck‖|x|βf‖Lr(Rd,wk). (7.4)
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Applying Holder’s inequality with components v and v′,∫
K
|u(x)|s|x|γswk(x)dx =
∫
K
|u(x)|s|x| γsv |x| γsv′ wk(x)dx
≤
(∫
K
|u(x)|sv|x|γswk(x)dx
) 1
v
(∫
K
|x|γswk(x)dx
) 1
v′
≤ CK
(∫
K
|u(x)|s˜|x|γ˜s˜wk(x)dx
) 1
v
,
since by property (2) of Section 2, the second integral is finite under the assumption
γ > −dk
s
. Then using (7.4),(∫
K
|u(x)|s|x|γswk(x)dx
) 1
s
≤ CK
(∫
K
|Ikαf(x)|s˜|x|γ˜s˜wk(x)dx
) 1
s˜
≤ CK‖|x|βf‖Lr(Rd,wk) = CK‖u‖H˙α,rβ,k(Rd),
proving that the embedding (7.2) is continuous.
Let us define the kernel of the D-Riesz potential as
Kα,k(x) = (c
k
α)
−1|x|−(dk−α)
and for t > 0, the truncated kernel as
Ktα,k(x) = (c
k
α)
−1|x|−(dk−α)χ{|x|>t}.
Now following similarly as in the proof of [18, Lemma 4.2] and using (1.6), we can
prove the following Lemma.
Lemma 7.1. With the same conditions as that of Theorem 7.1, let
δ = α−
(
dk
r
− dk
s
+ β − γ
)
.
Then for any f ∈ Lr(Rd, |x|βrwk) and for any t > 0,
‖(Ktα,k ∗k f −Kα,k ∗k f)|x|γ‖s,wk ≤ Ctδ‖|x|βf‖r,wk.
Now we shall show that the embedding (7.2) is compact.
Let {um} be a bounded sequence in H˙α,rβ,k(Rd). Then we can write um = Ikαfm,
where {fm} is also a bounded sequence in Lr(Rd, |x|βrwk). Since Lr(Rd, |x|βrwk)
is a reflexive space, {fm} has a subsequence, denoted by fm itself such that fm
converges weakly to a function f in Lr(Rd, |x|βrwk). Let u = Ikαf . It is easy to see
that u = Kα,k ∗k f . Now let us assume that utm = Ktα,k ∗k fm and ut = Ktα,k ∗k f .
Consider
‖(um − u)|x|γ‖Ls(K,wk) ≤ ‖(um − utm)|x|γ‖Ls + ‖(utm − ut)|x|γ‖Ls + ‖(ut − u)|x|γ‖Ls .
Using Lemma 7.1,
‖(um − utm)|x|γ‖Ls(K,wk) = ‖(Kα,k ∗k fm −Ktα,k ∗k fm)|x|γ‖ ≤ Ctδ‖|x|βfm‖r,wk ≤ Dtδ.
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Similarly,
‖(ut − u)|x|γ‖Ls(K,wk) ≤ Ctδ‖xβf‖r,wk ≤ Dtδ.
Choose ǫ > 0. For very small t > 0, each of the above estimates can be made less
that ǫ
3
for all m. We are left to get bound for ‖(utm − ut)|x|γ‖Ls(K,wk).
We note that the function Ktα,k is a radial function with no singular point and
therefore, by applying (2.11) for the function Ktα,k, we get
τkyK
t
α,k(x) =
∫
Rd
Ktα,k(
√
|x|2 + |y|2 − 2〈y, η〉)dµkx(η)
=
∫
Rd
(ckα)
−1
(|x|2 + |y|2 − 2〈y, η〉) dk−α2
χ{η:|x|2+|y|2−2〈y,η〉≥t2}(η)dµ
k
x(η)
=
∫
η:A(x,y,η)≥t
(ckα)
−1
(A(x, y, η))dk−α
dµkx(η), (7.5)
where A(x, y, η) =
√|x|2 + |y|2 − 2〈y, η〉. Then
τkyK
t
α,k(x) ≤
(ckα)
−1
tdk−α
dµkx{η : A(x, y, η) ≥ t} ≤
(ckα)
−1
tdk−α
, (7.6)
since dµkx is a probability measure.
It is proved in [2] that
min
g∈G
|g.x− y| ≤ A(x, y, η) ≤ max
g∈G
|g.x− y|, ∀ x, y ∈ Rd and η ∈ co(G.x). (7.7)
Let y ∈ K, where K is a compact set in Rd. Then there exists R > 0 such that
K ⊂ B(0, R).
Consider∫
Rd
|τkyKtα,k(x)|r
′ |x|−βr′wk(x)dx
=
∫
|x|≤2R
|τkyKtα,k(x)|r
′ |x|−βr′wk(x)dx+
∫
|x|>2R
|τkyKtα,k(x)|r
′ |x|−βr′wk(x)dx
= I1(y) + I2(y). (7.8)
Substituting the bound for τkyK
t
α,k from (7.6) in I1(y), we have
I1(y) ≤ (c
k
α)
−r′
tr′(dk−α)
∫
|x|≤2R
|x|−βr′wk(x)dx = (c
k
α)
−r′
tr′(dk−α)
ak(2R)
dk−βr′
dk − βr′ = M1,
using property (2) of section 2 provided βr′ < dk , that is, if β <
dk
r′
. On the other
hand, for the integral I2(y), substituting the value of τ
k
yK
t
α,k from (7.5) and then
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using (7.7), we get
I2(y) =
∫
|x|>2R
∣∣∣∣∣∣∣
∫
η:A(x,y,η)≥t
(ckα)
−1
(A(x, y, η))dk−α
dµkx(η)
∣∣∣∣∣∣∣
r′
|x|−βr′wk(x)dx
≤
∫
|x|>2R
∣∣∣∣∣∣∣∣∣
(ckα)
−1(
min
g∈G
|gx− y|
)dk−α
∣∣∣∣∣∣∣∣∣
r′
|x|−βr′wk(x)dx
= (ckα)
−r′
∫
|x|>2R
|x|−βr′(
min
g∈G
|g.x− y|
)r′(dk−α)wk(x)dx. (7.9)
Since g is a reflection, we observe that
|g.x− y| ≥ |g.x| − |y| = |x| − |y|, ∀ g ∈ G.
If y ∈ K and x is in the integration region of I2(y), then |y| ≤ R ≤ |x|2 . So
|g.x− y| ≥ |x|
2
. Therefore, min
g∈G
|g.x− y| ≥ |x|
2
for all y ∈ K. From (7.9),
I2(y) ≤ (ckα)−r
′
2r
′(dk−α)
∫
|x|>2R
|x|−βr′
|x|r′(dk−α)wk(x)dx ≤M2,
if dk < βr
′ + r′(dk − α) i.e., if α < β + dkr . Thus from (7.8),∫
Rd
|τkyKtα,k(x)|r
′ |x|−βr′wk(x)dx ≤M1 +M2, ∀ y ∈ Rd. (7.10)
In particular, we have proved that τkyK
t
α,k ∈ Lr
′
(Rd, |x|−βr′wk), ∀ y ∈ K. Since fm
converges weakly to f in Lr(Rd, |x|βrwk), Ktα,k ∗k fm(y) converges to Ktα,k ∗k f(y)
as a sequence of complex numbers. Thus utm(y) converges to u
t(y) for all y ∈ K.
Moreover, since
utm(y) = K
t
α,k ∗k fm(y) =
∫
Rd
fm(x)τ
k
xK
t
α,k(y)wk(x)dx,
using (7.10) and the fact that fm is a bounded sequence in L
r(Rd, |x|βrwk),
|utm(y)| ≤
(∫
Rd
|fm(x)|r|x|βrwk(x)dx
) 1
r
(∫
Rd
|τkxKtα,k(y)|r
′|x|−βr′wk(x)dx
) 1
r′
≤ A.
By Lebesgue Dominated convergence theorem, ‖utm − ut|x|γ‖Ls(K,wk) converges to
zero (as the weight |x|γswk is integrable on K under the condition γ > −dks ). Hence
we can make it less than ǫ
3
for large m. Thus ‖(um − u)|x|γ‖Ls(K,wk) ≤ ǫ for large
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m, proving that um converges to u strongly on L
s(K, |x|γswk). This completes the
proof that the embedding (7.2) is compact. 
Now using Theorem 6.1 and Theorem 7.1, we are ready to prove our main result
that (1.7) has a maximizer.
Theorem 7.2. Let d ≥ 2, 2 < s <∞,−dk
s
< γ < β, 0 < β < dk
2
and the relation
1
s
− 1
2
=
β − γ − α
dk
(7.11)
holds. Then there exists a maximizer for Wk.
Proof. Let {fj}j∈ be a maximizing sequence for Wk, which we can take to be
normalized i.e.,
‖|x|βfj‖L2(Rd,wk) = 1 and ‖|x|γIkαfj‖Ls(Rd,wk) → Wk. (7.12)
Now, in Theorem 6.1, we set
µ =
dk
2
+ β − α, (7.13)
and choose θ such that
max
{
2
s
,
µ
µ+ α
,
γ
β
}
< θ < 1.
Because of relation (7.11), equation (6.2) holds for this particular choice of µ. It is
also easy to see that remaining conditions of Theorem 6.1 hold under the hypothesis
of the Theorem and the choice of µ, θ. Also since relation (7.13) holds, from (5.6),
‖fj‖B˙−µ−α,k∞,∞ = sup
t>0
t
µ+α
2 ‖et∆kfj‖L∞ = sup
t>0
t
1
2
(
dk
2
+β)‖et∆kfj‖L∞
≤ Cd,β,k‖|x|βfj‖L2 = Cd,β,k,
showing that fj ∈ B˙−µ−α,k∞,∞ . Hence we can apply Theorem 6.1 and use (7.12) to get,
‖fj‖B˙−µ−α,k∞,∞ ≥ Ck > 0.
In other words,
sup
t>0
t
µ+α
2 ‖et∆kfj‖L∞ ≥ Ck > 0.
It then follows that for each j ∈ N, there exists tj > 0 such that
t
µ+α
2
j ‖etj∆kfj‖L∞ ≥
Ck
2
. (7.14)
Now, we define
f˜j(x) := t
1
2
(
dk
2
+β)
j fj(t
1
2
j x).
Then it is easy to see that
‖|x|β f˜j‖L2(Rd,wk) = ‖|x|βfj‖L2(Rd,wk).
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Also,
‖|x|γIkαf˜j‖Ls(Rd,wk) = ‖|x|γIkαfj‖Ls(Rd,wk). (7.15)
Indeed, by Lemma 2.2 we have
Ikαf˜j(x) = (c
k
α)
−1
∫
Rd
f˜j(y)τ
k
y |.|α−dk(x)wk(y)dy
= (ckα)
−1t
1
2
(
dk
2
+β)
j
∫
Rd
fj(t
1
2
j y)Φ(x, y)wk(y)dy
= (ckα)
−1t
1
2
(
dk
2
+β)
j t
− dk
2
j
∫
Rd
fj(y)Φ(x, t
− 1
2
j y)wk(y)dy
= (ckα)
−1t
1
2
(
dk
2
+β)
j t
− dk
2
j
∫
Rd
fj(y)Φ(t
− 1
2
j y, x)wk(y)dy
= (ckα)
−1t
1
2
(
dk
2
+β)
j t
− dk
2
j t
−α−dk
2
j
∫
Rd
fj(y)Φ(y, t
1
2
j x)wk(y)dy
= t
1
2
(
dk
2
+β)−α
2
j I
k
αfj(t
1
2
j x).
Then by substituting the value of γ from (7.11),
‖|x|γIkαf˜j‖ss,wk = t
s
2
(
dk
2
+β)−αs
2
j
∫
Rd
|Ikαfj(t
1
2
j x)|swk(x)dx
= t
s
2
(
dk
2
+β)−αs
2
j t
− γs
2
− dk
2
j ‖|x|γIkαfj‖ss,wk
= ‖|x|γIkαfj‖ss,wk,
thus proving (7.15). As a consequence, using (7.12), we have
‖|x|βf˜j‖L2(Rd,wk) = 1 and ‖|x|γIkαf˜j‖Ls(Rd,wk) → Wk, (7.16)
which shows that {f˜j}j is also a maximizing sequence for Wk.
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Moreover, using (2.8), we observe that
e1.∆k f˜j(x) =
∫
Rd
f˜j(y)τ
k
y q
k
1(x)wk(y)dy
= t
1
2
(
dk
2
+β)
j t
− dk
2
j
∫
Rd
fj(y)
(
τk
t
− 12
j y
qk1
)
(x)wk(y)dy
= t
1
2
(
dk
2
+β)
j t
− dk
2
j
∫
Rd
fj(y)2
− dk
2 e−
|x|2+|t
−12
j
y|2
4 Ek
(
x√
2
,
t
− 1
2
j y√
2
)
wk(y)dy
= t
1
2
(
dk
2
+β)
j
∫
Rd
fj(y)(2tj)
− dk
2 e
−
|t
1
2
j
x|2+|y|2
4tj Ek
(
t
1
2
j x√
2tj
,
y√
2tj
)
wk(y)dy
= t
1
2
(
dk
2
+β)
j
∫
Rd
fj(y)(τ
k
y q
k
tj
)(t
1
2
j x)wk(y)dy
= t
1
2
(
dk
2
+β)
j (e
tj∆kfj)(t
1
2
j x).
Using (7.14),
‖e1.∆k f˜j‖L∞ = t
1
2
(
dk
2
+β)
j ‖(etj∆kfj)(t
1
2
j .)‖L∞ = t
µ+α
2
j ‖etj∆kfj‖ ≥
Ck
2
> 0. (7.17)
Since {f˜j}j is a bounded sequence in L2(Rd, |x|2βwk), by reflexivity, it has a sub-
sequence still denoted by f˜j such that f˜j converges weakly to a function h in
L2(Rd, |x|2βwk). Our aim is to show that h is indeed a maximizer for Wk, that
is,
‖|x|βh‖L2(Rd,wk) = 1 and ‖|x|γIkαh‖Ls(Rd,wk) = Wk. (7.18)
Now we set
uj := I
k
αf˜j and v := I
k
αh.
Since by Theorem 5.1, e1.∆k is a compact operator from L2(Rd, |x|2βwk) into L∞(Rd),
passing through a subsequence, we have e1.∆k f˜j converges strongly to e
1.∆kh in
L∞(Rd). Then from (7.17), ‖e1.∆kh‖L∞ ≥ C2 > 0, which implies that h 6≡ 0. Again
by taking r = 2, β = γ in Theorem 7.1, we observe that all the conditions of Theorem
7.1 are satisfied under the hypothesis of the given Theorem and therefore, if K is a
compact set in Rd, we have the compact embedding
H˙α,2β,k(R
d) ⊂ Ls(K, |x|βswk).
By observing that uj is a bounded sequence in H˙
α,2
β,k (R
d) and thereafter following the
proof of Theorem 7.1, we can show that uj converges strongly to v in L
s(K, |x|βswk).
Therefore, up to a subsequence, uj converges to v a.e. in K and by using diagonal
argument, further, up to a subsequence, uj converges to v a.e. in R
d.
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Now proceeding exactly, as in the proof of Theorem 5.1 in [18], we can prove that
‖|x|βh‖L2(Rd,wk) = 1 and f˜j → h strongly in L2(Rd, |x|2βwk). Since by Theorem 1.2,
the operator Ikα is continuous from L
2(Rd, |x|2βwk) into Ls(Rd, |x|γswk), hence
uj → v strongly in Ls(Rd, |x|γswk).
This implies that ‖uj‖ → ‖v‖ in Ls(Rd, |x|γswk). Now (7.18) will follow from (7.16),
which completes the proof. 
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