Abstract. We estimate the error term in the asymptotic formula of the Sidon constant for (ordinary) Dirichlet polynomials by providing explicit lower and upper bounds. The lower bound is already implicitly known, but we supply the necessary computations to make it explicit. The upper bound is improved by a factor of log log log x/ √ log log x.
Introduction
Given a Dirichlet series f (s) = ∞ n=1 a n /n s we consider the truncated Dirichlet polynomials (1) f x (s) = n≤x a n n s .
The Sidon constant for Dirichlet polynomials is defined as
where f x 1 = n≤x |a n | and f x ∞ = sup t∈R |f x (it)|. After investigations by Queffélec [13] , Konyagin-Queffélec [12] and de la Bretèche [8] , the formula (2) S(x) = √ x exp (−1 + o(1)) log x log log x 2 , as x → ∞, was finally obtained by Defant-Frerick-Ortega-Cerdà-Ounaïes-Seip [9] , using their hypercontractive Bohnenblust-Hille inequality for homogenous polynomials. The fact that a hypercontractive Bohnenblust-Hille inequality for homogenous polynomials was the final ingredient in the proof of (2) should not come as a surprise, given the history of this inequality. H. Bohr [4, 6] studied the following convergence abscissas for Dirichlet series:
∞ n=1 a n /n σ converges (Simple)
∞ n=1 a n /n σ+it converges uniformly for t ∈ R (Uniform) It is clear that σ a − σ c ≤ 1, and this is easily seen to be optimal by the example a n = (−1) n−1 . Bohr also computed σ a − σ b ≤ 1/2, and asked whether this was optimal. His question remained open for over a decade, until Bohnenblust-Hille [3] established their inequality and used it to give a positive answer. Now, under the assumption that ∞ n=1 a n diverges, the Cahen-Bohr formulas for these abscissas are
Clearly, S(x) is connected to the relationship between uniform and absolute convergence for Dirichlet series. In fact, the optimality of σ a − σ b ≤ 1/2 follows directly from (2) in view of the relevant Cahen-Bohr formulas. Hence (2) can be considered a stronger version of Bohnenblust-Hille's result on the optimality of 1/2. The quantity S(x) is sometimes called the Sidon constant for the index set Λ x = {log n : n ≤ x}. In fact, for any finite index set of real numbers Λ, let us define the Sidon constant
The most studied index set is perhaps Λ N = {0, 1, . . . , N }, dating at least back to Erdős [10] . This corresponds to the study of trigonometric polynomials of the form P (z) = N n=0 a n z n , where z = e −it ∈ T. Kahane [11] obtained the asymptotic formula S(Λ N ) = (1 − o(1)) √ N , which was later sharpened by Bombieri-Bourgain [7] to
Previously, establishing (2) has been the main goal, and [8, 9] does not provide explicit estimates for the o(1)-term. However, by going through the proofs in [8, 9] carefully, one can obtain explicit bounds. The goal of this paper is to sharpen (2) by providing explicit lower and upper bounds for the o(1)-term.
The lower bound is implicit in [8] , but our upper bound is improved by a factor of log log log x/ √ log log x from what is obtained by combining [8] and [9] . Our main effort will be directed at the improved upper bound. Let us first provide the necessary computations to obtain the explicit lower bound.
Proof of the lower bound. In section 2.1 of [8] , the penultimate estimate is
where u = log x/ log y. Dickman's function ρ(u) has expansion
and we may choose y in the range x ≥ y ≥ exp (log log x) 3/5+ǫ , see (2·2) of [8] .
The parameter y = exp log x log log x/2 is chosen. This yields log u = 1 2 (log log x + log 2 − log log log x) , log log u = − log 2 + log log log x + log 1 + log 2 log log x − log log log x log log x .
In particular log u + log log u = (log log x + log log log x) /2 + O(1). Inserting this into (3) and using that log y ≥ log log x we have
log log log x log log x + O 1 log log x log x log log x 2 as required.
Preliminaries
Fix some x ≥ 2, and let f (s) denote the Dirichlet polynomial (1). Bohr [5] discovered that one can lift f (s) to the polydisk D k , where k = π(x). For n ≤ x, the fundamental theorem of arithmetic allows the factorization
By Kronecker's Theorem, F ∞ = sup z∈T k |F (z)| = f ∞ , since the logarithm of the prime numbers are rationally independent. A key insight of the Bohr lift is that each prime number corresponds to an independent variable, p −it j ←→ z j . To control the number of variables, let P + (n) and P − (n) denote the largest and smallest prime factor of n respectively. We say that n is y-smooth if P + (n) ≤ y and y-rough if P − (n) > y. The following lemma is due to Konyagin-Queffélec [12, p. 171], but we include the proof for the reader's convenience. Lemma 1. Fix some x ≥ y ≥ 2 and write n = κη where κ is y-smooth and η is y-rough. Then f κ ∞ ≤ f ∞ , where
Proof. Write w = (w 1 , w 2 ) = (z 1 , . . . , z π(y) ), (z π(y)+1 , . . . , z π(x) ) and decompose
. By orthogonality,
Thus clearly |F κ (w 2 )| ≤ sup w1 |F (w 1 , w 2 )| and hence
The main theorem of [9] is the hypercontractive Bohnenblust-Hille inequality for homogenous polynomials: Let m and n be positive integers larger than 1. Then
Remark. In view of the homogenization procedure
and the maximum modulus principle, it is clear that (6) in fact holds for any mth degree complex polynomial on C n . We shall not need this fact.
We want to use a version of (6) for Dirichlet polynomials, through the Bohr lift. Let Ω(n) denote the number of prime divisors of n, counting multiplicity. We have Ω(n) = |α(n)| = α 1 + α 2 + · · · + α k , in view of the factorization (4). The following lemma is a sharper version of Theorem III-1 in [13] .
Lemma 2. For any Dirichlet polynomial f (s) = n≤x a n /n s we have
Proof. Split the polynomial into its homogenous parts, F (z) = m F m (z). Fix z ∈ T k , and write
Since F m (z) appear as the Fourier coefficients, |F m (z)| ≤ F ∞ , and thus F m ∞ ≤ F ∞ . The proof is completed by using the maximum modulus principle and (6) with the weaker constant e m .
We shall require the following number theoretic estimate, due to Balazard [1] . (Alternatively, we could have used the weaker Lemma 4.2 ′ of [12] which would have sufficed for our purpose.) Lemma 3. Let R(x, y, m) = {n ≤ x : P − (n) > y, Ω(n) = m}. For x ≥ y ≥ 2 there is some absolute positive constant c such that
Proof. This is a slightly weaker version of Corollary 1 in [1] .
Proof of the upper bound
We may suppose f ∞ = 1 without loss of generality. Let x ≥ y ≥ 2 and split f (s) as in (5), such that f 1 = κ f κ 1 . Furthermore, f κ ∞ ≤ 1 by Lemma 1 and the indices n of the sums f κ (s) are all y-rough numbers less than x. Suppose that we can prove, for some particular y and each y-smooth κ, that (9) f κ 1 ≤ √ x exp −1 + 3 log log log x log log x + O 1 log log x log x log log x 2 .
Combining (9) with the splitting (5) we then obtain
The sum is taken over all possible y-smooth κ such that there is some n ≤ x with n = κη, for some y-rough η.
If κ ≤ x is y-smooth, its π(y) possible prime factors have exponents between 0 and Ω(κ) ≤ log x/ log 2. Hence we estimate
≪ (log x) y = exp(y log log x).
To force this contribution to be contained in the error term, we choose y = log x/(log log x) 3 . We now aim to prove (9) , and may assume that the indices n in the sum f (s) are y-rough and that f ∞ ≤ 1. Furthermore, since x and y now are fixed, we let R m = R(x, y, m).
Let us split the sum of the coefficients according to the number of prime factors of the index n. By combining Hölder's inequality with Lemma 2 we obtain
However, this straightforward approach has some problems.
In particular, when y log log x ≫ M log y, the estimate (8) of Lemma 4 is worse than the trivial bound Φ(x, y, M ) ≤ x. We remedy this by letting α > 0 and
For m ≤ M 1 we will estimate using |R m | ≤ x. In particular
The main term is
This implies that the largest value we may choose is α = 1/ √ 2.
The use of Lemma 2 comes at the cost of the factor e m . To ensure that e m is contained in the error term, we will use the Cauchy-Schwarz inequality for all m ≥ M 2 , where β > 0 and
We use the Cauchy-Schwarz inequality and extend the ℓ 2 -sum of the coefficients to obtain
The final inequality follows by the fact that f 2 ≤ f ∞ ≤ 1, which is evident by orthogonality in view of the Bohr lift. Furthermore, using Lemma 3 we estimate
Here, the main term is − M 2 log y 2 = − β 4 log x log log x + 3β 4 log log log x log x log log x .
This implies that the smallest β > 0 we may take is β = 2 √ 2. What remains is to consider the values M 1 < m < M 2 , which are of the form m = γ log x log log x ,
We follow the procedure of the first step, but for these m the estimate |R m | ≤ Φ(x, y, m) is sharper than the trivial bound |R m | ≤ x. In particular, by Hölder's inequality we obtain As in the first step, the number of summands and the factor e m are absorbed in the error term. Using Lemma 3 we estimate Φ(x, y, m) m−1 2m ≤ √ x exp − log x 2m − m 2 log y + O log x log log x .
The main terms are − log x 2m − m 2 log y = − 1 2γ + γ 4 log x log log x + 3γ 4 log log log x log x log log x .
The first term is maximal at γ = √ 2, while the second term is maximal at γ = 2 √ 2, yielding the required terms. We write f 1 = m n∈Rm |a n | = Σ 1 + Σ 2 + Σ 3 and using the estimates given above to complete the proof of (9).
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