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The ﬁnal objective of this work is to create a fusion system which improves the per-
formance of several object trackers, within a methodological and rigorous evaluation
framework. The considered algorithms are monocamera single target trackers.
After analyzing in detail the state of the art, an evaluation framework is selected
and presented. The sequences selected in this evaluation try to consider the main
problems that are faced by trackers (scale changes, illumination changes, occlusion,
noise,. . . ). Then, clasical and modern tracking algorithms are selected and evaluated
individually, in order to understand its functioning in diﬀerent scenarios and problems.




En primer lugar a Chema por su interés y ayuda en mi formación, no solo durante
este trabajo, si no desde el primer año de carrera.
También a todos los miembros del VPULab, con los que he pasado mucho tiempo
este último año. Este laboratorio es mucho más que un grupo de trabajo.
Agradecer también a mis padres, hermana y familia, por estar siempre a mi lado
y apoyarme. Las comidas familiares de los ﬁnes de semana son momentos únicos que
nunca olvidaré.
Finalmente a mis amigos. Una persona no es completa sin unos buenos amigos









1.1 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Document Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 State Of The Art 3
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Object Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.3 Individual Tracking Algorithms . . . . . . . . . . . . . . . . . . . . . . 6
2.3.1 Template Matching (TM) . . . . . . . . . . . . . . . . . . . . . 7
2.3.2 Mean-Shift (MS) . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3.3 Particle Filter-based Colour tracking (PFC) . . . . . . . . . . . 8
2.3.4 Lucas-Kanade tracking (LK) . . . . . . . . . . . . . . . . . . . 9
2.3.5 Incremental learning for robust Visual Tracking (IVT) . . . . . 9
2.3.6 Tracking Learning Detection tracking (TLD) . . . . . . . . . . 10
2.3.7 Corrected Background-Weighted Histogram tracker (CBWH) . 10
2.3.8 Scale and Orientation Adaptive Mean-Shift Tracking (SOAMST)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4.1 Fusion architectures . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4.2 Fusion levels . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4.3 Combination techniques . . . . . . . . . . . . . . . . . . . . . . 12
2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3 Evaluation Framework 17
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Single Object Video Tracking dataset - SOVTds . . . . . . . . . . . . . 17
3.3 Selection of evaluation metric . . . . . . . . . . . . . . . . . . . . . . . 21
3.3.1 Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3.2 Metrics correlation study . . . . . . . . . . . . . . . . . . . . . 25
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
ix
CONTENTS x
4 Individual trackers evaluation 27
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 Individual Tracking Algorithms . . . . . . . . . . . . . . . . . . . . . . 27
4.2.1 Template matching (TM) . . . . . . . . . . . . . . . . . . . . . 27
4.2.2 Mean-Shift (MS) . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.2.3 Particle Filter-based Colour tracking (PFC) . . . . . . . . . . . 29
4.2.4 Lucas-Kanade tracking (LK) . . . . . . . . . . . . . . . . . . . 29
4.2.5 Incremental learning for robust visual tracking (IVT) . . . . . . 30
4.2.6 Tracking learning detection tracking (TLD) . . . . . . . . . . . 31
4.2.7 Corrected Background-Weighted Histogram tracker (CBWH) . 32
4.2.8 Scale and Orientation Adaptive Mean-Shift Tracking (SOAMST)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.3 Comparative results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5 Fusion 37
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.2 Fusion Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.2.1 Mean . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.2.2 Median . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.2.3 Majority voting . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.3 Fusion results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.4 Comparative results between individual trackers and fusions . . . . . . 42
5.5 Results extracted from the the SoA fusion algoritms . . . . . . . . . . 45
5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6 Conclusions and future work 47
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Bibliography 49
List of Abbreaviations 53
Appendix 55
A Video object tracking datasets 55
A.1 SPEVI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
A.1.1 Single Face Dataset . . . . . . . . . . . . . . . . . . . . . . . . 55
A.1.2 Multiple Face Dataset . . . . . . . . . . . . . . . . . . . . . . . 55
A.2 ETISEO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
A.3 PETS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
A.3.1 PETS2000 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
A.3.2 PETS 2001 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
A.3.3 PETS 2006 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
CONTENTS xi
A.3.4 PETS 2007 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
A.3.5 PETS 2010 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
A.4 CAVIAR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
A.5 VISOR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
A.6 iLids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
A.7 Clemson dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
A.8 MIT Traﬃc Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
B Trackers and fusion results: Data tables 65
C Trackers and fusion results: Bar ﬁgures 73
C.1 Sequence Frame Detection Accuracy (SFDA) . . . . . . . . . . . . . . 73
C.2 Average Tracking Accuracy (ATA) . . . . . . . . . . . . . . . . . . . . 75
C.3 Average Tracking Error (ATE) . . . . . . . . . . . . . . . . . . . . . . 76
C.4 Overlap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
C.5 Area Under the lost track ratio Curve (AUC) . . . . . . . . . . . . . . 79
C.6 Closeness of Track (CT) . . . . . . . . . . . . . . . . . . . . . . . . . . 80
C.6.1 The closeness of the whole sequence (CTM) . . . . . . . . . . 80
C.6.2 weighted standard deviation of track closeness (CTD) . . . . . 81
C.7 Track Completeness (TC) . . . . . . . . . . . . . . . . . . . . . . . . . 83
C.8 Combined Tracking Performance Score (CoTPS) . . . . . . . . . . . . 84
D Trackers and fusion results: Comparative tables 87
D.1 Individual and fusions global scores . . . . . . . . . . . . . . . . . . . . 87
D.2 Diﬀerence global scores . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
D.3 Percentual diﬀerence global scores . . . . . . . . . . . . . . . . . . . . 91
D.4 Diﬀerence and percentual diﬀerence global scores compared with the
best individual tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
List of Figures
2.1 Video object tracker canonical system . . . . . . . . . . . . . . . . . . 5
3.1 Sample frames of the SOVTds . . . . . . . . . . . . . . . . . . . . . . . 20
4.1 SFDA result for TM tracker . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 SFDA result for MS tracker . . . . . . . . . . . . . . . . . . . . . . . . 28
4.3 SFDA result for PFC tracker . . . . . . . . . . . . . . . . . . . . . . . 29
4.4 SFDA result for LK tracker . . . . . . . . . . . . . . . . . . . . . . . . 29
4.5 SFDA result for IVT tracker . . . . . . . . . . . . . . . . . . . . . . . . 30
4.6 SFDA result for TLD tracker . . . . . . . . . . . . . . . . . . . . . . . 31
4.7 SFDA result for CBWH tracker . . . . . . . . . . . . . . . . . . . . . . 32
4.8 SFDA result for SOAMST tracker . . . . . . . . . . . . . . . . . . . . 33
4.9 L1 SFDA result for all the individual trackers . . . . . . . . . . . . . . 34
4.10 L2 SFDA result for all the individual trackers . . . . . . . . . . . . . . 34
4.11 L3 SFDA result for all the individual trackers . . . . . . . . . . . . . . 34
4.12 L4 SFDA result for all the individual trackers . . . . . . . . . . . . . . 35
5.1 Fusion Block diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.2 Fusion SFDA result of L1 . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.3 Fusion SFDA result of L2 . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.4 Fusion SFDA result of L3 . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.5 Fusion SFDA result of L4 . . . . . . . . . . . . . . . . . . . . . . . . . 41
A.1 Sample frames for the SPEVI dataset . . . . . . . . . . . . . . . . . . . 56
A.2 Sample frames for the ETISEO dataset . . . . . . . . . . . . . . . . . . 57
A.3 Sample frames for the PETS2006 dataset . . . . . . . . . . . . . . . . 58
A.4 Sample frames for the PETS2007 dataset . . . . . . . . . . . . . . . . 59
A.5 Sample frames for the PETS2010 dataset . . . . . . . . . . . . . . . . 59
A.6 Sample frames for the CAVIAR dataset . . . . . . . . . . . . . . . . . 60
A.7 Sample frames for the VISOR dataset . . . . . . . . . . . . . . . . . . 61
A.8 Sample frames for the i-LIDS dataset . . . . . . . . . . . . . . . . . . . 62
A.9 Sample frames for the CLEMSON dataset . . . . . . . . . . . . . . . . 62
A.10 Sample frames for the MIT traﬃc dataset . . . . . . . . . . . . . . . . 63
C.1 Fusion SFDA result of L1 . . . . . . . . . . . . . . . . . . . . . . . . . 73
C.2 Fusion SFDA result of L2 . . . . . . . . . . . . . . . . . . . . . . . . . 74
xii
LIST OF FIGURES xiii
C.3 Fusion SFDA result of L3 . . . . . . . . . . . . . . . . . . . . . . . . . 74
C.4 Fusion SFDA result of L4 . . . . . . . . . . . . . . . . . . . . . . . . . 74
C.5 Fusion ATA result of L1 . . . . . . . . . . . . . . . . . . . . . . . . . . 75
C.6 Fusion ATA result of L2 . . . . . . . . . . . . . . . . . . . . . . . . . . 75
C.7 Fusion ATA result of L3 . . . . . . . . . . . . . . . . . . . . . . . . . . 75
C.8 Fusion ATA result of L4 . . . . . . . . . . . . . . . . . . . . . . . . . . 76
C.9 Fusion ATEinv result of L1 . . . . . . . . . . . . . . . . . . . . . . . . 76
C.10 Fusion ATEinv result of L2 . . . . . . . . . . . . . . . . . . . . . . . . 76
C.11 Fusion ATEinv result of L3 . . . . . . . . . . . . . . . . . . . . . . . . 77
C.12 Fusion ATEinv result of L4 . . . . . . . . . . . . . . . . . . . . . . . . 77
C.13 Fusion PixelOverlap result of L1 . . . . . . . . . . . . . . . . . . . . . 77
C.14 Fusion PixelOverlap result of L2 . . . . . . . . . . . . . . . . . . . . . 78
C.15 Fusion PixelOverlap result of L3 . . . . . . . . . . . . . . . . . . . . . 78
C.16 Fusion PixelOverlap result of L4 . . . . . . . . . . . . . . . . . . . . . 78
C.17 Fusion AUCinv result of L1 . . . . . . . . . . . . . . . . . . . . . . . . 79
C.18 Fusion AUCinv result of L2 . . . . . . . . . . . . . . . . . . . . . . . . 79
C.19 Fusion AUCinv result of L3 . . . . . . . . . . . . . . . . . . . . . . . . 79
C.20 Fusion AUCinv result of L4 . . . . . . . . . . . . . . . . . . . . . . . . 80
C.21 Fusion CTM result of L1 . . . . . . . . . . . . . . . . . . . . . . . . . 80
C.22 Fusion CTM result of L2 . . . . . . . . . . . . . . . . . . . . . . . . . 80
C.23 Fusion CTM result of L3 . . . . . . . . . . . . . . . . . . . . . . . . . 81
C.24 Fusion CTM result of L4 . . . . . . . . . . . . . . . . . . . . . . . . . 81
C.25 Fusion CTD result of L1 . . . . . . . . . . . . . . . . . . . . . . . . . 81
C.26 Fusion CTD result of L2 . . . . . . . . . . . . . . . . . . . . . . . . . 82
C.27 Fusion CTD result of L3 . . . . . . . . . . . . . . . . . . . . . . . . . 82
C.28 Fusion CTD result of L4 . . . . . . . . . . . . . . . . . . . . . . . . . 82
C.29 Fusion TC result of L1 . . . . . . . . . . . . . . . . . . . . . . . . . . 83
C.30 Fusion TC result of L2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
C.31 Fusion TC result of L3 . . . . . . . . . . . . . . . . . . . . . . . . . . 83
C.32 Fusion TC result of L4 . . . . . . . . . . . . . . . . . . . . . . . . . . 84
C.33 Fusion CoTPSinv result of L1 . . . . . . . . . . . . . . . . . . . . . . 84
C.34 Fusion CoTPSinv result of L2 . . . . . . . . . . . . . . . . . . . . . . 84
C.35 Fusion CoTPSinv result of L3 . . . . . . . . . . . . . . . . . . . . . . 85
C.36 Fusion CoTPSinv result of L4 . . . . . . . . . . . . . . . . . . . . . . 85
List of Tables
3.1 Complexity factors for the video tracking dataset . . . . . . . . . . . . 19
3.2 Correlation between metrics . . . . . . . . . . . . . . . . . . . . . . . . 26
5.1 global SFDA scores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.2 Diﬀerence (percentaje) SFDA global score between fusion trackers and
individual algorithms trackers . . . . . . . . . . . . . . . . . . . . . . . 43
5.3 Percentual diﬀerence (percentage) SFDA global score between fusion
trackers and individual algorithms trackers . . . . . . . . . . . . . . . . 43
5.4 Diﬀerence (percentaje) global score between fusion trackers and best
individual algorithms trackers . . . . . . . . . . . . . . . . . . . . . . . 44
5.5 Percentual diﬀerence (percentaje) global score between fusion trackers
and best individual algorithms trackers . . . . . . . . . . . . . . . . . . 44
B.1 Results for TM tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
B.2 Results for MS tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
B.3 Results for PFC tracker . . . . . . . . . . . . . . . . . . . . . . . . . . 66
B.4 Results for LK tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
B.5 Results for IVT tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
B.6 Results for TLD tracker . . . . . . . . . . . . . . . . . . . . . . . . . . 67
B.7 Results for CBWH tracker . . . . . . . . . . . . . . . . . . . . . . . . . 68
B.8 Results for SOAMST tracker . . . . . . . . . . . . . . . . . . . . . . . 68
B.9 Results for ≥1 (OR) fusion . . . . . . . . . . . . . . . . . . . . . . . . 68
B.10 Results for ≥2 fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
B.11 Results for ≥3 fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
B.12 Results for ≥4 fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
B.13 Results for ≥5 fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
B.14 Results for ≥6 fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
B.15 Results for ≥7 fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
B.16 Results for ≥8 fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
B.17 Results for ≥9 fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
B.18 Results for ≥10 fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
D.1 Individual global scores . . . . . . . . . . . . . . . . . . . . . . . . . . 87
D.2 Fusion global scores . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
xiv
LIST OF TABLES xv
D.3 Diﬀerence (percentaje) SFDA global score between fusion trackers and
individual algorithms trackers . . . . . . . . . . . . . . . . . . . . . . . 88
D.4 Diﬀerence (percentaje) ATA global score between fusion trackers and
individual algorithms trackers . . . . . . . . . . . . . . . . . . . . . . . 89
D.5 Diﬀerence (percentaje) ATEinv global score between fusion trackers
and individual algorithms trackers . . . . . . . . . . . . . . . . . . . . 89
D.6 Diﬀerence (percentaje) AUCinv global score between fusion trackers
and individual algorithms trackers . . . . . . . . . . . . . . . . . . . . 89
D.7 Diﬀerence (percentaje) PixelOV global score between fusion trackers
and individual algorithms trackers . . . . . . . . . . . . . . . . . . . . 90
D.8 Diﬀerence (percentaje) CTM global score between fusion trackers and
individual algorithms trackers . . . . . . . . . . . . . . . . . . . . . . . 90
D.9 Diﬀerence (percentaje) CTD global score between fusion trackers and
individual algorithms trackers . . . . . . . . . . . . . . . . . . . . . . . 90
D.10 Diﬀerence (percentaje) TC global score between fusion trackers and
individual algorithms trackers . . . . . . . . . . . . . . . . . . . . . . . 91
D.11 Diﬀerence (percentaje) CoTPS global score between fusion trackers and
individual algorithms trackers . . . . . . . . . . . . . . . . . . . . . . . 91
D.12 Percentual diﬀerence (percentage) SFDA global score between fusion
trackers and individual algorithms trackers . . . . . . . . . . . . . . . . 92
D.13 Percentual diﬀerence (percentaje) ATA global score between fusion
trackers and individual algorithms trackers . . . . . . . . . . . . . . . . 92
D.14 Percentual diﬀerence (percentaje) ATEinv global score between fusion
trackers and individual algorithms trackers . . . . . . . . . . . . . . . . 92
D.15 Percentual diﬀerence (percentaje) AUCinv global score between fusion
trackers and individual algorithms trackers . . . . . . . . . . . . . . . . 93
D.16 Percentual diﬀerence (percentaje) PixelOV global score between fusion
trackers and individual algorithms trackers . . . . . . . . . . . . . . . . 93
D.17 Percentual diﬀerence (percentaje) CTM global score between fusion
trackers and individual algorithms trackers . . . . . . . . . . . . . . . . 93
D.18 Percentual diﬀerence (percentaje) CTD global score between fusion
trackers and individual algorithms trackers . . . . . . . . . . . . . . . . 94
D.19 Percentual diﬀerence (percentaje) TC global score between fusion track-
ers and individual algorithms trackers . . . . . . . . . . . . . . . . . . 94
D.20 Percentual diﬀerence (percentaje) CoTPS global score between fusion
trackers and individual algorithms trackers . . . . . . . . . . . . . . . . 94
D.21 Diﬀerence (percentaje) global score between fusion trackers and best
individual algorithms trackers . . . . . . . . . . . . . . . . . . . . . . . 95
D.22 Percentual diﬀerence (percentaje) global score between fusion trackers




Computer vision is an important research ﬁeld that includes methods for processing
images and sequences from the real world in order to understand its content. There are
many algorithms for object tracking in the state of the art, but none of the algorithms
works correctly in all situations. Many of them, due to their design, function properly
only for speciﬁc cases. Furthermore, there is no common evaluation framework, so
most of the authors usually evaluate their algorithms to their own criteria.
Taking into account the current situation with respect to object tracking, there
are two main motivations of this Master Thesis: The ﬁrst one is to approach the
evaluation of video object trackers in a methodological way, as it is a main aspect
to evaluate and improve the results; the second one is the study of how to improve
object tracking results.
The evaluation in the state of the art is performed in a relatively individualistic
way, even though there are eﬀorts trying to unify it[1]. The results are good only in
speciﬁc cases. As each traker works well depending on the scenario and problem, the
fusion of multiple tracking algorithms can help to solve this problem.
1.1 Objectives
The ﬁnal objective of this work is to create a fusion system which improves the
performance of several single target object trackers, within a methodological and rig-
orous evaluation framework. Therefore, the work is divided in three main objectives.
Firstly, an evaluation framework will be proposed. Secondly, some individual video
object tracking algoritms, extracted from the state of the art, will be evaluated within
the previously mentioned framework. Finally, some fusion methods will be tested with
the aim of improving the individual tracker results.
1
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1.2 Document Structure
The structure of the document is as follows:
• Chapter 1. This chapter introduces the work and presents the motivation and
the objectives of the Master Thesis.
• Chapter 2. This chapter presents an overview of the literature related to the
work presented in this Master Thesis.
• Chapter 3. This chapter presents both the used content set and the considered
metrics for the evaluation of each tracker.
• Chapter 4. This chapter presents an individual evaluation of each one of the
basic trackers.
• Chapter 5. This chapter presents the diﬀerent fusion methods and their evalu-
ation results.
• Chapter 6. This chapter summarizes the main achievements of the work, dis-
cusses the obtained results and provides suggestions for future work.
At the end, four appendices list further details. Appendix A presents some public
available state of the art tracking datasets. Appendices B, C and D present the
individual trackers and fusion methods results, for each one of the metrics: appendix B
presents tables with the obtained scores, appendix C presents bar ﬁgures to facilitate
comparison between diﬀerent trackers and fusions, and ﬁnally appendix D shows
comparative tables between the scores obtained for the individual trackers and for
the fusion methods.
Chapter 2
State Of The Art
2.1 Introduction
This chapter gives an overview of previous work that has been done in the scope of
the study presented in this Master Thesis. In the next sections, we describe the areas
of object tracking (section 2.2), tracking algorithms(section 2.3) and fusion (section
2.4).
2.2 Object Tracking
Computer Vision is a ﬁeld whose goal is to automate the processing of images to
understand its content. Computer Vision tries to imitate the human vision system in
which the brain processes images captured by the eyes. The data may have diﬀerent
formats such as video sequences, diﬀerent views from multiple cameras or multi-
dimensional data provided by medical scanners. This information is used to solve
speciﬁc tasks or to understand what happens in the scene. Object tracking is one of
the most important tasks in computer vision.
Video object tracking is the process of locating (or estimating) one or more moving
objects of interest over time using sequences acquired by one or more cameras. In [2],
the problem is deﬁned as the task of following one or more objects in a scene, from
their ﬁrst appearance to their exit. In its simplest form, tracking can be deﬁned[3] as
the problem of estimating the trajectory of an object in the image plane as it moves
around a scene. A tracker assigns labels to the tracked objects in the diﬀerent frames
of a video. Since the amount of data to be processed is very large, object tracking is
a task of great complexity and great time consumption.
An object may be anything of interest within the scene that can be detected, and
3
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depends on the requirements of the application. In a real tracking situation, both
background and tracked object(s) are allowed to vary, what diﬃcults the tracking
task. A set of constraints can be put to make this problem solvable. The more the
constraints, the problem is easier to solve. Some of the constraints that are generally
imposed during object tracking are[2]:
• Object motion is smooth with no abrupt changes
• There are no sudden changes in the background
• Changes in the appearance of the object are gradual
• Fixed camera scenarios
• Limited number and size of objects
• Limited amount of occlusions
Video tracking algorithms basically aim at identifying the candidate position (pixel
coordinates) within a video frame where a target model is most likely to be present.
The tracker objective is to model the relation between the tracked object and its
corresponding pixel values of a set of frames. The target is usually a predeﬁned region
of interest (e.g., rectangle, circle, ellipse) either automatically or semi-automatically
delimited within a given image.
A video tracker can be decomposed in ﬁve main logical components[4]:
• Feature extraction: The deﬁnition of a method to extract relevant information
from an image area where the target object is placed. This method can be based
on colour, gradient, motion, etc.
• Target representation: The deﬁnition of a representation for encoding the ap-
pearance of a target, deﬁning the object characteristics.
• Localisation: The deﬁnition of a method to propagate the state of the target
over time. The infomation used in this step is extracted from the two previous
logical components.
• Track management: The deﬁnition of a strategy to take into account target
appearing and disappearing from the image plane.
• Meta-data extraction: The extraction of meta-data (e.g. video annotation,
scene understanding and behaviour recognition) to be used by the video appli-
cation.
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Figure 2.1: Video object tracker canonical system[4]
These logical components form the canonical system of video object trackers. Figure
2.1, extracted from [4], shows this canonical system.
Multi-tracking algorithms[5][6][7][8] have the same underlying principles as de-
scribed above, although they support several simultaneous targets within the same
video sequence. Thanks to the rise of surveillance systems and the increase in
their complexity, there has been an increased interest in the problem of multi-target
tracking[4][9][10]. The main diﬀerence between mono-target and multi-target tracking
lies in the state-space model used. In a single target tracking algorithm, the state of
only one target is modelled, and detections from other targets are assumed to be false
alarms. Multiple target tracking algorithms consider simultaneously the existence of
more than one target in its association process.
The goal of a multicamera tracking system [11][12][13][14] is to establish the cor-
respondence between observations of objects through diﬀerent cameras. To estimate
the trajectory of moving objects from one place to another in the camera network, the
cameras share diﬀerent types of data such as objective measures (position, speed, size,
...), the target state, the estimated uncertainty (covariance matrices) and other de-
rived measures. To eﬀectively utilize this information, each camera must consider the
others. Such environments can solve some of the problems encountered in monocam-
era environments, such as occlusions. Nevertheless, the use of multicamera systems
presents new problems as obtaining the correct association of detections between
cameras or the removal of redundant information. The multicamera trackers can be
classiﬁed into three main groups [15], depending on the communication between the
sensors: centralized, decentralized and distributed.
The centralized tracking is performed on a single node that receives data from each
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camera in the network. Although the centralized approaches can be used directly from
camera trackers in the fused data, the presence of a single global fusion center often
cause high data transfer rates and poor scalability and energy eﬃciency.
In decentralized tracking, the cameras are grouped into clusters and each node
(e.g., camera) communicates with their local fusion centers. The communication
overhead is reduced by limiting the communication within each cluster and among
fusion centers. The characteristics of the objects are extracted in each camera view,
and then are sent to the multi-tracking local fusion center. Finally, fusion centers
communicate with each other through the network. The fusion centers are network
nodes that collect data from the cameras within a cluster. The use of fusion centers
favors scalability and reduces total communication load.
To further increase the scalability and to reduce the cost of communication, the
distributed tracking functions without local fusion centers. The estimations gener-
ated in a camera are transmitted only to its immediate neighbors. The estimations
received are used to reﬁne the estimations of the next camera and these estimations
are reﬁned and transmitted to the rest of its neighbors. This process is completed
after a predeﬁned number of steps, after visiting all cameras, or when the uncertainty
has decreased below a desired value.
In general, other sensors can be taken into account to help the analysis of the
video with additional information (depth, audio location, etc.). These sensors allow
to use information that can not be achieved with conventional video cameras, what
can improve the performance of the analysis. Despite this, the new sensors may have
additional restrictions that must be taken into account, such as maximum distance
of sensitivity exhibited by some depth sensors.
In practice, the results of the diﬀerent stages of analysis are interconnected (for
example, an erroneous foreground/background segmentation signiﬁcantly complicates
tracking objects). This has led to the development of techniques using the results of
the steps of high-level analysis to improve the results obtained in low-level stages[16].
2.3 Individual Tracking Algorithms1
There are multiple tracking algorithms in the state of the art. The following subsec-
tions describe the trackers used in this Master Thesis: Template Matching (TM)[18][19],
Mean-Shift (MS)[20], Particle Filter-based Colour tracking (PFC)[21], Lucas-Kanade
tracking (LK)[22], Incremental learning for robust Visual Tracking (IVT) [23], Track-
ing Learning Detection tracking (TLD)[24], Corrected Background Weighted His-
1 Some algorithm descriptions have been extracted (or edited) from [17].
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togram tracker (CBWH) [25] and Scale and Orientation Adaptive Mean-Shift Track-
ing (SOAMST) [26]. The ﬁrst four tracking algorithms have been chosen because
they are classical and general tracking systems. The last four have been chosen be-
cause they are modern trackers with contrasted and remarkable results. Below is a
summary describing each of them.
2.3.1 Template Matching (TM)
This single-target tracking algorithm[18][19] represents the target model by the subim-
age corresponding to the given rectangular region of interest to be tracked. The target
model (template) is then searched over the current video frame by applying a con-
volution process in which the target model is the convolution mask. The candidate
position is the location within the current frame with the largest convolution value.
The convolution process can be replaced by other types of sum-comparing metrics,
such as the sum of absolute diﬀerences (SAD), sum of square diﬀerences (SSD) and
cross-correlation. Due to its inherent simplicity, this algorithm can be directly im-
plemented in hardware or by taking advantage of vector machine code instruction
sets (MMX, SSE, . . . ), hence making it suitable for real time processing. Its main
drawback is its only invariance to translation changes of the target model, which can
be the case for targets moving relatively slowly between consecutive frames. Notwith-
standing, due to its extremely high computational eﬃciency, several templates can be
generated by applying small rotations and scale changes to the original target model.
The algorithm can then be applied to the diﬀerent templates, ﬁnding out the one
that yields the best matching with the current frame. Similarly, in order to cope with
occlusions, the original target model can be partitioned into several templates that
can then be independently matched with the current frame.
This tracking algorithm presents very good results in low complexity videos, spe-
cially where there are not appearance changes in the tracked target. If there are scale
changes, rotations,similar objects or strong illumination changes, this algorithm fails.
2.3.2 Mean-Shift (MS)
This single-target tracking algorithm[20] represents the target model by the colour
histogram of all pixels belonging to the given elliptical region of interest to be tracked.
That histogram is computed in such a way that pixels close to the target center have
a larger weight than those away from it according to the Epanechnikov kernel func-
tion. This weighting is done in order to lower the inﬂuence of pixels close to the
boundaries of the region of interest, which are assumed to be less conﬁdent that those
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close to the centre. The candidate position within the current video frame is the one
that maximizes the Bhattacharyya distance between its associated colour histogram,
which is computed in the same manner as the histogram of the target model, and
the latter. That candidate position is found by iterating from the previously known
target position until convergence by applying the mean-shift procedure to an image
of weights. The larger the weight corresponding to a certain image position the larger
the similarity between the colour histograms associated with both that position and
the previously known target position. The algorithm can adapt to scale changes
by slightly modifying the width of the Epanechnikov kernel function, thus slightly
changing the area of the eﬀective image region over which all histograms are com-
puted. Three widths are considered: the previous width without changes and after
both increasing it and decreasing it by 10%. The width that yields the maximum
Bhattacharyya distance for the ﬁnal candidate position is the one that denotes the
change of scale. A simple variation of the algorithm described above, referred to as
background-weighted histogram (BWH), aims at reducing the interference of back-
ground pixels in the tracking process by taking into to account the colour histogram
of the background surrounding the target model in order to modulate the colour his-
tograms associated with the target model and the candidate positions. In particular,
when a bin from the background histogram has a signiﬁcant value, the corresponding
bins for the target model and the candidate positions are given a low weight. The
background histogram is computed in a region three times bigger than the area of the
target model.
This algorithm works well in situations where color is a distinguishing feature of
the tracked object. In sequences where there are objects with similar appearance,
this algorithm usually loses the tracked object.
2.3.3 Particle Filter-based Colour tracking (PFC)
Similarly to the colour-based mean shift tracker summarized above, this single-target
tracking algorithm[21] represents the target model by the colour histogram of all pix-
els belonging to the given elliptical region of interest to be tracked. That histogram
is also computed in such a way that pixels close to the target's centre have a larger
weight than those away from it according to the Epanechnikov kernel function. How-
ever, diﬀerently to the mean shift tracker, the candidate position of the target model
in the current video frame is found as a weighted average of alternative candidate
positions, each referred to as a particle. Every particle is represented by the position,
size and the corresponding ﬁrst derivatives of a 2D ellipse. The weight associated
with each particle is computed according to the Bhattacharyya distance between the
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colour histograms of both the target model and the ellipse corresponding to that
particle, such that the larger the distance, the larger the weight. Every particle iter-
atively evolves at every time step by changing its position and size according to its
corresponding ﬁrst derivatives plus a random oﬀset following a zero-mean Gaussian
distribution. The derivatives are also changed by applying a random oﬀset. Initially,
all particles can be randomly distributed over the video frame in order to cover re-
gions where the target is expected to appear or where an object detection algorithm
determines. The iterative algorithm stops when the candidate position converges.
This tracker performs better in complex sequences due to the way in which the
various possible positions are considered. Therefore, this is one of the most used
trackers from the state of the art.
2.3.4 Lucas-Kanade tracking (LK)
This single-target tracking algorithm[22] can be considered to be a generalization of
the above template matching algorithm that allows for small aﬃne transformations
(translation, rotation, scaling, shear mapping, etc.) of the target model. In particular,
the target model is represented by the subimage corresponding to the given rectan-
gular region of interest to be tracked. The target model (template) is then searched
over the current video frame by ﬁnding the parameters of the aﬃne transformation
that best aligns the transformed image with the target model. That search is cast as
a minimization problem that is iteratively solved by applying gradient descent, start-
ing with an initial estimation of the sought parameters. Since the variation between
consecutive video frames is usually small, this initial estimation can simply be the
values of the parameters corresponding to the target model in the previous frame or
zeroes for the ﬁrst frame.
In sequences where there are slow appearance changes, this tracker works better
than the others. Despite this, this tracker presents diﬃculties in many of the problems
that a tracker can face: complex movements, illumination changes, occlusions, etc.
2.3.5 Incremental learning for robust Visual Tracking (IVT)
This single-tracking algorithm[23] incrementally learns a low dimensional eigenbasis
representation, adapting online to changes in the appearance of the target. The model
update, based on incremental algorithms for principal component analysis, includes
two features: a method for updating the sample mean, and a forgetting factor to
ensure less modelling power is expended ﬁtting older observations. The incremental
eigenbasis learning approach exploits the local linearity of appearance manifold for
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matching targets in consecutive frames. Whereas most algorithms operate on the
premise that the object appearance or ambient environment lighting conditions do
not change as time progresses, this algorithm adapts the model representation to
reﬂect appearance variation of the target, thereby facilitating the tracking task. In
contrast to the existing incremental subspace methods, the eigenbasis method updates
the mean and eigenbasis, and thereby learns to model the appearance of the target
being tracked. This tracker occasionally drifts from the target object. With the help
of particle ﬁlters, the tracker often recovers from drifts in the next few frames when a
new set of samples is drawn. For speciﬁc applications, better mechanisms to handle
drifts could enhance robustness of the algorithm.
This tracking algorithm works well when the model learned is updated correctly.
In cases where the appearance change is not linear (i.e. very fast), the target can get
lost. Once the object is lost, the particle ﬁlter can not recover the object due to the
previous appearance changes.
2.3.6 Tracking Learning Detection tracking (TLD)
This single-target long term tracking algorithm[24] can be seen as a combination
of tracking and detection. The tracking component estimates the object motion
between consecutive frames under the assumption that the frame to frame motion
is limited and the object is visible. The tracker is likely to fail and never recover if
the object moves out of the camera view. Detector treats every frame as independent
and performs full scanning of the image to localize all appearances that have been
observed and learned in the past. As any other detector, the detector makes two types
of errors: false positives and false negatives. Learning observes performance of both,
tracker and detector, estimates detector's errors and generates training examples to
avoid these errors in the future. The learning component assumes that both the
tracker and the detector can fail. The key idea of the learning is that the detector
errors can be identiﬁed and corrected.
This tracker works well when the object tracking is done correctly in the ﬁrst
frames: the longer the object is correctly followed in the ﬁrst frames, the better the
learning. In the cases where tracking drift occurs during the ﬁrst frames, the learned
model is incorrect and the performance of the tracker is bad.
2.3.7 Corrected Background-Weighted Histogram tracker (CBWH)
This single-target tracking algorithm[25] is a variation of the original colour-based
mean-shift technique [20] that modiﬁes the stage that reduces the interference of
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background pixels, originally referred to as background-weighted histogram (BWH).
In particular, the proposed algorithm, referred to as corrected background-weighted
histogram (CBWH) only transforms the histogram of the target model, but not
the histograms of the candidate positions, thus decreasing the probability of tar-
get model features that are prominent in the background. Experimental results show
that CBWH can reduce the number of mean-shift iterations, as well as improve the
tracking accuracy. One of its main advantages is that it reduces the sensitivity of
mean-shift tracking to the target initialization. Therefore, CBWH can robustly track
the target even if it is not initialized precisely.
In sequences in which the algorithm CBWH is able to correctly diﬀerentiate the
background and the object, the algorithm will present good results. In the cases
where there are similar objects near the tracked object, the algorithm has diﬃculties.
2.3.8 Scale and Orientation Adaptive Mean-Shift Tracking (SOAMST)
This single-target tracking algorithm[26] is a variation of the original colour-based
mean-shift technique [20] that is able to update the scale and orientation of the target
model during the tracking process. The original mean-shift tracker only supports
discrete changes in the scale of the target model. In the proposed variation, the
image of weights generated by the original mean-shift tracker, in which a pixel has a
large weight if the colour histogram associated with that candidate position is similar
to the histogram of the target model, is utilized to estimate the area and orientation of
the target. In particular, the zero-th-order moment of the image of weights is utilized
to estimate the area of the target model, and hence its scale, whereas the width,
height and orientation changes of the target are estimated using the area estimated
before, as well as the second-order centre moment of the image of weights.
This algorithm has the advantages of the Mean Shift approach, adding support
scale and orientation changes. Despite this, the added features can cause some Mean
Shift tracking errors that were not produced in the original algorithm.
2.4 Fusion
Multiply and as much independent as possible sources of information are commonly
used in signal processing to improve the result of an algorithm. Using multiple in-
dependent features usually improves the performance and the robustness of a video
tracker. The fusion strategies (for video object tracking) can be classiﬁed in two diﬀer-
ent architectures[27][4], parallel and sequential, and in two main levels[4], tracker-level
fusion and measurement level fusion.
CHAPTER 2. STATE OF THE ART 12
2.4.1 Fusion architectures
In the parallel architecture, each tracker is executed independently and the result
of the fusion is the most conﬁdent tracker or the best combination of trackers. In
the sequential or cascade architecture, trackers are evaluated sequentially: if the ﬁrst
tracker returns a high conﬁdence2, its result is chosen as the fusion result; otherwise,
the next tracker is evaluated and the process applied is repeated.
2.4.2 Fusion levels
Fusion at tracker level models single-feature tracking algorithms as black boxes. The
video tracking fusion problem is redeﬁned by modeling the interaction between out-
puts of each tracker, which can run in parallel or in cascade (sequentially). Fu-
sion can use classical combination techniques (average, maximum, minimum, me-
dian,. . . )[28], combine the resulting Probability Density Function (PDF) of each
algorithm[29], consider variable weights for the algorithms[29][30], use a probabilistic
approach[31][32], add a later prediction stage[33], combine the resulting bounding box
of each tracker[34][32] or combine results at pixel (segmentation) level[16]. For the
fusion of multiple features at measurement level, the measurements are combined in-
ternally by the tracking algorithm. Measurement level fusion can take place with a va-
riety of mechanisms, such as using Bayesian methods[35][36], particle ﬁltering[37][23],
estimating mutual information[38] or calculating correlation[39].
2.4.3 Combination techniques
There are many classical combination techniques that can be applied to object track-
ing, as those described in [28], where a detailed study of several possible combinations
is presented. Although this reference is not focused on tracking objects, many of the
combinations presented can be applied to it. The main classic combination tech-
niques presented are majority vote, weighted majority vote, naive bayes combination,
multinomial methods and other approximations such as those mentioned previously
(mean, median, ...). For each of these techniques a detailed analysis is presented .
Using variable weights for the algorithms is a common technique used in object
tracking. In [29], the trackers are considered as black boxes and the combination uses
only the trackers output, which may be modiﬁed before their propagation to the next
time step (feedback). A probabilistic framework is proposed for combining multiple
synchronous trackers, where each separate tracker outputs a PDF of the tracked state.
In the approach presented in [30], the ensemble of weak classiﬁers is combined into
2This conﬁdence measure must be given by the tracker
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a strong classiﬁer using AdaBoost. The strong classiﬁer is then used to label pixels
in the next frame, giving a conﬁdence map. Pixels can belong to the object or to
the background. The peak of the map, calculated via Mean Shift, is the place where
the object is suposed to be. In the update state, the algorithm keeps the best weak
classiﬁers (updating their weights) and adds new classiﬁers.
A probabilistic approach is used in[31] to infer the most likely object position and
the accuracy of each tracker. A testing sample is chosen to be the new object position
if it has maximum probability and if it belongs to a positive sample. In each iteration,
the target appearance model is updated with an on-line learning method. This method
tries to avoid the tracking drift problem (a gradual adaption of the tracker to the
background instead of to the target). In the case of [32], a crowdsourcing tracking
method is proposed to infer simultaneously the ground truth bounding box of the
tracked object and the conﬁdence for each tracker. Then, a particle ﬁlter technique
is used to approximate the a-posteriori density.
A classiﬁcation technique is used in [33] to detect tracking errors. Only the tracker
results classiﬁed as correct are fused. An aditional prediction stage is added to the
system with a Kalman ﬁlter.
As the previous works presented, [34] uses only information from the output of each
considered tracker. In this case, the information used is obtained from the bounding
boxes generated by each one of the trackers. A Gaussian Model is formulated for
the center and for the vertical and horizontal information of the bounding box. The
resulting bounding box is obtained selecting the tracker with the maximum conﬁdence
after combining the information of all the trackers.
Another perspective to address the tracking fusion problem is to consider it at
pixel level, as reported in [16]. The main idea is to transform the diﬀerent trackers
outputs as motion inliers, bounding boxes or speciﬁc target image features to a unique
representation, on which the fusion step will be applied. This combination is done at
pixel level, generating a ﬁnal segmentation obtained by combining information from
all the trackers. The tracked object position is estimated using this segmentation.
For the measurement level fusions, the approach presented in [37] is based on
the use of a particle ﬁlter. This multi-feature fusion model combines color and edge
orientation by a stoschastic fusion scheme. Observation models are statistical mod-
els describing occurrences of features. The color feature is based on a HSV color
histogram, used to compute the likelihood of color. The edge orientation feature is
obtaied convolving the grayscale intensity images with Sobel masks. Another use of
Particle Filters is presented in [23], proposing a method that incrementally learns a
low-dimensional subspace representation of the appearance of the object: the learning
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algoritm draws particles in a motion parameter space and predicts the best location
of the tracked object unsing information from the appearance model.
Another example of measurement level fusion is the work presented in [35]. This
work focuses on achieving robustness against appearance and motion changes. To
achieve it, the observation model is decomposed into multiple simpler observation
models generated by Sparse Principal Component Analysis (SPCA). Each one of the
generated models covers a speciﬁc appearance of the object. The motion model is also
represented with a combination of multiple basic motion models. In [36], the work
presented in [35] is continued and improved. This improvement is based on searching
for the trackers which work correctly in each frame. This combination technique is
called visual tracker sampler. This method obtains multiple samples of the trackers
using the Markov Chain Monte Carlo method. After each Markov Chain is modeleld,
they run in parallel and produce samples of the states to estimate each decomposed a-
posteriori probability. When the chains are in the interacting mode, they comunicate
with the others and leap to better states of the target. During the sampling process,
the number of Markov Chains changes by either increasing or decreasing the number
of considered trackers.
[38]and[39] are not object tracking fusion works, but their ideas may be applied to
this research ﬁeld. The main idea presented for combining independent data sources
is to use the correlation obtained between each pair of information sources, so that the
ﬁnal decision is the combination of information sources that have higher correlation.
This method eliminates the need for supervised annotations or feedback. In [38], the
used agreement measure is the Kendall τ , while in [39]the similarity measure proposed
to use is the clasical correlation metric between two signals, taking advantage of its
simplicity and computational eﬃciency.
2.5 Conclusions
There are multiple types of video object tracking systems: multicamera, multi-target,
monocamera, multisensor, etc. The presented work is only centered in single-tracking
monocamera algorithms. These are the simplest algorithms on which the other more
complex cases can be designed.
Each tracking algorithm has its advantages and disadvantages, depending on the
environment in which it runs. In chapter 4, the eigth individual algoritms described
in this chapter will be evaluated. The chapter will present the results and verify
constraints and performance of each of them.
Due to the speciﬁcity of the algorithms, the fusion of trackers is an interesting
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aspect to consider, in order to obtain the generality absent in individual algorithms. In
this chapter, we have presented some of the state of the art fusion methods. Chapter





The evaluation of object tracking algorithms is necessary to validate its correctness
and robustness. This chapter presents the content set and the metrics considered
for the develoment of this Master Thesis. The content set used was created by the
VPULab trying to independently address the diﬀerent problems that a tracker can
face. After that, a set of metrics, obtained from the state of the art, is presented.
Additionally, appendix 3.3.2 presents a study of the correlation between the diﬀerent
metrics considered in this chapter.
3.2 Single Object Video Tracking dataset - SOVTds1
For video object tracking, the SOVTds was created by the VPULab focused on the
main problems that aﬀect video object tracking in surveillance videos. Moreover, a
description of publicly available datasets is also provided in the appendix A.
The selection of the test scenarios is one of the most important steps when de-
veloping an evaluation protocol. Each issue has to be represented in the dataset
for achieving a correct understanding of the capabilities of the tracking algorithm.
Moreover, diﬀerent levels of complexity have to be covered in the test data. Hence,
this dataset was designed[17]with four complexity levels including both real and syn-
thetic sequences. The addressed problems and the modeled situations are described
as follows.
1This section has been edited from [17].
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3.2.0.1 Selected tracking problems
Several problems have to be taken into account that corresponds to real-world sit-
uations. In the SOVT dataset, the following tracking-related problems have been
modeled:
1. Complex (fast) motion: the target changes its trajectory unexpectedly or in-
creases its speed abruptly; the tracker might lose the target if it exceeds the
search area.
2. Gradual (and global) illumination changes: in long sequences, the illumination
might change due to weather conditions, time passing, etc. In this case, the
target model might become outdated making harder the tracking task.
3. Abrupt (and local) illumination changes: as the target moves, it can enter in
areas with diﬀerent illumination. Hence, the tracker might be confused and lose
the target.
4. Noise: it appears as random variations over the values of the image pixels and
can signiﬁcantly degrade the quality of the extracted features for the target
model.
5. Occlusion: it is deﬁned when an object moves between the camera and the
target. It can be partial or total if, respectively, a region or the whole target is
not visible.
3.2.0.2 Complexity factors
In table 3.1, the criteria for deﬁning the complexity factors of the test sequences are
described.
3.2.0.3 Modeled situations
As a tracker can operate in diﬀerent conditions in which the same problem appears,
the sequences are organized into four situations ranging from completely controlled
(e.g., synthetic sequences) to uncontrolled (e.g., real-world sequences). Moreover, the
complexity of the tracking problems is estimated for each sequence of the situations.
The complexity-level sequences sets are:
1. Synthetic sequences set (S1): it is composed of synthetic sequences that provide
controlled testing conditions allowing to isolate each problem. They consist on
a moving ellipse in a black background that can contain squares of the same or
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Problem Criteria (factors)
Complex Movement The target changes its speed (pixels/frame) abruptly
in consecutive frames
Gradual Illumination The average intensity of an area changes gradually
with time until a maximum intensity diﬀerence is
reached
Abrupt Illumination The average intensity of an area changes abruptly with
respect to its surroundings (maximum intensity
diﬀerence)
Noise It includes natural (snow) or white Gaussian noise
which is manually added with varying deviation value
Occlusion Objects in the scene occlude a percentage of the target
Scale Changes The target changes its size with a maximum relative
change regarding its original size
Similar Objects An object with similar color to the target appears in
the neighborhood of the target
Table 3.1: Complexity factors for the video tracking dataset
diﬀerent color (acting as, respectively, similar or occlude objects). The created
sequences to model all the selected problems have ﬁve degrees of complexity
for each one. In total, 35 sequences were generated with around 3500 frames.
Sample frames are shown in the ﬁrst row of ﬁgure 3.1.
2. Laboratory sequences set (S2): it provides a natural extension of the S1 situation
by representing real test data in a laboratory setup under controlled conditions.
An object with a simple color pattern was used for generating such data. These
sequences have been recorded to model all the selected problems with three
complexity levels for each one. For some problems (complex movement, occlu-
sion, scale changes and similar object problems), the sequences were recorded
using the test object, whereas for the other ones (noise, gradual and abrupt il-
lumination changes), a single sequence was recorded without any problems and
then they were artiﬁcially included. In total, 21 sequences were generated with
around 6500 frames. Sample frames are shown in the second row of Figure 3.1.
3. Simple real sequences set (S3): it includes data from previously existing datasets
that have been captured in non-controlled conditions. Clips have been extracted
from the original sequences that contain isolated tracking problems. As each
target has diﬀerent characteristics [4], the sequences have been grouped into
three target-dependent categories: cars (from MIT Traﬃc [40] and Karlsruhe
[41] datasets), faces (from TRECVID2009 [42], CLEMSON[43] and VISOR [44]
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Figure 3.1: Sample frames for the situations of the proposed dataset (from top row
to bottom row): Synthetic set (S1), Laboratory set (S2), Simple real set (S3) and
Complex real set (S4). In addition, samples of some tracking-related problems are
also presented for each column (from left to right): abrupt illumination change, noise,
occlusion, scale change and (color-based) similar objects.
datasets) and people (from TRECVID2009 [42], i-Lids [45], PETS2009 [46],
PETS2000 [46] and CAVIAR [47] datasets). For each target type and problem,
three sequences with varying complexity level were composed making a total of
53 sequences with around 8500 frames. Sample frames are shown in the third
row of Figure 3.1.
4. Complex real sequences set (S4): the last set contains the most complex se-
quences, which are clips from other datasets that include several problems.
Once the algorithms are tested for each problem individually, it is a good idea
to check the performance in more realistic (and complex) situations. Similarly
to the previous situation, we also distinguish three problems which have been
estimated and classiﬁed according the deﬁned criteria. All these sequences were
extracted from the MIT Traﬃc [40] (for cars), CLEMSON [43] (for faces) and
PETS2009 [46] (for people) datasets. In total, 15 sequences were selected with
around 4500 frames. Sample frames are shown in the fourth row of Figure 3.1.
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3.3 Selection of evaluation metric
3.3.1 Metrics2
In this section, we describe the metrics that have been used in this Master Thesis for
performance evaluation of single-object video tracking. .
In subsection 3.3.2, a metric correlation study is presented showing redundancy
between many of the metrics presented. This study, based on the results of chapter
4, justiﬁes the decision to use a single metric, namely SFDA (see section 3.3.1.1), to
compare the diﬀerent tracking approaches.
We will ﬁrst begin by introducing the common base metrics for describing complex
metrics:
• TPP : True positive, a target pixel appears both in the ground-truth annotation
and the algorithm result (per frame).
• TNP : True negative, a target pixel that appears neither in the ground-truth
annotation nor the algorithm result (per frame).
• FPP : False positive, a target pixel that appears in the algorithm result, but
not in the ground-truth annotation (per frame).
• FNP : False negative, a target pixel that appears in the ground-truth annotation
but not in the algorithm result (per frame).
3.3.1.1 Sequence Frame Detection Accuracy (SFDA)
The Sequence Frame Detection Accuracy (SFDA)[48] measure calculates in each frame
the spatial overlap between the estimated target location and the ground-truth anno-
tation. This mapping is optimized on a frame-by-frame basis. It contains information
regarding the number of objects detected, missed detections, false positives and spa-
tial overlap, providing a ratio of the spatial intersection and union between two object
locations. The total sum of data from the Frame Detection Accuracy (FDA) is then
normalized to the number of frames including ground-truth targets. Therefore, SFDA
can be seen as the average of the FDA over all the relevant frames in the sequence.




t=1 ∃(N (t)G ORN (t)D )
(3.1)
2This subsection is based and extends part of the work presented in [1]




















i denotes the i-th ground-truth object in frame t.
D
(t)





D denote the number of ground-truth objects and the number of detected
objects in frame t, respectively.
Nframes is the number of frames in the sequence.
N
(t)
mapped is the number of mapped ground truth and detected object pairs in frame t
(frame level mapping).
3.3.1.2 Average Tracking Accuracy (ATA)
The Average Tracking Accuracy (ATA)[48] is a spatiotemporal measure that penalizes
fragmentations in both the temporal and spatial dimensions while accounting for
the number of objects detected and tracked, missed objects and false positives. A
one-to-one mapping between the ground truth and the system output objects was
established by computing the measure over all of the ground truth and detected
object combinations and using an optimization strategy to maximize the overall score
for the sequence. The Sequence Track Detection Accuracy (STDA) is calculated for
ATA. STDA corresponds to the SFDA when there is a matching between ground-
truth annotation and the estimated target location. ATA ranges from 0 to 1; the
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D denote the number of ground-truth objects and the number of detected
objects in frame t, respectively.
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Nframes is the number of frames in the sequence.
Nmapped is the number of mapped ground truth and detected object pairs at the
sequence level.
3.3.1.3 Average Tracking Error (ATE)
The Average Tracking Error (ATE)[49] can be seen as a false positive rate (whereas
ATA represents the true positive rate). It provides a ROC-like curve which allows
comparing and evaluating the tracker's performance. ATE ranges from 0 to 1; the









Nframes is the number of frames in the sequence.
Nmapped is the number of mapped ground truth and detected object pairs at the
sequence level.
|Dt\Gt| is the relative complement, that is, the set of elements in Dt, but not in Gt.
3.3.1.4 Overlap
This measure[50] determines the amount of overlap between the ground-truth annota-
tions and estimated target locations. It is computed in every frame where the target
exists. Overlap ranges from 0 to 1; the higher the value, the better.
Overlap =
TPp
TPP + FPP + FNP
(3.7)
3.3.1.5 Area Under the lost track ratio Curve (AUC)
For the AUC[50] metric, a target is said to be lost when the spatial overlap between
the ground-truth and the estimated target is smaller than a threshold. Afterward, the
lost-track ratio (l) is calculated based on the overlap of the sequence. Because the
appropriate value of the threshold t is diﬀerent for difeerent tracking applications, it
was considered the variation of t for a full range of values: from t = 0 to t = 1 with
an increment of 0.01. We refer to these values of the lost-track ratio as l (t). AUC











N l is the number of frames with a lost track. A track in a frame t is considered to be
lost when the amount of overlap (see subsection 3.3.1.4) between the estimated track
and the ground truth is smaller than a certain value τ .
N is the total number of frames of the estimated target trajectory.
3.3.1.6 Closeness of Track (CT)
This metric[51] aims to calculate the average closeness between a pair of ground-
truth and system results tracks. The closeness of the whole sequence (CTM) can be
averaged by weighting the CT of all pairs. The weighted standard deviation of track
closeness (CTD) can be also obtained for the whole sequence. CTM ranges from 0 to











CT (Gi,Di) = {A(G(1)i , D(1)i ), . . . , A(G(t)i , D(t)i )} (3.12)
Where:
A represents the spatial overlap for ground truth and system tracks.
G
(t)
i denotes the i-th ground-truth object in frame t.
D
(t)
i denotes the i-th detected object in frame t.
3.3.1.7 Track Completeness (TC)
This metric[51] is deﬁned as the time span that there is overlap between the system
and ground-truth tracks and divided by the duration of the ground truth track. TC










O(G(t), D(t)) is a binary variable with value 1 if a pair is overlapped more than a
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threshold value (we used th = 0.2) and 0 otherwise.
N
(t)
D is the duration of the Detection track.
N
(t)
G is the duration of the Ground Truth track.
3.3.1.8 Combined Tracking Performance Score (CoTPS)
This metric[52] is based on a previous deﬁned metric, AUC (see section 3.3.1.5), and
combines information of tracking accuracy and tracking failure in a single score to
facilitate performance ranking. CoTPS ranges from 0 to 1; the lower the value, the
better.










N0 is the number of frames in which there is no overlap between the ground truth
and the detection.
N is the number of frames in which the object is tracked.
Nˆ is the number of frames in which the overlap between the ground truth and the
detection is higher than a threshold.
AUC is the Area Under the lost track ratio Curve.
3.3.2 Metrics correlation study
This section presents a correlation study among all the metrics described in section
3.3.1. For this correlation study the CTD metric has not been considered since it
diﬀers from the other metrics (CTD represents a weighted standard deviation). The
remaining metrics values range between 0 and 1: the higher the value, the better the
tracking result.
For the correlation study, all the scores obtained after processing each video of
the dataset are used to generate a vector of 976 values (122 videos x 8 trackers) for
each one of the metrics. Table 3.2 presents the correlation coeﬃcient between each
pair of metrics.
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SFDA ATA ATEinv AUCinv Overlap CTM TC CoTPSinv
SFDA 1,00 1,00 0,64 0,96 0,96 1,00 0,89 0,88
ATA 1,00 1,00 0,64 0,96 0,96 1,00 0,89 0,88
ATEinv 0,64 0,64 1,00 0,60 0,60 0,64 0,61 0,42
AUCinv 0,96 0,96 0,60 1,00 1,00 0,96 0,89 0,92
Overlap 0,96 0,96 0,60 1,00 1,00 0,96 0,89 0,92
CTM 1,00 1,00 0,64 0,96 0,96 1,00 0,89 0,88
TC 0,89 0,89 0,61 0,89 0,89 0,89 1,00 0,78
CoTPSinv 0,88 0,88 0,42 0,92 0,92 0,88 0,78 1,00
Table 3.2: Correlation between metrics
As can be seen in table 3.2, all metrics show a similar correlation (around 0.9) in
most cases. There is only one exception with the ATEinv metric. As explained in its
deﬁnition (see section 3.3.1.3), the ATE metric can be seen as a false positive rate.
This means that this measure, unlike the rest, does not penalize the existence of false
negatives, as it only considers the number of false positives.
After obtaining these results, a single metric has been chosen to sum results:
SFDA. Only this metric will be used to draw conclusions in most chapters, thus
avoiding redundant information. This metric has been chosen for two main reasons:
its correlation with respect to other metrics (excluding, as discussed above, the metric
ATE) is one of the the highest. SFDA also considers and penalizes both false positives
and false negatives. Probably any of the metrics that have higher correlation with
the SFDA metric(ATA, AUC,...), would have obtained similar (or even identical)
conclusions.
3.4 Conclusions
Although there are several datasets (see appendix A), we have selected the SOVTds
because it was created trying to independently address the diﬀerent problems that a
tracker can face: complex movement, local and global illumination, noise, oclusions,
scale changes and similar objects. Each of these problems are addressed by three
diﬀerent degrees of diﬃculty, corresponding to the ﬁrst three categories of the dataset.
About the metrics, there are several possibilities in the state of the art. Nine
diﬀerent metrics from the state of the art have been presented and deﬁned. As
can be seen in subsection 3.3.2, most of these metrics are highly correlated so one
single metric (we have selected the SFDA metric) can be chosen to extract general




In this chapter we present the results of the evaluation for each individual tracker and
some discussions of their performace. After that, comparative results are presented
to analyze which trackers perform worse or better in certain environments. These
results and conclusions are based on the SFDA metric (see subsection 3.3.2). The
complete results for all metrics can be found in appendix B and C.
4.2 Individual Tracking Algorithms
4.2.1 Template matching (TM)
Figure 4.1: SFDA result for TM tracker
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Due to the relative simplicity of the TM algorithm, its best scores are obtained in
the sequences belonging to L1 and L2, which correspond to the simplest tracking
sequences. This algorithm does not consider scale changes, what is reﬂected in the
decrease in performance for sequences of this subcategory(scale change) in the three
ﬁrst sets of sequences. For the L1 sequences, the TM algorithm gets the highest score
in illumination global (along with IVT), illumination local, noise, occlusions and sim-
ilar object subcategories, and the second best score in complex movement categories.
In most L1 and L2 sequences, the object suﬀers very slight changes in appearance
(L1 synthetic and L2 rigid object) and, in general, the tracking is performed correctly
using the appearance (template) of the ﬁrst frame.
4.2.2 Mean-Shift (MS)
Figure 4.2: SFDA result for MS tracker
The MS algorithm does not stand out in any of the categories of the sequences L1, L3
and L4. Its results are generally improved by the SOAMST and the CBWH trackers,
since these latter are designed based on the MS algorithm with certain improve-
ments. For the L2 sequences, the MS tracker obtains notable results in illumination
global, illumination local, noise, occlusions and similar objects subcategories. As this
algorithm represents the target model by the color histogram, in L2 sequences the
diﬀerentiating color (turquoise) of the tracked object allows discriminating it with
relative ease in the sequences.
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4.2.3 Particle Filter-based Colour tracking (PFC)
Figure 4.3: SFDA result for PFC tracker
In the case of the PFC algorithm, for the ﬁrst sequences set (L1) the presented results
are the worst for most of the categories. The PFC algorithm does not work properly
in synthetic sequences, because uniform regions cause malfunctions in the particle
ﬁlter. For categories L2 and L3, the algorithm does not get any remarkable result. L4
is the category in which this algorithm shows the best performance, achieving the best
score in two of the three subcategories (faces and people). Thanks to the alternative
candidate positions (particles) this algorithm performs better in environments with
higher complexity, where others trackers fail.
4.2.4 Lucas-Kanade tracking (LK)
Figure 4.4: SFDA result for LK tracker
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The results obtained by the LK algorithm for the L1 sequences are far from the best
results obtained in each of the seven subcategories. In the case of the L2 sequences,
results in each category are the worst of all, except in the complex movement and in
the illumination global category. For L3 and L4 sequences, the LK algorithm presents
average results compared with the other trackers. As was mentioned in subsection
2.3.4, this tracker presents diﬃculties in many of the problems that a tracker can
face: complex movements, illumination changes, occlusions, etc. Besides, appearance
changes that occur in most sequences are greater than the appearance changes that
the algorithm is able to estimate.
4.2.5 Incremental learning for robust visual tracking (IVT)
Figure 4.5: SFDA result for IVT tracker
IVT algorithm shows good results (top 3) for L1 sequences. For L2 sequences, this
algorithm shows average results except for the subcategory of complex movement,
where IVT stand outs negatively probably because in that sequences the learning is
done incorrectly due to the movements of the tracked object, getting the worst score
of all. The same applies to the L4 category, where it obtains the worst results for
faces and people sequences. In the case of the L3 category , the algorithm obtains
average results except for global illumination and noise subcategories, obtaining the
second best scores. The poor performance of this algorithm is because if the learning
of the ﬁrst frames suﬀers errors, the proper functioning of the rest of the sequence
gets signiﬁcantly complicated (tracking drift).
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4.2.6 Tracking learning detection tracking (TLD)
Figure 4.6: SFDA result for TLD tracker
The TLD tracker gets its best performance in the categories L1 and L2. It obtains
the best score in L1 complex movement, L2 illumination global and L2 similar ob-
ject subcategories. For most of the remaining subcategories (including L3 and L4),
medium-high results are obtained . The failure of robustness obtained in L1 scale
change subcategory should be noted. As the previous tracker, this tracker is based
on the learning of the object model. In contrast to the previous tracker, the learning
is accomplished properly and that is why good results have been achieved, especially
in L1 and L2 sequences where the tracked object appearance changes are smaller and
the object model learned is appropiate.
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4.2.7 Corrected Background-Weighted Histogram tracker (CBWH)
Figure 4.7: SFDA result for CBWH tracker
The CBWH algorithm presents average performance for L1 sequences. The best
performance of this algorithm is obtained in the L3 category, where it gets the best
score in four of the seven sub-categories: complex movement, illumination global,
illumination local and noise. For L4 category, CBWH algorithm gets its scores in the
top three of the three subcategories. Thanks to the capacity of this tracker to reduce
the eﬀect caused by the background in the tracking initialization, the object is tracked
correctly in more complex sequences thanks to the object model is less distorted than
the model created by other algorithms like template matching or mean shift, which
do not consider this eﬀect.
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4.2.8 Scale and Orientation Adaptive Mean-Shift Tracking (SOAMST)
Figure 4.8: SFDA result for SOAMST tracker
For L1 sequences, the SOAMST algorithm has better performance than the others al-
gorithms in the scale change category. This algorithm has been specially designed to
withstand scale and orientation changes. Despite being the most modern algorithm,
SOAMST algoritmn does not stand out in any of the subcategories of L2, L3 and L4,
even in the scale change subcategories. As this algorithm considers more complex
situations, in some sequences it believes that there are changes in the sequence that
does not happen, and therefore fails. This problem causes malfunction even for se-
quences for which this tracker has been speciﬁcally designed (scale changes of L2 and
L3 sequences).
4.3 Comparative results
This subsection presents the comparative results of the algorithms. As in the previous
sections, the metric used for the comparison is the SFDA.
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Figure 4.9: L1 SFDA result for all the individual trackers
Figure 4.10: L2 SFDA result for all the individual trackers
Figure 4.11: L3 SFDA result for all the individual trackers
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Figure 4.12: L4 SFDA result for all the individual trackers
The best results for the L1 sequences correspond with the algorithms TM, IVT and
TLD. In the scale change category, the SOAMST and IVT algorithms present results
signiﬁcantly better than the others. The PFC algorithm presents the worse results in
most of the subcategories of this set of sequences. TM presents the best results due
to the simplicity of the sequences. As there are not appearance changes throughout
the sequence, the initial template is the best possible model of the target. As there
is no appearance changes, the IVT and TLD learning is successful independently of
the frames in which the model is taken.
For the L2 sequences, the results obtained by the TM, MS, TLD and CBWH
algorithms are the best in most cases, except in the subcategory of similar objects
where the CBWH algorithm performs worse than the others. For the scale changes
subcategory, the resulting scores are similar for the 8 trackers. Note that the results
of all the algorithms in the category of scale change are always under 0.3. The LK
tracker performs worse in most of the subcategories. This set of sequences is still
relatively simple, so that the basic algorithms,TM and MS, work well due to the
features presented in their deﬁnitions. The poor performance of the SOAMST algo-
rithm compared with the MS one is surprising, being SOAMST a MS improvement.
When considering more complex situations, the SOAMST algorithm believes there
are changes in the sequence that does not happen and therefore fails.
In the L3 category, the results obtained by diﬀerent trackers are similar in all
subcategories. The CBWH tracker obtains the best score in complex movement, global
illumination, local illumination and noise subcategories; the TM tracker obtains the
best score in occlusion and similar objects subcategories; and the PFC tracker obtains
the best score in scale change subcategory; but none of them stands out, in general
terms, on the other trackers. The CBWH tracker stands above the rest as it achieves
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reducing the eﬀect of the background in the initialization frame. The remaining
algorithms reduce their performance due to the increased diﬃculty of the sequences.
Finally, for the L4 sequences, the obtained scores are generally lower and worse
than those obtained in the other 3 sets of sequences. The IVT algorithm presents the
worse results in faces and people categories. The remaining trackers obtain low and
similar results. As these sequences are not classiﬁed as in the above categories, there
is less information to extract from the results.
4.4 Conclusions
As can be seen in the results, none of the trackers performs well in all categories and
subcategories. The classical algorithms (TM, MS, PFC and LK) have limitations on
certain types of sequences. Modern algorithms focus on speciﬁc problems (e.g., scale
and orientation for SOAMST) or still have limitations in multiple types of sequences.
That is why to study trackers combinations is interesting in order to achieve better
overall results. The next chapter presents diﬀerent types of fusions and their results.





In this chapter, some fusion methods are described and evaluated. After their deﬁni-
tions, tracking results on the dataset are presented and analyzed. Finally the results
between individual trackers and fusions are compared, adding some ﬁnal conclusions.
5.2 Fusion Methods
This section presents and explains the fusion methods used to combine the output of
the individual trackers: mean, median and majority voting. The implemented fusion
methods have been selected based on their simplicity and independence of individual
algorithms (i.e., only using its outputs - bounding boxes).
Fusions considered use only the resulting bounding box of each of the individual
trackers. For each frame, the bounding boxes resulting from the processing of each
single tracking algorithm is extracted, and then the corresponding fusion is performed.
Only the resulting bounding box from each tracker is used for the fusion, no matter
what kind of single tracker has been used. Any tracker can be used for these types of
fusion.
Furthermore, by using such simple methods, the computational cost of fusion is
much less than the computational cost of individual trackers. If all the individual
trackers are successful parallelized, the computing time of executing all the trackers
and the subsequent fusion would be approximately equal to the time of the individual
tracker with the greater computational time.
Figure 5.1 shows the block diagram of the fusion system.
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Figure 5.1: Fusion Block diagram
A general restriction has been added to all fusion methods: for a given frame, only
the individual trackers whose resulting bounding box satisﬁes the following restrictions
are considered for the fusion:
• Both height and width bounding box values must be diﬀerent from zero.
• Both x0 and y0 values, corresponding to the center of the bounding box, must
be deﬁned values. This is because, in certain cases, some trackers return a NaN
value when they suﬀer any malfunction.
5.2.1 Mean
The ﬁrst considered fusion method is based on calculating the mean. Starting from
all available resulting bounding boxes, the mean of the center coordinates of the
bounding boxes (x0, y0), and of the height and width of the bounding boxes are
calculated. These values are rounded to the nearest pixel value. In this way the new
values that deﬁne the bounding box resulting from the fusion are obtained.
5.2.2 Median
This fusion method is very similar to media fusing method, except that in this case
the operation performed is the median: the median of the center coordinates of the
bounding boxes (x0, y0), and of the height and width of the bounding boxes are
calculated. As in the previous fusion method, the values are rounded to the nearest
pixel value.
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5.2.3 Majority voting
Majority voting fusion is based on the selection of the resulting bounding box from
the areas of the frame in which a minimum number of individual trackers coincide in
indicating that the object is present. For a ≥N majority voting, the fusion resulting
bounding box corresponds to the rectangle which contains all the areas in which at
least N trackers agree that the object is located in that area.
5.3 Fusion results
The ﬁgures presented in this section show the SFDA score of the ten fusion methods
considered: mean, median and 8 majority voting (N from ≥1 to ≥8). Majority voting
≥ 1 corresponds to logical OR, and majority voting ≥ 8 corresponds to logical AND.
The results of the individual trackers have been added to facilitate the comparison
between all the scores. Appendices B and C present the scores for all the metrics (see
section 3.3.1).
Figure 5.2: Fusion SFDA result of L1
For the L1 sequences, the TM results remain in most cases better than all others,
including fusions. The score for TM is the best in illumination local, noise, occlusion
and similar objects subcategories. This is because the template that is initialized
in the TM model ﬁts correctly the synthetic object on the diﬀerent sequences. To
track this type of synthetic objects, complex approaches are not needed. The best
approach to track an object without appearance changes is template matching. When
one of the trackers works considerably better than the others (as is the case of TM
in L1) the fusion can not achieve those excelent results. For the complex movement
and illumination global, the results of the median fusion are very similar to the TM
ones. The most remarkable result is the scale change subcategory, where the score for
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the majority voting (≥2) fusion exceeds the SOAMST tracker score, which has been
specially designed to address these kind of problems. When using a majority voting,
the size of the ﬁnal bounding box is variable. If multiple trackers indicate that the
tracked object is centered in the same region but with slight variations, the result is
a bounding box that better ﬁts the size of the tracked object.
Figure 5.3: Fusion SFDA result of L2
In the case of the L2 categories, the results of median fusion and majority voting
stand out. As in these sequences various trackers work relatively well in most cases,
a fusion by majority voting is a good choice. The same happens in the case of
median fusion, when either a majority tracks correctly the object or the erroneous
values are positioned at the extremes of the ordination of values for calculating the
median. For the illumination global, illumination local, noise, occlusions and similar
object subcategories, the obtained results are similar to those of the best individual
trackers. In the case of the complex movement subcategory, the result obtained by the
CBWH tracker remains better than the rest of the individual trackers and fusions.
The score obtained with some fusions for the scale change problem is signiﬁcantly
better than that obtained by the individual trackers. The justiﬁcation of this result
is the same than in the L1 scale change sequences.
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Figure 5.4: Fusion SFDA result of L3
Median and central majority voting (≥ 3,≥ 4 and ≥ 5) present similar results to
the best individual trackers in L3 sequences. The best result (CBWH) for illumina-
tion global and noise subcategories has not been reached with the fusions. Fusions
performance is similar to that described for the L2 sequences.
Figure 5.5: Fusion SFDA result of L4
Finally, for L4 sequences, median an majority voting (≥ 3 and ≥ 4) fusions
present similar results to the best achieved by the individual trackers. Note that in
these sequences the scores are generally quite low, due to the diﬃculty presented.
When all the individual trackers do not work correctly (low scores), the result of the
fusion is diﬃcult to be better than the best of the individual trackers.
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5.4 Comparative results between individual trackers and
fusions
After analyzing the obtained results, the most interesting aspect of the studied fusions
is the versatility of some of them. The tracking methods designed, as a combination
of individual trackers, work well in most cases.
The tables contained in this section present the individual global scores for each
metric and each tracker. These global scores are obtained as follows: for each metric
and each tracker, all the dataset subcategories results are added. It is, 7 for the L1
category, 7 for de L2 category, 7 for the L3 category and 3 for the L4 category. The
result is then normalized between 0 and 1, dividing the result by 24 (7+7+7+3). In
this way, we obtain a single score that contains information of all subcategories which
allows to know the overall performance of the tracker for all the sequences.
Table 5.1 presents the global scores of both individual trackers as fusions.
TM MS PFC LK IVT TLD CBWH SOAMST
SFDA 0,481 0,372 0,319 0,246 0,424 0,429 0,429 0,348
F1 F2 F3 F4 F5 F6 F7 F8 F9 F10
SFDA 0,349 0,507 0,291 0,462 0,525 0,511 0,423 0,308 0,196 0,078
Table 5.1: global SFDA scores
To facilitate the results comparison, tables 5.2 and5.3 show the diﬀerence and
percentual diﬀerence, respectively, between the individual trackers and fusions. The
diﬀerences between the global scores obtained for each fusion and the global scores ob-
tained for each individual tracker algorithm are obtained by substraction (fusion score
- individual score). As both scores range from 0 to 1, the diﬀerence also ranges from 0
to 1 (The result in the diﬀerence tables is also multiplied by 100 to get de percentaje).
The percentual diﬀerences between the global scores obtained for each fusion and the
global scores obtained for each individual tracker algorithm are obtained as presented
in equation 5.1.
Percentual difference =
fusion score− individual score
individual score
(5.1)
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TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean -13,20 -2,33 3,01 10,26 -7,48 -8,01 -7,99 0,09
F2_Median 2,57 13,45 18,79 26,03 8,29 7,77 7,78 15,86
F3_Major1 -19,02 -8,14 -2,80 4,44 -13,29 -13,82 -13,81 -5,73
F4_Major2 -1,93 8,94 14,29 21,53 3,79 3,26 3,28 11,36
F5_Major3 4,41 15,28 20,63 27,87 10,13 9,60 9,62 17,70
F6_Major4 3,02 13,90 19,24 26,48 8,75 8,22 8,23 16,31
F7_Major5 -5,77 5,10 10,45 17,69 -0,05 -0,58 -0,56 7,52
F8_Major6 -17,27 -6,40 -1,05 6,19 -11,55 -12,08 -12,06 -3,98
F9_Major7 -28,50 -17,63 -12,28 -5,04 -22,78 -23,31 -23,29 -15,21
F10_Major8 -40,30 -29,43 -24,08 -16,84 -34,58 -35,11 -35,09 -27,01
Table 5.2: Diﬀerence (percentaje) SFDA global score between fusion trackers and
individual algorithms trackers
TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean -27,45 -6,26 9,46 41,63 -17,65 -18,67 -18,63 0,25
F2_Median 5,35 36,12 58,94 105,67 19,58 18,10 18,15 45,57
F3_Major1 -39,54 -21,88 -8,78 18,03 -31,38 -32,22 -32,19 -16,46
F4_Major2 -4,01 24,02 44,82 87,39 8,95 7,61 7,65 32,63
F5_Major3 9,17 41,06 64,71 113,13 23,91 22,39 22,44 50,85
F6_Major4 6,29 37,33 60,36 107,50 20,64 19,15 19,20 46,87
F7_Major5 -12,00 13,71 32,77 71,80 -0,11 -1,34 -1,30 21,60
F8_Major6 -35,91 -17,18 -3,30 25,13 -27,25 -28,15 -28,12 -11,43
F9_Major7 -59,26 -47,36 -38,53 -20,46 -53,76 -54,33 -54,31 -43,70
F10_Major8 -83,79 -79,06 -75,55 -68,36 -81,61 -81,83 -81,82 -77,61
Table 5.3: Percentual diﬀerence (percentage) SFDA global score between fusion track-
ers and individual algorithms trackers
As shown in the tables, both the median fusion and the majority voting (≥ 3
and≥ 4) fusions have better global SFDA results than any of the individual trackers.
Finally, tables 5.4 and 5.5 present the diﬀerences and percentual diﬀerences (see
eq. 5.1) between the global scores obtained for each fusion and the best one of global
scores obtained for all the individual tracker algorithm.
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SFDA ATA ATEinv AUCinv PixelOv CTM TC CoTPSinv
F1_Mean -13,20 -13,31 -17,17 -11,16 -11,23 -13,31 -9,37 -9,859
F2_Median 2,57 2,60 -3,62 7,90 7,83 2,60 5,01 6,187
F3_Major1 -19,02 -19,16 -40,95 -21,17 -21,10 -19,16 -23,36 -28,654
F4_Major2 -1,93 -1,94 -21,27 -0,54 -0,54 -1,94 3,98 -6,753
F5_Major3 4,41 4,45 -8,23 8,79 8,79 4,45 11,67 4,226
F6_Major4 3,02 3,05 1,63 7,62 7,61 3,05 8,20 4,419
F7_Major5 -5,77 -5,81 7,57 -2,85 -2,91 -5,81 -1,53 -2,200
F8_Major6 -17,27 -17,40 10,75 -16,84 -16,98 -17,40 -14,99 -14,565
F9_Major7 -28,50 -28,72 15,57 -30,15 -30,36 -28,72 -28,61 -25,669
F10_Major8 -40,30 -40,62 20,72 -43,62 -43,91 -40,62 -53,88 -37,1192627
Table 5.4: Diﬀerence (percentaje) global score between fusion trackers and best indi-
vidual algorithms trackers
SFDA ATA ATEinv AUCinv PixelOv CTM TC CoTPSinv
F1_Mean -27,45 -27,45 -24,11 -21,54 -21,49 -27,45 -12,82 -16,59
F2_Median 5,35 5,37 -5,08 15,26 14,99 5,37 6,86 10,41
F3_Major1 -39,54 -39,52 -57,51 -40,86 -40,38 -39,52 -31,97 -48,20
F4_Major2 -4,01 -4,01 -29,88 -1,05 -1,03 -4,01 5,44 -11,36
F5_Major3 9,17 9,19 -11,55 16,97 16,82 9,19 15,97 7,11
F6_Major4 6,29 6,30 2,29 14,71 14,56 6,30 11,22 7,43
F7_Major5 -12,00 -11,99 10,63 -5,51 -5,57 -11,99 -2,09 -3,70
F8_Major6 -35,91 -35,89 15,10 -32,52 -32,50 -35,89 -20,52 -24,50
F9_Major7 -59,26 -59,25 21,86 -58,20 -58,11 -59,25 -39,16 -43,18
F10_Major8 -83,79 -83,79 29,10 -84,20 -84,04 -83,79 -73,74 -62,44
Table 5.5: Percentual diﬀerence (percentaje) global score between fusion trackers and
best individual algorithms trackers
In this latter result, only a majority voting ≥ 4 (corresponding with a majority
voting ≥ 50% of the votes) gets higher score than any of the individual trackers for
any of the metrics presented in section 3.3.1. This improvement in most of the metrics
is limited, but must be considered that the fusion is being compared with the best
tracking of the eight individual algorithms. The median fusion also gets better results
than all the individual trackers except for the ATE metric.
Another notable result is that when the minimum number for the majority voting
is increased, the score of the ATE metric increases, because, being more restrictive,
the number of false positives decreases.
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5.5 Results extracted from the the SoA fusion algoritms
This section presents a comparison between the results presented in the papers of each
fusion algorithm from the state of the art and the results of the fusions presented in
this chapter.
[36] initially uses 4 videos to get cualitative results of its tracker performance
(accuracy). The mean center location error is 11 pixels. After that, they constructed
another set of 7 sequences with illunimation changes, occlusions, noise, etc., giving
in this case a mean center location error of 12.28 pixels. In [35] the same result is
presented with a diﬀerent set of 7 videos, with a score of 9.14 pixels of mean center
location error. In [31] the same result is presented with a diﬀerent set of 6 videos,
with a score of 11.16 pixels of mean center location error. The results presented are
very good, but the number of sequences is very low and has been individually selected
by the authors. Our dataset contains a larger set of videos. Moreover, the metrics
used are more complete than the one used to give these results.
The results presented in [33] are based on three selected sequences. The metrics
presented are the percentages of dropouts and errors. The results are 8.2, 14.8
and 6.1 for the dropouts percentages. For the error percentage measure, the values
are 5.0, 16.2 and 1.1. As in the two previous references, using three sequences is not
enought information to get overall results or conclusions. The metrics used neither
help us understand the characteristics of the tracker.
The results presented in [34] are more complete than those presented by the previ-
ous references. The results are based on Caremedia[53] (13 sequences) and Caviar[47]
(79 videos) datasets. The proposed fusion improves a 28.89% and a 26.63% over the
best individual F1 score of the trackers, depending on the set of trackers used (a set
of 5 or 10 trackers). In our case, fusions that improve the best of every single tracker
are also achieved (see table 5.5). To compare our results with the results of [34], both
should be obtained with the same set of sequences.
The Caremedia[53] dataset (13 sequences) is also used in [32]. The score used is
the F1 score. The performance of the proposed fusion in the paper is better than
the average fusion score of all the individual tracker used, but it is worse than the
best individual tracker score. As mentioned in the previous paragraph, to compare
our results with the results of [32], both should be obtained with the same set of
sequences.
Most of the sequences used for the evaluation in [16] have been downloaded from
YouTube. The proposed tracker tracks correctly (100% score) most of the used se-
quences. In this evaluation, a frame is countered as correctly tracked if overlap score
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is >0.5 (see subsection 3.3.1.4).
5.6 Conclusions
After experimenting with some simple fusions, some combinations of trackers with
better results than the 8 independent tracking algorithms have been obtained. The
best results have been obtained with the median fusion and with the majority voting
(with around 50% of the votes).
The main problem of the individual trackers is that they usually work well only
for certain environments, posing great diﬃculties for others. With the trackers com-
binations, good results have been achieved in most environments considered, solving
the problem mentioned above.
The considered fusion types perform poorly when there is a tracker which functions
considerably better than the rest, as the combination result is not able to achieve these
good results.
Chapter 6
Conclusions and future work
6.1 Introduction
In this chapter, the conclusions of the developed work and some future work lines are
presented.
6.2 Conclusions
The work presented in this document is focused on video object tracking. This ﬁeld of
study is one of the most popular in Computer Vision, so there is abundant literature,
algorithms, metrics, datasets, etc. about this subject.
There are multiple datasets for video object tracking. Depending on the objective
of your work, there are some appropriate datasets. One possibility is to combine these
datasets to form a new one that suits your needs, as is the case of the dataset used
in this work. About the metrics, there are also multiple possibilities for evaluating a
video object tracker. In general, these metrics are highly correlated, as all attempt
to measure how well the target object is tracked. The main diﬀerences between the
metrics are based on the penalties that are attributed to the errors (false positives,
false negatives, target loss ...).
About tracking algorithms, there are many publications that present their own
tracking algorithms, and many others which try to improve some aspect or limitation
of existing algorithms. As observed in the results of individual trackers, all tracking
algorithms have limitations in certain scenarios, and only work well in those scenarios
for which they were designed. Note that even classical algorithms as the TM one
present, in some scenarios, better performance than modern algorithms.
With the (simple) fusions performed, more versatile trackers have been obtained,
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which are able to function reasonably well in most situations (covered by the selected
dataset), overcoming the problem of specialization observed in individual trackers.
6.3 Future Work
The work described in this document analyzes several algorithms for tracking from the
state of the art and presents some methods to combine them eﬃciently. Despite this,
a tracker that performs properly in all possible situations has not yet been achieved,
as there are problems which are not solved with the used algorithms. Moreover, there
are new scenarios not covered in this Master Thesis. We identify some main areas for
future work:
• With respect to individual trackers, there are two main posibilities:
G Development of a new individual tracker trying to overcome the problems
observed in the analyzed algorithms. Thanks to the evaluation framework
, the results of the developed algorithms can be easily compared with the
reference algorithms results.
G Inclusion of additional algorithms designed by other authors. New algo-
rithms can be analyzed and their results can be compared with the previous
algoritms and be incoporated in the fusion approaches.
• New fusion methods can be studied and evaluated, for example, by adding
weights to the diﬀerent algorithms depending on its accuracy. Another possi-
bility is to add feedback to the system, so that the result of each frame can be
used to adjust the analysis of the subsequent frames.
• The research can be extended to multitarget and multi-camera systems. To do
this, new content sets that contain these types of videos should be chosen or
created. Also the metrics used should be reconsidered.
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Video object tracking datasets1
This appendix presents some publicly available state of the art datasets. The SOVTds
presentend in 3.2 is composed with sequences of these datasets.
A.1 SPEVI
The Surveillance Performance EValuation Initiative (SPEVI) [45] is a set of links
of publicly available datasets for researches. The videos can be used for testing
and evaluating video tracking algorithms for surveillance-related applications. Two
datasets are especially interesting regarding the tracking evaluation and they are
described as follows.
A.1.1 Single Face Dataset
This is a dataset for single person/face visual detection and tracking. The sequences
include diﬀerent illumination conditions and resolutions.
• Number of sequences: 5 sequences, 3018 frames.
• Format: individual JPEG images.
• Tracking ground-truth available: yes.
A.1.2 Multiple Face Dataset
This is a dataset for multiple people/faces visual detection and tracking. The se-
quences (same scenario) contain 4 targets which repeatedly occlude each other while
appearing and disappearing from the ﬁeld of view of the camera.
1This appendix has been extracted from [17].
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• Number of sequences: 3 sequences, 2769 frames.
• Format: individual JPEG images.
• Tracking ground-truth available: yes.
Figure A.1: Sample frames for the SPEVI dataset (top: single object, down: multiple
object)
A.2 ETISEO
ETISEO [54] is a video understanding evaluation project that contains indoor and
outdoor scenes, corridors, streets, building entries, subway, etc. This content set also
mix diﬀerent types of sensors and complexity levels.
• Number of sequences: 86 sequences.
• Tracking ground-truth available: yes.
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Figure A.2: Sample frames for the ETISEO dataset
A.3 PETS
PETS [46] is the most extended database nowadays. A new database is released each
year since 2000, along with a diﬀerent challenge proposed. With the algorithms pro-
vided researchers can test or develop new algorithms. The best ones are presented
in the conference held each year. Since the amount of data is extensive and cover
real situations, these databases are by far the most used and are almost considered
a de facto standard. Despite this, it is important to say that the PETS databases
are not ideal. One of its disadvantages is the fact that since PETS became a surveil-
lance project, the challenges proposed are focused on high level applications of that
ﬁeld, leaving aside the tracking approach. Therefore, some important issues (such as
illumination or target scale changes) are not considered.
A.3.1 PETS2000
Outdoor people and vehicle tracking (single camera).
• Number of sequences: 1 set of training and test sequence.
• Training sequence: 3672 frames.
• Test sequence: 1452 frames.
• Formats: MJPEG movies and JPEG frames.
• Tracking ground-truth available: no.
A.3.2 PETS 2001
Outdoor people and vehicle tracking (two synchronized views; includes omnidirec-
tional and moving camera). Challenging in terms of signiﬁcant lighting variation,
occlusion, scene activity and use of multi-view data.
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Number of sequences: 5 sets of training and test sequences
Training sequences: 1st) 3064 frames. 2nd) 2989 frames. 3rd) 5563 frames. 4th)
6789 frames. 5th) 2866 frames.
Test sequences: 1st) 2688 frames. 2nd) 2823 frames . 3rd) 5336 frames. 4th) 5010
frames. 5th) 2867 frames.
Formats (for each set): MJPEG movies and JPEG frames.
Tracking ground-truth available: no.
A.3.3 PETS 2006
Multicamera person and baggage detection in a train station. Scenarios of increasing
complexity, captured using multiple sensors.
• Number of sequences: 7 sets with 4 cameras each.
• Formats (for each set): MJPEG movies and JPEG frames.
• Tracking ground-truth available: no.
Figure A.3: Sample frames for the PETS2006 dataset
A.3.4 PETS 2007
Multicamera setup containing the following scenarios: loitering; attended luggage
removal (theft) and unattended luggage with increasing scene complexity.
• Number of sequences: 1 training set + 9 testing sets.
• Formats (for each set): JPEG frames.
• Tracking ground-truth available: no.
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Figure A.4: Sample frames for the PETS2007 dataset
A.3.5 PETS 2010
Multicamera setup containing di_erent crowd activities (these datasets are the same
as used for PETS2009).
• Number of sequences: 1 training set + 3 testing sets.
Figure A.5: Sample frames for the PETS2010 dataset
A.4 CAVIAR
The main objective of CAVIAR [47] is to address the scientiﬁc question: Can rich
local image descriptions from foveal and other image sensors, selected by a hierar-
chical visual attention process and guided and processed using task, scene, function
and object contextual knowledge improve image-based recognition processes . Several
methods were researched in order to address this question, including diﬀerent areas,
and the results were integrated in a closed-loop object and situation recognition sys-
tem. This dataset includes sequences of people walking alone, meeting with others,
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window shopping, entering and exiting shops, ﬁghting and passing out and leaving a
package in a public place. All video clips were ﬁlmed with a wide angle camera lens,
and some scenarios were recorded with two diﬀerent points of view (synchronized
frame by frame).
• Number of sequences: INRIA (1st set): 6 sequences, Shopping Center in Por-
tugal (2nd set): 11 sequences, 6 diﬀerent scenarios.
• Formats (for both sets): MJPEG movies, JPEG frames, XML ground-truth.
• Tracking ground-truth available: yes.
Figure A.6: Sample frames for the CAVIAR dataset
A.5 VISOR
The VIdeo Surveillance Online Repository is an extensive database containing a large
set of multimedia data and the corresponding annotations. The repository has been
conceived as a support tool for diﬀerent research projects [44]. Some videos are
available publicly; however, most of them are restricted and can only be viewed
after a registration. The videos in the database cover a wide range of scenarios and
situations, including (but not limited to) videos for human action recognition, outdoor
videos for face detection, indoor videos for people tracking with occlusions, videos for
human recognition, videos for vehicles detection and traﬃc surveillance. This dataset
includes several videos with a wide range of occlusions caused by objects or people
in the scene. All of them include base annotations and some also include automatic
annotations.
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• Number of sequences: 6 sequences.
• Format: MJPEG movies.
• Tracking ground-truth available: no.
Figure A.7: Sample frames for the VISOR dataset
A.6 iLids
The Imagery Library for Intelligent Detection Systems (i-Lids) bag and vehicle detec-
tion challenge was included in the 2007 AVSS Conference [45]. This dataset includes
several sequences for two separate tasks: ﬁrst, an abandoned baggage scenario and
second, a parked vehicle scenario.
• Number of sequences: 7 sequences (3 for Task 1, 4 for Task 2).
• Format: JPEG images, 8-bit color MOV, XML for ground-truth.
• Tracking ground-truth available: no.
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Figure A.8: Sample frames for the i-LIDS dataset
A.7 Clemson dataset
Included in an elliptical head tracking project by Stan Birchﬁeld there is a series
of videos very interesting for head tracking. The sequences include issues such as
occlusion, rotation, translation, clutter in the scene, change in the target's size, etc.
The tracker as well as the sequences can be found at the web [43]. This dataset
includes several sequences for head tracking with diﬀerent targets.
• The videos include some of the most important issues for tracking algorithms.
• Number of sequences: 16 short sequences (1350 frames in total).
• Format: BMP images.
• Ground-truth available: yes.
Figure A.9: Sample frames for the CLEMSON dataset
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A.8 MIT Traﬃc Dataset
MIT traﬃc dataset is for research on activity analysis and crowded scenes. It includes
a traﬃc video sequence of 90 minutes long recorded by a stationary camera. The size
of the scene is 720 by 480. More information regarding this work can be found in
[40]. This dataset includes several clips regarding traﬃc. It contains a representation
of most of the issues previously described, making this a very interesting dataset.
• Number of sequences: 1 sequence, 165880 frames divided in 20 clips.
Figure A.10: Sample frames for the MIT traﬃc dataset

Appendix B
Trackers and fusion results: Data
tables
This appendix presents the obtained fusion results with tables. Four ﬁgures (one for
each dataset category) are presented for each one of the nine metrics.
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Trackers and fusion results: Bar
ﬁgures
This appendix presents the obtained fusion results with bar ﬁgures. Four ﬁgures (one
for each dataset category) are presented for each one of the nine metrics.
C.1 Sequence Frame Detection Accuracy (SFDA)
Figure C.1: Fusion SFDA result of L1
73
APPENDIX C. TRACKERS AND FUSION RESULTS: BAR FIGURES 74
Figure C.2: Fusion SFDA result of L2
Figure C.3: Fusion SFDA result of L3
Figure C.4: Fusion SFDA result of L4
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C.2 Average Tracking Accuracy (ATA)
Figure C.5: Fusion ATA result of L1
Figure C.6: Fusion ATA result of L2
Figure C.7: Fusion ATA result of L3
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Figure C.8: Fusion ATA result of L4
C.3 Average Tracking Error (ATE)
Figure C.9: Fusion ATEinv result of L1
Figure C.10: Fusion ATEinv result of L2
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Figure C.11: Fusion ATEinv result of L3
Figure C.12: Fusion ATEinv result of L4
C.4 Overlap
Figure C.13: Fusion PixelOverlap result of L1
APPENDIX C. TRACKERS AND FUSION RESULTS: BAR FIGURES 78
Figure C.14: Fusion PixelOverlap result of L2
Figure C.15: Fusion PixelOverlap result of L3
Figure C.16: Fusion PixelOverlap result of L4
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C.5 Area Under the lost track ratio Curve (AUC)
Figure C.17: Fusion AUCinv result of L1
Figure C.18: Fusion AUCinv result of L2
Figure C.19: Fusion AUCinv result of L3
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Figure C.20: Fusion AUCinv result of L4
C.6 Closeness of Track (CT)
C.6.1 The closeness of the whole sequence (CTM)
Figure C.21: Fusion CTM result of L1
Figure C.22: Fusion CTM result of L2
APPENDIX C. TRACKERS AND FUSION RESULTS: BAR FIGURES 81
Figure C.23: Fusion CTM result of L3
Figure C.24: Fusion CTM result of L4
C.6.2 weighted standard deviation of track closeness (CTD)
Figure C.25: Fusion CTD result of L1
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Figure C.26: Fusion CTD result of L2
Figure C.27: Fusion CTD result of L3
Figure C.28: Fusion CTD result of L4
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C.7 Track Completeness (TC)
Figure C.29: Fusion TC result of L1
Figure C.30: Fusion TC result of L2
Figure C.31: Fusion TC result of L3
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Figure C.32: Fusion TC result of L4
C.8 Combined Tracking Performance Score (CoTPS)
Figure C.33: Fusion CoTPSinv result of L1
Figure C.34: Fusion CoTPSinv result of L2
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Figure C.35: Fusion CoTPSinv result of L3
Figure C.36: Fusion CoTPSinv result of L4

Appendix D
Trackers and fusion results:
Comparative tables
This appendix presents the obtained fusion results with tables. Four ﬁgures (one for
each dataset category) are presented for each one of the nine metrics.
D.1 Individual and fusions global scores
The table contained in this section presents the individual global scores for each metric
and each tracker. These global scores are obtained as follows: For each metric and
each tracker, all the dataset subcategories results are summed. It is, 7 for the L1
category, 7 for de L2 category, 7 for the L3 category and 3 for the L4 category. The
result is then normalized between 0 and 1, dividing the result by 24 (7+7+7+3).
Tables D.1 and D.2 presents the global scores for the individual and fusion trackers
respectively.
TM MS PFC LK IVT TLD CBWH SOAMST
SFDA 0,481 0,372 0,319 0,246 0,424 0,429 0,429 0,348
ATA 0,485 0,375 0,321 0,249 0,427 0,432 0,432 0,351
ATEinv 0,571 0,465 0,626 0,541 0,656 0,676 0,526 0,712
AUCinv 0,518 0,430 0,366 0,276 0,484 0,489 0,494 0,386
PixelOv 0,523 0,434 0,370 0,279 0,488 0,492 0,499 0,389
CTM 0,485 0,375 0,321 0,249 0,427 0,432 0,432 0,351
CTD 0,167 0,175 0,192 0,117 0,095 0,126 0,177 0,153
TC 0,688 0,684 0,615 0,603 0,703 0,698 0,731 0,653
CoTPSinv 0,594 0,508 0,434 0,365 0,532 0,550 0,561 0,458
Table D.1: Individual global scores
87
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F1 F2 F3 F4 F5 F6 F7 F8 F9 F10
SFDA 0,349 0,507 0,291 0,462 0,525 0,511 0,423 0,308 0,196 0,078
ATA 0,352 0,511 0,293 0,465 0,529 0,515 0,427 0,311 0,198 0,079
ATEinv 0,540 0,676 0,303 0,499 0,630 0,728 0,788 0,820 0,868 0,919
AUCinv 0,406 0,597 0,306 0,513 0,606 0,594 0,489 0,350 0,216 0,082
PixelOv 0,410 0,601 0,312 0,517 0,610 0,599 0,493 0,353 0,219 0,083
CTM 0,352 0,511 0,293 0,465 0,529 0,515 0,427 0,311 0,198 0,079
CTD 0,195 0,180 0,171 0,158 0,150 0,158 0,174 0,163 0,138 0,088
TC 0,637 0,781 0,497 0,770 0,847 0,813 0,715 0,581 0,445 0,192
CoTPSinv 0,496 0,656 0,308 0,527 0,637 0,639 0,572 0,449 0,338 0,223
Table D.2: Fusion global scores
D.2 Diﬀerence global scores
This section presents the diﬀerences between the global scores obtained for each fusion
and the global scores obtained for each individual tracker algorithm.
TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean -13,20 -2,33 3,01 10,26 -7,48 -8,01 -7,99 0,09
F2_Median 2,57 13,45 18,79 26,03 8,29 7,77 7,78 15,86
F3_Major1 -19,02 -8,14 -2,80 4,44 -13,29 -13,82 -13,81 -5,73
F4_Major2 -1,93 8,94 14,29 21,53 3,79 3,26 3,28 11,36
F5_Major3 4,41 15,28 20,63 27,87 10,13 9,60 9,62 17,70
F6_Major4 3,02 13,90 19,24 26,48 8,75 8,22 8,23 16,31
F7_Major5 -5,77 5,10 10,45 17,69 -0,05 -0,58 -0,56 7,52
F8_Major6 -17,27 -6,40 -1,05 6,19 -11,55 -12,08 -12,06 -3,98
F9_Major7 -28,50 -17,63 -12,28 -5,04 -22,78 -23,31 -23,29 -15,21
F10_Major8 -40,30 -29,43 -24,08 -16,84 -34,58 -35,11 -35,09 -27,01
Table D.3: Diﬀerence (percentaje) SFDA global score between fusion trackers and
individual algorithms trackers
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TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean -13,31 -2,33 3,03 10,31 -7,56 -8,06 -8,05 0,07
F2_Median 2,60 13,58 18,94 26,22 8,35 7,85 7,86 15,98
F3_Major1 -19,16 -8,18 -2,82 4,46 -13,41 -13,91 -13,90 -5,78
F4_Major2 -1,94 9,04 14,40 21,67 3,80 3,31 3,31 11,43
F5_Major3 4,45 15,44 20,79 28,07 10,20 9,70 9,71 17,83
F6_Major4 3,05 14,04 19,39 26,67 8,80 8,30 8,31 16,43
F7_Major5 -5,81 5,17 10,53 17,80 -0,07 -0,56 -0,56 7,56
F8_Major6 -17,40 -6,42 -1,06 6,21 -11,65 -12,15 -12,15 -4,02
F9_Major7 -28,72 -17,74 -12,38 -5,11 -22,98 -23,47 -23,47 -15,35
F10_Major8 -40,62 -29,64 -24,28 -17,01 -34,87 -35,37 -35,37 -27,25
Table D.4: Diﬀerence (percentaje) ATA global score between fusion trackers and
individual algorithms trackers
TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean -3,12 7,58 -8,55 -0,05 -11,56 -13,59 1,47 -17,17
F2_Median 10,44 21,13 5,00 13,50 1,99 -0,04 15,02 -3,62
F3_Major1 -26,89 -16,20 -32,33 -23,83 -35,33 -37,37 -22,31 -40,95
F4_Major2 -7,22 3,47 -12,66 -4,15 -15,66 -17,69 -2,63 -21,27
F5_Major3 5,83 16,52 0,39 8,89 -2,61 -4,65 10,41 -8,23
F6_Major4 15,68 26,37 10,24 18,75 7,24 5,21 20,27 1,63
F7_Major5 21,62 32,31 16,18 24,69 13,18 11,15 26,21 7,57
F8_Major6 24,81 35,50 19,37 27,87 16,37 14,33 29,39 10,75
F9_Major7 29,62 40,32 24,19 32,69 21,18 19,15 34,21 15,57
F10_Major8 34,78 45,47 29,34 37,84 26,33 24,30 39,36 20,72
Table D.5: Diﬀerence (percentaje) ATEinv global score between fusion trackers and
individual algorithms trackers
TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean -11,16 -2,32 4,00 13,04 -7,76 -8,22 -8,79 2,05
F2_Median 7,90 16,74 23,06 32,10 11,30 10,84 10,27 21,11
F3_Major1 -21,17 -12,33 -6,01 3,03 -17,77 -18,23 -18,80 -7,96
F4_Major2 -0,54 8,29 14,61 23,66 2,85 2,39 1,83 12,66
F5_Major3 8,79 17,63 23,94 32,99 12,19 11,72 11,16 21,99
F6_Major4 7,62 16,45 22,77 31,82 11,02 10,55 9,99 20,82
F7_Major5 -2,85 5,98 12,30 21,35 0,55 0,08 -0,48 10,35
F8_Major6 -16,84 -8,01 -1,69 7,35 -13,45 -13,91 -14,47 -3,64
F9_Major7 -30,15 -21,31 -15,00 -5,95 -26,75 -27,21 -27,78 -16,94
F10_Major8 -43,62 -34,78 -28,46 -19,42 -40,22 -40,68 -41,25 -30,41
Table D.6: Diﬀerence (percentaje) AUCinv global score between fusion trackers and
individual algorithms trackers
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TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean -11,23 -2,33 3,98 13,15 -7,77 -8,21 -8,85 2,08
F2_Median 7,83 16,73 23,05 32,21 11,29 10,85 10,21 21,15
F3_Major1 -21,10 -12,21 -5,89 3,28 -17,64 -18,08 -18,72 -7,79
F4_Major2 -0,54 8,36 14,68 23,84 2,92 2,49 1,85 12,78
F5_Major3 8,79 17,68 24,00 33,16 12,25 11,81 11,17 22,10
F6_Major4 7,61 16,51 22,83 31,99 11,07 10,63 9,99 20,92
F7_Major5 -2,91 5,99 12,31 21,47 0,55 0,11 -0,53 10,41
F8_Major6 -16,98 -8,09 -1,77 7,39 -13,53 -13,96 -14,60 -3,67
F9_Major7 -30,36 -21,47 -15,15 -5,99 -26,91 -27,34 -27,98 -17,05
F10_Major8 -43,91 -35,02 -28,70 -19,54 -40,45 -40,89 -41,53 -30,60
Table D.7: Diﬀerence (percentaje) PixelOV global score between fusion trackers and
individual algorithms trackers
TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean -13,31 -2,33 3,03 10,31 -7,56 -8,06 -8,05 0,07
F2_Median 2,60 13,58 18,94 26,22 8,35 7,85 7,86 15,98
F3_Major1 -19,16 -8,18 -2,82 4,46 -13,41 -13,91 -13,90 -5,78
F4_Major2 -1,94 9,04 14,40 21,67 3,80 3,31 3,31 11,43
F5_Major3 4,45 15,44 20,79 28,07 10,20 9,70 9,71 17,83
F6_Major4 3,05 14,04 19,39 26,67 8,80 8,30 8,31 16,43
F7_Major5 -5,81 5,17 10,53 17,80 -0,07 -0,56 -0,56 7,56
F8_Major6 -17,40 -6,42 -1,06 6,21 -11,65 -12,15 -12,15 -4,02
F9_Major7 -28,72 -17,74 -12,38 -5,11 -22,98 -23,47 -23,47 -15,35
F10_Major8 -40,62 -29,64 -24,28 -17,01 -34,87 -35,37 -35,37 -27,25
Table D.8: Diﬀerence (percentaje) CTM global score between fusion trackers and
individual algorithms trackers
TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean 2,87 2,03 0,34 7,81 9,99 6,90 1,85 4,21
F2_Median 1,33 0,49 -1,20 6,26 8,45 5,35 0,31 2,66
F3_Major1 0,38 -0,46 -2,15 5,32 7,50 4,41 -0,64 1,72
F4_Major2 -0,89 -1,73 -3,42 4,04 6,23 3,13 -1,91 0,44
F5_Major3 -1,66 -2,50 -4,19 3,28 5,46 2,37 -2,68 -0,32
F6_Major4 -0,86 -1,70 -3,39 4,07 6,26 3,17 -1,88 0,47
F7_Major5 0,78 -0,06 -1,75 5,71 7,90 4,81 -0,24 2,11
F8_Major6 -0,38 -1,23 -2,92 4,55 6,74 3,64 -1,41 0,95
F9_Major7 -2,91 -3,75 -5,44 2,03 4,21 1,12 -3,93 -1,57
F10_Major8 -7,91 -8,75 -10,44 -2,98 -0,79 -3,89 -8,93 -6,58
Table D.9: Diﬀerence (percentaje) CTD global score between fusion trackers and
individual algorithms trackers
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TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean -5,09 -4,72 2,19 3,44 -6,62 -6,12 -9,37 -1,58
F2_Median 9,30 9,67 16,58 17,83 7,76 8,26 5,01 12,80
F3_Major1 -19,07 -18,71 -11,79 -10,54 -20,61 -20,11 -23,36 -15,57
F4_Major2 8,26 8,63 15,54 16,79 6,72 7,22 3,98 11,76
F5_Major3 15,95 16,32 23,23 24,48 14,41 14,91 11,67 19,45
F6_Major4 12,49 12,85 19,76 21,01 10,95 11,45 8,20 15,99
F7_Major5 2,76 3,12 10,03 11,28 1,22 1,72 -1,53 6,26
F8_Major6 -10,70 -10,34 -3,43 -2,18 -12,24 -11,74 -14,99 -7,20
F9_Major7 -24,33 -23,96 -17,05 -15,80 -25,87 -25,37 -28,61 -20,83
F10_Major8 -49,59 -49,23 -42,32 -41,06 -51,13 -50,63 -53,88 -46,09
Table D.10: Diﬀerence (percentaje) TC global score between fusion trackers and
individual algorithms trackers
TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean -9,86 -1,19 6,17 13,06 -3,59 -5,41 -6,54 3,77
F2_Median 6,19 14,86 22,21 29,11 12,45 10,64 9,50 19,81
F3_Major1 -28,65 -19,98 -12,63 -5,73 -22,39 -24,20 -25,34 -15,03
F4_Major2 -6,75 1,92 9,27 16,17 -0,49 -2,30 -3,44 6,87
F5_Major3 4,23 12,90 20,25 27,15 10,49 8,68 7,54 17,85
F6_Major4 4,42 13,09 20,45 27,34 10,69 8,87 7,74 18,05
F7_Major5 -2,20 6,47 13,83 20,72 4,07 2,25 1,12 11,43
F8_Major6 -14,56 -5,89 1,46 8,36 -8,30 -10,12 -11,25 -0,94
F9_Major7 -25,67 -17,00 -9,64 -2,75 -19,40 -21,22 -22,35 -12,04
F10_Major8 -37,12 -28,45 -21,09 -14,20 -30,85 -32,67 -33,80 -23,49
Table D.11: Diﬀerence (percentaje) CoTPS global score between fusion trackers and
individual algorithms trackers
D.3 Percentual diﬀerence global scores
This section presents the percentual diﬀerences between the global scores obtained
for each fusion and the global scores obtained for each individual tracker algorithm.
This result is obtained as presented in ecuation D.1.
Percentual difference =
fusion score− individual score
individual score
(D.1)
Below are the diﬀerent tables.
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TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean -27,45 -6,26 9,46 41,63 -17,65 -18,67 -18,63 0,25
F2_Median 5,35 36,12 58,94 105,67 19,58 18,10 18,15 45,57
F3_Major1 -39,54 -21,88 -8,78 18,03 -31,38 -32,22 -32,19 -16,46
F4_Major2 -4,01 24,02 44,82 87,39 8,95 7,61 7,65 32,63
F5_Major3 9,17 41,06 64,71 113,13 23,91 22,39 22,44 50,85
F6_Major4 6,29 37,33 60,36 107,50 20,64 19,15 19,20 46,87
F7_Major5 -12,00 13,71 32,77 71,80 -0,11 -1,34 -1,30 21,60
F8_Major6 -35,91 -17,18 -3,30 25,13 -27,25 -28,15 -28,12 -11,43
F9_Major7 -59,26 -47,36 -38,53 -20,46 -53,76 -54,33 -54,31 -43,70
F10_Major8 -83,79 -79,06 -75,55 -68,36 -81,61 -81,83 -81,82 -77,61
Table D.12: Percentual diﬀerence (percentage) SFDA global score between fusion
trackers and individual algorithms trackers
TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean -27,45 -6,20 9,44 41,45 -17,70 -18,64 -18,63 0,19
F2_Median 5,37 36,23 58,94 105,44 19,53 18,16 18,17 45,51
F3_Major1 -39,52 -21,80 -8,77 17,92 -31,39 -32,17 -32,17 -16,47
F4_Major2 -4,01 24,10 44,79 87,15 8,89 7,65 7,66 32,56
F5_Major3 9,19 41,17 64,71 112,89 23,87 22,45 22,46 50,79
F6_Major4 6,30 37,43 60,35 107,25 20,59 19,21 19,22 46,80
F7_Major5 -11,99 13,79 32,76 71,60 -0,15 -1,30 -1,29 21,55
F8_Major6 -35,89 -17,11 -3,29 25,00 -27,27 -28,10 -28,10 -11,46
F9_Major7 -59,25 -47,32 -38,53 -20,55 -53,77 -54,30 -54,30 -43,73
F10_Major8 -83,79 -79,05 -75,55 -68,40 -81,61 -81,82 -81,82 -77,62
Table D.13: Percentual diﬀerence (percentaje) ATA global score between fusion track-
ers and individual algorithms trackers
TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean -5,45 16,31 -13,67 -0,10 -17,62 -20,10 2,79 -24,11
F2_Median 18,26 45,48 7,98 24,96 3,04 -0,06 28,57 -5,08
F3_Major1 -47,06 -34,87 -51,66 -44,06 -53,87 -55,26 -42,44 -57,51
F4_Major2 -12,63 7,48 -20,22 -7,68 -23,88 -26,16 -5,01 -29,88
F5_Major3 10,20 35,56 0,62 16,44 -3,99 -6,87 19,81 -11,55
F6_Major4 27,44 56,77 16,37 34,66 11,04 7,70 38,55 2,29
F7_Major5 37,84 69,56 25,86 45,64 20,09 16,49 49,86 10,63
F8_Major6 43,41 76,42 30,95 51,53 24,95 21,20 55,92 15,10
F9_Major7 51,84 86,78 38,64 60,44 32,29 28,32 65,08 21,86
F10_Major8 60,85 97,87 46,88 69,96 40,15 35,94 74,88 29,10
Table D.14: Percentual diﬀerence (percentaje) ATEinv global score between fusion
trackers and individual algorithms trackers
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TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean -21,54 -5,40 10,91 47,26 -16,03 -16,82 -17,77 5,31
F2_Median 15,26 38,96 62,92 116,31 23,35 22,18 20,78 54,69
F3_Major1 -40,86 -28,70 -16,41 10,99 -36,71 -37,31 -38,03 -20,63
F4_Major2 -1,05 19,31 39,87 85,71 5,90 4,90 3,70 32,81
F5_Major3 16,97 41,03 65,34 119,51 25,18 24,00 22,57 56,99
F6_Major4 14,71 38,30 62,14 115,27 22,76 21,60 20,21 53,95
F7_Major5 -5,51 13,93 33,57 77,34 1,13 0,17 -0,98 26,82
F8_Major6 -32,52 -18,64 -4,61 26,64 -27,78 -28,46 -29,28 -9,43
F9_Major7 -58,20 -49,61 -40,92 -21,56 -55,27 -55,69 -56,20 -43,90
F10_Major8 -84,20 -80,96 -77,67 -70,36 -83,10 -83,26 -83,45 -78,80
Table D.15: Percentual diﬀerence (percentaje) AUCinv global score between fusion
trackers and individual algorithms trackers
TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean -21,49 -5,39 10,76 47,16 -15,93 -16,67 -17,74 5,35
F2_Median 14,99 38,58 62,23 115,54 23,14 22,05 20,48 54,31
F3_Major1 -40,38 -28,15 -15,89 11,75 -36,16 -36,72 -37,54 -20,00
F4_Major2 -1,03 19,28 39,63 85,52 5,99 5,05 3,70 32,82
F5_Major3 16,82 40,79 64,81 118,98 25,10 23,99 22,40 56,76
F6_Major4 14,56 38,07 61,63 114,75 22,68 21,60 20,04 53,74
F7_Major5 -5,57 13,81 33,23 77,01 1,12 0,23 -1,05 26,72
F8_Major6 -32,50 -18,66 -4,78 26,52 -27,72 -28,36 -29,28 -9,42
F9_Major7 -58,11 -49,51 -40,90 -21,48 -55,14 -55,54 -56,11 -43,78
F10_Major8 -84,04 -80,76 -77,48 -70,08 -82,91 -83,06 -83,28 -78,58
Table D.16: Percentual diﬀerence (percentaje) PixelOV global score between fusion
trackers and individual algorithms trackers
TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean -27,45 -6,20 9,44 41,45 -17,70 -18,64 -18,63 0,19
F2_Median 5,37 36,23 58,94 105,44 19,53 18,16 18,17 45,51
F3_Major1 -39,52 -21,80 -8,77 17,92 -31,39 -32,17 -32,17 -16,47
F4_Major2 -4,01 24,10 44,79 87,15 8,89 7,65 7,66 32,56
F5_Major3 9,19 41,17 64,71 112,89 23,87 22,45 22,46 50,79
F6_Major4 6,30 37,43 60,35 107,25 20,59 19,21 19,22 46,80
F7_Major5 -11,99 13,79 32,76 71,60 -0,15 -1,30 -1,29 21,55
F8_Major6 -35,89 -17,11 -3,29 25,00 -27,27 -28,10 -28,10 -11,46
F9_Major7 -59,25 -47,32 -38,53 -20,55 -53,77 -54,30 -54,30 -43,73
F10_Major8 -83,79 -79,05 -75,55 -68,40 -81,61 -81,82 -81,82 -77,62
Table D.17: Percentual diﬀerence (percentaje) CTM global score between fusion
trackers and individual algorithms trackers
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TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean 17,23 11,60 1,77 66,51 104,66 54,55 10,45 27,42
F2_Median 7,98 2,79 -6,26 53,37 88,50 42,35 1,74 17,36
F3_Major1 2,31 -2,61 -11,18 45,31 78,60 34,87 -3,61 11,20
F4_Major2 -5,35 -9,90 -17,83 34,44 65,23 24,78 -10,82 2,87
F5_Major3 -9,93 -14,26 -21,81 27,93 57,23 18,74 -15,14 -2,10
F6_Major4 -5,16 -9,71 -17,66 34,71 65,57 25,04 -10,64 3,09
F7_Major5 4,68 -0,35 -9,12 48,69 82,75 38,01 -1,37 13,78
F8_Major6 -2,30 -7,00 -15,19 38,76 70,55 28,80 -7,95 6,19
F9_Major7 -17,44 -21,40 -28,32 17,27 44,13 8,85 -22,21 -10,26
F10_Major8 -47,47 -49,99 -54,39 -25,38 -8,29 -30,74 -50,50 -42,90
Table D.18: Percentual diﬀerence (percentaje) CTD global score between fusion track-
ers and individual algorithms trackers
TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean -7,39 -6,90 3,57 5,71 -9,42 -8,77 -12,82 -2,43
F2_Median 13,52 14,13 26,95 29,59 11,04 11,83 6,86 19,61
F3_Major1 -27,73 -27,34 -19,18 -17,50 -29,31 -28,80 -31,97 -23,85
F4_Major2 12,01 12,62 25,27 27,87 9,56 10,35 5,44 18,02
F5_Major3 23,19 23,85 37,77 40,63 20,49 21,36 15,97 29,80
F6_Major4 18,15 18,79 32,13 34,88 15,57 16,39 11,22 24,49
F7_Major5 4,01 4,56 16,31 18,73 1,73 2,46 -2,09 9,58
F8_Major6 -15,56 -15,11 -5,57 -3,61 -17,41 -16,82 -20,52 -11,04
F9_Major7 -35,37 -35,02 -27,72 -26,22 -36,78 -36,33 -39,16 -31,90
F10_Major8 -72,10 -71,95 -68,80 -68,15 -72,71 -72,52 -73,74 -70,60
Table D.19: Percentual diﬀerence (percentaje) TC global score between fusion track-
ers and individual algorithms trackers
TM MS PFC LK IVT TLD CBWH SOAMST
F1_Mean -16,59 -2,34 14,20 35,77 -6,75 -9,84 -11,66 8,22
F2_Median 10,41 29,26 51,16 79,70 23,42 19,34 16,93 43,24
F3_Major1 -48,20 -39,36 -29,08 -15,69 -42,10 -44,01 -45,14 -32,80
F4_Major2 -11,36 3,78 21,36 44,27 -0,91 -4,19 -6,12 15,00
F5_Major3 7,11 25,40 46,64 74,34 19,74 15,77 13,44 38,96
F6_Major4 7,43 25,78 47,09 74,86 20,10 16,13 13,78 39,38
F7_Major5 -3,70 12,75 31,84 56,74 7,65 4,09 1,99 24,94
F8_Major6 -24,50 -11,61 3,36 22,88 -15,60 -18,39 -20,04 -2,05
F9_Major7 -43,18 -33,48 -22,21 -7,52 -36,48 -38,59 -39,83 -26,29
F10_Major8 -62,44 -56,03 -48,58 -38,87 -58,02 -59,40 -60,22 -51,27
Table D.20: Percentual diﬀerence (percentaje) CoTPS global score between fusion
trackers and individual algorithms trackers
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D.4 Diﬀerence and percentual diﬀerence global scores com-
pared with the best individual tracker
This section presents the diﬀerences and percentual diﬀerences (see section D.3) be-
tween the global scores obtained for each fusion and the best one of global scores
obtained for all the individual tracker algorithm.
SFDA ATA ATEinv AUCinv PixelOv CTM TC CoTPSinv
F1_Mean -13,20 -13,31 -17,17 -11,16 -11,23 -13,31 -9,37 -9,86
F2_Median 2,57 2,60 -3,62 7,90 7,83 2,60 5,01 6,19
F3_Major1 -19,02 -19,16 -40,95 -21,17 -21,10 -19,16 -23,36 -28,65
F4_Major2 -1,93 -1,94 -21,27 -0,54 -0,54 -1,94 3,98 -6,75
F5_Major3 4,41 4,45 -8,23 8,79 8,79 4,45 11,67 4,23
F6_Major4 3,02 3,05 1,63 7,62 7,61 3,05 8,20 4,42
F7_Major5 -5,77 -5,81 7,57 -2,85 -2,91 -5,81 -1,53 -2,20
F8_Major6 -17,27 -17,40 10,75 -16,84 -16,98 -17,40 -14,99 -14,57
F9_Major7 -28,50 -28,72 15,57 -30,15 -30,36 -28,72 -28,61 -25,67
F10_Major8 -40,30 -40,62 20,72 -43,62 -43,91 -40,62 -53,88 -37,119
Table D.21: Diﬀerence (percentaje) global score between fusion trackers and best
individual algorithms trackers
SFDA ATA ATEinv AUCinv PixelOv CTM TC CoTPSinv
F1_Mean -27,45 -27,45 -24,11 -21,54 -21,49 -27,45 -12,82 -16,59
F2_Median 5,35 5,37 -5,08 15,26 14,99 5,37 6,86 10,41
F3_Major1 -39,54 -39,52 -57,51 -40,86 -40,38 -39,52 -31,97 -48,20
F4_Major2 -4,01 -4,01 -29,88 -1,05 -1,03 -4,01 5,44 -11,36
F5_Major3 9,17 9,19 -11,55 16,97 16,82 9,19 15,97 7,11
F6_Major4 6,29 6,30 2,29 14,71 14,56 6,30 11,22 7,43
F7_Major5 -12,00 -11,99 10,63 -5,51 -5,57 -11,99 -2,09 -3,70
F8_Major6 -35,91 -35,89 15,10 -32,52 -32,50 -35,89 -20,52 -24,50
F9_Major7 -59,26 -59,25 21,86 -58,20 -58,11 -59,25 -39,16 -43,18
F10_Major8 -83,79 -83,79 29,10 -84,20 -84,04 -83,79 -73,74 -62,44
Table D.22: Percentual diﬀerence (percentaje) global score between fusion trackers
and best individual algorithms trackers
