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ABSTRACT
Oil and gas workers in the Middle East are frequently faced with environmental challenges
when performing their daily tasks, as temperature could get as high as 50◦C with humidity
level fluctuating between 80-90%. As common with other oil and gas environments, the
workers are often faced with potential exposure to poisonous gases like H2S, Methane, etc.,
hence, making their job very risky.
Developing a mobile robotic system will help remove these workers from harms way.
However, integrating this robotic system into the environment demands that it can navigate
through narrow spaces from one location to another location to execute a task successfully
without colliding with obstacles. Also, it requires that humans are kept in the control loop
to make critical decisions as there is zero tolerance to error in this environment.
Using an oil refinery as the target deployment environment, we develop an inexpensive
navigation system to enable a mobile manipulator to perform inspection tasks within this en-
vironment. This includes the fusion of several information from WiFi, GPS, IMU, encoders,
laser range finder, compass, and artificial visual markers to determine the robot location
within the facility. We also present a gap finding obstacle avoidance algorithm, and address
the problem of defining inspection poses for the robotic arm to inspect a gauge. Leveraging
on these capabilities, we propose a shared control framework to achieve human collaboration
in performing inspection tasks.
The implementation results are promising; the robot accurately localizes, efficiently
avoids obstacles, successfully executes inspection tasks, and collaborates with a human op-
erator to achieve tasks.
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Navigation and control form an integral part of any mobile robot. These entail local-
ization, path planning, path tracking, and obstacle detection and avoidance. In order for
a robot to move from one place to another place, it must have a very good knowledge of
its location at every given time (Localization) and be able to plan a path (Planning) and
follow the planned path (Path tracking) to its destination while avoiding obstacles (Obstacle
avoidance).
When the mobile robot is carrying a robot arm, often referred to as a Mobile manipulator
or a Mobile arm, the complexity of the system increases. In this case, we have to deal with
the kinematics and control of the robot arm in addition to the navigation and control of
the mobile platform such that all components work together in a coordinated manner to
successfully execute a given task. Depending on the task and the structure of the environ-
ment, planning and execution of the task becomes challenging. However, this kind of robot
system provides us with enormous capability through autonomous control or tele-operation,
such that we can perform more demanding tasks like inspection, valve opening, search and
rescue, bomb disposal and so on.
In this thesis, we consider all these concepts so they can be used for executing effectively,
inspection tasks in an oil and gas environment, specifically, an oil and gas refinery.
1.1 Motivation
Routine inspection of equipments, gauges, valves etc., is a daily requirement in any oil and
gas facility to ensure uninterrupted production. Despite the use of supervisory control and
data acquisition systems (SCADA) and distributed control systems (DCS), human operators
are still required for verification when alarms are triggered [1]. Also, some old production
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plants do not have some of their gauges on the SCADA system, hence requiring routine
physical inspection.
Considering the operating conditions in this environment, workers involved in this kind
of inspection tasks are potentially faced with exposure to poisonous gases like H2S, Methane,
etc. making some of their daily tasks dangerous, dirty and dull. For oil and gas workers in
the Middle East, the working condition is more harsh and dangerous as weather conditions
like hot temperature, sand storms are often experienced. Particularly during the summer
period, temperature could get as high as 50◦C while the humidity level fluctuates between
80− 90%.
In this project, we aim to limit the exposure of these workers by developing a mobile robot
that can perform the same inspection tasks such that we can improve the Health, Safety and
Environment (HSE) of the workers and also improve the overall reliability, robustness and
flexibility of oil and gas operations. Some of the tasks that could be explored include visual
inspection, gas sensing, leak detection and thermal imaging, however, for the purpose of this
thesis, we have limited the task to gauge inspection only.
1.2 Environmental Description
An oil and gas refinery as shown in Figure 1.1, is an industrial process plant where crude
oil is processed and refined into more useful petroleum products like gasoline, diesel fuel,
kerosene, etc. Typically, they span large expanse of land with hundreds of miles of pipe net-
works. They are also characterized with tall structures like distillation tower, storage tanks,
hydro-cracking unit, and flare towers. They also consist of mechanical and electrical rooms
for housing equipments like pumps, generators, turbines, and other electrical and control
equipments. The environment is a combination of both indoor and outdoor environments
with potential presence of toxic gases, oil splattering and inflammable substances.
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Figure 1.1: A view of a refinery in Abu Dhabi
1.3 Operational Requirements
The first and major requirement of deploying a mobile manipulator in this environment is
that it should be able to run around within the facility safely without disrupting the normal
operations, that is, safe operation must be guaranteed. Ensuring this, requires the robot
to be able to navigate on any kind of floor, avoid obstacles, maneuver in confined spaces,
detect ditches, capable of manual over-ride and designed to be fail-safe in times of network
loss [2]. Designing the robot to be intrinsically safe is also required, although, this was not
considered in this project.
The robot should have sufficient degrees of freedom to perform inspection tasks and
equipped with reliable sensors to create situation awareness in the facility. Since the facility
covers a large expanse of land, remote execution of tasks requires robust wireless network
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communication and a long run-time robot moving at a minimum speed above an average
human speed. Most importantly, the robot should be operable at 50◦C.
1.4 Objectives
1. Design a robust and safe architecture for operating a mobile robot in a refinery
2. Design and implement an inexpensive navigation system suitable for use in this envi-
ronment
3. Develop a solution that can aid a mobile manipulator perform visual inspections (specif-
ically on gauges) effectively
4. Develop a framework for control sharing between human and the robot to perform an
inspection task
5. Demonstrate shared control between the robot and the operator to achieve a goal
1.5 Assumptions
Based on our knowledge of the environment, some assumptions were made that:
1. The environment is structured and there exist a detail map of the environment.
2. Ground surfaces are level and most corners are at 90 degrees.
3. Gauges are situated within the reach of a normal human being and they are mounted
vertically.
4. The laser scanning plane cuts across every obstacle and there are no over hanging
obstacles. This is generally not the case, but this assumption helps us simplify the
problem of avoiding obstacles to a 2-dimensional problem.
5. The robot will be running on the ground floor and there will be no climbing of stairs.
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1.6 Thesis Contribution
The following contributions are made:
1. Good localization accuracy is achieved in a sparse and featureless environment using
an inexpensive solution by integrating an array of heterogeneous sensor data (e.g WiFi,
Fiducial, GPS, Compass, IMU, and Encoders)
2. A gap-finding obstacle avoidance is developed that can enable a mobile robot navigate
through narrow passages.
3. The use of fiducials to uniquely identify gauges and determine inspection poses to read
them.
4. The determination of ground truth measurement such that robot accuracy can be
known at a particular location in both indoor and outdoor environments.
1.7 Thesis Outline
The remaining part of the thesis is structured as follows: Chapter 2 gives a review
of previous works that have been done in the area of navigation, visual systems, obstacle
avoidance, shared control and inspection robots. In Chapter 3, we described in details the
system architecture, the navigation, control framework, obstacle avoidance and inspection
algorithms that we developed to achieve our objectives. This chapter also includes prelimi-
nary experiments and evaluation of the sensor system used. We present our results based on
the overall evaluation of the system in Chapter 4. Finally, conclusion is drawn in Chapter 5




Many robotics applications are aimed at taking humans out of harms way. One example
is the autonomous inspection of hazardous waste containers [3]. In this work, an intelligent
mobile sensing system was developed to detect dents, rusts, corrosion and bulging in radioac-
tive waste storage drums using laser ranging system and cameras. The mobile system had
the capability to navigate autonomously within the facility using dead reckoning and visual
landmarks, and could also avoid obstacles using its ultrasonic range sensors. In another
work, a portable mobile robotic system was developed for remote inspection of under-vehicle
in parking areas as a surveillance system [4]. Several other examples can be found in this
survey [5], especially in the area of industrial inspections. Many of these robots are either
tele-operated, semi-autonomous or autonomous, however, having a mobile robot only is of-
ten not enough to explore in these hazardous environments especially when there is need to
observe somethings closely or manipulate objects. To further extend their capabilities, a lot
of research has gone into developing systems that enable both mobility and dexterity known
as mobile manipulators.
Mobile manipulators have a long history. According to Srinivasa et al.[6], the first doc-
umented mobile manipulator dates back to 1966 when the robot, Shakey, which had the
capability of rearranging simple objects, was built to develop artificial intelligence techniques
in realistic environments. Ever since, mobile manipulators have gained application in several
areas such as space exploration [7], explosive disposals [8], home assistance[6], automotive
wiring harness assembly [9], jobs and tools transportation in manufacturing environments
[10] and so on.
In oil and gas environment, there has not been any operational mobile robot deployed
despite advances in mobile robotics. To breach this gap, TOTAL, an oil and gas corporation
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is currently funding five teams in a competition to develop an autonomous robot to perform
routine inspections and reporting in an offshore oil and gas facility [11]. Prior to this,
Bengel et al.[2] had already conducted research in this area to determine the feasibility of
deploying a mobile robot in an offshore oil and gas environment to help in carrying out some
inspection and manipulation tasks. They were able to define several environmental and
functional requirements that must be met by a mobile robot to successfully operate within
this environment. Some of these requirements includes maneuverability within confined
spaces, localization, obstacle avoidance, simplicity of control software, explosion proof and
so on. Although, their work indicated a successful autonomous execution of inspection tasks
like gauge reading on an offshore gas platform, their solution required a prior teaching of the
robot by driving through the inspection path and recording sequences of inspection tasks.
2.1 Navigation
Over the years, a lot of research in robotics has been geared towards mobile robot nav-
igating autonomously in both indoor, outdoor, structured and unstructured environments,
as this is of great importance to fully exploring their usability.
Most of the early research on outdoor localization focused on the use of GPS as the
major navigational sensor. Before the removal of selective availability (SA) on GPS signals
(i.e. the intentional degradation of GPS signals by the U.S. Department of Defense), Abbott
and Powell [12] studied the relative error contribution of GPS with and without SA, gyro
bias and odometer errors on the accuracy of a vehicle position estimate, in order to help in
the selection of cost effective navigational solution. Results showed that the accuracy of the
position estimate is highly dependent on the accuracy of the GPS data when GPS signal is
available. Moreover, when GPS is not available, the position accuracy is dependent on the
gyro drift over time. In an attempt to help reduce this error contribution from GPS when
combined with IMU, the paper by Sukkarieh et al. [13] described how to determine the
integrity of sensor data and ignore bad GPS data using a gating function. Using EKF, GPS
position fixes are only incorporated into the pose estimation calculation if they are within
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a certain threshold. This solution makes the position accuracy dependent on the accuracy
the IMU especially when there are series of bad GPS data. Any GPS position fix computed
from less than four navigational satellites is considered as a bad GPS data. In an urban
canyon environment, it is most unlikely to have access to four navigational satellites at all
times due to the number of tall buildings around. Cui and Ge [14] addressed this problem
using a modeled path constraint. Using pseudo-range measurements from two navigational
satellites (i.e. the distance of the GPS receiver to the navigational satellite) and the road
path modeled as straight lines and arcs, they were able to determine a position estimate
using this path constraint. Results were validated in a simulation.
Recent works have included the use of more navigational sensors and different estimation
algorithms. Panzieri et al.[15] used map-based data in addition to the GPS and IMU data to
determine the vehicle pose estimate using an inertial model with an EKF. In another work
by Zhang et al. [16] , IMU, GPS and digital compass were considered using an unscented
Kalman filter. Weinstein and Moore [17] used a kinematic model of an Ackerman vehicle in
determining the vehicle pose estimate using EKF. Particle filter [18] is another estimation
technique that is very robust to diverging error associated with Kalman filter solutions,
although it is computationally expensive and can suffer from particle deprivation[19].
Common practices now involve odometryless solutions especially in areas that require
robot navigating in very rough terrain. This solution is often attached to the problem of
determining robot location alongside the map of the environment known as the Simultaneous
Localization and Mapping (SLAM) problem. Using laser range finder, scan data can be
aligned together using correlative scan matching [20] , iterative closest point techniques [21]
or Gauss-Newton approach [22]. These method work well except that they can result into




Visual system is now often used in robotics in the area of localization, object recognition,
obstacle avoidance, augmented reality and so on. It often includes artificial markers or
markerless solution. In rich feature environments, algorithms like SIFT [23], SURF [24] and
ORB [25], can be run to aid in visual simultaneous localization and mapping [26]. Also,
computer vision assist in detecting obstacles and drivable regions from a far distance by
using laser data information to train a classifier [27]. All these above examples require no
markers which is of great advantage. However, they are computationally expensive, noisy
and often fails when used in environments that have little or no features.
Several groups have worked toward enabling robust robot localization in environments
that can be characterized as being deficient of features. Interestingly, most of the approaches
require some sort of artificial markers.
The approach of Meyer-Delius et al. [28] has been to reduce the ambiguity in the envi-
ronment by maximizing the average uniqueness using retro-reflective tape. These reflectors
were however all the same. Bengel et al. [2] added pipes, poles and stripes of reflective tape
to help localize a robot so it could perform inspection at an offshore oil and gas facility. One
significant disadvantage is that their method requires a large number of markers, and the
added infrastructure is not unique. Some other methods, e.g., Hu [29] require a minimum of
three markers to localize for a single pose.
Fernandes et al. [30] considered the use of visual odometry based on fiducials. This
approach is however not really practicable since it requires continuous visibility of a marker to
calculate the odometry. A hazardous waste drum inspection vehicle [3] also utilized fiducials.
These were placed every five meters and the robot had to execute specific maneuvers to
localize itself at each marker, disrupting the continuity of its motion. Another solution [31]
used active visual markers (i.e. light emitting markers) but these were ineffective in a sunny
environment. Fiducial marker system such as ARToolkit, AprilTag[32], ARTag [33] have
been used in augmented reality applications but have only been evaluated for indoor use.
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Two ARTag were used by Hamner et al.[9] to aid a mobile manipulator insert a plug into a
target hole during an execution of an assembly task.
2.3 Obstacle Avoidance
Obstacle avoidance is a major capability required by a mobile robot. Several algorithms
exist although we have focused our related work on 2-Dimensional obstacle avoidance algo-
rithms. The simplest of them is the bug algorithm [34] which just follow along the obstacle
to avoid it. In a survey by Borenstein et al. [35], they studied three most commonly used
obstacle avoidance algorithm; edge-detection, potential field, and virtual force field methods;
and then proposed a new algorithm named the vector field histogram due to the drawback of
the previous algorithms. Using sonar senors, edge-detection was found to be dependent on
the accuracy of the sensor, potential field requires an assumption of a known world, and the
virtual repulsive force generated by the virtual force field method results into oscillatory mo-
tion in narrow passages. The vector field histogram method used a two-stage data-reduction
process which enables the robot to detect obstacles using the polar certainty grid and then
compute a required steering parameters; velocity and direction to avoid the obstacle.
Most recent work has been on the follow the gap method [36] where the robot chooses
the largest gap available in its environment. In the DARPA grand challenge [27], the robot,
Stanley, generated multiple trajectories within the road boundaries and then used the tra-
jectory that is closest to the road center-line as this was found to be effective in the desert
environment.
2.4 Shared Control
Sharing of control was defined by Sheridan [37] to be the control of different aspects of
a system by human and computer to achieve a function while the turn over of control to
each other was defined as trading control. In many application shared control is seen as
the middle ground between human and machine interaction (i.e. between manual and full
autonomy).
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In the work by Griffin [38], a dexterous telemanipulation arm with haptic feedback was
developed. Since teleoperating a robot is often problematic with feedback, the manipulation
control was shared such that the human controls the robot with a glove while the actual force
applied in grabbing is controlled by robot. Shared control was also demonstrated in vehicle
simulation between a human driver and steering controller using haptic assistance to follow
a path [39]. Several assistive technologies uses shared control framework [40]. Intelligent
wheelchairs uses this same concept to avoid obstacles [41].
In most of these application, detection of user intent is always a challenge. Several
researchers [42] [43] [44] have worked on this problem. One of the solutions involves setting
a threshold for user input such that when it is exceeded, the computer control realizes the
change in the human intention. For example, in the telemanipulation, the arm uses the
threshold to determine when to grab or to release an object. Some other solutions include
explicit communication of the user intention using joystick or a visual interface, although
this does not work well in assistive technologies. An implicit detection of user intent can be
done through control history. Using control history the machine can determine if a user is
aware of an obstacle or not and help to avoid it.
In this chapter, we have presented all these technologies as a foundation to our work.
Our overall aim is to integrate all these individual technologies into a system that can be
deployed in an oil and gas refinery knowing well that new solutions will be created and
adapted from these existing technologies. The developed system is presented in the next
chapter and it considered all safety features except for the intrinsic safety requirement of the




The developed system has several parts. We begin with an overall description of the
system and then explore in detail the algorithms and controls used in each of its subsystems.
We have also provided in this chapter, some of the preliminary experiments and evaluation
performed that resulted in our robust navigation and control system.
3.1 System Design
Our robot, Blaster, see Figure 3.1 comprises several subsystems: the mobile platform,
robot arm and a variety of sensors to interact with its environment. It was designed to be
tele-operable and semi-autonomously driven to perform inspection tasks. The underlying
software enables it to take commands from an operator in a remote location, interpret and
execute the task commanded while the operator monitors and collaborates with the robot.
3.1.1 Description of Robot Subsystems
Robotic Mobility Platform (RMP): This is a Segway RMP 440 LE robotic mobility
platform capable of a high traction payload of 90 kg, see Figure 3.2. It is an off-the-shelf,
battery powered, all terrain tires, propulsion system that can travel as fast as 28.8 km/hr,
a speed beyond our speed requirement. It is powered by four 380 Wh propulsion batteries
and a 380 Wh auxiliary battery dedicated to power its control board and other external
devices. This ensure a long running time of up to 8 hours after integrating it with the other
subsystems. It is a skid steer platform which operates on a rate based controller. That is, the
platform is driven based on the linear velocity and angular velocity commands, as individual
wheels cannot be controlled separately. The RMP also provides state variables like linear
accelerations, linear velocity, angular velocity about X,Y and Z-axis, roll angle, pitch angle,
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Figure 3.1: Blaster as built
battery status, etc. at a maximum rate of 100 Hz depending on the polling rate used. For
our application, we polled at 10 Hz.
Figure 3.2: RMP
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Robot Arm: Five degrees of freedom (DOF) were determined to give an operator a viewing
experience, hence, a light weight, 5-DOF, robotic arm was manufactured from aluminum,
see Figure 3.3. An arm saddle was also manufactured to park the arm when the robot is
in motion. For simplicity, the arm was designed to decouple position and orientation. It
was also designed to be modular and easily assembled. The robot arm runs on three DC
motors and two servo motors which are powered by a 240 Wh battery. As part of power
management, worm gearboxes were used for Joint 2 and 3 so that pose positions can be
held for inspection purposes without draining the batteries. Joint 1 has a range of motion
of −150 to +150 degrees, Joint 2 has −90 to +90 degrees, Joint 3 has +20 to −180 degrees,
and Joint 4 and 5 have −90 to +90 degrees. Frame assignments are discussed in Section
3.7.1. Since the robot will be performing inspection tasks, a sensor head was mounted on
Joint 5 to house all inspection sensors. For safe operations, limit switches were installed on
the joints to provide absolute positioning calibration and to provide hardware motion limits.














Figure 3.3: The robot arm
Navigational Sensors: As shown in Figure 3.4, the robot was equipped with several navi-
gational sensors so that it can localize itself in the environment and navigate around without
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running into obstacles. They include the following:
• GPS Receiver: This is a BU-353, WAAS enabled GPS receiver that provides its location
in the world coordinate at an update rate of 1 Hz. Some of the information it provides
include Longitude, Latitude, Altitude, fix, DOP, and the number of satellites being
used. All these data come in the NMEA 0183 data format.
• Digital compass: We used an OceanServer precision 3-axis tilt compensated digital
compass with a maximum update rate of 40 Hz. It has an on-board accelerometer and
it is capable of a heading accuracy of 0.5◦ RMS heading while level, 1◦ RMS < ±30◦
Tilt, and 1.5◦ RMS < ±60◦ Tilt. Also, it can be calibrated for hard and soft iron
compensation.
• Scanning Laser Range Finder: The robot was equipped with a 2D Hokuyo URG-04LX-
UG01 laser scanner that has a maximum range of 4m and a detection area of 240
degrees with a scan time of 100 msec/scan. This sensor was used to detect and prevent
collision with obstacles. In some instances, we used it to create maps.
• Infrared Proximity Sensor: To prevent the robot from driving into a ditch, we mounted
four IR sensors to each ends of its front and rear bumpers, pointing downward directly
ahead of its four wheels. Each one of them has a range of 20 to 150 cm.
• Navigation Cameras: To aid in the navigation, four USB cameras were mounted on
each side of the robot. They were used for visual navigation using artificial markers.
Inspection Sensors: To create situation awareness similar to what a human inspector can
deliver, the robot was equipped with the following sensors to emulate the sense of hearing,
smelling and seeing.
• Microphone: This is a compact stereo microphone that provides the robot with the
ability to detect leaks and explosions acoustically. It is also capable of directional
monitoring.
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• Methane Gas Sensor: This sensor can detect Methane concentrations in the air from
200 to 10000 ppm.
• Thermal Imaging Camera: The robot can provide thermographic representation of the
environment using the E4 FLIR thermal imager.
• Network Video Camera: An Axis network camera was used to provide visual feedback









Side Camera Rear Camera
2D Laser Range 
Finder
Front Camera
Figure 3.4: Navigation and inspection sensors
Controller and Communication Module: The supervisory software that controls all
the low-level tasks runs on a CompactRIO NI-9082, 1.33GHz dual-core, Intel Core i7 pro-
cessor. It is an industrial controller with an operating temperature of 0 to 55◦C and runs a
Windows 7 embedded operating system. Also, it has a built-in LX150 FPGA that enables
hardware accelerated processes. This was used to perform all critical controls like the arm
control. One major advantage of this controller is its flexibility to be interfaced with auxil-
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iary devices by adding hot swappable modules. We had six modules added to the controller,
three of which were NI 9505 H-bridge servo motor drive modules which provides direct con-
nectivity to the DC motors actuating the arm, two NI 9401, 8-channel, TTL Digital/Output
Modules and one NI 9201, 8-Channel, 12-Bit Analog Input Module for sensor data acquisi-
tion. Wireless communication to the controller is performed through the EnGenius 210EXT
access point as shown in Figure 3.5. It provides the robot with 2.4GHz WiFi network for
both communication and navigation purposes. An additional independent network link, D-
Link DAP-2310 wireless client-bridge, provides the connectivity to the network camera. This
ensures redundancy in knowing the location of the robot in case of an unusual system failure.
(a)
D-Link DAP-2310 Wireless client-bridge
EnGenius 9603H Wireless USB adapter
(b)
Figure 3.5: (a) Communication devices (b) Computer Hardware
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3.1.2 System Architecture and Software
In the previous section, the focus was on the system hardware, in this section, we present
the control software from a high level and how each subsystem interacts. The overall system
















Figure 3.6: High level block diagram
Operator Interface and Mission Control: This is the interface that allows the operator
to remotely control and monitor the robot. It provides the operator with the capability to
plan a mission and select the operational mode to be used to execute the tasks. There are
two modes of operation: tele-operation mode and semi-autonomous mode. In tele-operation
mode, the operator sends real-time commands to the robot while in semi-autonomous mode,
the operator schedules a task for the robot to execute. During the execution of these tasks,
feedback information from the robot is received, logged for analysis and presented to the
operator. This information includes robot location, health status, vehicle speed, robot arm
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configuration, video feed and so on. Also, this interface allows the operator to handle safety
prompts from the robot, for example, ”Is it safe to park the arm?”. Manual override and
emergency shutdown routine can be initialized here.
Supervisory Control: The supervisory control performs all the high-level tasks received
from the operator through the communication module and then provides feedback to the
operator. Tasks could be as simple as a joystick input to drive the robot forward or as
complex as that needed to perform an inspection task at a particular location. It is the
job of the supervisory control to acknowledge receiving the command and coordinate all
the low-level controllers to achieve the overall task. These low-level controllers are grouped
under two intermediate controls namely: RMP control and arm control. Inspection sensors
are controlled directly by the supervisory control. It should be noted that the supervisory
control stops all processes when network is lost and then resumes back when it can establish
an heartbeat with the operator interface. This is a safety feature.
RMP Control: All navigation sub-level tasks are executed under the RMP control. The
robot is able to localize itself in the environment using its navigational sensors. This is
achieved by fusing data, see Table 3.1, from GPS, compass, Inertial Measurement Unit
(IMU), Wi-Fi, vision, and vehicle velocity using an Extended Kalman Filter (EKF) to de-
termine its state estimate (position, orientation, velocity). The knowledge of its present
location enables it to then plan its path to any given goal location using the path planner.
The path planner was developed to generate a path or look up waypoints from a database.
Execution of this pre-planned path is performed by the path tracking controller which then
sends rate based commands in terms of linear velocity and angular velocity to the embedded
controller on the RMP. All the wheel controls are handled at this level. Also, Driving can
also be done using a joystick, from a near or remote location. As seen in Figure 3.7, all path
commands are modulated by the obstacle avoidance module. This ensures that the vehicle
does not run into any obstacle or fall into a ditch.
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Table 3.1: Sensor data output
Sensor Data output Update rate(Hz)




IMU acceleration in X and Y , angular rotation
rates about X,Y,Z, and pitch and roll angle
10
Encoder linear velocity 10
Wi-Fi position in X and Y 1
Vision position in X and Y, orientation 5
Laser Range Finder scan data (683 step points) 10
IR sensor distance to the floor 10
When there are no indication of obstruction or holes in the environment as represented by
the Laser Range Finder and the IR proximity sensor, the robot keeps to the user-input or
the pre-planned path, otherwise it switches to the obstacle avoidance module. This module
then generates a new path around the obstacle until the obstacle is cleared or it gradually













Figure 3.7: RMP Control
Arm Control: Tasks that involve manipulation are executed by the arm control. As seen
in Figure 3.8, there are several ways of generating poses for the arm. The lowest level control
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is a direct joystick mapping to the motors to achieve individual joint motion - moving in
Joint space. To move in the Cartesian space, joystick inputs are mapped to increment
movements in the space. The PID controller then tracks the resulting incremental joint
motion as computed by the trajectory generator to achieve a joint coordinated motion of
the arm. In the scripting mode, the robot is able to execute a series of commands describing
arm configurations in Joint space and in Cartesian space. When performing an inspection













Figure 3.8: Arm Control
The arm control also executes a pre-configured configuration for parking the arm in its
saddle and the sequence of joint movements to calibrate its absolute position using the limit
switches.
Communication: As mentioned previously, the robot must maintain a heartbeat commu-
nication with the operator station. To establish a network connection, the robot performs a
three way handshake. As part of security measures, the robot does not complete the connec-
tion unless the connection password provided is valid. After connection is established, the
connection heartbeat is continually monitored. The communication module also performs
hand-off between wireless access points in order to stay connected to the access point with
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the highest signal strength within the robot vicinity. Refer to [45] for details.
3.2 Procedural Calibration of Navigational Sensors
The robustness of a navigation system is highly dependent on the accuracy achievable by
the navigational sensors. However, 100% accuracy is not achievable by any sensor, hence, the
use of the technique called Sensor fusion. Sensor fusion is the integration of several sensors
of different accuracies and different measurement technologies to achieve a better outcome
of an higher accuracy. One major step in integrating these sensors is to be able to verify
the integrity of each of the sensor data before they are fused together. Predictable errors
should be eliminated and unpredictable errors should be modeled with the uncertainty of
the measured data. Bad measurements should be ignored. Also, sensor information must
have the proper estimated confidence associated with the accuracy of the sensor data i.e.,
good data must have a high confidence value while poor data should have a lower confidence
value. This error modeling is performed by calibrating each of the sensors. We have modeled
the uncertainty of each sensor’s data as Gaussian white noise with zero mean and a variance
of σ2.
3.2.1 GPS Data
The GPS accuracy is often dependent on the environment where it is being used. Good
position fix can be determined when there is access to open sky, as the GPS receiver needs to
access a minimum of four navigational satellites to compute a position fix. However in our
application, we do not have access to open sky at all times. Based on our background work
at the Cherokee power plant [46], the absolute error in the position fixes greatly increases
in vicinity with many tall structures as they obstruct access to an open sky. This error is
predominantly due to multi-path signals, although, other error sources like signal propaga-
tion, satellite geometry, and the number of satellites also affect the accuracy of position fixes.
Using GPS position data as a relative positioning system helps to cancel out some of these
noises as they are associated with the absolute positioning.
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Since we do not have access to a ground station for realtime correction of GPS position
fix like the DGPS, classifying bad GPS fixes and attributing the correct confidence value to
the available position fix becomes paramount. GPS data already comprises the DOP value
which indicates the accuracy of a GPS position fix - the higher the DOP value, the lower the
accuracy. However, DOP computation does not consider delay in signal propagation [15].
Seeing that we considered the position fixes as a relative positioning system, an expression
of relative precision is needed. According to Panzieri et al [15], the number of satellites
better describes precision than the DOP value. To determine the relationship between the
number of satellites and precision, we performed several experiments in an open sky view
and obstructed sky view, see Figure 3.9.
(a) (b)
Figure 3.9: (a) Open sky view - Location B (b) Obstructed sky view - Location D
At different time of day, the robot was stationed at four locations, A, B, C and D, while
GPS data were acquired for 15 minutes at each location at an update rate of 1 Hz. The
results are as shown in Table 3.2, Table 3.3, Table 3.4 and Table 3.5. Each table contains the
standard deviation of the positions given the number of satellites used. It should be noted
that, we did not compute the standard deviation of the position data when the number of
23
data points corresponding to the number of satellites is less than 100 data points.




N-S E-W R N-S E-W R
5 - - - - - -
6 - - - 3.22 7.10 7.79
7 - - - 5.06 7.96 9.43
8 - - - 4.67 1.77 4.99
9 5.42 1.32 5.58 - - -
10 5.65 1.78 5.92 - - -
11 4.58 1.61 4.85 - - -




N-S E-W R N-S E-W R
5 - - - - - -
6 - - - - - -
7 - - - - - -
8 - - - 3.76 2.54 4.54
9 1.46 1.66 2.21 - - -
10 1.56 1.49 2.16 2.46 3.24 4.07
11 1.27 0.92 1.57 - - -




N-S E-W R N-S E-W R
5 - - - 10.28 9.37 13.90
6 - - - 9.62 11.05 14.65
7 16.53 8.42 18.55 7.35 11.10 13.31
8 12.25 6.04 13.66 7.54 10.24 12.71
9 8.37 6.13 10.37 - - -
10 7.37 6.77 10.01 - - -
11 - - - - - -
From the results, we computed the variance from the average of the resultant standard
deviation corresponding to the number of satellites. The plot is shown in Figure 3.10. Using
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N-S E-W R N-S E-W R
5 - - - - - -
6 - - - - - -
7 - - - - - -
8 - - - - - -
9 4.89 5.76 7.55 5.08 5.42 7.43
10 4.88 4.50 6.64 4.86 4.15 6.39






























Series1 Linear (Series1)Figure 3.10: The relationship between variance of GPS position fixes and the number of
satellites.
Microsoft Excel, a linear relationship was determined from the empirical data as shown in
Equation 3.1
σ2gps = −15.085ns + 169.88 (3.1)
where, ns, is the number of satellites and, σ
2
gps, is the variance of GPS position data.
Using this equation, we are able to scale the GPS covariance matrix depending on the number
of satellites used in computing the position fix while we ignore data that were computed using
less than four navigational satellites. Signal multi-path errors were handled using a validation
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gate which will be described in Section 3.4.4.
Given a local coordinate system, all GPS position data in the Universal Transverse Mer-
cator (UTM) coordinate system were translated into relative positions, (P gpsx , P
gps
y ), using
trigonometric transformation. These relative positions are reset whenever a known landmark
is seen in the environment in order to minimize error accumulation from relative positioning.
3.2.2 WiFi Data
Present GPS technology is highly unreliable in indoor environments. Since wireless access
points will be deployed in the environment for communication, we have used the WiFi signal
to our advantage as a local positioning system for the robot in indoor environments. Like
GPS, WiFi signals also have several error sources from signal propagation, multipath effects,
and changes in the environment.
To determine position from WiFi signals, the fingerprinting method was used [45]. This
method involves an initial creation of a database comprising different poses with their sur-
rounding access points and signal strengths. The robot then uses this database to find the
averaged k-closest matching poses given its present observed access points and their sig-
nal strengths. At an update rate of 1 Hz, we can determine the absolute robot position
(Pwx , P
w
y ) from the WiFi signal using this technique. A two scaled confidence level was used
in representing the uncertainty in the computed position: lower confidence value, σ2wl , and
the higher confidence value, σ2wh . These values are used in the fusion process with other
sensor data. For more details on the derivations, refer to Sweatt’s work [45].
3.2.3 Compass Data
The use of a magnetic compass is often questionable especially when used in indoor
environments or in places with varying earth magnetic field. Figure 3.11 is an example of
unreliable compass data when the robot was driven on a straight line indoor over a range
of 10 meters. It is easily affected by magnetic interference, tilt, vibrations and electrical
interference. To handle some of these problems, we mounted the tilt-compensated digital
26
compass on the head of the robot and reserved its use for outdoor environment only. The
robot head was experimentally found to be the best mounting location because it has the
least magnetic interference to the digital compass.





















A plot of compass data indoor over a distance of 10 meters moving in a straight line
Student Version of MATLABFigure 3.11: Compass data indoor over 10 meters with an estimated actual heading of 118
degrees
At an update of 10 Hz, raw compass data is passed through a low-pass filter. The output
heading, θh, from the filter is then used at a rate of 0.2 Hz in order to eliminate the effect
of short duration heading deviations. Unpredictable errors due to interferences are rejected
using validation gate, see Section 3.4.4. To ensure compass data are used outdoors only, the
heading from the compass is only used when a good GPS fix is available.
The compass variance, σ2h = 25 deg
2, was determined empirically. With the robot
stationary and driven in a straight line, the variance of the heading output was computed
from the logged data. Vibrations associated with the vehicle making turns are modeled in
the measurement uncertainty by scaling the compass variance proportionally to the one-fifth
of the commanded angular velocity of the robot.
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3.2.4 Gyroscopic Data
The gyroscope measures the angular velocity, ω, of the robot. Common sources of error
are due to the internal temperature of the device, g-sensitivity, scaling factor, noise, and
gyro bias [12]. The effect of temperature on gyro output was found to be negligible for
the gyroscope used. The average bias, b, of the gyroscope was quantified over a period of
600 seconds on both level and sloped ground orientations as shown in Table 3.6. For this
experiment only, an update rate of 50 Hz was used to effectively sample the noise. Subsequent
acquisition were performed at an update rate of 10 Hz.
Table 3.6: Gyroscope characterization
Number Roll(deg) Pitch(deg) Bias(deg/s) Noise variance(deg2/s2)
1 0.12 0.48 -6.41 0.59
2 0.12 0.48 -6.45 0.58
3 0.08 -6.54 -6.60 0.61
4 0.08 -6.54 -6.43 0.68
5 6.60 0.47 -6.48 0.59
6 6.60 0.47 -6.49 0.62
Average -6.48 0.61
Figure 3.12 shows the block diagram of pre-processing the gyro data. The bias, b, is
removed from the raw gyro output, ωraw, filtered using an adaptive filter, and then passed
through a dead band of ±1deg/sec (to zero out residual noise). Finally, it is scaled with
different scaling factors in the clockwise and counter-clockwise direction (this is due to an







Figure 3.12: Pre-processing of gyro data
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See Figure 3.13 for the gyro data at different stages of the processing. The adaptive filter,
see Equation 3.2, is a filter often used in image processing [47] which was adapted for
this purpose due its computational efficiency. It averages the measurement noise of the
gyro based on the local mean, mL. Using the noise variance, σ
2
η, and the local variance,
σ2L, the filter functions as a running average filter when new measurement, g(x), is within
the noise variance. However, when there is a big jump in the new measurement outside
the noise variance, the new measurement is passed without being averaged along with the
previous measurements. This prevents error from averaging widely dispersed data. The filter
works provided that σ2η ≤ σ2L. Note that the instantaneous local variance is determined by































Angular Velocity after removing bias
Angular Velocity after adaptive filtering
Angular Velocity after thresholding
Student Version of MATLAB
Figure 3.13: Gyro output data against time at different stages of the pre-processing. Note
that the angular velocity after adaptive filtering is the same with the angular velocity after
thresholding when the angular velocity is above the threshold.
When gyro data is integrated over time, noise in the measurement results into a large
drift error. Figure 3.14 shows the drift error accumulated over a period of 800 seconds when
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the robot was stationary. Since the majority of the noise is bounded, the thresholding is
able to reduce the drift error from 17degs to 0.6degs over 800 seconds, see Figure 3.15.
(a)
























Angular Velocity after removing bias
Angular Velocity after adaptive filtering
Student Version of MATLAB
(b)

















Student Version of MATLAB
Figure 3.14: (a) Gyro output data against time when stationary (b) Drift over time before
thresholding.
















Student Version of MATLAB
Figure 3.15: Drift over time after thresholding.
Determining the variance of the gyro data, σ2ω, empirically requires a testbed which we
do not have. Also, we do not have any knowledge on the type of gyroscope used as it was
propriety. Hence, the variance was determined by trial and error in a pose estimation filter.
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3.2.5 Acceleration and Vehicle Velocity Data
Acceleration output data is often characterized by bias error. We determined the bias,
bx = 0.014 m/s
2, by = 0.084 m/s
2, on level ground and deduct it from acceleration data in
x and y direction as measured by the IMU. The effect of gravity on the acceleration result
is not considered as we assume not to be driving on a sloped terrain.
Wheel slippage and unequal tire pressure which are the common problems associated
with vehicle velocity measurements from the vehicle wheels do not affect vehicle velocity
derived from the integral of the acceleration data. In contrast, deriving vehicle velocity from
the integral of this acceleration data accumulates integral error which is not inherent in the
velocity measured by the encoders. Since, the weaknesses of these two sensors are comple-
mentary, we have chosen to combine them together. To get good velocity measurements,
preliminary experiments were performed to determine the scaling factor error between the
measured velocity and the actual velocity.
Like the gyroscopic data, there was no proper way to determine the uncertainty in the
acceleration data and vehicle velocity data output. From preliminary tests, results show
that the vehicle velocity data output data is highly repeatable. The distance traveled as
derived from vehicle velocity data is within ±0.43% of the actual traveled distance. Given
this repeatability, we assumed a small vehicle velocity variance, σ2v , and used five times the
value as the variance for acceleration, σ2a, since it is less trusted.
3.3 Pose Estimates from a Fiducial Marker System
From the previous section, we understand that using only the earlier mentioned naviga-
tional sensors is not sufficient to robustly localize the robot to the desired accuracy needed.
Position error tend to grow as the robot move around even when pose estimation is updated
with measurements from WiFi, GPS and compass due to the environmental dependency of
these sensors. Hence, the need for reliable sensor information that will be less problematic
in the environment.
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Visual systems offer promising results especially with current research in the use of mark-
erless solution for robot localization. However, these solutions utterly fail in some instances
where there are no unique features available. In our application domain, the use of artificial
markers known as fiducials, makes perfect sense since the operational environment is well
defined, controlled, and changes little over time. It involves a method for detecting visual
markers, extracting unique information, and decoding it, to obtain a camera pose. This
solution is inexpensive and requires less computational resources. We have also applied it in
aiding the inspection of gauges which is described in Section 3.7.4. The remainder of this
section focuses on the design and recognition of these fiducials, and how a 6-dimensional
pose of a camera can be determined from them and transformed into the frame of reference
of the robot pose.
3.3.1 Fiducial Design
Using the work of Fiala [33] as reference, several factors were considered in the design
of our targets. These include maximum detection range, zero false positive rate (reporting
the presence of a marker when none is present), minimum marker size, detectability from
a variety of angles and under varying lighting conditions, ability to be distinct from their
environment, uniquely identifiable,and low computational requirement. The visual markers
were designed using four sets of contrasting concentric circles(CCC) as shown in Figure 3.16,







Figure 3.16: Target Design
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For easier detection, the centroids of the upper sets are collinear while the centroid of
C4 is vertically aligned with C1. C1 was designed to be bigger than the rest so that finding
correspondence between image features and model features can be made easier. Each fiducial
includes at the lower right corner a set of seven equal-width rectangular spaces centered along
the horizontal axis that passes through the centroid of C4. By making these spaces black or
white, a seven bit bar code that uniquely identifies the fiducial is created.
3.3.2 Detection Mechanism
Several image processing operations are performed to detect the target in any given
environment. The procedure is as follows:
1. Read in an image of the environment and convert into grayscale
2. Perform local thresholding using a 100 X 100 Mask to convert the grayscale image to
binary image
3. Close the image with a 2 X 2 disk structuring element
4. Find the image complement and perform blob analysis on both the image and its
complement to extract the centroids, area and bounding box of the objects
5. Locate the objects in both images that have their centroid locations within 2 pixel
error as they are the candidate features.
6. Compute the ratio of black region area to the area of the white region of all the located
objects.
7. Keep only the located objects that have the ratio of area of the black region to white
region greater than one, and the black bounding box encompasses the white bounding
box
8. Proceed to find correspondence if there are four selected features remaining. If they
are less than four, then there is no target in the image.
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9. If there are more than four selected features, then find four features with the smallest
average distance between all pairs. The average distance is calculated by averaging the
sum of the Euclidean distances between each feature and every other feature. This is
to ensure four objects closest to each other.
10. Proceed to find the correspondence between image features and model features
3.3.3 Finding Correspondence
The correspondence problem is a way of matching image features to the model feature.
In this case, the centroid of the black blob with the largest area is selected as the origin in the
image feature. The slopes of the other three centroids are then calculated from the origin.
While C4 corresponds to the point feature with the maximum average difference between
slopes, C3 corresponds to the point feature with the maximum Euclidean distance to the
origin.
3.3.4 Identifying a Target
The marker was designed to be able to provide 128 unique fiducials. As earlier described
in Section 3.3.1, each target is identified by a unique pattern of rectangular blocks of black
and white (called bands) located at the bottom left corner of the target. Seven bands of
equal width forms the bar code (1-Black band, 0-White band). For ease of detection, the
model contains a preamble made of three bands (White-Black-White) starting from C4 as
indicated by the green box in Figure 3.17.
The horizontal axis of the bar code region is always parallel to the line passing through the
centroids of C1, C2 and C3. Instead of warping the image to decode the bar code, we present
a fast and easy way of identification which is invariant to scale change, rotation-in and out
of plane.
1. Compute the slope using atan2 and the Euclidean distance, D, between centroid, C1,











(x4, y4) (x5, y5)
Figure 3.17: Target identification
2. Using Equations 3.3 - 3.4, calculate x5 and y5 from the known centroid of C4, (x4, y4).
x5 = x4 +D ∗ cos(slope) (3.3)
y5 = y4 +D ∗ sin(slope) (3.4)
3. Using the above equations, trace the line joining (x4, y4) and (x5, y5), and keep track
of the number of pixels and the pixel value (0 or 1) that span the length, D. If part of
the trace line exceeds the boundary of the image, then the target is rendered invalid
as this may be due to false detection or error in correspondence or may be that the
fiducial is not completely captured in the image. A new state is created when there is
transition from white to black pixel or vice versa.
4. Determine the band size by dividing the total pixel by the number of expected bands
(10 bands). Compute the ratio of the pixels to the nearest integer in each state using
the band size and find the sum. If the sum is not ten, the target is invalidated.
5. Transverse the states from left to right and use the ratios of the states and their
corresponding binary value to identify the target. The first three states are ignored
and the Least Significant Bit (LSB) is to the left of the bar code.
A typical example is as shown in Figure 3.18 with bar code ”1011001” which is then
deciphered to be ”10011012 = 7710”. This method is a variant of the technique described by
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Sinha [49]. After identification, a pose estimate is computed only if a target was detected
and identified, otherwise it is classified as invalid.
Figure 3.18: Decoding Example (Tag 77)
3.3.5 Pose Estimation
Once the correspondence has been established and the target verified, target pose, cP ,
can be computed in the camera frame. This requires knowledge of the camera intrinsic
properties that were obtained by camera calibration, and the location of the features in the
model frame. The goal is to find the parameter matrix, T :
T =
 r11 r12 r13 txr21 r22 r23 ty
r31 r32 r33 tz
 (3.5)
that transforms the target features into the image plane of the camera, where rij corre-
sponds to a combination of sines and cosines of the rotation angles ax, ay, az and t pa-
rameters correspond to the translations in the 3-Cartesian directions. The pose vector
cP = [ax, ay, az, tx, ty, tz] is found using Iterative Non-Linear Least Squares [50], an it-
erative method that minimizes the error, E, between the projection of pose estimate f(cP )
in the image plane and actual observed image points, y0, of the target.
E = |f(cP )− y0|2 (3.6)
This iterative method requires an initial pose and can be trapped in a local minima if
wrongly initialized. One way is to first compute an approximate pose estimation is to use
the Direct Linear Transform (DLT) [50][51], however, this method requires six feature points
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to compute an accurate pose estimation which is more than the four features detectable
from our design. We were able to handle the problem by initializing the iteration using two
different poses as if one is looking from two direction on a level ground. Then, we use the
resulting pose estimate that has the minimum residual pixel error.
3.3.6 Obtaining The Robot Pose
Having computed the pose of the model in the camera frame, it is formed into a trans-
formation matrix CTM using the XYZ fixed angle convention [52]. We know the pose of
the camera relative to the vehicle V TC based on the camera position on the robot. Also,
the transformation of the fiducial is known relative to the world WTM based on the a priori
map. This transform is obtained from a database of all fiducial markers. From Figure 3.19,















Figure 3.19: Frame Assignment
WTV =
W TM × [CTM ]−1 × [V TC ]−1 (3.7)
With the assumption that the vehicle is traveling parallel to the x − y plane, absolute
robot 3-D pose (P camix , P
cami
y , θ
cami) can be determined from each camera i at an update






θcami = −atan2(WTV (2,1),W TV (1,1)) (3.10)
3.3.7 Estimating Uncertainty
Given a function y = f(x), the uncertainty of y, Cy, can be estimated if the uncertainty
















We estimate image error, Cy, using sum of squared residual pixel error from the pose esti-






A more detailed description can be found in [53][51]. The uncertainty in the camera frame
is then transformed into the robot frame.
3.3.8 Evaluation
The maximum detection range of the fiducial targets is dependent on the size of marker
and the resolution of the camera. Before evaluation, one of the fixed focus camera was
calibrated using the calibration tool in MATLAB to determine its intrinsic parameters:
focal length, principal point(image center), distortion and pixel error. Using a 960x720
pixel resolution and a fiducial marker size of 297mm × 420mm, we were able to identify
these fiducials indoor, and outdoor at 10-12 meters even when dirty. Their identification is
invariant to roll, and can be identified at an off-axis angle of 75-80 degrees, see Figure 3.20.
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The system had zero positive error rate and extremely low false negative rate even in a
cluttered environment. Using only the left side camera of the robot, see Figure 3.19 for
the frame assigment for the robot, the robot pose can be estimated within an accuracy of
±0.24 meters in X, ±0.27 meters in Y and ±1.72 degrees in heading.
(a) (b)
(c) (d)
Figure 3.20: Identification of fiducial (a) in a cluttered environment (b) rotated in and out
of plane (c) rotated 75 degrees in plane (d) rotated out of plane
3.4 Sensor Fusion Using Sequential Update Extended kalman Filter
In earlier sections, we discussed several sensors that can be used to aid robot navigation.
We also determined their measurement accuracies but we did not mention how to put them
all together. In this section, we will be describing how to use all these sensors to determine a
more accurate navigation system using a technique called sensor fusion. From all the several
sensor fusion algorithms that exist, we have used the Sequential Update EKF (SUEKF) [54].
The Extended Kalman Filter (EKF) is a widely used recursive sensor fusion algorithm.
It involves predicting a present state of a system from its previous state and then correcting
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the predicted present state by making a measurement. It is a less computationally expensive
method compared to other algorithms and has been applied in many online localization
solutions [19]. The SUEKF is similar to the traditional EKF as it inherits all the advantages
and disadvantages of EKF, except for the additional merits offered in the measurement
updates. The SUEKF is able to handle asynchronous measurement updates and offers the
flexibility to choose which sensor measurements to use at a given time unlike the traditional
EKF. Also, it avoids the approximation error from the pseudo-inverse of the innovation
covariance but its complexity scales with the number of measurements used in the update.
To explain the algorithm, we describe the system model (i.e. the vehicle model) and then
present how the prediction and the updates work.
3.4.1 Vehicle Model
A skid steer platform model is shown in Figure 3.21, where the vehicle reference frame
is placed at the center of the vehicle. The forward direction of the vehicle is in the y-axis of
the vehicle frame and the steering angle is with respect to the y-axis. This was done to be
consistent with the sensor output of our pre-built platform, and to have the robot heading
referenced from North (Y-axis). The robot state is represented as [Px, Py, θ, v] which includes
its pose, Px, Py, θ, and velocity, v.
3.4.2 Prediction
Using an inertial model [15], we define the state as x = [Px Py θ v]
T and its associated














where ak is the resultant acceleration in the direction of motion and ωk is the post processed















Figure 3.21: Vehicle Model





















To propagate the error due to the robot commands and motion model, we compute the
Jacobian matrices, Vk, Gk, of g(xk−1, uk) with respect to xk−1 and uk, respectively.
Gk =













0 0 1 0
0 0 0 1
 (3.16)












The uncertainties associated with xk−1 and uk are known as Σk−1 and Mk, respectively.








In the correction stage, we look for the state, xk, that is consistent with our measurement,
zk, but is also closest to the prediction, x̂k. We define an observation model that predicts
what the measurement should be, given the predicted state, x̂k. In a conventional EKF, a
single measurement model is used. However in a sequential update, an individual observation


































































Figure 3.22: Localization block diagram
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The velocity element of the state vector is first updated by the encoder velocity, zek,
resulting in an updated state, x̂ek, and updated covariance, Σ̂
e
k. Other sensor updates follow
in any order using the updates from the previous sensor. For example, consider the GPS






















k +K ∗ innov (3.22)
eΣ̂
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where Hgpsk is the Jacobian matrix of h
gps(x̂k) and K is the Kalman gain. This process
continues until all available sensor updates are performed resulting in the final updated
state, xk, and updated covariance, Σk. The Jacobian matrices for the remaining observation
models are as follows:
Hek =
[




1 0 0 0





0 0 1 0
]
;Hcamik =
 1 0 0 00 1 0 0
0 0 1 0
 (3.26)
Before any measurement is incorporated into the fusion process, the innovation term,
innov, must be within a certain threshold known as the validation gate. When a sensor
measurement is not available or not valid, the SUEKF skips the corresponding sensor update
and moves on to the next available sensor update.
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3.4.4 Validation Gate
Validation gate is the region in the observation space within which a measurement is
considered valid [55]. It can be represented as an ellipsoid centered around the observation
prediction, ẑ, with an associated uncertainty of S known as the innovation covariance. For a
measurement to be considered valid, its normalized innovation or error, d2k, must be within
a threshold gate, g2:
d2k = innov ∗ S−1 ∗ innovT ≤ g2 (3.27)
The idea is to accept measurements within 2σ of the observation prediction. As the
confidence of the robot shrinks, the innovation covariance increases, and d2k becomes smaller.
One caveat is that the first set of measurements after the gate threshold is exceeded affects
the system significantly.
Experimental Tuning: The size of the gate, g2, must be properly tuned so that good
measurements are not ignored while bad measurements are not accepted. We tune the
validation gate using a measurement acceptance rate. An initial gate is determined to accept
2-σ of the measurements. We then iteratively adjust the gate until a good acceptance rate
is achieved while still having good position accuracy.
For example, Table 3.7 shows the effect of validation gate on localization accuracy when
predicted robot pose is updated by pose measurements from WiFi data only. The RMSE of
estimated robot pose is computed from the estimated position of the robot as determined by
the EKF and the actual position of the robot; while the RMSE of the WiFi data is computed
from the position measurements from WiFi data and the actual position of the robot.
From this table, it can be seen that when there is no validation gate the error from the WiFi
data is transferred into the robot pose update. However, when validation gate is applied,
the error is gated out even when the measurement error is high. Choosing a gate could be
challenging as it also depends on the rate at which the covariance grows. Hence, adjusting
the prediction covariance could change when measurements are accepted. It should be noted
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Table 3.7: Effects of validation gate on the localization accuracy using measurement updates
from WiFi data




None 100 5.24 8.73
0.5 11.11 1.37 8.61
0.1 2.78 2.39 7.47
0.05 2.91 3.84 11.01
0.02 1.73 1.11 14.86
that validation gate only improves the performance of the sensor fusion from the sets of
sensor information available. When there are too many erroneous measurements, the system
diverges with time.
3.5 Path Planning
A hybrid, deliberative/reactive approach was used in planning the robot’s path to achieve
a given task. When a command is issued to execute a task, the deliberative module of the
path planner ensures a global optimal path using the global knowledge of the environment.
This includes known obstacles and accessible pathways. Unknown obstacles are handled
using the reactive behavior of the system. Whenever an unknown obstacle is encountered,
the reactive module uses the global path to find a local path around the obstacle. This is
done by following a gap that is wide enough and closest to the pre-planned path. A detailed
description of this reactive behavior is given in Section 3.6. Before an optimal global path
can be generated, a good map representation of the environment is needed as described in
the following section.
3.5.1 Map Representation
An oil and gas refinery can be viewed as being made up of different areas interconnected
together through one or many routes. Our usage of the word ”area” in this section describes
a geographical area in the facility where a certain oil refining unit process is performed. For
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example, the tank farm area is connected to the desalination area through several routes.
From Figure 3.23, we could see road networks connecting the different areas together while
some places are presently unoccupied. Generating an optimal path to perform an inspection
task in any of these areas, requires a detailed representation of the environment to accurately
position the robot. However, we must avoid over detailed representation.
Figure 3.23: Plan view of an oil and gas refinery in Abu Dhabi
Leveraging on the structure of the environment, we have used a map representation
that needs less computational requirements and that can guarantee an optimal path to any
location in the facility with a good positioning accuracy. This representation involves the
combination of occupancy grid representation with graph representation in a hierarchical
way where the graph is on top of the grid representation.
Under graph representation, all areas and road intersections outside the areas are ab-
stracted as nodes where areas are called area-nodes and road intersection depicted as just
nodes. An area-node may have more than one entry/exit physical points. The graph
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edges/branches represents length of physical routes (GPS waypoints of road ways existing
in a database) connecting two nodes together. Area-nodes are further described in details
using the occupancy grid representation. That is, each area is decomposed into discrete cells
of a grid size, where grid cells that are occupied are denoted as 1’s and unoccupied grid cells
as 0’s. We used a grid size of 60cm × 60cm which is approximately half the characteristic
length of the robot. See Figure 3.24 for an abstraction of a section of the plant in Figure 3.23.
This method reduces the complexity of representing the overall map of the refinery while
preserving the map precision needed to position the robot for an inspection task.
(a)




































Figure 3.24: An abstraction of a section in the oil refinery into graph representation.
3.5.2 Optimal Path
Based on the map representation given in the previous section, robot movements between
locations can be from a point in an area to another point in another area (inter-area) or
moving from point to point within an area (intra-area). Either movement requires finding
an optimal path between its start position and goal position. In our application, we are
interested in the shortest path that has the minimum number of turns within the areas
and that positions the robot in the nadir direction for inspection. We also want to avoid
passing through areas that are neither the start area-node nor the destination area-nodes to
be visited. This means that area-nodes outside a mission are not used when searching for
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path through the graph. We prefer to use the road network to avoid unnecessary obstacle
handling.
For an inter-area mission, several ways exist to generate a path between the two points.
One way is to perform a Sequential search (Grid Search —> Graph Search —> Grid
Search). This is done by first finding a path to the nearest exit location in the area, and
then using the corresponding exit branch of the start area-node to find the shortest path
to the destination area-node. The final phase of the search is then performed by finding
the optimal path between the physical entry location (entry branch into the destination
area-node corresponding to the shortest path) and the goal location in the destination area.
Another way is to perform a Top - Down Hierarchical search (Graph Search —> Grid
Search —> Grid Search). This is done by first finding the shortest path between the start
area-node and the destination area-node. Then, find the optimal path from the start location
to the physical location of the exit branch found by the graph search. Finally, find the
optimal path between the physical location of the entry branch and the goal location in
the destination area. These above methods are fast to implement, however, neither of them
guarantees a global optimal path at all times. Their optimality depend on the start or goal
location within an area when there are multiple entry/exit points into the area, and also on
the size of each area.
Path Generation: To generate an optimal path for an inter-area mission that can be guar-
anteed at all times, we perform a Bottom - Up hierarchical search (Grid Search —>
Grid Search —> Graph Search). We first perform a grid search in the start area to find an
optimal path from the start position to each of the exit location of that area. The cost of
each optimal path is then added to the corresponding graph branch of that start area-node.
We perform the same grid search at the destination area to find the optimal path from each
of its entry location to the goal position; and then add the cost of those paths to the corre-
sponding graph branch into the destination area-node. Finally, a graph search is performed
to find the shortest path between the start area-node and the destination area-node. Any of
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the graph search algorithm like Breath First Search or A* search algorithm could be used
for this implementation. This approach guarantees a global optimal path all the time but
its complexity scales up with the number of exit/entry points to the area-nodes.
Moving within an area uses the grid search which is the same as the one earlier discussed in
the inter-area planning. We will like to discuss this part of the planning in detail as it forms a
core part of the inspection planning. The grid search is performed using A* search algorithm
[56]. We have implemented the algorithm in a bit different way to find the shortest path that
has the minimum number of turns and a goal orientation. We added some conditions when
reconstructing the path. Using the grid map explained in Section 3.5.1, all known obstacles
like walls are grown out by half the characteristic length of the robot (in our implementation,
one grid size). Figure 3.25 shows the plan of the third floor of Ruwais building, Petroleum
Institute with its grid map representations in Figure 3.26 before and after it was grown out
by one grid size. We are left with only potential paths that the robot can transverse.
We then run Algorithm 1 on the map. Search actions were restricted to horizontal and
vertical movements based on our 90 degrees turns assumption and goal orientation can be
set to be in +x, +y, −x or −y direction. When reconstructing the shortest path, the function
RECONSTRUCT() uses the goal orientation to select paths that maintains this direction if
there are multiple paths with the same cost to goal. This trend is transferred to other paths
selection to ensure the new path selected has the same direction as the previous path. This
function only achieves this goal orientation if there exists a shortest path that has that goal
orientation otherwise, it defaults to the first shortest path found.
Figure 3.27 shows two different shortest paths generated by the algorithm to achieve two
goal orientation. In Figure 3.27(a), the goal orientation was defined to be in the −x direction
(i.e. -90 degrees with respect to the y − axis) while in Figure 3.27(b), the goal orientation
was in the −y direction. Given this goal, these are the two possible goal orientations that





Figure 3.25: Third floor of Ruwais building, Petroleum Institute.
Addition of Points: After finding a path, more points are added to the path to help
produce a finer path. This helps in performing path smoothing. Each of the line segments
that make up the original path are broken into two line segments using bilinear interpolation.
The resulting path then successively undergo interpolation until the minimum length of the
comprising line segment is 0.5 meters. The choice of the minimum length was based on the
length of the robot.
Path Smoothing: Smooth driving around corners is desired. To ensure a smoother tra-
jectory, we minimize the curvature of the path while staying as close as possible to the
original waypoints using a gradient descent optimization method [27]. Given a path, ~x =
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(a) (b)
Figure 3.26: Grid map of third floor of Ruwais building (a) before obstacle expansion (b)
after obstacle expansion.







|xi − pi|2 + β
∑
i
|pi − pi+1|2 + β
∑
i
|pi − pi−1|2 (3.28)
as shown by Algorithm 2, where α is the data weight and β is the smoothing weight. The
higher the data weight the more the new path resembles the original path while the smoothing
weight ensures the smoothness of the path.
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3: open := {start} . the set of grid cells that have been expanded but not evaluated
4: explored := ∅ . the set of grid cells that have been evaluated
5: g cost(start) := 0 . cost from start along best known path
6: heuristic(start, goal) := euclidean distance from start to goal
7: initialize cost2goal(m,n) := maximum possible cost (for every m,n)
8:




13: while state is not goal do
14:
15: for each edge neighbor do
16:
17: if neighbor is within the map and unoccupied and unexplored then
18:
19: add neighbor to open






26: if open is not empty then
27:
28: state := the cell in open with the lowest f score()
29: cost2goal(state) = g cost(state)
30: remove state from open








39: return RECONSTRUCT(orientation, cost2goal)
40: end procedure
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function reconstruct(orientation,cost2goal) . reconstructing the optimal path
path = ∅
previous action = orientation
while state is not start do
trace path := ∅
for each edge neighbor that is within the map using backward actions do
add neighbor and action to trace path
end for
for all neighbor in trace path with the lowest cost in cost2goal(neighbor) do
if action = previous action then
add trace path(neighbor) to path
else
add anyone of trace path(neighbor) to path
end if
end for
state := trace path(neighbor)
previous action := trace path(action)
end while
path := flip path upside-down
return path
end function
Algorithm 2 Smoothing algorithm
procedure smooth(~x)








It should be noted that after smoothing, the resulting path is still piecewise linear (i.e. made


























Figure 3.27: Path generation given a goal orientation of (a) -90 degrees (b) +180 degrees
with respect to the y-axis.
3.5.3 Path Tracking Controller
According to the classification made by Moore [4], we employed a spatial-based path
tracking strategy whereby the desired path is parametrized as a function of space and control
actions are based on distance of the vehicle to the desired path. This involves having a good
knowledge of the robot pose at every point in time.
Steering Control: The controller uses a basic steering angle control law [27]:





Figure 3.28: Smoothing process of path generated showing an initial path which undergoes
addition of points to help smooth the path.
where k is a gain parameter, xte(t) is the cross-track error to the nearest point on the
trajectory and u(t) is the vehicle velocity at time, t. The steering angle, δ(t), of the robot is
determined by the angular difference, ψ(t), between the orientation of the robot and tracked
path segment, measured relatively to the robot orientation and the non-linear second term
of the above equation as shown in Figure 3.29. This commanded steering angle ensures that
the cross-track error converges to zero.
When the cross-track error is zero, the controller steers the vehicle in a direction parallel to
the trajectory being tracked. However, when the cross-track error is non-zero, the controller
steers the vehicle proportionally, depending on, k, to reduce the cross-track error. As the
vehicle approaches the trajectory (i.e. as the cross-track error goes to zero), the vehicle
becomes predominantly steered in proportion to the angular difference between the instan-
taneous vehicle’s orientation and the tracked trajectory heading, thereby gracefully aligning
the vehicle with the trajectory.
Velocity Control: From Equation 3.29, the vehicle velocity component of the equation






Figure 3.29: The working principle of the steering controller. Original model adapted from
[27].
easier to make large turns to get on a track within a short distance than it is moving at a high
speed, in order to maintain stability. However from the equation, the steering angle, δ(t),
can become extremely large if the vehicle speed is very small compared to the cross-track
error. For a vehicle that uses Ackerman steering, there already exist a physical steering angle
constraint but this is not the case for a skid steer vehicle. To handle this, we had a maximum
steering angle limit and a minimum vehicle velocity limit which is used in the computation
of the steering angle. The commanded velocity is a cumulative adjustment of the configured
maximum vehicle velocities based on the curvature of the road ahead, obstacle proximity
and hole detection. By finding the curvature ahead of the tracked path, the robot uses the
velocity multiplier as shown in Figure 3.30 to adjust the speed of the robot.
The road curvature is computed from the sum of the angular differences between the tracked
line segment and the next three consecutive line segments. The angular difference between
the robot orientation and tracked trajectory is also included. With this information, the
vehicle is able to handle sharp bends smoothly. Other factors that affect the commanded
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Figure 3.30: Velocity control as a function of road curvature
velocities are discussed in Section 3.6.2.
Nearest Path: The ability of the robot to keep track of the nearest point on the trajectory
is paramount to the successful implementation of the controller. Given the location of the
robot, Px, Py, the robot is able to track the line segments of the path is closest to, as described
by Figure 3.31
Knowing the start and end coordinates of the line segment, pi, the point, q, on the segment







ei = ci+1 ∗ cos(φi) (3.31)
Knowing that the trajectory is made up of line segments, the controller switches to the next
line segment when the error, ei, to the end of the present tracked line segment drops below
a minimum threshold (0.4 m in our implementation). This means that if the robot is placed
anywhere along an already generated path, the robot is able to determine its closest line





















Figure 3.31: Finding the nearest line segment on the trajectory
have its error greater than the threshold is the nearest line segment. The idea of minimum
threshold also helps in the control as the vehicle begins to adjust in advance to track the
next line segment of the trajectory.
The cross-track error, xte, is determined in respective of the location of the robot to the
start and end coordinate of the tracked line segment as shown in Figure 3.32.
For example, when the robot is some distance away from the starting point of the trajectory,
or during online trajectory generation for obstacle avoidance (Secction 3.6), the cross-track
error can be computed using Equation 3.32 and still track the path.
xte = −Px(yi+1 − yi)− Py(xi+1 − xi)− xiyi+1 + xi+1yi√
(xi+1 − xi)2 + (yi+1 − yi)2
(3.32)
3.6 Obstacle Detection and Avoidance
In Section 3.5.2, we described the deliberative module of the path planner which plans
a global optimal path to a goal. In this section, the focus is on the reactive behavior of the








Figure 3.32: Computing the cross-track error to a nearest line segment
path is followed. This method was loosely based on the Vector Field Histogram (VFH)
algorithm [35]. Using a laser range finder, the algorithm continuously checks if there is any
obstacle within the present pathway of the robot. If there is none, it continues to execute
the pre-planned route. However, if an obstacle appears within the range of its trajectory,
the robot reduces its velocity as a function of its distance to the obstacle, calculates and
drives toward a free space that is wide enough to accommodate the robot, and that is in the
direction nearest to the goal as shown in Figure 3.33.
While maneuvering around the obstacle, it keeps choosing the direction closest to the
goal until there is an accessible free space in that direction at which point it will resume
its travel directly toward the goal. One major advantage of this algorithm is its intuitive
nature. The algorithm is divided into four stages:
3.6.1 Data Classification Stage
In this stage, gaps in the environment are extracted from laser data. It should be noted
at this point that the laser scanner scans from right to left with the starting angle at −120◦
































Obstacle Parts outside the obstacle distance threshold
are ignored when determining free spaces
Goal
Figure 3.33: Finding freespaces in the environment to drive through.
is as follows:
1. Given laser range data, rθ1 . . . rθk
where rθ is the radial distance at scan angle, θk, and k is the number of scan endpoints
between the scan angle −120◦ and +120◦ at a resolution of 0.36◦.
2. Multiply the laser range data by a scaling factor of 0.95 to handle measurement un-
certainty in the laser readings, hence, making obstacles closer than they are.
r̂θn = rθn × 0.95 (for n = 1 : k) (3.33)
60
3. From right to left, classify all consecutive scan endpoints that have their ranges greater
than the obstacle avoidance threshold, tOAT , as gap sectors while the rest scan end-
points are classified as obstacle sectors. Merge two gap sectors that are separated by
an obstacle sector with three or less scan endpoints into a single gap sector. This is to
reject noise in the laser reading.
4. As shown in Figure 3.34, find the right and left scan angle border, θ
(i)
r , and θ
(i)
l ,
respectively and the distances, l
(i)
r , and l
(i)
l , to the edge of the obstacles bounding each










When a gap exist beyond the scan angle area, the gap is bounded by start or end scan
angle, −120/+ 120, depending on which side of the robot. The corresponding distance
to the edge of obstacle assumes the obstacle avoidance threshold value.
3.6.2 Detection Stage
This aspect of the algorithm performs the necessary adjustments to vehicle velocities as
it approaches nearby obstacles. Note that the adjustment made to the velocity is cumulative
upon that of the velocity from the path tracking velocity control. The robot at this stage
changes its velocities as a function of its closeness to obstacles in the front and the sides but
does not make any decision to avoid the obstacles. Closeness to obstacles by the sides of the
vehicle were considered since, the robot is skid steered and it is capable of making side turns
and turning-in-place. In this algorithm, rear obstacles were not considered as the robot can
easily turn-in place and drive in its forward direction. As described in Section 3.1.1, the
robot comes to a complete halt when a hole is detected in the environment to prevent falling
into a ditch. The detection algorithm is as follows:
1. Given the scaled laser data, r̂θ1 . . . r̂θk , let the range data that are less than the obsta-


























































Figure 3.34: Defining the parameters for each gap in the environment
endpoints that satisfy the condition.
2. Convert from Polar coordinate to Cartesian coordinate to obtain the x and y value of
the obstacle scan endpoints relative to the vehicle.
[xθi yθi ] = sθi · [cos θi sin θi] (for i = 1 : q) (3.35)
3. Compute the shortest distance to the front obstacle, dSDF .




dSDF = min(D) (3.37)
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where, tFDT , is the front detection threshold and, Lc, is the characteristic length of the





















Figure 3.35: Obstacle Detection
4. Determine the shortest distances, dRS and dLS, to the obstacles on the left side and
right side.
RS = {all |y| values of scan endpoints between − 120 and − 85} : |y| < tSDT
(3.38)
dRS = min(RS) (3.39)
LS = {all |y| values of scan endpoints between + 85 and + 120} : |y| < tSDT
(3.40)
dLS = min(LS) (3.41)
where, tSDT , is the side detection threshold.
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5. Using these shortest distances to obstacles, we then limit the commanded vehicle linear












6. If a hole is detected in the front of the robot, zero out the forward velocity. If a hole
is detected at the rear of the robot, zero out the reverse velocity.
As it will be discussed in Section 3.8, the robot uses this stage of the algorithm to prevent
collision when tele-operated by a human driver.
3.6.3 Avoidance Stage
At this stage, the robot makes the decision to avoid the obstacles when they are within
its avoidance threshold range, tOAT . Depending on the best gap selected and the obstacle
configuration, a choice of the type of new trajectory is made which can either be to offset its
present trajectory or to calculate a perpendicular trajectory to a selected gap as shown in
Figure 3.37 and Figure 3.38 respectively. Although, the actual computation of the trajectory
is done at the final stage, the decision on which action to take is made here.
The best gap is the gap that is wide enough for the robot and that is closest to its original
trajectory. This gap is selected using the present vehicle heading, nearest original trajectory
heading and the parameters for each gap as determined in the data classification stage. We
then follow this procedure to determine which of the gaps is the best choice.
1. Calculate the width of each gaps sectors, w
(i)





r )2 + (l
(i)
l )





2. Select gaps with widths, w
(i)
g , greater than the characteristic length of the robot, Lc,






r ), should be greater than three degrees to avoid selecting a gap that
will eventually get the robot trapped.
3. Transform the selected gaps scan angle borders, θ̂
(i)
r , and, θ̂
(i)
l , into the world frame
using the present robot heading, θ.
W θ̂(i)r = θ̂
(i)





l + θ (3.46)
4. Determine the best gap, Gb, by finding the gap that has, either of its scan angle borders,
W θ̂
(i)
r , W θ̂
(i)
l , nearest to the tracked trajectory heading, θtraj.
Gb = Gi : min(|θtraj −W θ̂(i)r |) or min(|θtraj −W θ̂
(i)
l |) (3.47)
5. The final step is to determine whether the best gap is on the right side or the left side
of the obstacle from the robot view. If the right scan angle border of the best gap
was the closest to the trajectory heading, then the best gap is on the left side of the
obstacle, otherwise it is on the right side of the obstacle. If two gaps are found to have
the same closeness, then choose the gap on the right side of the obstacle as the best
gap (right handed robot).
To determine different obstacle configurations, we categorize the obstacle area around
the robot into three regions namely: Left Avoidance Region (LAR), Front Avoidance Region
(FAR) and Right Avoidance Region (RAR) as shown in Figure 3.36. The status of these
regions are continuously updated at a rate of 10Hz for the presence of an obstacle. If an
obstacle is present in a region, that region is considered blocked, otherwise, it is considered
opened. Based on the status of these regions, we decide which of the actions to take. After
an action has been taken to avoid an obstacle, the robot stays in the avoidance mode until
the obstacle avoided region in the direction of the tracked trajectory is considered to be free
of obstacle. Table 3.8 shows all the different scenarios that can occur and the choice of the
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trajectory to be selected. As earlier said, the best gap position is the position of the selected





























































































Figure 3.36: The three avoidance region
Any of the region is considered blocked if there exist a scan endpoint, r̂θj , that satisfy
the following conditions:
LAR = blocked ifonly θj > 0 and tSAT ≥ |xj| >
Lc
2
and yj ≤ tFAT (3.48)
FAR = blocked ifonly |xj| ≤
Lc
2
and |yj| ≤ tFAT (3.49)
RAR = blocked ifonly θj ≤ 0 and tSAT ≥ |xj| >
Lc
2
and yj ≤ tFAT (3.50)
where xj, and yj, are the values of the scan endpoint in the Cartesian coordinate system and
θj, is the corresponding scan angle. The values of the thresholds depends on the environ-
ment the robot will be traversing and how narrow the pathways are. We had two different
settings: one setting for outdoor environment and a second threshold parameters for indoor
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Table 3.8: Making decision on which action to take in different obstacle configuration.
Case LAR FAR RAR Best Gap position Action
1 opened opened opened don’t care original path
2 opened blocked opened don’t care offset path
3 opened opened blocked don’t care offset path to the left
4 blocked opened opened don’t care offset path to the right
5 blocked blocked blocked don’t care perpendicular path to best gap
6 blocked opened blocked don’t care perpendicular path to best gap
7 opened blocked blocked right of obstacle perpendicular path to best gap
8 opened blocked blocked left of obstacle offset path to the left
9 blocked blocked opened right of obstacle offset path to the right
10 blocked blocked opened left of obstacle perpendicular path to best gap
environment. Although, irrespective of the environment, tODT ≥ tOAT , to prevent collision
with any obstacle.
3.6.4 Online Trajectory Generation Stage
Computing new trajectory involves simple geometric calculations. Majority of the work
has been performed by the obstacle avoidance decision table as shown in Table 3.8. From
Figure 3.37, creating an offset path is computing a new path parallel to tracked path segment.
For a selected gap, Gb, the location of the obstacle edges can be determined from computing
the coordinates, (Wxl,
W yl) and (
Wxr,
W yr), of the scan endpoints of the gap borders in the
world frame.




















where θbl and θ
b
r are the angular differences between the present robot heading and the
left and right scan angle borders respectively, and (Px, Py) is the global coordinate of the
laser scanner. With the knowledge of the obstacle edge location, an offset of half the robot
characteristic length, Lc
2
, from the initial path segment can be computed on the right of the
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obstacle edge using (Wxl,
W yl) or on the left of the obstacle edge using (
Wxr,
W yr) as decided




































































Figure 3.37: Generation of an offset path around obstacle
In the case of computing a perpendicular path to a gap, obstacle orientation to the robot
does not matter in the decision making but it is used in calculating a path. For example, in
Figure 3.38, the gap is selected in respective of the side of the obstacle, the gap is located.
However, to determine the center point (Wxc,





from the obstacle, the gap position is used. If the gap is to the right of the obstacle, the
center point is computed from (Wxl,
W yl), otherwise, (
Wxr,
W yr) is used. Having computed
(Wxc,
W yc), a new path with start and end points, (
Wxc,
W yc) and (
Wxp,
W yp), can easily be
computed to be perpendicular to the line defined by the obstacle edge points (Wxl,
W yl) and
(Wxr,





























































Figure 3.38: Generation of perpendicular path to the best gap
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3.7 Manipulator
According to the design philosophy [1], the orientation of the robot head is decoupled
from the position. As shown in Figure 3.39, there is a vertical plane that cuts across the
arm at any configuration. This enables the robot pose to be defined in terms of the position
(x, y, z) of the wrist relative to the robot arm base, Frame {0}, and an orientation described
as head heading, hd, and elevation, el. The head heading is relative to the Frame {0} while
the elevation angle is relative to the ground plane of the vehicle. Thus an orientation of (0,0)
would have the head looking straight in the forward direction of the vehicle, and parallel
with the ground plane of the mobile platform. Azimuth, az, which is head direction relative
to Frame {4} can be easily derived from the head heading but it is not required to position
the head. The advantage of this pose description, (x, y, z, hd, el), is that we can uniquely
determine an arm configuration to achieve any reachable pose. Also, it is intuitive to use by
the operator in performing an inspection task.
The frame assignments, as shown in Figure 3.39, follows the Craig convention [52]. One
non-intuitive characteristic of these frame assignment is that Joint 2 and Joint 3 have their
frames pointing in opposite direction so that the positive commands unwrap the arm, ex-
tending the arm upward. Also, the intersection of Frame {4} and Frame {5} makes the
inverse kinematics easier to solve given the orientation descriptor.
3.7.1 Forward Kinematics
From the frame assignment, we derived the link parameters using the Denavit-Hartenberg
notation [52] as show in Table 3.9. From these parameter, the transformation matrix of Frame
{5} relative to the robot base, Frame {0} can be computed as follows:
0T5 =

c1c234c5 − s1s5 −c5s1 − c1c234s5 c1s234 c1(c2L2 + c23L3)
c234c5s1 + c1s5 c1c5 − c234s1s5 s1s234 s1(c2L2 + c23L3)
−c5s234 s234s5 c234 −(s2L2 + s23L3)

















Figure 3.39: Frame assignment of the arm (Drawing courtesy of Dr. John Steele)
where c234 = cos(θ
∗
2− θ∗3− θ4), s234 = sin(θ∗2− θ∗3− θ4), c23 = cos(θ∗2− θ∗3), s23 = sin(θ∗2− θ∗3)
and so on. Note that, θ∗2 = θ2 + 180 and θ
∗
3 = θ3 + 180 are being used in the transform.
Table 3.9: Link parameters of the robot arm.
Frame {i} αi−1 ai−1 di θi
1 0 0 -L1 θ1
2 −π
2
0 0 θ2 + 180
3 π L2 0 θ3 + 180





In order to determine the position of the head relative to the robot base using our pose
descriptor, the following equations are used.
x = c1(c2L2 + c23L3) + c1s234xhead (3.56)
y = s1(c2L2 + c23L3) + s1s234yhead (3.57)
z = −(s2L2 + s23L3) + c234zhead (3.58)
az = θ5 (3.59)
hd = θ1 + θ5 (3.60)
el = θ3 + θ4 − θ2 (3.61)
where xhead, yhead, and zhead, are the coordinates of the center of the head in Frame {5}.
3.7.2 Inverse Kinematics
The inverse kinematics is done using a geometric method. As shown in Algorithm 3, the
arm geometry is decomposed into a plane geometry problem and then solved using the Cosine
Law. In a continuous motion, some poses are not achievable if there is a transition between
elbow-up and elbow-down solution. These transitions are prohibited especially when using
joystick. This means that the robot arm is locked in to the solution defined by its initial
configuration and subsequent poses stay with that solution. Also, it should be noted that the
motor speeds have speed constraints to handle the singularities. A quaternion description
will be considered in future work.
3.7.3 Trajectory Generation and PID Control
Moving from one point in space to another point requires a path. This desired path is
generated by a time based trajectory generator which creates time-varying set-points for the
controller to track [4]. These generator defines the velocity and acceleration for each joint
such that a joint coordinated motion is achieved. Given an initial joint angle, θ0, the final
joint angle, θf , and the desired duration of motion, td, computed from the normalized velocity
of the joints, a smooth path is generated using the parabolic blend generator. The parabolic
blend generator requires the angular acceleration at the joints satisfy this constraint:
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Algorithm 3 Inverse Kinematics algorithm
Require: x, y, z is within the workspace boundary
Require: All physical joint angles are not exceeded
1: procedure inv-kinematics(x, y, z, hd, el)
2: Move down from the center of the head to origin, (x̂, ŷ, ẑ) of Frame 4 and 5
3: Apply plane geometry
4: r = norm(x̂, ŷ, ẑ)
5: θ1 ← arctan2(y, x)
6: az = hd− θ1
7: β = arccos( r
2−L2−L3
−2×L2×L3)
8: θ3 ← β
9: ψ = arctan2(ẑ, norm(x̂, ŷ))




12: if |az| < π
2
then . Solve for elbow up
13: θ2 ← π − ψ − α
14: θ4 ← el − θ3 + θ2
15: θ5 ← az
16: else . Solve for elbow down
17: θ1 = θ1 − (πsign(θ1)) . Compute θ1 from the opposite quadrant
18: az = hd− θ1
19: θ2 ← ψ − α
20: θ4 ← el − θ3 + θ2
21: θ5 ← az
22: end if
23:
24: return (θ1, θ2, θ3, θ4, θ5)
25: end procedure
θ̈ ≥ 4(θf − θ0)
t2d
(3.62)
In our implementation, we set it to be six times of the result. The time taken to smoothly







θ̈2t2d − 4θ̈(θf − θ0)
2θ̈
(3.63)
The velocity at the end of the blend region, θ̇b = tbθ̈. The instantaneous joint angles, θi, and
velocity, θ̇i, set-points are then generated using these equations:
73
At t ≤ tb:




θ̇i = tθ̈ (3.65)
At tb < t ≤ (tf − tb):
θi = θb + θ̇(t− tb) (3.66)
θ̇i = tbθ̈ (3.67)
At (tf − tb) < t ≤ tf :






θ̈(tf − t)2 (3.68)
θ̇i = (tf − t)θ̈ (3.69)
where, θb = θi at t = tb, and θl = θi at t = tf − tb.
The PID controller as shown in Figure 3.40 is then used to drive each of the Joints 1, 2
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Figure 3.40: The PID control block diagram for Joints 1, 2 and 3.
Joints 4 and 5 are controlled by sending the pulse width corresponding to the instantaneous
desired joint position for the internal controller of the servo motor to track.
74
3.7.4 Obtaining Inspection Pose
In Section 3.1.2, we mentioned the use of vision system for computing inspection poses
for the robot arm in performing inspection task especially on a gauge. To execute this task,
it is important to be able to align the robot head with the normal to the gauge surface in
respective of the vehicle orientation at the time of inspection. We were able to develop a
method based on frame transformation to achieve this alignment so that the camera image
plane is parallel to the plane of the gauge and the Z-axis of the camera aligns with the

























Figure 3.41: Frame transformation to determine inspection pose
Every element to be inspected (e.g. a gauge) has an associated tag. A different small
size fiducial with six feature points was designed for this purpose to be distinguishable from
the one used for robot localization. Although, there working principle is the same. Each
element is attached to the frame of its fiducial which has an added advantage of placing
fiducial anywhere visible to the robot while the element could be located somewhere not
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necessarily visible to the robot. Knowing the position of the head relative to the robot base,
V TH , camera to the head,
HTC , fiducial relative to the camera,
CTF , gauge element relative to
the fiducial, FTG, and the inspection pose relative to the gauge element,
GTI , the inspection







x =V TI(1,4) (3.71)
y =V TI(2,4) (3.72)
z =V TI(3,4) (3.73)
hd = atan2(V TI(2,1),
V TI(1,1)) (3.74)
el = 0 (3.75)
Where, V TH , is calculated using forward kinematics,
CTF , obtained from pose estimation
as described in Section 3.3.5, FTG, exist in a database and
GTI , includes the clearance to
the element to be inspected. Elevation, el, is zero since gauges are assumed to be vertically
placed.
This process can be initiated automatically or manually by executing the following in-
spection routine:
1. Select the gauge to inspect
2. Move the arm to a predefined inspection height (tags are assumed to be located within
a certain height)
3. Pan the robot head from right to left over a range of 180 degrees
4. If a seen tag matches the desired tag, compute the inspection pose
5. Move the arm to achieve the pose and take a snapshot
6. Move back to the inspection height
7. If tag not found, notify the operator.
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3.8 Control Framework
Tele-operation is a very common method of operating robots remotely especially when
humans are needed in the loop. However, controlling a robot in this mode could be difficult
as there are limitations due to latency in communication and the reliance on majorly visual
feedback to make decisions. Since tele-operation involves a master-slave control, the operator
must be actively involved in performing any task, hence, leaving the operator with no time
to perform other tasks.
Like many modern control systems, Blaster was designed to overcome all these challenges
using the shared control framework. Much time was spent developing algorithms for the
robot as described in the earlier sections, in order to give the robot a level of autonomy.
However, the aim was not to give the system full autonomy nor to have the robot to run at
the level of supervisory control, but to be able to have human and the robot collaborate to
execute commands and/or tasks. This control framework functions at three different levels
as shown in Table 3.10
Table 3.10: Control framework used in Blaster
Control Robot arm Mobile platform
Shared control at task level X X
Shared control at command level × X
Manual control X X
At the task level, the robot and the human collaborate to execute a given task especially
when the robot is trying to execute a task, and recognizes that it needs more information.
To move from one location to another, the robot performs the navigation while preventing
collisions and avoiding obstacles, however, the human is involved in the control when complex
situation arises, for example, driving around obstacles that the robot’s obstacle avoidance
algorithm cannot handle. Also, peradventure the robot gets lost, the operator can drive it
to a known location (i.e. the nearest fiducial location) in order to regain its localization
accuracy. In addition, planning of routes to a destination can be performed by the robot or
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by the operator depending on the tasks and the available information to the robot.
The sharing of the control becomes more interesting when performing inspection tasks.
The operator can decide to select a gauge of interest and allow the robot to identify and
inspect the gauge using its associated tag, or he/she can select a gauge of interest and then
help move the robot head around until the associated tag is identified. The robot can then
perform the remaining part of the inspection task. Another example would be when it is
asked to read the gauge, but has been unable to identify the location of the gauge, the
operator can then help locate the gauge to be read.
At command level, the human and the machine are sharing the control over the same
command. As shown in the above table, shared control at this level only functions when
driving. There is none functioning on the arm since it was not equipped with any obstacle
detection sensor nor an haptic sensor except for the inspection camera. One challenge in
shared control at this level is determining user intent when it is conflicting with robot’s
choice. We avoided this by allowing the robot to only adjust the user command based on the
environment and not to make decisions. For example, during navigation the robot monitors
its motion and the environment to prevent itself from having collisions or falling into a ditch.
However, it does not make choices on how to avoid the obstacles.
Manual control is only initiated when there is need for an override and the operator is
very sure of the state of the robot’s environment. At this level, the control is purely master
to slave as the user commands is been directly executed. The only safety features available
are the built-in hardware limits in the arm. This level of control is not encouraged when




The purpose of our experiments was to evaluate the overall system based on the individual
performance of each of the subsystems. We want to know how robust and accurate each of
the algorithms are, and how well they can contribute to effectively performing inspection
tasks using the control framework in our application domain. These experiments involve
quantifying the localization accuracy of the robot in both indoor and outdoor environments,
evaluating the performance of the obstacle avoidance algorithm under different conditions,
quantifying the accuracy achievable by the robot in positioning its head to inspect a gauge
and demonstrating shared control between the robot and the operator.
Prior to our experimentation, a few changes were made to the robot system. Instead
of four navigation cameras as earlier described in Section 3.1.1, we used two navigational
cameras-one USB camera mounted on the left side of the robot and the second USB camera
mounted on the right side of the robot as initially located. The cameras in the front and the
rear of the robot were removed. Also, the two navigation cameras were configured to run
at a resolution of 640 × 360 pixels, instead of the 960 × 720 pixels resolution. The reason
for these changes was due to the limitation of the USB 2.0 bus to handle the data rate of
running all the four cameras at the same time.
Some changes were also effected on the robot head. Due to our testing environment
and some unresolvable issues with the wireless network in the area, a new wireless enabled
camera was mounted in place of the thermal imaging camera as shown in Figure 4.1, as the
network camera. To accurately estimate the pose of the head, a fixed focused USB camera,
like the navigation camera was mounted directly below the new network camera. Unlike the
navigation cameras, this camera runs at a 960× 720 pixels resolution.
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Figure 4.1: New robot head showing the new network camera and a USB camera
4.1 Indoor Localization
In our experiments, we quantify the accuracy achievable by each of its sensor information
in comparison with the overall accuracy achievable when they are integrated together in an
indoor environment. These experiments were performed using deadreckoning, WiFi, and
fiducials. One of the objectives is to determine the robot’s navigation performance indoor
when only some of the sensor information are available. We also wanted to determine the
robustness of the sensor fusion process and how well the robot can localize itself when
remotely controlled or autonomously driven. We used RMS position error and Euclidean
position error as the measures of accuracy.
4.1.1 Experimental Setup and Ground Truth Measurements
We ran the experiments using two operational modes: remote control and autonomous.
They were performed on the corridor of the third floor of Ruwais building, see Figure 4.2(a).
At an average speed of 0.5 m/s, the robot was tele-operated to drive through designated
points (ground truth) of 1.5 meters spacing as shown in Figure 4.2(b), where each point
is identified by its location number, (0 - 84). At each designated point, the robot pose
estimate was recorded by issuing a record command from the joystick. This setup helped us
to determine the localization accuracy of the different sensor information using the following
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sensor combinations: deadreckoning, deadreckoning + WiFi, deadreckoning + fiducials, and
deadreckoning + WiFi + fiducials, where deadreckoning made use of the IMU and encoders.
GPS and compass were not considered since they are not reliable indoor. It should be
noted that the WiFi fingerprinting of this test area had already been performed before the
commencement of these experiments. Fiducials markers were placed at a height that keeps
the target within the camera field of view (FOV) when the robot is near to the marker, and
only one fiducial can be seen by each camera at a time. Also, the fiducials were located at a
minimum spacing of 25 meters and at least one at every 90◦ corner indoors to compensate for
drift errors which becomes significant after about 25 meters travel interval and at corners.
(a) (b)
Figure 4.2: (a) Third floor of Ruwais building, Petroleum Institute (b) Red markers indicat-
ing designated locations
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In autonomous mode, a coarse trajectory was defined for the robot to follow while at
the same time avoiding obstacles. This trajectory is the same as that of the experiment
performed in the remote control mode, except that the robot smooths out the trajectory
using a minimum line segment of 0.5 meters, a smoothing weight of 0.1, and a data weight
of 0.6. While the robot tracks this smoothed path, markers were then physically placed on
the floor, along the path traveled by the robot, every five seconds. These locations were
recorded as ground truth against the robot pose estimate at that time. We place a marker
on the floor when the robot beeps. We then go back after running the test to measure off the
ground the coordinates of the placed markers. In this autonomous run, all sensor information
(deadreckoning + WiFi + fiducials) were used and obstacle avoidance threshold, tOAT , was
set to one meter to handle unforeseen obstacles.
4.1.2 Results
Figure 4.3 shows the Euclidean position error associated with each sensor update for
different runs performed under remote control.




































Student Version of MATLABFigure 4.3: The observed Euclidean position error from Ground truth at location numbers
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As expected, the error from dead reckoning gradually grows with time. When corrected by
WiFi data only, the rate at which the position error grew was significantly reduced as the
position accuracy was maintained until around Location 40. Its effect became less significant
after Location 50. A couple of reasons were responsible for this behavior. Compared with
the other corridor areas, the WiFi fingerprint resolution for this area was low, therefore
resulting in poor pose estimation. Also, the WiFi does not provide heading updates, hence,
the reason for the saw-tooth slope. When there is a correction in position, since the heading
was not corrected, the error drops a little and continues to grow again.
Corrections from fiducials were more effective as both position and heading are updated.
Since, the fiducials are only located in specific areas, the error grows at interval but drops
when a fiducial is located. Combination of all the sensors yielded a more consistent accuracy
as the WiFi continuously corrects the vehicle pose while the fiducials help to fine tune the
pose estimate at intervals that correspond to the grid spacing of the WiFi fingerprinting.
One significant correction is seen between Locations 55 and 60 as shown in Figure 4.4, where
the vehicle pose was corrected when a fiducial was identified.
Student Version of MATLAB
Figure 4.4: An indoor map as built from the laser scanner using Dead reckoning + WiFi +
Fiducial
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In autonomous mode, the localization results are as shown in Figure 4.5 and Figure 4.6.
The robot was able to localize itself the majority of the way through, except for the significant
drift between Locations 24 and 30, and Locations 55 and 80, which were not corrected.





























Student Version of MATLABFigure 4.5: The observed Euclidean position error between the estimated path and the
measured ground truth during an autonomous run
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Figure 4.6: Indoor localization in autonomous mode
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Since the robot had already lost its position accuracy during this period, tracking its original
path made no sense. The obstacle avoidance algorithm had to take over the control and was
able to guide the robot without any collision until it was able to regain its localization
accuracy. As seen from the figures, the robot was able to complete the loop back to its
starting point without human intervention. The overall accuracy for all the different runs
are as shown in Table 4.1.
Table 4.1: RMSE for different sensor combinations-indoor (DR = Deadreckoning; all values
are in meters)
Operational mode Remote control Autonomous






RMSE 4.00 2.39 0.70 0.47 0.98
As one might note, for indoor navigation, using the suite of sensors resulted in an ac-
ceptable localization accuracy especially when the robot size is considered.
4.2 Outdoor Localization
In an outdoor environment, we determine the robustness of the navigation system under
different trajectory scenarios, with and without obstacles, as localization accuracy is often
trajectory dependent [12]. As in the indoor experiments, we also quantify the accuracy of the
individual sensor information. The navigation system was tested based on deadreckoning,
GPS, compass and fiducials. RMS position error and Euclidean position error are also used
as the measures of accuracy.
4.2.1 Experimental Setup and Ground Truth Measurements
The experiment was performed at the car park area in front of the Ruwais building, see
Figure 4.7, which span an area of 60×15 meters2. The white markers on the ground are the
designated points the robot is tele-operated to drive through. As in the indoor experiments,
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pose estimates at these points were recorded using the same method, which was to determine
the error contribution by different sensor combinations. These sensor combination include
deadreckoning, deadreckoning + GPS, deadreckoning + compass, deadreckoning + fiducial.
Five fiducials were placed at different locations such that at least one fiducial is visible within
each 25 meters of travel. We had a fiducial at the starting point to help initialize the location
and also reset the relative position from the GPS data.
Figure 4.7: Outdoor test environment
We then combine all the sensor information to perform an autonomous navigation test.
In these tests, we define two coarse paths: an easy path and a hard path. The difficulty comes
from the number of turns the robot will have to maneuver. Also, we ran another experiment
using the easy path but with obstacles at locations unknown to the robot as shown in
Figure 4.8. Using the same path smoothing parameters as in the indoor experiments, we
defined its obstacle avoidance threshold, tOAT , to be three meters.
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Figure 4.8: Obstacle configuration during the outdoor experiment
We determine the ground truth by placing markers along the path traveled by the robot,
as shown in Figure 4.9 and return to measure after the run.
Figure 4.9: Ground Truth Measurement: placing markers on the ground while the robot
drives autonomously
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Markers are placed on the ground every five seconds when the robot makes a beep. For every
beep, the robot records the pose estimate, which we then compare with our ground truth
measurement.
4.2.2 Results
A combination of dead-reckoning with GPS had the largest position error as shown in
Table 4.2 due to the (consistent) lack of good GPS fixes, and no heading updates. Initially
poor GPS fixes were ignored, however as more turns were made by the robot, its confi-
dence suffers and poor GPS fixes were accepted. Figure 4.10 and Figure 4.11 show the
two autonomous trajectories navigated by the robot. The numbers on the graphs indicate
ground-truth locations and direction of travel. Using only five fiducial markers and other
sensors, the robot was able to navigate autonomously the easy path ( Figure 4.11) and the
hard path (Figure 4.10) with and without obstacles. Good accuracy as show in Table 4.3 was
achieved. This is especially true when one considers the size of the robot (the characteristic
length of the robot is 1.3 m).
Table 4.2: RMSE for different sensor combinations-outdoor (DR = Deadreckoning; all values
are in meters). Navigation is based on remote control through designated locations
Sensor DR DR + GPS DR + Compass DR + Fiducial
RMSE 4.74 6.83 1.40 3.25
Table 4.3: RMSE for different path difficulty navigated autonomously (All values are in
meters)
Path Difficulty Easy Hard Easy + Obstacles
RMSE 1.15 1.52 1.69
On the easy course, the error is reduced by more than a factor of four, on the hard course,
the improvement is more than three, and even when obstacles were introduced, the error is
reduce by almost three.
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Figure 4.10: Hard Robot Path
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Figure 4.11: Easy Robot Path
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4.3 Obstacle Avoidance
The set of experiments described in this section evaluates the reactive behavior of the
path planning algorithm. The experiments show how successfully the obstacle avoidance
algorithm aids the robot to navigate around obstacles and drive through narrow spaces.
Several different obstacle scenarios are considered.
4.3.1 Experimental Setup
Four different obstacle scenarios were setup indoor as show in Figure 4.12. Each obstacle
configuration has at least one narrow space that will be difficult to navigate through. The
reason was to test how well it can navigate through narrow spaces. One of the most difficult
of the configuration was that of the Slalom course, see Figure 4.12(c).
(a) (b)
(c) (d)
Figure 4.12: (a) Obstacle configuration-1 (b) Obstacle configuration-2 (c) Obstacle
configuration-3 (d) Obstacle configuration-4
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To ensure that the obstacles obstruct the robot’s path, we define a straight line path that
goes through the obstacles. For these experiments, the robot was localizing based on dead
reckoning and the obstacle avoidance threshold was set to one meter.
4.3.2 Results
In all the scenarios, the robot was able to navigate its way to the goal without any
collision whatsoever, see Figure 4.13 and Figure 4.14.
(a)
 










































































Robot actual path 
Obstacles 
Figure 4.13: (a) Obstacle configuration-1 (b) Obstacle configuration-2 (c) Obstacle
configuration-3
The robot was able to identify the closest gap to its original path and then maneuver its
way around the obstacles. Despite the narrow spaces, it was able to compute a normal path
to the gap and align itself to the path by tracking the new online path. One important note
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from the result is that, the choice of the path to take also depends on the orientation with
respect to the obstacles and its present pose estimation. In Figure 4.14(a), the path taken
was through the narrow space because its position and orientation to the obstacle indicated
that all the three avoidance region were blocked. In another run as shown in Figure 4.14(b),
the robot drove the other way around the obstacle because the gap to the right was the
closest to the goal. Also, the scan area of the laser scan (240 degrees) affects choices of a
suitable gap especially when the gap is in its blind spot.
(a)
 

















































Robot actual path 
Obstacles 
Figure 4.14: Obstacle configuration-4 (a) avoiding to the left side of the obstacle through a
narrow space (b) avoiding to the right side of the obstacle
During the autonomous run in the indoor and outdoor environments, unforeseen obstacles
were encountered, see Figure 4.15 and Figure 4.16, and the robot was able to handle them
effectively including dynamic obstacles. In Figure 4.15, the obstacles were not prearranged,
they were randomly placed by someone else as the building was undergoing renovation during
the experiment. This was a real test of the obstacle avoidance algorithm and the robot
performed well despite its poor pose estimation at that period.
Figure 4.17 presents the online path generated at different phases of avoiding these obsta-
cles. In contrast to previous figures, it should be noted that these figures indicate the robot
traveling back to its starting point. Hence, the robot is traveling from the top to bottom of
the graph. In the first phase of the robot encountering the obstacle, an offset path to the
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Figure 4.15: Avoiding obstacles during an autonomous navigation in an indoor environment
Figure 4.16: Avoiding obstacles during an autonomous navigation in an outdoor environment
original path was generated. As it tracked this path, it realized that the space was narrow.
A normal path was then generated, followed by a sequence of offset paths, and then back
to a normal path to the gap, as it discovers the obstacle edges from different orientations.
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Figure 4.17: Step by step online path generation around obstacles in an indoor autonomous
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Online generation of trajectory to avoid obstacles
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Figure 4.18: Step by step online path generation around obstacles in an outdoor autonomous
run(a) Phase 1 (b) Phase 2 (c) Phase 3 (d) Phase 4 (e) Phase 5 (f) Phase 6
In the outdoor environments, the obstacles were stage. The online path generation are
shown in Figure 4.18. As the robot approached the obstacles, the robot decided to generate
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a normal path to the right of the obstacles based on its decision table. This decision was
made because the obstacles obstructed all its avoidance region, subsequently enabling the
robot to make the sharp turn. While tracking this new path, its orientation to the obstacles
changed and it progressively generated offset paths from the original path. In the final phase,
the robot was able to return to its original path after its obstacle region was cleared.
4.4 Inspection
Unlike the previous experiments which were geared toward the navigation system, the
experiment presented in this section evaluates the accuracy of autonomously inspecting a
gauge. Given the tag on a gauge, as described in the Section 3.7.4, we want to determine
how accurately the robot arm can enable an operator to view a gauge.
4.4.1 Experimental Setup
Two printed pictures of a gauge were used instead of actual gauges. Each gauge was
attached to the frame of its associated fiducial tag as shown in Figure 4.19, with tag label
15 and 195. For easier implementation, the fiducials were placed in the same plane as the
gauges, see Table 4.4 for the position of the gauges relative to fiducial frame. We ensured
that the gauges were located within the reachable workspace of the arm. One limitation of
the arm design is its inability to maintain a zero elevation at any arm configuration, hence,
the reason for positioning the gauges above a certain height.
Table 4.4: The coordinate of the gauge in the frame of the fiducial
Gauge tag X (m) Y (m) Z (m)
15 0.05 -0.65 0
195 0.05 -0.32 0
Following the inspection routine as described in Section 3.7.4, we specified the tag code
and then commanded the robot to inspect the gauge. Three runs were executed for each
tag, and we recorded the image from the camera and the clearance achieved. Every run was
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Figure 4.19: Experimental setup for autonomous inspection of gauges
carried out with an inspection clearance of 0.5 meters. This distance was determined based
of the field of view of the camera. No further processing was performed on the image.
4.4.2 Results
In all the runs, the camera was able to see the gauges as shown in Figure 4.20. Despite
being off the Z-axis of the gauge in some of the runs, the gauges were still visible enough to be
read. Backlashes in the gearbox (especially in Joint 1) and the servos positioning accuracy,
introduced errors in the forward kinematics of the arm which subsequently affected the
computed inspection pose. Also, the accuracy of the pose estimation as determined by the
camera was dependent on the orientation of the camera with the tag that was being read.
All these error sources cumulatively affected the positioning of the head for reading a gauge.
However, the overall accuracy is acceptable as the recorded images were readable and the
resulting inspection clearance varied between 0.35 to 0.5 meters.
4.5 Shared Control Framework
We were able to successfully demonstrate our control framework at both command level





Figure 4.20: Inspection camera images as recorded at different runs (a) Run 1 (b) Run 2 (c)
Run 3 (d) Run 4 (e) Run 5 (f) Run 6
the efficiency of this framework in the refinery.
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CHAPTER 5
CONCLUSION AND FUTURE WORK
Based on the recorded and demonstrated performance of our mobile robotic system,
we can confidently say that oil and gas processes can be successfully automated through
the use of mobile robots. Our proffered solutions to the envisaged challenges regarding
robot navigation and performing inspection tasks can be implemented in an oil refinery;
the developed mobile manipulator can accurately localize itself, efficiently avoid obstacles,
successfully execute inspection tasks and also collaborate with a human operator to achieve
tasks. As part of the work presented, we envisioned the use of artificial markers as a practical
and inexpensive solution to facilitate in the automation of inspection activities since gauges
and other field devices are presently identified by their corresponding tags.
Although, the gap-finding obstacle avoidance algorithm was developed based on 2D ob-
stacle representation, the concept could be adapted to avoid obstacles in a 3D space as a
future work. Another major future direction is to add more degrees of freedom to the arm
in order to be able to achieve any inspection pose. Also, we would like to perform extensive
experiments in an operational environment to better evaluate the system.
Using longer range laser scanner, the localization accuracy of the robot can be further
improved by performing scan matching techniques alongside our sensor fusion algorithm.
Subsequently, we would like to develop a method that determines an optimized validation
gate that produces best results given several sensor inputs. Instead of the open loop method
of computing inspection poses which requires accurate forward kinematics of the robot arm,
adding an extra stationary camera that can rotate and track the robot head motion and
the gauge to be inspected, would help provide a closed loop system that can accurately
positioning the head for an inspection task, in respective of machine precision. This would
also enable arm motion planning to avoid obstacles in 3D space. Finally, we would be
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interested in helping the robot learn over time based on user input during shared control
actions so that the robot can become more experienced in handling difficult situations.
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