Abstract-Real-world datasets often involve multiple views of data items, e.g., a Web page can be described by both its content and anchor texts of hyperlinks leading to it; photos in Flickr could be characterized by visual features, as well as user contributed tags. Different views provide information complementary to each other. Synthesizing multi-view features can lead to a comprehensive description of the data items, which could benefit many data analytic applications. Unfortunately, the simple idea of concatenating different feature vectors ignores statistical properties of each view and usually incurs the "curse of dimensionality" problem. We propose Multi-view Concept Learning (MCL), a novel nonnegative latent representation learning algorithm for capturing conceptual factors from multi-view data. MCL exploits both multi-view information and label information. The key idea is to learn a common latent space across different views which (1) captures the semantic relationships between data items through graph embedding regularization on labeled items, and (2) allows each latent factor to be associated with a subset of views via sparseness constraints. In this way, MCL could capture flexible conceptual patterns hidden in multi-view features. Experiments on a toy problem and three real-world datasets show that MCL performs well and outperforms baseline methods.
INTRODUCTION
M ANY real-world data analytic problems involve rich data which consists of multiple modalities or views of data items. For example, the same news story can be written in different languages; in recommender systems a user's potential interests are reflected by not only her blog articles but also her social circles; in a photo sharing Website (e.g. Flickr), images could be indexed with various visual features as well as tags contributed by users. Generally speaking, different views represent features of the data items from different perspectives and therefore often provide information complementary to each other. A good synthesization of multi-view features can lead to a more comprehensive description of the data items, which could benefit many related tasks such as classification, clustering and retrieval. For instance, by considering both user generated content and social relationships, the recommendation performance can be boosted [1] ; by combining multiple (visual) features of images, we could also improve the performance of image classification [2] , [3] , search [4] , etc.
A straightforward solution for synthesizing multi-view features is to concatenate the feature vectors to form a new vector and feed the new vector into machine learning algorithms. However, this method ignores the specific statistical properties of different views and usually incurs the curse of dimensionality problem [5] . In recent years, multi-view learning has attracted more and more attention from the research community. Multi-view learning approaches have been proposed in various contexts, e.g. co-training of classifiers [6] , multi-view clustering [7] , [8] , multiple kernel learning [9] , [10] , multi-view transfer learning [11] , [12] , etc. A growing area in the multi-view learning literature is multi-view latent subspace learning. The goal is to obtain a unified latent subspace (i.e., representation) shared by multiple views. The dimensionality of the subspace is typically lower than that of any single view, consequently alleviating the curse of dimensionality problem. The earliest method, Canonical Correlation Analysis (CCA) [13] , tries to extract a common subspace for two views by maximizing the correlations between their projections onto the subspace. Recently, a lot of techniques have been generalized or applied to multiview subspace learning, such as matrix factorization [2] , [14] , [15] , [16] , [17] , spectral embedding [18] , undirected graphical models [19] and Gaussian processes [20] .
Matrix factorization is a promising technique for latent representation learning, since the learned latent factors could be interpreted by the corresponding basis components and we can conveniently regularize the factorized matrices for different purposes. Among the matrix factorization methods, Nonnegative Matrix Factorization (NMF) [21] is a popular one. In NMF, Each data item is reconstructed as an additive linear combination of nonnegative basis components. Therefore, NMF has the intuitive notion of combining parts to form the whole, which conforms to the cognitive process of human brains from psychological and physiological evidences. Recently, researchers have also proposed variants of NMF for multi-view problems [3] , [16] , [17] .
In this work, we are concerned with nonnegative latent representation learning from multi-view features. Since the learned latent space is typically used for semantic tasks (e.g. classification), a good learning algorithm should be able to capture the conceptual structures in multi-view data. A conceptual latent space learned from multi-view data should possess the following properties: (1) The semantic relationships between data items are preserved in the latent space. (2) Each latent factor (i.e., latent dimension) of the latent space has the flexibility of being associated with a subset of views [14] . This is because the conceptual patterns hidden in multi-view data might not be associated with all the views. For example, people follow their own tastes for some kinds of interests (e.g. clothes), while for interests such as "electronic products" they are much more likely to be influenced by friends and follow their recommendations; Images of concept "striped shirts" exhibit visual patterns which are associated with texture features but independent on color features, since the stripes can be in different colors. However, to our knowledge no existing multi-view latent space learning algorithm aimed to find a latent space which possesses both properties described above.
We propose in this paper a novel nonnegative latent representation learning algorithm, namely, Multi-view Concept Learning (MCL), for multi-view data. MCL jointly factorizes data matrices (containing feature vectors of data items as columns) of different views. Each data matrix is factorized into a basis matrix and an encoding matrix where the encoding matrix is shared among different views and is called the consensus encoding matrix. The intuition behind this joint factorization scheme is that each dimension of the consensus latent space represents a conceptual pattern which is interpreted by the combination of corresponding basis vectors from different views. We regularize this basic factorization framework to encourage the aforementioned two properties. First, in order to ensure the learned latent space captures the semantic relationships between data items, partial label information is incorporated into the factorization framework via imposing graph embedding [22] regularization on the consensus encodings directly. The general idea is that we encourage items of the same category to be close to each other while keep those belonging to different categories far away from each other in the learned latent space. Second, we add structured sparseness constraints on the basis matrices to allow a latent dimension to be associated with a subset of views. Specifically, for each view's basis matrix we add a L 1;1 norm regularizer to encourage some basis vectors to be zeroed-out [14] . By imposing such structured sparseness constraints, some latent dimensions would be explained by subsets of views rather than by all the views only. Finally, an L 1 regularizer is imposed on the consensus encoding matrix since a data item usually does not possess many conceptual features. This would force the latent space to represent information compactly.
We develop an optimization method for MCL which optimizes the objective function with respect to the basis matrices and the consensus encoding matrix alternately. For the subproblems involving basis matrices, we develop an efficient optimization algorithm based on the composite gradient mapping method which has been proved to converge very fast [23] . For the sub-problem of the consensus encoding matrix, a multiplicative update algorithm is proposed. We also analyze the computational complexity of the proposed optimization method. For empirical evaluation, a toy factorization problem and three real-world datasets are employed. Experimental results on these datasets indicate that MCL is effective and outperforms baselines significantly.
The contributions of this work are summarized as follows: (1) We propose the problem of learning a nonnegative conceptual representation from multi-view data. In order to capture the flexible conceptual patterns in multi-view data, the learned latent space ought to not only preserve the semantic relationships between data items, but also allow each latent factor to be associated with a subset of views. Nevertheless, no existing work targeted the same goal. (2) We propose a novel nonnegative latent representation learning algorithm MCL to address this problem. MCL forces the learned latent space to possess the aforementioned two properties by graph embedding regularization on labeled items' encodings and structured sparseness regularization on basis matrices. (3) We develop a block coordinate descent method to solve the optimization problem of MCL. The optimization of basis matrices is based on the recently proposed composite gradient mapping technique [23] . For the consensus encoding matrix, we develop a multiplicative update algorithm. The optimization method is efficient, as we will show in complexity analysis. (4) We evaluate MCL qualitatively on a synthetic toy dataset and quantitatively on three real-world datasets. The results show that MCL works as expected and is significantly superior over baseline methods.
A BRIEF REVIEW OF NMF AND RELATED VARIANTS
In this section we briefly review NMF and some follow-up variants which are related to our work. We begin with a description of common notations in this paper.
Common Notations
In this paper, we use upper case letters in bold face and lower case letters in bold face to represent matrices and vectors, respectively. For matrix M, we denote its ði; jÞth element by M ij . The ith element of a vector a is denoted by a i . Given a set of N items, we use X 2 R MÂN þ to denote the nonnegative data matrix where the ith column vector is the feature vector for the ith item. In the multi-view setting, we have H views and the data matrix of the vth view is denoted by
, where M v is the dimensionality of the vth view. Throughout this paper, kMk F denotes the Frobenius norm of matrix M and kak p denotes the L p norm of vector a.
NMF and Related Variants
NMF [21] is designed for analyzing data matrices with nonnegative elements. Given data matrix X and a pre-specified positive integer K < minðM; NÞ, the goal is to find two nonnegative matrices U 2 R MÂK þ and V 2 R KÂN þ such that their product well approximates the original data matrix:
When each column of X represents an item, NMF can be interpreted as approximating it by a linear combination of k "basis" columns in U where the combination weights come from the corresponding column of V. Therefore, the basis matrix U and the encoding matrix V together define a latent space representation for the data items. Due to the nonnegative constraints, the factorized latent space has the intuitive notion of combining parts to form an object [21] .
In order to learn U and V, Lee and Seung introduced two cost functions to quantify the quality of the approximation: a least square cost and a divergence-style cost [21] . In this paper, we are focused on the least square cost which is defined as
The optimization problem in terms of O can be formulated as
The objective function O is not convex when both U and V are taken as variables. However, O is convex in U when V is fixed and vice versa. Lee and Seung [21] presented an iterative multiplicative update algorithm to find a local minimum of O. In the tth iteration, new values of U and V are calculated from their values in the last iteration:
By constructing auxiliary functions, it is proved that O is non-increasing under the above update rules. The basic NMF model has been extended in various ways in recent years. We just name a few which are related to our work. A comprehensive survey can be found in [24] . One direction related to our work is incorporating label information into NMF [25] , [26] . These works added discriminative information into NMF via regularizing the encodings of items (i.e., columns of V) by fisher-style discriminative constraints. Our method also exploits label information through regularizing the encoding matrix V. Nevertheless, our regularization is defined as a general graph embedding framework, with fisher discriminative analysis as its special case [22] . Another related variant of NMF is sparse NMF [27] , [28] , [29] . Sparseness constraints not only encourage local and compact representations, but also improve the stability of the factorization. Most previous works on sparse NMF employed L 1 norm or ratio between L 1 norm and L 2 norm to achieve sparsity on U and V. In our case, we also impose a L 1 penalty on V. However, the story for the basis part is different since we have multiple views and the goal is to allow each latent dimension to be associated with a subset of views. Therefore, structured sparseness penalties [14] are used to achieve this goal.
Recently, NMF has also been adapted to the multi-view setting in specific contexts, e.g. clustering [17] , image annotation [16] and semi-supervised learning [3] . However, none of these works aimed to learn latent spaces which preserve semantic relationships between items and meanwhile, allow latent dimensions to be associated with subsets of views. In [3] , Jiang et al. proposed a semi-supervised Multi-view NMF which also exploited partial label information of data items. Our MCL is different from their method from two aspects: (1) In their method label information was incorporated as a factorization constraint on V, i.e., reconstructing the label indicator matrix through multiplying V by a weight matrix. Hence, their method intrinsically imposed indirect affinity constraints on encodings of labeled items, while MCL directly penalizes the distances between labeled items in the latent space. (2) their model did not have sparseness constraints, while our model employs sparseness constraints to learn flexible latent factors. We will also compare MCL with the method in [3] in experiments.
MULTI-VIEW CONCEPT LEARNING
In this section, we introduce Multi-view Concept Learning. . Then the labeled items are used to construct the within-class affinity graph G a and the between-class penalty graph G p . Generally speaking, G a encourages items with the same label to be close to one another in the learned latent space, while G p tries to keep items of different classes far away from each other. The data matrices are then factorized into basis matrices (fU ðvÞ g H v¼1 ) and the consensus encoding matrix V. Note that in Fig. 1 fully white elements in the matrices mean their values are 0. By imposing a structured sparseness constraint on each U ðvÞ , some basis vectors could be zeroed-out so that the corresponding latent dimensions do not depend on that view. For example, in Fig. 1 the second column of U ð1Þ and the third column of U ð2Þ are zero columns, which means the second latent dimension is not associated with view 1 and the third is not associated with view 2. For V, we add a sparseness constraint in addition to the graph embedding regularization to prevent an item from possessing too many latent features. In the following, we discuss the design choices and formulate the optimization problem of MCL.
Multi-View NMF
The consensus principle is the fundamental principle in multi-view learning [30] . The basic optimization framework of MCL tries to learn a common latent space via a shared encoding matrix V [14] , [16] , [17] :
In this way, each item is forced to have the same encoding under different views and the basis matrices of different views are coupled together through V. However, such an unsupervised framework cannot guarantee that the learned latent space captures the conceptual structures in multiview data. Next, we introduce the semi-supervised part of the model.
Semi-Supervision on V
In order to let the learned latent space reflect the semantic relationships between items, we propose to regularize the consensus encoding matrix V by a graph embedding framework [22] . Since we assume only partial label information is obtained, V and each data matrix can be divided into labeled part and unlabeled part. We assume that columns in each X ðvÞ are arranged such that labeled items come before unlabeled ones. Hence, X ðvÞ and V can be written as X ðvÞ ¼ ½X ðvÞ;l X ðvÞ;u and V ¼ ½V l V u , where the superscripts l and u mean "labeled" and "unlabeled", respectively. As shown in Fig. 1 , we construct two graphs, the within-class affinity graph G a and the between-class penalty graph G p , connecting withinclass items and between-class items, respectively. The nodes in the graphs are labeled items and the edges are specified by the corresponding weighted adjacency matrices, denoted by W a and W p . Let v l i be the ith column of V l . The graph embedding objectives are defined as follows:
where trðÁÞ denotes the trace of a matrix, N l is the number of labeled items and L a ¼ D a À W a is the graph Laplacian matrix for G a with the ði; iÞth element of the diagonal matrix ; V > of (3), we can always find a proper Q such that < fU ðvÞ Qg
solution and all elements of Q À1 V are within ½0; 1. Therefore, without loss of generality, we add the constraints fV kj 1; 8k; jg to put an upper bound on (5).
The above graph embedding regularization framework is general and can be instantiated by a specification of W a and W p . In this work, we define W a and W p as
where c i denotes the label of item i and N l c i is the total number of items with label c i . Although more sophisticated definitions for W a and W p (such as the maximum margin style definitions in [22] ) are available, they require additional computation for similarity estimation and nearest neighbor search. In this work we employ the above definitions for simplicity and efficiency.
Sparseness Constraints
For each U ðvÞ , a structured sparseness regularizer is added to the objective function to encourage some basis column vectors in U ðvÞ to become 0. This makes view v independent of the latent dimensions which correspond to these zerovalued basis vectors. Let U be the basis matrix for an arbitrary view. One can achieve structured sparsity via L 1;q norm where q is an integer ranging from 1 to 1: where u k represents the kth column of U. To keep the optimization problem convex in U, q ¼ 2 and q ¼ 1 are common choices. In this work, we choose p ¼ 1 since it has been shown that L 1;1 is more effective than L 1;2 [31] . L 1;1 norm of matrix U is defined as
Finally, the L 1 norm of each item's encoding is added to the objective function to make the encoding sparse with the intuition that an item cannot possess too many conceptual features:
Objective Function of MCL
By synthesizing the above objectives, the optimization problem of MCL is formulated as
Since we constrain elements of V to be in ½0; 1, this optimization problem is well lower bounded. Note that the scaling issue (i.e., scaling up U and scaling down V by the same factor do not affect the least square terms but always decrease the L 1;1 term) in the nonnegative sparse coding problem [27] does not exist here due to the structured sparseness regularization on U's. The way we incorporate label information is similar to the previous Fisher-NMF works [25] , [32] . However, the graph embedding framework in our model is general and the fisher terms can be taken as a concrete instantiation. The optimization problem (10) is not convex in both fU ðvÞ g H v¼1 and V. Therefore, we can only find its local minima. In the next section, we develop an efficient optimization method for (10).
OPTIMIZATION
When fU ðvÞ g H v¼1 are fixed, (10) is convex in V, and vice versa. Therefore, we propose to solve MCL by a block coordinate descent method [33] which optimizes one block of variables (fU ðvÞ g H v¼1 or V) while keeping the other block fixed. The procedure is depicted in Algorithm 1. Next, we describe the detailed ideas for addressing the two subproblems (lines 4 and 5 in Algorithm 1).
Optimizing fU ðvÞ g H v¼1
It is easy to see that, given V the U ðvÞ 's are independent with one another. Since the optimization method is the same, here we just focus on an arbitrary view and use X and U to denote respectively the data matrix and the basis matrix for the view. The subproblem involving U can be written as fðUÞ is a composite objective function where the first term is strongly convex and differentiable, and the second term is convex. We develop an optimization algorithm based on the composite gradient mapping technique proposed for minimizing composite objective functions [23] . The idea is to iteratively minimize an auxiliary function and adjust the guess of the Lipschitz constant of the first term of fðUÞ so that we decrease the objective function as fast as possible. Let fðUÞ ¼ 1 2 kX À UVk 2 F and U t be the value of U in the tth iteration. In our case, the auxiliary function is defined as
where L is the estimate of the Lipschitz constant, L f , of fðÁÞ, and rfðU t Þ is the gradient of fðÁÞ at U t :
By minimizing m L ðU t ; UÞ with the nonnegative constraints, we obtain a candidate for U tþ1 which is denoted by T L ðU t Þ:
Note that it is guaranteed that 
Algorithm 2 was proved to converge as Oð1=T Þ where T is the total number of outer iterations [23] .
Algorithm 2. Composite Gradient Mapping
Input:
The remaining problem is how to optimize (14) efficiently since we need to employ its solver as a routine in the inner loop of Algorithm 2. We propose a linear time solver for (14) . First, we can rewrite m L ðU t ; UÞ as follows (let
The Frobenius norm term is intrinsically a summation over the costs of all U's elements. The second term sums over the infinity norms of all columns of U. Hence, (15) can be further decomposed into independent optimization problems for different columns of U. Let u be an arbitrary column of U and b be the column of
at the same index. The problem for this column can be written as
Next we show we can get rid of the nonnegative constraints and derive the optimal solution to (16) by the optimal solution to the unconstrained version:
First, we need the following lemma.
Lemma 1. Let u Ã be the optimal solution to (17) . For any element u Ã i of u Ã , we have
The proof can be found in the appendix, which can be found on the The proof is in the appendix, available in the online supplemental material. By Proposition 1, we just need to extract positive elements from b to formb and address the unconstrained problem:
Although (18) can be addressed using properties of the subgradient set of kũk 1 , a more efficient solution to its dual form is well established. Define a as the dual variable. We have
which is equivalent to the following problem 
Moreover, a satisfies the relation a ¼b Àũ. Thus, by solving (19) we can readily obtain a solution for (18) . (19) is the "Euclidean projection onto the L 1 -ball" problem and an efficient solution has been proposed by Duchi et al. [34] . Here we only describe the results but skip the analysis. In our case the optimal vector a Ã is computed as
where u is a nonnegative scalar. Letb ðiÞ be the ith largest element inb. u is computed as
where r is the maximum index satisfying the condition
In order to handle the smallest element inb, an extra 0 is added tob, i.e.,b ðM þ þ1Þ ¼ 0 where M þ is the length ofb. If we test up to the 0 element to find
L , the optimal choice for u is 0. In this case,b is in the L 1 -ball and a Ã ¼b. This corresponds toũ Ã ¼ 0, i.e., the corresponding basis vector is zeroed-out.
The key of the optimization of (19) is calculating u. A straightforward way is to sortb and process the elements sequentially. In this work, we employ the algorithm introduced by Duchi et al. [34] to calculate u which is linear in M þ . The algorithm is presented in the appendix, available in the online supplemental material. 
Optimizing
This is a bounded nonnegative quadratic programming problem for V. Sha et al. [35] proposed a general multiplicative optimization scheme for this kind of problems. We follow their idea and develop a multiplicative update algorithm for optimizing V. The minor difference is that they dealt with vector variables while in our case the variable is a matrix. 
Therefore, we can update V l and V u separately. To derive the update rules, similar auxiliary functions as those in [35] can be designed. We only show the results here and defer the detailed derivations to the appendix, available in the online supplemental material:
where A kj , B kj and C kj are
Here v l j and v l k denote the jth column vector and the kth row vector of V l , respectively.
Computational Complexity Analysis
The major space cost of MCL is due to the matrices fU ðvÞ g (14) is OðM v KÞ. In the outer loop of Algorithm 2 we also need to compute rfðUÞ (OðM v K 2 Þ if we pre-compute VV T and X ðvÞ V T ). Assume we run T iterations of the outer loop of Algorithm 2, and recall that the total number of iterations of the inner loop is upper bounded by
. The major cost for optimizing U ðvÞ is
update V l and V u iteratively. Let N l and N u be the number of labeled and unlabeled items, respectively. In each iteration, we need to compute three matrices for V l (Eqs. (27)- (29) and V until convergence in each iteration of Algorithm 1. Instead, we optimize each subproblem for a few iterations, which also prevents the optimization from being too greedy. In experiments, we set T ¼ T 0 ¼ 10.
EXPERIMENTS
In this section, we show the empirical results of our approach on learning latent representations from multiview inputs. We first applied MCL on a synthetic toy problem to investigate the efficacy of the proposed optimization method. Then three real-world datasets were employed for quantitatively testing MCL's performance on item classification and clustering.
A Toy Example
The major properties of MCL include: (1) The semantic relationships between items can be captured by the learned latent space through incorporating label information by a graph embedding framework. (2) Each dimension of the learned latent space has the flexibility of being associated with an arbitrary subset of views, which is encouraged by the L 1;1 terms. We constructed a toy factorization problem to investigate whether these properties can be recovered by the proposed optimization method. The toy dataset consisted of two views of 20 data items generated from two categories, c 1 and c 2 . The first 10 items belonged to c 1 and the remaining ones belonged to c 2 . The underlying latent space had six dimensions, with three for each category. Among the three dimensions for a category, two dimensions were private to view 1 and view 2 respectively, and the third one was a shared dimension. The dimensionality of both views was 10. First, we randomly generated 10 Â 6 basis matrices for the two views, with elements produced by a Gamma distribution Gammað1; 0:9Þ. We also randomly retained 30-40 percent elements of each basis vector to be zero to simulate the notion of "parts". Second, the consensus encoding matrix was generated, where each item was a weighted combination of the basis vectors for the corresponding category and the weights were randomly distributed in ð0:4; 1Þ. Finally, we obtained the data matrices via multiplying the generated basis matrices by the consensus encoding matrix and adding Gaussian noise with standard deviation 0.05. The generated basis matrices and consensus encoding matrix are shown in Fig. 2a , where the first three columns of U ð1Þ and U ð2Þ are for c 1 and the remaining ones are for c 2 . To run MCL, we also need to provide partial label information for the dataset. We treated five items from each category as labeled items. Fig. 2b shows the latent space recovered by MCL. We can see that MCL correctly factorized the data matrices, capturing both the semantic structure in the encoding matrix and the shared-private structure in the basis matrices. The recovered results were very similar to the ground truth. This indicates the two important properties discussed above can be recovered by our optimization method. We further tested the necessity of the regularization terms. First, we set b ¼ 0, which corresponded to removing the graph embedding terms. The results are shown in Fig. 2c . We found in this setting the semantic structure of V was not well recovered, e.g. some items of c 2 had weak connections with c 1 's latent features. The recovered V exhibited a larger within-class variance and a lower average between-class distance. As a side effect, U ð1Þ and U ð2Þ were not well recovered either. Second, we removed the influence of the L 1;1 terms by setting a ¼ 0 1 . The learned latent space is shown in Fig. 2d . Without the L 1;1 constraints, the optimization algorithm tended to learn dense basis matrices with a lot of large values (some above 10). Consequently, the weights in V became much lower, although the semantic structure was still preserved.
To summarize, we demonstrated via a toy example that (1) the optimization method worked as expected; (2) both the graph embedding regularization and the structured sparseness regularization were important for recovering the conceptual structures in the underlying latent space.
Experiments on Real-World Datasets

Datasets
We use three real-world datasets to evaluate MCL:
Reuters. This dataset was constructed from the Reuters Multilingual collection [36] which contains totally 111,740 news documents written in five different languages. 1. In this case we also set g ¼ 0 to eliminate the scaling issue for nonnegative sparse coding models. Documents for each language can be divided into a common set of six categories. Each document was translated into the other four languages and represented as TF-IDF vectors. We took documents written in English as the first view and their Italian and Spanish translations as the second and third views. For each category, we randomly sampled 300 documents, resulting in a dataset with 1,800 documents in total.
MM2.0. The second dataset came from Microsoft Research Asia Internet Multimedia Dataset 2.0 (MSRA-MM 2.0) [37] . MSRA-MM 2.0 consists of about 1 million images which were respective search results for 1,165 popular query concepts in Microsoft Live Search. Each concept has approximately 500-1,000 images. For each image, its relevance to the corresponding concept was manually labeled with three levels: very relevant, relevant and irrelevant. Seven low level features were extracted for each image. To form the experimental dataset, we randomly selected 25 query concepts from the Animal, Object and Scene branches as categories, and then selected 200 images for each concept. Specifically, if the concept had more than 200 "very relevant" images, we simply randomly sampled 200 images from them. Otherwise, all "very relevant" images were taken and, if less than 200, we further randomly sampled images from "relevant" images. "Irrelevant" images were discarded. We took four features in MSRA-MM 2.0 as four views: 64D HSV color histogram, 144D color correlogram, 75D edge distribution histogram and 128D wavelet texture. ImgNet. The third dataset was obtained from ImageNet [38] , a real-world image database containing roughly 15 million images organized according to the WordNet hierarchy. Currently, over 20 thousand noun synsets in WordNet are indexed and each synset has over 500 images on average. We randomly chose 50 leaf synsets in the hierarchy as categories and randomly sampled 200 images from each selected synset. Three views of this dataset were 64D HSV histogram, 1,000D bag of SIFT [39] visual words, and 512D GIST descriptors [40] .
The statistics of these datasets are summarized in Table 1 .
Evaluation Methodology
In order to show the effectiveness of MCL, we compared it with the following baseline methods: factorization method which models partial label information as a factorization constraint on V l . Graph regularized NMF (GNMF): This variant of NMF was originally proposed as a manifold regularized version of NMF [41] . We extended it to the multi-view case and replaced the affinity graph for approximating data manifolds with the within-class affinity graph defined in Eq. (6) to make it a semisupervised method on multi-view data. Note that the first three are unsupervised methods while the last two are semi-supervised methods.
The above six methods were evaluated by text/image classification and clustering. We adopted an evaluation scheme similar to 5 Â 2 cross-validation [42] , [43] . For each dataset, we generated five random train-test splits. In a split, we randomly took 50 percent items from each category as labeled training data and put the remaining items into the test set. Two-fold cross-validation was performed for each split. Thus, there were totally 10 test cases. For each test case, we run each method three times and computed the averaged performance. The overall averaged performance and standard deviation were reported. In case the method has parameters, we tuned the parameters on a separate random split. The dimensionalities of the latent space were empirically set to 50, 100 and 150, for Reuters, MM2.0 and ImgNet respectively.
We used the learned representations of different methods for classification and clustering. For classification, the training items were fed to a kNN classifier (k ¼ 9) and the Accuracy of the classifier on the test items was calculated. For clustering, k-means was employed as the clustering method. Since the semi-supervised methods made use of the label information of training data, we only performed clustering on test items for fairness. To measure clustering performance, two metrics, Accuracy and Normalized Mutual Information (NMI) were used. Accuracy is defined as Accuracy ¼ P n i¼1 dðs i ; mapðr i ÞÞ n ;
where n is the total number of items for clustering, r i and s i are cluster labels of item i in clustering results and in ground truth, respectively, dðx; yÞ equals 1 if x ¼ y and equals 0 otherwise, and mapðr i Þ is the permutation mapping function which maps r i to the equivalent cluster label in ground truth. This mapping can be obtained by the KuhnMunkres algorithm [44] . Given two sets of item clusters C and C y , NMI is defined as 
where HðCÞ denotes the entropy of cluster set C. MIðC; C y Þ is the mutual information between C and C y :
MIðC; C y Þ ¼ X 
pðc i Þ is the probability that a randomly selected item from all testing items belongs to cluster c i , and pðc i ; c y j Þ is the joint probability that a randomly selected item is in c i and c y j
simultaneously. If C and C y are identical, NMIðC; C y Þ ¼ 1. NMIðC; C y Þ ¼ 0 when the two cluster sets are completely independent. So the range of NMI is ½0; 1. In our case, C represents obtained clusters and C y is the ground truth. Tables 2, 3 and 4 show the classification performance results on Reuters, MM2.0 and ImgNet, respectively. We varied the percentage of training items from 10 to 50 percent. Observations are as follows. First, methods that made use of multiple features (i.e., views) of items outperformed NMF-b, which only exploited 1 view. This is in accord with the results of previous multi-view learning work. Second, semisupervised methods (the last three columns) tended to outperform unsupervised methods, which indicated that exploiting label information could lead to latent spaces with better discriminative structures. Third, MCL and GNMF often showed superior performance over SULF. As aforementioned in Section 2.2, SULF models label information as a factorization constraint on V l , i.e., reconstructing the label indicator vector of item i by multiplying its encoding v l i by a weight matrix. Although identical encoding vectors lead to identical label indicator vectors, it is also possible to reconstruct the label indicator vector by combining columns of the weight matrix in different ways. Therefore, this can be viewed as imposing indirect affinity constraints on encodings of within-class items. On the contrary, the graph embedding terms in MCL and GNMF impose direct affinity constraints on item encodings and therefore could lead to clearer conceptual structures in the learned latent spaces. Finally, MCL outperformed the baseline methods under almost all cases. We performed F-test for 5 Â 2 cross-validation [45] with significance level 0.05. The results indicated that MCL was significantly superior over all baselines except for the 10 percent cases of Reuters and ImgNet. MCL not only exploits label information via a graph embedding framework, but also allows flexible latent factor sharing among different views by encouraging each U ðvÞ to be sparse in columns. These properties could help learn a more meaningful conceptual latent space. In Section 5.2.4, we will present parameter study and demonstrate that the semisupervised terms and the sparseness terms indeed contribute to the performance of MCL.
Performance Comparison
The clustering results are shown in Figs. 3, 4 and 5, for Reuters, MM2.0 and ImgNet respectively. The observations were very similar to those for classification. According to Fig. 5 ).
Parameter Study
MCL has three parameters, a, b and g. b measures the importance of the semi-supervised part of MCL (i.e., the graph embedding regularization terms), while a and g control the degree of sparsity of the basis matrices and the consensus encoding matrix respectively. We investigated their influence on MCL's performance by varying one parameter at a time while fixing the other two. For each specific setting, we run MCL 20 times and the average performance was recorded.
The results are shown in Figs. 6 and 7 for Reuters and MM2.0 respectively (results for ImgNet were similar with those for MM2.0). We found the general behavior of the three parameters was the same: when increasing the parameter from 0, the performance curves first went up and then went down. This indicates that when assigned moderate weights, the sparseness and semi-supervised constraints indeed helped learn a better latent space. Specific observations are as follows. First, the model's performance was not very sensitive to the value of a (L 1;1 is intrinsically a summation of only K terms). MCL achieved its best performance when a was in ½150; 250 and ½50; 200, for Reuters and MM2.0 respectively. Second, b's impact in Reuters appeared to be smaller than its impact in image datasets. This could be because that in Reuters a dominated the performance boost (e.g. the clustering accuracy increased by about 15 percent when varying a, as shown in Fig. 6a ). Finally, g seemed to contribute little to the performance of MCL in MM2.0. As shown by Fig. 7c , the clustering performance degenerated when increasing g from 0, although the classification accuracy increased a bit at the beginning. Based on these observations, we set a ¼ 150, b ¼ 0:02 and g ¼ 0:005 for other experiments.
Convergence Analysis
The optimization method for MCL solves the subproblems for fU ðvÞ g H v¼1 and V iteratively to find a local minimum of (10) . Here we analyze its empirical convergence properties. Figs. 8a and 8b plot both the objective function value and the classification accuracy against the number of iterations performed, for Reuters and MM2.0 respectively. Its behavior on ImgNet was similar. We found that at the beginning the objective function value dropped drastically and the performance increased rapidly. The converging speed was faster on text data than on image data. The reason would be that text data has clearer conceptual structures than image data. The optimization procedure typically converged around 40 iterations and 100 iterations, for Reuters and MM2.0 respectively. Although the converging speed was not very fast, the performance achieved the best very fast. We can see from Fig. 8 that the performance becomes stable in about 10 iterations for Reuters and 20 for MM2.0.
CONCLUSIONS
In this work we proposed Multi-view Concept Learning, a novel nonnegative latent representation learning algorithm for representation learning from multi-view data. MCL tried to learn a conceptual latent space of items by exploiting both multiple views of items and partial label information. The partial label information was used to construct a graph embedding framework, which encouraged items of the same category to be near one another and kept items belonging to different categories as distant as possible, in the learned latent space. Another novel property of MCL was that it allowed each latent dimension to be associated with a subset of views by imposing L 1;1 regularization on each basis matrix U ðvÞ . Therefore, MCL is able to learn flexible latent factor sharing structures which could lead to more meaningful conceptual latent spaces. We proposed an efficient optimization method for MCL and demonstrated its efficacy by a toy factorization problem. We used two real-world datasets to evaluate the empirical performance of MCL. Experimental results indicated that MCL was effective and outperformed baseline methods.
The proposed graph embedding framework is a general framework in that different definitions of the within-class affinity graph G a and the between-class penalty graph G p can be employed. For example, we could (1) customize the weights in W a and W p according to the similarities between items; (2) employ maximum margin style definitions [22] ; (3) incorporate data manifolds [41] , [46] , [47] to better connect labeled items and unlabeled items; etc. However, the focus of this work was to propose a conceptual latent space learning algorithm based on multi-view data and demonstrate its effectiveness. We leave these possible improvements to future work.
