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Abstract
Hedges’ d, an existing unbiased effect size of the difference between
means, assumes the variance equality. However, the assumption of the
variance equality is fragile, and is often violated in practical applications.
Here, we define e, a new effect size of the difference between means,
which does not assume the variance equality. In addition, another novel
statistic c is defined as an effect size of the difference between a mean
and a known constant. Hedges’ g, our c, and e correspond to Student’s
unpaired two-sample t test, Student’s one-sample t test, and Welch’s t
test, respectively. An R package is also provided to compute these effect
sizes with their variance and confidence interval.
Keywords: Cohen’s d; Confidence interval; Constant; Effect size;
Hedges’ d; Hedges’ g.
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1. Introduction
An effect size is a term which refers to various kinds of parameters
or statistics to define or measure the magnitude of effects. This study
treats effect sizes of the difference which treat the magnitude between
two means or between a mean and a constant. In general, effect sizes are
used to estimate the magnitude of effect independent of the sample size
(Nakagawa and Cuthill, 2007), to compare the results of multiple studies
(meta-analysis; (Glass, 1976)), or to determine the statistical power or
the appropriate sample size (power-analysis; (Cohen, 1988)). In spite of
such importance of effect sizes, the existing effect sizes of the difference
assume the equality of the variance which is practically hard to assume.
In addition, an effect size of the difference between a mean and a con-
stant was found to be undefined. To solve these problems, we defined an
effect size of the difference between means which does not assume the
variance equality based on Welch’s t test (Welch, 1938, 1947). Also, we
defined an effect size of the difference between a mean and a constant
based on one sample t test (Fisher, 1925).
The rest of this paper is organized as follows. In section 2, the exist-
ing effect sizes of the difference are introduced. In section 3, we define
two new effect sizes, their variance, and confidence interval. In section 4,
we introduce our new R package to compute the effect sizes, using some
examples. In section 5, we discuss the nature and application range of
the new effect sizes.
2. Existing effect sizes of the difference
Glass (1976) was the first person that suggested an effect size of the
difference. He defined it as “the mean difference on the outcome vari-
able between treated and untreated subjects divided by the within group
standard deviation.” He clearly distinguished the treated (experimental)
group from the untreated (control) group, and there was no assumption
about the two groups. His effect size was subsequently formulated and
named Glass’ ∆ by Hedges (1981), which is
∆ = (Y¯ E − Y¯ C)/SC , (1)
where Y¯ E is the mean of the variable in the experimental group, Y¯ C is
that in the control group, and SC is the unbiased standard deviation of
the control group.
After this invention of an effect size of the difference, Hedges (1981)
defined the other effect size as a parameter for independently and nor-
mally distributed two populations, Y 1 ∼ N(µ1, σ2) and Y 2 ∼ N(µ2, σ2):
2
δ = (µ1 − µ2)/σ. (2)
Note that both populations share the common variance σ2. As the esti-
mator of this parameter, the other effect size of the difference is repre-
sented as g by Hedges (1981) and d by Cohen (1988). These two effect
sizes are equivalent, and they are defined for the equally handled two
groups with equal variances. Although this effect size was defined by
Hedges (1981) earlier, this effect size is usually called Cohen’s d. How-
ever, we chose to call it g in this article in order to distinguish it from the
other d which we will introduce later. The statistic g is defined as
g = (Y¯ 1 − Y¯ 2)/Spooled, (3)
where
Spooled =
√
s21(n1 − 1) + s22(n2 − 2)
n1 + n2 − 2 ,
and
s2i =
∑ni
j=1(Y
i
j − Y¯ i)2
ni − 1 . (4)
Here, Y¯ 1, Y 1j , and n1 are the mean of the sample, the sample (random
variable), and the sample size of group 1, while Y¯ 2, Y 2j , and n2 are those
of group 2. For the denominator, this effect size uses the pooled standard
deviation, which suggests the most precise population variance under the
assumption of the equal variance (Hedges, 1981).
The g (3) is biased from δ (2), making it unsuitable for analyses that
do not treat the whole population. The unbiased estimator of δ (2) is
defined as gU in Hedges (1981) and d in Hedges and Olkin (1985). In
this article, we call it d, which is
d = J(n1 + n2 − 2)g. (5)
By using the gamma function, the correction coefficient J is defined as
J(m) =
Γ(m/2)√
m/2Γ{(m− 1)/2} . (6)
The effect sizes g (3) and d (5) are widely used in various regions of
sciences, but they assume the variance equality just like Student’s t test
(Student, 1908; Fisher, 1925). In the next section, we propose a new
effect size of the difference which does not assume the variance equality
as well as another new effect size of the difference between a mean and
a constant.
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3. Proposed effect sizes
3.1 An effect size of the difference between means without assum-
ing the variance equality
First, we define the parameter of an effect size of the difference be-
tween means for two independently and normally distributed popula-
tions N1(µ1, σ21) and N2(µ2, σ
2
2) as
r =
µ1 − µ2√
(σ21 + rσ
2
2)/(r + 1)
, (7)
where r is a non-negative real number. This parameter is not generaliza-
tion of δ (2), and is different from it. Then, suppose two independently
and normally distributed populations with the samples Y 1i (i = 1, ..., n1)
and Y 2i (i = 1, ..., n2), and the sample mean Y¯
1 and Y¯ 2. Based on the
statistic tw so-called Welch’s t (Welch,1938, 1947), an biased estimator
of r (7) is defined as
ebiased = tw/
√
n˜, (8)
where
tw =
Y¯ 1 − Y¯ 2√
s21/n1 + s
2
2/n2
, (9)
s2i is the same as (4), and
n˜ = n1n2/(n1 + n2). (10)
Finally, e, the unbiased estimator of r (7), is
e = ebiasedJ(f). (11)
Therefore,
E(e) = r.
Here, r corresponds to the ratio n1/n2. J is the correction coefficient
which is defined in equation (6). The degree of freedom f is approx-
imately calculated by using the Welch-Satterthwaite equation (Welch,
1938; Satterthwaite, 1941) as
f =
(s21/n1 + s
2
2/n2)
2
s41/{n21(n1 − 1)}+ s42/{n22(n2 − 1)}
. (12)
The variance of e (11) is
var(e) =
f
f − 2J
2(f){1/n˜+ 2r} − 2r.
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Although this effect size is derived from the difference, we dare to name
it not d but e. This is because Cohen’s d (3) and Hedges’ d (5) already
exist, and more d would cause more confusion. The proof of the bias
correction and variance derivation does not assume the variance equality
(see the Appendix). In addition, e (11) is a consistent estimator of r (7)
at the same time. See the Appendix for the proof of the consistency.
3.2 An effect size of the difference between a mean and a known
constant
As a parameter, an effect size of the difference between a mean and a
constant is defined for a normally distributed population N1(µ, σ21) and
a known constant C as
γ = (µ1 − C)/σ1. (13)
Next, an effect size as the statistic is defined for a normally distributed
population with the sample value Y 1i (i = 1, ... ,n1), the sample mean
Y¯ 1, and a known constant C as
cbiased = (Y¯ 1 − C)/s1. (14)
The s1 is the square root of (4). Then, using cbiased(14), the unbiased
estimator of the effect size parameter γ (13) is
c = cbiasedJ(n1 − 1). (15)
Therefore,
E(c) = γ.
The correction coefficient J (6) is the same one as used above. The
variance of c is
var(c) =
n1 − 1
n1 − 3J
2(n1 − 1)( 1
n1 − 1 + γ
2)− γ2.
See the Appendix for proofs of the bias correction and the derivation of
the variance. In addition, c (15) is a consistent estimator of γ (13) (See
the Appendix for the proof). When interested in constants rather than
variables, you can use c′ defined as
c′ = (C − Y¯ 1)J(n1 − 1)/s1
instead of c. What is important is not to confuse c (15) and c′.
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3.3 Confidence intervals of effect sizes
The confidence interval (CI) of effect sizes of the difference is not di-
rectly given by a formula (Cumming and Finch, 2001). The CI is derived
from that of noncentral parameters of noncentral t-distribution, which is
in turn gained by some searching method. The CI of the biased effect
sizes are given as:
[ncpL/
√
n˜, ncpH/
√
n˜] for g,
[ncpL/
√
n˜, ncpH/
√
n˜] for ebiased,
and
[ncpL/
√
n1 − 1, ncpH/
√
n1 − 1] for cbiased,
where ncpL is the noncentral parameter which gives the upper limit of
cumulative probability (e.g. 0.975 cumulative probability for 95 % CI)
for noncentral t-distribution with the corresponding t value (see section
5) and the degree of freedom, and ncpH is that which gives the lower
limit (e.g. 0.025 cumulative probability for 95 % CI), and n˜ and n1
are the same as (10) and (14). The CIs for the unbiased estimator of
the effect sizes are given by multiplying the corresponding correction
coefficient J (6) of the corresponding degree of freedom to the above
intervals. We do not discuss the practical usage of these CIs in this
article, because it has already been discussed in the other studies, such
as Nakagawa and Cuthill (2007).
3.4 Practical application
While the situation to use c (15) is clearly different from that to use d (5),
the e (11) and d (5) have a similar application range in practice. There-
fore, we prepared an example of the applications of e (11) compared to
d (5). Table 1 shows famous data of three Iris species by Fisher (1936),
which has various variances. Note that only the petal width of I. setosa
has fewer significant digits. For this data, we calculated d (5), e (11), the
ratio of d (5) to e (11), and the ratio of the standard deviations of the two
comparing data. Theoretically, e (5) is more precise estimator of its own
parameter than d (11) in this non-equal variance situation.
The calculated result is shown in Table 2. When considering their
significant digits, the comparing pair of the sepal length of I. setosa and
I. virginica showed the different effect size of d (5) and e (11). (Bolds in
Table 2.) Even though most pairs showed identical values of d (5) and e
(11), the result showed that these two effect sizes can be different even
in two significant digits.
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Table 1. Measured characteristics of three Iris species shown in Fisher (1936). The
last two raws show the average and the standard deviation of the corresponding column.
The numbers show the lengths in centimeter. S.L.: Sepal length. S.W.: Sepal width.
P.L.: Petal length. P.W.: Petal width.
S.L. S.W. P.L. P.W. S.L. S.W. P.L. P.W. S.L. S.W. P.L. P.W.
5.1 3.5 1.4 0.2 7.0 3.2 4.7 1.4 6.3 3.3 6.0 2.5
4.9 3.0 1.4 0.2 6.4 3.2 4.5 1.5 5.8 2.7 5.1 1.9
4.7 3.2 1.3 0.2 6.9 3.1 4.9 1.5 7.1 3.0 5.9 2.1
4.6 3.1 1.5 0.2 5.5 2.3 4.0 1.3 6.3 2.9 5.6 1.8
5.0 3.6 1.4 0.2 6.5 2.8 4.6 1.5 6.5 3.0 5.8 2.2
5.4 3.9 1.7 0.4 5.7 2.8 4.5 1.3 7.6 3.0 6.6 2.1
4.6 3.4 1.4 0.3 6.3 3.3 4.7 1.6 4.9 2.5 4.5 1.7
5.0 3.4 1.5 0.2 4.9 2.4 3.3 1.0 7.3 2.9 6.3 1.8
4.4 2.9 1.4 0.2 6.6 2.9 4.6 1.3 6.7 2.5 5.8 1.8
4.9 3.1 1.5 0.1 5.2 2.7 3.9 1.4 7.2 3.6 6.1 2.5
5.4 3.7 1.5 0.2 5.0 2.0 3.5 1.0 6.5 3.2 5.1 2.0
4.8 3.4 1.6 0.2 5.9 3.0 4.2 1.5 6.4 2.7 5.3 1.9
4.8 3.0 1.4 0.1 6.0 2.2 4.0 1.0 6.8 3.0 5.5 2.1
4.3 3.0 1.1 0.1 6.1 2.9 4.7 1.4 5.7 2.5 5.0 2.0
5.8 4.0 1.2 0.2 5.6 2.9 3.6 1.3 5.8 2.8 5.1 2.4
5.7 4.4 1.5 0.4 6.7 3.1 4.4 1.4 6.4 3.2 5.3 2.3
5.4 3.9 1.3 0.4 5.6 3.0 4.5 1.5 6.5 3.0 5.5 1.8
5.1 3.5 1.4 0.3 5.8 2.7 4.1 1.0 7.7 3.8 6.7 2.2
5.7 3.8 1.7 0.3 6.2 2.2 4.5 1.5 7.7 2.6 6.9 2.3
5.1 3.8 1.5 0.3 5.6 2.5 3.9 1.1 6.0 2.2 5.0 1.5
5.4 3.4 1.7 0.2 5.9 3.2 4.8 1.8 6.9 3.2 5.7 2.3
5.1 3.7 1.5 0.4 6.1 2.8 4.0 1.3 5.6 2.8 4.9 2.0
4.6 3.6 1.0 0.2 6.3 2.5 4.9 1.5 7.7 2.8 6.7 2.0
5.1 3.3 1.7 0.5 6.1 2.8 4.7 1.2 6.3 2.7 4.9 1.8
4.8 3.4 1.9 0.2 6.4 2.9 4.3 1.3 6.7 3.3 5.7 2.1
5.0 3.0 1.6 0.2 6.6 3.0 4.4 1.4 7.2 3.2 6.0 1.8
5.0 3.4 1.6 0.4 6.8 2.8 4.8 1.4 6.2 2.8 4.8 1.8
5.2 3.5 1.5 0.2 6.7 3.0 5.0 1.7 6.1 3.0 4.9 1.8
5.2 3.4 1.4 0.2 6.0 2.9 4.5 1.5 6.4 2.8 5.6 2.1
4.7 3.2 1.6 0.2 5.7 2.6 3.5 1.0 7.2 3.0 5.8 1.6
4.8 3.1 1.6 0.2 5.5 2.4 3.8 1.1 7.4 2.8 6.1 1.9
5.4 3.4 1.5 0.4 5.5 2.4 3.7 1.0 7.9 3.8 6.4 2.0
5.2 4.1 1.5 0.1 5.8 2.7 3.9 1.2 6.4 2.8 5.6 2.2
5.5 4.2 1.4 0.2 6.0 2.7 5.1 1.6 6.3 2.8 5.1 1.5
4.9 3.1 1.5 0.1 5.4 3.0 4.5 1.5 6.1 2.6 5.6 1.4
5.0 3.2 1.2 0.2 6.0 3.4 4.5 1.6 7.7 3.0 6.1 2.3
5.5 3.5 1.3 0.2 6.7 3.1 4.7 1.5 6.3 3.4 5.6 2.4
4.9 3.1 1.5 0.1 6.3 2.3 4.4 1.3 6.4 3.1 5.5 1.8
4.4 3.0 1.3 0.2 5.6 3.0 4.1 1.3 6.0 3.0 4.8 1.8
5.1 3.4 1.5 0.2 5.5 2.5 4.0 1.3 6.9 3.1 5.4 2.1
5.0 3.5 1.3 0.3 5.5 2.6 4.4 1.2 6.7 3.1 5.6 2.4
4.5 2.3 1.3 0.3 6.1 3.0 4.6 1.4 6.9 3.1 5.1 2.3
4.4 3.2 1.3 0.2 5.8 2.6 4.0 1.2 5.8 2.7 5.1 1.9
5.0 3.5 1.6 0.6 5.0 2.3 3.3 1.0 6.8 3.2 5.9 2.3
5.1 3.8 1.9 0.4 5.6 2.7 4.2 1.3 6.7 3.3 5.7 2.5
4.8 3.0 1.4 0.3 5.7 3.0 4.2 1.2 6.7 3.0 5.2 2.3
5.1 3.8 1.6 0.2 5.7 2.9 4.2 1.3 6.3 2.5 5.0 1.9
4.6 3.2 1.4 0.2 6.2 2.9 4.3 1.3 6.5 3.0 5.2 2.0
5.3 3.7 1.5 0.2 5.1 2.5 3.0 1.1 6.2 3.4 5.4 2.3
5.0 3.3 1.4 0.2 5.7 2.8 4.1 1.3 5.9 3.0 5.1 1.8
5.0 3.4 1.5 0.2 5.9 2.8 4.3 1.3 6.6 3.0 5.6 2.0
0.35 0.38 0.17 0.1 0.52 0.31 0.47 0.20 0.64 0.32 0.55 0.27
Iris setosa Iris versicolor Iris virginica
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Table 2. Calculated effect sizes of the difference for the data shown in Table 1. Chara.:
Characteristics. S.L.: Sepal length. S.W.: Sepal width. P.L.: Petal length. P.W.: Petal
width. Taxa: Compared taxa. 1: I. setosa. 2: I. versicolor. 3: I. virginica. d: Effect
size d (5). e: Effect size e (11). These effect sizes are shown in the original significant
digits. d/e: The ratio of d (5) to e (11) calculated without considering the significant
digit. sd ratio: The ratio of the standard deviations of the compared data calculated
without considering the significant digit. Note that the reverse comparisons, such as
2 vs 1, were also conducted, but omitted from this table. This is because their effect
sizes are the opposites of the original values, and d/e and sd ratio are the inverses of the
original ones.
Chara. Taxa d e d/e sd ratio
S.L. 1 vs 2 -2.1 -2.1 1.001029 0.682893
1 vs 3 -3.1 -3.0 1.002185 0.554334
2 vs 3 -1.1 -1.1 1.000328 0.811744
S.W. 1 vs 2 1.8 1.8 1.000285 1.214233
1 vs 3 1.2 1.2 1.000212 1.181483
2 vs 3 -0.64 -0.64 1.000006 0.973028
P.L. 1 vs 2 -7.8 -7.8 1.004510 0.369243
1 vs 3 -9.9 -9.9 1.005256 0.314392
2 vs 3 -2.5 -2.5 1.000197 0.851450
P.W. 1 vs 2 -7 -7 1.002318 0.542139
1 vs 3 -8 -8 1.004222 0.390349
2 vs 3 -2.9 -2.9 1.000781 0.720017
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Figure 1 shows the ratio of d (5) to e (11) plotted against the ratio
of standard deviations of the comparing data. This figure shows that the
similar two standard deviations give similar d (5) and e (11). In other
words, the more different two standard deviations more encourage the
use of e (11).
0.5 1.0 1.5 2.0 2.5 3.0
1.
00
0
1.
00
1
1.
00
2
1.
00
3
1.
00
4
1.
00
5
sd_ratio
d/
e
Fig. 1. Plotted graph of Table 2. d/e: The ratio of d (5) to e (11). sd ratio: The ratio of
the standard deviations of the compared data.
4. New R package & its application
A new package ‘es.dif’ for R (R core team, 2019) is provided. It enables
to compute the statistics d (5), e (11), c (15), their biased statistics, vari-
ance, and CI based on the two samples or the statistics (mean, variance,
and sample size) of the samples. In this package, approximation of J (6)
(Hedges, 1981) is not employed unless its degree of freedom exceeds
342, when the gamma function returns too large values to be treated in
R. The CI is gained by binary search. The figure on this article is drawn
with this package.
This section hereafter shows some examples of the package. First,
the following script calculates d (5), e (11), their variances and 95% CIs
for data 1 (0,1,2,3,4) and data 2 (0,0,1,2,2).
9
> library(es.dif)
> data1<-c(0,1,2,3,4)
> data2<-c(0,0,1,2,2)
> es.d(data1,data2)
[,1] [,2]
[1,] "Hedges’ d:" "0.682379579593354"
[2,] "variance:" "0.484026380702367"
[3,] "CI:" "[ -0.503527216375147 , 1.82938058482178 ]"
> es.e(data1,data2)
[,1] [,2]
[1,] "Unbiased e:" "0.668264936033828"
[2,] "variance:" "0.506830833214916"
[3,] "CI:" "[ -0.50334965496395 , 1.7965317007171 ]"
Using options of the function, you can change the type I error rate for
the CI, calculate biased effect sizes, and output results in the vector style.
For example, cbiased (14) with 99% CI in the vector style is calculated by
this script.
> library(es.dif)
> data1<-c(0,0,1,2,2)
> data2<-c(2)
> es.c(data1,data2,alpha=0.01,unbiased=FALSE,vector out=TRUE)
[1] -1.0000000 0.9292037 -2.5390625 0.5778885
In the vector-style output, the four values in the vector show the effect
size, its variance, lower limit of the CI, and higher limit of the CI. In
addition, this package includes the functions which can output effect
sizes from the (estimated) parameters and the sample sizes. Following
scripts compute d (5) and e (11) for two populations,N(1, 2) andN(0, 1)
with the sample size 5 and 10.
> library(es.dif)
> mean1<-1
> mean2<-0
> var1<-2
> var2<-1
> n1<-5
> n2<-10
> es.para.d(mean1,mean2,var1,var2,n1,n2)
[,1] [,2]
[1,] "Hedges’ d:" "0.82286529714397"
[2,] "variance:" "0.349443397657368"
[3,] "CI:" "[ -0.248827687382689 , 1.86616833367494 ]"
> es.para.e(mean1,mean2,var1,var2,n1,n2)
[,1] [,2]
[1,] "Unbiased e:" "0.674259756444758"
10
[2,] "variance:" "0.41613476136966"
[3,] "CI:" "[ -0.354146439977423 , 1.65626025590509 ]"
This type of functions also has the options for the type I error rate,
the biased effect size, and the vector-style output.
5. Discussion
5.1 Correspondence of effect sizes and t tests
Comparison of the effect sizes of the difference and t tests shows the
clear correspondence between them (Table 3). Statistic d (5) corresponds
to the unpaired two-sample t test (Student, 1908; Fisher, 1925), whose
statistic is the basis of g (3). Statistic ebiased (8) uses the statistic (9) of
Welch’s t test (Welch, 1947), which aims to test two means with unequal
variances, and cbiased (14) uses the same statistic as the one-sample t test
(Fisher. 1925). Considering this, it is natural that power analyses should
be conducted, using the corresponding pair of the effect size and t test.
In other words, power analyses of Student’s one-sample t test, Student’s
unpaired two-sample t test, and Welch’s t test should be conducted based
on the c statistic (15), d (5), and the e statistic (11), respectively. Co-use
of non-corresponding t test and effect size causes inconsistence of the
assumption about the population(s).
Table 3. Correspondence of assumptions, t values, and effect sizes of the difference.
One sample &
a constant
Two samples
with equal variance
Two samples
with unequal variance
Assumption Normality
Normality,
Independence, &
Equal Variance
Normality &
Independence
t value t = Y¯ 1−C√
s21/(n1−1)
t = Y¯
1−Y¯ 2
Spooled/
√
n˜
t = Y¯
1−Y¯ 2√
s21/n1+s
2
2/n2
Effect size c = Y¯ 1−C
s1
J(n1 − 1) d = Y¯ 1−Y¯ 2Spooled J(n1 + n2 − 2) e = Y¯
1−Y¯ 2√
(s21/n1+s
2
2/n2)n˜
J(f)
5.2 Effect size and sample size
Here, the relationship between the effect sizes of the difference and
sample sizes is described. The value of g (3), a biased estimator of
the effect size of the difference under the equal variance is indepen-
dent of the sample sizes, when the assumption of the variance equality
(s1 = s2) is fulfilled. However, when s1 6= s2, it depends on the ratio
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q = (n1 − 1)/(n2 − 1). This is because g (3) is no longer an estimator
of δ (2) under s1 6= s2, and it will be an biased estimator of the other
parameter δ′q, which is
δ′q =
µ1 − µ2√
(qσ21 + σ
2
2)/(1 + q)
.
Note that even d (5) cannot be the unbiased estimator of δ′q when s1 6=
s2. This is because g (3) is not distributed as non-central t variate in
this situation. Even if n1 and n2 vary, g (3) roughly estimates the same
parameter, given the ratio q is fixed.
Next, the ebiased (8) is an biased estimator of r (7), but r (7) equals
to the other parameters in the particular situation. When s1 = s2, r = δ,
and ebiased (8) equals to g (3), and is independent of the sample sizes.
When s1 6= s2 and n1 = n2, r = δ′q. In this case, ebiased (8) equals to g
(3), and is also independent of the sample sizes. While d (5) is not an un-
biased estimator of δ′q, e (11) is its unbiased estimator. Therefore, usage
of e (11) is always preferable to d (5) in this situation. When s1 6= s2 and
n1 6= n2, ebiased (8) depends on the rate r = n1/n2. Therefore, strictly
speaking, multiple ebiaseds can be comparable only when the sample size
ratio r is identical.
Figure 2 shows the behavior of ratio d/e for the different variance s22
and sample size n1. When n1 = n2 (Fig. 2. Line 3), this is the same
situation as Fig. 2, and d (5) and e (11) are equivalent at s21 = s
2
2, and d
(5) is always larger than e (11) for the other values of s22. The ratio d/e
reaches at the maximum when s22 = 0 and s
2
2 →∞. The maximum ratio
reaches 1.414 when n1 = n2 = 3, and the ratio gets smaller for larger n1
and n2. When n1 > n2 (Fig. 2. Line 1 and 2), d/e gets larger for larger
s22. On the other hand, when n1 < n2 (Fig. 2. Line 4 and 5), d/e gets
smaller for larger s22.
Unlike g (3) or ebiased (8), cbiased (14) is always independent of the
sample size.
The behavior of the unbiased estimator of the effect sizes (d (5), e
(11), and c (15)) are almost identical with those biased, but they slightly
increase as the sample sizes get large. This is because of the correc-
tion coefficient J (6), and its behavior is illustrated by Hedges (1981) in
detail.
5.3 Potential applications of the new effect sizes
The effect size e (11) has a vast applicable range covering all kinds
of natural and social sciences. This is because e (11) corresponds to
Welch’s t test, whose use is encouraged over Student’s t test these days
(e.g. Ruxton (2006)). Especially when the sample sizes of two groups
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Fig. 2. Ratio of d (5) to e (11) under Y¯ 1 = 1, Y¯ 2 = 0, n2 = 10, s21 = 10, and
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n1 = 14. Line 2: n1 = 12. Line 3: n1 = 10. Line 4: n1 = 8. Line 5: n1 = 6. Dotted
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can be fixed, and the variances of them are different, the effect size e
(11) is the best suitable option. The effect size c (15) has a relatively
narrower range of the application. An effect size concerning constant
may be needed in some simulation studies (vs. the optimal value) or
physics (vs. physical constant).
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Appendix
Proofs of unbiasedness and variation of e
In short, this proof is an application of the proof in Hedges (1981) to the
statistic v in Welch (1938). Suppose two independently and normally
distributed populations N1(µ1, σ21) and N2(µ2, σ
2
2). Their sample means
are Y¯ 1 and Y¯ 2, and their samples are Y 1i (i = 1, ..., n1) and Y
2
i (i =
1, ..., n2). The statistic ebiased (8) between them can be converted into
√
n˜ebiased =
(Y¯ 1 − Y¯ 2)/√(σ21/n1) + (σ22/n2)√
wf/f
, (16)
where
w =
s21/n1 + s
2
2/n2
(σ21/n1) + (σ
2
2/n2)
.
Here, since N1 and N2 are independently and normally distributed, the
numerator of (16) has the normal distribution of N(θ, 1), where
θ =
µ1 − µ2√
(σ21/n1 + σ
2
2/n2)
,
15
and the s2i is the same as (4). In the denominator, wf is approximately
distributed as χ2(f) (Welch, 1938). Therefore,
√
n˜ebiased is distributed as
a non-central t variate with the non-centrality parameter θ and approx-
imate degree of freedom f (12). From the nature of the non-central t
distribution (e.g. Johnson and Welch, 1940), the expected value of ebiased
(8) is
E(
√
n˜ebiased) = θ
√
f/2Γ{(f − 1)/2}
Γ(f/2)
E(ebiased) = θ/
√
n˜/J(f).
Now, supposing r = n1/n2, then θ/
√
n˜ = r. In this case, the expected
value of e (11) is
E(e) = E{ebiasedJ(f)}
= E(ebiased)J(f)
= {θ/
√
n˜/J(f)}J(f)
= r.
Thus, e (11) is an unbiased estimator of r (7). The variation of ebised (8)
is
var(
√
n˜ebiased) =
f
f − 2(1 + θ
2)− θ2/J2(f)
var(ebiased) =
f
f − 2(1/n˜+ θ
2/n˜)− θ2/J2(f)/n˜.
Therefore, the variation of e (11) is
var(e) = var{ebiasedJ(f)}
=
f
f − 2J
2(f){1/n˜+ (θ/
√
n˜)2} − (θ/
√
n˜)2
=
f
f − 2J
2(f)(1/n˜+ 2r)− 2r.
2
Proofs of unbiasedness and variation of c
The bias correction and derivation of the variance can be proved in the
same way as that of d (5). The statistic cbiased (14) can be converted into
√
n− 1cbiased = (Y¯
1 − C)
s/
√
n1 − 1
, (17)
16
and this (17) is distributed as a non-central t variate with non-centrality
parameter
µ− C
σ/
√
n1 − 1
and degree of freedom n1 − 1. Therefore, the expected value cbiased (14)
is
E(
√
n1 − 1cbiased) = µ− C
σ/
√
n1 − 1
√
(n1 − 1)/2Γ{(n1 − 2)/2}
Γ((n1 − 1)/2)
E(cbiased) =
µ− C
σ
1
J(n1 − 1)
E(cbiased) = γ/J(n1 − 1).
Because c = cbiasedJ(n1 − 1), the expected value of c (15) is
E(c) = E{cbiasedJ(n1 − 1)}
= E(cbiased)J(n1 − 1)
= γ.
Thus, c is an unbiased estimator of the effect size parameter γ (13). The
variation of cbiased (14) is
var(
√
n1 − 1cbiased) = n1 − 1
n1 − 3{1 + (
µ− C
σ/
√
n1 − 1
)2} − ( µ− C
σ/
√
n1 − 1
)2
1
J2(n1 − 1)
var(cbiased) =
n1 − 1
n1 − 3{
1
n1 − 1 + (
µ− C
σ
)2} − (µ− C
σ
)2
1
J2(n1 − 1)
var(cbiased) =
n1 − 1
n1 − 3(
1
n1 − 1 + γ
2)− γ2 1
J2(n1 − 1) .
Therefore, the variation of c (15) is
var(c) = var{cbiasedJ(n1 − 1)}
= var(cbiased)J2(n1 − 1)
=
n1 − 1
n1 − 3J
2(n1 − 1)( 1
n1 − 1 + γ
2)− γ2.
2
Proofs of consistency
First, we treat the proof of c which is simpler than that of e. For the
proof, we introduce a lemma.
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Lemma 1
Assume random samples Y 11 , ..., Y
1
n from the population with the popu-
lation mean µ1 and the population variance σ21 , and consider a parameter
β and its statistic b = b(Y 11 , ..., Y
1
n ). Then,
[b is an unbiased estimator of β, and limn→∞ var(b) → 0]⇒ [b is a
consistent estimator of β.]
Proof of lemma 1
E(|b− β|2) = E(b− β)2 + var(b− β)
= {E(b)− E(β)}2 + var(b)
= {E(b)− β}2 + var(b)
Given E(b) = β and limn→∞ var(b)→ 0,
lim
n→∞
[{E(b)− β}2 + var(b)]→ 0.
Therefore, b is a mean square consistent estimator of β, namely,
lim
n→∞
E{|b− β|2} → 0.
Here, for an arbitrary positive number ε, by applying Chebyshev’s in-
equality (Chebyshev, 1867), we get
P(|b− β| ≥ ε) = P(|b− β|2 ≥ ε2)
≤ E(|b− β|2)/ε2
From the result shown above, we can say
lim
n→∞
E(|b− β|2)/ε2 → 0.
Therefore, using the squeeze theorem, we get
lim
n→∞
P(|b− β| ≥ ε)→ 0.
Thus, b is a consistent estimator of β. 2
Proof of consistency of c
Now, let’s move on to the proof about c (15). When n1 → ∞, the
variance of c will be
lim
n1→∞
var(c) = lim
n1→∞
n1 − 1
n1 − 3J
2(n1 − 1)( 1
n1 − 1 + γ
2)− γ2
→ 1 · J2(∞)( 1∞ + γ
2)− γ2
= 0.
18
Thus, limn1→∞ var(c) → 0, and c is an unbiased estimator of γ. There-
fore, based on lemma 1, c (15) is a consistent estimator of γ (13). 2
On the other hand, e (11) is consisted of two population. Therefore,
a variation of the previous lemma is necessary.
Lemma 2
Assume two random samples Y 11 , ..., Y
1
n1
and Y 21 , ..., Y
2
n2
from the two
mother populations with the population means µ1 and µ2, and the popu-
lation variance σ21 and σ
2
2 , respectively. Consider a parameter β and its
statistic b = b(Y 11 , ..., Y
1
n1
;Y 21 , ..., Y
2
n2
). Then,
[b is an unbiased estimator of β, and lim(n1,n2)→(∞,∞) var(b)→ 0]⇒
[b is a consistent estimator of β.]
This lemma can be proved in the same way as lemma 1.
Proof of consistency of e
Now, consider n1 = rφ and n2 = φ, to think φ → ∞, which equals
to (n1, n2) → (∞,∞). Note that r > 0 and θ > 0, since n1 ≥ 1 and
n2 ≥ 1. Using r and φ, f (6) and n˜ (10) can be expressed as
f =
(s21/r + s
2
2)
2
s41/{r2(rφ− 1)}+ s42/{(1/r)2(φ− 1)}
and
n˜ =
rφ
r + 1
.
Therefore, when φ→∞, the variance of e (11) will be
lim
φ→∞
var(e) = lim
φ→∞
f
f − 2J
2(f)(
1
n˜
+ 2r)− 2r
= lim
φ→∞
1
1− 2/f J
2(f)(
1
n˜
+ 2r)− 2r
→ 1
1− 2/∞J
2(∞)( 1∞ + 
2
r)− 2r
=
1
1− 0 · 1 · (0 + 
2
r)− 2r
= 0.
The limit does not contain r, meaning lim(n1,n2)→(∞,∞) var(e) always
gives an identical value 0. Also, e is an unbiased estimator of r (7).
Therefore, based on lemma 2, e (11) is a consistent estimator of r (7).
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