ABSTRACT
trade-offs between machine learning performance and software energy consumption. We will show that 
Datasets Used

153
We used seven existing datasets to test the machine-learning algorithms. The datasets chosen were
154
of different sizes and datatypes, and represented different classification problems. We used our own 
160
Weka is designed to work with the ARFF file format. A version of the MNIST dataset already 161 converted to the ARFF format was obtained (52) and used for the tests. The other datasets were converted 162 to ARFF files using the Weka Explorer's conversion capabilities. For our tests, the size of the MNIST 163 dataset was reduced to 5000 randomly selected instances. The size of the PGSQL dataset was also reduced 164 from 640 instances with 23008 attributes to 400 instances with 2000 attributes, one of which was the class.
165
The datasets are summarized in Table 1 .
166
The MLP implementation we used from the Neuroph framework required datasets in CSV format.
167
It also requires that numeric attributes be normalized to values between 0 and 1, nominal attributes and
168
classes be represented as one-hot binary inputs, and instances with missing attribute or class values be 169 removed beforehand. This processing and conversion to CSV was done using the Weka Explorer. As a 170 result of converting categorical attributes to one-hot binary attributes, the number of input neurons for the
171
Mushroom dataset became 111, and 104 for the Adult dataset.
172
A mirror of our datasets can be found at this url: https://archive.org/details/mnist_ 173 test_reduced_5k.
174
METHODOLOGY AND MEASUREMENTS
175
In this section we describe how we setup benchmarks for the machine learning algorithms and datasets.
176
We also describe how we measured the energy consumption of the machine learning benchmarks. 
ENERGY PROFILING RESULTS
234
We profiled the energy and power use of eight machine learning algorithms, and compared how they 235 varied with datasets of different sizes. We compared how eight machine-learning algorithms used power and energy when applied to datasets of different sizes. We asked four research questions: dataset.
250
Figure 2 shows that other than ZeroR, Naïve Bayes and J48 tend to have the lowest energy consumption 251 for 50%-split. SMO also has good energy performance for most datasets except for the Adult dataset.
252 Figure 3 shows that Naïve Bayes is consistently consumes the nearly the least energy for cross validation,
253
and J48 is one of the highest energy users for smaller dataset sizes, but one of the lower energy consumers 254 for larger datasets.
255
The overall rankings of the algorithms' energy use were determined by assigning a rank value to each 256 algorithm for each dataset, with 1 using the least energy and 8 using the most. The rankings for each 257 dataset were then summed, and divided by the number of datasets. Table 2 shows that ZeroR always uses 258 the least amount of energy, followed by Naïve Bayes and J48. There were some deviations in the rankings
259
of each algorithm on a dataset between cross-validation and 50% split. The order of average rankings for 260 each evaluation method had high correlation of 0.93.
261
The energy use of the algorithms were compared using a pairwise t-test to determine if the energy 
278
The power use of the algorithms were compared using a pairwise t-test to determine if the power use Regression was taken over only 6 values, while the other algorithms were calculated over 7. generally not strongly correlated to energy use for any dataset.
329
The number of processes did not significantly increase between 50% split evaluation compared to 330 cross validation. On average, over all datasets and algorithms, only 1.2 times as many processes were 331 created for cross validation as compared to 50% split. In contrast, on average, 10-fold evaluation used 7.0 332 times more idle time, and 10.5 times as much user time. validation over all datasets are shown in Table 7 . Bayes and J48 were the lowest energy users, so for these algorithms their memory use seems related to 
Is energy use related to algorithmic complexity?
382
To determine the correlation between algorithmic complexity and energy usage, the relevant statistics of 383 each dataset, including number of attributes, and number of instances, were substituted into the algorithmic 384 time complexity formulas for training each learner. For IBk, which has a constant time complexity, the 385 cost was set to the constant 100000 for each dataset. For SMO, which was empirically determined to have Table 10 .
389
The curves of these complexity functions were then tuned by a single coefficient for a better fit. new rho estimates from these tuned curves are shown in Table 11 . 
392
EVALUATING MACHINE LEARNING CHOICES ON MOBILE DEVICES
405
In this section we provide guidance to app developers who seek to use machine learning within their consumption they are willing to allow for versus the accuracy or agreement they want to achieve. and energy-intensive to classify and it is one of the worst energy consumers for classification. Excluding ZeroR, Naïve Bayes used the least amount of energy on average for training and testing. J48 424 was also energy efficient, being the next-lowest energy user on average, after Naïve Bayes. Thus, Naïve
425
Bayes and J48 are the best algorithms to use for applications trying to reduce energy use. For 50% split 426 training and testing Naïve Bayes was the lowest energy consumer on average, but was the second-lowest 427 energy consumer for some datasets. For cross-validation, Naïve Bayes was the lowest energy consumer 428 across all datasets. This suggests that Naïve Bayes' energy performance will scale well over time. 
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