The dynamic growth of multimedia production and multimedia enabling devices increase a need for a way that can store, manage, access and share the multimedia data. 
Introduction
To fulfill such a demand, the researcher took the responsibility for enabling the video to be available to viewers according to their need since last decade. The researcher have consider a variety of video summarization techniques 1 like video skimming, video highlights, multimedia summary to satisfy the viewers demands but the story is not ended here, a lot of other things that need to be addressed by the researchers to cope with the user demands. That is why the researchers consider a lot of different approaches for video comprehensive coverage like developing an efficient mechanism to annotate, model, index and retrieve video information. In other words, they need efficient and effective tools to organize and access the video in a semantically meaningful way without too much manual intervention.
The content-based video annotation and retrieval has become an active research topic for the research communities. Existing techniques applied to image and audio are exercised to video, but still additional techniques are needed to address video unique qualities. Both manual and automatic approaches are exercised, but due to the costly and time-consuming processes of manually annotation and indexing content producing inconsistent and inadequate results. At the same time, the increase in user expectation that content will be searchable in short and snappy way. It is clear, that manual annotation processes cannot satisfy market demands. To address these problems, the multimedia contents need to be annotated and index automatically. Over the last two decades, the researchers have continuously worked in the developing of new multimedia technologies for content descriptions, content-based annotation and retrieval.
These developments are now leading to a new breed of consumer services that rely on semantic annotation extracted from the video by automatic means. When combined with structured data sources semantic annotation can meet a variety of emerging needs for enhanced search and retrieval, storey building, TV anytime, video skimming, video highlights and summaries. But semantic gap is an open challenge that is in front of the researcher, which is referring to the difference in metadata generated by the human experts and machine for the same video.
Annotation of Video
Video annotation is the process of making time based notes corresponding to the elements of video footage, usually a way to describe the content for later retrieval, while
As multimedia evolves into one of the most salient aspects of twenty first-century computing, more specifically the video having three modalities (images, aural and textual) that represents the high level semantic ideas. Almost every video has two types of Semantic annotation is totally about attaching meaningful structures data to the video stream in such a way that they can be used by computer to enhance its usefulness.
gaps, intention gap (the author message in the video) and semantic gap (what message is presented in the video and what is perceived from the video?).
For effective annotation, these gaps must be covered either manually or automatically. The manual annotation process is shown in the Figure 1 , is a simple process where a video is analyzed without splitting the video into modalities and at the same time the concepts are extracted for metadata, which is highly accepted and having high accuracy rate in search and retrieval. While by using automatic process the generation of metadata is not an easy task, a lot of other things are needed to be consider for obtaining accurate metadata. From the Figure 2 , it is clear that for automatic semantic annotation, a multimodal approach is the effective, as "any two modalities can be used for obtaining the semantically correct metadata" [2] , but for better understanding of the video contents and obtaining highly accepted metadata, it is better to consider all the modality for annotation, as for each modality analysis techniques are applied separately. The available techniques used for the automatic metadata generation are shown in Table- 1. Despite of all these effort, the metadata generated by the machine is still not so much mature to fulfil the demands of the viewers as due to the semantic difference between metadata obtain by the human experts and that produce by the machine called Semantic Gap.
Existing approaches: Automatic metadata generation
The dream to obtain automatic metadata is only possible when fully general automatic annotated system is devised. The researchers are struggling from last decade to make it possible, but due to the temporal complexity nature of the video, the existing approaches are not so much intelligent to make it possible. Over the last two decades the researches have exercised a lot of different approaches to enable the machine to annotate without much human intervention. A good example is the invention of Information Extraction (IE) in 1990's which make possible the automatic semantic annotation (like BBC archivist), but due to the dynamic requirements of the viewers, the researchers start thinking on how to make the semantic annotation more powerful for scalable conceptual search and navigation products in specific domains, and this is the fact that fully automatic annotation is not possible. 
Semantic gap
[3] are initiated in this regard, like accMedia, Boemie, Marvel, MESH, Divas, MULTIMATCH, MUSCLE, RUSHES, VIDI-Video, VITALAS, X-Media etc. Also the effort of TRECVID, mediamills, VideoOlympics are valuable. Most recently the effort of the LSCOM initiated by the IBM towards achieving 1000 concepts is performing as a driving force in promoting the automatic annotation process [4] . Despite of all these efforts, however some capabilities are still lacking for filling the semantic gap.
The "semantic gap" is the difference between two descriptions of a same object, specifically the difference between a human-readable description and a computational representation of the same object. The concept understanding and recognition in the video required a level of understanding of what is being represented, this is achieved by inferring of what different combination of primitives may represent. With the development of automated methods for semantic annotation the term "semantic gap" has come to refer to the larger issue of the gap between these primitives, or low-level features, and the contextsensitive meanings human beings associate with these, which bring us beyond object recognition and understanding into more abstract levels of semantic meaning, and the meanings or emotions associated with event, one object can be expressed in different ways .i.e. across time and place. For example, the video segment having the tiger can represent multiple concepts such as power, ferocity, freedom or endangered species.
Both the human experts and machine are responsible for the semantic gap. Due to the high acceptance of metadata produce by human experts and low acceptance of metadata produce by machine, the semantic gap is still an open challenge. The Figure-3 shows a clear picture of the semantic gap generated by the human experts and machine, where the chances of errors generated from human experts is due to different perception nature, while in case of machine the problem is due to its inflexible nature, because the machine can only perceive for what they are trained and what is represented physically. 
Challenging areas in front of the researchers community
The existing semantic annotation process is just like a black box, no one knows what techniques will be useful and what are not, everyone has a bundle of arguments for that, but the fact is that there is something which is still lacking for the automatic semantic annotation and need to be address. The following are some of the paramount challenges.
Concept detection
As video has a rich semantic and it uses multiple modalities simultaneously. There is a need for the intelligent concept detection techniques that can accurately extract the multiple semantics generated by multiple modalities.
Standard for metadata
No single multimedia metadata standard has sufficiently addressed the full spectrum of requirements for the multimedia domain. Due to the wide nature of the multimedia, it is difficult to address all the domain of the multimedia through a single standard of metadata, although different standards are introduce by W3C and ISO but still a lot of effort and maturity is required to address all the domain of the multimedia in one standard.
Novel framework
Despite the intensive work performed by the research communities, the current approaches are still insufficient. The existing framework are not so much effective to deal with any type of videos, they are domain dependent. There is a need for developing efficient techniques to model, annotate, index and retrieve general video information upto high accuracy.
Ontology: availability, development and evolution
The ontology provides definition of markable concepts and based on its usefulness, in near future it will become a key part, as they explicitly allow the semantic extraction of video contents. A big effort must be made in the creation of common widely used ontologies for the Semantic annotation of videos, on the provision of adequate infrastructure for ontology development, change management and mapping. The adequate control of the evolution of ontologies and the annotations referring to them are needed.
Future direction: Who is responsible?
No one will agree to put the responsibility on human experts for effective annotation, definitely the responsibility will goes to the head of machine, but the current approaches are not so much mature to make the machine to takeover such a critical responsibility. Existingly the mix sort responsibility is adopted for obtaining high quality metadata and semantic accuracy.
Where to put responsibility?
To enable the machine to take full responsibility and filling the semantic gap, it requires a lot of prior knowledge. For this the efforts of the researcher can be divided into three major areas or more simply the semantic gap can be divided into three manageable gaps as shown in Figure 4 . Much of the efforts are needed to fill these gaps for semantically accurate extraction. 1. At the bottom end of the gap: Most contentbased research has been available, bridging between raw media and low level descriptors. 2. At the middle of the gap: A larger gap exists at this level. Some approaches (like object detection and recognition) go from raw media to objects and labels. Very little work on extracting higher level semantics directly from low level feature extraction are perform until now. 3. At the top end of the gap: using knowledge structuring techniques to represent and extract high level semantics (e.g. ontologies, description logics, uses of knowledge base etc)
Conclusion
One of the big stumbling block faces by the current multimedia annotation systems is the semantic gap between the rich meaning that video have inherently and the shallowness of the content descriptions that we can actually compute today. Current approaches promising at bridging the gap and building high-level semantic descriptions but to make user satisfy, something more are expected. 
