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ABSTRACT 
Carbon has an amazing number of different structural forms because of the 
versatility of its chemical bonds, which put it among the most extraordinary and complex 
of elements in materials science. Carbon readily forms nanostructures or nanoforms. The 
allotropes of carbon nanoforms, including graphene, carbon nanotube (CNT), fullerene 
and nanodiamond, have opened up many opportunities in nanotechnology, and their 
importance has been highlighted with two Nobel Prizes awarded to fullerene in 1996 and 
graphene in 2010. However, structural characterization of carbon nanoforms still remains 
as a difficult challenge in carbon nanoscience. Coherent electron diffraction probes the 
local structure with electrons interacting with matters much more strongly compared to 
other structural probes. This thesis reports an investigation of atomic structures of various 
carbon nanoforms including graphene, CNT and nanodiamond using electron diffraction 
techniques. The major findings are summarized below. 
In a multi-walled carbon nanotube (MWCNT), quantitative electron diffraction 
analysis reveals significant differences between the measured and the ideal tube diameter 
calculated based on the 1.421 Å carbon-carbon bond lengths. The results indicate that on 
average there are three different bond lengths in chiral walls and two different bond 
lengths in achiral due to the bending effect of the curvature of the CNTs. Furthermore, in-
situ heating experiment of the same MWCNT shows large thermal contractions for all the 
walls of the MWCNT, and the coefficient of radial thermal contraction has strong 
diameter dependence. 
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Electron diffraction evidences also suggest that the CNTs deviate from the ideal 
smooth tubular structure. Using a larger diameter CNT inside a MWCNT, I showed that 
the tube is corrugated and investigated the nature of the corrugations with temperature 
dependent electron diffraction. By measuring the atomic corrugations along the tube 
radial direction at different temperatures, I detected a thermal dynamical contribution to 
the atomic corrugations, which changes from ~0.2 Å at 297 K to 0.4 Å at 1073 K and 
there is also a large static corrugation at ~0.2 Å.  The thermal displacements follow the 
Debye model with a Debye temperature of 284 K, which is an important parameter for 
understanding the thermal properties of CNTs. 
Graphene can be folded to create the folded structure with mechanical and 
electronic properties very different from the two-dimensional graphene sheet. The 
physics of graphene folding was investigated by the combined experimental, theoretical 
and simulation studies. The importance was demonstrated in understanding the stability 
of graphene folded edges. Through a statistical measurement of the structure of folded 
edges of graphene by electron diffraction, we found that free suspended graphene sheets 
tend to fold along armchair and zigzag directions. The preference was explained by 
considering the energetics of graphene folding and atomic simulation. The zigzag edge 
has AB stacking, while in the armchair edge, AB stacking is achieved in some areas by a 
small twist. 
The atomic structure of nanodiamonds synthesized by denotation method was 
studied by electron diffraction, imaging and spectroscopy. The results show that the 
detonation nanodiamonds have a majority of cubic diamond core smaller than the particle 
size. In addition, sub-ångström resolution of an individual nanodiamond was achieved by 
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diffractive imaging. The same particle was also tilted for stereo pair imaging with 
resolution improved by diffractive imaging, which provides a potential pathway to solve 
the three-dimensional structure of a single nanocrystal with atomic resolution. 
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CHAPTER 1 
INTRODUCTION 
 
 This chapter introduces the study of the atomic structure of carbon nanomaterials 
and its motivation. The chapter is organized into three sections. The first section gives a 
broad overview of carbon materials and their history. The second section introduces 
various forms of carbon nanostructures, the versatility of carbon bonding, and the 
challenge of atomic structure characterization of these materials. The last section is a 
brief selected review of the experimental studies of atomic structure of carbon 
nanomaterials. 
1.1 Historical Overview 
Carbon is one of the most abundant elements in the universe after hydrogen and 
oxygen. It is a major constituent element for all living things on the Earth, including 
humans, because all organic compounds are composed of carbon networks. Carbon 
materials, which consist mainly of carbon atoms, have been used since prehistoric times 
such as soot, coal and charcoal. By the late 18th century, graphite and diamonds had been 
known to be different forms of the element carbon. Since then, the development of 
carbon materials supported and greatly contributed to the industrial revolution [1]. 
Graphite, for example, has been used as lubricants, pencils, brake linings, electrodes, etc. 
Diamond has many applications due to its extreme hardness, aside from its aesthetic 
function. Carbon blacks have been used in black inks and also as reinforcing fillers for 
tyres in the motor industry. Activated carbons have wide applications as a green 
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technology for purifying water and deodorizing air. Within the graphite-based materials, 
carbon fibers, glass-like carbons and pyrolitic carbons, etc., were developed in the early 
1960s. Carbon fibers exhibit surprisingly good mechanical properties, glass-like carbons 
show brittle fracture and give no carbon dust, and pyrolytic carbons produced by 
chemical vapor deposition have very high anisotropy [2]. Various carbon forms and their 
industry applications have are in Table 1.1. 
 
Forms Industry applications 
Coke Metallurgy, fuel 
Graphitized carbon Electrodes, lubricants, pencils, brake linings 
Ultrapure graphite Moderator in nuclear industry 
Diamond 
Jewellery, electronics, cutting and abrasive tools for drilling 
and machine tools 
Carbon fibre Aeronautics, sports 
Glassy carbon Electrode,  high temperature crucibles, prosthetic devices 
Pyrocarbon Heating resisting structures, X-ray diffraction, aeronautics 
Active carbon Purification processes 
Carbon black Tyres, ink 
Table 1.1 Various carbons forms used in industry. The table was compiled based on 
references [1-2]. 
 
Nanostructured carbon gained high visibility with the experimental discovery of 
fullerences in 1985 [3], carbon nanotubes(CNTs) in 1991 [4], and graphene in 2004 [5], 
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and this visibility has been heightened by the 1996 Nobel Prize in Chemistry award to 
Curl, Kroto, and Smalley „for their discovery of fullerenes‟, and 2010 Nobel Prize in 
Physics award to Geim and Novoselov „for groundbreaking experiments regarding the 
two-dimensional material graphene‟. Carbon nanotechnology has become a major 
building block in nanotechnology. For examples, the discovery of fullerences created an 
entirely new branch of carbon chemistry. The subsequent discovery of CNTs by Iijima 
opened up many opportunities in materials science and nanotechnology. Despite the short 
history, graphenes have already revealed a cornucopia of new physics and attracted 
tremendous attentions both in academia and industry [6]. With the diamond structure at a 
nanometer scale, nanodiamonds also exhibit unique mechanical [7] and optoelectronic [8] 
properties useful for a variety of important applications.  
By now, the family of carbon has grown out to be rather complex with a multitude 
of allotropes. All of them have distinct, and in parts even opposite properties, which put 
carbon among the most versatile and many sided of elements in materials science. 
1.2 Carbon at the Nanoscale 
Carbon has an amazing number of different atomic configurations because of the 
chemical versatility. The ground state electronic configuration of carbon atom is (1s
2
) 
(2s
2
2px2py). The electrons in the innermost shell of a carbon atom constitute the 
electronic core sufficiently compact to allow the outer valence electrons to organize 
themselves to hybridize, so as to form linear bond (sp), or planar bonds (sp
2
), or 
tetrahedral bonds (sp
3
) with the electrons of neighboring atoms. The different forms of 
bonding of carbon atoms manifest themselves in a number of structural forms. There are 
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four equivalent 2sp
3
 hybrid orbitals that are tetrahedrally oriented about the carbon atom 
and can form four equivalent tetrahedral σ bond by overlap with orbitals of other atoms, 
such as diamond and C2H6, where Csp
3
- Csp
3
 σ bond is formed between two C atoms by 
overlap of sp
3
 orbitals. A second type of hybridization of the valence electrons in the 
carbon atom can occur to form three 2sp
2
 hybrid orbitals leaving one unhybridised 2p 
orbital, such as graphite and C2H4. In the third type of hybridization of the valence 
electrons of carbon, two linear 2sp
1 
orbitals are formed leaving two unhybridised 2p 
orbitals. Linear σ bonds are formed by overlap of the sp hybrid orbitals with orbitals of 
neighboring atoms, such as carbyne and C2H6. 
The inorganic carbon family has been classified by Inogaki into four basic forms: 
diamond, graphite, fullerence and carbine [2]. The carbon family outlined in Figure 1.1 
[9] is based on two major characteristics: the type of carbon atom hybridization and the 
characteristic sizes. Starting with a description of the bonding nature, this scheme 
analyzes how different classes of carbon networks are formed with increasing 
characteristic size of a carbon structure. The next circle are small organic molecules, and 
the hierarchy of carbon materials can be described as an extension of organic molecular 
species to inorganic all-carbon materials through a wide variety of carbon entities in the 
nanoscopic size range. The next circle is the basic structural units in the carbon 
nanoworld: fullerences, nanotubes, graphene and nanodiamond clusters. It should be 
noted that topological similarities between organic species and inorganic materials are 
emphasized here, not the synthesis of the units. The next structural level, with a 
corresponding increase of the characteristic sizes, can be considered as consisting of 
assemblies of the structural units, ranging from simple forms, such as Multi-walled CNT 
5 
(MWCNT) to more complicated carbon architectures such as carbon black. Finally, 
diamond, graphite, carbyne and fullerence are at the upper macroscopic scale. The mark 
„spn‟ indicates intermediate carbon forms with a noninteger degree of carbon bond 
hybridization. While the scheme described in Figure 1 corresponds to the bottom up 
approach, the nanostructures obtained by top down approaches are also added to the 
scheme, such as fabrication of diamond nanorods by plasma etching of diamond films 
[10]. From this scheme, it is obvious that one of the approaches to classification of 
carbon nanostructures is based on combination of the type of hybridization of carbon 
bonds within the structure and characteristic size of the structure. 
 
 
Figure 1.1 A schematic classification of carbon family based on the type of carbon atom 
hybridization and the characteristic sizes [2]. 
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Within the carbon nanoforms described above, the zero dimensional 
nanodiamond, one dimensional CNT and the two dimensional graphene have attracted a 
lot of attentions in the past few years. Changes in properties are expected in 
nanomaterials as the wave-like properties of electrons inside matter and atomic 
interactions are influenced by the size of materials at the nanometer scale. Apart from the 
unusual mechanical properties and environmental stability, nanodiamonds possess a high 
dielectric constant (3.5 K), high electrical breakdown strength (787 V/μ), high operating 
temperature (>250 ⁰C), and low dissipation factor of 0.05% (at 25 ⁰C, 1 kHz) [11]. These 
interesting properties make nanodiamonds a promising candidate material for a variety of 
important applications such as micro electromechanical systems (MEMS) [12], field 
emission displays [13, 14], electro chemical analysis [15, 16], and energy storage [17]. 
Depending on the diameter and chirality, CNTs can exhibit semiconducting or metallic 
behavior. Dissimilar carbon nanotubes may even be joined together to form molecular 
wires with interesting electronic, magnetic, nonlinear, optical and mechanical 
properties[11]. These properties allow carbon nanotubes to be used as new materials for 
the development of novel single-molecular transistor[18-20], scanning probe microscope 
tips [21, 22], molecular computing elements [23] [24], gas and electrochemical storage 
[25-28], molecular-filtration membranes [29], artificial muscles [30, 31], and sensors [32-
34]. Graphene is a wonder material with many superlatives to its name. It is the thinnest 
known material in the universe and the strongest ever measured [35]. Its charge carriers 
exhibit giant intrinsic mobility, have zero effective mass, and can travel for micrometers 
without scattering at room temperature [5]. Graphene shows extremely high value of the 
thermal conductivity [36], which is beneficial for the proposed electronic applications 
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and establishes graphene as an excellent material for thermal management. Electron 
transport in graphene is described by a Dirac-like equation, which allows the 
investigation of relativistic quantum phenomena in a bench top experiment [37, 38]. 
Within the surface science perspective, graphene chemistry is likely to play an 
increasingly important role in future developments, such as graphene functionized with 
hydrogen and oxygen [39, 40]. Because of graphene‟s exotic properties, it seems to be 
unveiling a new era in science and technology with still unseen consequences.  
The properties of the carbon nanoforms are largely influenced by the atomic scale 
structures, while their atomic structures vary dramatically with the carbon bonding which 
has surprising versatilities. Structural characterization of complex systems thus remains 
as a grand challenge in carbon nanoscience. The lack of a general method to 
determine atomic arrangements in nanostructured materials, quantitatively and with high 
accuracy, is what‟s called the “nanostructure problem” [41]. One challenge is how to 
form a powerful probe for studying local nanostructures with a high enough resolution; 
another challenge is how to quantitatively interpret the experiment data or combine it 
with simulations for accurate modeling and understanding. The goal of this thesis is to 
develop the coherent nanoarea electron diffraction technique for the structure 
determination of various carbon nanoforms of graphene, CNT and nanodiamond. Two 
approaches are developed for this purpose: one is quantitative analysis of the diffraction 
patterns to yield unique structure information from the nanoforms; the other is diffractive 
imaging based on the phase retrieval algorithms. 
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1.3 Experimental Studies of Carbon Nanoforms 
X-ray diffraction (XRD) is one of the fundamental techniques used in structure 
characterization such as determination of lattice constants, strain, and crystal structure. 
Thermal expansions of single-walled CNT (SWCNT) bundles and multi-walled CNT 
(MWCNT) have been studies by XRD for example [42, 43]. However, XRD probes over 
several tens of microns of a sample and it is difficult to measure the local structure of 
individual nanoforms with high accuracy. Raman spectroscopy has been used to identify 
different forms of carbon materials from their characteristic phonon frequency. Raman 
spectra has been the technique of choice for characterizing the carbon nanotubes because 
the frequency of the “radial breathing mode” in the region between 75 and 400 cm-1 is 
predictive of the size, type and chirality of the CNT [44]. More recently, Raman has been 
used to characterize graphene, and its relative intensities are able to determine the number 
of layers of graphene [45]. However, Raman spectrum yields indirect information about 
the atom arrangements by detecting the phonon modes, and the general probe size is at 
hundreds nanometer scale, which is not suitable for accurate local structure 
determination. Scanning Tunneling Microscopy (STM) has been employed to image 
simultaneously the atomic structure and the electronic structure of CNTs [46], and 
recently it has been used to study the atomic structure and nano scale morphology of 
graphene on substrate, such as SiO2 [47, 48]. However, the atomic structure here is 
indirectly measured, by applying voltage across the scanning tip and material surface and 
measuring the tunneling current across the gap. 
Professor Simon Billinge summarized different experimental probes of nanoscale 
structure, and categorized them as direct vesus indirect measures of structure and whether 
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they probe the whole sample or small part of it[41]. Only three techniques satisfy both the 
direct measurement and local probing. They are transmission electron microscopy 
(TEM)/electron diffraction, diffraction imaging, and atom probe tomography.  
TEM/diffraction and diffraction imaging can be carried out in a modern TEM, taking the 
advantage of the small sizes of electron probes combined with the large scattering cross 
section of electrons. These TEM related techniques have contributed to the discovery of 
the carbon nanoforms and advancement of the research of these nanostructures. CNTs 
were found in carbon soot using TEM, and the helical structure was confirmed by 
feathers in their electron diffraction patterns [4]. The new nanodiamond with strong 
diffraction reflections that are forbidden for cubic diamond, was discovered in 1991 in 
rapid cooling of the shock compressed graphite sheets [49]. The atomic resolution of a 
double walled CNT was firstly achieved in 2003, by solving the phase problem of 
electron diffraction to reconstruct the image [50]. Quantitative analysis of the CNT 
diffraction patterns was developed to determine the tube diameters and chiralities and 
[51-53]. The microscopic roughening of suspended single layer graphene was revealed by 
plotting the diffraction space of suspended graphene in the three dimensional reciprocal 
space, and the observed corrugations provide subtle reasons for the stability of two-
dimensional crystals [54]. With an aberration corrected TEM, it was able to record the 
movement of individual atoms at an isolated graphene edge, which is very important to 
understand the stability and physics of materials at surfaces [55]. Topological defects in 
graphene can be observed in situ with 1 Å resolution benefited from using aberration 
correction in combination with a monochromator [56], and this two dimensional 
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observation is important to understand the structure and bonding configuration to form 
amorphous materials. 
By forming a parallel beam of a few tens of nanometers, the coherent electron 
diffraction patterns and the images could be recorded simultaneously from the same area, 
allowing the measurement of both real and reciprocal spaces. The significant impact is 
the ability to record diffraction patterns to obtain crystallography information from local 
complicated structures. Accurate structural information can be retrieved by quantitative 
analysis and fitting the electron diffraction intensities. The structure can be further 
confirmed by matching with the simulated electron diffraction patterns from 
computational models, such as given by atomic simulations. Coherent electron diffraction 
can also be used to overcome some of limitations of electron direct imaging. The point 
resolution of a typical microscope with a field emission gun is limited by the spherical 
and chromatic aberrations of the objective lens typically down to 1~2 Å. However, 
electron diffraction can be recorded from individual nanostructures, impervious to 
aberrations including the chromatic aberration, revealing information of sub Å resolution 
limited only by electron scattering. Coherent electron diffraction thus is very powerful to 
study the complicated atomic structure of carbon nanoforms, either through quantitative 
analysis or diffractive imaging. 
1.4 Summary 
In this chapter, we have discussed the motivation to investigate atomic structure 
of various carbon nanoforms using coherent electron diffraction. Chapter 2 details the 
experimental techniques used in these investigations. Chapter 3 discusses our studies of 
11 
bond length determination of an individual MWCNT at room temperature, and their 
temperature dependence. Chapter 4 introduces the surface roughness of graphitic 
materials and discusses experimental results to distinguish the static and dynamic ripples 
in a MWCNT. In Chapter 5, the physics of graphene folding is revealed by combining 
electron microscopy techniques and atomic simulations. Chapter 6 details our studies of 
the atomic structure of nanodiamond by using the technique of diffractive imaging. 
Chapter 6 concludes this thesis and proposes the future directions for electron microscopy 
studies of carbon nanoforms. 
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CHAPTER 2 
EXPERIMENTAL METHODS 
 
 This chapter describes the experimental methods used in this thesis for studying 
carbon nanomaterials and the sample preparation for transmission electron microscopy 
(TEM) characterization. An introduction to TEM is made at the first part. The second part 
details the theory of kinematical and dynamical electron diffraction. After this, the probe 
formation for coherent nanoarea electron diffraction (NED) and the NED performance in 
JEOL 2200FS are presented. Afterwards, the sample growth and preparation are 
discussed. The last part describe the methods for the fabrication and transfer of graphene 
as TEM support. 
2.1 Introduction to TEM 
TEM is an important characterization tool for research in materials science, 
physics, chemistry, and biology [1-4]. A diagram of a TEM is shown in Figure 2.1 [5]. A 
modern TEM may has the capability of imaging, including the variations in diffraction 
across the specimen (diffraction contrast imaging) and the phase contrast of thin samples 
(high-resolution imaging), obtaining electron diffraction, and performing electron energy 
loss spectrum (EELS) and energy-dispersive X-ray spectrometry (EDXS) measurements. 
When a narrow focused electron probe is used to scan over the sample, the high angle 
scatter electron can be collected to create the scanning transmission electron microscopy 
(STEM) images. Simultaneously, various analytical data is acquired, such as secondary 
electrons, or backscattered electrons.  
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Figure 2.1 A schematic diagram of typical TEM with STEM capability [5]. Major 
components of the microscope, including electron lenses and detectors are shown in the 
figure, as well the STEM control unit for coupling the electron beam scan with the EDS 
and EELS detection systems. 
The TEM is a sophisticated electron optical system. Its optics begin with an 
electron gun, which emits electrons into the vacuum and accelerate them between 
cathode and anode. Fro TEM applications, the gun is required to produce an electron 
beam of high brightness and high temporal and spatial coherence. Electron guns are 
usually cataloged into three types: (1) thermionic source (LaB6) with electrons emitted 
by overcoming the work function of the tip through heating, (2) Schottky field emission 
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through a combination of reduced work function due to an applied electric field and 
heating, and (3) cold field emission where electrons are extracted from the electron gun 
by applying a high electric field at room temperature. The extremely small source size of 
cold field emission gun provides a highly spatially coherent beam and the smallest energy 
spread even without monochromation. Thermally assisted Schottky guns have somewhat 
larger source size and larger energy spread, but provide greater stability of beam current 
and lower noise. The condenser lens system and aperture of the microscope control the 
specimen illumination, which ranges from a uniform illumination of a large area at low 
magnification to the production of an electron probe of the order of nanometers or 
smaller in diameter, for coherent electron diffraction or STEM and chemical analysis. 
The objective lens is the very first magnifying lens after the specimen, and the image is 
further magnified by a set of intermediate and projector lenses. The resolution of the 
TEM is limited by the spherical aberration of the objective lens. The spherical aberration 
is proportional to the third power of the angle for electrons traveling off the optical axis.  
The proportional constant is called spherical aberration coefficient (Cs), which is always 
positive for cylindrical electron lens construction. Correction of Cs is done using no-
cylindrical lens, such as hexapole lenses [6]. Because the divergence angle of electrons is 
reduced by the magnification, the spherical aberration of the lenses after objective lens is 
very small and can be ignored. Two types of aberration correctors are available for a 
modern TEM: one is used to correct aberration of the condenser lens (the so called probe 
corrector), which is very useful for STEM imaging and EELS; the other is for objective 
lens (image corrector), which is very useful for high-resolution electron microscopy 
(HREM) imaging.  
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2.2 Kinematical and Dynamical Theories of Electron Diffraction 
2.2.1 Scattering Theory and Kinematical Approximation 
Electrons behave as particles waves to be scattered by a potential field. The 
scattering is described by the wave equation: 
       
            (2.1) 
where     represents the wave number for the incident wave in free space and   is a 
parameter which specifies the strength of the interaction with the potential field. This 
equation is equivalent to the Schrödinger equation for a fast electron traveling in an 
electrostatic field, which gives   
   
  
 (e is the electron charge and   is the Planck‟s 
constant divided by 2 ). The solution to Eqn. 2.1 can be written in the form of Green‟s 
function         
             
        
: 
 
                                  
(2.2) 
where       represents the wave incident on the scattering field and integral represents 
the scattered radiation.         represents the amplitude at a point of observation  , due 
to a point of unit scattering strength at    in the field (Figure 2.2 [7]). We may interpret 
Eqn. 2.2 as indicating that each point of the scattering field gives off a spherical wave 
       , and the strength of this wave depends on the value of the scattering potential 
      and the wave function      . This is equivalent to Huygens‟ explanation to the 
wave propagation through space as involving the generation of secondary waves at each 
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point of a wave front so that the envelope of the secondary waves becomes a new wave-
front. 
 
Figure 2.2 Definition of the wave vectors and position vectors for electron scattering [7]. 
If the amplitude of the scattered wave is much less than the incident wave 
amplitude, we may assume as a first approximation that      in the integral may be 
replaced by      , the incident wave amplitude. This is called the “First Born 
Approximation”, otherwise known as the “kinematical” or “single scattering” 
approximation.  
For a plane incident wave                 , the first Born approximation 
gives 
           
           
 
 
  
 
              
      
              
      
(2.3) 
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where       denotes the first order approximation of the scattered wave, and   is the 
scattered outgoing wave vector. Under the usual conditions of a scattering experiment, 
we may assume that the point of observation is at r where r is very large compared with 
the dimensions of the scattering field. This is known as the Fraunhoffer approximation. 
Thus       . This simplifies the scattering under the first Born approximation: 
      
 
  
         
   
                   
     
 
         
   
 
  
                     
(2.4) 
where        . Eqn. 2.4 is the basic formulation for the kinematical diffraction 
theory, assuming a single-scattering approximation.  It is mathematically equivalent to 
the Fourier transform of the scattering potential      .  
2.2.2 The Atom Scattering Factor 
In Eqn. 2.4, the characteristic scattering from the potential field may be sorted out 
by defining a scattering amplitude: 
                       
(2.5) 
where we write      for convenience. We also name       the electron atomic 
scattering factor, which is the Fourier transform of the potential distribution for the atom, 
     measured in volts.        is a measure of the amplitude of an electron wave 
scattered from an isolated atom, and its square is proportional to the scattered intensity. It 
should be point out that the atomic scattering factor for electrons has been defined as the 
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quantity occurring in the first Born approximation for the theory of the scattering  of 
electrons by atoms (in Eqn. 2.4), by historical accident; this gives   
      
 
  
      
    
  
     , where h is the Planck‟s constant. We are going to use   
   as the atomic 
scattering factor in the following part of this discussion. 
The potential distribution is related to the electron density by Poisson‟s equation 
                         (2.6) 
where       is the charge density due to the atomic nuclei and       is that due to the 
electrons. 
The combination of Eqn. 2.5 and 2.6 leads to the Mott formula, which relates the 
scattering factor of electrons to that for X-rays   : 
 
      
    
    
          
(2.7) 
where Z is the atomic number, and                         [5]. Generally, the 
magnitude of    is about 10
3 
~ 10
4
 times that of   . Therefore the scattering of electron by 
matter is much stronger than X-ray; this strong interaction allows electrons to be able to 
probe the local complicated structure with good signal to noise ratio. We note that for 
scattering at large angles for which    is very small,    is approximately proportional to Z. 
This property has given rise to the Z-contrast imaging technique in STEM. 
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2.2.3 Scattering from Assemblies of Atoms 
The amplitude of the scattered wave from an assembly of atoms is a superposition 
of individual scattered waves from each atom: 
                 
 
                    
 
           
(2.8) 
where          is the potential of the ith atom at position   ,      denotes electron 
atomic scattering factor for the ith atom.  
For perfect crystal, we first calculate the scattering from a unit cell, and then 
extend to all the unit cells. For an infinite crystal, scattering amplitude is described by 
delta functions, which gives sharp diffraction spots. However, for a small volume of 
crystal with finite size, the sharp diffraction spots are modulated by the so called “shape 
function”, resulting the intensity oscillations around the maxima peak.  One the other 
hand, the great variety of defects, imperfections, faults and other irregularities which may 
occur in real crystals provides a great variety of diffraction effects, incuding 
modifications of the sharp maxima about the reciprocal lattice points and also continuous 
distributions of intensity in the background regions between these maxima [7, 8]. 
Experimentally, what is recorded is the power of the scattered amplitude: 
             (2.9) 
It is obvious we lose the phase which relates the real part and the imaginary part 
of the scattered complex wave function. This is called the “Phase problem”, which we are 
going to discuss and retrieve it in Chapter 5. 
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Eqn. (2.8) and (2.9) are the fundamental formulas used in kinematical diffraction 
simulation, when a set of atomic coordinates       are assigned. Kinematical, or single 
scattering, approximation is very useful and has reasonable validity for a wide range of 
scattering experiments. Most of the materials studied in this thesis satisfy the kinematical 
approximation, such as carbon nanotubes (CNTs) and graphene sheets with light atoms 
and thin thickness. 
2.2.4 Dynamical Diffraction 
Scattering from any three-dimensional object must, in principle, involve multiple 
scattering processes. Electrons scattered from one part of the object will pass through 
other parts of the object, which can be scattered again. In this case, the kinematical theory 
fails, and we need to investigate the more general case of dynamical scattering in which 
the coherent interaction of multiply scattered waves is taken into consideration. The 
theoretical approaches which have been used for the formulation of the dynamical theory 
of diffraction may be divided into two general classes: one is based on the formulation of 
wave-mechanics as differential equation, the wave equation in a crystal lattice: the other 
is based on the integral equation formulation.  
The differential equation approach is rather mathematical, with long sequences of 
differential equations, and it was used in the initial formulation of X-ray diffraction 
theory by Ewald [9] and von Laue [10], and the first formulation of electron diffraction 
theory was written by Bethe, the so called “Bethe theory” [11]. The basic idea of this 
method is to solve the Bloch waves which describe electron in the crystal and are 
solutions to the Schrödinger equation. 
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The integral equation methods represent mathematically the progression of 
radiation through the crystal, which is also called “physical optics” approach. An incident 
plane wave is successively scattered in the crystal and the multiply scattered components 
are added up according to their relative amplitudes and phases to form the out-going 
waves. In the formulation of multiple beam diffraction theory by Cowley and Moodie 
[12], transmission of electrons through a sample is represented by transmission through a 
set of N two dimensional thin objects separated by distances   . The total phase change 
and amplitude change of the electron wave in a slice of the specimen of thickness    is 
considered to take place on one plane. Then the propagation of the wave from one such 
plane to the next is by Fresnel diffraction in vacuum. Usually,    is chosen close to zero 
in order to satisfy the kinematical scattering for the scattering at each slide, and N goes to 
a large number in such way that      , where   is the specimen thickness. 
In dynamic diffraction simulation, these two approaches described above have 
been known as “Block wave method” and “Multi-slice method”. These two simulation 
methods are equivalent in their theoretical limit, and the difference is how the 
Schrödinger equation is solved in the numerical implementation. Each has its distinctive 
advantages. The Bloch wave method is used for its accuracy, flexibility and the ability to 
calculate diffraction pattern in any orientation including high order Laue zone reflections. 
For perfect crystals with small and medium unit cell, the Bloch wave method can be used 
much more economically and accurately. The mult-slice method has the numerical 
advantage for thin crystals with large unit cells, especially imperfect structures containing 
defects or interfaces. As a result, the multi-slice method is often the default for high 
resolution electron microscope image simulations [13].  For our study of diamond nano 
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particles, we used multi-slice method to simulate their dynamic electron diffraction 
patterns. 
2.3 Coherent Nanoarea Electron Diffraction Technique 
The emergence of nanoscience and nanotechnology requires an urgent need for 
the characterization techniques of very small structures. Most of the structural probes 
regardless of the source type, have a probe size from a few to hundreds micrometers, 
which is too large to study the individual nano structures. However, the flexible electron 
optical systems of electron microscopes allow the possibility of obtaining electron 
diffraction from sub angstrom to hundreds nano meter scale, which exactly satisfies the 
need of local structure probing. Basically, there are three modes: selected-area electron 
diffraction (SAED), convergent-beam electron diffraction (CBED), and NED. SAED 
with a parallel beam illumination is very useful to study the bond lengths of crystal 
structures. However, accurate selection requires the correction of the objective lens 
abreactions with an image corrector. CBED is very sensitive to the local structure of the 
materials, and can be used to determine the sample thickness and symmetry of the 
crystals [14, 15], measure the lattice parameters especially to map the stain in 
semiconductor devices [16], and determine the charge density for studying the crystal 
bonding [17]. However, many nanostructures lack the three dimensional periodicity of a 
crystal and CBED in this case does not apply.  
NED is formed by placing a focused probe at the front focal plane of the pre-
objective lens to form a parallel electron beam on the sample with the size from several to 
tens of nanometers, depending on the apertures and lens setting. One advantage of NED 
is the parallel probe with much smaller size over SAED, which gives the quantitative 
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structure information at the local areas; another advantage is the high angular resolution 
in recorded diffraction patterns, which can be used to retrieve the sub angstrom resolution 
images from the diffraction patterns. NED has been successfully used to determine the 
accurate structure of individual CNTs, including both cylindrical and deformed tubes [18-
21]. The continuous intensities around the Bragg peaks from nano particles are especially 
sensitive to their surface structure, and the surface contraction of Au nano particles has 
been probed combined with molecular dynamics simulation [22]. The combination of 
NED and iterative phase retrieval has successfully achieved the sub angstrom imaging of 
a double-walled CNT [23] and an individual quantum dot [24]. It is important to point out 
that the NED we described here is different from the nanodiffraction defined by Cowley 
using in a dedicated STEM [25, 26], which is a small probe with convergent beam. 
2.3.1 Electron Optics and Probe Formation 
Figure 2.3 [27] shows a schematic diagram of the principle of NED in a TEM. 
The electron beam is focused to the focal plane of the upper objective lens, which forms a 
parallel beam illumination onto the sample. NED in a field emission gun microscope 
provides higher beam intensity than SAED (probe current intensity ~10
5
           ). 
The electron wave function at the sample has the form: 
 
                    
   
   
 
 
  
                        
(2.10) 
where    is the spherical aberration of the lens and    is the defocus. Higher order 
aberration and energy spreading are not considered here.       generally has two 
components:                     , where        is a sharp peak sitting on a broad 
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background       . They can be modeled base on Gaussian functions. In JEOL 2010F 
with a 10    condenser apture, the Gaussian half width of the sharp peak is ~0.05 mrad, 
which can then be approximated as a plane wave illumination. Figure 2.4 [27] shows a 
simulated electron probe using Eqn. 2.2 with   =1.0 mm and   =-360 nm. The simulated 
probe matches the experimental probe pretty well. 
 
 
Figure 2.3 A schematic illustration for the formation of a nanometer-sized parallel beam 
for NED in JEOL 2010F, using a combination of condenser lens II and III, and the 
objective prefield. [27]. 
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Figure 2.4 Experimental and simulated electron probe in NED setting [27]. 
If the sample is thin enough, it satisfies the kinematical approximation and the 
electron exit wave function can be approximated to the first order, which is also called 
the weak-phase-object approximation:  
                    (2.11) 
where                   , with      as the projected potential of the sample. 
 In this case, the scattered beam in NED can be described by: 
 
                
                    
      
=     +       
                   
      
(2.12) 
where     
   is the illumination NED probe formed by Eqn. 2.10, and       is the 
Fourier transform of the NED probe, which contributes mostly to the center peak in the 
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diffraction,  and the second term carries the information of the scattered beams. If we 
insert Eqn. 2.10 into the second term of Eqn. 2.12, we can get: 
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(2.13) 
2.3.2 Performance of NED in JEOL 2200FS 
The instruments used in this thesis are JEOL 2010F and JEOL 2200FS. The NED 
performance in 2010F has been described by previous publications and thesis [18, 23, 
28]. The new generation microscope JEOL 2200FS with probe corrector and omega filter 
significantly improves the performance in its NED mode. The flexibility of operation 
under 80 kV reduces the radiation damage to the materials, and it is very helpful to study 
carbon nanostructures. Here we are going to introduce the configuration of JEOL 2200FS 
first, and then details the improvements in NED mode benefited from the probe corrector 
and omega energy filter. The manual to align the NED mode is also included at the last 
part. 
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Figure 2.5 A picture of the JEOL2200FS TEM/STEM installed in Center of 
Microanalysis of Materials of UIUC (left), and the corresponding configurations of this 
instrument (right). 
 
Figure 2.6 The NED pattern from an individual Cadmium sulfide quantum dot sitting on 
a bundle of CNT recorded using a 30  m condenser aperture at 200 kV. Inset: Electron 
probe obtained at the same condition with the size of ~25 nm in diameter. 
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The JEOL 2200FS installed at Materials Research Lab (MRL) AT University of 
Illinois at Urbana Champaign, has a Schottky field emission gun with maximum 
accelerating voltage of 200 kV, a third order CEOS aberration corrector based on two 
hexapole lenses on the probe forming side [6] and an in-column omega-type energy filter. 
The objective lens pole piece has a 2 mm gap with a specified point to point resolution of 
0.18 nm in TEM imaging mode and 1.0 angstrom in STEM mode. A high angle annular 
dark field detector is installed above the omega filter with a bright field detector below 
the filter. The microscope is also equipped with a 2048 2048 Gatan UltraScan 1000 
CCD camera and and Oxford INCA energy dispersive X-ray spectrometer with a large 
(50 mm
2
 ) detector area. The configuration of JEOL 2200FS is shown in Figure 2.5. 
Previously on a 197 kV JEOL 2010F (Cs = 1.0 mm, Cc = 1.4 mm), a parallel 
nanobeam with a diameter of ~50 nm can be obtained using a 10  m condenser aperture. 
To improve the signal to noise ratio from NED, a custom made 5  m aperture is prepared 
using a focused ion beam in order to form a parallel beam with a diameter of 25 nm.  The 
demagnification from the size of the condenser aperture to the electron beam size is about 
200 times. The demagnification is determined by the distances between the condenser II, 
the condenser mini-lens (condenser III), and the objective lens in the JEOL 2010F, and 
by the focal distance of the condenser mini-lens. A demagnification of ~200 is the largest 
that can be obtained with the setting of the condenser mini-lens in the JEOL 2010F.  In 
the JEOL 2200FS with a probe corrector, the additional space and lenses between the 
condenser lenses II and III lead to significantly improved performance for nano beam 
formation. The insert of Figure 2.6 shows an image of the parallel nanobeam using a 20 
 m condenser aperture obtained on the 2200FS. The size of the parallel beam is 25 nm, 
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four times smaller than the one obtained on the 2010F using the same size condenser 
aperture. The smaller parallel beam size obtained on the 2200FS is due to the larger 
separation between the condenser lens and the objective lens for the Cs corrector. Using 
the Cs corrector, a parallel beam size can be further reduced by using one of the transfer 
enses (the one above the mini-lens) in the Cs corrector in a free-lens mode [29]. 
The in-column omega filter is used to form the energy filtered electron diffraction 
pattern. In the zero loss diffraction patterns, the background noise from Plasmon loss 
peak is significantly reduced, and the signal to noise ratio thus gets increased. With a 20 
eV slit, the central beam in the diffraction pattern can be reduced, which is very helpful 
for the purpose of diffractive imaging. Figure 2.7 compares the size of central beams 
between one energy-filtered diffraction pattern and one unfiltered. The electron 
diffractions were taken from a few layers graphene sheets, using a 40    condenser 
aperture with alpha=1, spot=1.0 nm and camera length=80 cm. Figure 2.7 (a) and (b) are 
in the same scale bar and displayed with the same intensity range. It is obvious the size of 
the central beam in the energy-filtered diffraction spot is much smaller than in the 
unfiltered pattern. The spot width is 45 pixels in the filtered pattern compared with 59 
pixels in the unfiltered patter, at the same intensity count of 2000 (Figure 2.7 (c and d)). 
The difference between the energy-filtered CBED and unfiltered is even more obvious as 
shown in Figure 2.8 [29]. The acceptance angle in the diffraction pattern is measured to 
be 340 mrad using a 20 eV slit (Figure 2.9) [30]. This is the advantage of in-column 
omega filter over the after column filter for energy filtered electron diffraction recording. 
An after column Gatan image filter (GIF) has a set of lenses with magnification ~20, 
which magnifies the diffraction pattern and results a very small acceptance angle in the 
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diffraction pattern compared with in-column filter. To tune the energy filter in the 
diffraction mode, we first insert the slit with 5 eV width; then move the zero loss peak as 
close as to the center of the screen in the spectrum mode; afterwards switch back to the 
diffraction mode and the combine the adjustment of isochromacity (intermediate lens 3) 
and the slit position to get the maximum field of view in the diffraction pattern; after all 
these steps, insert a 20 eV slit for the diffraction experiments. 
 
Figure 2.7 Comparison of the central diffraction spots in an energy-unfiltered diffraction 
pattern (a) and an energy-filtered pattern (b). The width of the central spot is 59 pixels 
and 45 pixels, separately, at the same intensity count of 2000 (c and d). 
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Figure 2.8 Comparison between the energy unfiltered and filtered CBED pattern from Si 
[111] direction [29]. 
JEOL 2200FS also provides the flexibility to operate under 80 kV. The low 
voltage operation increases the scattering cross section of electrons and reduces the 
radiation damage for carbon nano materials, which benefit both the high resolution 
imaging and diffraction of carbon materials. A CNT was used to test the radiation 
damage under the NED electron probe at 80 kV; even after the continuous illumination 
up to 30 mins, both the image and the diffraction pattern showed seldom changes, which 
proved a solid carbon structure under 80 kV electron illumination. In addition, the lower 
acceleration voltages give even larger demagnification compared to 200 kV. 
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Figure 2.9 The acceptance angle in diffraction space with a 20 eV slit [30]. 
2.4 Sample Growth and Preparation 
As different nanoforms of carbon have been studied in this thesis, there are 
several methods used to grow or prepare the samples. CNTs studied in Chapter 2 and 3 
were synthesized by chemical vapor deposition (CVD) method, and the sample was 
bought from NANOCYL Company (France). CVD method has been widely used to grow 
high quality CNTs [31-33]. During CVD, a substrate is prepared with a layer of metal 
catalyst particles such as nickel, cobalt, iron or a combination; the substrate is heated to 
several hundred centigrade; two gases are bled into the chamber to initiate the CNT 
growth, a carbon containing gas (such as acetylene or methane) and a process gas (such 
as nitrogen or hydrogen); the carbon-containing gas is broken apart at the surface of the 
catalyst particle and forms CNT. The growth mechanism is still being studied by in situ 
TEM experiments [34, 35], and the main difficulty is how to avoid the electron beam 
effect during the in situ observation. For graphene samples, we basically used three 
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methods (mechanical exfoliation, epitaxial growth and high temperature annealing) to 
prepare the sample. The mechanical exfoliation method isolates individual graphene 
sheet by exfoliating the graphite using the Scotch tape [36]. This method was further 
simplified to the dry deposition method, drawing a piece of graphite against a hard 
substrate (such as silicon wafer) [37]. Epitaxial growth method uses the atomic structure 
of a metal substrate to seed the growth of the graphene, high quality sheets of few layer 
graphene have been synthesized via CVD on metal films such as nickel [38]. An 
improvement of this technique has been found in copper foil where large single layer 
graphene can be created [39] due to the low solubility of carbon in copper, and this is also 
what we used for CVD synthesis of single layer graphene. Annealing graphite power 
above to 2000 
o 
C results in sublimation and edge reconstructions of graphene layers [40, 
41]. We will detail different methods used to prepare graphene in the following section. 
The diamond nanoparticles were synthesized by detonation of an explosive mixture of 
trinitrotoluene/hexogen. The carbon atoms released from the decomposition of the 
explosive coalesce to form small clusters around 5 nm in diameter [42]. 
In general, CNTs, exfoliated graphene and nanodiamonds can be dispersed by 
ultrasonication, and then transferred to TEM grid. Two kinds of sonicator were used for 
the experiment: a 60 W tank sonicator (Branson 1210) and a 500 W probe sonicator 
(Sonics VCX500). Dimethylformamide (DMF) was employed to disperse the samples 
during the sonication, which is a proper solvent for carbon nano materials. TEM grids 
used are mostly copper grids with lacey carbon film. The samples are better to be 
annealed under 400~500 
o
C for two hours before TEM experiments, in order to reduce 
the contaminations. 
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2.5 Fabrication and Transfer of Graphene for Ultra-thin TEM Support 
Fabrication of graphene and its transfer to TEM grid are important not only to 
study graphene itself, but also to use graphene as the ultra-thin TEM support films. 
Conventional TEM support films (e.g. ultrathin amorphous carbon) limit the imaging 
capabilities of advanced microscopes because they contribute to overall electron 
scattering and diminish the contrast of low-atomic number specimens. The diffraction 
from the amorphous carbon gives continuous background, which is very difficult to be 
separated and subtracted from the diffraction of the sample. However, graphene with a 
highly ordered and ultra-thin structure is the ideal TEM support film. This material is 
chemically inert, structurally stable, and electrically and thermally conductive. The pure 
and highly-ordered sheets were used as a near-invisible support film to directly imaging 
[43], and the diffraction from graphene sheets gives sharp spots and very easy to be 
subtracted for the use of diffractive imaging and other quantitative analysis. To achieve 
this, we need to fabricate high quality and clean graphene first, and then develop reliable 
methods to transfer graphene to TEM grids to get large area and contamination free 
graphene support, which is still a big challenge in graphene research. Table 2.1 compares 
between different fabrication methods in the cost, throughput, size of sheets, quality of 
sheets, chemical modification, and so on. Within these methods, we have investigated 
mechanical exfoliation, liquid phase exfoliation, epitaxial growth by CVD on transition 
metal, epitaxial growth by thermal desorption of Si from SiC substrate. In addition, we 
also investigated the high temperature annealing method which is not listed in Table. 2.1. 
From our experience, we have got good results from CVD epitaxial growth, high 
temperature annealing and mechanical exfoliation, which are going to be detailed as 
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following. The problem of liquid phase method is that the residual surfactant (such as 
sodium dodecylbenzene sulfonate) is very difficult to remove and attaches to the surface 
of graphene as a very thick layer. The cost of epitaxial growth on SiC is very high and the 
single layer production is not guaranteed.   
 
Table 2.1 A summary of different methods that have been used to fabricate graphene and 
the various of properties of the produced graphene [44]. 
2.5.1 High Temperature Annealing 
Graphite powered treated under high temperature results in neat edges and clean 
surface [40, 45]. Thus it is very promising to use the high temperature annealed graphene 
as TEM support film. There are two challenges in this experiment: one is how to achieve 
the ~2000 °C temperature using a laboratory setup; another is how to keep a good 
vacuum to avoid oxidation of carbon atoms during the heating process. This sample was 
prepared by the undergraduate student Matthew Seebeck under my supervision. 
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Preliminary tests used a bell jar evaporator. Tungtune boats or coils filled with 
graphite powder were easily loaded and unloaded to a mount already in the evaporator, 
reducing powder spills. Also the bell jar acted as an excellent viewing window for 
observing changes to the sample as it was annealed at various temperatures. A k-type 
thermocouple wire was used to monitor the temperature. In addition, a pyrometer was 
also used for the temperature calibration, which works by intercepting and measuring 
thermal radiation emitted from the sample. However, despite its ease of use and ability to 
reach low pressures, there are several disadvantages to using the bell jar evaporator. First, 
the bell jar evaporator, while great for low temperature annealing, was difficult to get 
high temperature due to the limitation of the power source and the bell jar itself which is 
made of Pyrex glass and is fragile and susceptible to cracking if temperatures get too hot. 
Another disadvantage was that it took large amounts of current to heat the graphite 
powder hot enough for high temperature annealing, depending on the boat or coil used, 
and the pressure tended to worsen as the temperature increased. 
In addition to using the bell jar evaporator, a vacuum chamber was also used for 
annealing graphite powder. The vacuum chamber set-up can be seen in Figure 2.10 (a). A 
design (Figure 2.10 (b)) for the inside of the chamber had to be created in order to hold 
the boats and coils used to anneal the graphite powder samples. Originally, the vacuum 
chamber had two copper rods spanning the length of the chamber attached from ports in 
the back wall. Each rod was actually two smaller rods attached to one another using 
copper connectors. These rods also extended outside the chamber walls providing 
connection points for the power supply. The problem with this setup is that because of 
copper‟s low melting point, the rods were likely to soften if close enough to the heat 
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source (the boat). To fix this problem, the smaller copper rods closest to the heat source 
were replaced with tantalum rods. Tantalum was used because of its high melting 
temperature and reasonable cost over a more expensive material such as tungsten. To 
keep continuity throughout the chamber design, tantalum was also chosen to create the 
clamps and screws needed for holding the sample. After choosing the appropriate 
material, a simplistic design was created allowing easy loading and unloading of the 
boats and coils used in the vacuum chamber. Clamps similar to those used in the bell jar 
provided the inspiration behind the final products created for the vacuum chamber. The 
final design consists of a system of screws clamps which securely fastens the clamp to 
the rod and the boats and coils to the clamp. The screw clamp used to fasten the ends of 
boats and coils was made with a removable piece for easy sample loading, reducing the 
risk of spilling graphite powder into the chamber. 
During experimentation, several boat and coil designs were tested to see which 
would work best to anneal the graphite powder. The boat would not work well for 
annealing graphite at high temperatures because it needs too much current to do so. 
However, the tungsten boat connected with k-type thermocouple is very convenient for 
moderate temperature annealing around 500 
o
 C. A tungsten coil was also tested and the 
white color temperature was achieved, but this design is difficult to load the graphite 
power and thus impractical. Creating a solution to this problem required using a tungsten 
wire basket (Figure 2.10 (c)). The tungsten wire basket had all the advantages of a thin 
coil, but including a cone shaped trough in the middle which could hold the graphite 
powder. Testing the empty basket in the bell jar, results showed that with only 14 amps 
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the basket was already white hot. The heating sequence is shown below in Figure 2.10 
(d). This is the ideal design for achieving high temperature annealing. 
 
Figure 2.10 The small vacuum chamber (a) used for high temperature annealing of 
graphite powder, with the apparatus design inside the chamber (b). Tungstun wire basket 
(c) was used to load the graphite powder and heated in sequence (d) to achieve ~ 2000 
°C. (Pictures taken by Matthew Seebeck) 
In order to load the wire basket with graphite, the powder needed to be thick enough 
that it wouldn‟t fall through the openings in the basket. This was done by creating a 
solution of graphite powder and ethanol. The solution was mostly graphite powder 
creating a “slurry” consistency. The slurry mixture was generously applied to the wire 
basket using a toothpick. With an even distribution of slurry on the basket, it was placed 
in a sample dish and then set on a hot plate set to 545°C (according to the hot plate 
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readout). The sample was allowed to dry for 10 min. This solidified the slurry mixture 
forming a coating around the basket. After drying, the sample was removed to cool down 
for 5 min. Next, picking up the basket by hand, it was lightly flicked to remove any large 
chunks of graphite. This is an important step because during the annealing process, 
excess graphite could fall into the chamber causing contamination. The completed sample 
was carefully mounted to the screw clamps in the vacuum chamber. The sample 
preparation process often took several tries because once the slurry mixture had been 
cooled on the basket; it was very brittle and could easily fall off. To prevent this from 
happening, sample preparation was done very carefully. Extreme caution was used when 
loading a completed sample into the chamber. After loading the sample, the vacuum 
chamber was pumped down and allowed to reach a low pressure. When starting the 
heating process, current was slowly raised to 15 or 16 amps and left at that setting for 
periods ranging from 2 to 3 hours. During which time the wire basket would be white hot 
and high temperature annealing was taking place. The sample was cooled in the chamber 
and carefully removed after the chamber had been properly vented. Annealing to such 
high temperatures made the wire basket very brittle. A sample dish was held underneath 
the basket as it was removed. Often times the basket broke and the annealed powder was 
collected in the sample dish. Ethanol was added to the powder in the dish to create a 
solution. Using a pipette, the graphene solution was transferred to a vile and 
appropriately labeled. When preparing a TEM grid, the solution is ultrasonicated using 
the tip sonicator instead of a tank sonicator in order to reach higher level of 
ultrasonication. This was done for 10 min at 35% amp. Afterwards the preparation 
process is identical to that used in the direct transfer method. A TEM grid is placed on 
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several sheets of filter paper; using a pipette, the graphene solution is administered one 
drop at a time to the TEM grid. After sufficiently saturating the TEM grid in solution, the 
filter paper (with the grid on top) is placed on a hot plate for 5 min at 200°C. The dried 
TEM grid is stored in a sample box and ready to analyzed using a TEM.  
The TEM images (Figure 2.11) show graphene sheets with clean surface and neatly 
orientated edges, which are the direct evidence of the high temperature reached to 2000 
°C with the edge reconstruction resulted from carbon sublimation. The images were taken 
using 2200 FS under 80 kV at alpha 1 mode with more parallel beam compared with 
alpha 3 mode, which increases the depth of focus and reduces the delocalization effect. 
Usually the edge area has single or a few layers graphene with clean surface, where is 
suitable to be used as TEM support film. 
 
Figure 2.11 The graphene flakes after the high temperature annealing, with kinked edges 
and reasonable clean surface. 
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2.5.2 Epitaxial Growth using CVD Method 
The CVD method grown on thin copper foil seems very convincing since it 
promises extremely high yield of single layer graphene, due to low solubility of carbon 
on copper. Our CVD graphene was grown with a similar method as reported by Li [39], 
under hydrogen gas and methane flowing at 5sccm and 35sccm respectively, and the 
experiment was carried out at Moonsub Shim‟s lab with help from Daner Abdula.  
The challenge part of this CVD method is how to successfully transfer the large 
area graphene to TEM grids. Two transfer methods have been tried. The first is called the 
„standard transfer‟ using polymethyl methacrylate (PMMA), and the second is called 
polymer free „direct transfer‟ [46]. „Standard transfer‟ method uses PMMA as support via 
spin coating and the graphene is attached to PMMA after etching away the copper with 
FeCl3. The graphene on PMMA is then put onto TEM grid, and the PMMA is lifted off 
in acetone. DI water is used to rinse the grids after all the steps. Fig 2.12 shows one 
example of the large covering of graphene on TEM grid using this transfer method. 
„Direct transfer‟ method uses directly the TEM grid‟s carbon film as support during the 
transfer. The TEM grid is placed on top of the graphene on Cu and drop of 
isopropanol(IPA) is placed on top of the grid to wet both the grid‟s carbon film and the 
underlying graphene film. As the IPA evaporates, surface tension bonds graphene and 
carbon film together to form intimate contact. Whether the adhesion is well formed can 
be checked under optical microscope, and the flatness of the copper foil is important to 
succeed this step. Backing on a hot plate for about 20 mins helps evaporate residual of 
IPA and strengthen the adhesion. After copper etching, the direct transfer process is 
complete. The „direct method‟ was claimed to be cleaner than the „standard method‟. 
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However, we still found contaminations from the „direct method‟ just a little bit less than 
the „standard method‟. Annealing the sample after the whole procedures under 400~500 
°C definitely helps to reduce the amount of contaminations. The residual copper particle 
after etching and the carbon onion as the synthesis byproduct, were also found on the 
surface of graphene and confirmed by EDS. 
Overall, this CVD and transfer procedure resulted in a high yield of reasonablely 
clean, large area/coverage, and single layer graphene sheet. It is very promising and 
further investigation concerning the contamination can optimize this result and create 
useable graphene enhanced TEM grids. 
 
Figure 2.12 Large area graphene made by CVD method (a), and the magnified image 
shows single layer graphene sheet (b). The CVD graphene was prepared in Moonsub 
Shim‟s group at UIUC. 
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2.5.3 Mechanical Exfoliation 
Mechanical exfoliation method is famous for the „sticky tape‟ method. At the 
same time, the pencil drawing method is also cataloged into the mechanical exfoliation. 
We found the pencil drawing method is the most convenient and economical method to 
prepare graphene. However, the disadvantage is that it is difficult to produce large area 
single layer graphene with this method. We summarize the steps to prepare graphene 
using pencil drawing method as listed below:  
1) Prepare graphene sheets: 
Using graphite pencil to draw light non-overlapping lines on dull side of silicon dioxide 
wafers. Non-overlapping here is important to avoid creating thick layers of graphene 
sheets.  
2) Remove graphene into solvent and further exfoliate in liquid: 
a. Wash 600 mL beaker with water. Dry with air gun. Rinse beaker with alcohol. Place 
wafers face up into beaker.  
b. Fill tank ultrasonicator ½ full with water. Hold beaker so the bottom half of the 
beaker is submerged in water. Ultrasonic for 5 minutes or until all graphite lines on 
wafers are gone. 
c. Pour solution into 20 mL disposable scintillation vial, and heat vial on hot plate until 
you have about a third of a vial of solution left in order to increase the graphene 
concentration. If needed, combine the solution several vials into one vial after heating 
phase. 
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d. Fill water bowl under micro-tip of the tip ultrasonicator up to the brim with water. 
Adjust the screws so tongs holds the vial securely and the vial is partially submerged 
in water bowl. Adjust micro-tip so tip is in solution, but not touching any part of the 
vial. Set amplitude of the tip sonicator to 35%. Allow solution to disperse for 5 
minutes.  
3) Transfer to TEM grid(s): 
a. For every TEM grid, place a pile of filter paper on large Kimwipe. Place desired 
TEM grid(s) on each pile of filter paper. 
b. Slowly pipet solution directly onto TEM grid(s), allowing the solution to soak into the 
paper between every two drops. Repeat until there are very noticeable dark rings on 
the filter paper around the TEM grid(s). 
c. Heat TEM grid(s) on new filter paper on hot plate for a few minutes. Place TEM 
grids into TEM grid crate and label their location. Heat the TEM grids in small 
vacuum chamber under 500 °C for about 2 hours if necessary. Figure2. 13 shows a 
sample of clean edges area of bi layer folded graphene after the overall procedures. 
 
Figure 2.13 Clean bi-layer folded graphene made by pencil drawing method and annealed 
under 500 °C. 
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2.6 Summary 
The introduction to TEM, theory of electron diffraction, the probe formation of 
NED and its operation in JEOL 2200 FS have been documented here. The sample growth 
and preparation are discussed afterwards, especially the preparation of graphene as TEM 
support film. We will use the NED technique as the main experimental technique in the 
following chapters. 
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CHAPTER 3 
ATOMIC STRUCTURE AND BOND LENGTHS OF A MULTI-WALLED 
CARBON NANOTUBE 
 
In this chapter, we report a quantitative atomic structure determination of a small 
diameter Multi-walled carbon nanotube (MWCNT) of five walls with diameters ranging 
from ~17 to 46 Å using electron diffraction. The structure was determined based on 
quantitative analysis of electron diffraction patterns recorded from the MWCNT. We 
show that the measurement is sufficiently accurate to reveal significant differences 
between the measured and the calculated wall diameters based on the ideal hexagonal 
structure of graphene and the C-C bond length of 1.421 Å. At room temperature, the 
diameter difference increases as the tube diameter decreases and is up to ~3.8% for the 
innermost wall of ~17 Å in diameter. However, the axial periodicities along the tube 
direction are almost the same as the ideal carbon nanotubes (CNTs) for all five walls. We 
fitted our experimental results by deforming the graphene unit cell. The results indicate 
that on average there are three different bond lengths in chiral walls and two different 
bond lengths in achiral walls. Furthermore, the structure of the same MWCNT was 
studied by changing the temperature from room temperature up to ~1000 K. All the five 
shells of this MWCNT show radial thermal contraction from room temperature to 873K 
then thermal expansion beyond 873K, while axial thermal contraction from room 
temperature all the way up to 1073K. The radial coefficient of thermal expansion (CTE) 
has strong diameter dependence which shows smaller diameter shell contracts more, 
while the axial CTE for different shells is almost the same. The structure analysis and 
bond length determination at room temperature was previously published in Carbon. [1]. 
58 
 
3.1 Introduction 
The structure of carbon materials, in general, is characterized by the C-C bond 
length. The structure of graphite, for example, has an in-plane C-C bond length of  1.420 
to 1.426 Å at room temperature as measured by experiment [2-4] and 1.409 to 1.426 Å as 
predicted by theory [5]. The C−C bond length of graphite is in between the bond lengths 
for a single (1.544 Å from diamond) and double (1.334 Å) bond. The carbon atoms in 
diamond have a coordination number of 4. The C-C single bond between two carbon 
atoms forming double bonds with other atoms has a shorter length at 1.504 Å [6]. Pauling 
explained the bond length of graphite based on the so-called resonance model in which 
the extra electron is shared equally among the three carbon bonds to give a bond strength 
of 4/3 [6]. The breakdown of equal bond sharing can lead to alternative graphene 
structures. In the so-called quinoid structure that Pauling proposed, two thirds of the C-C 
bonds have a length of about 1.453 Å with 15% double bond character and one third have 
a length of about 1.357 Å with 70% double bond character [7]. Here, the extra electron 
resides predominantly in one of the three bonds. However, no experimental evidence of 
different bond lengths in graphite was found [4]. For 2-D graphene, bond length data so 
far is not available. 
In CNTs, large curvatures are introduced when a graphene is rolled into a tube, 
which breaks the symmetry of the three C-C bonds. According to Pauling’s bond 
resonance theory, one expects that the symmetry breaking should have a large effect on 
the carbon bond lengths. In zigzag single-walled carbon nanotubes (SWCNTs), 
Kanamitsu and Saito found two different bond lengths using density-functional 
electronic-structure calculations [8]. According to the study of Kanamitsu and Saito, the 
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difference between the two bonds has a strong tube-diameter dependence that scales 1/D
2
 
with D for tube diameter [8]. The change in bond length is about 0.3% for 1 nm diameter 
zigzag SWCNT. However, there are significant disagreements among theory about the C-
C bond distance in SWCNTs. For example, the predicted C-C bond length around the 
tube ranges from 1.382 to 1.466 Å for CNTs when the tube diameter is smaller than 10 Å 
in diameter [9-11].  
   Accurate measurement of C-C bond length in CNTs was not available before. The 
structure of a SWCNT has been identified by the tube’s chiral vector (n, m), which can be 
determined experimentally using Raman scattering [12], scanning tunneling microscopy 
[13] or electron diffraction (ED) [14-22]. In electron diffraction, the chiral indices (n, m) 
can be measured directly based on the Bessel function analysis of the diffraction patterns 
[15, 17, 19]. Despite this, accurate measurement of C-C bond distances in SWCNTs is 
still difficult from the lack of accurate calibration of the camera length and the inclination 
of nanotubes against the electron beam in ED. The exception is one ED experiment on a 
double wall CNT, which suggested a C-C bond stretches along the tube axis by 1% for a 
very small diameter tube (~7 Å) [22]. Direct measurement of tube diameters using high 
resolution electron transmission microscopy is hampered by imaging artifacts such as 
defocus [23] and damage to the tube from the strong electron dose.  
Since most materials expand thermally, there has been extensive search for 
materials with a negative CTE to meet the increasing demand for high performance 
composites with near zero thermal expansion. CNTs, which have been predicted to have 
negative thermal expansion [24-27], have a great potential to achieve near zero thermal 
expansion with CNTs-based composites. Also the thermo-mechanical properties of CNTs 
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become very important when they are employed as nanoelectronic components [28-31], 
since the residual stress induced by thermal expansion mismatch need to be seriously 
considered between the CNTs and substrates. Thus CTE of CNTs is the key property 
relevant to their thermal-mechanical behavior. Previous experiments of X-Ray diffraction 
on MWCNTs and SWCNT bundles only gave an average value of the radial CTE over a 
bunch of samples, and it was not possible to correlate the CTE with the atomic structure 
of individual CNT [32-35]. The simulation works on a SWCNT with different models 
have been of considerable debate in the literature with more recent works predicting 
thermal contraction [24-27, 36-38].  However, experimental measurement of the CTE of 
an individual CNT is of great challenge, and the data is still not available. 
Here, we report an accurate structure analysis of a small diameter MWCNT of 
five walls with diameter ranging from ~17 to 46 Å. The different walls of the MWCNT 
are used as internal calibration for diffraction. We first determined the diameters of each 
wall in the MWCNT and then measured the axial periodicities by measuring the axial 
distances between the diffraction layer lines. The principles used for the structure 
analysis are described in section 2 and details of analysis are described in section 4. We 
show that the measurements from the 5 different walls of the MWCNT gave consistently 
the same helical repeat distance along the tube axis as the one calculated based on the 
ideal C-C bond length of graphene, but the calculated tube diameters are smaller than the 
experimental values; the diameter difference changes from one wall to another. The 
smallest diameter wall shows an increase of ~3.8 % comparing with the calculated 
nanotube diameter based on the ideal hexagonal graphene structure. To fit our 
experimental results, we deform the graphene unit cell to fit the measured wall diameters 
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and axial periodicities. The results of fitting indicate three different bond lengths in chiral 
walls and two different bond lengths in achiral walls. The CTE measurement of the same 
MWCNT shows large thermal contraction in both radial and axial directions, and the 
radial CTE has strong diameter dependence. The experimental structural findings here are 
significant for understanding CNTs and carbon nanostructures in general, including 
graphene with large curvatures. 
3.2 The Structure and Electron Diffraction of Cylindrical MWCNTs 
MWCNTs represent one of two major structural forms of CNTs [39, 40]. An ideal 
MWCNT consists of nested, cylindrical, tubes (the ‘Russian doll’ model), where the 
neighboring tubes are weakly bonded through van der Waals forces [16, 41]. The 
MWCNT is incommensurate when each of its walls has its own chirality independent of 
other walls [16, 42]. In some cases, grouping of chiral angles were observed [43-45] in 
MWCNTs grown by chemical vapor deposition (CVD). This paper focuses on the 
structure of incommensurate, cylindrical, MWCNTs. 
The structure of nested MWCNTs is described by the structure of each wall, 
which is treated the same as an individual SWCNT. It has been assumed in the literature 
that for an ideal cylindrical SWCNT, the tube radius and chiral angle can be calculated 
from the tube chiral vector C       using: 
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(3.1) 
where 3 C Ca d  , and C Cd   is the C-C bond length [16]. The assumption here is that the 
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C-C bond lengths remain equal to the bond length of graphene. 
Structure determination of CNTs by diffraction is based on two features of the 
nanotube diffraction pattern: 1) the layer line intensity and its oscillations, and 2) the 
layer line position. The first feature, the layer line intensity oscillation, comes from the 
helical structure of CNTs and the helical diffraction theory, which gives the structure 
factor of a single helix as 
     , , , 2i z z N z
iN M iF R k Af R k rJ Rr k e
P p

  
  
    
  
 (3.2) 
where A is a tube-dependent phase factor, f is the atomic scattering factor of carbon atoms, 
r is the tube radius, JN is the Bessel function of order N, P is the helical pitch distance and 
p is the repeat distance between atoms on the helix, R and kz are the components of the 
cylindrical reciprocal vector along the radial and tube axes, respectively. N and M are 
integers; each pair of (N, M) denotes a layer line in the helical diffraction pattern.  
The second feature of the layer line position comes from the highly ordered 
graphene structure, which leads to the following extinction rules between the helical 
indices of (N, M) and the reciprocal lattice indices of the graphene (h, k): 
N nh mk   and M h   (3.3) 
We note that the integers of (n, m) are the tube chiral indicies and N is the order of 
the Bessel function in equation 2. Thus, experimentally, CNT diffraction patterns can be 
first indexed based on the hexagonal reciprocal lattice (see inset in Figure 3.1) and the 
order of Bessel functions can then be calculated with the knowledge of the chiral vector 
(n, m).  
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Figure 3.1 Carbon nanotube diffraction pattern indexing and its relationship to the 
graphene structure. The diffraction pattern shown was simulated from a chiral, single-
walled carbon nanotube. The inset shows the definition of real and reciprocal lattices of 
the graphene. The first order reflections, such as (0, 1), (1, 0) and (1, 1), are indicated by 
the inner circle, and the second order reflections as (1, 2), (-1, 1) and (-2, -1) are indicated 
by the outer circle. 
 
The simulated diffraction pattern in Figure 3.1 is obtained using the side view 
diffraction geometry [16]. The nanotube is placed close to the plane defined by the x and 
z axes corresponding to the horizontal (X) and vertical (Z) directions of the simulated 
diffraction pattern, and the electron beam travels downward along the normal direction 
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(the y-axis). The diffraction pattern is recorded below at a distance away from the CNT. 
The tube can be slightly inclined from the xz plane. If the tube is defined as lying in the yz 
plane, then the inclination angle is defined by the angle  between the tube axis and the z-
axis. The inclination angle varies from one tube to another experimentally because it is 
very difficult to place the tube in the exact xz plane. Both the layer line position and the 
layer line intensity oscillations are affected by the inclination angle. It is essential to 
determine the angle  for quantitative structural analysis of CNTs. The use of layer lines 
and the measurement of  for experimental structure determination of MWCNTs will be 
discussed in subsequent sections. 
3.3 Experimental Recording of Electron Diffraction Patterns from the MWCNT 
The MWCNTs studied here were synthesized by CVD obtained from NANOCYL 
Company (France). An amorphous lacey carbon film on a copper grid obtained from Ted 
Pella Inc (USA) was used to support the MWCNTs. Electron diffraction patterns were 
recorded from individual MWCNTs in the nanoarea electron diffraction (NED) mode 
using the JEOL 2010F transmission electron microscope with a field emission gun 
installed at University of Illinois [46]. We used a nearly parallel electron nanobeam of 
~50 nm in diameter in NED. The beam was formed by focusing electrons on the front 
focal plane of the pre-objective lens using a 3rd condenser lens and a 10 um condenser 
aperture in diameter. The small beam size allows the selection of an individual CNT and 
a reduction of background intensities in recorded ED patterns from the surrounding 
materials. This also improves the signal/noise ratio in the recorded ED patterns. Among 
several MWCNTs that were observed, we selected a small diameter MWCNT with 5 
65 
 
walls for study. 
 
Figure 3.2 An experimental ED pattern (DP1) recorded at room temperature from a 5 
wall MWCNT studied here. In order to see the feathers of both low and high intensity, 
two displays of the same pattern with low and high intensity range have been superposed 
here.  
 
The diffraction experiment was carried out from room temperature to ~1000 K, 
using a Gatan 901 heating holder. At each temperature, we recorded 4 different 
diffraction patterns from different areas of the same tube. Figure 3.2 shows one (DP1) of 
four ED patterns (DP1-DP4) recorded at room temperature from the 5-wall MWCNT that 
we used for structure determination. The pattern was recorded on imaging plates (IP). 
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The advantages of using IP over film or a charge-coupled device are a large dynamic 
range, low background noise and excellent detector quantum efficiency at the dose range 
of 1~100 counts. The plate has an area of 94x75 mm
2
 and was read in a 25 micron pixel 
resolution [47]. The diffraction patterns were recorded at the nominal camera length 
setting of 800 mm and the exposure time of 11 sec.  
We calibrated the diffraction camera length separately using a polycrystalline 
aluminum film under exactly the same diffraction condition used for nanotube (the same 
objective lens setting, intermediate and projection lens currents and the same sample 
position judged by the minimum image contrast). The diffraction pattern of the Al film 
was averaged rotationally and the intensity peaks of a total 10 reflections from {1, 1, 1} 
to {1, 1, 5} were used to calculate the camera length and the standard deviation. The 
calibrated camera length obtained is 780.83±0.97mm. 
3.4 Diffraction Pattern Analysis and Tube Structure Determination 
Experimental determination of the nanotube structure involves the measurement 
of the tube chiral angle and tube diameter or direct determination of the chiral vector (n, 
m). The tube diameter measurements have to be performed in conjunction with the 
measurement of the tube inclination angle . Ignoring tube inclination can lead to large 
errors in the measured tube diameters. Both tube diameter and inclination angle  can be 
measured by matching the oscillations of the layer intensities using Bessel functions. This 
procedure also gives the order of the Bessel function, which is related to the tube chiral 
vector through equation 3. Overall the structure determination problem of MWCNTs is 
over-determined. 
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The procedure that we used to determine the MWCNT structures involves 1) the 
alignment of electron diffraction patterns, 2) measurement of chiral angles, 3) 
measurement of tube diameters, 4) measurement of axial periodicities and finally 5) the 
structure determination of CNTs. After structure determination, we then carried out a 
careful analysis of the tube diameter and tube axial periodicity. These steps will be 
described below. In this session 3.4 and the following session 3.5, the analysis will be 
carried out only for the diffraction patterns (DP1-DP4) recorded at room temperature. 
The same methodology was used for the structure analysis at other temperatures in 
session 3.6.  
3.4.1 Alignment of Electron Diffraction Patterns 
The purpose of the ED pattern alignment is to center the diffraction pattern and 
orient the diffraction pattern so that the layer lines are along the horizontal direction. This 
facilitates the measurement of layer line positions and the subsequent measurement of 
chiral angles. Diffraction pattern centering is critical for tube diameter measurements 
since the layer line fitting relies on the positions of the intensity maxima and minima 
along the layer line. The rotation of the diffraction pattern is relatively straightforward 
once the measurement of layer line direction is measured from the diffraction pattern.  
We use the diffraction pattern symmetry to center the ED pattern. In general, the 
ED pattern of a cylindrical SWCNT should have 2mm symmetry. But the 2mm symmetry 
breaks if the tube is deformed [48] or the tube belongs to achiral (α = 0o or 30o) SWCNTs, 
or some specific chiral SWCNTs for high order (>1) layer lines [49]. In case of 
MWCNTs, the 2mm symmetry can be broken if two or more tubes have the same chiral 
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angle and the layer lines of these tubes interfere with each other. However, diffraction 
from CNT can be considered as kinematical, and kinematical diffraction patterns have the 
inversion (center) symmetry as described by the Friedel’s law.  
 
Figure 3.3 Horizontal intensity profiles of the left (cross) and right (continuous line) sides 
of equatorial line plotted together for all 4 diffraction patterns used for measurements 
here after the diffraction pattern alignment. The x-axis marks the distance to the center. 
The overlap of the intensity profiles reflect the center symmetry of the equatorial line, 
which is used to test the rotation and centering of the diffraction pattern.   
 
To use inversion symmetry to align the diffraction pattern, we use strong features 
in the diffraction pattern and locate the center of inversion by optimizing the cross 
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correlation between the +/-g pair. The strong diffraction features are selected from the 
first order layer lines ((h, k)  {1, 0}) and by setting an intensity threshold above the 
background noise level. Using this procedure, the diffraction pattern can be centered with 
an accuracy of 1 detector pixel. 
To check the precision of diffraction pattern centering, we check the inversion 
symmetry of the equatorial line. Figure 3.3 shows a comparison of equatorial line for the 
left and the right side of the experimental diffraction pattern. The x-axis is the distance to 
the center of the diffraction pattern measured in number of IP pixels (The IP pixel size is 
25 m). The peaks and valleys are well matched in Figure 3.3 reflects the precision of our 
alignment procedure. 
3.4.2 Measurement and Assignment of Chiral Angles 
Once the diffraction pattern is aligned as described in the previous section, we 
project the layer line intensities along the vertical direction and plot the sum of layer line 
intensity as function of vertical distance to the diffraction pattern center [16]. We locate 
the layer line position intensity peaks using a peak finding algorithm. The accuracy of 
locating the layer lines is 1 pixel, which corresponds to 0.00127 1/Å in the reciprocal 
space.  
The measured layer line positions are used to measure the tube chiral angles. 
However, to do this for a MWCNT requires the grouping of layer lines into doublets 
(achiral tubes) or triplets (chiral tubes) corresponding to the graphene reflections of (1, 1), 
(1, 0) and (0, 1). We used the following constraint to group the layer lines: 
(1,1) (1,0) (0,1)G G G    , where (1,1)G , (1,0)G  and (0,1)G are the axial 
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component of the scattering vectors of the corresponding graphene reflections [14]. The 
tube chiral angle is calculated from the layer line positions using the equation of  
  
  
atan 2 (1,0) (0,1) / 3 (0,1)
atan (1,0) (1,1) / 3 (0,1)
G G G
or
G G G


  
  
 
 
 
 
(3.4) 
which were first suggested by Gao et al [14]. This method of determining the tube chiral 
angle does not depend on the tube inclination angle or the tube diameter. For diffraction 
patterns recorded on imaging plates, once the diffraction pattern is centered, the layer line 
position can be measured accurately from the intensity profile within a pixel. For (0,1)G , 
which is furthest away from the equatorial line on the order of 300 pixels at the nominal 
camera length of 800 mm, the accuracy is better than 1%. The chiral angle can be 
measured with an accuracy about 0.1˚ using this technique [14-16, 50]. The ( , )G h k  of 
the three reflections are obtained in the experimental pattern by measuring the distances 
of the (1,1), (1,0) and (0,1) layer lines to the equatorial line, (1,1)d , (1,0)d  and 
(0,1)d , in the unit of pixel. So the chiral angle can also be expressed as: 
  atan 2 (1,0) (0,1) / 3 (0,1)d d d      (3.5) 
Table 1 summarizes the results of chiral angle measurements for each 5 walls of 
the diffraction pattern shown in Figure 3.2. The chiral angles are different from each 
other, which mean that tubes are incommensurate. For comparison, we also listed the 
tube chiral indicies and the theoretical chiral angles. The chiral indicies are assigned after 
tube diameter measurement, which will be described next. 
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 (1,0)d (pixel) (0,1)d  Exp α (O)  Theoretical α  (n, m) 
wall 1 303.5 339.5 24.5 24.5 (14, 10) 
wall 2 262.5 360.0 14.8 14.8 (25, 9) 
wall 3 186.0 371.5 0.0 0.0 (39, 0) 
wall 4 316.0 328.0 28.2 28.2 (29, 26) 
wall 5 205.5 372.0 3.5 3.5 (56, 4) 
 
Table 3.1 Summary of chiral angle determination of each wall for the diffraction pattern 
shown in Figure 3.2. The theoretical chiral angle and the chiral indices are listed for 
comparison. 
3.4.3 Measurement of Tube Diameters 
The tube diameter can be measured by matching the oscillations of layer line 
intensities with Bessel functions. This procedure also gives the order of Bessel functions, 
which is directly related to tube chiral vectors (n, m) through the relationship given in 
equation 3 [51]. Diameter measurement also serves as a useful check of the assignment 
(grouping) of the layer lines as described in the previous section since layers belonging to 
the same tube should have similar diameters.  
To start the fitting, an intensity profile along the layer line (kx) averaged over the 
width of a few (we used 4) pixels in the vertical direction is taken. The averaging takes 
account of the finite width of the layer line and also reduces the experimental noise. The 
experimental intensity profile is fitted with    
2
, z Nf R k J RD , where f is the atomic 
scattering factor of carbon, D is the tube diameter, JN is the Bessel function of order N, 
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and R and kz are the cylindrical reciprocal distances along the radial and tube axis, 
respectively. The reciprocal distance R is calculated from the experimental diffraction 
pattern coordinates using 
2 2 2sinZ X
RD D
C

 

  (3.6) 
where X and Z are the horizontal and vertical distances (product of the pixel number and 
the pixel size) measured from the center of the diffraction pattern, C is the camera 
constant equal to the product of the camera length and the electron wavelength, and is 
the tube inclination angle. Matching the experimental profile thus requires the order of 
the Bessel function, N, and tube diameter, D, and .  takes into account the inclination 
between the tube axis and the electron beam normal plane [16].  
To fit the experimental layer line, we calculate the tube diameter D to match the 
position of the maximum intensity between the experiment (Xmax) and the Bessel function 
( maxNx ) using the following relationship: 
2 2 2
maxmax
sin
/N
Z X
D x
C


 
 
 
 
 (3.7) 
The order of the Bessel function N and the inclination angle γ are treated as free 
parameters in the fitting. For a MWCNT, the inclination angle γ is the same for all walls. 
The effect of γ increases with the vertical distance (Z) as shown in equation 6. Thus, 
fitting of the layer line (1, 1) is not strongly dependent on γ as for the layer lines of (0, 1) 
and (-1, 1) because of the difference in Z. The choices for the Bessel function orders (N) 
are constrained by the following requirements. First, the chiral vector determined from 
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the measured diameter and the measured chiral angle α should be consistent with the 
order of N used for fitting according to equation 3. Second, the difference between 
neighboring wall diameters should be consistent with the average distance between two 
neighboring walls (the distance between two graphite layers is 3.4 Å at room temperature) 
[3] within a small range (the measured distance for DWCNTs ranges from 3.4 to 3.8 Å) 
[50]. The Bessel orders that give consistent wall diameter D and the inclination angle γ 
from different layer lines of the same wall are chosen. Finally, both the inclination angle 
γ and the tube diameter D should be about the same from all principle layer lines. 
Figure 3.4 shows an example of layer line fitting for wall 2 of DP3. First we fitted 
the (1, 1) layer line of wall 2 with different Bessel function orders (N) to estimate the tube 
diameter. The (1, 1) layer line intensity profile is not sensitive to the inclination angle, 
which can be taken as zero initially. The fitting gave the diameter of wall 2 ~ 24.3 Å and 
Bessel order of 34, as shown in Figure 3.4a. Next, we used the (0, 1) layer line to 
determine the tube inclination angle. We limited the Bessel orders to these that gave 
similar wall diameters with the value determined from the layer line (1, 1) and looked for 
the best fit with different inclination angles of γ. This is illustrated in Figure 3.4b; the best 
fit gave γ = 11.5o for the diffraction pattern of DP3. Figure 3.4b also demonstrate the 
sensitivity of the fitting to the inclination angle; a change of 1
o
 leads to clear differences 
between the calculated and the experimental layer line intensities. Using this procedure, γ 
can be measured with a 0.1
o
 accuracy.  
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Figure 3.4 An example of Bessel function fitting for the determination of the tube 
diameter and inclination angle for the wall 2. The fitting of layerline of (1, 1) is used to 
measure the tube diameter. The fitting the (0, 1) layerline (b) is used to determine the 
inclination angle. The figure shows the dependence of layer line intensities on tube 
inclination angles for = 10.5˚, 11.5˚ and 12.5˚.  
 
Figure 3.5 summarize the fitting results for different walls of the MWCNT 
studied here. The experimental and theoretical intensity profiles for layer line (0, 1) of 
wall 1, 2, 4 and layer line (1, 0) of wall 3, 5 are shown. It should be noted that not all 
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experimental layer lines can be fitted. For each wall, we choose only well separated layer 
lines from the 5 layer lines of (-1, 1), (0, 1), (1, 0), (1, 1), (1, 2). In the MWCNT studied 
here, the (0, 1) layer lines of wall 3 and 5 are too close to each other, so are the layer lines 
(-1, 1) of wall 1 and 4. These 4 layer lines were not included in the analysis. The layer 
lines from wall 5 in the recorded diffraction patterns of number DP3 and DP4 are 
diffused with less well defined intensity oscillations, which indicate the presence of 
defects or imperfection for this particular wall. These layer lines also were not included. 
The zigzag wall 3 is a special case, which will be discussed later. The diameters given by 
the fitting of different layer lines and for each of 4 recorded diffraction patterns are listed 
in Table 2. The average of the diameter from the same wall gives the standard deviation 
σ1 which takes into account the error from tilt angle γ, the experimental coordinates X and 
Z. 
The zigzag wall 3 is a special case for the tube diameter measurement because the 
intensity of layer line (1, 0) and (-1, 1) depends on the tube’s azimuthal orientation, 
which can break the 2mm symmetry [49, 52, 53]. However, the layer line intensity is still 
expected to be proportional to 2
39J , but modulated by a variable  
2sin 39  where   is 
the azimuthal angle in the reciprocal space [53]. The modulation  2sin 39  is less than 
or equal to one. The fitting in this case was carried out by averaging the intensities of all 
four quadrants with the fitting only performed to the averaged intensity. We found that 
the first four peaks of the experimental profile could be well-fitted with 2
39J .  
 
76 
 
 
Figure 3.5 The fittings of experimental intensity distribution with theoretical Bessel 
function of order N were shown for layer line (0, 1) of wall 1(a), 2(b), 4(d) and layer line 
(1, 0) of wall 3(c), 5(e). For each layer line, we can get one diameter value from the 
fitting. The final mean diameter is obtained by averaging the value from different layer 
lines and different diffraction patterns for the same wall.  
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Unit 
(Å) Wall1 Wall 2 Wall 3 Wall 4 Wall 5 
G (0,1) (1,0) (1,1) (0,1) (1,0) (1,1) (-1,1) (0,1) (-1,1) (0,1) (1,0) (1,1) (1, 0) (1,1) (1,2) (-1,1) 
N 10.00 14.00 24.00 9.00 25.00 34.00 16.00 39.00 39.00 26.00 29.00 55.00 56.00 60.00 64.00 52.00 
DF1 16.92 16.86 16.96 24.36 24.33 24.26 24.48 31.07 30.88 37.67 37.56 37.53 45.76 45.88 45.83 45.68 
DF2 16.92 16.94 16.96 24.26 24.28 24.29 24.32 31.05 30.88 37.62 37.55 37.63 45.72 45.86 45.86 45.68 
DF3 17.00 17.05 17.05 24.31 24.34 24.38 24.40 31.07 31.03 37.60 37.60 37.68     
DF4 17.04 16.96 17.01 24.38 24.32 24.25 24.23 31.01 30.97 37.61 37.69 37.58     
D  16.97 24.32 30.99 37.61 45.79 
σ 0.06 0.07 0.09 0.07 0.10 
C-
Cradial 1.474±0.005 1.446±0.004 1.442±0.004 1.432±0.003 1.429±0.003 
 
Table 3.2 The layer line fitting results for wall diameter measurements are listed here. G 
stands for different layer lines, which are indexed based on the graphene reflections. N is 
the order of the best fitting Bessel function. DF1, DF2, DF3, DF4 are 4 different 
diffraction patterns recorded at different areas of the same tube. The average value is 
obtained by averaging over all the fitting results from the same wall. The standard 
derivation σ1 takes into account the error from tilt angle γ, the experimental coordinates X 
and Z, but not the camera constant C. The experimental error from the camera constant is 
given by σ2. The listed C-Cradial is the effective carbon bond length in radial direction 
calculated based on the measured tube diameter. 
3.4.4 Measurement of Axial Periodicities 
When rolling a graphene sheet to form a CNT, edge shared carbon hexagons 
along the three hexagonal axes of the graphene become three helical ribbons for the CNT 
[42]. The axial periodicity of these helical ribbons defined by the distance along the tube 
axis is related to the layer line distance using the following expression: 
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 ( , ) ( , )/ cos /( )h k h k
P
L C Z P nh mk h
p
      (3.8) 
where C is the camera constant (product of the camera length and the electron 
wavelength), Z(h,k) is the experimental vertical distances of the corresponding graphene 
reflections (h, k) to the equatorial line, which is the number of pixels, ( , )d h k , times the 
pixel size of the detector. For the three first order layer lines, the axial periodicity is 
defined by the three helical ribbons, which is illustrated in Figure 3.6 using a (8, 1) 
SWCNT as an example. 
 
Unit (Å) Wall 1 Wall 2 Wall 3 Wall 4 Wall 5 
Area L R L R L R L R L R 
DF1 2.334 2.334 2.201 2.201 2.133 2.133 2.416 2.416 2.136 2.139 
DF2 2.336 2.339 2.203 2.206 2.138 2.135 2.417 2.417 2.135 2.132 
DF3 2.342 2.340 2.204 2.204 2.131 2.131 2.411 2.411   
DF4 2.342 2.340 2.200 2.203 2.132 2.129 2.409 2.409   
L(0,1) 2.338±0.004 2.203±0.004 2.133±0.004 2.413±0.004 2.135±0.004 
c-caxial 1.419±0.003 1.420±0.002 1.422±0.003 1.418±0.003 1.421±0.003 
 
Table 3.3 The experimentally measured axial periodicity belonging to the (0, 1) layer line 
and the corresponding C-Caxial effective bond distance obtained from the experiment 
listed for all 5 walls. The values are measured from for all 4 different patterns (DF1 to 
DF4) studied here, and the left (L) and right (R) side of the DP.  
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Figure 3.6 Three different helical ribbons related to (0, 1) (solid lines), (1, 0) (long 
dashed lines) and (1, 1) (short dashed lines) layer lines in diffraction. The distance 
between two nearest parallel helical ribbons along tube direction is the axial periodicity 
shown as L(0, 1) , L(1, 0) and L(1, 1).  
For each diffraction pattern, we measured the distance Z(0,1) of the layer line (0, 1) 
twice at the left and right side, respectively. For wall 3 and 5, Z(0,1) was obtained by 
summing Z(1,1) and Z(1,0). This was repeated for all 4 diffraction patterns studied here. The 
results of the measured axial periodicity are listed in Table 3. The first error bar σ1 is the 
standard deviation obtained by averaging the values obtained for the same wall, which is 
taken as the measurement error. A second error σ2 is also presented in Table 3, which 
includes the estimated error due to uncertainty in the camera constant C. The C-C bond 
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distances calculated from the measured axial periodicities are also listed in Table 3.   
3.4.5 Assignment of Tube Chiral Indices and Structure Determination 
  The Bessel function orders of layer line (1, 0) and (0, 1) are directly related to the chiral 
indices (n, m) according to Equation 3 [51]. This allows us to assign (n, m) for each wall 
based on the Bessel orders listed in Table 2. The chiral indices, (n, m), can also be 
checked by comparing with the measured chiral angles and diameters. Based on these 
principles, the chiral indices for 5 walls are determined to be (14, 10), (25, 9), (39, 0), (29, 
26), (56, 4), respectively, which are listed in Table 1. The atomic structure of the 
MWCNT based on the structure determination results is shown in Figure 3.7a together 
with a simulated electron diffraction pattern of the model shown in Figure 3.7b. 
 
Figure 3.7 Atomic structure model (a) of ideal cylindrical tubes constructed based on the 
chiral vectors determined by electron diffraction and the simulated diffraction pattern (b) 
of model (a). 
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3.5 Discussions of the Structure Analysis at Room Temperature 
3.5.1 Comparison with the Ideal Carbon Nanotube Structural Model 
To examine the significance of the above experimental results, we first compare 
the measured wall diameters and axial periodicities with theoretical values based on the 
ideal carbon nanotube structural model. The theoretical diameter of a cylindrical CNT is 
generally taken as idea 2D r from equation 1. If we take 1.421 Å for the C-C bond length 
[2], the ideal diameters for the 5 walls are: 16.36, 23.90, 30.55, 37.33 and 45.52 Å 
respectively. If we define the difference between the experiment and the calculated 
diameters using the radial difference ratio βr of exp idea idea( ) /D D D , we obtain the 
following values of 3.8±0.4%, 1.8±0.3%, 1.4±0.3%, 0.7±0.2%, 0.6±0.2% for wall 1 to 5, 
respectively. The ratio is significantly greater for inner walls than the outer walls.  
The axial periodicity of a CNT for the layer line (0, 1) is defined by
(0,1) idea = 3 cos /2L a  , where a is graphene lattice parameter and α is the tube chiral 
angle. (0,1) idealL for the 5 walls are 2.342, 2.205, 2.131, 2.418 and 2.135 Å, respectively. If 
we define the axial difference ratio βa by (0,1)exp (0,1)idea (0,1)idea( ) /L L L , we obtain the 
following values of -0.2±0.2%, -0.1±0.2%, 0.1±0.2%, -0.2±0.2% and 0±0.2% for the 5 
walls in the measured MWCNT. Thus, there is no detectable difference along the tube 
axial direction among the 5 walls. The tube diameters and the axial periodicities L(0,1) are 
plotted in Figure 3.8 for all 5 walls together with the theoretical values. The theory and 
experiment agree within the error bar for L(0,1), but they differ by amounts beyond the 
measurement errors for the tube diameter.  
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The experimental measurements can be converted to the effective C-C bond 
length using the same formula that was used to obtain theoretical values. The effective 
axial C-C bond length C-Caxial for all five walls is 1.42 Å from the measured spacing of 
L(0,1). This is the same as the C-C bond length in graphene. Around the tube, the effective 
radial C-C bond length is 1.474±0.005, 1.446±0.004, 1.442±0.004, 1.432±0.003 Å and 
1.429±0.003 Å, respectively for Wall 1 to 5. 
 
Figure 3.8 Diameter D and Axial periodicity L, related to the layer line (0, 1) plotted for 
each wall (a). Experimental tube diameter and axial periodicity ( D and L ) are compared 
with the values of ideal CNT in (b) and (c), respectively. The radial and axial difference 
ratios are plotted in (d). 
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3.5.2 Examination of Possible Tube Deformations by Checking the 2mm 
Symmetry of Diffraction Patterns 
To look into possible sources for the increases in the effective radial C-C bond 
length, we first examined deviations from the cylindrical shape by deformation, which, in 
principle, could lead to a larger effective tube diameter seen by electrons [48]. To see 
whether the CNTs are deformed, we carried out a test of the 2mm symmetry of the first 
order layer lines in the diffraction pattern, which is expected for a cylindrical tube. The 
2mm symmetry is also expected for incommensurate, cylindrical, chiral MWCNTs for the 
first order reflections. The 2mm symmetry is lost if the tube deviate from the cylindrical 
shape such as deformed tubes [48, 52]. Since deformation affects the experimental tube 
diameter measurement [48], a test of 2mm symmetry is important for the interpretation of 
experiment. It should be pointed out that the test of the 2mm symmetry cannot be carried 
out for achiral tubes or other special tubes where the 2mm symmetry is broken due to 
overlapping of helical layer lines (see section IV.1 and refs [49, 51]).  
Figure 3.9 shows two examples of the 2mm symmetry test that we carried out. 
The (0, 1) layer line from wall 4 and (0, 1) layer line from wall 1 are plotted here for the 
left and right sides of the layer line. Agreements between these two sides are expected for 
the 2mm symmetry. We used the following procedure to quantify the symmetry. First, we 
use a Gaussian function to fit individual oscillation peaks in the layer line intensity 
profile to obtain the peak center position (XG). We compare this position with the Bessel 
function fitting curve, which gives a corresponding peak position XB. Then we take the 
difference of (XG - XB), and average the difference for the first 5 peaks at the left side of 
the layer line. This average value is called δL. We then repeat the procedure for the right 
side of the layer line, and obtain the average deviation δR. For the (0, 1) layer line of Wall 
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4, the average deviation difference between left side and right side (δL- δR) is 0.037±1.1 
pixels, which corresponding to a difference of 0.01±0.2 (Å) in tube diameter. This small 
difference indicates that this particular layer line has is mirror symmetric within the 
experimental error. For wall 1, which is the innermost tube, the layer line intensity is 
weak and contains more noise. The average difference of left side and right side (δL- δR) 
is 1.35 ±1.57 pixels, which corresponding to 0.13±0.15 (Å) in diameter. Again the 
deviation from the mirror symmetry is within the experimental error. Similar conclusions 
also hold for wall 2 and 5. Since wall 3 is an achiral tube, a test for 2mm symmetry 
cannot be carried out.  
 
Figure 3.9. A comparison between the left and right sides of the (0, 1) layer line for wall 
1 and 4. The cross is the experimental data and the solid line is the fitting curve.  
3.5.3 Bond Lengths Revealed from the Measured Wall Diameters and Axial 
Periodicities  
To explain our experimental results based on the cylindrical walls, we look for 
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alternatives to the ideal hexagonal graphene structure of three equal C-C bonds of the 
length 1.421 Å at angles of 120˚ apart from each other. To suggest a new structural model 
for carbon nanotubes, we take into account of following considerations. First, the axial 
periodicity is the same as the one predicted by the ideal CNT structure. Secondly, the 
only change observed is in the wall diameters. The measurement of tube chiral angle 
based on the ratio of the axial periodicities of the helical ribbons (see 4.4) is not affected 
by the change in tube diameters. The change in tube diameter only is also consistent with 
the theoretical results of Kanamitsu and Saito, which showed a tube-diameter dependence 
that scales 1/D
2
 with D for tube diameter [8]. 
To take account of the change in tube diameter, we propose a simple model by 
stretching the unit cell of the CNT along the perimeter direction, while keeping the axial 
periodicity constant. The model is illustrated for a (2, 1) SWCNT in Figure 3.10a. The 
unit cell of the ideal graphene is denoted by the parallelogram of OACB with O at the 
origin. The coordinates (x, y) for A, B, C, D are (xA, yA)=(2.461cos(π/3-α), 2.461sin(π/3-
α)), (xB, yB)= (2.461cosα, 2.461sinα), (xC, yC)= (4.263cos(π/6-α), 4.263sin(π/6-α)), (xD, 
yD)= (2.842cos(π/6-α), 2.842sin(π/6-α)) respectively, obtained based on tge1.421 Å bond 
length for the ideal graphene. After the stretching, the unit cell is changed to OA’C’B’ as 
shown in Figure 3.10b, and the coordinates for A’, B’, C’, D’ are then (x’A, y’A)= 
(2.461cos(π/3-α)(1+ βr), 2.461sin(π/3-α)(1+ βa)), (x’B, y’B)= (2.461cosα(1+ βr), 
2.461sinα(1+ βa)), (x’C, y’C)= (4.263cos(π/6-α)(1+ βr), 4.263sin(π/6-α) )(1+ βa)), (x’D, 
y’D)= (2.842cos(π/6-α) )(1+ βr), 2.842sin(π/6-α) )(1+ βa)) respectively, with βr and βa are 
the experimental stretching ratios defined in Figure 3.8d. This new unit cell give three 
new bonds A’D’, B’D’, C’D’ with bond lengths d'1, d'2, d'3, and the new bong lengths can 
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be calculated from the coordinates of A’, B’, C’, D’.  
 
 
Figure 3.10 The planar graphene sheet (a) to roll up a (2, 1) SWCNT. OB and OA are the 
basis vectors of the graphene. X is the perimeter vector direction and Y is the axial 
direction of the tube. The unit cell of the graphene is the parallelogram (OACB) and α is 
the chiral angle. The new model to fit the experimental results is built up by stretching 
the planar graphene structure along the X direction and Y direction, according to the 
measured radial and axial difference ratios βr and βa. The new unit cell of graphene after 
stretching is the parallelogram (OA'C'B') as shown in (b) with three new bond lengths d'1, 
d'2, d'3.   
The results obtained from the above model are listed in Table 4, and the error bars 
are calculated from the propagation of uncertainty in the experimental measurements. 
The results indicate there are generally 3 different bond lengths for chiral tubes and 2 
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different bond lengths for achiral tubes (Wall 3 here). We note the difference the bond 
lengths is also larger than what was predicted by Kanamitsu and Saito [8]. The different 
bond lengths in the CNT observed here is consistent with the idea of Pauling’s bond 
resonance model in the way that the equal C-C bond length in graphene is a special result 
of the hexagonal symmetry for graphene. The hexagonal symmetry is broken in general 
in CNTs due to the tube curvature. The change in the bond length can be related to the 
bond number of Pauling’s quinoid model, according to: 
single single double= -( - )*1.84*(n -1)/(0.84n +0.16)i i id d d d  (3.9) 
where di is the bond length for a given bond number ni, dsingle and ddouble are the bond 
lengths of a single and a double bond respectively [6]. The bond numbers obtained for 
wall 1 range from 1.10 to 1.31, with 1.10 close to the single C-C bond. The total bond 
number, however, is slight reduced for small diameter walls from the sum of 4 expected 
for ideal graphene. 
 Wall1 Wall2 Wall3 Wall4 Wall5 
d'1 (Å) 1.437±0.004 1.433±0.004 1.436±0.004 1.422±0.003 1.427±0.003 
d'2 1.428±0.003 1.421±0.001 1.422±0.003 1.421±0.003 1.421±0.002 
d'3 1.475±0.006 1.445±0.004 1.436±0.004 1.431±0.003 1.428±0.003 
 
Table 3.4 Three bond lengths revealed from the new model by stretching the tube along 
the perimeter and axial directions separately. There are generally three different bond 
lengths for chiral walls and two different bond lengths for achiral wall (wall 3). 
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3.5.4 Debye-Waller Factor of Carbon Atoms 
In order to figure out the average displacement of the atoms, we also investigated 
the Debye-Waller factor of the carbon atoms by examining the scattering angle 
dependence of the diffraction intensity. When fitting the layer line intensities, we found 
that it was necessary to introduce an additional damping factor (Debye-Waller factor) 
along the radial direction: 
2
( ) exp( 2 )
2
rad rad
R
D R B
 
   
 
 
(3.10) 
The effect of this radial Debye-Waller factor is shown in Figure 3.11, which shows a 
comparison between Brad = 0 and 8 Å
2
 made for the (0, 1) layer line of the Wall 1 and 
Wall 4 respectively. The fit to the experiment is much improved with Brad = 8 Å
2
. The 
corresponding mean square displacement is 2 0.1u   Å
2
. The magnitude of the mean 
square displacement is about 7 times larger than the reported mean square amplitudes of 
thermal vibrations of graphite in directions perpendicular to the basal plane of the 
graphite, U33 = 0.014 Å
2 
(in the parallel directions, U11 = 0.003 Å
2 
) [54]. The large mean 
square displacement was not observed along the tube direction, in agreement with our 
previous study of SWCNTs [16]. The large magnitude of the mean square displacements 
in the radial direction, beyond the reported values from thermal vibrations, suggests a 
static contribution to mean square displacement, and this also may affect the bond lengths. 
To confirm this, a further study of diffraction intensity temperature dependence is 
required. 
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Figure 3.11 The effects of the radial damping factor Brad, on the layer line intensity fitting.  
3.6 Temperature Dependent Structure Evolution  
The CTE measurement of the same MWCNT analyzed above was carried out 
from 297 k to 1073 k. Electron diffractions were recorded at 297 K, 473 K, 623 K, 773 K, 
873 K, 1073 K, separately. The method for the structure analysis is the same as discussed 
in session 3.4 and 3.5. 
We compared between the diffraction patterns recorded at room temperature and 
high temperature. The differences are plotted in Figure 3.12 along both radial and axial 
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directions. The plotting here has already considered the effect of tilting angle. It’s 
obvious that the position of the peaks shifts as the temperature increases. The expansion 
in the reciprocal space means contraction in the real space. The diameter and axial 
periodicity of each shell at different temperatures are shown at Figure 3.13. All five walls 
show radial contraction from 297 K to 827 K, and then expansion beyond 827 K. Here 
the crossover temperature between contraction and expansion is similar as predicted 
crossover temperature 800 K for a SWCNT [26]. On the other hand, all five walls exhibit 
axial contraction from 297 K all the way up to 1027 K. 
 
Figure 3.12 Radial plot compares the intensity along layerline (1, 0) of wall 4 between 
diffraction patterns recorded at 297 K and 873 K. Axial plot compare the axial distance of 
layerline (0, 1) of wall 4 between diffraction patterns recorded at 297 K and 1073 K. 
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Figure 3.13 The diameters D1-D5 (marked by solid black dots) and the axial periodicities 
L1-L5 (marked by blue hollow square) related to the layer line (0, 1), measured at 
different temperatures from 297 K to 1073 K. 
CTE is the fractional change in length per degree of temperature changes, which 
is defined as   
  
    
, where    is the original length, L is the new length, and T is the 
temperature. The average radial and axial CTE of each wall was obtained and plotted in 
Figure 3.14 (a), by linear fitting from 297K to 873K and 297K to 1073K, separately. The 
plotting shows that the radial CTE has strong diameter dependence: the smaller diameter 
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walls contracts more in the radial direction as the temperature increases. The radial CTE 
changes from (-8.59±0.46)E-5 (1/K) for the wall with diameter 17.0 Å to (-2.13±
0.73)E-5 (1/K) for the wall with diameter 45.8 Å. The radial CTE of different walls is 
illustrated using the color bar in Figure 3.14 (b) to visualize the diameter dependence. On 
the other hand, the axial CTE is almost the same for each wall, and the average axial CTE 
for different walls is (-1.30±0.07)E-05 (1/K), which is similar to the in-plane CTE of 
graphite [55]. 
 
Figure 3.14 (a) The radial CTE (black square) of each shell by linear fitting from 297K to 
873K, and the axial CTE (red dot) of each shell by linear fitting from 297K to 1073K. It 
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(Figure 3.14 continued) shows that the radial CTE has strong diameter dependence, while 
the axial CTE for different diameter walls is almost the same. (b) The radial CTE of 
different walls is illustrated using the color bar to visualize the diameter dependence. 
3.7 Summary 
We have shown the electron diffraction procedure for accurate structure analysis 
and structure determination of a MWCNT of five walls with diameter ranging from ~17 
to 46 Å. By fitting the intensity oscillation of the layer lines with Bessel functions, 
measuring the layer line positions and taking account of the effects of nanotube 
inclination on diffraction intensities, we show that the diameter, axial periodicity and 
chiral indices of each wall can be measured accurately. The experimental measurement 
errors can be further reduced by averaging over values obtained from different layer lines 
of both the first and second order graphene reflections, and from diffraction patterns 
taken from different places of the same tube. Our results show significant difference in 
nanotube diameters compared with the ideal CNT structure model of hexagonal graphene 
structure and C-C bond length of 1.421 Å. The largest difference is 3.8±0.4% for the 
innermost wall of ~17 Å in diameter. The difference is much smaller at 0.6±0.2% for the 
outermost wall of ~46 Å in diameter. Compared to the strong size dependence of the 
nanotube diameters difference, the axial periodicities of all 5 walls are almost the same as 
the ideal CNTs and no diameter dependence was observed. To fit the experimental results, 
we propose a new model by fitting the measured wall diameters and axial periodicities. 
The model fitting indicates, on average, there are three different bond lengths in chiral 
walls, and two different bond lengths in achiral walls. The experimental diameters are 
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also accompanied by a large radial Debye-Waller factor 8 Å
2
. The thermal expansion 
behavior of the same MWCNT was also studies by in-situ heating the sample inside the 
TEM. All the 5 walls show apparent radial diameter thermal contraction from 297 to 
827k, and expansion from 827 to 1027k. The radial CTE has strong diameter dependence 
between 297 and 827k; It changes from (-8.59±0.46)E-5 (1/K) for the wall with 
diameter 17.0 A to (-2.13±0.73)E-5 (1/K) for the wall with diameter 45.8 A, which 
means smaller diameter shell contracts more. However, all the 5 walls show apparent 
axial thermal contraction from 297 to 1073k, which is independent of the diameter with 
the average axial CTE equaling to (-1.30±0.07)E-05 (1/K). 
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CHAPTER 4 
STATIC AND THERMAL DYNAMIC CORRUGATIONS OBSERVED IN 
LARGE DIAMETER CARBON NANOTUBES 
 
The microscopic corrugations in suspended graphene along the out-of-plane 
direction are believed to be intrinsic to graphitic nanostructures, including large diameter 
carbon nanotubes (CNTs). However, the nature of the corrugations, whether they are 
static or dynamics, has been a subject of considerable debate. Their determination is 
important since the presence and nature of corrugations strongly affect the electronic and 
chemical properties of graphene. In this chapter, we investigate the nature of the 
corrugations in a larger diameter CNT inside a multiwall carbon nanotube (MWCNT) 
free from surface contamination. By measuring the temperature dependent atomic 
corrugations along the tube radial direction, we determined that the thermal dynamic 
corrugations changes from ~0.2 Å
 
at 297 K to 0.4 Å at 1073 K and there is a large static 
corrugations ~0.2 Å.  Furthermore, the thermal displacements follow the Debye model 
with a Debye temperature of 284 K, which is important for understanding the thermal 
properties of CNTs. 
4.1 Introduction 
The morphology of graphene and related graphitic nanostructures, such as large 
diameter CNT, has been the subject of much attention. Experimental studies have shown 
that suspended graphene sheets are susceptible to microscopic ripples of ~1 nm along the 
out-of-plane direction over a characteristic lateral scale of 10-25 nm [1]. Similarly, radial 
corrugations of ~0.3 Å of different cylindrical CNTs at room temperature have been 
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reported [2, 3]. The corrugations can come from edge stress in case of graphene
4,5
 or 
defects,  such as Stone–Wales configuration [4-6], especially in CNTs. Monte Carlo 
simulations showed that the graphene ripples spontaneously appear owing to thermal 
fluctuations [7]. In particular, CNTs have a number of low frequency radial breathing 
modes, which can be thermally excited and dominate the thermal fluctuations.[8, 9] It has 
also been suggested that atomic corrugations in suspended 2D graphene are necessary for 
stabilization against thermal fluctuations [7]. The corrugations have been attributed to 
several interesting electronic phenomena, including electron-hole puddles [10, 11] and 
enhanced chemical reactivity [12-14]. Investigating the nature of these corrugations is 
thus important for understanding the mechanisms of stability and electronic properties of 
graphene related materials [15-17]. However, distinguishing the thermal dynamic 
corrugations and the static ones has been a challenge, and none experimental results have 
been reported yet for graphene or CNTs.  
Here, we investigated the temperature dependent out-of-plane atomic 
displacements of a large diameter CNT inside a suspended MWCNT using electron 
diffraction. The circular geometry of CNTs enables the detection of the out-of-plan atom 
displacements in CNT diffraction patterns, which is much more difficult to do in case of 
graphene. For CNTs, the out-of-plan atom corrugations, or displacements, can be 
determined by the measurement of the Debye-Waller factor along the tube radial 
direction using electron diffraction. By measuring the radial mean square displacement 
versus temperature, it is possible to separate static and dynamic contributions to the radial 
displacement. In addition, the tube out-of-plane Debye temperature revealed from this 
measurement is important for understanding its thermal properties, including thermal 
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transport [18].  
4.2 Experiment Measurement of Temperature Dependent Debye-Waller Factor 
The MWCNT studied here was synthesized by chemical vapor deposition (CVD) 
obtained from NANOCYL Company (France). Lacey carbon film on copper grid 
obtained from Ted Pella Inc (USA) was used to support the MWCNTs. The atomic 
structure of the MWCNT studied here was previously analyzed in detail at room 
temperature [3]. This MWCNT consisted of five walls with diameters ranging from ~17 
to 46 Å, and all the five walls are cylindrical as indicated by the 2mm symmetry of the 
diffraction pattern [3]. The 4
th
 wall of circumference 11.6 nm (diameter of 3.7 nm) was 
selected for analysis in this work since it gives the best diffraction intensity. The electron 
diffraction experiment was carried out with JEOL 2010F at 6 different temperatures from 
1073 K down to 297 K using a Gatan heating sample holder (Model 901). The diffraction 
patterns were recorded on imaging plates with the exposure time of 11 s. The temperature 
of this heating holder was calibrated separately using a polycrystalline Aluminum film. 
The electron diffraction patterns from the Aluminum film (Figure 4.1 (a) were taken from 
room temperature up to Aluminum’s melting temperature. The patterns were collected 
under 297 K, 473 K, 573 K, 673 K and 773 K, separately. Then the lattice constant of the 
Aluminum film was examined by measuring the diameter of the diffraction rings in the 
electron diffraction patterns. Thus the thermal expansion of the Aluminum film could be 
calculated from the lattice constant measured at different temperatures. The actual 
temperature of the film was then determined by comparing the measured thermal 
expansion coefficient of Aluminum film with the published data [19] (Figure 4.1 (b)). 
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Using this approach, the uncertainty of the temperature readout from this heating holder 
is calibrated to be about 6 degrees.  
The electron diffraction pattern from a single CNT consists two sets of layer lines 
belonging to the curved hexagonal lattices [2, 20]. The radial corrugations of CNT lead to 
a damping of the layer line intensity along the radial direction in the reciprocal space. As 
long as corrugations are random in the sampled section of the CNT, the intensity 
damping  can be described by  
21
( )=exp
2
T Q Q u
 
  
 
,[21] with u  representing the 
radial displacement(corrugation) of the tube atoms, and Q , the radial scattering factor. If 
written in the scale of intensity, the damping factor is 
    
2
22 exp 2 exp( 2 )
2
rad rad
R
D R T R u B
 
       
 
, where
2
Q
R

 , and Brad  is the 
Debye-Waller factor equal to 2 28 u . Here, 2u  is the mean square displacement of 
carbon atoms in the radial direction. 
To measure 2u , we recorded diffraction patterns at different temperatures from 
the five wall MWCNT. The results are shown in Figure 4.2. Wall 4 is the second outmost 
wall of this MWCNT with chiral indices (29, 26) [3]. The diffraction from Wall 4 gives 
high quality layer lines, and its (0, 1) layer line is able to be fit up to more than 10 peaks 
(Figure 4.2 (b)). The diffraction patterns were collected at temperatures of 297 K, 473 K, 
623 K, 773 K, 873 K and 1073 K, respectively. The fitting of (0, 1) layer line of Wall 4 at 
these six different temperatures is shown in Fig.1 (c-h). The Debye-Waller factor Brad at 
each temperature was fitted to be 8 Å
2
, 10 Å
2
, 11 Å
2
, 13 Å
2
, 15 Å
2
 and 17 Å
2
, with 1 Å
2
 
uncertainty. The corresponding mean square displacement 2u is 0.101 Å
2
, 0.127 Å
2
, 
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0.139 Å
2
, 0.165 Å
2
, 0.190 Å
2
 and 0.216 Å
2 
with 0.013 Å
2 
error bar. 
 
 
Figure 4.1 (a) Electron diffraction patterns taken from a polycrystalline Aluminum film 
with sharp diffraction rings. (b) The experimental coefficient of thermal expansion (red 
dots) was used to compare with the published Aluminum thermal expansion data [19], 
revealing the uncertainty of 6 degrees of the heating holder readout. 
(b) 
(a) 
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Figure 4.2 (a), The 4
th
 Wall of the 5-walled CNT was selected for analysis, with diameter 
about 37 Å. (b), (1, 0) diffraction layer line from Wall 4 with good quality which can be 
fit up to 10 peaks. (c-h), fitting of (0, 1) layer line of Wall 4 at six temperatures with 
Debye-Waller factors. We compared Debye-Waller factor Brad=0 (dashed line) and 8 
(solid line) at 297 K (c), and also compared Brad=8 (dashed line) and 17 (solid line) at 
1073 K (h).  
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4.3 Revealing the Static and Thermal Dynamic Corrugations 
Figure 4.3 plots the radial mean square displacement versus temperature. In the 
Debye approximation, the dynamic mean square displacement at high temperature region 
could be expressed as
2
2
_
3
dynamic high T
B D
u T
mk


 
[21], where the dynamic mean square 
displacement is proportional to the temperature T, and Debye temperature D  is the 
variable of the slope. We linear fitted the experiment data of 2u  versus the temperature, 
and the fitting result gives 2u  =1.49e-4T+0.054 (Å
2
). From the fitted linear slope we 
obtain the Debye temperature of 284 ± 17 K. This Debye temperature is close to the 
value of graphite Debye temperature (290.8 K) calculated with the Debye continuum 
model in terms of the elastic constants [22], and lower than the experimental values 
(560~670 K) from X ray or neutron diffraction [23, 24]. 
This linear fitting also gives 0.054 (Å
2
) mean square displacements at zero degree, 
which contrasts with the zero interception from Debye model, and suggests a large radial 
static deformation. To estimate the static radial displacement of our MWCNT, we refer to 
the thermal vibration amplitude of graphite in the out-plane direction. Post [25] and 
Kellett’s [26] experimental data on most perfect graphite shows interception close to zero 
after the linear fitting the mean square displacement with temperature, and the same 
result is  found in Molecular Dynamics simulation [27] and numerical evaluation [28]. To 
be more specific, the mean square displacement from optical vibration is ~0.00127 (Å
2
) 
at zero degree [28], which is much smaller than our 0.054 (Å
2
) value. From this, we 
conclude that the large interception must come from the static atomic corrugations, which 
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on average is about 0.2 Å. This value is similar to the static displacement found in an 
imperfect graphite sample studies by X-ray diffraction [23].  
 
 
Figure 4.3 We linear fit the mean square displacement of carbon atoms of Wall 4 in the 
radial direction, the intercept at T=0 K gives a large mean square displacement 0.054 ± 
0.007 (Å
2
), which is contributed mostly from static deformation. The slope of this line 
also gives the Debye temperature about 284 ± 17 K. The full expression of Debye model 
fitting is also plotted with the solid curve. 
 
The full expression of mean square displacement 2u total is thus given by 
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Debye model, where T is the temperature, D  is the Debye temperature, m is the atom 
mass and Debye integral function ( )x  is defined as 
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.[21] This 
Debye model fitting for Wall 4 is also plotted in Fig. 2. Linear fitting and Debye model 
fitting overlap very well above the Debye temperature. At low temperature region, the 
difference comes from the thermal zero point motion [21]. 
To estimate the lateral scale of the corrugations, we examined the width of the 
layerline. The experimental width of the layerline can be affected by the following two 
factors: 1) the coherence length of the incident electron probe, 2) diffuse scattering 
caused by the lateral scale of corrugations along the axial direction. The coherent length 
alone may broaden the Brag peak to the angular width equal to the inverse of the coherent 
length [25], and the lateral scale of corrugations cause additional broadening of the layer 
line [21]. To analyze the width of the layer line, we need to combine the contribution 
from these two factors. The lateral coherent length of our 40 nm parallel electron probe is 
about 35 nm [26], and the inverse of the coherent length gives 0.029 nm
-1
 angular width 
of the layer line in the diffraction pattern which corresponds to ~2 pixels in the image 
plate (1 pixel represents 0.013 nm
-1
 spatial frequency). However, the experimentally 
measured layerline width (full width at half maximum) is between 4 and 6 pixels, which 
are larger than the broadening caused the beam coherent length alone. We thus speculate 
that the extra width broadening comes from the mosaicity associated with the 
corrugations along the axial direction. The broadened peak has a Lorentzian tail rather 
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than a single Gaussian peak expected from Brag scattering alone.  The Lorentzian tail can 
be attributed to diffuse scattering caused by corrugations [21]. The width of the 
Lorentzian tail is between 8 and 12 pixels, which corresponds to lateral scale of 
corrugations with size about 5~10 nm. 
4.4 Summary 
In conclusion, we investigated the radial mean square displacement of a 
suspended cylindrical MWCNT by measuring the Debye-Waller factor at 6 different 
temperatures ranging from 297 K to 1073 K. By fitting with Debye model approximation, 
it shows that the total radial corrugation has both static and thermal dynamic 
contributions. The static corrugation was estimated to ~0.2 (Å), while the thermal 
dynamic corrugation changed from 0.2 Å
 
at 297 K to 0.4 Å at 1073 K. The Debye 
temperature was revealed to be ~284 K from the fitting slope. The diameter of the tube 
analyzed here is ~37 Å, and this is large enough that the local area of the tube resembles 
graphene sheets with small curvature. The study here is thus significant for understanding 
the corrugations of graphene sheets and other graphitic materials. 
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CHAPTER 5 
FREE FOLDING OF SUSPENDED GRAPHENE SHEETS BY RANDOM 
MECHANICAL STIMULATION 
Graphene, like a sheet of paper, folds under mechanical forces. The stability of 
folded graphene, however, depends on the folding direction and the resulted graphene 
stacking. Suspended graphene in liquids folds freely under random ultrasonic 
stimulations. We determined the structure of ~100 folded graphene edges by electron 
nanodiffraction. About 1/3 are armchair and 1/3 are zigzag. The results are explained by 
the energetics of graphene folding and atomic simulation. The zigzag edge has AB 
stacking, while in the armchair edge, AB stacking is achieved in some areas by a small 
twist. This work has been published in Physical Review Letter [1].  
5.1 Motivation and Background 
Graphene edges, analogous to the surface of nanoparticles, can significantly 
influence the overall electronic and magnetic properties of graphene nanostructures [2-5]. 
Fabrication of graphene edges and characterization of their atomic structure thus have 
become an important issue in graphene research, especially for electronic applications [6-
10]. Folded edges are unique to graphene, including graphene sheets of a few atomic 
layers, and 2D structures in general [11, 12]. The folded graphene edges have a nanotube-
like structure, which possess unusual electronic properties [13, 14] and mechanical 
stability resulted from the van der Waals (vdW) attraction of folded graphene [15]. 
Graphene folding, like forming a carbon nanotube by rolling up a graphene sheet, can 
occur in any directions. However, the adhesion of folded graphene sheets depends on 
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atomic stacking. Energetics of graphene folding is thus expected to be very different from 
carbon nanotubes. The effect of this on the structure of folded graphene has not been 
addressed.  
Previous studies reported that the surface layers of graphite can be folded by 
scratching using a scanning tip [16] or by high temperature annealing [14]. Scanning 
tunneling microscopy (STM) study of folding suggested either AB or AA stacking of 
folded surface layers [16]. Line defects were also observed in the folded layers created by 
the STM tip [17]. The folded graphene has an closed edge compared to the open edge of 
unfolded graphene. A recent transmission electron microscopy (TEM) study of high 
temperature annealed graphite also found closed edges, suggesting that folding is also a 
part of high temperature surface reconstruction of graphene [14]. The TEM study also 
reported a dominance of AA stacking in graphene bilayers with closed edges [14].   
Here, we use graphene suspended in solution and free folding is achieved using 
powerful ultrasound, which generates random mechanical forces. Although graphene is 
stiff in the planar directions [18], it’s compliant in the out-of-plane direction. This 
approach allows us to carry out a statistical investigation of folded graphene in all 
directions and analyze the energetics of graphene folding. The folded graphene has a 
closed edge; to distinguish it from an open edge, we use nanoarea electron diffraction 
(NED) together with TEM imaging.  The additional structural information obtained by 
NED removes the ambiguity in the interpretation of TEM images of graphene edges [19] 
and provides a direct determination of open or closed edges[14, 20, 21].  Through a 
statistic measurement of ~100 folded graphene edges with graphene layers ranging from 
1 to 15, we found that the graphene preferentially folds along the armchair and zigzag 
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directions. This preference is explained by an examination of graphene folding energetics 
based on atomic-scale finite element method (AFEM) simulation [22]. By comparing 
energies of different folded edges, we show that the observed preference for folding is 
driven by the lattice registry effect between the folded graphene sheets. 
5.2 Fabrication and Characterization of the Folded Graphene Sheets 
To make folded graphene, we start with graphene sheets prepared by the “drawing 
on the board” method [23]: a pencil tip (with the hardness H) is used as a chalk to draw 
lines on a silicon wafer and deposit thin graphene sheets onto the silicon surface. The 
wafer is then immersed in a solution of dimethylformamide inside a glass container and 
sonicated in a water bath using a 60 W ultrasonic processor (Branson 1210) for two 
minutes. This procedure removes the graphene materials gently from the silicon surface 
into the solution. The solution is then collected in a small glass container and sonicated 
with the Sonics VCX500 ultrasonic processor operated with the probe placed inside the 
container and at 200 W for ten minutes. Research has shown that this setup is capable of 
producing intense local heating and high pressures by the collapse of bubbles caused by 
cavitations [24]. TEM sample was prepared by transferring graphene onto the support of 
lacey carbon-coated grids. Afterwards the sample was annealed at 500 
o
C in a high 
vacuum chamber (base pressure 2.0E-7 torr) for two hours to reduce the organic 
contaminants. TEM work was performed on a JEOL 2200FS operating at 80 kV. The 
diffraction was recorded in the NED mode using a 15 nm probe in diameter and an in-
column omega energy filter to reduce the inelastic background in the recorded diffraction 
patterns.  
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Figure 1 shows an example of a folded sheet with ~10 layers of graphene. There 
are two straight edges on the left and right sides. Fig. 1a and c are the high-resolution 
TEM (HRTEM) images and the diffraction patterns recorded from the two edges. 
Experimentally, we found that most of the graphene flakes observed in the sample have 
folded edges, including those with several graphene layers like the one shown in Fig. 1b. 
Folded single, or double, layered graphenes are also observed. 
 
Figure 5.1 (b) TEM image of a multi-layer graphene sheet with two straight edges on left 
and right sides which are 30o apart. (a, c) The HRTEM image and its diffraction of the 
two edges. The diffraction indicates the left is an armchair folded edge and the right a 
zigzag folded edge. 
5.3 Analytical Calculation 
The structure of a folded graphene is described by its folding angle and the 
balance between the attractive force between two graphene sheets and the tension cause 
by bending the graphene sheet (Figure 2(a)). The folding angle, α, is defined as the angle 
between the graphene lattice vector a1 and the direction normal to the folding axis (Figure 
2(a)). The folded structure is characterized by a minimum length of flat, overlapped, 
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region, Lc, which provides the attractive force to balance the mechanical tension of the 
curved edge of the folded graphene. The shape of the curved edge and Lc can be 
determined by minimization of energy [25]. Assuming the energy of the flat, unfolded 
graphene to be zero, the total energy of a folded graphene 
totalU  is composed of two parts, 
the bending energy in the curved edge 
bU  and the adhesion energy of the flat region aU  
due to vdW interaction. The bending energy 
bU  is obtained analytically as
 1 2 2 20 1 0sin /2
2 2 2 2 2 2
0 1 0 0 1 0
0 0
2 ( )sin ( )sinbU EI d EI d
  

         
  
 
       , where 
EI=0.69 eV is the bending stiffness per unit length (nm) of graphene [26], 0  is the 
curvature at the connecting point between the curved edge and flat region, and 1  is the 
curvature at the right end point, as shown in Figure 2(b). The adhesion energy per unit 
length is defined by a cU L   , where  =1.45 eV/nm2 (37 meV/atom) is the vdW 
interaction energy per unit area obtained from AFEM calculations [27, 28]. This value 
agrees well with  ~40 meV/atom reported by density functional theory simulations [29, 
30]. Energy minimization gives 0 , 1  and the shape of the curved edge (Figure 2(b)). 
From 0totalU  , the minimum length Lc to stabilize the fold is obtained as 1.62 nm.  
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Figure 5.2 (a) The schematic of folding a graphene sheet with 22.5o folding angle α. (b) 
The shape of the folded edge determined by minimization of energy. Nanoarea electron 
diffraction of the folded edges 
5.4 Electron Diffraction from the Folded Edges 
We employ NED to characterize the structure of the folded edges of graphene 
sheets created by ultrasonication. As we show here, the direction of suspended graphene 
folding can be determined directly and conveniently by electron diffraction. Also the 
open and folded edges can be distinguished by diffraction. Figure 3 (a) shows a recorded 
diffraction pattern from a folded single layer graphene together with a recorded TEM 
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image. The main features of the diffraction pattern include (1) two sets of honeycomb 
strong diffraction spots from top and bottom graphene layers; (2) elongated diffraction 
layer lines due to the curved structure of the folded edge; (3) a relatively strong equatorial 
oscillation which is perpendicular to the edge direction. The simulated diffraction is also 
shown in Figure 3b based on the model given in Fig. 2b. The graphene folding angle can 
be measured directly from the diffraction pattern based on the ratio of three distances, d1, 
d2, and d3, between the three principle layer lines and the equatorial line as shown in 
Figure 3d. For example, a value of 22.5 ± 0.1o is obtained for the folded edge shown in 
Fig. 2. The folding angle measurement described here is similar as the chiral angle 
measurement of carbon nanotbues [31]. 
  
 
Figure 5.3 The experimental (a) and simulated (b) diffraction patterns of the 22.5o single 
layer graphene folded edge with the images inset. 
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A graphene folded along the 0o or 30o directions gives armchair or zigzag folded 
edges, respectively. In these two cases, the two sets of honeycomb diffraction spots from 
the top and bottom layers of the folded graphene overlap. The equatorial line in the 
diffraction pattern goes through the {1, 1, l} reflection for graphene with the armchair 
edge, and {1, 0, l} for the zigzag edge, where l is integer. This feature can be used to 
distinguish the zigzag and armchair edges. The strong (0, 0, 2) reflection along the 
equatorial line is a feature from a multi-layered folded edge. The strong (0, 0, 2) 
reflection is a result of wave interference between scattering by different graphene layers 
at the curved edge. The presence of the strong (0, 0, 2) reflection in case of multilayered 
graphene, or the intensity oscillation in case of a single layer graphene, can be used to 
distinguish a folded edge from an open edge. 
Figure 4 shows three types of folded edges of double-layered graphene as 
observed by HRTEM imaging and electron diffraction. Figure 4(a) is an armchair edge 
with 0o folding angle. Figure 4(c) is a chiral edge with 14.6o folding angle. Fig. 3e is a 
zigzag edge with 30o folding angle. The hexagons superimposed on the image indicate 
the atom arrangements of the graphene. The folding angle is measured from the 
corresponding diffraction pattern (Figure 4(b, d, f)). Fig. 3a and c were processed by 
Fourier filtering to enhance the image contrast. In Fig. 3e, the recorded TEM image was 
not able to resolve the atomic structure due to the sample tilting away from the zone axis; 
however, the diffraction pattern (Figure 3(f)) provides all structural information, such as 
the 30o folding angle.  
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Figure 5.4 HRTEM images (a, c, e) and diffraction (b, d, f) from bilayer graphene folded 
edges of different types: (a) (b) from armchair; (c) (d) from a 14.6o chiral folded edge; 
(e) (f) from zigzag. Atomic configuration of hexagons is superimposed on the HRTEM 
images. 
We investigated a total of 100 folded edges with the number of graphene layers 
ranging from one to fifteen. The distribution of folding angle of these 100 graphene edges 
is shown in Figure 5. Among the 100 edges, 29 are armchair (0o) and 27 are zigzag (30o) 
edges. Thus, there is close to one third of armchair edges and one third of zigzag edges 
with the rest in between them. 
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Figure 5.5 The distribution of the folding angle experimentally obtained from 100 folded 
graphene edges.  
5.5 Energetics of Graphene Folding 
  To understand the observed preference for armchair and zigzag edges in folded 
graphene, we compare the energies of different folded edges.  A circular graphene of 10 
nm in radius with 11503 atoms is chosen to study the folding behavior using AFEM 
simulation. In the simulation, covalent bonds between carbon atoms are modeled by the 
Tersoff-Brenner potential [32], and the vdW interaction is modeled using a Lennard-
Jones potential for carbon,      
12 6
4V r r r    
 
, where 2.39 meV   and 
0.342 nm   [33]. Fig. 5a shows an illustration of the circular graphene used in the 
simulation. The circular geometry keeps the overall folded geometry constant. The 
circular graphene is first folded along different directions and then relaxed by AFEM. 
The shapes and energies of folded graphenes are obtained by energy minimization for 
each folding angles. The shape of the folded edge agrees well with the analytical model 
124 
 
described earlier in this letter. No indications of line defects are observed at the curved 
edges, suggesting these defects may be unique to the scratched graphene created by a 
STM tip [17]. The energy difference per unit area between the folded and unfolded 
graphene is plotted in Fig. 5a as a function of the folding angle, which clearly shows two 
energy minima at 0o and 30o. Because the area of folded graphene is large (the typical 
size is on the order of 100*10 nm
2
, see Figure 1(b)), the total energy variation can be 
quite large. In addition, the lattice registry effect increases with the graphene size, thus 
experimental energy minimum is expected to be deeper than Figure 6(a). Experimentally, 
the initial folding direction is largely determined by the force exerted during the collapse 
of ultrasonic bubbles, while local heating [24] provides some pathways for energy 
minimization. The results here suggest that the two energy slopes in Figure 6(a) to some 
degree act as driving forces for graphenes from their initial folding directions to the 
preferred directions (armchair or zigzag).   
The energy of folded graphenes can be explained by the lattice registry effect 
between two parallel graphene sheets with AA and AB stacking representing the highest 
and the lowest energy states, respectively [25,26]. AB stacking is achieved across the 
entire ﬂat region of the folded zigzag edge Figure 6(d), which has the lowest energy in 
Figure 6(a). For the armchair folded edge, about 1/3 of the ﬂat region demonstrates AB 
stacking away from the folded edge, with stacking between AB and AA near the edge, 
which corresponds to the local energy minimum at 0
o
 in Figure 6(a). The AB stacking 
away from the armchair edge is obtained by a translation along the edge direction, which 
gives the small twist of the folded edge as shown in the side view in Figure 6(b). The 
highest energy point at 10
o
 in Figure 6(a) comes from incommensurate stacking, as 
125 
 
shown in Figure 6(c). The ripples induced by the edge stress can be seen in simulation 
from the side views for all the folding angles [32,33]. Folding of multilayer graphenes is 
governed by the lattice registry effect between the innermost graphene sheet [26]. The 
bending stiffness of graphene increases with the number of graphene layers, which will 
affect the shape of the folded graphene edge. 
 
Figure 5.6 (a) Energy difference per unit area between the folded and unfolded graphene 
versus folding angle. Inset: an illustration of a circular graphene. (b-d) The top and side 
view of 0
o
, 10
o
, 30
o
 folded edges given by AFEM simulation. 
5.6 Summary 
In conclusion, we have shown that the suspended graphene sheets can fold freely 
under intense mechanic stimulation. Electron diffraction was used to distinguish between 
closed and open edges and allowed a determination of the folding direction with an 
126 
 
accuracy of 0.1
o
. Through statistical investigation of ~100 straight folded edges, we 
found free graphene sheet tends to fold along armchair (0) and zigzag (30) directions. 
The preference of graphene folding was explained by the calculation of the energies of 
folded structures using atomistic simulations. The results show a global and local energy 
minimum along 30 and 0 folding directions, respectively. The global minimum is 
associated with AB stacking of the entire flat region, while the local minimum with a 
mixture of AB and AA stacking achieved by a small twist of folded graphene. The results 
here show that lattice registry effect drives the formation of closed graphene edges with 
well-defined atomistic structures and the associated electronic properties.  
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CHAPTER 6 
ATOMIC STRUCTURE AND ULTRA-HIGH RESOLUTION OF DETONATION 
NANODIAMONDS 
This chapter covers our systematic investigation of the atomic structure of nano-
sized diamonds synthesized by detonation method. Complementary techniques have been 
used for this purpose, including electron powder diffraction, radial distribution function 
analysis, high resolution transmission electron microscopy, nano-area electron diffraction, 
coherent electron diffractive imaging, electron energy loss spectrum and Raman 
scattering. Based on our experimental results, a structural model is proposed for the 
structure of the detonation nanodiamonds studied in this work. The sub-ångström 
resolution of individual nanodiamonds was firstly achieved here by coherent electron 
diffractive imaging, which combines information from both diffraction and imaging. 
Moreover, the diffractive imaging was also used to reconstruct the stereo pair images of 
the same particle, providing a potential pathway to solve the three-dimensional structure 
of a single nanocrystal with atomic resolution. 
6.1 Introduction 
Nanometer-sized diamonds have been discovered as a constituent of interstellar 
dusts and primitive meteorites from outside the Solar System [1-4]. Nanodiamonds have 
also been found in the synthesized diamond film by chemical vapor deposition (CVD) [5-
7], as well as the carbonaceous residues of detonations [8, 9]. The study of detonation 
nanodiamonds (DNDs) began as a classified military research in Russian about five 
decades ago [10], by exploding a TNT/hexogen composition in a closed container. 
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Research activities in DNDs increased sharply after the initial report published in 1988 
[8], and industrial productions soon started afterwards. Nanodiamonds produced by the 
detonation method exhibit unique physical and chemical properties such as high hardness 
and stiffness, photoluminescence, and surface functionalization [11-13] . The high 
hardness and stiffness of DNDs make them desirable for a number of mechanical 
applications. For example, DNDs can be used as lubricant in motor oils to improve the 
engine performance, as additives to increase the hardness of chromium coatings, as well 
as in polymers composites to improve the wear resistance and durability [14]. The 
photoluminescent properties of the DNDs, which is attributed to the nitrogen impurities 
and defects [15-17], makes them attractive for applications in quantum optics [18], 
nanoscale magnetometry [19] and biolabelling [20]. The surface functionalization of 
nanodiamonds can be used to graft different functional bioactive moieties, and make 
DNDs well-suited for biological applications, such as drug delivery [21, 22]. However, 
all these interesting properties and applications crucially rely on the atomic structures of 
this novel carbon nanoform. Therefore, the structure characterization and modeling of 
DNDs are important issues in nanodiamond research. 
A number of characterization results of DNDs have been reported using a wide 
range of techniques, including X-ray [23, 24] and neutron scattering [25, 26], high-
resolution transmission electron microscopy (HRTEM) [17, 27], Raman scattering [28] , 
X-ray absorption spectroscopy [29], electron energy loss spectroscopy (EELS) [17], 
infrared absorption spectroscopy [30] and etc.. These results revealed that DND powders 
predominantly contain cubic diamond particles with various non-diamond bonds of C=C, 
C-H C-O and C=O. Among these experimental methods, X-ray diffraction, neutron 
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diffraction [23, 26] and HRTEM [17, 27] give direct atomic structure information [31]. 
X-ray and neutron diffraction provide average, while HRTEM can provide local 
structural information. However, in the case of X-ray and neutron scattering, the lack of 
real space information makes the interpretation of the diffraction data less straightforward, 
for example, the particle size distribution, which usually requires additional imaging for 
comparison [32]. The resolution of previous HRTEM study was limited to ~0.2 nm by 
the aberrations of electron microscopes [10, 33]. The amorphous carbon films used to 
support DNDs in these studies also contributed to diminish the resolution and contrast of 
the DNDs further. On the other hand, DNDs also tend to aggregate [10, 27]. The 
resolution limitations, as well as the agglomeration of DNDs, make the investigation of 
individual DND particles difficult. 
The lack of high-resolution structural data has led to some controversies about the 
structural phases of nanodiamonds [34-40]. Beside the allotropes of cubic and hexagonal 
diamonds, a modified phase of diamond with strong forbidden reflections of cubic 
diamond, such as {200} and {222} was discovered in 1991 from shock compression and 
rapid quenching of graphite sheets [41]. This modified phase was then named new 
diamond. Later, similar diffraction characteristics were also reported in structures formed 
by detonation [33] and CVD synthesis [42]. Since then, several hypothetical models and 
formation mechanisms have been proposed. One is the so called displacement model, 
which attributes the appearance of the extra reflections to the displacement of atoms from 
their equilibrium positions in cubic diamond with the Fd-3m symmetry [34, 35]; Another 
is the defective model, in which the four carbon atoms in the unit cell of one set sublattice 
are replaced with vacancies, and the overall unit cell still have FCC symmetry but with 
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the zincblende structure [34]; The third is the hydrogen incorporated model [40, 43]. 
However, until now, the structure of the new diamond remains controversial [34-40]. 
Using a modern transmission electron microscope (TEM), complimentary 
structural information can be obtained from the same area, including imaging, diffraction 
and EELS. Since electron interacts with matters much stronger compared with X-ray and 
neutron, it is also possible to perform the RDF analysis from electron powder diffraction 
of selected nanoparticles [44]. Furthermore, nano-sized coherent electron probe can be 
formed inside TEM due to the flexibility of electron optics. The small size probe selects 
and isolates the local structure with very high spatial accuracy, which makes it possible to 
perform diffraction experiments on individual nanoparticles [45]. The technique for 
doing this is named nano-area electron diffraction (NED) [46]. Coherent diffractive 
imaging takes diffraction intensity from an isolated object obtained with a highly 
coherent electron beam and uses phase retrieval methods to reconstruct real space images 
at a resolution often beyond the capabilities of lens-based imaging [47]. The resolution of 
diffractive imaging, in principle, is limited only by the amount of high-angle scattering. 
Sub-ångström resolution electron diffractive imaging has been demonstrated by 
reconstructing experimental electron diffraction patterns of individual CdS quantum dots 
[45]. The resolution achieved by electron diffractive imaging is comparable to the best 
results obtained by aberration corrected transmission electron microscopy [48]. In 
addition, diffraction information may be used to overcome the ambiguity of HRTEM 
imaging of nanoparticles, which sometimes shows deceptive “lattice spacings” at certain 
orientations and may cause erroneous image interpretations [49]. Moreover, three-
dimensional (3D) reconstruction of particles has been demonstrated using X-ray 
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diffractive imaging at several nanometers in resolution. The reconstruction is done from a 
series of two-dimensional diffraction patterns [50]. However, ultimately, atomic 
resolution is required to determine the 3D structure of nanoparticles, including the 3D 
surface structure of nanoparticles. 
Here, we report a systematic study of the atomic structure of detonation 
nanodiamonds, by combining complementary techniques including electron powder 
diffraction, RDF analysis, HRTEM, NED, electron coherent diffractive imaging, EELS 
and Raman scattering. The average structural information was obtained from areas with 
aggregated nanodiamonds using electron powder diffraction, RDF analysis and HRTEM 
imaging. These techniques reveal the predominated core structure and the average grain 
size of nanodiamonds. Furthermore, individual DNDs were studied by NED, HRTEM 
and diffractive imaging. DNDs for these studies were supported by ultra-thin graphene 
sheets instead of amorphous carbon. Ultra-thin graphene sheets minimize the background 
intensity for HRTEM, and the mismatch between the graphene lattice and the 
nanodiamonds helps to separate the diffraction spots of nanodiamonds from these of 
graphene sheets. The study of individual DNDs shows a large proportion of individual 
multiple twinned particles and a small percentage of the so called new diamonds in this 
sample. By combining information from both diffraction and imaging, we succeeded in 
phasing experimental electron diffraction patterns of an individual new nanodiamond at 
sub-ångström resolution. At this resolution, the dumbbell structure with separation of 
0.89 Å was well recognized along the cubic [110] direction of the nanodiamond particle, 
and the inhomogeneous structure of the particle has been observed. Furthermore, the 
same particle was also tilted for stereo pair imaging with improved resolution by 
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diffractive imaging, demonstrating a possible approach to 3D determination at atomic 
resolution. 
6.2 Sample Preparation and Experimental Methods 
The DND particles studied here were purchased from International Technology 
Center (8100 Brownleigh Drive, Raleigh, NC, 27617). This commercial DNDs were 
produced using trinitrotoluene (TNT) and cyclotrimethylenetrinitramine (RDX) 
explosives by the detonation synthesis method [51]. Dimethylsulfoxide (DMSO) and ID 
water were used as solvent to disperse and store the DND sample, respectively. The 
solutions were sonicated with the Sonics VCX500 ultrasonic processor operated with the 
probe placed inside the small glass container and at 200 W for ten minutes. This is used 
to deagglomerate DND particles. The TEM samples were prepared by transferring the 
solution onto the TEM grid coated with lacey carbon and pre-deposited with graphene 
sheets. Graphene sheets here were obtained from the „drawing on the board‟ method [52, 
53]. Afterwards, the sample was annealed at 350 
o
C in a high vacuum chamber (base 
pressure 2.0E -7 torr) for two hours. TEM work was performed on a JEOL 2200FS. The 
HRTEM and NED of individual DNDs were performed under 80 kV, and NED was 
taken using a probe of 15 nm in diameter. Electron powder diffraction from areas with 
agglomerated DNDs was taken using a probe of ~200 nm in diameter under 200 kV. The 
diffraction patterns were recorded by using an in-column omega energy filter to reduce 
the inelastic background using a 20 eV slit, giving the energy-filtered zero-loss electron 
diffraction. Images were recorded by charge-coupled device (CCD) camera in this 
experiment, while diffractions patterns were recorded using both the CCD camera and 
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image plates. EELS data was collected in the TEM mode under 200 kV. Raman 
scattering sample was prepared by dropping the solution onto a silicon substrate, which 
was then heated to 80 
o
C to dry. The Raman spectrum was excited by 532 nm laser micro 
Raman with laser power 7.098 m and the focus lens 100X. The Raman spectroscopy was 
performed by Professor Chuanpu Liu‟s group at National Cheng-Kung University of 
Taiwan. 
 
Figure 6.1 Nanodiamonds with two different dispersions were observed in the sample 
prepared using DMSO solvent. One is the agglomerated DNDs clinging to the edge of 
amorphous carbon support (a); the other is the separated individual DNDs sitting on top 
of graphene sheets (c). (b) shows a magnified area of (a). 
Figure 6.1 shows selected images recorded from the DMSO prepared sample. 
Both agglomerated and separated particles were observed in this sample. Figure 6.1 (a) 
shows an example of an area with agglomeration of nanodiamonds, which extends 
beyond the edge of amorphous carbon film on the TEM grid. Figure 6.1(b) is the 
magnified image of (a). Electron powder diffraction and EELS data were collected from 
the agglomerated areas. It should be noted that diffraction information here was collected 
only from nanodiamonds that are free from amorphous carbon support. On the other hand, 
Figure 6.1 (c) shows an example of the area of well separated particles sitting on top of 
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graphene sheets. NED together with HRTEM was recorded from individual particles for 
structure analyses and diffractive imaging. We noticed that individual particles can be 
easily found on top of graphene sheets in the DMSO sample, while only agglomerated 
nanodimaonds and seldom separated particles were observed in the sample prepared by 
ID water solvent. This observation is in agreement with previous reports that DMSO is 
more effective for the deagglomeration and fractionation of DNDs over DI water [51]. 
Therefore, the following results and analysis are from the DMSO prepared samples only.  
6.3 Experimental Results 
6.3.1 Electron Powder Diffraction and Radial Distribution Function Analysis 
The energy filtered zero-loss powder diffraction pattern recorded from 
agglomerated nanodiamonds shows strong rings of {111}, {220} and {311} from the 
cubic diamond (Fd-3m) structure as illustrated in Figure 6.2 (a), indicating the 
predominated core structure of cubic diamond in DNDs. Except the cubic diamond 
pattern, rings from new nanodiamonds and hexagonal diamonds were also occasionally 
observed. Figure 6.2 (b) presents one example showing {002} reflections which are 
forbidden in cubic diamond and have been attributed to the named new diamond. Figure 
6.2 (c) presents one example showing the {100} reflections from hexagonal diamonds. 
The finite size of nanoparticles results in the broadening of the diffraction rings. By 
measuring the average width of the diffraction rings, the size of the nano domain was 
estimated to be 3.7±0.2 nm. On the other hand, no clear evidence is present in the 
diffraction patterns corresponding to the graphite crystal structure. 
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Figure 6.2 Electron powder diffraction patterns recorded from the agglomerated 
nanodiamonds. The cubic diamond patterns (a) are predominated in this sample, while 
the rings from new nanodiamonds (b) and hexagonal diamonds (c) show up occasionally. 
In order to quantify the structure of DNDs, we performed RDF analysis using the 
recorded electron powder diffraction patterns. The RDF gives the distance correlation 
between a pair of atoms. The principle of RDF analysis using electron powder diffraction 
is similar to X-ray and neutron diffraction [54], by an appropriate Fourier transform of 
the atomic scattering function normalized scattered intensity in the diffraction pattern. 
Our procedures used for RDF analysis are as follows. The energy filtered zero-loss 
electron powder diffraction from the agglomerated area was recorded on image plates 
(Figure 6.3) under 200 kV using 600 mm camera length, including            up to 
17.3 Å
-1
 for the integration. The camera length was calibrated using an aluminum film 
under the same microscope operation conditions. The central peak in the powder 
diffraction was modeled by a Pseudo-Voit function which is a Gaussian function mixed 
with a small proportion of Lorentzian function. The central peak is then subtracted off as 
the background. The normalization coefficient was found by fitting at large scattering 
angles where there are few features, using the atomic scattering factors. Research has 
shown that peak positions in RDF are not strongly influenced by the fit of atomic 
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scattering factors [44]. Finally, the RDF was obtained by integration throughout the 
reciprocal space.  
 
Figure 6.3 Energy filtered zero-loss electron powder diffraction recorded on image plates 
for RDF analysis, . The intensity is displayed in log scale. 
Figure 6.4 shows the RDF results obtained from three different areas of 
agglomerated DNDs, named Exp_1, Exp_2 and Exp_3. The damping of the RDF signal 
is obvious, due to the finite size of the nanoparticle structure that limits the maximum 
distance between atomic pairs. We tried to fit Exp_1 (black solid line) with cubic 
diamond structure (red cross) using the software of PDFgui [55], which is developed for 
real-space refinement of crystal structure based on the RDF analysis of X-ray and neutron 
diffraction. By setting the simulation parameter of diameter as the constraint, the refined 
result gives the domain size of 3.69 nm in diameter, which is consistent with the value 
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estimated from the width of the rings in the powder diffraction patterns. However, the 
particles observed in HRTEM, such as shown in Figure 6.1 (a), exhibit the particle sizes 
usually larger than 5 nm in diameter, which is significant larger than the size obtained 
here from powder diffraction and RDF. We will discuss later about this discrepancy, 
using data obtained from well separated particles in session 6.3.2. Figure 6.5 shows the 
RDF results at the low radius region. All three cases give similar peak shapes and 
positions, while the relative peak intensities are slightly different. It should be noted that 
the peak shown at 2.0 Å (Figure 6.4) is due to the termination ripple of the limited Q (up 
to 17.3 Å
-
1) recorded. The termination ripples can be reduced by using smaller camera 
lengths to get larger Q upper limitation. 
 
Figure 6.4 RDF results from agglomerated DNDs obtained from three different sample 
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(Figure 6.4 continued) areas. Exp_1 was fitted with cubic diamond structure nanoparticle 
with the diameter of 3.69 nm. 
 
 
Figure 6.5 RDF results of the three cases of Figure 6.4 shown at the expanded scale at 
low-r region. Exp_1 is fitted with cubic diamond structure. 
6.3.2 Diffraction and Imaging of Individual DNDs 
Well separated individual DNDs sitting on ultra-thin graphene sheets were also 
investigated using combination of NED and HRTEM. We found a large percentage of the 
individual DNDs have multiple-twinned structure. Figure 6.6 shows three examples of 
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the multiple-twinned DNDs with their HRTEM images and NED patterns. The 
diffraction patterns presented contain the scattering from individual DNDs only, as the 
scattering from the graphene support has been removed using another diffraction pattern 
recorded separately from the graphene support near the DND particle. The evidence of 
the multiple-twinning structure is clearly presented in both the HRTEM images and NED 
patterns given in Figure 6.6. In cubic diamond structure, twinning along {111} planes is 
common and occurs when the stacking sequence of {111} planes is abruptly reversed. 
The interface at the twin boundary is one of the lowest-energy lattice defects. Our 
experimental results show that cubic nanodiamonds can form twinned structures 
relatively easily during growth in detonation method. The multiple-twinned structure 
explains the discrepancy between the particle size observed in HRTEM and the size 
estimated by RDF and powder diffraction. The size from RDF and powder diffraction 
reflects the average domain size in the twinned structure, while HRTEM measures the 
particle size of these multiple-twinned DNDs.   
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Figure 6.6 HRTEM images and NED patterns from individual multiple-twinned DNDs 
supported by ultra-thin graphene sheets. 
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Figure 6.7 HRTEM image (a) and NED pattern (b) from an individual new nanodiamond 
with strong {200} reflections which are forbidden in cubic diamond. (c) and (d) are 
image and diffraction from an individual single-twinned DND, and the right side twin 
also exhibits strong {200} reflections.  
Individual nanodiamonds with strong {200} reflections which are forbidden in 
cubic diamond or the so called new diamonds, were occasionally observed in this sample. 
Figure 6.7 (a) is the HRTEM image of a new nanodiamond recorded along [110] 
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orientation, and the corresponding diffraction pattern of this particle (figure 6.7 (b)) 
exhibits strong {200} diffraction spots. Figure 6.7 (c) shows another case of a single-
twinned DND, with the left and right twins. We labeled the diffraction pattern of this 
single-twinned DND in figure 6.7 (d). The first order diffraction spots from the left twin 
are connected using green lines, while the right twin using red lines. These two sets of 
diffraction pattern coincide at        
  and         
 . These two spots are 
perpendicular to the twinning boundary and this twinning boundary actually is “invisible” 
to the real space periodicity corresponding two these two spots. Therefore, the intensity 
oscillations around these two spots are not affected by the truncation effect of the 
twinning boundary, and then reserve the features which are sensitive to the shape and 
surface of the nanoparticle, as seen in figure 6.7 (c). However, the other first order spots 
have been elongated along the direction perpendicular to the twinning boundary, due to 
the truncation effect of the twinning boundary. The right twin is slightly off the [110] 
zone axis, as the two {111} spots are missing and the elongated lattice fringes are 
observed in the HRTEM. Moreover, the strong {200} spots are given from the right twin, 
indicating that the right twin belongs to the new nanodiamond structure. The (-22-2) spot 
is also visible here. On the other hand, the left twin is closer to the right [110] zone axis 
of cubic diamond compared with the left twin, as four {111} show up in the diffraction 
pattern and the [110] lattice fringes are presented in the HRTEM image. The left twin has 
standard cubic diamond structure without obvious {200} reflections. 
6.3.3 Ultra-High Resolution Diffractive Imaging 
The resolution of the HRTEM images of individual DNDs can be improved 
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through coherent diffractive imaging. The background of theory and procedures of 
coherent electron diffractive imaging can be referred to the reference [56]. Here, we 
chose the case of the single new diamond shown in Figure 6.7 (a) for diffractive imaging 
in order to gain a better understanding of the strong {200} reflections and the structure of 
new nanodiamonds. The low-resolution image (Figure 6.5 (a)) provides the starting phase, 
real-space constraint, missing information in the central beam and essential marks for 
aligning the diffraction pattern, and diffraction provides high-resolution information. The 
resolution of the starting image resolution is about 2 Å (Figure 6.8 (a)). By combining 
real and reciprocal space information, we succeeded in phasing experimental electron 
diffraction patterns of this individual nanodiamond to achieve sub-ångström resolution. 
Figure 6.8 (b) shows the reconstructed object function (real part) of this new 
nanodiamond particle. The resolution is improved to ~0.65 Å measured from the power 
spectrum of the reconstructed image. The resolution, in this case, is diffraction limited. 
At the improved resolution, the dumbbell structure is resolved in the left part of the 
particle, with the separation of 0.89 Å along the cubic diamond [110] direction. 
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Figure 6.8 (a) HRTEM image of the single new nanodiamond. (c) Reconstructed image 
of the particle with sub-ångström resolution; the inset shows a magnified image of the left 
part of the particle where the dumbbell structure of diamond [011] can be resolved. (c) 
and (d) are HRTEM and reconstructed images of the sample particle tilted by 10 degree 
for stereoscopic viewing. 
Sub-ångström resolution electron diffractive imaging was also achieved 
previously on a single CdS particle using 200 kV electron probe, and the high energy 
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electron induced radiation damage limits the study of the particle to only a single 
projection. Our experiment of the DNDs was carried out under 80 kV setting here, which 
is under the damage threshold calculated for carbon nanotube with weaker carbon-carbon 
bonds [57]. Therefore, the diffractive imaging of nanodiamonds under 80 kV is very 
promising to determine the three dimensional structure of a single DND particle, by 
rotating the particle to different orientations. Here, for demonstration, we tried to tilt the 
same particle shown in Figure 6.8 (a) by 10 degrees for stereo pair imaging and 
diffraction. The tilting direction is near the (200) direction of this particle. At the 
orientation after tilting, we also applied the diffractive imaging to improve the resolution 
of HRTEM image. It is obvious that the quality of the image after reconstruction (Figure 
6.8 (d)) is much better than the starting HRTEM image (Figure 6.8 (c)).  The stereo pair 
images at two orientations can be combined to give the perception of 3D display. 
6.3.4 Electron Energy Loss Spectrum and Raman Spectrum 
Figure 6.9 shows the EELS data taken from the agglomerated nanodiamonds, 
together with spectrum obtained from the graphene support as a reference. The 
nanodiamond spectrum shows typical diamond (σ*) energy-loss near edge structure 
starting at 292 eV, but the edge fine structural is slightly different from that of bulk 
diamond. For the purpose of comparison, the EELS from bulk cubic diamond is inserted 
[17]. In addition, the spectra from DNDs only free from either amorphous carbon and 
graphene support also show a small carbon prepeak at ~285 eV (π*), indicating graphitic 
component in this DND sample. Clear signals for nitrogen (nitrogen K-edge) and oxygen 
(oxygen K-edge) are also present, centered at 402±0.1 eV and 532±0.1 eV, respectively. 
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However, their intensities are weak, indicating the percentage of these bonds is small. 
The nitrogen and oxygen edges are magnified for illustration. 
The diamond peak in the Raman spectrum (Figure 6.10) downshifts to 1323 cm
-1
, 
compared with 1332 cm
-1
 of bulk diamond. This has been attributed to the confinement 
of optical phonons in nanocrystals [58]. Another peak at 1621 cm
-1 
is also presented in 
the spectrum, which could be the result of convolution of the G band of graphitic carbon 
at 1590 cm
-1 
and O-H groups at 1640 cm
-1
. Our Raman spectrum is in agreement with 
previously published data of nanodiamonds with 95% sp
3
 contents [59].   
 
Figure 6.9 EELS spectra taken from agglomerated nanodiamonds. Except the σ* peak at 
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(Figure 6.9 continued) carbon K-edge, peaks from sp
2
 bonded carbon, nitrogen and 
oxygen are also presented here.  
 
 
Figure 6.10 Raman spectrum with diamond peak at 1323 cm
-1
 and another peak at 1621 
cm
-1
. 
6.4 Discussions 
6.4.1 Structural Model of DNDs 
From the results shown above, average structural information from the 
agglomerated DNDs has been obtained, including the existing phases, domain size and 
chemical bonding, as well as the local structural information from well separated 
individual DNDs such as the multiple-twinning. These complimentary results provide us 
the structural knowledge of DNDs from different perspectives. By combining all these 
information, we have tried to propose a structural model for the DNDs studied here. This 
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structural model has components listed as following.  
1) Multiple twinned core with predominated cubic diamond structure. The 
predominated cubic diamond core structure is confirmed with powder diffraction and 
RDF analysis from the agglomerated DNDs. The multiple twinning of the core can be 
seen from HRTEM and NED from individual DNDs. The average grain size of the twin 
is estimated to be 3.7 nm. There are also a small proportion of hexagonal nanodiamonds 
and new nanodiamonds shown in this sample as observed in figure 6.2 (c) and (b). 
2) Reconstructed surface with graphitic fragments. Both the EELS and 
Raman spectrum show obvious signal from graphitic carbon, while no apparent 
reflections are observed in the powder diffraction. This discrepancy can be explained by 
the presence of small fragments of layered fullerene-like surface. The curved graphitic 
fragments contribute to broaden the graphitic reflections that are weak, and these 
graphitic reflections may sit on top of the already widened diffraction rings from the 
cubic diamond cores due to the finite size, and thus difficult to distinguish. The graphitic 
surface should be mostly single layer, which is consistent with our powder diffraction 
data with the absence of {002} graphite diffraction reflections. In addition, the HRTEM 
of individual DNDs shown in Figure 6.6~6.8 also support the major single layer graphitic 
surface model instead of multiple layers, as the resolution of HRTEM should be enough 
to solve the 0.34 nm spacing along [002] direction of graphite if multiple layers were 
present. Moreover, the scattering intensity from the fragmental graphitic surface should 
be much weaker than from the cubic diamond core, by comparing the ratio of the carbon 
atoms at the fragmental surface and in the core. Although electron diffraction does not 
present obvious graphitic signal, EELS and Raman spectrum are more sensitive of the 
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graphitic fragments because graphitic peak is well separated from other peaks which are 
proportional to the compositions. This graphitic shell model is in agreement with 
previous proposed model reported in [29].  
3) Functional surface groups and embedded nitrogen sites. EELS and Raman 
spectrum also detect oxygen, suggesting the surface groups such as ester and anhydride 
groups bonded to the diamond core. It was proposed that the inter-particle bonds between 
surface groups that strengthen the agglomeration of the primary particles [60]. Nitrogen 
detected by EELS suggests the nitrogen-related center embedded during synthesis.  
6.4.2 New Nanodiamonds 
The structure of new diamonds remains unsolved and controversial, and several 
hypothesis models have been proposed [34-40]. Here, using the ultra-high resolution data 
of a single new nanodiamond and its diffraction, we have investigated the origin of the 
new diamond phase. Firstly, the contribution from dynamic scattering was examined by 
multi-slice dynamic diffraction simulation. Afterwards, we compare different proposed 
models, and finally consider the structure which can best explain our experimental results.  
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Figure 6.11 The nanoparticle with cubic diamond structure (a) used for dynamic 
diffraction simulation (b) along [110] zone axis under 80 kV. The intensity ratio of (200): 
(1-11) was plotted versus the particle size (c). 
We began with the examination of the influence of the dynamic diffraction on the 
intensity of the {200} reflections. We built nanoparticles with cubic diamond structure 
with size ranging from 2 to 5 nm in diameter. The particle was truncated along ‹100›, 
‹110›, ‹111› with desired diameter as illustrated in Figure 6.11 (a). The dynamic 
diffraction pattern was simulated with multi-slice method along the [110] zone axis under 
80 kV. The results are shown in Figure 6.11 (b). The intensity ratio of the (200): (1-11) 
versus the particle size is plotted in Figure 6.11 (c). The simulation results show that even 
at the size of 5 nm in diameter, the intensity ratio is just ~0.025 from cubic diamond 
phase, which is much smaller than what we observed experimentally in Figure 6.7 (b) 
with a value ~2. This excludes the contribution of the dynamic scattering to the 
appearance of the forbidden reflections. 
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Figure 6.12 The mapping of the {200} lattice fringes. It is obtained by masking off the 
spots except {200} reflections and center beam in the fast Fourier transform (FFT) of 
Figure 6.8 (b) and inverse FFT afterwards. 
Among the proposed models, the displacement model involve peculiar bonding 
configurations [34, 35], and the accommodated strain is significant and unneligible. On 
the other hand, in case of the vacancy defective model, the vacancies must show up at the 
long range order so as to give such a strong {200} reflection, and this leads to the FCC 
structure which is not supported by first principle calculations [61-63]. Therefore, the 
only model left is the hydrogen-incorporated model. The hydrogen content was reported 
with a value up to 1.5 % by mass in the detonated nanodiamonds [64]. Except the 
presence in the surface functional group, hydrogen can exist at interstitial sites inside 
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diamond [65], changing the ordering of diamond structure and breaking the Fd3m 
symmetry. Thus, the hydrogen incorporated FCC carbon structure is the most reasonable 
to explain the new nanodiamonds observed in our experiment with a small percentage. 
In our reconstructed image of the individual new nanodiamond (Figure 6.8 (b)), 
the left side shows clear contrast of the dumb bell structure, while this feature diminishes 
at the right side of the particle, indicating the structure of this nanoparticle is 
inhomogeneous. By masking off the spots except {200} reflections and center beam in 
the fast Fourier transform (FFT) of Figure 6.8 (b) and inverse FFT afterwards, we got the 
distribution of the locations contributing to the {200} reflections (Figure 6.12). This 
mapping suggests the inhomogeneous distribution of hydrogen, if it is present, in this 
particle. 
6.5 Conclusions 
In conclusion, the atomic structure of detonated nanodiamonds has been studied 
systematically here by a combination of several techniques. The results indicate the 
DNDs studied here have a majority of twinned cubic diamonds core structure, with a 
small proportion of new diamond phase and hexagonal phase. The DNDs have been 
observed to have a fragmental fullerene-like surface, bonded with functional groups. 
Moreover, the sub-ångström resolution of individual nanodiamonds was firstly achieved 
here by coherent diffractive imaging, which combines information from both diffraction 
and imaging. The dumbbell structure with separation of 0.89 Å was well recognized 
along the cubic [110] direction. The diffractive imaging was also used to reconstruct the 
stereo pair images of the same particle, providing a potential pathway to solve the 3D 
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structure of a single nanocrystal with atomic resolution. 
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CHAPTER 7 
CONCLUSIONS AND FURTHER PERSPECTIVES 
7.1 Conclusions 
This thesis presents a study on the atomic structure of carbon nanomaterials using 
coherent electron diffraction. Several carbon nanoforms were investigated, including 
folded graphene, carbon nanotubes (CNTs) and nanodiamonds. Electron diffraction 
technique was used for quantitative structure analysis and also diffractive imaging with 
ultra-high resolution using coherent electron probes. 
Accurate structure analysis and structure determination were carried out in a 
multi-walled carbon nanotube (MWCNT) of five walls with diameter ranging from ~17 
to 46 Å. By fitting the intensity oscillation of the layer lines with Bessel functions, 
measuring the layer line positions and taking account of the effects of nanotube 
inclination on diffraction intensities, we show that the diameter, axial periodicity and 
chiral indices of each wall can be measured accurately. The experimental measurement 
errors can be further reduced by averaging over values obtained from different layer lines 
of both the first and second order graphene reflections, and from diffraction patterns 
taken from different places of the same tube. Our results show significant difference in 
nanotube diameters compared with the ideal CNT structure model from hexagonal 
graphene structure with C-C bond length of 1.421 Å. The largest difference is 3.8±0.4% 
for the innermost wall of ~17 Å in diameter. The difference is much smaller at 0.6±0.2% 
for the outermost wall of ~46 Å in diameter. Compared to the strong size dependence of 
the nanotube diameters difference, the axial periodicities of all 5 walls are almost the 
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same as the ideal CNTs and no diameter dependence was observed. To fit the 
experimental results, we propose a new model by fitting the measured wall diameters and 
axial periodicities. The model fitting indicates, on average, there are three different bond 
lengths in chiral walls, and two different bond lengths in achiral walls. The experimental 
diameters are also accompanied by a large radial Debye-Waller factor 8 Å
2
. Furthermore, 
the thermal expansion behavior of the same MWCNT was studies by in-situ heating the 
sample inside the TEM. All the 5 walls show apparent radial diameter thermal 
contraction from 297 to 827k, and expansion from 827 to 1027k. The radial CTE has 
strong diameter dependence between 297 and 827k; It changes from (-8.59±0.46)E-5 
(1/K) for the wall with diameter 17 A to (-2.13±0.73)E-5 (1/K) for the wall with 
diameter 45 A, which means smaller diameter shell contracts more. However, all the 5 
walls show apparent axial thermal contraction from 297 to 1073k, which is independent 
of the diameter with the average axial CTE equaling to (-1.30±0.07)E-05 (1/K). 
The microscopic corrugations of suspended graphene and CNT in the out-plane 
direction affect the stability and the electronic properties of these graphitic materials. The 
ripples can come from either thermal dynamic vibrations or static deformation caused by 
defects or stress. We investigated the radial mean square displacement of a suspended 
cylindrical MWCNT by measuring the Debye-Waller factor at 6 different temperatures 
ranging from 297 K to 1073 K. By fitting with Debye model approximation, it shows that 
the total radial corrugation has both static and thermal dynamic contributions. The static 
corrugation was estimated to ~0.2 (Å), while the thermal dynamic corrugation changed 
from 0.2 Å
 
at 297 K to 0.4 Å at 1073 K. The Debye temperature was revealed to be ~284 
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K from the fitting slope. The diameter of the tube analyzed here is ~37 Å, and this is 
large enough that the local area of the tube resembles graphene sheets with small 
curvature. The study here is thus significant for understanding the corrugations of 
graphene sheets and other graphitic materials. 
The physics of graphene folding was investigated by the combined experimental, 
theoretical and simulation study. The free folding of suspended graphene sheets can be 
achieved under intense mechanic stimulation. Electron diffraction was used to distinguish 
between closed and open edges and allowed a determination of the folding direction with 
an accuracy of 0.1
o
. Through statistical investigation of ~100 straight folded edges, we 
found free graphene sheet tends to fold along armchair (0) and zigzag (30) directions. 
The preference of graphene folding was explained by the calculation of the energies of 
folded structures using atomistic simulations. The results show a global and local energy 
minimum along 30 and 0 folding directions, respectively. The global minimum is 
associated with AB stacking of the entire flat region, while the local minimum with a 
mixture of AB and AA stacking achieved by a small twist of folded graphene. The results 
here show that lattice registry effect drives the formation of closed graphene edges with 
well-defined atomistic structures and the associated electronic properties.  
The atomic structure of detonation nanodiamonds were studied by combining 
several techniques. Average structure was obtained using powder electron diffractions, 
radial distribution function analysis and electron energy loss spectrum from the 
agglomerated nanodiamonds, while local structure was investigated from individual 
particles sitting on graphene support by nano-area electron diffraction and diffractive 
imaging. The results indicate the detonation nanodiamonds have a majority of twinned 
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cubic diamond core, with a small proportion of new diamond and hexagonal phases. The 
surface of the nanodiamonds is reconstructed with graphitic fragments, bonded with 
functional groups. The sub-ångström resolution of individual nanodiamonds was firstly 
achieved here by coherent diffractive imaging, which combines information from both 
diffraction and imaging. The dumbbell structure with separation of 0.89 Å was observed 
along the cubic diamond [110] direction. Moreover, the diffractive imaging was used to 
reconstruct the stereo pair images of the same particle, providing a potential pathway to 
solve the three-dimensional (3D) structure of a single nanocrystal with atomic resolution. 
7.2 Further Perspectives 
Tomography is the trend of microscopy characterization to retrieve the 3D 
structure information. Atomic resolution tomography is the ultimate goal of 3D structure 
characterization. There are two pathways to map the 3D diffraction space, either by 
tilting the sample or tilting the incident beam. In the nanodiamond chapter, we 
demonstrated the tilting of an individual diamond nanoparticle to two projections for 
ultra-resolution diffractive imaging. Similar experiment was also performed on a single 
Cadmium Sulfide nanoparticle. We succeeded in tilting this single particle to different 
zone axes. However, there are still some issues in performing this type experiment. One 
is how to accurately determine the orientation of the particle. The electron beam induced 
position changes of the particle, as well as the flexibility of thin supporting substrate such 
as graphene, makes it not reliable to use the readout of the tilting holder to determine the 
orientation of the particle sitting on the graphene substrate. Another issue is how to 
perform multiple diffraction experiment on the same particle while keep the radiation 
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damage as small as possible. Thus a rigid graphene substrate is needed in this case, and 
the minimization of the electron radiation effect is necessary. On the other hand, the 
plotting of the 3D structure of one Bragg peak using beam tilt will provide the 3D surface 
structure of the particle. However, the electron optics of JEOL 2200FS gave non-linear 
locus when the electron beam was tilted above certain angle. A rigid support of the 
sample is also needed for this beam tilt experiment. 
The high quality graphene benefits not only the study of itself but also as a 
superexcellent support to study other materials, such as nanoparticles and biological 
samples, due to graphene’s ultrathin structure and outstanding thermal transportation. 
During this thesis study, we have investigated several ways to prepare graphene samples, 
using methods including mechanical exfoliation, chemical vapor deposition (CVD) 
growth on copper and liquid phase exfoliation. However, none of the methods above has 
provided us with graphene of pristine quality. The contamination is a big issue although it 
may be reduced somewhat after the annealing.  Thus further investigation to prepare 
graphene samples is still need to meet the criterions of cleanness, large area and good 
crystallinity. 
The two dimensional network of graphene also makes it a good candidate for the 
study of topological defects and eventually the bonding configuration of amorphous 
structure. Combining electron diffraction with high resolution imaging, it will provide 
complementary structural information in both reciprocal and real spaces. Furthermore, 
the evolution of the amorphous structure can be studies by controlling the electron 
induced radiation. 
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