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ABSTRACT
We present the results of a search for bright (−22.7 ≤ MUV ≤ −20.5) Lyman-break galaxies at
z  6 within a total of 1.65 deg2 of imaging in the UltraVISTA/Cosmological Evolution Survey
(COSMOS) and United Kingdom Infrared Telescope Deep Sky Survey (UKIDSS) Ultra Deep
Survey (UDS) fields. The deep near-infrared imaging available in the two independent fields,
in addition to deep optical (including z′-band) data, enables the sample of z  6 star-forming
galaxies to be securely detected longward of the break (in contrast to several previous studies).
We show that the expected contamination rate of our initial sample by cool Galactic brown
dwarfs is 3 per cent and demonstrate that they can be effectively removed by fitting brown
dwarf spectral templates to the photometry. At z  6, the galaxy surface density in the
UltraVISTA field exceeds that in the UDS by a factor of  1.8, indicating strong cosmic
variance even between degree-scale fields at z > 5. We calculate the bright end of the rest-
frame Ultraviolet (UV) luminosity function (LF) at z  6. The galaxy number counts are
a factor of ∼1.7 lower than predicted by the recent LF determination by Bouwens et al. In
comparison to other smaller area studies, we find an evolution in the characteristic magnitude
between z  5 and z  7 of M∗ ∼ 0.4, and show that a double power law or a Schechter
function can equally well describe the LF at z = 6. Furthermore, the bright end of the LF
appears to steepen from z  7 to z  5, which could indicate the onset of mass quenching or
the rise of dust obscuration, a conclusion supported by comparing the observed LFs to a range
of theoretical model predictions.
Key words: galaxies: evolution – galaxies: formation – galaxies: high-redshift.
1 IN T RO D U C T I O N
The luminosity and mass functions of galaxies (i.e. the comoving
number density as a function of intrinsic luminosity or stellar mass)
are key observables in astronomy, as they trace the build-up and evo-
lution of galaxies through cosmic time (Madau & Dickinson 2014).
Through the comparison between the observed functions and the
 E-mail: raab@roe.ac.uk
†Scottish Universities Physics Alliance
predictions of theoretical models and simulations, it is possible to
gain an insight into the dominant processes that control the forma-
tion and evolution of galaxies (e.g. Peng et al. 2010; Bower, Benson
& Crain 2012). When observing high-redshift galaxies (z  3), the
rest-frame UV emission is redshifted into the optical/near-infrared
and galaxies can be efficiently selected via their strong Lyman-
break (at λrest = 1216 Å), as pioneered by Guhathakurta, Tyson &
Majewski (1990) and Steidel & Hamilton (1992). When character-
izing the number densities of these Lyman-break galaxies (LBGs)
at the highest redshifts, the determination of the luminosity function
(LF) of galaxies at rest-frame UV wavelengths has therefore become
C© 2015 The Authors
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a standard practice (Steidel et al. 1999). More recent progress in de-
termining the rest-frame UV LF at high redshift has been primarily
driven by data from the Hubble Space Telescope (HST), where
the superior near-infrared sensitivity provided by the Wide Field
Camera 3 (WFC3) has enabled the detection of hundreds of galax-
ies at z > 6 since it was installed in 2009 (e.g. Bouwens et al. 2010;
McLure et al. 2010; Oesch et al. 2010), with samples of objects now
extending up to z  9 (Ellis et al. 2013; Oesch et al. 2013). The
tightest constraints on the LF have come primarily from a ‘wedding-
cake’ like combination of these HST surveys (McLure et al. 2013;
Oesch et al. 2013; Finkelstein et al. 2014; Bouwens et al. 2015), with
extremely deep, small-area surveys such as the Hubble Ultra Deep
Field (HUDF, area = 4.5 arcmin2, typical limiting magnitude in the
near-infrared mAB ∼ 29.5) and parallel fields detecting the faintest
objects, being combined with samples of brighter galaxies from
the wider area Cosmic Assembly Near-infrared Deep Extragalactic
Legacy Survey (CANDELS; Grogin et al. 2011; Koekemoer et al.
2011, area  0.2 deg2, mAB ∼ 26–27). Furthermore, specifically
at z  8, the Brightest of the Reionizing Galaxies (BoRG; Trenti
et al. 2011, area 350 arcmin2, mAB ∼ 27) pure-parallel survey has
enhanced the samples of L  L∗ galaxies. Overall, there has been
a strong consensus between different analyses, using both the clas-
sical ‘colour–colour’ selection (Bouwens et al. 2011; Oesch et al.
2013; Schenker et al. 2013) and photometric redshift fitting ap-
proaches (McLure et al. 2009, 2010, 2013; Finkelstein et al. 2014).
At the bright end, determining the number of L  L∗ galaxies
with HST surveys alone becomes challenging due to the declining
number counts of objects brighter than the characteristic luminos-
ity (L∗), and the relatively small area provided by the HUDF and
CANDELS imaging. Consequently, the very bright end of the LF at
z = 5–7 has been successfully studied using ground-based surveys,
which provide degree-scale imaging albeit to shallower depths (e.g.
at z = 5–6; McLure et al. 2006, 2009; Willott et al. 2013, and at
z  7; Ouchi et al. 2009; Castellano et al. 2010a,b; Bowler et al.
2012, 2014). Previous comparisons between the ground- and space-
based determinations have generally shown good agreement (e.g.
Bouwens et al. 2007; McLure et al. 2009), however, the recent,
expanded analysis of ∼0.2 deg2 of HST imaging from the UDF and
CANDELS surveys by Bouwens et al. (2015) has revealed new ten-
sions between the different approaches. In particular, the results of
Bouwens et al. (2015) at z  6 and 7 are in excess of the previous
results at the bright end by a substantial factor (5 ×). Such a result
is surprising as the inferred high density of bright objects should
have been detected in the existing ground-based searches. While
Bouwens et al. (2015) note that the previous underestimation of
the absolute magnitudes of galaxies, uncertain contamination frac-
tions and overestimated selection volumes can mostly explain the
differences between previous HST based results (see Appendix F
of Bouwens et al. 2015), the disagreement with the ground-based
results lacks a clear explanation.
The inferred high number density of bright galaxies found
by Bouwens et al. (2015) and similarly by Finkelstein et al.
(2014, who used  300 arcmin2 of data from the UDF and
the Great Observatories Origins Deep Surveys North and South
fields to select LBGs from z = 4–8) has changed the derived
form of the evolution in the rest-frame UV LF from z  8 to
z  4. The LF at high redshift is typically fitted using a Schechter
function (Schechter 1976), where the observed number density, φ,
follows a power law with slope α to faint luminosities and an ex-
ponential cut-off brightwards of the characteristic luminosity L∗,
as φ(L) = φ∗(L/L∗)α e−L/L∗ . The majority of previous studies of
the form of the evolution of the LF at high-redshift have tended
to favour a pure luminosity evolution, with an approximately con-
stant normalization, φ∗ (Bouwens et al. 2007, 2008, 2011; McLure
et al. 2009). Such an evolution is to be expected if the rest-frame
UV luminosity of galaxies follows approximately the hierarchical
assembly of the host dark matter haloes at high redshift (e.g. see
fig. 10 of Bouwens et al. 2008). In contrast, the new analyses by
both Bouwens et al. (2015) and Finkelstein et al. (2014) find an
approximately constant characteristic magnitude of the best-fitting
Schechter functions of M∗  −21 from z  4–7, and instead invoke
a strong evolution in the faint-end slope and the overall normal-
ization to reproduce the observed evolution. Whether the observed
evolution in the rest-frame UV LF from z  7 to z  4 occurs pri-
marily as density or luminosity evolution depends critically on the
combination of astrophysical processes with the underlying dark
matter halo mass function (HMF), for example the existence, origin
and onset of any cut-off luminosity or quenching mass (e.g. Peng
et al. 2010). Theoretical models tend to predict a more power-law
type form for the LF at high-redshift (e.g. in the Illustris simula-
tion; Genel et al. 2014), and the implementation of astrophysical
processes necessary to quench (e.g. feedback from accretion on to
a black hole) or obscure (e.g. dust production) star formation in the
most massive haloes is required to bring the LFs into agreement (e.g.
Bower et al. 2012; Cai et al. 2014). Hence the accurate determina-
tion of the evolution in the rest-frame UV LF at high redshifts is key
for constraining the implementation of such cut-off mechanisms in
these models.
Furthermore, at z  7, Bowler et al. (2014) found evidence for a
shallower drop-off in the number density of bright galaxies to that
expected from the standard Schechter-function fit, and instead found
that a double power-law (DPL) form was preferred. The observed
z  7 LF from Bowler et al. (2014) follows closely the form of
the HMF, suggesting that the onset of significant quenching or dust
obscuration occurs at z < 7. A detailed analysis of the bright end
of the z  6 LF is therefore essential to clarify the dominant form
of the evolution of the rest-frame UV LF at high redshift, and to
investigate how the functional form of the bright end changes as a
result of the potential build-up of dust or the role of feedback in
quenching the most massive galaxies.
In this work, we follow the methodology of Bowler et al. (2012,
2014) to perform a search for bright z  6 star-forming galaxies
within the UltraVISTA and Ultra Deep Survey (UDS) fields. These
fields contain a wealth of multiwavelength imaging (including deep
z′-band and near-infrared data essential for the secure selection of
z > 5 galaxies) covering an area over eight times greater than that
analysed by Bouwens et al. (2015), and almost 20 times that utilized
by Finkelstein et al. (2014). Recent improvements in the depth of
imaging in both fields (e.g.  1 mag deeper in the z′ and/or Y, J, H
and Ks bands) also allows us to directly compare to, and reassess,
previous results at z  6 determined using these survey fields by
McLure et al. (2009) and Willott et al. (2013).
The paper is structured as follows. We start with a description of
the UltraVISTA and UDS data sets in Section 2, followed by the
details of our z  6 galaxy selection in Section 3. The potential
contamination of our sample by dwarf stars is quantified in Sec-
tion 4, and we detail our methodology to determine the rest-frame
UV LF in Section 5. In Section 6, we present the basic properties
of our sample of z ∼ 6 LBGs, and compare our objects to previ-
ous z = 6 samples extracted from these survey fields by Willott
et al. (2013) and McLure et al. (2009). We present our rest-frame
UV LF results (including a comparison to previous studies) in Sec-
tion 7. Finally, we investigate the form of the z  6 LF and the
observed evolution from z  5 to z  7 in Section 8, and compare
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Figure 1. The transmission curves for the filters used in this study in the UltraVISTA/COSMOS and UDS/SXDS fields are shown in the upper and lower
plots, respectively. Each filter curve has been peak normalized to the median 5σ depth (calculated in 1.8 arcsec diameter circular apertures) and is shown
as the response per unit wavelength. The two curves shown for the Y, J, H and Ks filters in the UltraVISTA/COSMOS field illustrate the depths from the
two epochs of imaging. The deeper DR2 imaging exists over ∼70 per cent of the UltraVISTA field with overlapping imaging from CFHTLS (for schematics
see figs 1 and 2 of Bowler et al. 2014). In the upper plot an example redshifted galaxy SED from the Bruzual & Charlot (2003) library is shown (this SED
assumes an exponentially declining star formation history with τ = 50 Myr, an age of 100 Myr and AV = 0.1), in flux per unit frequency, where the mean IGM
absorption from Madau (1995) has been applied. The Lyman-break can clearly be seen at ∼0.9µm in the SED, along with an example Lyman α emission line
of EW0 = 10 Å. The lower plot shows example M-, L- and T-dwarf spectra taken from the SpeX library.
the observed evolution in the LF to the predictions from a range
of theoretical models. We end with our conclusions in Section 9.
Throughout we assume a standard 	 cold dark matter cosmology
with 
m = 0.3, 
	 = 0.7 and H0 = 70 km s−1. All magnitudes
are quoted in the AB system (Oke 1974; Oke & Gunn 1983) where
mAB = −2.5 log10[Fν(Jy)/3631 Jy], and redshifts are photometric
unless otherwise specified. The functional forms for the Schechter,
DPL and Saunders functions in magnitudes are presented in Ap-
pendix A for reference.
2 DATA
The available optical/near-infrared imaging in the two extragalactic
survey fields utilized here is summarized below, and further details
of the data processing can be found in Bowler et al. (2012, 2014).
Fig. 1 summarizes the photometric bands used and illustrates the
relative depths of the imaging (calculated in 1.8 arcsec diameter
circular apertures). The search for galaxies at z  6 requires deep
z′-band imaging for selection, and the UltraVISTA and UDS fields
both benefit from deep Subaru z′-band imaging extending faintward
of mAB = 26. The presence of imaging in filters longward of the
Lyman-break, in the near-infrared at z> 6, allows the robust removal
of contaminant populations such as Galactic brown dwarfs and dusty
low-redshift galaxies, while deep optical imaging is necessary to
accurately determine the redshift defined by the strong Lyman-
break (which moves through the i-band filter at these redshifts).
2.1 UltraVISTA/COSMOS
The UltraVISTA near-infrared imaging essential for this work
lies within the Cosmological Evolution Survey (COSMOS) field
(Scoville et al. 2007), which contains an abundance of multiwave-
length imaging over 1–2 deg2 on the sky.1 We obtained deep Sub-
aru/SuprimeCam z′-band imaging of the central square degree of
the field, which reaches a 5σ limit of mAB = 26.6–26.8 (1.8 arcsec
diameter circular aperture) over four separate SuprimeCam point-
ings. The COSMOS field also contains one of four ‘deep’ fields
(D2) imaged as part of the Canada–France–Hawaii Legacy Sur-
vey (CFHTLS), each corresponding to a single 1 deg2 pointing of
CFHT/MegaCam. We use optical imaging in the u∗, g, r and i filters
from the T0007 release of the CFHTLS. The near-infrared imaging
1 http://cosmos.astro.caltech.edu/
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from UltraVISTA provides data in the Y, J, H and Ks filters over
a total of 1.5 deg2 of the COSMOS field. The UltraVISTA survey
consists of a ‘deep’ component with depths of mAB ∼ 25 over the
full 1.5 deg2 (McCracken et al. 2012), superseded by the ‘ultradeep’
imaging that covers ∼70 per cent of the full field in the form of four
strips. Here, we utilize the second data release (DR2) of UltraVISTA
(McCracken et al. 2013), in which the ‘ultradeep’ part has reached
depths of mAB = 25.8 in the Y band (see table 1 of B14 and Fig. 1).
The maximal area of overlapping optical/near-infrared imaging uti-
lized here is defined by the region covered by the CFHTLS (1 deg2).
Of this area, after the masking of large diffraction haloes, 0.62 deg2
is covered by near-infrared imaging from the ‘ultradeep’ part of
UltraVISTA, and the remaining 0.29 deg2 has shallower imaging
from the ‘deep’ component. Due to the difference in depth, we treat
these two regions separately in the selection of LBGs and in the
analysis of the LF.
2.2 UKIDSS UDS/SXDS
The United Kingdom Infrared Telescope Deep Sky Survey
(UKIDSS) UDS field includes deep optical imaging taken as part of
the Subaru XMM–Newton Deep Survey (SXDS) in the B, V, R, i and
z′ filters (Furusawa et al. 2008). Further to this public data, we ob-
tained deep Subaru/SuprimeCam imaging in the z′ band (see Bowler
et al. 2014 for details) which reaches depths of mAB = 26.5–26.7
(1.8 arcsec diameter circular aperture) over four separate Suprime-
Cam pointings. The DR10 of the UKIDSS UDS (Lawrence et al.
2007) provides the key near-infrared imaging over the field in the
J, H and K filters. Finally, we use the DR2 of the VISTA Deep Ex-
tragalactic Observations survey (VIDEO; Jarvis et al. 2013), which
has observed the UDS field in the Y band to a 5σ limiting depth of
mAB = 25.3, extending  0.5 mag deeper than the previous imaging
utilized in Bowler et al. (2014). The total area of overlapping optical
and near-infrared imaging in the UDS/SXDS field was 0.74 deg2.
3 C A N D I DAT E S E L E C T I O N
3.1 Catalogue production and initial cuts
Candidate high-redshift galaxies were selected from the deep Sub-
aru z′-band imaging in the UltraVISTA/COSMOS and UDS/SXDS
fields using SEXTRACTOR v2.8.6 (Bertin & Arnouts 1996), with the
fiducial photometry measured in 1.8 arcsec diameter circular aper-
tures. Multiwavelength catalogues were produced using the ‘dual-
image’ mode of SEXTRACTOR, with the Subaru z′-band used as the
detection image and the other available bands used as the measure-
ment images (e.g. u∗griYJHKs for the UltraVISTA/COSMOS field
and BVRiYJHK for the UDS/SXDS field).
The full catalogues were first cut at a z′-band magnitude of 26.0
in the UltraVISTA DR2 (‘ultradeep’) and UDS fields, and at 25.0
for the shallower UltraVISTA DR1 (‘deep’) regions, resulting in
a minimum significance of 7σ in the shallowest Subaru/Suprime-
Cam tiles for each field, extending to ∼10σ in the deepest tiles. To
ensure a non-detection in the bluest bands, we removed any object
with a detection at greater than 2σ significance in either the u or
g band in the UltraVISTA field, or the B or V band in the UDS,
using local depth estimates within the field. Local depths were
calculated at each point in the images from the median absolute
deviation (MAD) estimator (using σ = 1.48 × MAD) of the counts
within the closest 200, randomly placed, blank apertures. For the
purpose of spectral energy distribution (SED) fitting, we corrected
all magnitudes to total assuming a point-source correction. Many
of the candidate high-redshift galaxies are resolved in the ground-
based imaging (see Bowler et al. 2014), however the size is still
dominated by the seeing of the images and therefore the point
source correction dominates any colour difference due to intrinsic
size variation between the bands.
3.2 Photometric redshift fitting
The final sample of z  6 galaxies was defined by fitting Bruzual &
Charlot (2003) SED models to the photometry, coupled with careful
visual checks to remove artefacts and objects with low-level flux in
the two bluest optical bands. Given the degeneracies between metal-
licity, age and dust reddening when using broad-band photometry,
we fit our candidate galaxy photometry with a reduced set of model
galaxy SEDs (numbering 500 models in total, before the applica-
tion of dust attenuation). Exponentially declining (τ ) models with
characteristic time-scales in the range 50 Myr ≤ τ ≤ 10 Gyr were
used, and the Calzetti et al. (2000) attenuation law was assumed
in all cases. The ‘high-redshift’ model set, designed to identify
good high-redshift candidates, consisted of models with ages from
10 Myr to the age of the Universe at z = 5, AV = 0.0–2.0 and a
single metallicity of 0.2 Z	 motivated by recent measurements of
the metallicity in low-redshift LBG analogues (Stanway & Davies
2014). The photometric redshifts for our sample of z  6 LBGs
have typical errors of z  0.1–0.2, depending on observed mag-
nitude. The ‘contaminant’ model set was designed to provide red
and dusty galaxy SEDs in the range z = 1–3, with strong Balmer or
4000 Å breaks, and therefore we allow ages up to the present age
of the Universe, AV = 0.0–6.0 and a single metallicity of 1.0 Z	.
In addition to the suite of galaxy SEDs, we also fit standard stellar
templates with types M4 to T8 (taken from the SpeX library2), as
cool Galactic brown dwarfs can mimic the colours of high-redshift
LBGs with z = 5–7. We discuss and quantify potential brown dwarf
contamination of our sample in Section 4.
For inclusion in our final z  6 galaxy sample, we required that
the object had a best-fitting SED at 5.5 < z < 6.5 with an acceptable
χ2 (≤11.3; calculated as the χ2 value that corresponds to 2σ signif-
icance given the number of degrees of freedom in the fitting), and a
χ2 > 4 between the high-redshift solution and the next best-fitting
z < 5.5 model (a 2σ condition when marginalizing over all param-
eters but the redshifts; see Press et al. 1992). This step reduced
the sample of several thousand objects that passed the magnitude
cuts described above to a total sample of 335 objects, with 205, 3
and 127 objects from the UltraVISTA DR2 strips, DR1 and UDS,
respectively. The sample was then carefully visually checked to re-
move single-band detections (including z′-band CCD bleeds) and
to identify false optical non-detections due to the negative haloes
around stars in the CFHTLS and Subaru optical imaging, which re-
sulted in the removal of a further 26 objects (15 in the UltraVISTA
DR2 and 11 in the UDS). At this point, we also removed the ex-
treme LAE ‘Himiko’ from our UDS sample, because of the known
spectroscopic redshift of z = 6.595, which places it outside our de-
sired redshift range (see Section 6.4.1). The result of the SED fitting
and visual checks described was a sample of 309 objects (190, 3
and 116 in the UltraVISTA DR2, DR1 and UDS, respectively) that
are consistent with being 5.5 < z < 6.5 LBGs. However, one final
source of contamination must be considered, namely cool Galactic
brown dwarfs. The removal of candidates consistent with being a
brown dwarf using the criterion described in detail in the next sec-
tion, resulted in the removal of 37 and 10 objects in the UltraVISTA
2 http://pono.ucsd.edu/~adam/browndwarfs/spexprism/
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DR2 and UDS samples, respectively, producing a final sample of
266 galaxies with photometric redshifts in the range 5.5 < z < 6.5.
4 C O N TA M I NAT I O N B Y B ROW N DWA R F S
Cool Galactic brown dwarfs (with spectral types M, L and T) have
SEDs that peak in the near-infrared and drop steeply towards the
optical bands (e.g. the M8 type dwarf shown in Fig. 1), potentially
mimicking the colours of z > 5 galaxies. The number density of
brown dwarfs begins to drop at J > 25 (Ryan et al. 2011) as the
number counts of galaxies rapidly rise (e.g. see Fig. 2), and therefore
they are in practice a negligible contaminant for extremely deep,
small-area imaging programmes such as the HUDF. In the search
for the brightest high-redshift z  6 LBGs however, the number
densities of brown dwarfs can begin to dominate (see Fig. 2), and
the high-redshift galaxy samples become increasingly susceptible
to contamination by the relatively more numerous M- and L-type
dwarfs. The comparatively poor resolution of the ground-based
imaging surveys utilized here compared to HST imaging, coupled
with the small measured sizes of LBGs (Ono et al. 2012; Curtis-
Lake et al. 2014), precludes any discrimination based on size, and
hence we must carefully assess the available multiwavelength infor-
mation to remove brown dwarfs from the z  6 sample. The Ultra-
VISTA/COSMOS and UDS/SXDS fields utilized here contain the
best deep optical to near-infrared photometric data available on the
degree scale, and hence, as we show quantitatively in the following
section, the removal of brown dwarfs using SED fitting of stan-
dard spectral templates can be cleanly performed. The possibility
of photometric scattering of brown dwarfs (which are considerably
more numerous than z > 5 LBGs at mAB  25) into our sample
must be carefully considered however, and we use a simple model
of the Galactic stellar distribution to estimate the likely number of
contaminant brown dwarfs in Section 4.2.
Figure 2. The total number of dwarf stars (with spectral types M4–T8)
predicted in the 0.62 deg2 UltraVISTA/COSMOS DR2 field is shown as
the grey shaded region, and the corresponding values for the 0.74 deg2
UDS/SXDS field are shown as the black lines. The lower and upper curves
for each field were calculated assuming a Galactic scaleheight of hZ = 300 pc
and hZ = 400 pc, respectively, using the exponential disc model of Caballero,
Burgasser & Klement (2008). The predicted number densities of z= 6 LBGs
determined from the LF of McLure et al. (2009) is shown as the dashed line,
for an example survey area of 0.7 deg2. The upper axis shows an estimate
of the absolute UV magnitude corresponding to the continuum magnitude
on the lower axis, assuming the object is at z = 6.
4.1 Injection and recovery simulations
We quantify the potential brown dwarf contamination of our sample
by injecting and recovering synthetic dwarf star photometry into the
UltraVISTA/COSMOS and UDS/SXDS images, passing the fake
stars through an identical selection procedure as described above for
our 5.5 < z < 6.5 LBGs. Each standard spectral template for dwarf
star types M4–T8 from the SpEX library was integrated through the
appropriate filters for the UltraVISTA/COSMOS and UDS/SXDS
fields, scaled to a total z′-band magnitude in the range mAB = 23–26
and injected into the images using the model PSF (determined using
the method described in Bowler et al. 2014) at a random position. As
described further in Section 5.1, we used representative subsections
of the full UltraVISTA and UDS mosaics to reduce computing time.
If the object was recovered (∼20 per cent of injected objects are lost
due to blending with other sources), and passed the z′-band mag-
nitude cut and the optical non-detection conditions (Section 3.1),
the photometry was corrected to a total magnitude in each band and
fitted with the galaxy and stellar spectral templates used in the LBG
selection. The injected stellar photometry was then classified as an
LBG contaminant if χ2gal < 11.3 and 5.5 < zphot < 6.5, following
exactly our LBG selection procedure.
The resulting fraction of each stellar type classified as an LBG
contaminant depended strongly on the assumed magnitude, with
injected stars brighter than z′  25 rarely being classified as an
LBG. We find that up to ∼10–20 per cent of the input dwarf stars
with z′ = 25–26 are classified as 5.5 < z < 6.5 galaxies, depending
on subtype and field (where the differing relative depths of the
imaging results in different vulnerabilities). The predicted number
and redshift distribution of dwarf stars is discussed in the next
section.
Crucially, the simulations show that the overwhelming majority
(>95 per cent) of injected stellar templates that are recovered as
LBG candidates remain good stellar fits. We also find that we can
exclude the majority of the contaminant brown dwarfs from our
galaxy sample by requiring that the object has a poor stellar fit
quantified as χ2 > 10.0. A small number of genuine LBGs will
also be excluded as a result of this criterion, however we account
for the additional incompleteness of our sample when calculating
the LF, by recreating this selection criterion in our galaxy injection
and recovery simulations. By applying such a selection criterion,
we remove 37 objects from the UltraVISTA DR2 sample, 0 from
the DR1 and 10 from the UDS sample. In Appendix B, we present
the 47 potential high-redshift galaxies that were excluded from the
original sample as possible dwarf star contaminants based on a good
stellar fit with χ2 < 10.0.
4.2 Number density model
Despite the apparent success of our stellar fitting method for re-
moving dwarf stars masquerading as high-redshift LBGs, even a
small contamination rate at the bright end could be significant for
the determination of the z  6 LF (Fig. 2). Hence to constrain the
likely contamination rate, an estimate of the number of each stellar
type as a function of magnitude is required.
The dwarf stars relevant for high-redshift galaxy studies are typ-
ically distant objects in Galactic terms, e.g. an M4 dwarf star with
observed magnitude z′ = 26–24 probes the Galaxy at a radius of
1.5–4 kpc (or 250–600 pc for a T8 dwarf), and determining the scale-
height of the disc components is challenging. Previous searches for
M-, L- and T-type stars have commonly assumed a single disc
model (e.g. Ryan et al. 2011; Holwerda et al. 2014) to describe the
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observed number of stars, as the small samples of objects preclude
a more complicated analysis. We follow such an approach using
a single exponential disc model as described in Caballero et al.
(2008). Here, the number density of each dwarf star type s, as a
function of Galactic longitude and latitude (l, b) and heliocentric
distance (d), is given by
ns = ns(d = 0) e−
R(d,l,b)−R	
hR e
− |Z	+dsinb|hZ , (1)
where R	 and Z	 denote the Galactocentric solar radius and height
above the Galactic disc, and hR and hZ are the radial scalelength and
scaleheight for the model. We use the approximations to equation (1)
outlined in Caballero et al. (2008) relevant for deep extragalactic
survey fields, and predict the number density of each spectral type as
a function of magnitude by integrating along a line of sight through
the Galactic disc. The local number densities and stellar absolute
magnitudes (MI) were taken from Caballero et al. (2008), convert-
ing the magnitudes from the Vega to the AB system according to
Frei & Gunn (1994). We then calculated the absolute z′-band mag-
nitude from MI using the i − J colours from Caballero et al. (2008)
and the standard spectral templates described in Section 3.2 to con-
vert from MJ to Mz. We adopt the main parameters of the Galactic
thin disc model from Chen et al. (2001), with Z	 = 27 ± 4 pc,
R	 = 8600 ± 200 pc and hR = 2250 ± 1000 pc. The most rel-
evant quantity for this study is the Galactic vertical scaleheight,
where we use two values at hZ = 300 pc and hZ = 400 pc to re-
flect the uncertainty in this quantity (Pirzkal et al. 2009; Ryan et al.
2011; Holwerda et al. 2014). Fig. 2 shows the predicted number
of dwarf stars as a function of magnitude in the two fields. The
analytic model shows that we expect more dwarf stars in the Ultra-
VISTA/COSMOS field (Galactic coordinates b = 42.1, l = 236.8)
despite the smaller area covered (area of DR2 = 0.62 deg2 versus
UDS = 0.74 deg2), due to the line of sight intersecting with more
of the Galactic disc and being at a lower Galactic latitude to the
UDS/SXDS (b = −60.0, l = 169.9). The intersection of a pencil-
beam survey with this exponentially declining distribution results
in each dwarf star spectral type (which has a corresponding intrin-
sic absolute magnitude, MJ, AB ∼ 9–17 for spectral types M4–T8)
having a peak in number density at an increasingly faint apparent
magnitude, with M-dwarfs peaking at z′ < 23, L-dwarfs at z′  25
and T-dwarfs at z′ > 26.
4.3 Predicted number of contaminant brown dwarfs
By combining the predicted number densities of dwarf stars illus-
trated in Fig. 2 with the probability of a given dwarf stellar type
of a given magnitude passing the LBG selection criterion (from the
simulations described in Section 4.1), we can predict the number
of contaminant brown dwarfs expected in our z  6 sample. The
expected pseudo-redshift distribution for these stars can also be cal-
culated and is shown in Fig. 3, assuming a vertical scaleheight of
hZ = 400 pc to provide an upper limit on the number of objects.
Within the UltraVISTA DR2 area, we would predict a total of 2–7
dwarf stars with hZ = 300–400 pc, and in the UDS this drops to
0.1–0.4. Applying a χ2 > 10.0 condition to exclude objects with
good stellar fits, the number of contaminant stars drops dramatically
to 0.1–0.4 in UltraVISTA DR2 and 0.02–0.06 in the UDS samples
as shown in the lower panel of Fig. 3. The predicted redshift dis-
tribution for the contaminant stars also illustrates the differences
between the selection functions of the two fields. Most notably, the
UDS field is more prone to contamination by late-type dwarfs, such
as L- and T-types, as a result of the deep optical imaging excluding
Figure 3. The expected photometric redshift distribution of dwarf stars
that are acceptable z > 5 LBG candidates in the UltraVISTA DR2 and UDS
fields. The UltraVISTA DR2 results are shown as the blue histograms with a
thick black outline, where each stellar type is highlighted in a different shade
of blue, whereas the distribution for the UDS is shown in yellow and orange.
A vertical Galactic scaleheight of hZ = 400 pc is assumed to illustrate an
upper limit on the number of potential stellar contaminants. The upper panel
shows the predicted number of brown dwarfs in our sample when no attempt
is made to remove objects with good stellar fits. By requiring that robust
high-redshift galaxies have a poor stellar fit, with χ2 > 10.0, the expected
number of contaminant brown dwarfs in the sample drops essentially to zero
as shown in the lower panel.
early-type M-dwarfs, and the shallower Y-band imaging making the
separation of a sharp break and the gentle rise of a dwarf star through
the z′, Y and J filters difficult to distinguish. These late-type dwarfs
have higher photometric redshifts when identified as LBG candi-
dates, and hence in any case are excluded as part of our selection
procedure for 5.5 < z < 6.5 objects. The UltraVISTA/COSMOS
field is more prone to contamination by M-dwarf stars, due to the
shallower optical data available in the field. The lack of dwarf stars
showing a best-fitting redshift in the range 5.7 < zphot < 6.1 arises
due to stellar templates being unable to reproduce the resulting large
i − z′ colour produced from an LBG in this redshift range, this is
clearly seen in the example SEDs shown in Fig. 4. McLure et al.
(2009) restricted the redshift range of their sample of z ∼ 6 LBGs
to the range 5.7 < z < 6.3, which our simulations show is also a
relatively clean dwarf star region.
In summary, our simulations would suggest a∼3 per cent contam-
ination of our initial sample, which can be reduced to 
1 object by
ensuring all galaxy candidates have a bad stellar fit (with χ > 10.0).
Imposing a χ > 10.0 condition on our penultimate sample resulted
in the removal of 37 and 10 objects from the UltraVISTA DR2
and UDS fields, respectively, corresponding to ∼20 per cent of the
initial sample. Inspection of the χ2 values for the stellar and galaxy
fits for objects removed from the sample as potential stars (shown
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Figure 4. SED fitting results and postage-stamp images of two objects from our penultimate sample of z  6 galaxies. For each object cut-outs (10 arcsec
on the side) from the images are shown in the upper panels. The two plots show the observed photometry as the black points, with the best-fitting high- and
low-redshift galaxy templates shown as the blue and red lines in the left-hand panel, and the best-fitting stellar template shown in the right-hand panel. The inset
in each plot shows the variation of χ2 with either redshift or stellar spectral-type. The upper object at z  6 shows a clear break between the i and z′-bands that
cannot be recreated by the low-redshift galaxy or stellar templates. The lower object however, is both a good stellar and high-redshift galaxy fit, illustrating the
difficulty in removing stars in particular at z > 6.3 and z < 5.7, where the optical to near-infrared break appears more gradual. The lower object was removed
from our final sample based on a good stellar fit (taken as χ2 < 10.0).
in Table B1), reveals that many of these objects are relatively poor
stellar fits with χ2 ∼ 5–9. Therefore, we are likely excluding some
genuine galaxies by imposing such a cut, a hypothesis supported
by the redshift distribution of our sample shown in Fig. 6 which,
after the imposition of a χ2 > 10.0 condition, shows a deficit of
objects at 5.5 < z < 5.7 as compared to our expected distribution.
The deficit is particularly obvious in the UDS field, and inspection
of the χ2 values for the objects classified as stars reveals that they
are all χ2 > 5. As the key aim of this work is the accurate determi-
nation of the LF at z  6, free from contamination by brown dwarfs
that can dominate the number counts of the brightest LBGs, we
choose to apply such a cut with the acknowledgment that genuine
galaxies will be excluded at this step. This incompleteness is taken
into account in our injection and recovery simulations. In addition,
to ensure that dwarf star contamination and our removal methodol-
ogy has a minimum impact on our LF determination, we choose to
restrict our redshift range to 5.7 < z < 6.3 in the LF analysis. Such a
redshift restriction has the additional benefit of reducing the impact
of the evolving LF on our analysis and makes the median redshift
(zmed  5.9) more in-line with previous determinations (McLure
et al. 2009; Willott et al. 2013).
5 D E T E R M I NAT I O N O F T H E L F
In the calculation of the rest-frame UV LF from an observed galaxy
sample, it is necessary to account for the impact of photometric
scatter and the particular selection methodology implemented, as
these effects, unless corrected for, can strongly affect the derived
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intrinsic number density of galaxies. The high signal-to-noise ratio
of our galaxies (>7σ in the z′ band) strongly reduces the occur-
rence of spurious detections, and the application of our careful SED
fitting procedure can remove low-redshift interlopers and Galactic
brown dwarfs. Our samples will, however, still suffer incomplete-
ness from blending with foreground objects and from misidenti-
fication as dwarf stars or low-redshift galaxies at the faint end of
our sample. In the following section, we describe our injection
and recovery simulations that quantify our completeness and the
methodology we use to calculate the binned LF including this cor-
rection. Our rest-frame UV LF results are presented in Section 7.
For both synthetic and observed galaxies in this work, we calculate
the rest-frame UV absolute magnitude at a central wavelength of
λrest = 1500 Å, in concordance with previous work (McLure et al.
2013; Bowler et al. 2014) by integrating the best-fitting SED in the
rest-frame with a top-hat filter of width 100 Å.
5.1 Completeness simulations
We estimate the completeness of our sample following the method-
ology presented previously in McLure et al. (2009), McLure et al.
(2013) and Bowler et al. (2014), by injecting synthetic z = 5–7
LBGs into the UltraVISTA/COSMOS and UDS/SXDS data sets,
and attempting to recover them using an identical procedure as for
the real z = 6 objects selected in this work. Due to the differing
depths of available optical/near-infrared imaging in the two fields,
and the different selection criteria used for the ‘deep’ and ‘ultra-
deep’ parts of the UltraVISTA survey, separate simulations for each
region were performed to provide field dependent completeness
correction factors. In each case, the z′-band magnitude cut applied
(z′ < 26.0 or z′ < 25.0 in the ‘ultradeep’ and ‘deep’ components,
respectively) was recreated in the simulations.
Photometric errors can scatter injected objects in magnitude and
redshift, and therefore we inject galaxies from z = 5 to 7 and with
magnitudes as faint as 1 mag below the z′-band cut we use for
each field. Whereas the number of objects scattered out of a bin is
symmetric, the number scattered into a given bin depends on the
underlying LF (e.g. a Schechter function exponential decline will
result in more objects up scattered into a given bin than a shallower
function). Since we do not know a priori the form of the bright end of
the LF, we calculate the incompleteness using a range of functional
forms for the injected galaxy population and compare the results. In
addition, the LF of LBGs is evolving with time, which must be taken
into account and could potentially affect the derived parameters at
each redshift (Mun˜oz & Loeb 2008). In the Schechter function case,
we assume the parameters from McLure et al. (2009) at z = 5 with
([M∗, φ∗, α] = [−20.73, 0.000 94/Mpc3, −1.66]) and McLure et al.
(2013) at z = 7 ([M∗, φ∗, α] = [−19.90, 0.0011/Mpc3, −1.90]),
with a simple linear evolution in all the Schechter parameters be-
tween these redshifts. We use an analogous approach for the DPL,
using the fitted parameters from Bowler et al. (2014) at z = 5
([M∗, φ∗, α] = [−21.0, 0.000 39/Mpc3, −1.9]) and z = 7 ([M∗,
φ∗, α] = [−20.4, 0.000 31/Mpc3, −2.2]) with a fixed bright-end
slope (β = −4.4). Using the evolving LFs, we then randomly pop-
ulated an input MUV–z plane, assigning each galaxy a rest-frame
UV slope, βUV, drawn at random from a Gaussian distribution with
mean βUV = −1.8 and standard deviation σ = 0.3, to mimic the
slightly red βUV and intrinsic scatter found for bright galaxies at
z = 5 by Rogers et al. (2014). The objects were then selected using
SEXTRACTOR and the high-redshift candidates extracted using the
magnitude cuts and SED fitting analysis as described in Section 3.
We find that  20 per cent of injected objects are not recov-
ered due to blending by foreground images in the crowded optical
bands. Of the objects that are recovered, we find a completeness of
80 per cent, where objects here are lost either because they do not
pass the optical drop-out criterion or because they were misclassi-
fied as a dwarf star or low-redshift galaxy contaminant.
5.2 The 1/V max estimator
We used the 1/Vmax estimator (Schmidt 1968) to derive the LF,
where the number density of objects in a given magnitude bin,
φ(M), depends on the maximum volume (Vmax) each galaxy could
have been selected in, modulated by a completeness correction
factor (Cf) which accounts for the impact of both object blending
and photometric scatter on the observed number of galaxies in a
given bin,
φ(M) =
N∑
i=1
Cf (Mi, zi)
Vmax,i
. (2)
Here, the sum is over the N galaxies in the magnitude bin in ques-
tion, where we chose magnitude bins of width M = 0.25–0.5 mag
depending on the number of objects available. The Vmax was calcu-
lated by artificially redshifting the best-fitting SED of each galaxy to
find the maximum redshift it could have been observed at and still be
included in the sample (e.g. by passing the initial z′-band magnitude
cut). The comoving volume was then calculated from this zmax and
the minimum allowed redshift of zmin = 6.7, and the survey area.
The completeness correction factor depended on the field or region
of the imaging in which the galaxy was selected, which has been
denoted here as f. The three regions in which objects were selected
were the UltraVISTA/COSMOS DR2 (or ‘ultradeep’ strips) com-
prising 0.62 deg2 of imaging, the shallower UltraVISTA/COSMOS
DR1 (or ‘deep’ region) comprising 0.29 deg2 or the UDS/SXDS
field which provided 0.74 deg2. The errors on the number densities
are assumed to be Poissonian, however there is also an additional
error in the derived number density resulting from the error in the
completeness value. Hence, we include an estimate of this error by
bootstrap resampling the galaxies within each bin. The Poisson error
dominates in the bright bins, however the error in the completeness
becomes comparable for the faintest bins.
5.3 The binned LF
We restrict the redshift range to 5.7 < z < 6.3 to enable direct
comparison to the work of McLure et al. (2009) and to ensure we
are not influenced by any residual brown dwarf contamination or
any incompleteness due to our dwarf star removal methodology.
Our results are robust to the underlying function assumed in our
completeness simulations, due to the high signal to noise of our
galaxies which reduces the effect of up-scattering. We assume the
DPL parametrization as in Bowler et al. (2014) in the final LFs
presented.
We determine the LF in the range −22.625 < MUV < −21.125,
using 0.25 or 0.5 mag bins depending on the number of objects avail-
able. The faintest bin is defined by the point at which our observed
absolute magnitude counts begin to drop, as shown in Fig. 6, in-
dicating that our sample is becoming increasingly incomplete. The
maximum volume available to our brightest objects is 7 × 106 Mpc3
in the UltraVISTA DR2 and UDS fields combined, with an
additional 1 × 106 Mpc3 available for the brightest objects that
could have been selected in the 0.29 deg2of UltraVISTA DR1
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Figure 5. The z′ − Y versus i − z′ colours of the full 5.5 < z < 6.5
sample. The colours derived from high-redshift galaxy SEDs (shown as
grey tracks) and the colours of Galactic dwarf stars (star symbols) are shown
for comparison. The galaxy sample is shown as the black points, with the
UltraVISTA/COSMOS and UDS/SXDS galaxies shown as the filled and
open circles, respectively. Objects that were excluded from these samples as
possible brown dwarfs are shown as the red points. The typical error bar is
shown in the lower left corner, and where an object is detected at less than the
2σ -level in a given filter the magnitude here is set to the local 2σ depth, and
we display the colour as a limit using an arrow. The M-, L- and T-dwarf star
colours were calculated from spectra taken from the compilation of stellar
spectra described in Findlay et al. (2012). High-redshift LBG colours taking
from Bruzual & Charlot (2003) models are shown as the grey lines (constant
star formation history, Z = 0.2 Z	, AV = 0.0 − 0.5, age = 50–500 Myr).
imaging. Our LF results calculated following the described method-
ology are presented and discussed in Section 7.
6 T H E S A M P L E
The final sample of 5.5 < z < 6.5 galaxies consists of 266 objects,
with 156, 3 and 107 coming from the UltraVISTA/COSMOS DR2,
DR1 and UDS/SXDS fields, respectively. In the reduced redshift
range 5.7 < z < 6.3 used by McLure et al. (2009), we find 105,
2 and 70 objects in these fields. We postpone a full discussion of
the SED properties and sizes of these objects to a future paper
(Bowler et al., in preparation), however the basic sample properties
are discussed below.
6.1 Galaxy colours
Galaxies at z ∼ 6 are typically selected as i-band dropout objects,
and in Fig. 5 we show the i − z′ colour (which straddles the break at
z  5.8) against the z′ − Y colour (which determines the rest-frame
UV colour) of our sample of galaxies selected by their photometric
redshift. Both the UltraVISTA/COSMOS and UDS/SXDS samples
occupy a similar region of colour space, indicating no strong biases
in the galaxy colours due to the different relative imaging depths.
The colours of the objects can be reproduced by Bruzual & Charlot
(2003) models with AV = 0.0–0.5 within the errors (Calzetti et al.
2000 attenuation law), with no strong evidence for extremely red
objects [to be compared with the stack of z ∼ 6 galaxies found
by Willott et al. (2013) which had a best-fitting AV = 0.75, as
discussed further in Section 6.5]. We also show the colours of the
possible dwarf stars excluded from our sample, along with the stellar
locus as derived from stellar spectra compiled by Findlay et al.
(2012). Several of these objects do lie on the stellar locus, however
a considerable fraction are found with colours differing by up to
0.5 mag. The results of the injection and recovery simulations
described in Section 4 showed that the majority of dwarf stars
enter our LBG sample as a result of scattering of the photometry,
hence a wide range of colours for potential dwarf stars is to be
expected. The identification of potential stellar contaminants that
would have identical colours to LBGs illustrates the power of using
the full multiwavelength photometry, as several of the likely dwarf
stars would be indistinguishable from LBGs based on a simple
colour selection. Furthermore, Fig. 5 clearly shows that if a strict
colour selection for z ∼ 6 objects, designed to remove dwarf star
candidates, was implemented, the true colour distribution of LBGs
would have been biased to bluer objects.
6.2 Redshift, MUV and mAB distributions
In Fig. 6, we show the redshift distribution for our full sample
of 5.5 < z < 6.5 LBGs, and the MUV and mAB distributions in the
restricted redshift range (5.7 <z< 6.3) to allow a direct comparison
with our LF determination. In each panel, predicted distributions
from the simulations described in Section 5.1 for an evolving LF
model are shown. For each simulated distribution, the number of
galaxies predicted by a linearly evolving model according to a
Schechter function (derived from Bouwens et al. 2015 or McLure
et al. 2009) or a DPL function (derived from Bowler et al. 2014)
were injected into the images, and the resulting zphot, MUV and mAB
histograms are displayed. The LF determination of Bouwens et al.
(2015) overpredicts the number of galaxies we should find by around
a factor of 1.7, whereas the LF determination of McLure et al.
(2009) is in better agreement, underpredicting the observed number
by 20 per cent. The results of the model using the DPL fits from
Bowler et al. (2014) agree well with the final sample of galaxies
we find. Splitting the sample by field (middle and lower panel for
the UltraVISTA/COSMOS and UDS/SXDS samples, respectively)
reveals an excess of galaxies in the UltraVISTA/COSMOS field
as opposed to the McLure et al. (2009) and Bowler et al. (2014)
models, which is present over a range of redshifts and absolute
magnitudes. In both fields there exist more MUV < −22.0 galaxies
than predicted by the Schechter function model of McLure et al.
(2009).
The redshift distribution differs from the model prediction, with
a flatter distribution than expected. Some of the flattening could be
a result of too strictly removing galaxy candidates that have good
stellar fits, which would cause a drop in the number of objects in the
range 5.5 < z < 5.7. However, the precise details of the form and
evolution of the LF in the range z = 5–7 are not well constrained,
and therefore the model predictions shown are rough estimates of
the predicted distributions.
6.3 Cosmic variance between the fields
The galaxies in our sample are not uniformly spread between
the UltraVISTA/COSMOS and UDS/SXDS fields. Given that the
UltraVISTA DR2 region is only ∼84 per cent of the area of the
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Figure 6. The distributions of the z  6 galaxy sample with best-fitting photometric redshift, M1500 and observed z′-band aperture magnitude. The upper row
of plots shows the full sample, with the middle and lower rows showing the UltraVISTA/COSMOS and UDS/SXDS samples separately. The lines show the
predicted distributions from the injection and recovery simulations described in Section 5.1, for evolving LF models derived from the Schechter function fits
of McLure et al. (2009) and Bouwens et al. (2015) and the DPL fits from Bowler et al. (2014) in blue, purple and orange, respectively. In the MUV and mAB
plots, we show only the objects in the restricted redshift range 5.7 < z < 6.3.
UDS data, the discrepancy becomes more significant, with the ra-
tio of the surface density between the UltraVISTA DR2 and the
UDS =1.7 (or 1.8 in the redshift range 5.7 < z < 6.3). Here,
we compare the smaller DR2 region of the UltraVISTA field to
the UDS, because they have similar depths in the near-infrared
and were cut at an identical z′-band magnitude (z′ = 26.0). The
difference is present over a full range of redshifts and magni-
tudes as shown in Fig. 6. Both Willott et al. (2013) and Bouwens
et al. (2015) also note an overdensity of galaxies in the Ultra-
VISTA/COSMOS field. Furthermore, when comparing the de-
rived φ∗ between the five CANDELS fields at z  6, Bouwens
et al. (2015) finds the largest discrepancy occurs between the
COSMOS and UDS fields, with the UDS appearing marginally
underdense.
Correcting for the different areas of the surveys (0.62 deg2 versus
0.74 deg2), we find a surface density of 169 ± 13 and 95 ± 10 galax-
ies per deg2 in the UltraVISTA/COSMOS and UDS/SXDS fields,
respectively (Poisson errors). We calculated the predicted cosmic
variance from the Cosmic Variance Calculator v1.023 (Trenti &
Stiavelli 2008) with a Sheth–Tormen halo MF, σ 8 = 0.9 and a unity
halo filling factor. The result of the calculation was an expected
error on the average density of 132 ± 21 galaxies per deg2, where
both cosmic variance and Poisson errors are included. Hence the
difference in number counts just exceeds that expected due to the
large-scale structure variations over fields of this size.
The predicted number counts of brown dwarfs are higher in the
UltraVISTA/COSMOS field as a result of the Galactic coordinates
which, if dwarf star contamination was significant, could produce
a higher number of objects in our sample in this field. The simula-
tions described in Section 4 show that dwarf stars can be effectively
identified and removed using our stellar fitting procedure and fur-
thermore, the expected pseudo-redshift distribution of dwarf stars
(shown in Fig. 3) does not match that observed in our sample. The
3 http://casa.colorado.edu/~trenti/CosmicVariance.html
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strongest evidence for a genuine discrepancy between the number of
objects between the two fields comes from considering the reduced
redshift range, which cannot be dominated by stellar contamination
due to the large i − z′ colour required. Restricting the redshift range
of our sample to the dwarf star free region with 5.7 < z < 6.1
results in 82, 2 and 61 objects in the UltraVISTA DR2, DR1 and
UDS fields, producing a number density ratio of ∼1.6.
We consider the possibility of gravitational lensing and further
large-scale structure effects that could be responsible for the field-
to-field variance in Section 7.
6.4 Overlap with previous studies
6.4.1 McLure et al. (2009) and Curtis-Lake et al. (2013)
The first search for z  5 galaxies using the UKIDSS UDS near-
infrared imaging was undertaken by McLure et al. (2006), who
found nine massive z  5 galaxy candidates by combining the
SXDS optical imaging with the J, H and K images from the UDS
early data release. Using the subsequent release of the UKIDSS
UDS imaging (DR1, which is ∼1.5 mag shallower than the data
utilized in this work), McLure et al. (2009) were able to calculate
the bright end of the LF at z = 5 and 6. In addition, the brightest
14 galaxies from the z  6 sample of McLure et al. (2009) in the
range 6.0 < z < 6.5 were targeted spectroscopically and the results
were presented by Curtis-Lake et al. (2013) who detected Lyman
α emission in 11 of the objects. Comparing our sample of z 
6 galaxies in the UDS, we find 8 of the 10 galaxies presented in
Curtis-Lake et al. (2013). Inspection of our initial catalogues reveals
that the two excluded objects, UUDS_J021922.01−045536.3 and
UUDS_J021701.44−050309.4, were both removed because they
are fainter than our imposed z′-band magnitude limit, with 1.8 arc-
sec aperture magnitudes of z′ = 26.2 and z′ = 26.4, respectively.
The brightest object targeted by Curtis-Lake et al. (2013) was iden-
tified as a faint AGN based on the broad Ly α line (Willott et al.
2009). This object was excluded from our galaxy sample based on a
χ2 = 12.6, which slightly exceeds our acceptable criterion. Closer
inspection of the SED reveals that the poor galaxy fit is driven by
an enhanced z′-band flux, as a result of strong Ly α emission at
the very blueward edge of the z′-band filter (at z = 6.01), which
contributes ∼70 per cent of the z′-band flux (Willott et al. 2009).
The presence of strong Ly α emission sufficient to significantly
change the redshift of a galaxy candidate in our sample is unlikely,
as the space density of quasars is extremely low (e.g. one object
in the full UDS area) and the most luminous LBGs exhibit sig-
nificantly lower EWs (EW0 
 100 Å; Stark, Ellis & Ouchi 2011;
Curtis-Lake et al. 2013). We note that the one exception to this rule
is the extreme LAE ‘Himiko’, which, consistent with its discovery
in a narrow-band survey, stands out as unusual in our SED fitting
analysis.
6.4.2 Willott et al. (2013)
Using the 4 deg2 of multiwavelength imaging from the CFHTLS
‘deep’ component, Willott et al. (2013) found 40 i-band dropout
galaxies at z ∼ 6. The CFHTLS data consisted of u∗, g, r, i and
z-band imaging in four separate MegaCam pointings, including the
COSMOS field (D2) which is utilized in this work. When available,
further near-infrared data from a variety of different observing pro-
grammes in each field was utilized (e.g. from the UltraVISTA DR1
and VISTA VIDEO surveys). Willott et al. (2013) were sensitive
to the very brightest z  6 galaxies, with a z-band magnitude limit
of 25.3 (in a 2 arcsec diameter circular aperture), and the impo-
sition of a strict i − z > 2 criterion resulted in a higher median
redshift of the candidates with z  5.8 (see Fig. 5). In our final
z  6 sample, we find 7 of the 15 galaxies presented in Willott
et al. (2013) in the COSMOS/UltraVISTA field. One object was re-
moved only in the final stage of potential star removal, where it was
classified as a possible brown dwarf with χ2 = 9.1. Another ob-
ject in the sample, WMH18, was not selected in our initial z′-band
catalogue and inspection of the imaging shows that it is heavily
blended with a low-redshift galaxy 3 arcsec away. The six further
missing objects however, were initially selected in our sample but
subsequently removed.
The removal of four of the objects (WMH11, WMH12, WMH19
and WMH21) is simply because they lie in the shallower DR1
region of UltraVISTA, where we applied a conservative magnitude
limit of z′ < 25.0. We nevertheless extracted the photometry for
these objects and performed SED fitting as for our z  6 objects,
finding that all the objects excluding WHM11 would indeed have
been selected as high-redshift galaxies. WMH11 has low-level flux
in the optical bands and was excluded based on our local depth cuts
in the u∗ and g bands.
Of the final two objects, WMH23 was also removed based on a
marginal detection in the u∗ band, although the results of SED fitting
of this object also show it to be a plausible high-redshift candidate.
We note here that occasionally genuine z  6 objects will be lost
during our selection process as a result of our optical drop-out
criterion, however this incompleteness is carefully simulated and
included in our LF analysis. Finally, object WMH14 was excluded
because it has a marginally unacceptable χ2 = 12.6, which exceeds
our formal good fit criterion (χ2 < 11.3). Inspection of the imaging
reveals the object to be close to a low-redshift companion, which is
likely contaminating the photometry for this galaxy.
Two of the 15 objects presented in the z  6 sample from Willott
et al. (2013) in the COSMOS field have spectroscopic confirma-
tions, WMH13 at zspec = 5.983 and WMH15 at zspec = 5.847.
Reassuringly, we find photometric redshifts of z = 5.92+0.13−0.08 and
z = 5.99+0.09−0.23, respectively.
We therefore find good agreement with the bright sample of z 
6 galaxies found in Willott et al. (2013) with 12 out of the 15 ob-
jects present being consistently classified as high-redshift galaxies
here. However as presented in Section 5, the derived rest-frame UV
LF from Willott et al. (2013) falls below our determination, with
the difference in derived number densities suggesting that a large
proportion (∼60 per cent at MUV  −22.0) of objects selected in
this work are not present in the Willott et al. (2013) sample. Using
the new, deeper, optical and near-infrared photometry available for
the UltraVISTA/COSMOS field in this study we applied the Willott
et al. (2013) selection criterion to the full z  6 sample we derive
using photometric redshift fitting. Of the 159 LBGs we find in the
UltraVISTA/COSMOS field, 31 are sufficiently bright (z < 25.3,
2-arcsec diameter circular apertures) to have been included by
Willott et al. (2013), and of these, 16 objects now also pass the
i − z > 2 criterion imposed by Willott et al. (2013). Although these
16 objects pass the required selection criterion, only five were previ-
ously found by Willott et al. (2013), suggesting that the origin of the
discrepancy between the z  6 LF determinations by Willott et al.
(2013) and this work is a result of the selection procedure employed
using the shallower CFHTLS z-band and near-infrared imaging. In
particular, the strict i − z > 2 colour selection criterion applied by
Willott et al. (2013) was not robustly applicable given the relative
depths of the i- and z-band imaging available, likely resulting in the
exclusion of many genuine LBGs at z  6 as demonstrated above.
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Figure 7. The rest-frame UV slope (β) measured for our sample in the
reduced redshift range 5.7 <z< 6.3, plotted against absolute UV magnitude
(MUV). The galaxies shown have a detection in the Y, J, H or Ks bands at
greater than 5σ significance. Objects in the UltraVISTA/COSMOS field are
shown as grey circles, with the galaxies previously detected by Willott et al.
(2013) highlighted in red, and the objects in the UDS/SXDS field are shown
as dark grey squares. The colour–magnitude relation at z  5 determined by
Rogers et al. (2014) is shown as the blue line, and the derived βUV values
for the two brightest z  7 galaxies from Bowler et al. (2014) are shown as
open blue circles.
6.4.3 Bowler et al. (2014)
In Bowler et al. (2014), we presented a sample of z  7 LBGs found
within the UltraVISTA/COSMOS and UDS/SXDS data sets utilized
in this work. As part of the selection procedure, which was primarily
aimed at finding 6.5 < z < 7.5 galaxies, candidates with z > 6 were
retained and presented if the presence of Ly α emission in the
spectrum could shift the object into the primary redshift window.
We therefore expect some overlap with the sample presented in
Bowler et al. (2014). Taking the subset of the 34 objects presented
in Bowler et al. (2014) that have z′ < 26.0, we find six galaxies in the
UltraVISTA field and 1 in the UDS (the spectroscopically confirmed
LAE ‘Himiko’ at z = 6.595). Comparing to the z  6 sample, we
find all seven objects (Himiko was identified and removed from
the final sample), with photometric redshifts that agree within the
errors. The full recovery of these objects in this work is a strong
vindication of our selection methodology, as the samples presented
in Bowler et al. (2014) were selected in a different band (Y and
J band selected) and refined using a slightly different SED fitting
analysis.
6.5 Rest-frame UV slope (βUV)
The rest-frame UV slope, βUV, of each galaxy was measured by
fitting a power law (parametrized as Fλ ∝ λβUV ) to the YJHK pho-
tometry for each object. The z′ band was excluded from the fitting
process, as at z  5.8 the Lyman-break is moving through the filter
and furthermore there could be contamination by Lyman α emis-
sion. In Fig. 7, we show the derived βUV values for the 87 LBGs
in the 5.7 < z < 6.3 range that have detections in one near-infrared
band at greater than 5σ significance, where the reduced redshift
range was chosen to allow more direct comparison with the results
of Willott et al. (2013). Using a subset of the 40 objects covered by
sufficiently deep near-infrared data, Willott et al. (2013) was able
to measure βUV using an identical method, finding a mean value
of βUV = −1.38 ± 0.2, which is redder than that found for fainter
galaxies which tend to exhibit βUV  −2.0 (Dunlop et al. 2013;
Rogers, McLure & Dunlop 2013; Bouwens et al. 2014). We mea-
sured βUV for the seven objects from the Willott et al. (2013) that are
present in our sample, using the deeper near-infrared imaging now
available, and highlight these objects as red points in Fig. 7. Ex-
cluding the faintest object (WHM22) that has a poorly constrained
βUV value (and is not included in Fig. 7 due to low significance
near-infrared detections), we find a mean βUV = −1.55 ± 0.05 for
the subset of the Willott et al. (2013) sample, where the error is
the standard error on the mean. For the galaxies in our sample with
MUV < −22.0, we find on average slightly bluer values with a mean
βUV = −1.8 ± 0.1 (excluding the brightest object as discussed
below). For the brightest galaxies in our sample therefore, we do
find redder rest-frame UV slopes than in similarly bright galaxies
at z  7 (by βUV  0.2), however our full sample does not show
the particularly red average βUV found by Willott et al. (2013). At
MUV  −22 where our βUV values are sufficiently accurate, our
results follow the colour–magnitude relation derived at z  5 by
Rogers et al. (2014) well, and tentatively show an increased scat-
ter as expected from their analysis, although careful modelling of
potential biases in the selection process are required to show this
quantitatively.
The very brightest object in our sample lies within the Ul-
traVISTA/COSMOS field and shows a particularly red slope
(βUV = −1.1 ± 0.2), in contrast to the bluer values (βUV  −2.0)
found for the very brightest z  7 galaxies (Bowler et al. 2014).
Larger samples are clearly needed, however an increase in dust
obscuration for the brightest objects in our sample is one theoret-
ical process by which the number density at the bright end of the
rest-frame UV LF could be suppressed (e.g. see comparison with
theoretical models in Section 8.3). The rest-frame UV slope can be
linked to the predicted attenuation in the rest-frame UV according to
the ‘IRX–βUV relation’ (Meurer, Heckman & Calzetti 1999), where
the IRX is the ‘infrared excess’ and is given by LIR/LUV. While a
βUV  −2.0 as observed at z  7 suggest little or no dust attenu-
ation, if the updated relation of Takeuchi et al. (2012) is assumed,
we predict an attenuation in the range AUV  1.5–0.7 for rest-frame
UV slopes of βUV = −1.0 to −1.5 (as we observe in some of the
brightest galaxies in our sample). The predicted total far-infrared
luminosity implied for objects in this βUV range according to the
IRX–βUV relation is LTIR  0.4–1.5 × 1011 L	, similar to the ob-
served luminosity of two z  6 galaxies found by Willott et al.
(2015).
7 T H E L U M I N O S I T Y F U N C T I O N
In Fig. 8 and Table 1, we present our measured rest-frame UV LF
at z  6. The binned LF points were derived from 127 luminous
LBGs with MUV ≤ −21.125 found within the combined UltraV-
ISTA and UDS imaging, in the redshift range 5.7 < zphot < 6.3.
The median redshift of the galaxies included in our LF deter-
mination is zmed = 5.9. Comparing to previous determinations
of the z  6 LF from a compilation of HST imaging from
Bouwens et al. (2007, 2015), the larger area available from the
combined UltraVISTA/COSMOS and UDS/SXDS fields allows us
to more accurately probe lower space densities of objects (down
to ∼1 × 10−7 mag−1 Mpc−3). Furthermore, the error bars on our
brightest points show that we are able to probe the number densities
of the brightest galaxies more accurately than the previous deter-
minations using ground-based imaging surveys from Willott et al.
(2013) and McLure et al. (2009).
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Figure 8. The rest-frame UV LF at z  6, showing our results from the combined UltraVISTA/COSMOS and UDS/SXDS data sets as the black circles. The
redshift range is restricted to 5.7 < z < 6.3 as in McLure et al. (2009), which results in a median redshift of zmed ∼ 5.9. The inset plot shows our results from
the UltraVISTA/COSMOS and UDS/SXDS fields separately as the red and orange points, respectively, with the best-fitting Schechter functions overplotted
in identical colours. Here, we have not corrected the absolute magnitudes for dust extinction. We have shifted the Willott et al. (2013) points by 0.05 mag
faintward for clarity.
Table 1. The binned rest-frame UV LF points at zmed ∼ 5.9
from this work, as shown in Fig. 8. The upper section of
the table shows the results from the UltraVISTA/COSMOS
and UDS/SXDS fields combined, with the middle and lower
sections showing the results including only the UltraV-
ISTA/COSMOS and UDS/SXDS fields, respectively (e.g. the
inset in Fig. 8). Columns 1 and 2 show the central MUV of the
bin and the width, where we calculate the MUV by integrating
the best-fitting SED through a top-hat filter centred on 1500 Å
with a width of 100 Å. The weighted bin centre is shown in
Column 3, given by the median completeness corrected MUV
of the galaxies in that bin. The number density is shown in
Column 4 and the number of galaxies in each bin is shown in
Column 5.
MUV MUV MUV,w φ #
(mag) (mag) (mag) (mag−1 Mpc−3)
−22.625 0.500 −22.52 1.16 ± 0.67 × 10−6 3
−22.125 0.500 −22.08 5.98 ± 1.64 × 10−6 17
−21.750 0.250 −21.74 1.90 ± 0.41 × 10−5 23
−21.500 0.250 −21.49 3.92 ± 0.70 × 10−5 35
−21.250 0.250 −21.22 9.14 ± 1.39 × 10−5 49
−22.625 0.500 −22.52 2.20 ± 1.27 × 10−6 3
−22.125 0.500 −22.11 7.60 ± 2.92 × 10−6 10
−21.750 0.250 −21.75 2.92 ± 0.76 × 10−5 16
−21.500 0.250 −21.48 4.76 ± 1.17 × 10−5 19
−21.250 0.250 −21.22 1.34 ± 0.25 × 10−4 31
−22.125 0.500 −22.04 4.54 ± 1.74 × 10−6 7
−21.625 0.500 −21.57 2.15 ± 0.47 × 10−5 23
−21.250 0.250 −21.22 5.54 ± 1.45 × 10−5 18
The use of two independent fields in the present analysis also
allows us to probe the cosmic variance and potential large-scale
structure effects in the number counts of bright objects. Willott
et al. (2013) pointed out an overdensity of z  6 galaxies in the
COSMOS/UltraVISTA (CFHTLS D2) field, an observation that we
are able to confirm using ×10 the number of LBGs. The inset
plot in Fig. 8 shows our results at z  6 determined from the two
fields separately. There is a clear excess of galaxies in the COS-
MOS/UltraVISTA survey as compared to the UDS/SXDS field,
which is present over the full magnitude range probed. The discrep-
ancy is most noticeable in the faintest bin at MUV =−21.5 where the
number counts differ by a factor of2. The discrepancy between the
fields is also evident in the observed MUV histograms in Fig. 6. We
note that our faintest bin is our most uncertain, however if lensing
by foreground structures (as discussed in Section 7.3) was a factor
in the increased number counts in UltraVISTA/COSMOS then we
would expect the largest difference at the faint end of our sample,
due to the rapidly increasing number counts of objects faintward of
the limiting magnitude.
7.1 Comparison to previous work
Previous determinations of the z  6 rest-frame UV LF from
McLure et al. (2009), Willott et al. (2013), Bouwens et al. (2007,
2015) and Finkelstein et al. (2014) are shown in Fig. 8, with the
best-fitting Schechter functions from McLure et al. (2009) and
Bouwens et al. (2015) also shown. The derived data points faint-
ward of MUV = −20.5 show good agreement (with the exception of
Finkelstein et al. 2014 in the range −20.0  MUV  −19.0), al-
though there is tension between the Schechter function fits de-
rived by McLure et al. (2009) and Bouwens et al. (2015). At
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MUV  −21 however, large discrepancies between the determi-
nation of Bouwens et al. (2015) and the ground-based results of
McLure et al. (2009) and Willott et al. (2013) become evident. Us-
ing our wide-area and deep data set, we find a z  6 LF that lies
approximately mid-way between the previous determinations.
7.1.1 McLure et al. (2009)
Using the DR1 of the UKIDSS UDS near-infrared data in the
UDS/SXDS field (Section 6.4.1), McLure et al. (2009) determined
the z  5 and 6 LF following an analogous methodology to this
work. Comparing our determination of the LF from the combined
UltraVISTA/COSMOS and UDS/SXDS data sets to the results of
McLure et al. (2009) however, we find a significantly higher num-
ber density of bright LBGs. The difference is further highlighted
because the Schechter function fit of McLure et al. (2009) under-
shoots the brightest two binned points from their work. Considering
our derived LF from the two fields separately (inset of Fig. 8) sheds
light on the discrepancy, as the results from this work exclusively in
the UDS/SXDS field are in fact in fair agreement (within 1σ ) with
the data points of McLure et al. (2009). Overall there is still a lower
number of objects found by McLure et al. (2009), which is likely
due to the shallower near-infrared photometry available, resulting
in a more conservative selection procedure being employed to en-
sure the removal of low-redshift interlopers or dwarf stars without
secure near-infrared colours.
7.1.2 Willott et al. (2013)
The results of Willott et al. (2013), which were derived from 40
galaxies at z  6 found in the four CFHTLS fields (as described
in Section 6.4.2), are in good agreement with those of McLure
et al. (2009) and therefore fall below our determination. The four
independent fields analysed should make the Willott et al. (2013)
result more robust to the potentially large cosmic variance in the
number counts of bright LBGs as found in this study. Furthermore,
one of the CFHTLS fields analysed by Willott et al. (2013) overlaps
with the UltraVISTA/COSMOS field, which we find to be overdense
compared to the UDS/SXDS, a result also corroborated by Willott
et al. (2013) who found 15 galaxies in UltraVISTA/COSMOS as
compared to ∼8 in each of the three other fields. We note that two of
the four fields used only had shallow J-band data available (D3 and
D4), and hence the number counts here are the most uncertain (8
and 9 objects, respectively). Taking these uncertainties into account,
it remains possible that either the UltraVISTA/COSMOS field is
overdense or the true global number densities of these galaxies was
not adequately probed by CFHTLS due to the inhomogeneous data
sets (e.g. the four CFHTLS fields should have had ∼11.5 galaxies
in each). Potential biases in the Willott et al. (2013) selection were
highlighted in the comparison between the Willott et al. (2013)
sample and that derived from this work, and in our rest-frame UV
slope measurements (see Section 6).
In particular, the very brightest data point derived by Willott
et al. (2013) at MUV = −22.5 disagrees strongly with our derived
number density of galaxies. However, as discussed in Bowler et al.
(2014), Willott et al. (2013) do not directly measure such a low
space density, rather they infer φ(M) using a maximum likelihood
approach. In Bowler et al. (2014), we estimated the space density of
galaxies in the Willott et al. (2013) analysis at MUV = −22.5 using
the brightest two objects presented (WHM5 and WHM29, neither
of which is in the COSMOS/UltraVISTA field). The result (φ 
2.0 ± 1.4 × 10−7 mag−1 Mpc−3) is still in tension with our brightest
point, however the deeper z′-band and near-infrared imaging utilized
here would suggest that our results are more reliable.
7.1.3 Bouwens et al. (2015)
Using a combination of the HUDF and two parallel fields, the Early
Release Strip (ERS) and the CANDELS survey fields, Bouwens
et al. (2015) selected a large sample of LBGs at z  6. The HST
surveys used in the analysis covered a total of 0.2 deg2 on the sky.
The LF determination derived from the full set of fields available
is included in Fig. 8 along with the best-fitting Schechter function.
The data points and the fit lie above our determination from the
UltraVISTA/COSMOS and UDS/SXDS fields, and furthermore the
simple evolving LF model we use assuming the Bouwens et al.
(2015) LFs at z= 5 and 6 predicts approximately double the number
of galaxies than we find in these fields (see Fig. 6). Due to the
relatively small area of the fields used by Bouwens et al. (2015), the
number of z  6 galaxies at MUV  −22.5 is poorly constrained,
however at MUV = −22.0 there is a clear tension with our results.
At the very bright end of the LF however, the small area probed
by Bouwens et al. (2015) results in the samples being vulnerable
to strong cosmic variance, as is evident from the distribution of the
number counts of bright objects across the fields used (fig. 14 and
table 8 of Bouwens et al. 2015), which can vary by up to 50 per cent.
Furthermore, the small number statistics result in a large Poisson
error as demonstrated by the brightest point shown in Fig. 8. Hence,
the results of Bouwens et al. (2015) cannot be relied upon in this
magnitude regime (MUV  −21). The area, depth and homogeneity
of the data sets utilized in this work enables a significantly improved
determination of the bright end of the LF at z  6 than can be
provided by the combination of current and future HST surveys.
Finally, for the Bouwens et al. (2015) results to be correct at the
bright end of the LF we would expect to find roughly double the
number of LBGs, which at z′ ∼ 25.0 would be individually detected
at a significance of >20σ .
7.1.4 Finkelstein et al. (2014)
From a combination of the UDF and parallels, the two GOODS
fields and parallel imaging taken as part of the Hubble Frontier
Fields programme, Finkelstein et al. (2014) selected a sample of
z = 4–8 LBGs using a photometric redshift fitting methodology.
In total, the area included was  300 arcmin2, and the derived
LF points are shown in Fig. 8. The results of Finkelstein et al.
(2014) are in excellent agreement with our determination of the
bright end of the LF, however they appear to diverge from the
results of Bouwens et al. (2007, 2015) at fainter magnitudes, and
furthermore show a step at MUV  −19.0. Although the Finkelstein
et al. (2014) analysis used a subset of the larger area of imaging
used by Bouwens et al. (2015), the results are in good agreement
with the ground-based analysis presented here, and could indicate
large overdensities in the additional fields incorporated by Bouwens
et al. (2015) or contamination of the Bouwens et al. (2015) sample
by brown dwarfs (see the discussion in Finkelstein et al. 2014).
7.2 Gravitational lensing by foreground galaxies
As in Bowler et al. (2014), to determine whether the bright galaxies
we find are only present in our sample as a result of ‘moderate’
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gravitational lensing by foreground galaxies, we estimated the ex-
pected magnification due to galaxies along the line of sight to each
z  6 object in our sample. Note that strong gravitational lens-
ing by galaxies directly along the line of sight is ruled out by our
deep optical non-detections. The full details of our approach are
described in Appendix C. We find that the galaxies in our sam-
ple show magnifications in the range mAB = 0.0–0.6 mag, with
a median magnification of mAB  0.1–0.2. However, the sample
does not show ‘excess’ lensing compared to random positions in the
UltraVISTA/COSMOS or UDS/SXDS imaging, and no correlation
between the magnification and the absolute magnitude of the galaxy
was identified. As the median magnification is relatively small (less
than the LF bins we use) and likely an upper limit as a consequence
of the assumed Faber–Jackson relation in the calculation of the
line-of-sight mass distribution, we do not correct for the lensing
effect in our LF analysis. Furthermore, previous LF determinations
at high redshift do not generally correct for the magnification, and
recent work by Mason et al. (2015) has shown that the effect is
small in the magnitude range currently probed by observations,
and that the corrected Schechter function parameters agree with the
results assuming no lensing effect within the errors. The accurate
determination of the lensing magnification and the impact on the
observed LF will be extremely important however for future, wider
area surveys, such as those performed by Euclid.
7.3 The potential effect of large-scale structure
As described in Section 6, we find a difference in the number
counts of galaxies between the two fields studied, with the UltraV-
ISTA/COSMOS field containing 1.8 times the number of objects
found in the UDS/SXDS field. Cosmic variance struggles to account
for the difference, and hence further investigation is warranted. The
UltraVISTA/COSMOS field has been known to harbour an unusual
richness of structure as measured by clustering analyses, particu-
larly at z  1 (McCracken et al. 2007; Meneux et al. 2009; Skibba
et al. 2014). The z  6 objects here show no evidence for ‘excess’
lensing by foreground galaxies as compared to a random position
on the sky, and the UltraVISTA/COSMOS fields shows a simi-
lar predicted magnification distribution to the UDS/SXDS field.
However, such a calculation does not include gravitational lens-
ing by galaxy clusters. A full analysis of the lensing cross-section
for the two fields is beyond the scope of this work, however an
estimate of the magnification by the total matter in clusters can
be made using the X-ray observations available in the fields. The
UltraVISTA/COSMOS and UDS/SXDS fields have been observed
to similar depths (2–3 × 10−15 ergs cm−2 s−1 at 0.5–2 keV) with
XMM–Newton, and the X-ray bright clusters have been identified
by Finoguenov et al. (2007, 2010) in each field, respectively. From
the X-ray luminosity, we calculated M2004 using the correlation pre-
sented by Rykoff et al. (2008). The magnification due to the total
matter present in clusters was then calculated using the singular
isothermal sphere (SIS) approximation as described in Section 7.2,
summing the contribution from the clusters at the position of each
z  6 galaxy in our sample.
The cluster X-ray LF reveals a higher density of X-ray lumi-
nous clusters in the UltraVISTA/COSMOS field compared to the
UDS/SXDS (Finoguenov et al. 2010), and calculating the predicted
magnification from the clusters using the simple method described
4 The mass enclosed within a sphere of radius R200, which contains a density
of 200 ρcritical at that redshift.
shows that the additional lensing magnification due to the dif-
ference in number density of high-mass clusters is of the order
of ∼0.05 mag. Although small, such a magnification could have a
significant effect on the determination of the bright end of the LF
due to the declining number counts, and could be the origin of the
discrepancy we find close to the 5σ limit of our survey. Correcting
our derived LF points by ∼0.05 mag faintward would not impact
on our conclusions described below, and would further strengthen
the derived evolution in M∗.
Conversely, narrow-band studies of the UDS/SXDS field have
revealed large voids in the distribution of z = 5.7 galaxies (Ouchi
et al. 2005), with comoving sizes of the order of 10–40 Mpc which
corresponds to ∼4–17 arcmin on the sky (see fig. 2 of Ouchi et al.
2005). Hence, it remains possible that the z  6 LF derived from
the UDS/SXDS field is biased low as a result of these voids at
z = 5.7 ± 0.1.
The discovery of cosmic variance between degree-scale fields at
z  6 in this work further highlights the necessity of using multi-
ple large fields to robustly determine the number density of bright
galaxies. A single, or even a collection of CANDELS fields could be
strongly influenced by this large-scale structure as a result of their
small size. Given the potential foreground structure in the COS-
MOS/UltraVISTA field and/or lack of structure in the UDS/SXDS
field discussed above, future work on additional fields will be re-
quired to shed light on the origin of the discrepancy between them.
8 FO R M A N D E VO L U T I O N O F TH E U V L F
8.1 The functional form of the z  6 LF
The galaxy LF at high redshift is commonly fitted with a Schechter
function, with the resulting best-fitting parameters used to determine
the dominant form of the evolution(e.g. Bouwens et al. 2007, 2012,
2015; McLure et al. 2013; Finkelstein et al. 2014). A Schechter
function (functional form detailed in Appendix A) tends to describe
well the mass and LFs at low redshift (e.g. Baldry et al. 2012; Love-
day et al. 2012; Kelvin et al. 2014; Mortlock et al. 2014). Similarly
at higher redshifts, a Schechter function has also provided a good fit
to the observations (e.g. McLure et al. 2013; Schenker et al. 2013;
Finkelstein et al. 2014; Bouwens et al. 2015), although qualitatively
this is not surprising given the often reduced dynamic range and
increased errors in LF determinations of z > 4 LBGs. In contrast,
at z  7 Bowler et al. (2014) showed that a DPL provides a better
description of the rest-frame UV LF, from measurements of the
number of bright galaxies with MUV  −21.5. Furthermore, theo-
retical models do not generally predict a Schechter function-type
form without the addition of uncertain dust or feedback processes
(e.g. Cai et al. 2014; Dayal et al. 2014, see Section 8.3). It is there-
fore important to consider alternatives to a Schechter function, if
the data warrant such a conclusion, and to be aware that assuming
a given functional form for the LF can potentially hide subtleties in
any derived LF evolution (Jaacks, Thompson & Nagamine 2013).
Indeed at lower redshift, a broken power law or DPL has been
shown to provide a better description of the LF of galaxies in groups
(e.g. Tempel et al. 2014, 2009), the far-infrared galaxy LFs (e.g.
Soifer et al. 1987) and the LFs of quasars (e.g. McGreer et al. 2013).
A shallower decline at the bright end of the LF than expected from
a Schechter function has also been found in the NUV LF from the
Wiggles survey (Jurek et al. 2013) and in the H α LF (Gunawardhana
et al. 2013). From a theoretical standpoint, Salim & Lee (2012)
has shown that scatter in the mass-to-light ratio of galaxies will
naturally lead to a shallower function when measuring the LF. If the
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mass function is well described by a Schechter function, then one
would expect any LF measurement that directly traces the galaxy
mass (e.g. the rest-frame optical) would also follow such a form
(Bernhard et al. 2014). However, when the luminosity of the galaxies
in question is measured from wavelength regimes that are dominated
by recent star formation, and hence trace the star formation rate
(SFR) rather than the mass directly, then the shape of the observed
LF will be convolved with the mass-to-SFR relation of the galaxies
(Salim & Lee 2012). The scatter in this relation tends to flatten
the slope of the LF, resulting in a shallower function. Salim &
Lee (2012) showed that a Saunders functional form (detailed in
Appendix A, derived originally by Saunders et al. 1990 to model the
60 μm LF), where the bright end of the LF declines as a lognormal,
provides an improved fit to an LF that follows the SFR of the
galaxies.
In addition, there are several observations effects and biases that
can also lead to an apparent deviation from a Schechter function
form. Flux boosting of galaxies close to the limiting depth of a
survey can cause inaccuracies in the derived LF unless properly ac-
counted for with simulations, and gravitational lensing can strongly
affect the observed LF (Wyithe et al. 2011) at the very bright end.
The number counts of bright galaxies can also be affected by quasar
contamination (e.g. Bian et al. 2013), although the number densities
of quasars appear too low to strongly influence the z > 5 galaxy LF
(Bowler et al. 2014). Furthermore, we consider and rule out a strong
gravitational lensing effect on our derived LF, and the effect of pho-
tometric scatter is accounted for by our completeness simulations.
Finally, cosmic variance and small number statistics can influence
the derived LF and best-fitting functional parameters (e.g. Trenti &
Stiavelli 2008; Eardley et al. 2015). By analysing two independent,
degree-scale, fields, we are able to directly measure the effect of
cosmic variance on the bright-end of the LF using a larger sample
of bright galaxies than previously obtained at z  6.
The bright end of the LF is sensitive to astrophysical effects such
as dust obscuration and feedback mechanisms (we discuss theoreti-
cal predictions in Section 8.3), and it is observations of the number
density of rare and bright galaxies that place the tightest constraints
on the position of the knee in the LF. The typical errors on the
determination of the bright end of the LF at high redshift, and more
severely the systematic difference between different studies, make a
secure determination of the form of the LF challenging (see Fig. 12
or the compilation of results by Bouwens et al. 2015). We therefore
investigate the functional form of the rest-frame UV LF using a sub-
set of the observed LF points at z  6, using the determination from
this work at MUV  −21.5 due to the superior depth and/or area of
the combined UltraVISTA/COSMOS and UDS/SXDS fields when
compared to previous studies. For the faint end of the LF, we used
the results derived by Bouwens et al. (2007) given the slight discrep-
ancy we find with the Bouwens et al. (2015) results at z  6. We
fit these determinations of the LF with a Schechter, DPL and Saun-
Figure 9. The z  6 LF points from this work and Bouwens et al. (2007),
with the best-fitting Schechter (red solid line), DPL (black dashed line) and
Saunders function (blue dot–dashed line) shown. The grey shaded region
shows the 1σ confidence interval on the DPL fit. The dark matter HMF,
scaled as described in the text, is shown as the solid grey line.
ders functional form and show the resulting fits in Fig. 9. The DPL
provides a slightly better fit to the data, even when corrected for the
additional parameter available in the fitting, although a Schechter
function also provides a good fit to the data. As can be seen from
the best-fitting parameters shown in Table 2, the assumed functional
form changes the derived characteristic magnitude M∗. Although
there is clearly a change in slope of the LF at brighter magnitudes,
the exact position of the ‘break’ is not clear from the current data and
therefore depends strongly on the function assumed. The Saunders
function also provides a good fit to the data, however the function
poorly constrains the characteristic magnitude M∗. The uncertainty
is a result of the parameter σ , which provides additional freedom in
the shape of the bright end of the function. Hence, we only present
the results of fitting with the Schechter function and DPL in the
next section.
In Bowler et al. (2014), we found good agreement between the
observed rest-frame UV LF of galaxies at z  7 and the shape
of the HMF when scaled using a constant mass-to-light ratio. Evolv-
ing the HMF according to the Reed et al. (2007) model using the
online tool ‘HMFcalc’ (Murray, Power & Robotham 2013), and
using the same scaling as at z  7, we find the curve shown in
Fig. 9. Again, there is a good agreement between the simple LF
predicted from the HMF, especially considering that the only evo-
lution incorporated is due to dark matter halo build-up. There is
Table 2. The best-fitting parameters derived from fitting the observed z  6 LF. The results are shown for
a Schechter function, double power-law and Saunders function, which are displayed in Fig. 9. The errors
are the 1σ errors on that parameter, where the χ2 value has been minimized over all other parameters.
Function φ∗ M∗ α β σ
(mag−1 Mpc−3) (mag)
Schechter function 5.7+2.7−2.0 × 10−4 −20.77+0.18−0.19 −1.88+0.15−0.14 – –
Double power law 1.9+1.2−0.8 × 10−4 −21.20+0.22−0.22 −2.10+0.16−0.14 −5.1+0.5−0.6 –
Saunders function 3.0+6.1−2.3 × 10−4 −21.04+0.91−1.12 −2.01+0.21−0.17 – 0.2+0.1−0.1
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Figure 10. The best-fitting DPL and Schechter function fits to a selection of observations of the rest-frame UV LF at z = 5, 6 and 7 (green, black and blue
lines/points, respectively). For each redshift, the best-fitting function is shown as the solid line and the second best-fitting function is shown as a dotted line.
The inset table shows the reduced χ2 for each fit. At z  5, the fitted points are from van der Burg, Hildebrandt & Erben (2010), Bouwens et al. (2015) and
Finkelstein et al. (2014), and at z  6 the LF determination from this work is combined with the results from Bouwens et al. (2007). Finally, at z  7 we fit to
the LF determined by Bowler et al. (2014) and McLure et al. (2013). The best-fitting parameters are presented in Table 3.
a clear deficit of galaxies at the faint end, as would be expected
from models of supernova feedback which rapidly quench the star
formation in low-mass galaxies. In contrast to the results at z  7
from Bowler et al. (2014), the bright end of the rest-frame UV LF
at z  6 also shows a deficit of objects compared to the underly-
ing halo distribution. Regardless of the exact scaling of the HMF
into luminosity space, the comparison indicates that the bright-end
slope of the LF is now steeper than the HMF at z  6. Although
tentative, this steepening could indicate that we are now observing
the build-up of dust or the onset of AGN feedback (or some other
mass quenching mechanism) in the brightest galaxies at z  6 as
discussed further in Section 8.3.
8.2 Evolution of the LF from z  5–7
Observations of the rest-frame UV galaxy LF between z  7 and
z  5 such as those shown in Fig. 10 reveal a strong evolution
in the number densities of galaxies at high redshift. This work at
z  6 and the analogous work at z  7 presented in Bowler et al.
(2014) allow the form and evolution of the bright end of the LF to be
tightly constrained, and potential evolution of the functional form
to be investigated. As can be seen in Fig. 10, the observed LFs from
z  5 to z  7 show little evolution faintward of MUV  −19.0,
however brighter than MUV  −20.0 there is clear evolution in the
number densities of galaxies, with bright LBGs (MUV  −21.5) at
z 7 being an order of magnitude less numerous than z 5 galaxies
of the same luminosity. Determining the exact evolution of the LFs
however is not straightforward, as although the general agreement
between different studies is good, there are systematic differences
between the results that are larger than the errors estimated by each
individual study. Furthermore, the methodology used to derive the
Schechter function parameters (i.e. χ2 versus maximum likelihood
fitting) can also introduce systematic differences between studies
based on small samples. Hence, the exact parametrization of the LF
derived from each analysis can disagree; for example at z  5 van
der Burg et al. (2010) find a best-fitting characteristic magnitude
M∗ = −20.93+0.10−0.11 from an analysis of the CFHTLS data using a
colour–colour selection, whereas the fit to the McLure et al. (2009)
results gives M∗ = −20.73 ± 0.11. We therefore only fit to a subset
of the available rest-frame UV LF points from different studies as
motivated below, although we display a large compilation of studies
in Fig. 12.
To attempt to quantify the evolution of the bright end of the LF,
we fit DPL and Schechter functions to a subset of derived rest-frame
UV LF points from z  5–7. A simple χ2 minimization method was
used, and the errors were found as the value of the parameter which
gives a χ2 = 1.0, minimized over all other parameters. We com-
bine our results with those of Bouwens et al. (2007) at z  6, again
excluding the Bouwens et al. (2015) points due to the uncertainties
in the bright end of the LF where the sample is sensitive to cosmic
variance (see Section 6.3). At z  5, we choose to fit to the van der
Burg et al. (2010) results at the bright end, excluding the results of
McLure et al. (2009) as they were based on a single field, and hence,
as we have found in this study at z  6, could be vulnerable to cos-
mic variance. The results of Bouwens et al. (2015) and Finkelstein
et al. (2014), although excluded in the fitting process at z  6 and
z 7, agree well at z 5 at faint magnitudes and hence faintwards of
MUV = −20.0 we use the z  5 points from Bouwens et al. (2015).
At z  7, we use the McLure et al. (2013) determination of the
LF, which follows a similar methodology to this work. Bouwens
et al. (2015) showed that the total magnitudes of the brightest
galaxies found by McLure et al. (2013) were underestimated by
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Table 3. The best-fitting DPL and Schechter-function parameters derived
from fitting the selection of observations of the rest-frame UV LF at z 
5, 6 and 7 as described in the text and displayed in Fig. 10. The results
from the combined fields, the UltraVISTA/COSMOS field alone and the
UDS/SXDS field alone are displayed in the upper, middle and lower parts
of the table, respectively. For each field combination, the DPL results are
shown above the Schechter function fits, and are identifiable by the presence
of the bright-end slope (β) value. Column 1 gives the approximate redshift,
with the characteristic number density and absolute magnitude shown in
Columns 2 and 3. The faint and bright-end slope (for the DPL) are displayed
in Columns 4 and 5.
z φ∗ M∗ α β
(mag−1 Mpc−3) (mag)
5.0 2.5+0.6−0.4 × 10−4 −21.40+0.13−0.12 −2.00+0.05−0.05 −4.8+0.3−0.4
6.0 1.9+1.2−0.8 × 10−4 −21.20+0.22−0.22 −2.10+0.16−0.14 −5.1+0.5−0.6
7.0 2.2+1.7−0.9 × 10−4 −20.61+0.31−0.26 −2.19+0.12−0.10 −4.6+0.4−0.5
5.0 6.4+1.1−0.9 × 10−4 −21.07+0.09−0.09 −1.81+0.06−0.05 –
6.0 5.7+2.7−2.0 × 10−4 −20.77+0.18−0.19 −1.88+0.15−0.14 –
7.0 3.7+1.5−1.1 × 10−4 −20.56+0.17−0.17 −2.09+0.10−0.09 –
UltraVISTA/COSMOS field only
6.0 1.6+1.1−0.7 × 10−4 −21.35+0.25−0.23 −2.08+0.15−0.14 −5.1+0.6−0.8
6.0 4.8+2.7−1.9 × 10−4 −20.95+0.21−0.23 −1.88+0.16−0.15 –
UDS/SXDS field only
6.0 2.7+3.1−1.3 × 10−4 −20.88+0.45−0.30 −2.08+0.20−0.17 −4.8+0.7−0.8
6.0 6.3+4.0−2.8 × 10−4 −20.60+0.22−0.25 −1.92+0.19−0.18 –
assuming a point-source correction when using small apertures, as
these objects are marginally extended. We therefore boost the mag-
nitudes of the points at MUV = −21.0 and −20.5 from the McLure
et al. (2013) analysis by 0.15 and 0.1 mag, respectively, when fit-
ting, to account for the underestimation of the magnitudes here.
Uncertainties in the Bouwens et al. (2015) analysis at the bright end
of the z  7 LF (which we exclude from the fitting process) are
evident in Fig. 12, where the implied number density of galaxies at
MUV = −21.86 is comparable to that of z  5 galaxies at the same
luminosity.
Fig. 10 shows the result of fitting a DPL and Schechter func-
tion to the described subset of the observed LF points at z = 5–7,
with the best-fitting function parameters presented in Table 3. The
reduced χ2 values for the fits are shown in Fig. 10, where it is evi-
dent that the current error bars available on the observed rest-frame
UV LF result in an ‘overfitting’ of the data with the multivari-
able fit provided by the Schechter or DPL functions, resulting in
χ2red < 1.
Reassuringly, our fits recover the steep faint-end slopes found in
previous studies (Bouwens et al. 2012; McLure et al. 2013; Schenker
et al. 2013), showing that our measurement of α is not being strongly
influenced by any tension in the fitting process. For the DPL fit, the
recovered bright-end slope values are relatively uncertain at z = 6
and 7, however there is tentative evidence for a steepening of β
from z  7 to z  6. At z = 5, the errors on β are much smaller,
however as we have only fitted to the van der Burg et al. (2010) data,
the derived value and uncertainty does not include the systematic
error between the van der Burg et al. (2010) and McLure et al.
(2009) results (which can be seen in Fig. 12). Fitting the two studies
separately, we find β = −4.8+0.4−0.5 and −4.4+0.3−0.3 for the van der Burg
et al. (2010) and McLure et al. (2009) results, respectively, and
Figure 11. The evolution in the characteristic magnitude derived from
fitting a Schechter function to the z  5–7 data shown in Fig. 10 are shown
as the black circles. The results derived from the UltraVISTA/COSMOS
and UDS/SXDS fields separately at z  6 are shown in dark red and orange,
respectively. The results of primarily HST surveys from Finkelstein et al.
(2014), Bouwens et al. (2015, 2007), Schmidt et al. (2014), McLure et al.
(2013), Schenker et al. (2013) and Oesch et al. (2012) are shown, with
additional results from wider area ground-based imaging from van der Burg
et al. (2010) and McLure et al. (2009). The constant characteristic magnitude
of M∗ = −21.0 proposed by Bouwens et al. (2015) and Finkelstein et al.
(2014) is shown as a horizontal dashed line, and the solid line shows a
simple linear fit to our M∗ results from z  5–7. For clarity, in some cases
the plotted redshift of a point has been shifted by z = 0.05–0.1.
hence it remains possible that a further steepening of the bright end
of the LF continues to z = 5 and this is not excluded by the data.
Furthermore, at z  5, the Schechter function formally becomes the
best-fitting function, demonstrating the steepening of the bright-end
slope that is observed in the data.
The effects of cosmic variance on our derived LF at z  6 can
be clearly seen in Fig. 8, where the LF was derived in the Ultra-
VISTA/COSMOS and UDS/SXDS fields separately. To quantify
the differences, we fit Schechter and DPL functions to the separate
determinations and present the results in Table 1. We find that both
the best-fitting M∗ and φ∗ differ between the individual degree scale
fields, although they are consistent within the errors. A deviation
in these parameters with environments is to be expected theoret-
ically (Trenti & Stiavelli 2008), and has been observed at lower
redshift (e.g. McNaught-Roberts et al. 2014; Eardley et al. 2015).
The combined LF we present here therefore represents a closer ap-
proximation to the underlying bright end of the LF at z  6 than that
obtainable in an individual degree scale field, although additional
sight-lines and wider area imaging will be necessary to constrain
the LF and impact of cosmic variance further.
8.2.1 Evolution in M∗ from z = 5–7?
The evolution in the characteristic magnitude from z  4–8 is
displayed in Fig. 11, including the results derived from HST surveys
(Bouwens et al. 2007, 2015; Oesch et al. 2012; McLure et al. 2013;
Schenker et al. 2013; Finkelstein et al. 2014; Schmidt et al. 2014)
and ground-based analyses (McLure et al. 2009; van der Burg et al.
2010). The results from this work were taken from the fitting of
Schechter and DPL functions to the data shown in Fig. 10, and
are displayed in Table 3. While the error bars at z  6 are large,
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at z  5 and z  7 the data we fit to more completely fills the
available magnitude space and hence M∗ is more securely defined.
The functional form assumed changes the derived values, as can be
seen from comparing the DPL and Schechter function results, with
the DPL fit tending to produce brighter characteristic magnitudes.
The DPL results cannot therefore be directly compared with the
results from other studies that exclusively derive M∗ assuming a
Schechter function, however as a DPL provides a better fit to the
observed LF at z  6 and 7 we include these results for comparison
in Table 3. Fig. 11 illustrates the uncertainty in deriving the bright
end of the LF from small fields such as those provided by the
CANDELS survey, as the implied evolution from Bouwens et al.
(2015) changes substantially depending on whether the full or a
reduced set of the CANDELS fields are included. Furthermore, the
errors on M∗ derived by Finkelstein et al. (2014) are large at z > 6
where the small area of the imaging used results in weak constraints
on the break luminosity. The effect of cosmic variance in degree-
scale fields is also evident from the faint inferred M∗ found in the
potentially underdense UDS/SXDS field by McLure et al. (2009) at
z  6, and by the difference in the M∗ derived from the two separate
fields in our analysis.
In contrast to the work by Bouwens et al. (2015) and Finkelstein
et al. (2014), we find an evolution in M∗ between z  5 to z  7
of M∗  0.4–0.5 mag. While our M∗ results agree with the deter-
minations from Bouwens et al. (2015) and Finkelstein et al. (2014)
within the errors, this is predominantly due to the large errors on M∗
derived by these studies, a consequence of the increased uncertainty
in the number counts of bright galaxies when relatively small-area
surveys are used. Both Bouwens et al. (2015) and Finkelstein et al.
(2014) found little evolution in the characteristic magnitude over the
same redshift range, with both studies suggesting that an approxi-
mately constant M∗  −21.0 provides a good fit at z ≤ 7. Instead,
as shown in Fig. 11, our results rule out a constant M∗ between
z  5 and 7. The results of fitting the z  7 rest-frame UV LF,
including the results of Bowler et al. (2014), with both a DPL and a
Schechter function show a best-fitting M∗ > −21.0; a result which,
when combined with the faint characteristic magnitude found at
z  8 (Oesch et al. 2012; McLure et al. 2013; Schenker et al. 2013;
Schmidt et al. 2014; Bouwens et al. 2015) suggest a smooth bright-
ening of M∗ from z  8 to z  5. Although the error bars on M∗
are relatively large at z  6, they follow a smooth decline to the
observed M∗  −20.5 observed at z  7. Such an evolution, pri-
marily in the characteristic magnitude of galaxies, is qualitatively
to be expected from the hierarchical coalescence and growth of the
underlying HMF. We caution however, that condensing any evolu-
tion in the LF to a single parameter is very uncertain and may be
missing subtleties in the form of the evolution as illustrated by the
potential change in functional form from z  7 to z  5 hinted at in
Fig. 10. For example, we also find an evolution in φ∗, however it is
weaker than that obtained by Bouwens et al. (2015) and Finkelstein
et al. (2014). Instead a detailed comparison of the full observed LF
with the predictions of theoretical models is necessary to provide a
more complete view of the evolution, and we compare the observed
UV LFs at z  5, 6 and 7 to a compilation of semi-analytic and
hydrodynamical models in Section 8.3. The evolution we observe
over z = 5–7 is occurring in only 400 Myr and hence represents
apparently rapid evolution in the characteristic magnitude of LBGs
in the first billion years of cosmic time (however such evolution
is arguably expected given the rapid evolution in the underlying
HMF). Improved constraints on the rest-frame UV LF around the
apparent break magnitude from reconciling the various HST-based
determinations, combined with future constraints on the form of the
extreme bright end of the LF from wider area imaging (e.g. VISTA
VIDEO; Jarvis et al. 2013), will reduce the current errors on the
determination of the form and evolution of the LF.
8.3 Comparison to theory
In Fig. 12, we present a comparison of the latest observational data
on the rest-frame UV galaxy LF at z  5, 6 and 7 (including the new
results on the bright end presented here and in Bowler et al. 2014)
with the predictions of several of the latest semi-analytic and hy-
drodynamical models of galaxy formation. This comparison is not
completely fair, as some of the models have been (to some extent)
tuned to explicitly match existing high-redshift data (generally at
the faint end of UV LF; e.g. Dayal et al. 2014), while others have
not been tuned at all (e.g. the FiBY simulations; Paardekooper,
Khochfar & Dalla 2013; Khochfar et al., in preparation). More-
over some models include the effects of dust obscuration (e.g. the
smoothed particle hydrodynamics simulations of Jaacks et al. 2013
and the new Munich models of Clay et al. 2015; Henriques et al.
2015) while others have yet to implement any form of dust ob-
scuration at these redshifts (e.g. the Illustris simulation predictions
from Genel et al. 2014, the FiBY simulations from Paardekooper
et al. 2013 and the semi-analytic results from Dayal et al. 2014).
Instructively, the predictions of the Munich models (Clay et al.
2015), GALFORM (Gonzalez-Perez et al. 2013) and the Cai et al.
(2014) model were made available to us both with and without dust
obscuration. Finally, it should be noted that several of the models
do not cover large enough cosmological volumes for very useful
comparison with the very bright end as derived from the degree-
scale ground-based surveys (e.g. Kimm & Cen 2013; Cen & Kimm
2014).
Despite these complications, some useful conclusions can still
be drawn from this figure. First, it is clear that while most models
do a reasonable job of reproducing the fainter end of the LF, there
is a general problem of overpredicting the bright end (with the sole
exception of the revised Munich models; Clay et al. 2015; Henriques
et al. 2015), even though the actual data produced by the work
presented here indicate a shallower bright-end slope than would be
inferred from a Schechter function fit to the fainter data. Secondly,
with the possible exception of Dayal et al. (2014, although this dust
free model seems to start to struggle at z  5), those models which
do provide a satisfactory fit to the LF over this large dynamic range
include substantial dust obscuration. In particular, the model which
apparently performs ‘best’ in this comparison is the Cai et al. (2014)
model after application of dust obscuration, but it can be seen that
the impact of this dust obscuration is enormous, equivalent to either
an average depression of UV luminosity by A1500  2 mag at a
number density of 10−5 mag−1Mpc−3, or a depression in observed
number density by  2 orders of magnitude at M1500  −22.5.
Thus, while much attention has been focused on the faint end of
the high-redshift galaxy LF in recent years (quite reasonably, espe-
cially given the important implications for reionization; Robertson
et al. 2013) it is clear that the full shape of the LF, extended to the
brightest magnitudes through large-area ground-based surveys, has
the potential to differentiate between alternative models of early
galaxy formation and evolution. Moreover, while it currently re-
mains unclear whether the shape of the bright end of the LF at
z  5–7 is really driven by evolution in dust properties or by mass
quenching (e.g. Peng et al. 2010), or early AGN feedback (or in-
deed by some other as yet poorly understood mechanism for regu-
lating star formation), forthcoming observations have the potential
to clarify and quite possibly resolve these issues. For example,
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Figure 12. A comparison of the latest observational data on the rest-frame
UV galaxy LF at z  5, 6 and 7 (including the new results on the bright end
presented here and in Bowler et al. 2014) with the predictions of several of
the latest semi-analytic and hydrodynamical models of galaxy formation.
The sources of the data points are indicated in each panel, with the various
model references provided in the central (z  6) panel. The implications of
this comparison are discussed in the text (Section 8.3) but in general it can
be seen that most of the models struggle to reproduce the observations over
the redshift range z  5–7 when faced with the large dynamic range now
made possible by the combined ground-based and HST data set. See the text
for full references to the models displayed here.
pointed Atacama Large Millimeter/submillimeter Array (ALMA)
follow-up of bright UV-selected galaxies can address the preva-
lence of dust in such objects, while improved measurements of the
stellar mass function at these early times (e.g. through improved
deconfusion of deep Spitzer IRAC data, and ultimately with JWST
observations) will provide another important reference point for
comparison with theoretical predictions. At the same time, UltraV-
ISTA DR3 (expected 2015 July) should be deep enough to enable
the work presented here at z  6–7 to be extended out to z  8
(with potentially useful constraints also at z  9), while wider-area
surveys (e.g. with VISTA VIDEO at near-infrared wavelengths, and
Subaru/Hyper-SuprimeCam at red optical wavelengths) culminat-
ing in the Euclid Deep Survey (Laureijs et al. 2011) should remove
any remaining ambiguity over the shape of the bright end of the
galaxy UV LF in the first billion years of cosmic history.
9 C O N C L U S I O N
We have selected a sample of star-forming galaxies at z  6 from
the COSMOS/UltraVISTA and UDS/SXDS fields, which in total
provide an area of 1.65 deg2 of deep multiwavelength imaging in
the optical/near-infrared. The galaxies were selected using a full
photometric redshift analysis, which allows the removal of low-
redshift dusty galaxies and cool Galactic brown dwarf stars. The
main findings of our work are as follows.
(i) Using a simple thin-disc galaxy model, we find that the ex-
pected number of brown dwarf stars in each field greatly exceeds the
number of LBGs at the very bright-end (mAB < 25), however brown
dwarfs can be cleanly removed using fitting of stellar templates to
the multiwavelength optical/near-infrared photometry.
(ii) We measure the rest-frame UV slope of the galaxies in our
sample, finding that the derived values follow the colour–magnitude
relation found at z  5 by Rogers et al. (2014), showing a mean
βUV = −1.8 ± 0.1 at MUV < −22.0, in contrast to the redder slopes
found by Willott et al. (2013).
(iii) The number density of z  6 galaxies we find a factor
of ∼1.8 more galaxies in the UltraVISTA/COSMOS field than in
the UDS/SXDS, a deviation that just exceeds that predicted from
cosmic variance between fields of this size. We consider the effect
of gravitational lensing of our objects by galaxies close to the line
of sight, finding no evidence that the objects in our sample have
preferential boosting over random positions in the field.
(iv) We calculate the rest-frame UV galaxy LF from our sample,
using the restricted redshift range 5.7 < z < 6.3 to compare di-
rectly with the work of McLure et al. (2009) and to ensure minimal
contamination by brown dwarfs. Our determination of the LF lies
mid-way between previous determinations from HST surveys by
Bouwens et al. (2015) and the ground-based analysis by McLure
et al. (2009). In particular, the recent determination of the UV LF
from Bouwens et al. (2015) overpredicts the expected number of
LBGs in the fields we analyse by approximately a factor of 2. We
find a good agreement with the results of Finkelstein et al. (2014)
in the magnitude range where our results overlap.
(v) By comparing the LF derived from the COS-
MOS/UltraVISTA and UDS/SXDS fields separately, we conclude
that part of the discrepancy between the results of Bouwens et al.
(2015) and McLure et al. (2009) at the bright end of the LF is
a result of the UDS/SXDS (analysed by McLure et al. 2009)
appearing underdense at z  6. Our results show that cosmic
variance on scales of 1 deg2 can be significant and therefore
determining the bright-end of the LF from relatively small area
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data sets such as the 200 arcmin2 CANDELS fields could be highly
uncertain.
(vi) We fit Schechter and DPL functions to the observed z 
6 rest-frame UV LF, showing that a DPL is marginally preferred,
although an exponential decline also provides an acceptable de-
scription of the current data. The fits show that the bright-end slope
of the LF appears to steepen from z  7 to z  5 suggesting we may
be observing the onset of feedback (e.g. from AGN or some other
form of mass quenching, e.g. Peng et al. 2010) or the build-up of
dust in the brightest LBGs (Rogers et al. 2014).
(vii) In contrast to Bouwens et al. (2015) and Finkelstein et al.
(2014), we find clear evidence for a brightening of the characteris-
tic magnitude of M∗ ∼ 0.4–0.5 between z  7 and 5. Our results
show that the evolution can still be well described as predominately
luminosity evolution, as expected if the star formation of the galax-
ies follows the hierarchical build-up of the underlying dark matter
haloes. We caution however that there still exist unexplained sys-
tematic errors between LF determinations at z 5–7 that can impact
the results of functional fitting, and the future analysis of wider area
imaging along independent sight-lines is required to further quan-
tify these systematics and similarly the effect of cosmic variance at
the bright-end.
(viii) Finally, comparison of a collection of the latest semi-
analytical and hydrodynamical models of galaxy formation to the
observed rest-frame UV galaxy LF at z  5, 6 and 7 reveals that
most models tend to overpredict the number density of bright galax-
ies and substantial attenuation is required (A1500  1.5–2.0) to bring
the models into agreement with the data.
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A P P E N D I X A : SC H E C H T E R , D P L
A N D S AU N D E R S F U N C T I O NA L FO R M S
For reference, the Schechter function parametrization of the LF in
magnitudes is
φ(M) = 0.4 ln10 φ∗[10−0.4(M−M∗)](1+α)e(−100.4(M−M∗ )) (A1)
where M∗ and φ∗ are the characteristic magnitude and number
density, respectively, and α denotes the faint-end slope. The DPL
function parametrization of the LF is
φ(M) = φ
∗
100.4(α+1)(M−M∗) + 100.4(β+1)(M−M∗) . (A2)
Here, an additional parameter β determines the slope of the bright-
end of the LF, as opposed to the assumed exponential decline in
the Schechter function. Finally, the Saunders function (which has
been highlighted as appropriate choice to fit the LF by Salim & Lee
2012) is parametrized as
φ(M) = 0.4 ln10 φ∗[10−M ′ ](α+1) exp
(
− log
2(1 + 10−M ′ )
2σ 2
)
(A3)
with M′ = 0.4(M − M∗).
APPENDI X B: POTENTI AL BROW N DWARFS
In this Appendix, we present the high-redshift galaxy candidates
that were excluded from the final sample of z  6 objects based on
a good stellar fit to the photometry.
A P P E N D I X C : G R AV I TAT I O NA L L E N S I N G
B Y F O R E G RO U N D G A L A X I E S
Following the approach presented in McLure et al. (2009) and
Bowler et al. (2014), we estimated the magnification, μ, from fore-
ground galaxies at a separation, θ , from our high-redshift galaxy
as
μ = θ
θ − θE (C1)
using the SIS approximation to describe the dark matter halo of
each foreground galaxy. Here, θE denotes the Einstein radius which
depends on the velocity dispersion, σ V, of the dark matter halo as
θE = 4π(σV /c)
2 DLS
DS
(C2)
in the SIS model, where DLS denotes the luminosity distance from
the lens object the source and DS denotes the luminosity distance
to the source.
In each field, we created a K-band (mass selected) catalogue us-
ing the MAG_AUTO from SEXTRACTOR as an estimate for the total
magnitude of the foreground galaxies, which then allowed an es-
timate of the velocity dispersion of the dark matter halo from the
i-band absolute magnitude using the Faber–Jackson relation from
Bernardi et al. (2003). The photometric redshifts of the foreground
K-band selected objects were calculated using the LE PHARE code us-
ing 3 arcsec diameter circular aperture photometry following Ilbert
et al. (2009, 2013). The Ilbert et al. (2009) SED template set was
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Table B1. High-redshift galaxy candidates that were excluded based on a good fit to a stellar template (defined as χ2 < 10.0). Objects have
been ordered by their best-fitting galaxy photometric redshift and separated by field (UltraVISTA/COSMOS DR2 in the upper part of the table,
followed by objects in the UDS/SXDS). Note that the brightest object (S1) formally has a somewhat poor stellar fit, however this object is
clearly stellar from inspection of the SED fit. The large χ2 here is a result of the limited template set available and high-S/N photometry.
UltraVISTA/COSMOS field
ID RA Dec. i z′ Y J H K Star χ2 zphot χ2gal
(J2000) (J2000) type
S1 10:00:10.71 +02:06:37.1 27.2+0.6−0.4 23.8+0.1−0.1 22.6+0.1−0.1 21.6+0.1−0.1 21.0+0.1−0.1 20.7+0.1−0.1 L8 27.5 6.4 11.1
S2 10:00:23.90 +01:59:05.6 27.1+0.7−0.4 25.1+0.1−0.1 24.3+0.1−0.1 23.9+0.1−0.1 23.7+0.1−0.1 23.6+0.1−0.1 M8 3.9 6.3 2.9
S3 10:00:09.93 +02:22:07.2 >27.0 25.5+0.1−0.1 25.1+0.3−0.2 24.5+0.3−0.3 25.1+0.5−0.4 >25.5 M4 6.7 6.3 4.8
S4 10:02:14.87 +02:11:04.9 26.8+0.4−0.3 24.9+0.1−0.1 24.2+0.1−0.1 23.9+0.1−0.1 24.0+0.1−0.1 23.7+0.1−0.1 M7 9.0 6.2 4.9
S5 09:58:56.08 +02:35:08.1 >27.3 24.9+0.1−0.1 24.1+0.1−0.1 23.2+0.1−0.1 22.7+0.1−0.1 22.3+0.1−0.1 L8 4.6 6.2 9.6
S6 09:58:42.41 +02:26:06.7 26.9+0.5−0.3 24.8+0.1−0.1 24.3+0.1−0.1 23.9+0.1−0.1 24.0+0.2−0.1 23.9+0.1−0.1 M7 7.0 6.2 5.4
S7 10:02:07.38 +02:25:44.1 >27.4 25.6+0.1−0.1 25.3+0.3−0.2 24.7+0.2−0.2 24.6+0.3−0.2 25.0+0.3−0.2 M7 3.0 6.2 4.1
S8 10:02:02.78 +02:24:00.0 27.1+0.7−0.4 25.0+0.1−0.1 24.5+0.2−0.1 24.4+0.1−0.1 24.1+0.2−0.1 24.4+0.2−0.2 M7 6.5 6.2 3.5
S9 10:00:53.64 +02:09:45.5 >27.9 25.7+0.1−0.1 25.3+0.2−0.2 24.8+0.2−0.2 25.3+0.5−0.3 25.2+0.4−0.3 M7 8.6 6.2 3.7
S10 10:00:45.18 +02:31:40.3 >27.3 25.6+0.1−0.1 25.1+0.1−0.1 25.1+0.4−0.3 25.1+0.6−0.4 25.1+0.3−0.2 M7 9.7 6.2 0.1
S11 09:58:45.50 +02:23:24.7 >27.6 25.4+0.2−0.1 25.2+0.3−0.2 24.5+0.2−0.2 24.8+0.3−0.3 25.1+0.4−0.3 M7 9.1 6.2 5.7
S12 09:58:45.02 +02:29:04.3 >26.2 25.7+0.2−0.1 >25.4 >25.6 >25.2 >25.0 M4 5.6 5.9 1.2
S13 10:01:55.84 +02:37:51.9 >27.7 25.7+0.1−0.1 25.7+0.4−0.3 24.9+0.3−0.2 24.7+0.2−0.2 24.6+0.2−0.2 M7 6.5 5.7 1.9
S14 09:59:29.41 +01:46:40.3 27.4+0.7−0.4 25.4+0.1−0.1 25.1+0.3−0.2 25.1+0.4−0.3 25.1+0.5−0.3 25.1+0.5−0.4 M5 9.4 5.7 1.1
S15 10:02:00.39 +02:23:52.3 >27.1 25.6+0.1−0.1 25.8+0.6−0.4 25.5+0.4−0.3 >25.7 >25.5 M4 8.2 5.7 0.5
S16 09:58:53.79 +02:22:37.1 >26.8 25.2+0.1−0.1 24.9+0.2−0.2 24.6+0.2−0.2 24.3+0.2−0.2 24.2+0.1−0.1 M5 5.9 5.7 0.5
S17 09:59:15.77 +01:51:06.2 >27.5 25.7+0.1−0.1 25.9+0.4−0.3 25.3+0.3−0.2 24.9+0.3−0.3 25.0+0.3−0.3 M5 9.9 5.7 2.0
S18 09:59:07.45 +02:35:03.2 27.0+0.4−0.3 25.3+0.1−0.1 25.0+0.2−0.1 24.9+0.2−0.2 24.3+0.2−0.2 24.8+0.2−0.2 M5 9.0 5.7 6.2
S19 10:00:07.62 +02:21:25.0 26.7+0.5−0.3 25.4+0.1−0.1 25.4+0.4−0.3 >25.2 >25.1 >25.3 M4 8.9 5.7 0.9
S20 10:02:18.39 +02:20:25.9 26.9+0.4−0.3 25.2+0.1−0.1 24.8+0.2−0.1 24.6+0.2−0.1 24.4+0.2−0.2 24.6+0.2−0.2 M5 3.4 5.7 6.0
S21 10:01:42.49 +02:38:24.0 26.5+0.3−0.2 24.8+0.1−0.1 24.6+0.2−0.2 24.3+0.1−0.1 24.3+0.2−0.2 24.4+0.2−0.2 M5 7.6 5.6 4.0
S22 10:01:47.42 +02:06:18.9 27.0+0.6−0.4 25.5+0.1−0.1 25.6+0.2−0.2 25.2+0.3−0.3 25.4+0.6−0.4 25.4+0.4−0.3 M4 8.3 5.6 1.0
S23 10:01:54.85 +02:33:33.4 27.3+0.7−0.4 25.5+0.1−0.1 25.2+0.3−0.2 25.1+0.4−0.3 25.0+0.4−0.3 24.6+0.3−0.2 M5 6.4 5.6 0.7
S24 09:58:44.72 +02:25:37.2 27.1+0.5−0.3 25.6+0.2−0.1 25.5+0.3−0.3 25.4+0.4−0.3 >25.5 25.4+0.4−0.3 M4 5.5 5.6 0.6
S25 10:00:38.46 +01:56:22.3 26.6+0.2−0.2 25.2+0.1−0.1 24.8+0.1−0.1 24.5+0.2−0.1 24.5+0.2−0.2 24.8+0.2−0.2 M5 4.9 5.6 9.9
S26 09:58:41.39 +02:23:03.7 26.9+0.3−0.2 25.4+0.1−0.1 25.2+0.3−0.2 25.5+0.7−0.4 25.1+0.4−0.3 25.2+0.4−0.3 M4 7.7 5.5 1.6
S27 10:01:35.94 +02:23:03.3 27.0+0.4−0.3 25.5+0.1−0.1 25.2+0.3−0.3 24.5+0.2−0.2 24.9+0.4−0.3 >25.1 M5 4.8 5.5 7.7
S28 10:02:15.54 +02:36:46.9 26.8+0.3−0.2 25.7+0.1−0.1 25.4+0.2−0.2 25.8+0.6−0.4 25.1+0.7−0.4 >25.8 M4 7.5 5.5 5.2
S29 10:02:25.51 +02:33:32.1 26.7+0.3−0.2 25.4+0.1−0.1 24.9+0.3−0.2 24.5+0.3−0.2 24.7+0.3−0.2 >25.3 M5 7.3 5.5 10.0
S30 10:02:21.87 +02:24:01.0 26.7+0.4−0.3 25.3+0.1−0.1 25.2+0.4−0.3 25.4+0.7−0.4 25.1+0.5−0.4 24.7+0.3−0.2 M4 7.7 5.5 1.8
S31 10:00:08.43 +02:20:49.1 26.8+0.4−0.3 25.3+0.1−0.1 25.6+0.5−0.3 25.2+0.4−0.3 25.0+0.6−0.4 25.1+0.4−0.3 M4 7.5 5.5 0.9
S32 10:02:05.41 +02:14:46.4 26.9+0.5−0.3 25.5+0.1−0.1 25.5+0.3−0.2 25.0+0.2−0.2 25.3+0.6−0.4 25.1+0.3−0.3 M4 5.6 5.5 2.1
S33 10:01:40.07 +02:11:51.1 27.0+0.3−0.3 25.7+0.1−0.1 25.6+0.4−0.3 25.5+0.5−0.4 >25.4 >25.6 M4 6.7 5.5 1.0
S34 10:02:22.64 +01:51:57.1 26.7+0.4−0.3 25.5+0.2−0.2 >25.3 >25.5 >25.1 >24.9 M4 4.8 5.5 1.5
S35 10:00:24.21 +02:39:07.2 26.8+0.4−0.3 25.6+0.1−0.1 25.5+0.3−0.2 25.0+0.2−0.2 >25.6 >25.6 M4 6.5 5.5 4.9
S36 10:01:33.84 +02:03:30.9 26.7+0.5−0.3 25.7+0.1−0.1 >25.8 >25.5 >25.3 >24.7 M4 7.8 5.5 2.2
S37 09:59:08.92 +01:50:50.7 24.7+0.1−0.1 23.5+0.1−0.1 23.1+0.1−0.1 22.8+0.1−0.1 22.9+0.1−0.1 22.9+0.1−0.1 M5 9.9 5.5 10.3
UDS/SXDS field
S38 02:18:01.62 −04:52:22.3 27.4+0.4−0.3 25.4+0.1−0.1 24.6+0.2−0.2 24.1+0.1−0.1 24.2+0.1−0.1 24.0+0.1−0.1 M8 6.8 6.4 6.1
S39 02:16:13.17 −04:51:40.5 27.4+0.5−0.3 25.4+0.1−0.1 24.8+0.2−0.2 24.1+0.1−0.1 24.1+0.1−0.1 23.9+0.1−0.1 M8 5.4 6.3 9.3
S40 02:19:36.16 −05:03:16.2 >27.8 25.5+0.1−0.1 24.9+0.2−0.2 23.8+0.1−0.1 23.7+0.1−0.1 23.2+0.1−0.1 L4 7.9 6.3 11.0
S41 02:16:50.79 −05:28:44.5 26.8+0.3−0.2 25.6+0.1−0.1 25.1+0.4−0.3 25.3+0.2−0.1 25.6+0.5−0.3 25.5+0.4−0.3 M4 9.7 5.6 3.5
S42 02:17:40.34 −04:40:06.4 26.5+0.1−0.1 25.1+0.1−0.1 25.0+0.3−0.2 24.6+0.1−0.1 24.5+0.2−0.2 24.4+0.1−0.1 M5 8.2 5.6 1.3
S43 02:18:17.95 −05:25:47.9 26.8+0.2−0.2 25.7+0.2−0.1 >25.6 25.6+0.3−0.3 >25.6 26.1+0.6−0.4 M4 7.1 5.5 0.6
S44 02:17:06.25 −04:49:21.6 26.7+0.2−0.2 25.6+0.1−0.1 25.6+0.5−0.3 25.7+0.3−0.3 >25.5 25.8+0.6−0.4 M4 9.5 5.5 0.3
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Table B1 – continued
UDS/SXDS field
ID RA Dec. i z′ Y J H K Star χ2 zphot χ2gal
(J2000) (J2000) type
S45 02:16:38.53 −05:02:08.2 26.8+0.2−0.2 25.7+0.1−0.1 25.4+0.3−0.2 25.7+0.4−0.3 25.4+0.4−0.3 25.6+0.5−0.3 M4 7.1 5.5 0.9
S46 02:19:09.36 −04:40:00.4 26.3+0.1−0.1 25.2+0.1−0.1 25.5+0.5−0.3 25.0+0.2−0.2 24.9+0.3−0.2 25.2+0.3−0.2 M4 8.1 5.5 2.2
S47 02:17:32.33 −04:39:36.4 26.9+0.2−0.2 25.7+0.1−0.1 25.7+0.5−0.3 25.7+0.4−0.3 24.9+0.3−0.2 25.4+0.4−0.3 M4 8.6 5.5 3.4
Figure C1. The magnification distribution of the full z  6 sample due
to gravitational lensing by the mass associated with foreground galaxies
close to the line of sight. The observed magnification distribution is shown
in grey, for the UltraVISTA/COSMOS and UDS/SXDS samples in the up-
per and lower plots, respectively. The predicted magnification distribution
for random positions in the field is shown as the blue points, where we
plot the median and 68-percentiles. The inset plot shows the gravitational
magnification plotted against the z′-band magnitude for the sample.
used in the SED fitting process rather than the high- and low-redshift
model subsets utilized in our sample selection, to better represent
the range of galaxies found at z < 4. We select galaxies based on
an acceptable galaxy solution and a superior galaxy fit over that
from stars (using the PICKLES library of stellar templates; Pickles
1998).
The resulting magnification distributions for our samples of ob-
jects in the UltraVISTA/COSMOS and UDS/SXDS fields are shown
in Fig. C1, where we also plot the magnification against the z′-band
magnitude of the galaxy. The magnification sums the contribution
from all foreground galaxies closer than 10 arcsec to the high-
redshift galaxy. We find that the majority of galaxies have some
magnification of the order of ∼0.1 mag (median values are 0.11 in
the UltraVISTA/COSMOS field and 0.16 in the UDS/SXDS field),
with several objects showing magnifications as large as ∼0.6 mag.
If we use the Ilbert et al. (2008) photometric redshifts in the Ul-
traVISTA/COSMOS field, we find a similar shape of magnification
distribution as shown in Fig. C1 with an identical median magni-
fication. The inset plot of magnification against z′-band magnitude
shows no evidence for the brightest objects having the largest mag-
nification, which, if true, could influence the derived shape of the
LF.
The magnification of the objects we derive could impact the mea-
sured LF, however we must determine if this magnification is un-
usual given that all astronomical imaging surveys show foreground
objects close to the line of sight of the background high-redshift
galaxies. Hence, we calculated the expected magnification for ran-
dom positions in the field, using the full K-band catalogues used to
determine the magnification of our sample. A minimum separation
of 1 arcsec was applied when calculating the lensing at a given po-
sition, to exclude very high magnification of objects directly along
the line of sight. The resulting distribution of magnification values,
for a randomly drawn sample of 159 or 107 objects for the Ultra-
VISTA/COSMOS and UDS/SXDS fields, respectively, is shown in
Fig. C1. The simulated samples of objects were run 1000 times for
each field, and the median and 68-percentiles were calculated from
the derived magnification distributions. The random distributions
are very similar to those observed in our samples, showing median
values of 0.11 and 0.18, indicating that modest gravitational lensing
of our objects is not unusual for high-redshift sources in the field.
We therefore do not correct the absolute magnitudes of our objects
for this magnification when determining the LF.
We find a slight difference in the observed and predicted mag-
nification distributions between the UltraVISTA/COSMOS and
UDS/SXDS fields. The K-band data in the UDS/SXDS field is
deeper than that in UltraVISTA/COSMOS (mAB = 24.6 as com-
pared to mAB = 24.2), which would imply a higher surface density
of sources in the UDS/SXDS field and hence a higher derived mag-
nification. Inspection of the distribution of the number of sources
within a 10 arcsec radius of the sample of high-redshift galaxies
shows that this is indeed the case, and the magnification distribu-
tions can be brought into closer agreement if we cut the UDS/SXDS
catalogue at the same depth as the UltraVISTA/COSMOS data,
which results in a shift in the peak of the magnification distribution
faintwards by ∼0.05 mag. Any residual difference is likely due to
the slightly different redshift distribution between the two fields, a
result of large-scale structure in the fields or the different relative
depths in the multiwavelength images which can subtly bias the
photometric redshifts.
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