Shape representation is one of the key issues in a computer vision system. One important group of shape representations is multiple scale representation. In past years, many studies have been taken focusing on such group. Most of them used some operations such as smoothing, bluring or grouping to gradually obtain representation with di erent degrees of detail. Based on these operations, they used some parameters of their operations to indicate the detailing degree. One defect of using operation parameter is that human cannot easily make sense how detail the obtain representation is. To overcome such defect, we try to propose a graded approach which is guided by a human given similarity requirement to construct a most concise description of the shape which satis es the given requirement. As a result, our shape representation catch human's intuition about the detailing degree and suits machine's requirement for the concise description.
parameters used for updating membership degree. d ki the straight distance from x k to the t i .
Introduction
Shape representation is one of the key issues in a computer vision system. This is not because that it re ects an exible and useful perception to an object but also that it supports a wide range of computer vision tasks such as recognition, categorization, reasoning about, and image understanding. In general, shape representation can be symbolic, nonsymbolic, single scale and multiple scale. In this paper, we focus on symbolic and multiple degree detailing shape representation. In many applications, a symbolic shape representation is required to support symbolical computation. Usually, a general ans useful shape representation should include information that is necessary for vision tasks and be able to re ect human's perception. In many vision tasks, the information is needed to contain di erent degree, from global to local, features. Human's perspection to a shape similarly has di erent degree scopes. To satisfy such requirement, a number of shape representations that are with multiple degree of detailing or multi-scale have been proposed.
In past years, many studies have been taken focusing on a symbolic shape representation with multiple degrees of detailing. Most of them used some operations such as smoothing, blurring or grouping to gradually obtain di erent degrees of detail representation. These studies include that uses number of lines to approximate the originl curve 8] , that use parameter of the smoothing operator 7, 2, 10] , that uses parameter of the symbolic grouping operator 12] and that uses internal area and external area as criteria for the multiple information retraction 15]. Based on these operations, they used some parameter of their operation to indicate the degree of the information detailing. Based on the computational view, the use of operation parameter is a good selection for the index of degree of detailing. However, using operation parameter will make human not easily to make sense of how detail the obtain representation is.
To overcome such defect, we try to devise a so called graded approach to derive a shape representation with multiple degree details. Our approach is based on a similarity ratio which is an measure for the similarity between an obtained token and a original contour segment. Our approach is input a similarity ratio requirement which is given by human. Guided by this requirement value, our approach then construct a most concise description of the shape which satis es the given requirement. A token is a tting line segment along a partial contour of shape. Initial, our approach use onpy two tokens to approximate the given shape. When an optimal result is obtained, we compare the similarity ratio of these token to our requirement. If the obtained value is less than our requirement, we try to use one more tokens, i.e., three tokens, to approximate the given shape. This operation is iteratively performed until the requirement is obtained. Based on such operation, we will obtain a most concise (least number of tokens) representation which satis es human's requirement. As a result, our shape representation can catch human's intuition about the detailing degree and also suits machine's requirement for the concise description. In this paper, we also show some results of applying our approach to several visual object shape. The results shoe that our approach is more human intuitive and natural description than that based on operator's parameter.
Overview of The Approach
In this paper, we assume that a shape is a closed contour and is described by a list of vectors. Our approach can be generally illustrated by the ow chart in Figure 1 . In this chart, there are four execution blocks. The rst block is starting-vector detection which is devised to construct an initial condition for the following computation. In this procedure, we rst construct a skeleton for the input shape. This skeleton will interset the shape contour with a set of vectors. From this set, we then select a proper starting vector according to some criterion. Another goal of this procedure is to guarantee that our approach is rotation free.
After the start-vector detection procedure, there is a loop which includes two blocks. The rst block of the loop is is split which split one token into two such that the following execution can devise a ner approximation. The next block is token-detection procedure which is the kernel of our approach. In this procedure, the number of tokens is xed. Under this constraint, we are going to nd an optimal clustering to the whole vectors. Based on this clustering, we have a set of clusters of vectors. From each cluster, we can derive a token. Therefore, with respect to the whole shape, we obtain a set of tokens corresponding to the set of clusters.
This optimal clustering is performed based on three attributes of the tokens and the similarity ratios between the tokens and the vectors of clusters. When the optimal clustering and its corresponding set of tokens are obtained, we can nd the total similarity ratio of this set of tokens and the input shape. If the obtained ratio is less than the input requirement, the loop is executed again. Otherwise, we exit this loop and enter the nal block token merge.
The goal of this merge procedure is to obtain a more concise representation while still maintain the required quality. This is done by merge two neighboring tokens whose orientations are very close. Because of the closeness, we can still keep the total similarity ratio of the nal set of tokens. As a result, we obtain a more concise and still satis ed representation.
Preliminaries
In our approach, we use a cluster to denote a part of the input contour which we intend to represent by a token. A token is a group of information which stands for a part of the shape. One token principally corresponds to one cluster and mainly devised from that cluster. However, the vectors of the neighboring clusters may also a ect that token. To consider the e ects of neighboring vectors, we introduce a membership degree concept. We assume that each token is a ected by three clusters, one main cluster and two neighboring clusters. Therefore, we can say that each token is supported by three groups of vectors. In comparison, each vector can be said to support three tokens. Similarly, one token is called the main supporting token of the vector and the other two is called neighboring supporting tokens. The membership degree we mention above is used to denote the degree of the supporting of each vector to the three tokens. When a token is formed, we need to measure how similar it is related to its main cluster. This measure is called token similarity ratio. In our approach, we are nding an representation such that human's requirement on the similarity will be satis ed. Therefore, we take the minimum token similarity ratio as the similarity ratio of the whole set of tokens. For convenience, we will rst introduce these concepts: tokens, clusters, membership degree and similarity ratio.
Clusters and tokens
As mentioned before, our approach is performed by clustering the contour vectors, nding the corresponding tokens, calculating the tokens' attributes, and calculating the similarity ratios until a enough good result is obtained. A cluster here is a connected neighborhood of vectors. It is also can be view as an element of a partition of the input contour. The whole set of clusters is called cluster record. During the performance of the approach, the cluster record is gradually updated to reach an good enough one. The goodness of the cluster record is dependent on its corresponding set of tokens. For convenience, we use X to denote the input shape contour and use fx 1 ; x 2 ; ::g for the vectors in X. The notation N X denotes the number of vector of X. Also, we use C to denote the cluster-record and fc 1 ; c 2 ; :::g for the clusters in it.
We use N C to denote the number of clusters in C. A token usually correspond to a cluster. We use t i to denote the token corresponding to c i . We use T to denote the whole set of tokens corresponding to the whole set of clusters C.
A token is an approximation to a cluster. With each token, there are three attributes: center vector, orientation and scale. In the following, we de ne these three attributes and for each of them, we introduce a way to calculate.
The rst one is the center vector of a token. We usec t i to denote this attribute value for token t i . The center vector of a token is a position which should be able to stand for the token. S c i+1 g. The notation u(x k ; t i ) is the membership degree of x k to the token t i and will be described in the following section.
The second attribute is the orientation which can be denoted byõ t i . The orientation of a token is de ned as an optimally tting direction such that the sum of weighted distance squares is minimized. The sum can be shown as the following formula and is denoted by i . 2 ( 1) where d ki denotes the distance between x k and t i . The distance between a vector to a token means a vertical distance between them.
To derive the orientation, we need to minimize the above formula. Without loss of generality, we assume thatc t i is (0; 0) and jõ t i j is 1. Let be the angle between x k andõ t i , then the following equations will hold.
where hx; yi denotes the dot product of vectors x and y. Equation (1) then can be rewritten as follows.
where d ki is the straight distance from x k to the t i . Because the membership degrees of vectors and X are xed, the rst term is constant relative toõ t i . As that i is minimized if and only if the second term is maximized, we now try to maximize the second term which can be rewritten as following.
The solution is well known: let the matrixM i be P x k 2 t i u(
] and e i be the unit eigenvector of the matrixM i corresponding to its largest eigenvalue.
The third is scale which is denoted bys t i . The scale we refer to here means the scope size that the token covers. In general, we can use the number of vectors that support the token as the scale value. However, because that every vector is with a weight, we need to take such weight into consideration. The scale is obtained from the weighted count of the support vectors. We normalize this weighted count by dividing it by the number of total vectors N X . The de nition can be described as follows.
De nition 2 According to the membership degrees of the vectors, token scales t i is calculated bys
Membership degree
As mentioned before, each vector supports three tokens. Therefore, for each vector x k , we de ne three membership degrees, one for the main token say t i and two for the neighboring tokens say t i?1 and t i+1 . In this paper, we consider three factors about the membership degree:
(1) Ordinal interval between the vector x k and the middle vector of c i .
(2) Distance between the vector x k and the center of t i .
(3) Distance between the vector x k and the t i .
In the rst factor, the cluster c i is the cluster corresponding to the main token. The middle vector of c i is the vector whose ordinal number is the middle one of that of the vectors in the cluster. This factor re ects the relationship of a vector and the cluster it is in. The second factor is the direct distance from the center of the token t i to the vector x k . The third one is slightly di erent to the second one. The distance between one vector and one token is the vertical distance of them. Considering these three factors, we devise the following formula to represent a total e ect to the membership degree. r i;k = kk ? c i k 2 + kx k ?c t i k 2 + kd ki k 2 ;
where the sum of , and is 1 and . Based on the above term, our membership degree can be de ned as follows.
u(x k ; t i ) ? 
3.3 Similarity Ratio
In this paper, there are two kinds of similarity ratio: one for token and one to the whole set of tokens. The token similarity ratio for the token t i can be denoted as~ t i . In this paper, the token similarity ratio is based on a distance between t i and x k . For convenience, we use an average square to re ect an aggregation of the distances of all the vectors in a cluster. This square, denoted byd t i , is called distance square error and can be de ned as follows.
where N c i is the number of vectors in c i .
For consistency, we assume that the value range of similarity ratio is between 0 and 1. Also, we assume that this similar ratio value will decrease as the distance squared error increases. As a result, the similarity ratio is a decreasing function of d t i , with~ t i = 1 whend t i = 0, and~ t i = 0 whend t i ! +1: In this paper, we use the following sigmoid function, which can satisfy the above requirement, as our similarity ratio.
De nition 3 The similarity ratio of token t i ,~ t i is given as
where represents the equation 10 K 2 N 2 X and K is a constant.
The variable contains the length of the contour N X . Both the square of N X and the distance square errord t i are in uenced by uniform scaling. The in uence of uniform scaling in the calculation of similarity ratio will be balanced by dividing the distance square errord t i by N 2 X . The other attributes would not change by uniform scaling except the spatial attributes. Therefore, the approximation will satisfy the criterion of uniform scaling free.
The similarity ratio of the whole set of tokens is a weighted sum of that of its member tokens. The weight attached to each token is its scale. The whole similarity ratio can be de ned as follows.
De nition 4 The similarity ratio of an approximation T, T , is de ned as
wheres t i is the scale of the token which is de ned in the following section.
The Graded Approach
In this section, we describe our approach with some detail. The algorithm of our main outer procedure can be illustrated in Figure 3 . The input of the procedure is a shape contour X and a required similarity ratio value . The output is a set of tokens T which is an approximation to X.
In step 1, the procedure starting-vector-detection tries to nd the starting vector and an index of the vector recommended to split. With the starting vector, we can represent the contour by a one-cluster cluster record C. With the index q, the following procedure will split this only cluster into two clusters for succeeding process. In the step 2, the p is used to indicate which cluster will be split in the next step. As an initial case, there is only one cluster in the cluster record and p is assigned 1.
Step 3 to 10 is a do loop where the main operations are performed. In step 3, the procedure split split the pth cluster into two at the qth vector. The following procedure call token-detection is the principal step in this loop. This procedure is to nd an optimal cluster record C and its corresponding set of tokens T. The number of the clusters in the C does not change during the performance of the procedure. After the performance of the token-detection, step 6 and 7 are to nd the weakest token t w whose similarity ratio is the minimum. The similarity ratio is denoted bỹ w . This weakest token , associated with its corresponding cluster, then is indicated for next iteration loop if its~ w value is less than the required. In such case, we increase the number of clusters by one and repeat the loop.
It is obviously that the do loop will terminates. Let we look at line 5, we always select the weakest token to split. The weakest token is the token with least similarity to its corresponding curve. If a curve can not be properly approximated by one line, it must can be approximated better by two lines. Therefore, the w is monotonely decreasing and the do loop will terminate.
When the do loop is terminated, i.e., the~ t i of each token t i is larger than the required value . A merge procedure is invoked to merge any two adjacent tokens whose orientations are very similar to obtain a more human intuitive approximation. How similar are the orientations of the adjacent tokens required to t human intuition? To answer this question, we design a parameterized formula which takes into consideration and ". The parameter " is used to de ned the degree of improvement that is required. In this formula, % 1 and % 2 are variables and are dependent on the domain.
De nition 5 The value of for merge procedure is de ned as = % 1 " + % 2 (1 ? ); where % 1 and % 2 are pre xed constants.
Start Vector Detection Procedure
The algorithm of the procedure starting-vector-detection can be illustrated in Figure 4 . In this procedure, we rst construct the skeleton of the input contour X. This is done by a one-pass two-operation method which is proposed by Arcelli and Baja 1]. The obtained skeleton then intersects the contour with a set of vectors S.
Given the set of intersection vectors S, we try to select a starting vector which may largely help the following computation. The for loop between step 1 to 5 is to check all pairs of intersections and calculate the ratio of the lengths of the cut subcontours. In step 6, we select two vectors s i and s j whose corresponding ratio is larger than and mostly closed to 1. The s i is the starting vector where the following computation begins. Following clockwise direction, Q i is the segment from s i to s j and Q j is the segment from s j to s i . We select the rst vector according to the partition that most equally partition the contour. If the s q 1 and s q 2 are selected then we let the start index of the only one cluster c 1 be q 1 and the index of the vector recommended to split be q 2 .
In Figure 2 , we give an example for illustrating the skeleton (the curve in the contour) and their interesctions with the contour (black squares).
Token-Detection Procedure
The algorithm of the token-detection procedure is illustrated in Figure 5 . This procedure is the kernel of our approach. The input is X, C and " where X is a shape contour, C is a cluster-record and " is a prede ned constant which is used to prevent forever loop. The output includes a cluster record C 0 and corresponding set of tokens T. It is notable that the number of the cluster of the output cluster record C 0 is same as that of input cluster record C.
In many multiscale line approximation methods, the computation must be taken across lower level approximation, and needs to prune the redundant coarser scale tokens 4, 14] . However, still no e cient pruning technique is available. To resolve such problem, we employ a fuzzy concept from Bezdek's Fuzzy c-Elliptotypes (FCE) algorithm 3] for the membership of a vector x k to a cluster c i . In our procedure, every vector x k is assigned to one and only one cluster say c i . In this case, every vector supports three tokens t i?1 ; t i and t i+1 which correspond to c i?1 ; c i and c i+1 . Instead of optimal result, the token-detection procedure obtains a set of tokens with distortion smaller than a prede ned ". The total distortion can be calculated by the di erence between these membership degrees. Three new membership degrees u ?1 (new) 
Reassignment
When the cluster record has been modi ed, the new corresponding set of tokens are then found. As mentioned before that every vector supports three tokens, when the tokens are changed the membership degree of every vector should be updated accordingly. This update also may a ect the clustering. These operations are per-formed in the procedure reassignment. The algorithm of the reassignment procedure can be illustrated in Figure 6 . A vector may support three neighboring tokens. In other words, a vector possesses three membership degrees for these three tokens. There is only one main token which one vector supports. Without loss of generality, we assume that the main token a vector x k supports is t i . Also, we assume that the corresponding cluster of token t i is c i . In the algorithm, we use the subscript k to denote that the membership degree is of vector x k and token t i for convenience. The superscript ( new) is used to denote that the membership degree is newly obtained. The superscript 0 is for the main supporting token and ?1 and +1 are for the neighboring tokens.
This reassignment algorithm is quite straightforward. The assignment of a vector to a cluster is according to the membership degrees to its main supporting token and two neighboring tokens. If u +1(new) k is the maximum, then x k is assigned to c i+1 . If u ?1(new) k is the maximum, then x k is assigned to c i?1 . Otherwise, the assignment is not changed.
Experimental results
We have applied the approach to several images and obtained sound results. Some are shown in Figure 7, 8 and 9 . In each gure we show a primary shape and their approximation with di erent required similarity ratios at 0.1, 0.3, 0.4, 0.5, 0.7 and 0.9. We found that the desired degree of detailing can be obtained through our simple approach. Using a parameter based multiple-degree method, we can only give a parameter of the operator but it may not re ect directly the desired degree of detailing. Instead of that, we use similarity ratio to uniform the desire similarity given by human and the guiding parameter of the procedure.
Concluding Remorks
In the concluding section, we would like to list several usually used criteria for a shape representation 5, 9, 11] and evaluate our approach via these criteria.
Capability to derive general shape properties: Our graded representation can be used to derive general shape properties. For example, we can decompose a shape into several meaningful parts at di erent degree of detailing based the tokens obtained by our approach. We have detailed this decomposition method in 13]. The properties of a part such as center, orientation, weight, similarity ratio, protrusion rate and width contraction rate can be obtained without much extra e orts. In Figure 6 , we illustrate an example for such decomposition. We can see that the result possesses a symmetric structure and several parts such as wings and tail rudders.
Transformation free: The kinds of transformation that are taken into consideration include rotation, shift and scaling. In our approach, all these three kinds of transformation are satis ed. For the rotation case, our starting vector detection procedure concerns the intersections of the skeleton and contours. During the process, only related positions are used and therefore the procedure is rotation free. For the shift case, it is trivial shift free because that the o set of the coordinate can be easily removed. For the scaling case, our similarity ratio de nition has considered the in uence of uniform scaling. Therefore, all attributes of the tokens are independent of uniform scaling, except their spatial locations.
Uniqueness and invariance: The uniqueness says that two di erent objects should have di erent representations. Our approach must be able to satisfy this criterion because the given similarity ratio can be as large as one. This is the case that the representation is the same as input. However, in multi-detailing cases, the uniqueness should not be strongly maintained because at lower similarity ratio, di erent but similar shapes should have same representation. Actually, the uniqueness what we concern is that shapes with di erent characteristics should have di erent representation. Moreover, from the discussion about translation free we can say that the invariance also can be satis ed.
Stability: Our token-detection procedure is a least-squared-error line tting method whose stability, in computer vision, is considered under noise. Noise is the most di cult issue in computer vision. In our opinion, whether an information is a noise or a characteristic should not be determined arbitrarily. Therefore, the problem of noise in our approach is resolved by the similarity ratio which somehow indexes di erent degree of abstract.
Simplicity: In general, our graded representation is a set of approximations with di erent degree of detailing. The complexity of eacg approximation is di erent, for example, smaller similarity ratio requirement corresponds lower complexity and higher similarity ratio higher complexity. This makes that di erent visual tasks can specify di erent value of the given similarity ratio.
Ease to implementation: Our approach is conceptually straightforward and simple. In traditional techniques, large number of complex di erential or integral operators are employed. These mathematical operators will increase the load on programming and debugging. Instead of these di erential or integral operators, our approach uses only simple operators such as add and average. E ciency: The required computational time and storage capacity of our approach do not satisfy the e ciency criterion at the rst glance. In our approach, an object is described by a set of approximation representations. In general, four or ve approximation representations with di erent similarity ratios are derived for an object. The corresponding computational time and storage capacity are more than that of classical methods. This is because that what we concern is the latter visual tasks. For example, the visual recognition can use an object's approximation with the lowest similarity ratio initially and obtain a global, rough classi cation. The number of possible candidates can be decreased across the increase of similarity ratio gradually. Finally, the complex matching procedure is only performed among small number of objects. We have developed several applications of the graded approach including the decomposition of a shape to several components 13], and the construction of shape models via learning 6]. Algorithm Graded-approach; Input: and X. /* is the required value of similarity ratio and X is the input shape contour */ Output: T. /* T is an approximation to X */ 1: call starting-vector-detection(X; C; q); 2: p 1; /* index of the cluster to be split */ 3: do 4: call spit(C; p; q); /* split pth cluster in C at vector x q */ 5:
call token-detection(X; "; C; T); 6: 8t i 2 T, calculate~ t i ; 7: w j where~ t j = min t i 2T f~ t i g 8: p w; 9: q (c w :s + c w+1 :s)=2;
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