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Abstract
A sequence of ﬁnite rewriting systems Rn (n1) with the following properties is presented:
(1) Rn is not of type FDT,
(2) Rn is of type FHTn, but not of type FHTn+1,
(3) Rn has word problem solvable in quadratic time.
This result not only strengthens the result of Pride and Otto separating the geometric ﬁniteness
condition FDT from the ﬁniteness condition FHT (=FHT1), but it also shows that the higher order
homological ﬁniteness conditions FHTn, which were ﬁrst considered by McGlashan for dimension
2, yield an inﬁnite hierarchy that is independent of the homotopical ﬁniteness condition FDT.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In the theory of ﬁnite string rewriting systems, two related geometric properties have been
introduced. The ﬁrst, a homotopical property, ﬁnite derivation type (FDT), was deﬁned and
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studied by Squier [17]. The second, ﬁnite homological type (FHT), was introduced in [19].
Both these properties are invariants in the sense that if two ﬁnite rewriting systems are
Tietze equivalent (i.e., if they represent the same monoid), then if one has the property so
does the other. This allows us to talk about FDT or FHT monoids. In general, FDT implies
FHT, and the properties are equivalent for groups [19], but it has only been shown recently
that in general FHT does not imply FDT [14].
In fact, in [14] monoids of the form
M = [G, t;ht = th(h ∈ H)] (1)
were considered, whereG is a ﬁnitely presented group andH is a ﬁnitely generated subgroup
of G. Thus, M is the quotient of the free product G ∗ {t}∗ by the congruence generated by
all pairs (ht, th) (h ∈ H). It was shown that
(i) M is FDT if and only if G is FDT, and H is ﬁnitely presented;
(ii) M is FHT if and only if G is FHT (=FDT), and H is of type FP2.
Then using examples of Bestvina and Brady [2] of groups which are of type FP2 but not
ﬁnitely presented, a rewriting system that is FHT but not FDT was obtained. Additionally,
this rewriting system has word problem solvable in quadratic time.
In [11] (see also [10]) the higher dimensional geometric properties FDT2 and FHT2
for rewriting systems have been introduced and studied. Here a ﬁnite rewriting system is
FDT2 (FHT2), if it is FDT (FHT) and if it satisﬁes some additional ﬁniteness conditions in
dimension 3. In particular, it is shown that, for a ﬁnitely presented monoid, the properties
FDT2 and FHT2 coincide, if that monoid is FDT, which implies in particular that for groups
the properties FDT2 and FHT2 coincide. However, the question was left open as to whether
there are ﬁnite rewriting systems for which these properties differ.
Here we will answer this question in the afﬁrmative. In fact, extending the work of [14]
we will establish the following result.
Main Theorem. For each n1, there exists a ﬁnitely presented monoidMn that satisﬁes
the following:
(1) Mn is not of type FDT,
(2) Mn is of type FHTn, but not of type FHTn+1,
(3) Mn has word problem solvable in quadratic time.
Recall that a ﬁnitely presented monoid L has word problem solvable in quadratic time if,
for some (and hence, by the Tietze theorem, for any) ﬁnite rewriting system for L there is a
multi-tape Turing machine and a quadratic function f such that, for any two words,′, the
Turing machine will determine whether or not = ′ holds in L in at most f (|| + |′|)
steps.
This result not only separates the property FDT2 from the property FHT2, but also shows
that the higher order homological ﬁniteness conditions FHTn (as deﬁned at the end of this
Introduction) yield an inﬁnite hierarchy that is independent of the homotopical ﬁniteness
condition FDT.
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The proof of this theorem involves examining monoids of the form (1) in more detail. In
fact, it is no more difﬁcult to examine general “HNN-like” monoids
M = [G, t;ht = t(h)(h ∈ H)], (2)
where G is a ﬁnitely presented group, H,H ′ are nontrivial ﬁnitely generated subgroups,
and where  : H → H ′ is a group isomorphism. The main technical result is Theorem 4,
which gives a short exact sequence (possibly of independent interest) connecting certain
bimodules associated withM, G and H. We use this to characterize homological properties
ofM in terms of homological properties of G and H (Theorem 5). The Main Theorem then
follows by again using the work of Bestvina and Brady [2] (see Section 6).
We mention in passing that there exist notions of HNN-extensions for monoids in the
literature (see, e.g., [8,6]). However, these notions differ from ours. In [8], stable letters
with inverses are introduced on top of a semigroup, while we add a stable letter without an
inverse on top of a group. In [6], HNN-extensions for inverse semigroups and groupoids
are considered.
We ﬁnish this Introduction by giving some deﬁnitions and facts which will be used
throughout the rest of the paper.
Let M be a monoid, and denote by ZM its integral monoid ring. Then ZM ⊗ ZM is a
free (ZM,ZM)-bimodule of rank one (with basis 1⊗ 1). As an abelian group ZM ⊗ ZM
is freely generated by all pairs m⊗m′ (m,m′ ∈ M). A free (ZM,ZM)-bimodule of rank
k is a direct sum of k copies of ZM ⊗ ZM (k may be inﬁnite). A (ZM,ZM)-bimodule B
is said to be of type bi-FPn (n0) if there is an exact sequence
Dn → Dn−1 → · · · → D1 → D0 → B → 0,
where D0, . . . , Dn are free (ZM,ZM)-bimodules of ﬁnite rank. We will call such a se-
quence an n-ﬁnite free (ZM,ZM)-resolution of B. The monoid M is said to be bi-FPn if
ZM (regarded as a (ZM,ZM)-bimodule via left and right multiplication) is bi-FPn [9].
It is shown in [9] that bi-FP3 is equivalent to the property FHT, and in [11] it is shown
that bi-FP4 is equivalent to FHT2. Thus, it is only natural to regard bi-FPn+2 (n2) as the
homological generalization FHTn of FHT to higher dimensions. We remark that there is
ongoing work concerning higher order geometric properties FDTn, FHTn (n> 2), and it is
expected that the geometric version of FHTn will be equivalent to bi-FPn+2 for all n.
For ﬁnitely presented groups, the ﬁniteness conditions FP3, FDT, and FHT are all equiv-
alent [4,19], as are the properties FP4, FDT2, and FHT2 [11]. It is shown in [13] that for
groups the conditions FPn and bi-FPn are equivalent for all n.
We thank Ian Leary for very useful discussions concerning the work of Bestvina and
Brady, and for comments on a draft of our paper. We also thank an anonymous referee for
very helpful remarks.
2. The bi-augmentation ideal of a monoid
IfM is a monoid, then the bi-augmentation ideal IM ofM is the kernel of the homomor-
phism ZM ⊗ ZM → ZM deﬁned by m1 ⊗m2 → m1m2 (m1,m2 ∈ M). It will be useful
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to introduce the notation
〈m〉 := m⊗ 1− 1⊗m ∈ IM (m ∈ M).
Note that 〈1〉 = 0, and that, for m′ ∈ M ,
〈m〉m′ =m⊗m′ − 1⊗mm′.
Lemma 1. (i) IM is free abelian, freely generated by the elements 〈m1〉m2 (m1,m2 ∈
M,m1 = 1).
(ii) As a right ZM-module, IM is free with basis 〈m〉 (m ∈ M\{1}).
(iii) The left action of ZM on IM can be expressed in terms of the right action by
u〈m〉 = 〈um〉 − 〈u〉m (u,m ∈ M).
Proof. (i) This is well-known, but we offer a proof. As an abelian group, ZM ⊗ ZM is
freely generated by all pairs m ⊗ m′ (m,m′ ∈ M). It follows easily that the elements
〈m1〉m2 (m1,m2 ∈ M, m1 = 1) freely generate a subgroup of ZM ⊗ ZM . To show that
they generate IM , consider a ﬁnite sum
=
∑
i,j
i,jmi ⊗mj ∈ IM ,
where i,j ∈ Z\{0} and (mi,mj ) ∈ M ×M , (mi,mj ) = (mi′ ,mj ′) for (i, j) = (i′, j ′).
Then ∑
i,j
i,jmimj = 0,
so there must be distinct pairs (p, q) and (k, l) with mpmq = mkml . We can assume that
one of mp, mk , say mp, is not 1, as otherwise (mp,mq)= (mk,ml). Then
′ = − p,q(〈mp〉mq − 〈mk〉ml) ∈ IM .
Since ′ has fewer terms than  (after cancellation), it follows by induction that  can be
written as a sum of elements 〈m1〉m2 (m1,m2 ∈ M, m1 = 1).
The result (ii) follows from (i), and (iii) is straightforward. 
For a submonoid S of M, we will denote the submodule of IM that is generated by
〈s〉 (s ∈ S) by IS .
Lemma 2. If ZM is free as a left and right ZS-module, then we have an isomorphism
ZM⊗ZSIS⊗ZSZM → IS, 1⊗ 〈s〉 ⊗ 1 → 〈s〉 (s ∈ S).
Proof. Let  : IS → ZS ⊗ ZS be the inclusion. By the freeness of ZM ,
ˆ= 1⊗ ⊗ 1 : ZM⊗ZSIS⊗ZSZM → ZM⊗ZSZS ⊗ ZS⊗ZSZM
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is injective. Moreover, we have the isomorphism
 : ZM⊗ZSZS ⊗ ZS⊗ZSZM → ZM ⊗ ZM, 1⊗ 1⊗ 1⊗ 1 → 1⊗ 1.
Thus, ˆ is injective with image IS . 
Finally, by straightforward dimension shifting using the short exact sequence
0 → IM → ZM ⊗ ZM → ZM → 0,
we have
Lemma 3. M is bi-FPn (n> 0) if and only if IM is bi-FPn−1.
3. HNN-like extensions
For the rest of the paper,M will be a monoid as in (2). Thus,M is the quotient of the free
product G ∗ {t}∗ by the congruence generated by the pairs (ht, t(h)) (h ∈ H). We let 
be a set of left coset representatives for H in G; thus each g ∈ G can be written uniquely in
the form h ( ∈ , h ∈ H). We choose 1 for the representative of H. Then, similarly as
in [14, Section 2.3], the elements of M can be written uniquely in left normal form
0t1t · · · tnh (n0,i ∈ (0 in), h ∈ H). (3)
Also, letting ′ be a set of right coset representatives for H ′ in G (again with 1 as the
representative of H ′), the elements of M can be written uniquely in right normal form
h′′0t′1t · · · t′n (n0,′i ∈ ′(0 in), h′ ∈ H ′).
Then ZM is free as a right ZG-module on the set of all left normal forms with n = h= 1,
and it is free as a left ZG-module on all right normal forms with h′ = ′0 = 1. Thus, in
particular, it follows from Lemma 2 that we have an isomorphism
ZM⊗ZGIG⊗ZGZM → IG. (4)
As a right ZH -module, ZM is free on the set of all left normal forms with h= 1. Also, if
we regard ZM as a left ZH -module via  (that is, h ·m= (h)m (h ∈ H,m ∈ M)), then
ZM is free on all right normal forms with h′ = 1. We will denote this left ZH -module by
ZM .
We have the (ZM,ZM)-bimodule
ZM⊗ZHZH⊗ZHZM , (5)
where the ZH in the middle has the standard (ZH,ZH)-bimodule structure by left and
right multiplication. Our aim is to prove the following.
Theorem 4. There is a short exact sequence
0 → ZM⊗ZGIG⊗ZGZM −→ IM −→ ZM⊗ZHZH⊗ZHZM → 0. (6)
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As a consequence of this we will obtain
Theorem 5. Suppose that G is of type FPn (n> 0). Then M is of type bi-FPn if and only if
H is of type FPn−1.
4. Proof of Theorem 4
Throughout this section we will identify elements ofM with their left normal forms as in
(3). We will sometimes omit any of h, 0, n if they are equal to 1. The set of left normal
forms with h= 1 will be denoted by 	. The module in (5) will be denoted byB.
Lemma 6. As a right ZM-module,B is free with basis 
⊗ 1⊗ 1 (
 ∈ 	).
Proof. As a right ZH -module, ZM is free with basis 	. Thus, as a right ZH -module,
ZM⊗ZHZH is free on the elements f
 = 
⊗ 1 (
 ∈ 	). Then
f
ZH⊗ZHZM
is a free right ZM-module of rank 1 generated by f
 ⊗ 1, so
B=
⊕

∈	
f
ZH⊗ZHZM
is free on the basis f
 ⊗ 1= 
⊗ 1⊗ 1 (
 ∈ 	). 
It will be convenient to denote the basis element 
⊗ 1⊗ 1 by e
.
In order to prove Theorem 4, it sufﬁces (due to isomorphism (4)) to show that
IM/IGB.
Since IM is free as a rightZM-module on the elements 〈m〉 (m ∈ M\{1}), we can deﬁne
a right ZM-module homomorphism
 : IM → B
〈0t1t · · · tnh〉 →
n∑
i=1
e0t ···ti−1 · i t · · · tnh.
Note that when n= 0, the sum on the right is empty which is interpreted as 0, that is,
〈g〉 → 0 (g ∈ G).
Thus, IG · ZM ⊆ Ker . Note also that ZM · IG ⊆ Ker , since
m〈g〉 = 〈mg〉 − 〈m〉g
and clearly
〈mg〉 = (〈m〉)g.
S.J. Pride, F. Otto / Journal of Pure and Applied Algebra 200 (2005) 149–161 155
Thus, IG=ZM ·IG·ZM ⊆ Ker , sowe get an induced rightZM-module homomorphism
∗ : IM/IG → B.
Using the freeness ofB (Lemma 6), we deﬁne a right ZM-module homomorphism
 : B→ IM/IG,
e
 → 
〈t〉 + IG (
 ∈ 	).
The proof will be completed by establishing the following two results.
Lemma 7. The mapping  (and hence ∗) is a left ZM-module homomorphism.
Lemma 8. The mappings ∗ and  are mutually inverse.
Proof of Lemma 7. It sufﬁces to show that  respects left multiplication by t and by ele-
ments of G. Let m= 0t1t · · · tn−1tnh be in left normal form. We have:
(t〈m〉)= (〈tm〉 − 〈t〉m)
= e1 ·m+
(
n∑
i=1
et0t ···ti−1 · i t · · · tnh
)
− e1 ·m
= t ·
n∑
i=1
(0t · · · ti−1 ⊗ 1⊗ 1) · i t · · · tnh
= t · (〈m〉).
Also let g ∈ G. Then
(g〈m〉)= (〈gm〉 − 〈g〉m)= (〈gm〉).
Write g0 = ˆ0h0, (hi−1)i = ˆihi (1 in − 1), and (hn−1)nh = ˆnhn, where
ˆi ∈  and hi ∈ H (0 in). Then
gm= ˆ0t ˆ1t · · · t ˆn−1t ˆnhn
in left normal form. We have
g(〈m〉)= g ·
n∑
i=1
(0t1t · · · ti−1 ⊗ 1⊗ 1) · i t · · · tnh
=
n∑
i=1
(ˆ0t ˆ1t · · · t ˆi−1hi−1 ⊗ 1⊗ 1) · i t · · · tnh
=
n∑
i=1
(ˆ0t ˆ1t · · · t ˆi−1 ⊗ 1⊗ 1) · (hi−1)i t · · · tnh
=
n∑
i=1
(ˆ0t ˆ1t · · · t ˆi−1 ⊗ 1⊗ 1) · ˆi t · · · t ˆnhn
= (g〈m〉),
as required. 
156 S.J. Pride, F. Otto / Journal of Pure and Applied Algebra 200 (2005) 149–161
Proof of Lemma 8. For 
 ∈ 	 we have
∗(e
)= ∗(
〈t〉 + IG)
= 
∗(〈t〉 + IG) (using Lemma 7)
= 
e1
= e
.
Also, for m= 0t1t · · · tn−1tnh in left normal form, and denoting equivalence mod
IG by ≡, we have
∗(〈m〉 + IG)= 
(
n∑
i=1
e0t ···ti−1 · i t · · · tnh
)
≡
n∑
i=1
(0t · · · ti−1〈t〉) · i t · · · tnh
≡
n∑
i=1
(0t · · · ti−1t ⊗ i t · · · tnh− 0t · · · ti−1 ⊗ ti t · · · tnh)
≡ m⊗ 1− 1⊗m,
where the last step follows using the fact that u ⊗ gv ≡ ug ⊗ v for all u, v ∈ M , g ∈ G.

5. Proof of Theorem 5
We assume throughout this section that G is of type FPn (n> 0). Then by Pride [13], G
is of type bi-FPn, so by Lemma 3, IG is of type bi-FPn−1. Since ZM is free as a left and
right ZG-module (see Section 3), the functor ZM⊗ZG−⊗ZGZM is exact. Applying this to
an (n − 1)-ﬁnite free (ZG,ZG)-resolution of IG gives an (n − 1)-ﬁnite free (ZM,ZM)-
resolutionF′ of ZM⊗ZGIG⊗ZGZM .
To prove Theorem 5, suppose ﬁrst that H is of type FPn−1. Then again by [13], H is of
type bi-FPn−1. Applying the exact functor ZM⊗ZH−⊗ZHZM to an (n − 1)-ﬁnite free
(ZH,ZH)-resolution of ZH gives an (n− 1)-ﬁnite free (ZM,ZM)-resolutionF′′ of B.
Then applying the Horseshoe Lemma [15] to the exact sequence (6), we obtain fromF′
andF′′ an (n−1)-ﬁnite free (ZM,ZM)-resolution of IM . Thus, by Lemma 3,M is bi-FPn.
Now conversely, suppose that M is bi-FPn, or equivalently (by Lemma 3), that IM is
bi-FPn−1, and letF be an (n− 1)-ﬁnite free (ZM,ZM)-resolution of IM . The map
ZM⊗ZGIG⊗ZGZM → IM
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lifts to a chain mapF′ →F, and the mapping cylinder of this chain map gives an (n−1)-
ﬁnite free (ZM,ZM)-resolution
Dn−1 → Dn−2 → · · · → D1 → D0 → B→ 0
ofB [16]. Applying −⊗ZMZ to this, and noting the fact that
B⊗ZMZZM⊗ZHZ,
gives the sequence
Dn−1 → Dn−2 → · · · → D0 → ZM⊗ZHZ → 0,
where Dk =Dk⊗ZMZ (0kn− 1). Here Z is Z with trivial left ZH action via . As
left ZM-modules,
(ZM ⊗ ZM)⊗ZMZZM ,
so Dk (0kn − 1) is a ﬁnitely generated free left ZM-module. Since −⊗ZMZ is
right exact, the above sequence is exact at ZM⊗ZHZ and at D0. It is also exact at
Dk (1kn− 2), as the kth homology is
TorZMk (B,Z),
which is 0, sinceB is free (Lemma 6). We thus have shown that
ZM⊗ZHZ is of type left-FPn−1.
We will deduce from this fact that H is left-FPn−1.
We can assume that n> 1, otherwise there is nothing to prove, since every group is of type
left-FP0.According to [3], Theorem 1.3,ZM⊗ZHZ being of type left-FPn−1 is equivalent
to the following statement:
(I) For each direct product∏ ZM , the natural map
k∗ : TorZMk
(∏

ZM,ZM⊗ZHZ
)
→
∏

TorZMk (ZM,ZM⊗ZHZ)
induced by the chain map = {i}n−1i=0 :
i :
(∏

ZM
)
⊗ZMDi →
∏

(ZM⊗ZMDi)
()∈ ⊗ di → ( ⊗ di)∈,
is an isomorphism for all k <n− 1 and an epimorphism for k = n− 1.
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For all k > 0, TorZMk (ZM,ZM⊗ZHZ)= 0, so (I) is equivalent to the following state-
ments:
(II.1) ZM⊗ZHZ is of the type left-FP1 (as a left ZM-module), and
(II.2) TorZMk (
∏
ZM,ZM⊗ZHZ)= 0 holds for all 1kn− 2 and all products
∏
ZM .
Since ZM is free, and thus ﬂat, as a right ZH -module, we have, by the change of ring
formula [3]
TorZMk
(∏

ZM,ZM⊗ZHZ
)
TorZHk
(∏

ZM, Z
)
,
so
TorZHk
(∏

ZM, Z
)
= 0, (1kn− 2).
Now the right ZH -retraction
 : ZM =
⊕

∈	
Z
H −→ ZH ,
Z1H → ZH, Z
H → 0 (
 = 1)
gives rise to a retraction∏

 :
∏

ZM →
∏

ZH ,
which by functorial properties of Tor gives rise to a retraction(∏


)
∗
: TorZHk
(∏

ZM, Z
)
→ TorZHk
(∏

ZH, Z
)
.
In particular, (
∏
 )∗ is surjective, so
TorZHk
(∏

ZH, Z
)
= 0.
Thus, the left ZH -module Z is of type left-FPn−1. This is equivalent to asserting that Z
as a trivial left ZH ′-module is of type left-FPn−1, that is,H ′ (and henceHH ′) is of type
left-FPn−1 as required.
6. Proof of main theorem
We begin by restating work of Bestvina and Brady [2]. Let L be a connected ﬁnite
ﬂag complex, that is, L is a connected ﬁnite simplicial complex which is not properly
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contained in any larger simplicial complex with the same 1-skeleton. Associated withL is
the so-called graph group GL given by the presentation
〈E0; uvu−1v−1({u, v} ∈ E1)〉,
where E0 and E1 are the 0- and 1-cells of L, respectively. It is known [18] that graph
groups are automatic, and so in particular, they are of type (left-) FP∞ and have word
problem solvable in quadratic time [5].
LetHL be the kernel of the homomorphismGL→ (Z,+) deﬁned through v → 1 (v ∈
E0). Bestvina and Brady have shown that the homological properties of HL are governed
by the homotopical and homological properties of L. In particular, they established the
following result.
Theorem 9 (Bestvina and Brady [2]). (a) HL is ﬁnitely presented if and only if 1(L) is
trivial.
(b) HL is of type (left-) FPm (m2) if and only if Hj(L)= 0 for all 1jm− 1.
Now let
ML = [GL, t;ht = th(h ∈ HL)].
By the discussion in Section 5 of [14], ML has word problem solvable in quadratic time.
Also,
ML is FDT ⇐⇒ HL is ﬁnitely presented ([14] Theorem 1(a))
⇐⇒ 1(L) is trivial (Theorem 9(a)),
and for m2,
ML is bi-FPm ⇐⇒ HL is of type FPm−1 (Theorem 5)
⇐⇒ Hj(L)= 0 (1jm− 2) (Theorem 9(b)).
Thus, to prove ourMain Theorem, we require a connected ﬁnite ﬂag complexFn (n3)
such that 1(Fn) is non-trivial, Hj(Fn)= 0 (1jn− 2), and Hn−1(Fn) = 0.
There are many ways to construct such a complex. One method is given in [1].We follow
here a method suggested to us by Ian Leary, which allows us to give an explicit example.
Start with a 2-dimensional CW-complex K with one 0-cell u, derived from a group
presentationP with the following properties:
(a) P has the same number of generators as deﬁning relators;
(b) the group E deﬁned byP is non-trivial and perfect.
For concreteness we takeK to be the complex arising from the 4-generator Higman pre-
sentation [7]
P := 〈a1, a2, a3, a4; a1a−12 a−11 a22, a2a−13 a−12 a23, a3a−14 a−13 a24, a4a−11 a−14 a21〉.
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Xi :
u vi+1 u vi+1 u
vi
uvi+1u
vi
Fig. 1. A triangulation of Xi (1 i4).
Then 1(K)= E = 1 and H1(K) (Eab) is trivial. The chain complex ofK is
0 →
4⊕
i=1
ZXi
2−−→
4⊕
i=1
Zai → Zu→ 0,
where Xi denotes the 2-cell attached by aia−1i+1a
−1
i a
2
i+1, with
2Xi := ai − ai+1 − ai + 2ai+1 = ai+1, (1 i4).
Here subscript arithmetic is performed mod 4. Thus, 2 is injective, and soH2(K)= 0. Of
course, Hj(K) = 0 for all j > 2. We can triangulateK to obtain a two-dimensional ﬂag
complexD (for example, we could take the second barycentric subdivision of each cell Xi
as in Fig. 1). ThenD has the same homology and fundamental group asK.
LetSn−1 be the (n− 1)-dimensional complex consisting of all proper subsets of the set
{x0, x1, . . . , xn}. Then by Munkres [12, p. 46],
Hj(Sn−1)=
{
Z for j = n− 1,
0 for j > 0, j = n− 1.
Let Sˆn−1 be the ﬁrst barycentric subdivision ofSn−1. Then Sˆn−1 is a ﬂag complex, and
it has the same homology asSn−1.
Finally, letFn be the 1-point union ofD and Sˆn−1. Then
1(Fn)= 1(D) ∗ 1(Sˆn−1) = 1,
and for all j1,
Hj(Fn)=Hj(D)⊕Hj(Sˆn−1)=
{
Z for j = n− 1,
0 for j > 0, j = n− 1.
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