Abstract-Various industrial control applications have stringent end-to-end latency requirements in the order of a few milliseconds. Software-defined networking (SDN) is a promising solution in order to meet these stringent requirements under varying traffic patterns, as it enables the flexible management of flows across the network. Thus, SDN allows to ensure that traffic flows use congestion-free paths, reducing the delay to forwarding and processing delays at the SDN nodes. However, accommodating new flows at runtime is under such a setting challenging as it may require the migration of existing flows, without interrupting ongoing traffic. In this paper, we consider the problem of dynamic flow migration and propose a polynomial time algorithm that can find a solution if direct flow migration is feasible. We furthermore propose an algorithm for computing both direct and indirect flow migration and prove its correctness. Numerical results obtained on a FatTree network topology show that flow migration is typically necessary for networks with a moderate number of flows, while direct flow migration is feasible in around 60% of the cases.
I. INTRODUCTION
Future networks are facing new challenges due to new application requirements, mainly driven by the ongoing digitization drive in factory automation and process control and by emerging tactile applications, which has triggered an increasing interest in low-latency networking [1] . As an example, in industrial automation environments, a wide range of applications require a reliable real-time (RT) communication system that ensures the timely delivery of sensing or actuation data. A violation of communication deadlines may lead to unacceptable consequences like damage imposed on parts of the production facility. Recently, Industrial Ethernet (IE) systems, which can guarantee RT of below 1 ms, have emerged as serious competitor to traditionally used fieldbusses. As pointed out in [2] , each IE system has however at least one drawback such as limited scalability in terms of the number of devices, insufficient self-configuration features, or increased costs due to the use of proprietary hardware instead of standard Ethernet hardware.
Therefore, previous works have developed new RT communication systems that overcome the drawbacks of the existing IE systems while providing comparable latency characteristics (below 1 ms) and independence of the used network topology [3] , [4] . These works leverage the approach of SoftwareDefined Networking (SDN) and exploit the SDN controller's central view on the network to discover the topology and to collect the requirements of the applications using the network. Then, the collected information is used to compute paths for all required network flows that ensure compliance with the application requirements (e.g., bandwidth, maximum latency). The features provided by existing SDN technologies like OpenFlow are used to install the customized, applicationspecific flows in the network. However, the systems are currently solely able to compute paths for a fixed network configuration.
Extending these previous works, in this work we consider the problem of flow migration assuming unsplittable flows like in [5] using edge-disjoint paths, and adding one flow at a time. We propose novel algorithms for dynamic flow migration that migrate paths at runtime to accommodate for the new flow without interrupting ongoing flows. We use the proposed algorithms to address three fundamental questions related to the flow migration problem:
1) In what scenarios is a flow migration necessary to be able to accommodate a new flow? 2) If a flow migration is necessary, how many migration steps are necessary to accommodate a new flow and what is the proportion of direct flow migrations compared to indirect flow migrations? 3) How computationally expensive is flow migration as a function of the number of existing flows? The rest of this paper is organized as follows. Section II gives an overview of SDN and OpenFlow and discusses related work. Section III presents the system model and the problem formulation. Section IV describes the algorithms for direct and indirect flow migration. Numerical results are shown in Section V, and Section VI concludes the paper.
II. BACKGROUND AND RELATED WORK

A. SDN for Hard Real-time Communication
The SDN approach simplifies traditional network infrastructure devices (NIDs) by moving the control logic to a central SDN controller [6] . It is the SDN controller that computes routing decisions, and installs appropriate rules on NIDs to implement routing decision. Unlike the traditional distributed control logic, the implementation of essential parts of the control logic, such as topology discovery is thus facilitated due to the controller's overview of the network. The interface between the SDN controller and the NIDs used to transfer rules is referred to as the Southbound API. Moreover, the controller usually provides for a Northbound API, which enables the communication with applications in the network, which could be used by the controller to learn the delay constraints of all applications.
One widely used protocol for conveying information over the Southbound API is the OpenFlow protocol [7] [6]. We will subsequently refer to OpenFlow-capable NIDs as OpenFlow switches. In addition to the specification of the communication between OpenFlow switches and the SDN controller, OpenFlow further defines the composition of forwarding rules. A forwarding rule is installed on a switch and will be applied to each incoming packet that contains matching header fields. If a switch does not have a matching forwarding rule available it requests an appropriate rule from the controller. It can be assumed that future IE switches support OpenFlow since it has already become the de-facto Southbound API standard [7] , [8] .
Owing to the advantages of the centralized control logic, SDN has recently been proposed as a means of enabling hardreal time communication for industrial control applications [3] , [4] . The proposed solutions either use SDN for assigning time slots to flows across the network [4] , or for enforcing flowspecific bandwidth allocations combined with static priority queuing in the switches [3] . While these works show the feasibility of using SDN for hard real-time communication, they have in common that they do not support changing networks, thus they do not allow adding new devices and flows into the network at runtime, without potentially interrupting existing flows. Our work addresses this gap, and could be used in combination with the flow-specific bandwidth allocation mechanism proposed in [3] for accommodating new flows.
B. Related Work
Flow migration (FM) in SDN has recently received some attention [9] , [10] , [5] , [11] . In [9] , each packet or flow is stamped with a version number to refer to old or new forwarding rules, and a packet/flow is solely routed with regard to one set of rules. Unfortunately, this approach does not always ensure a conflict-free FM in the case of migrating multiple flows at once. The SWAN approach is presented in [10] , which finds conflict-free FM if a fraction of capacity (slack) is left on all paths. However, this assumption in not realistic in practice. The authors in [5] try to find a consistent migration ordering by executing a search in a dependency graph of possible migration steps. Like our work, they also assume unsplittable flows, which are only allowed to migrate as a whole to another path. They show the corresponding decision problem to be NP-hard under switch memory constraints. Unlike the algorithm we propose, the algorithm in [5] does not always find a conflictfree FM if a temporary flow migration to a path is required to achieve the final FM. To address this, certain flows are assumed rate-limited to enable a conflict-free FM. Brandt et al. show that given a network flow configuration, there is a polynomial-time algorithm to decide if a congestion-free migration is possible for the case of splittable flows [11] . However, they mention that the decision problem is NP-hard if all flows must be integer or are unsplittable.
Our work extends these recent works by proposing a polynomial time algorithm for deciding whether direct FM is feasible, and by evaluating the necessity and complexity of indirect FM. Although our work focuses on the algorithms for calculating forwarding rules, we also suggest a strategy how to deploy them on switches, namely changing the rules of one switch at a time. As opposed to the work in [12] , which proposes to compute a network update schedule in order to minimize the overall network update time, our approach does not require switches to be synchronized.
III. SYSTEM MODEL AND PROBLEM FORMULATION
We consider an SDN-enabled network and model it by a directed graph = ( , ), where is the set of vertices (the switches and the hosts), and is the set of edges. There is a set = {( , ) : 1 ≤ ≤ , , ∈ } of source-destination host pairs that want to exchange data over the network. For a source-destination pair ( , ), , ∈ , we call a sequence of edges in from to a path, and define the length of path , denoted by ( ), to be the number of edges it contains. We consider that the traffic from to has a specific delay constraint, and for simplicity we consider that the delay constraint can be met if the path from to has length at most ∈ ℕ + . For a pair ( , ) we define the set = { | ( ) ≤ } of length-constrained paths, and we use the notation ∈ to refer to a member of this set. Clearly, any of the paths ∈ allows to send data to . Given the set of source-destination pairs, we say that a collection of paths = { 1 , . . . , } is valid if and are mutually edge-disjoint, and we refer to it as a route. A route allows the source-destination pairs in to communicate simultaneously. Finally, we denote the set of all possible routes for the host pairs in by ℛ . Figure 1 P 1 =(e 1 ;e 2 ) with l(P 1 )=2 P 2 =(e 3 ;e 4 ) with l(P 2 )=2 We consider that the SDN controller has global information and can be used to update the forwarding rules of one switch at a time, e.g., using the SDN Southbound API. We refer to this one-step updating process in the following as atomic forwarding In what follows, our focus is on the feasibility of FM when the set of source-destination pairs changes. Since the problem is trivial when a source-destination pair is removed, we focus on the case when a flow for a new source-destination pair is added to the existing source-destination pairs. Given a set of source-destination pairs, a route = { 1 , . . . , } for , and a source destination pair ( +1 , +1 ), we want to find an FM from route to route
)} of sourcedestination pairs. We refer to this as the Flow Migration Problem (FMP).
IV. FLOW MIGRATION ALGORITHMS
It is important to note that an FMP may be infeasible, either because ℛ ′ = ∅ or because there is no valid FM to any route ′ . At the same time, for a feasible FMP an FM may or may not be needed. In the simplest case of the FMP there is a path
} is a route, and thus there is no FM needed. If such a path does not exist, i.e., none of the paths ′ +1 ∈ +1 is edge disjoint with the paths in , then route needs to be reconfigured into a route
In what follows we provide two algorithms for the FMP that rely on the assumption that the set ℛ * of routes can be computed. While in general the problem of computing edge-joint paths is NP-hard, for = 2 [13] provides an FPT algorithm. Furthermore, the computation of ℛ * can be feasible on certain network topologies [14] , such as the FatTree topology used in Section V.
The two algorithms we propose compute a sequence of FMs. Each FM is based on changing a single path at a time, which we call an elementary FM.
Definition 2. Given a route
The following lemma states that any elementary FM can be composed of a sequence of atomic forwarding table updates, and is thus an FM in the sense of Definition 1. 
A. Direct Flow Migration (DFM)
The first algorithm we propose has polynomial complexity, but can only be used for computing a DFM, which is a permutation of the source-destination host pairs such that switching individual paths from to ′ in the sequence using elementary FMs results in a sequence of routes. Thus, given routes and ′ , the algorithm provided in the proof of Lemma IV.2 can be used to decide if a DFM from to ′ is possible, and to compute the sequence of elementary FMs needed. We refer to the algorithm as the DFM algorithm. Nonetheless, even though a DFM is not existent the FMP may still be feasible.
B. Generic Flow Migration (GFM)
Unlike the above algorithm for DFM, the GFM algorithm can migrate a path multiple times. This allows GFM to find Indirect Flow Migrations (IFMs) in addition to DFMs. An IFM consists of at least 3 elementary FMs, and is characterized by that at least one path is migrated more than once in the FM sequence. The pseudo-code of the GFM algorithm is shown P P 1 P 2 R C =fR C1 ;R C2 ;R C3 g= ffP 1 ;P 2 g;fP 1 ;P 2 g;fP 1 ;P 2 gg
F =f(R C1 ;R C2 );(R C1 ;R C3 g 1 2 1 3 P 1 P 2 ′ ′ Fig. 2 . Graph constructed for the network in Figure 1 . 4 Find shortest path from to any * ∈ ℛ * in graph ; and any route ′ ∈ ℛ * , and returns it as the FM sequence . Otherwise, it returns the empty sequence. As an illustration, Figure 2 shows the graph constructed for the network in Figure 1 . Since the graph is unweighted and undirected, the complexity of computing the shortest path, and thus the complexity of GFM, is (|ℛ | + |ℱ|) [15] .
Proposition IV.3. The GFM algorithm is correct, that is, if the FM problem has a solution, then the algorithm finds an FM. If the problem is infeasible, the GFM algorithm returns an empty FM sequence.
Proof: Observe that the routes ℛ * ⊆ ℛ , thus both and ′ ∈ ℛ * are vertices of . Due to Lemma IV.1, there is a path from to some ′ ∈ ℛ * , corresponding to a valid sequence of atomic forwarding table updates, if and only if the FM problem has a solution.
C. Putting it all together
Upon arrival of a new flow between source-destination pair ( +1 , +1 ) an SDN controller would use the proposed algorithms as shown in Figure 3 . If a flow for the new sourcedestination pair ( +1 , +1 ) cannot be inserted without changing the paths of the existing flows, it tries to find a Direct Flow Migration (DFM) from the initial route to the intended route ′ . If a DFM exists, the controller deploys appropriate atomic forwarding table updates (rules) on the OpenFlow switches through the SDN Southbound API. If DFM is not possible, the controller uses the GFM algorithm to find an indirect flow migration (IFM), and deploys appropriate atomic forwarding table updates (rules) on the OpenFlow switches through the SDN Southbound API.
V. PERFORMANCE EVALUATION
In what follows we show numerical results to give insight into the feasibility and necessity of FM. The results were obtained in Matlab R2015b on a PC with 64 bit Windows 8, Intel i7-2600 CPU with 3.4 GHz, and 16 GB RAM. The focus of our evaluation is on the importance of flow migration, i.e., under what conditions is FM typically necessary and how many migration steps are typically required. Our evaluation is not concerned with practical aspects of the SDN Southbound API; an implementation based evaluation is subject of our future work.
A. Methodology
For the evaluation we consider the FatTree topology as shown in Figure 4 . Unlike the line and star topologies, used in small-scale industrial networks today, which do not provide alternative paths between hosts, the FatTree topology is a hierarchical network topology designed for efficient and resilient networking in data centers. The FatTree topology provides redundant paths between hosts, and thus it could find adoption in industrial automation environments, as it may enable the emerging standards like Time Sensitive Networking (TSN) seamless redundancy (IEEE 802.1CB [16] ).
The considered FatTree topology consists of 16 hosts connected by a network consisting of 20 OpenFlow switches. The labels for hosts and switches are based on [17] downward degree ≤ , and the network has levels, then for source-destination pairs the set of routes has cardinality |ℛ | = (
2 ) in the worst case.
For each , we generated up to 5000 sets of sourcedestination host pairs on the FatTree topology by choosing source and destination hosts at random without replacement. For each set we used the APAC (All Paths And Cycle) algorithm proposed in [14] for computing all possible routes ℛ * . For each set and route , we choose the + 1-st source-destination host pair at random, to create an instance of an FMP. Thus, for each we consider thousands of FMPs.
As an example, for = 2 a possible combination of host pairs is {(002, 003), (112, 313)}, for which a possible route, i.e., an initial collection of paths would be = { 1 , 2 } with 1 = (002, 001, 003) and 2 = (112, 111, 131, 421, 331, 311, 313) (cf. Figure 3) , with path lengths ( 1 ) = 2 and ( 2 ) = 6, respectively. Together with a new host pair ( +1 , +1 ) = (102, 113), these constitute an FMP. For this FMP, a path that could be inserted without flow migration would be 3 = (102, 101, 121, 111, 113) (see Figure 4(a) ), i.e., ′ = . However, the path (112, 111, 121, 412, 321, 311, 313) , which needs a direct flow migration with one elementary FM (see Figure 4(b) ), i.e.,
Based on this evaluation set-up, we were initially interested in the number of routes (i.e. the cardinality of ℛ * for a given number of source-destination pairs) as it determines the complexity of formulating the FMP. Furthermore, we considered the number of elementary FMs needed for FM as it determines the time it takes to realize an FM, and finally the computational runtimes of solving the FMP.
B. Numerical Results
We start with discussing our results on the cardinality of ℛ * . Figure 5 (a) shows the total number of routes over all considered sets for each value of . The figure shows that the number of routes is highest for = 4, which means that the FMP is, on average, most difficult to formulate for a moderate number of flows. Table I shows the average, minimum, and maximum number of routes for each value over all considered sets . As an example, for = 4 there are on average 25 routes for each set of host pairs, but there is a set of host pairs with as many as 144 routes. It is interesting to note that while the average number of routes is highest for = 4, the maximum number of routes increases with . Figure 5(b) shows the number of sets for which no route exists as a function of . The figure confirms that as increases, for the given FatTree topology it becomes more probable that there is no route, which also limits the possibility of FM.
Necessity of flow migration: To assess the necessity of FM, Figure 6 (a) shows the share of (in)feasible FMPs for the considered instances as a function of . We observe that the number of infeasible FMPs increases with increasing , which is due to the fact that the probability increases that most paths in the FatTree topology are already occupied and no more path can be inserted. Furthermore, in Figure 6 (b) we show the share of FMPs in which FM is (not) necessary among the feasible FMPs (while again varying ). For low values of , FM is typically not necessary as enough paths are left to insert an additional path. However, as we increase the share of instances for which FM is necessary increases and peaks for = 5 with a share of 30%, and decreases afterwards again. This is due to the fact that for medium-sized an edgedisjoint path may become available if the existing paths are migrated while there is a fairly high probability that migration is possible. Nonetheless, for high FM rarely helps, as the additional path can either be inserted without any FM or (more often) the FMP is infeasible. Table II shows the share of FMPs for which a direct FM is sufficient among the feasible FMPs that require FM, as a function of (note that the case = 1 is not shown, as an FM is never required). The results show that for 62 − 92% of all feasible FMPs that need FM, a direct FM is sufficient. The importance of this result is that a direct FM can be computed in polynomial time using the DFM algorithm proposed in Section IV-A. We can thus conclude that for lightly loaded and heavily loaded topologies FM is either not necessary or the FMP is infeasible, hence FM cannot help. Nonetheless, for moderately loaded FatTree topologies (4 to 6 flows) a significant share of the FMPs requires FM (24 % to 30 %). In those cases, roughly in 60% of the cases, the direct FM algorithm solves the FMP.
Computation time: Finally, we evaluate the computation time needed to execute the GFM algorithm to assess the practical feasibility of FM. Table III shows the average time for executing the GFM algorithm (as implemented by us under Matlab) over an increasing . The results show that the computation time increases with , mainly due to the increasing complexity of computing . To further evaluate the dependence of the computation time on , Figure 7 shows the CDF of the execution time of the GFM algorithm, as implemented by us under Matlab. The figure reveals that as increases the ratio of longer computation times increases (for high we observe for instance that 10 % of the execution times are 15 s or longer). Furthermore, while for low almost all values are concentrated around the mean, for higher values of the variance increases significantly. This is further evidence of the increasing complexity of determining as increases, which motivates the need for the scalable DFM algorithm as outlined in Section IV-A. 
VI. CONCLUSION
In this paper, we addressed the problem of dynamic flow migration in software-defined networks. We developed two algorithms that allow conflict-free direct and indirect flow migration and thus enable inserting an additional flow at runtime. The proposed algorithm for direct flow migration runs in polynomial time but does not always find a solution to the flow migration problem. The generic algorithm finds all solutions to the flow migration problem in case it is feasible at all, but at the price of an increased computational complexity. Our results show that FM is required in 24 % up to 30 % of all cases for a FatTree topology with moderate traffic, and the necessary flow migrations typically require several migration steps. We also found that for the investigated topologies direct flow migration is possible in 62 % up to 92 % of the cases.
As part of our future work, we plan to evaluate the algorithms in a simulation environment that allows deploying atomic forwarding table updates and we will consider other topologies and compare our algorithms to existing solutions. Furthermore, we plan to relax the requirement of edgedisjointness and consider weighted graphs to allow for expressing finer-grained delay constraints.
