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A CONIC MANIFOLD PERSPECTIVE OF ELLIPTIC
OPERATORS ON GRAPHS
JUAN B. GIL, THOMAS KRAINER, AND GERARDO A. MENDOZA
Abstract. We give a simple, explicit, sufficient condition for the existence of a
sector of minimal growth for second order regular singular differential operators
on graphs. We specifically consider operators with a singular potential of
Coulomb type and base our analysis on the theory of elliptic cone operators.
1. Introduction
The analysis of differential operators on graphs is an area of current interest with
a long tradition (cf. [1, 7, 8, 11], in particular the survey article [9]).
In this paper we adopt the point of view that a graph is a one-dimensional man-
ifold with conical singularities, and that a differential operator on it with smooth
coefficients and regular singular points at most at the endpoints of the edges is a
cone differential operator. Among these, the simplest ones are second order oper-
ators whose coefficients are smooth up to the boundary, except for the potential
term, which is permitted to have Coulomb type singularities. This class of operators
is interesting not just intrinsically but also because it is already one for which the
notion of boundary values is not trivial. The aim of the present paper is to analyze
in detail the existence of sectors of minimal growth for the latter class of operators,
the main point being that this can be done explicitly and in simple terms. We
follow the approach developed in [4, 5, 6] on general elliptic cone operators. At
the end of the paper we shall indicate how the general situation on a graph can be
analyzed with the same tools.
Recall that a closed sector
Λ = {reiϕ : r ≥ 0, |ϕ− ϕ0| ≤ a} ⊂ C
is a sector of minimal growth for the closed operator
A : D ⊂ H → H (1.1)
acting in the Hilbert space H if and only if A− λ : D → H is invertible for λ ∈ Λ
with |λ| > 0 sufficiently large with the resolvent satisfying the estimate
‖(A− λ)−1‖L (H) = O(|λ|−1) as |λ| → ∞. (1.2)
The existence of sectors of minimal growth is directly related to the well posed-
ness and maximal regularity for parabolic evolution equations, see e.g. [3]. Going
further into detail, the asymptotic behavior of resolvents provides insight about
heat trace asymptotics, zeta functions, and other spectral invariants.
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Consider a disjoint union of closed intervals,
G =
N⊔
j=1
Ej .
In particular, G is a one-dimensional compact manifold with boundary ∂G. A
relation of equivalence on ∂G, extended trivially to all of G, gives rise to a graph
Γ = G/∼ with vertices V = ∂G/∼ and edges Ej . Let
◦
Γ = Γ\V . The canonical
diffeomorphism
◦
G→ ◦Γ allows us to conduct analysis on Γ.
As indicated above, we focus on second order differential operators
A : C∞c (
◦
Γ)→ C∞c (
◦
Γ) (1.3)
which on each Ej ∼= [−1, 1], j = 1, . . . , N , are of the form
Aj = ajD
2
s + bjDs +
cj
(1− s)(1 + s) : C
∞
c (−1, 1)→ C∞c (−1, 1), (1.4)
where Ds =
1
i ∂s and s is the variable in [−1, 1]. The coefficients aj , bj , and cj are
assumed to be functions on [−1, 1], smooth up to the endpoints. In other words, as
already mentioned, the potential terms are permitted to have Coulomb singularities
at the endpoints, and so the differential operator A may be singular at the vertices
of the graph. Furthermore, we assume A to be elliptic, i.e., in (1.4) we assume
aj(s) 6= 0 on [−1, 1].
Let L2(G) be the L2-space with respect to (any) smooth metric on G. With the
push-forward measure we have L2(Γ) ∼= L2(G). Every natural closed extension of
A : C∞c (
◦
Γ) ⊂ L2(Γ)→ L2(Γ)
has domain D contained in
Dmax(A) = {u ∈ L2(Γ) : Au ∈ L2(Γ)}
and containing Dmin(A), the closure of C∞c (
◦
Γ) ⊂ Dmax(A) with respect to the graph
norm
‖u‖A = ‖u‖L2(Γ) + ‖Au‖L2(Γ).
The operator A is Fredholm with either of these canonical domains and therefore
so is AD, the operator
A : D ⊂ L2(Γ)→ L2(Γ), (1.5)
whenever D is a subspace of Dmax(A) containing Dmin(A). In particular, the quo-
tient Dmax(A)/Dmin(A) is a finite-dimensional space. Lesch’s book [10] is a sys-
tematic account of these and many other aspects of general elliptic cone operators,
including the fact that such operators, on compact manifolds with conical singular-
ities, are Fredholm operators with any of the domains D. For ordinary differential
equations these facts can of course be verified directly.
Choosing a domain amounts to selecting a subspace of Dmax(A)/Dmin(A), which
(as is well known) amounts essentially to prescribing linear homogeneous relations
between the values and “first derivatives” of elements u ∈ Dmax(A) at ∂G. Such
a choice is in principle completely arbitrary, and may have nothing to do with
the graph in question. There is, however, a subclass of domains that are, in a
natural sense, compatible with, or which respect, the original graph. Among these
we will single out a smaller class of domains that are specified by what we shall
call admissible coupling conditions, fully described in Section 2. Aside from being
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compatible with the graph, coupling conditions ensure that the operator (1.5) has
index zero (which is necessary for an operator to have a nonempty resolvent set).
It is easy to see that in order for AD to have Λ as a sector of minimal growth,
none of the coefficients aj in (1.4) should have values in Λ. But this condition is in
general not sufficient. One needs to also analyze whether Λ is a sector of minimal
growth for the so called model operator Ap,∧ of A at a vertex p with a specified
domain determined by D. Section 3 concerns the precise definition of Ap,∧ and an
analysis of its spectrum, while Section 4 concerns sectors of minimal growth. Thus
these two sections form the core of this paper; the arguments rely on [4, 6].
The results of Section 4 are assembled to give Theorem 5.2, the main result of
this paper. Finally, in Section 6 we indicate how the analysis can be extended to
the case where the operators Aj have arbitrary order and regular singular points
at most at the endpoints of the edges.
2. Domains and graphs
Since A is elliptic and the principal part is regular and smooth up to the bound-
ary, we have Dmin(A) = H20 (G), the space of functions that are H2-regular on G
and vanish to second order at the vertices.
The functions in Dmax(A) also exhibit H2 regularity in the interior. However,
since A is singular, these functions are not regular up to the boundary. To describe
their behavior near ∂G, choose once and for all a smooth defining function x for G,
i.e., x ≥ 0, and x = 0 precisely on ∂G with dx 6= 0 at each q ∈ ∂G. For instance,
we can choose x = 1− s2 on Ej ∼= [−1, 1]. Using x as coordinate near an endpoint
q ∈ ∂G on the interval Ej with q ∈ ∂Ej (so x ∈ [0, ε), ε > 0 small, and x = 0 at q),
we have
Aj = aqD
2
x + bqDx +
cq
x
(2.1)
for some functions aq, bq, cq, smooth near q, aq 6= 0 at q. Modulo H20 ([0, ε)) the
generic asymptotic behavior of an arbitrary u ∈ Dmax(A) near q is
u(x)|Ej ∼ αq + γqx log x+ βqx as x→ 0, (2.2)
in principle with arbitrary constants αq, βq, γq ∈ C; this follows from analyzing the
indicial polynomial of Aj at q, see for example [2]. Using (2.1) we get modulo L
2
Aju(x) ∼
(
aq(x)D
2
x + bq(x)Dx +
cq(x)
x
)
(αq + γqx log(x) + βqx)
= −aq(x)γq
x
+
1
i
bq(x)
(
γq log x+ γq + βq
)
+
cq(x)
x
(
αq + γqx log x+ βqx
)
∼ −aq(0)γq + cq(0)αq
x
as x→ 0 for every j = 1, . . . , kp. Thus, Au(x)|Ej is in L2 as x→ 0 if and only if
γq =
cq(0)
aq(0)
αq.
Let ωq ∈ C∞c (Ej) be equal to 1 near q and equal to 0 near the other endpoint of
Ej . Then
u|Ej = ωq
(
αq(1 +
cq(0)
aq(0)
x log x) + βqx
)
+ vq (2.3)
where vq ∈ H20 ([0, ε)) near q. Summing up, we have:
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Lemma 2.4. For each q ∈ ∂G let Eq(A) be the space of functions on R+ of the
form
αq(1 +
cq(0)
aq(0)
x log x) + βqx, (2.5)
and let ωqEq(A) mean the space obtained by multiplying the elements of Eq(A) by
ωq and regarded as functions on G supported on Ej. Then
Dmax(A) = Dmin(A) +
⊕
q∈∂G
ωqEq(A), (2.6)
and so
Dmax(A)/Dmin(A) ∼=
⊕
q∈∂G
Eq(A) (2.7)
canonically.
We note in particular that there is a one-to-one onto correspondence between
domains and subspaces of Dmax(A)/Dmin(A), so with subspaces of
E(A) =
⊕
q∈∂G
Eq(A).
For this reason we will often refer to domains simply as subspaces of E(A), and
view them as elements of the various Grassmannians Grℓ(E(A)) of ℓ-dimensional
subspaces of E(A).
If p ⊂ ∂G, let
Ep(A) =
⊕
q∈p
Eq(A), (2.8)
and let
πp : E(A)→ Ep(A)
be the canonical projection.
Definition 2.9. Let ∼ be a relation of equivalence on ∂G, let V = G/∼ and let
Γ be the corresponding graph. We shall say that a domain D and a graph Γ are
compatible if
D/Dmin(A) =
⊕
p∈V
πp(D/Dmin(A)).
For example, every domain is compatible with the graph with single vertex ∂G.
The domain generated by the elements (2.5) with αq = 0 for all q (the Dirichlet
domain) is compatible with G, as are Dmin(A) and Dmax(A).
For any domain D there is a compatible graph with maximal number of vertices.
The domains that are compatible with a given a graph Γ with vertices V are simply
those of the form
D/Dmin(A) =
⊕
p∈V
Dp, Dp ⊂ Ep(A). (2.10)
Denote by R ⊂ ∂G× ∂G the relation of equivalence determining the vertices of Γ.
Any other relation of equivalence containing R will give a graph also compatible
with D. The set of relations of equivalence giving graphs compatible with D forms
a partially ordered set (ordered by inclusion) with a unique minimal element. The
graph associated with that minimal relation of equivalence might be called the
graph determined by D.
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Since G has N edges, (2.7) gives
dimDmax(A)/Dmin(A) = 4N. (2.11)
Proposition 2.12. A : Dmin(A) → L2(Γ) is injective and A : Dmax(A) → L2(Γ)
is surjective.
Proof. Let Amin = A|Dmin(A) and Amax = A|Dmax(A). If A⋆ denotes the formal
adjoint of A, then the L2-adjoint A∗max of Amax is precisely A
⋆
min. Thus, since
rg(Amax) is orthogonal to ker(A
∗
max), and since A and A
⋆ are of the same form, it
is enough to check the injectivity of Amin.
Observe that if we consider A acting on distributions over
◦
Γ, then its kernel
satisfies the relation
ker(A) ∼=
N⊕
j=1
ker(Aj),
where Aj denotes the restriction of A to Ej acting on distributions over
◦
Ej .
Now, for each operator Aj we have dimker(Aj) = 2, so dim(L
2 ∩ kerAj) ≤ 2.
Consequently, for every domain Dmin ⊂ D ⊂ Dmax,
dimker(AD) ≤ 2N and dimker(A∗D) ≤ 2N
since A∗D is a closed extension of A
⋆. Therefore,
−2N ≤ indAD = dimker(AD)− dimker(A∗D) ≤ 2N.
In particular,
−2N ≤ indAmin and indAmax ≤ 2N.
On the other hand,
indAmax = indAmin + dimDmax/Dmin
= indAmin + 4N
by (2.11). Thus indAmin + 4N ≤ 2N and so indAmin ≤ −2N . Hence indAmin =
−2N . Finally, since dim kerA∗min ≤ 2N , we get
−2N = dimkerAmin − dim kerA∗min ≥ dim kerAmin − 2N,
which implies dimkerAmin = 0. 
As a consequence of (2.11) and Proposition 2.12 we see that the domains D
for which (1.5) has index 0 satisfy dimD/Dmin(A) = 2N . Such a domain can be
specified as the kernel of a surjective linear map
γ : E(A)→ C2N . (2.13)
We will write
Dγ = {u ∈ Dmax(A) : γ(u/Dmin(A)) = 0}
for the domain associated with such γ. Of course, composing γ with an isomorphism
of C2N gives a map γ˜ with the same kernel as γ; we will regard γ and γ˜ as equivalent.
Fix a graph Γ = G/∼. The domains that are compatible with Γ are of the form
(2.10). Among these we single out those given as follows. Let kp = #p be the
cardinality of p, let
γp : Ep(A)→ Ckp (2.14)
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be linear and surjective, and let
γ :
⊕
p∈V
Ep(A)→
⊕
p∈V
C
kp (2.15)
be the obvious block-diagonal map determined by the γp. Since
∑
p∈V kp = 2N ,
this is a surjective map (2.13).
Definition 2.16. An admissible coupling condition is a condition γu = 0, where
γ is a block-diagonal map (2.15) for which the restrictions (2.14) are surjective.
Two admissible coupling conditions are regarded as equivalent if one can be ob-
tained from the other by composition on the left with an invertible (block-diagonal)
operator. The set of these equivalence classes is in one-to-one correspondence with
the submanifold ∏
p∈V
Grkp(Ep(A))
of Gr2N (E(A)), the Grassmannian of domains of index 0 for A.
Fixing a defining function x, as we have done, fixes a basis of E(A), so we
may express each γp (and of course also γ) as a matrix. Let {q1, . . . , qkp} be an
enumeration of the elements of p. Then
γp :
kp∑
j=1
(
αqj (1 +
cqj (0)
aqj (0)
x log x) + βqjx
) 7→ Cpα+ C′pβ (2.17)
where α is the column with entries αqj , similarly β, and
Cp =


c1,1 · · · c1,kp
...
. . .
...
ckp,1 · · · ckp,kp

 , C′p =


c′1,1 · · · c′1,kp
...
. . .
...
c′kp,1 · · · c′kp,kp

 .
We shall identify the linear map γp with the (kp × 2kp)-matrix
γp =
(
Cp C
′
p
)
(2.18)
and regard two such matrices as equivalent if one is obtained from the other by
multiplication on the left by an invertible (kp×kp)-matrix. For any positive integer
k we let Vk,2k(C) be the set of k × 2k complex matrices with maximal rank, and
write Gk,2k(C) for the quotient of Vk,2k(C) by the standard action of GL(k,C) on
the left. Thus fixing a defining function x for ∂G and the bases of the various Eq(A)
as indicated above, establishes specific isomorphisms Grkp(Ep(A))→ Gkp,2kp(C).
3. The model operator
We continue our discussion with a fixed defining function x for ∂G. With respect
to this function, the operator A has the form (2.1) at q ∈ ∂G.
Definition 3.1. The model operator of A at p ∈ V is defined to be the diagonal
operator
Ap,∧ =
⊕
q∈p
aq(0)D
2
x :
⊕
q∈p
C∞c (R+)→
⊕
q∈p
C∞c (R+). (3.2)
Since A is elliptic we have aq(0) 6= 0.
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The canonical domains of Ap,∧ are
Dmin(Ap,∧) =
⊕
q∈p
H20 (R+), Dmax(Ap,∧) =
⊕
q∈p
H2(R+),
and, as in Section 2,
Dmax(Ap,∧)/Dmin(Ap,∧) ∼= Ep(A∧)
where
Ep(A∧) =
⊕
q∈p
{αq + βqx : αq, βq ∈ C}.
This space and the space Ep(A) in Section 2 are linked by the map
θp : Ep(A)→ Ep(A∧),
θp
(⊕
q∈p
(
αq(1 +
cq(0)
aq(0)
x log x) + βqx
))
=
⊕
q∈p
(αq + βqx).
(3.3)
This isomorphism, which allows us to relate domains for A with domains for Ap,∧,
will be a key component in the proof of Theorem 5.2.
An admissible domain for Ap,∧ is a subspace of Dmax(Ap,∧) given by
Dγp(Ap,∧) = {u ∈ Dmax(Ap,∧) : γp(u/Dmin(Ap,∧)) = 0},
where γp : Ep(A∧)→ Ckp , kp = #p, is a surjective map.
Let
bg-res(Ap,∧) =
{
λ ∈ C : Ap,∧ − λ is injective on Dmin(Ap,∧)
and surjective on Dmax(Ap,∧)
}
,
(3.4)
the background resolvent set of Ap,∧, and let the background spectrum bg-spec(Ap,∧)
be the complement of bg-res(Ap,∧) in C. The relevance of the background spectrum
lies in the fact that
bg-spec(Ap,∧) =
⋂
Dmin⊂D⊂Dmax
spec
(
Ap,∧
∣∣
D
)
,
i.e., it is the part of the spectrum common to all extensions.
Lemma 3.5. We have
bg-spec(Ap,∧) =
⋃
q∈p
aq(0) · R+.
Proof. Without loss of generality we may assume kp = 1 and aq(0) = 1, thus
Ap,∧ = D
2
x. The extension of Ap,∧ with domain H
2(R+) ∩H10 (R+) (the Dirichlet
extension) is selfadjoint and positive, so it is clear that the background spectrum
of Ap,∧ is contained in R+. On the other hand, we also have R+ ⊂ bg-spec(Ap,∧)
since the operator
Ap,∧ − λ : Dmax(Ap,∧)→ L2(R+)
is not surjective for every λ ≥ 0. To see this write λ = µ2 with µ ≥ 0, and
Ap,∧ − λ =
(
Dx + µ
)(
Dx − µ
)
.
If Ap,∧ − λ was surjective, then also Dx + µ = e−ixµDxeixµ : H1(R+) → L2(R+)
would be surjective. Consequently, also Dx would be surjective contradicting the
fact that any function ϕ ∈ L2(R+) with ϕ(x) = i/x for large values of x does not
have an antiderivative in L2. 
8 JUAN B. GIL, THOMAS KRAINER, AND GERARDO A. MENDOZA
For λ ∈ bg-res(Ap,∧) we let
Kp,∧(λ) = ker
(
(Ap,∧ − λ)
∣∣
Dmax
)
=
⊕
q∈p
{
αq e
−
√
−λ/aq(0) x : αq ∈ C
}
,
where the roots
√−λ/aq(0) are chosen such that
ℜ
(√
−λ/aq(0)
)
> 0. (3.6)
Modulo H20 ([0, ε)), we have
αq e
−
√
−λ/aq(0) x ∼ αq
(
1−
√
−λ/aq(0) x
)
as x→ 0,
so(Kp,∧(λ) +Dmin(Ap,∧))/Dmin(Ap,∧)
∼=
⊕
q∈p
{
αq
(
1−
√
−λ/aq(0) x
)
: αq ∈ C
}
. (3.7)
We need the following simple algebraic lemma.
Lemma 3.8. Let Dmin, Dmax, and H be vector spaces, Dmin ⊂ Dmax. Let A :
Dmax → H be a surjective linear map that is injective on Dmin. Let D be any
intermediate space Dmin ⊂ D ⊂ Dmax. Then A : D → H is bijective if and only if
Dmax/Dmin = D/Dmin ⊕
(
K +Dmin
)
/Dmin, where K is the kernel of A on Dmax.
Let Dγp(Ap,∧) be an admissible domain. Using the lemma with A = Ap,∧ − λ,
and since
dimDγp(Ap,∧)/Dmin(Ap,∧) = dim
(Kp,∧(λ) +Dmin(Ap,∧))/Dmin(Ap,∧) = kp,
we conclude that
λ ∈ spec(Ap,∧∣∣Dγp ) if and only if
Dγp(Ap,∧)/Dmin(Ap,∧) ∩
(Kp,∧(λ) +Dmin(Ap,∧))/Dmin(Ap,∧) 6= {0}. (3.9)
Note that dimDmax(Ap,∧)/Dmin(Ap,∧) = 2kp.
Let p = {q1, . . . , qkp}. As in Section 2 we shall identify γp with a matrix
(Cp C
′
p) ∈ Vkp,2kp(C), and specifying a domain Dγp(Ap,∧) is equivalent to spec-
ifying an equivalence class [γp] ∈ Gkp,2kp(C).
To simplify the notation we will write aj(0) instead of aqj (0).
Proposition 3.10. Let λ ∈ bg-res(Ap,∧) and let γp = (Cp C′p) be an admissible
coupling condition at p. Let ∆(λ) be the diagonal matrix with entries
√−λ/aj(0),
j = 1, . . . , kp, chosen as in (3.6). Then
λ ∈ spec(Ap,∧∣∣Dγp ) if and only if det(Cp − C′p∆(λ)) = 0. (3.11)
In other words, spec
(
Ap,∧
∣∣
Dγp
)
consists of the background spectrum and the
solutions of the determinant equation in (3.11).
Proof. Let u = ⊕kpj=1αj
(
1−√−λ/aj(0) x) ∈ (Kp,∧(λ) +Dmin(Ap,∧))/Dmin(Ap,∧).
Then u ∈ Dγp(Ap,∧)/Dmin(Ap,∧) if and only if(
Cp C
′
p
)( I
−∆(λ)
)
α =
(
Cp − C′p∆(λ)
)
α = 0,
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where α is the column vector with entries αj . Therefore, (3.9) is satisfied if and
only if Cp − C′p∆(λ) is not invertible. 
Example 3.12 (δ-type conditions, cf. [9]). Consider the condition given by the
(kp × 2kp)-matrix (consisting of two square blocks)
γp =


1 −1 0 · · · 0 0 0 0 0 · · · 0 0
0 1 −1 0 0 0 0 0 · · · 0 0
...
. . .
. . .
...
...
...
...
...
...
0 0 0 1 −1 0 0 0 · · · 0 0
νp 0 0 · · · 0 0 c′1 c′2 c′3 · · · c′kp−1 c′kp


, (3.13)
where (νp, c
′
1, . . . , c
′
kp
) ∈ Ckp+1\{0}. Let Ap,∧ be as in (3.2). By Proposition 3.10,
λ ∈ bg-res(Ap,∧) belongs to the spectrum of Ap,∧ with domain Dγp if and only if
det


1 −1 0 · · · 0
0 1 −1 · · · 0
0 0 1 0
...
...
. . .
0 0 0 −1
νp − c′1
√
−λ
a1(0)
−c′2
√
−λ
a2(0)
−c′3
√
−λ
a3(0)
· · · −c′kp
√
−λ
akp (0)


= 0,
which is equivalent to
kp∑
j=1
c′j
√
−λ/aj(0) = νp. (3.14)
In the case of Kirchhoff boundary conditions νp = 0 and c
′
1 = · · · = c′kp = 1, the
equation (3.14) has no solution and we get
spec(Ap,∧
∣∣
Dγp
) = bg-spec(Ap,∧) =
kp⋃
j=1
aj(0) · R+.
Now let c′1, . . . , c
′
kp
be arbitrary complex numbers. Given an open sector Λ0 in
bg-res(Ap,∧) we let w : −Λ0 → C be a holomorphic square root and let the roots√
aj(0) be chosen such that√
−λ/aj(0) = w(−λ)√
aj(0)
for λ ∈ Λ0,
where
√−λ/aj(0) is as above the square root with positive real part. Then, over
Λ0, the equation (3.14) can be written as
w(−λ)
kp∑
j=1
c′j√
aj(0)
= νp,
and there are three possible outcomes:
(a) The equation has no solution, which implies
Λ0 ∩ spec
(
Ap,∧
∣∣
Dγp
)
= ∅.
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(b) The equation has the unique solution
λp = −ν2p/
( kp∑
j=1
c′j√
aj(0)
)2
,
in which case
Λ0 ∩ spec
(
Ap,∧
∣∣
Dγp
)
= {λp}.
(c) Every λ ∈ Λ0 solves the equation, and so Λ0 ⊂ spec
(
Ap,∧
∣∣
Dγp
)
. Note that
this can occur only for νp = 0.
Clearly, the choice of νp, c
′
1, . . . , c
′
kp
in the coupling condition γp determines the
spectral behavior of Ap,∧ with domain Dγp . In order to illustrate the subtlety of
the spectrum (even in this simple example), let’s consider the special case νp = 0.
Note that if Ap,∧ has np coefficients with distinct arguments, then the back-
ground resolvent set is a disjoint union of np open sectors
bg-res(Ap,∧) =
np⋃
j=1
Λj . (3.15)
By the above discussion, if νp = 0, then for each j
either Λj ∩ spec
(
Ap,∧
∣∣
Dγp
)
= ∅ or Λj ⊂ spec
(
Ap,∧
∣∣
Dγp
)
.
In fact, depending on the choice of c′1, . . . , c
′
kp
, any collection of these sectors may
or may not be in the spectrum of Ap,∧ with domain Dγp .
Let a0j = e
iϕj , j = 1, . . . , np, be an enumeration of the elements of the set{
aℓ(0)/|aℓ(0)| : ℓ = 1, . . . , kp
}
, ordered in such a way that 0 ≤ ϕ1 < · · · < ϕnp < 2π.
Let
Λj =
{
reiϕ : r > 0 and ϕj < ϕ < ϕj+1
}
, 1 ≤ j ≤ np − 1,
Λnp =
{
reiϕ : r > 0 and ϕnp < ϕ < ϕ1 + 2π
}
.
(3.16)
These are the components of bg-res(Ap,∧). For λ ∈ bg-res(Ap,∧) we choose
√
−λ/a0j
such that ℜ(√−λ/a0j) > 0 for all j. Fix √a01 arbitrarily. The function λ 7→√
a01
√
−λ/a01 is holomorphic on C\(a01 · R+). Choose
√
a02, . . . ,
√
a0np such that√
−λ/a0j =
√
a01
√
−λ/a01√
a0j
on Λj .
Let Ω1,j = C\
[
(a01 · R+) ∪ (a0j · R+)
]
and let ǫj : Ω1,j → {±1} be defined by
ǫj(λ) =
√
a0j
√
−λ/a0j√
a01
√
−λ/a01
. (3.17)
Note that ǫj(λ) = 1 for λ ∈ Λj.
Lemma 3.18. The functions ǫj satisfy
ǫj(Λℓ) =
{
−1 if 1 ≤ ℓ < j,
1 if j ≤ ℓ ≤ np.
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Proof. Clearly, ǫ1(λ) = 1 for every λ ∈ Ω1,1. If j 6= 1, then Ω1,j has two connected
components. Since
√
−λ/a0j is continuous across the ray a01 · R+, and since for
λϕ = e
iϕa01 we have
lim
ϕ→0−
√
−λϕ/a01 = i and lim
ϕ→0+
√
−λϕ/a01 = −i,
we see that ǫj changes sign across the ray a
0
1 · R+, so ǫj is 1 in the component of
Ω1,j containing Λj and −1 in the other. Thus ǫj = −1 on
⋃j−1
ℓ=1 Λℓ, and ǫj = 1 on⋃np
ℓ=j Λℓ. 
Proposition 3.19. Let γp be given by (3.13) with νp = 0. Then, for any collection
of m < kp components of bg-res(Ap,∧), there is a choice of (c
′
1, . . . , c
′
kp
) ∈ Ckp\{0}
in γp such that
spec
(
Ap,∧
∣∣
Dγp
)
= bg-spec(Ap,∧) ∪
m⋃
k=1
Λjk .
Proof. Let Λ1, . . . ,Λnp be all the components of bg-res(Ap,∧), defined as in (3.16)
via an enumeration a01, . . . , a
0
np of the distinct normalized coefficients of Ap,∧.
We know that λ ∈ bg-res(Ap,∧) is in the spectrum of Ap,∧ with domainDγp if and
only if it solves the equation (3.14). Since νp = 0, on each sector Λℓ the condition
(3.14) can be reduced to an equation of the form
∑np
j=1 djǫj(Λℓ)/
√
a0j = 0, where
the dj are constants and the ǫj are the functions from (3.17). Thus the task is to
find d1, . . . , dnp ∈ C such that
np∑
j=1
djǫj(Λℓ)√
a0j
= 0 for ℓ ∈ {j1, . . . , jm},
and
np∑
j=1
djǫj(Λℓ)√
a0j
6= 0 for ℓ 6∈ {j1, . . . , jm}.
To this end, consider the system

ǫ1(Λ1) · · · ǫnp(Λ1)
...
...
ǫ1(Λnp) · · · ǫnp(Λnp)




y1
...
ynp

 =


δ1
...
δnp

 , (3.20)
where δℓ = 0 for ℓ ∈ {j1, . . . , jm} and δℓ = 1 for ℓ 6∈ {j1, . . . , jm}. By Lemma 3.18,
the entries of the matrix [ǫj(Λℓ)]ℓ,j are 1 on and below the diagonal, and −1 above
the diagonal. Since this matrix is regular, the system (3.20) is solvable. Finally,
if (y1, . . . , ynp) is a solution vector of (3.20), then we choose dj = yj
√
a0j and use
d1, . . . , dnp to find a corresponding vector (c
′
1, . . . , c
′
kp
) ∈ Ckp\{0}. 
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4. Resolvent decay for the model operator
We now analyze the existence of sectors of minimal growth for the model operator
Ap,∧ with an admissible domain Dγp . Obviously, a necessary condition for a closed
sector Λ to be of minimal growth for Ap,∧ is that Λ ∩ bg-spec(Ap,∧) = {0}. Since
bg-res(Ap,∧) is a union of open sectors, Λ\{0} must be contained in one of these.
In fact, for every open sector Λ0 ⊂ bg-res(Ap,∧), either every closed subsector
Λ ⊂ Λ0 ∪ {0} is a sector of minimal growth for Ap,∧ with domain Dγp(Ap,∧), or
none of them is, see Proposition 4.8.
For ̺ > 0 define
κ̺ :
kp⊕
j=1
L2(R+)→
kp⊕
j=1
L2(R+)
by
κ̺
(
⊕kpj=1uj
)
= ⊕kpj=1
(
̺1/2uj(̺x)
)
. (4.1)
This is a strongly continuous unitary one-parameter group.
The spaces Dmax(Ap,∧) and Dmin(Ap,∧) are both κ-invariant, so κ̺ descends to
an action
κ̺ : Dmax(Ap,∧)/Dmin(Ap,∧)→ Dmax(Ap,∧)/Dmin(Ap,∧).
Moreover, by means of the map
Dγp(Ap,∧)→ Dγp(Ap,∧)/Dmin(Ap,∧) ⊂ Ep(A∧),
the admissible domains are in one-to-one correspondence with kp-dimensional sub-
spaces of Ep(A∧). Hence it makes sense to consider the induced flow
κ̺ : Grkp(Ep(A∧))→ Grkp(Ep(A∧)), ̺ > 0,
on the Grassmannian Grkp(Ep(A∧)) of kp-dimensional subspaces of Ep(A∧). The
correspondence
γp ←→ Dγp(Ap,∧)
induces an identification Grkp(Ep(A∧)) ∼= Gkp,2kp(C), and so we get the flow
κ̺ : Gkp,2kp(C)→ Gkp,2kp(C), ̺ > 0. (4.2)
More precisely, if the class [γp] ∈ Gkp,2kp(C) is represented by
γp =
(
Cp C′p
)
,
then κ̺[γp] can be represented by(
Cp ̺
−1C′p
)
.
If rkC′p = ℓ, 0 ≤ ℓ ≤ kp, then the matrix
(
Cp C
′
p
)
is equivalent to(
Cp,1 C
′
p,1
Cp,2 0
)
,
where Cp,1 and C
′
p,1 are (ℓ× kp)-matrices, and so(
Cp ̺
−1C′p
) ∼ (Cp,1 ̺−1C′p,1
Cp,2 0
)
∼
(
̺Cp,1 C
′
p,1
Cp,2 0
)
.
As a consequence, we obtain the following:
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Proposition 4.3. For every [γp] ∈ Gkp,2kp(C), the limit of κ̺[γp] as ̺→ 0 exists
in Gkp,2kp(C). Moreover, if the right (kp × kp)-block of γp has rank ℓ, 0 ≤ ℓ ≤ kp,
then lim
̺→0
κ̺[γp] can be represented by a matrix of the form


0 · · · 0 c′1,1 · · · c′1,kp
...
...
...
...
0 · · · 0 c′ℓ,1 · · · c′ℓ,kp
cℓ+1,1 · · · cℓ+1,kp 0 · · · 0
...
...
...
...
ckp,1 · · · ckp,kp 0 · · · 0


. (4.4)
The domain D0(Ap,∧) induced by the coupling condition lim
̺→0
κ̺[γp] will be referred
to as the limiting domain of Dγp(Ap,∧) with respect to the κ-flow. Note that this
limiting domain is κ-invariant.
Lemma 4.5. Let [γp] ∈ Gkp,2kp(C) represent a κ-invariant domain Dγp for Ap,∧.
Let Λ0 be an open sector in bg-res(Ap,∧). Then
either Λ0 ⊂ spec
(
Ap,∧
∣∣
Dγp
)
or Λ0 ∩ spec
(
Ap,∧
∣∣
Dγp
)
= ∅.
Moreover, if Λ0 ∩ spec
(
Ap,∧
∣∣
Dγp
)
= ∅, then every closed subsector Λ ⊂ Λ0 ∪ {0} is
a sector of minimal growth for Ap,∧ with domain Dγp .
Proof. An elementary argument (or directly by Proposition 4.3) shows that if Dγp
is κ-invariant, then γp is equivalent to a matrix of the form (4.4) for some 0 ≤
ℓ ≤ kp. Let λ ∈ Λ0 ⊂ bg-res(Ap,∧) and choose the square roots
√−λ and √aj(0)
in such a way that ℜ(√−λ/√aj(0)) > 0. According to (3.11) we now get that
λ ∈ spec(Ap,∧∣∣Dγp ) if and only if
(−1)ℓ(
√
−λ)ℓ det


c′1,1√
a1(0)
· · · c
′
1,kp√
akp (0)
...
...
c′ℓ,1√
a1(0)
· · · c
′
ℓ,kp√
akp (0)
cℓ+1,1 · · · cℓ+1,kp
...
...
ckp,1 · · · ckp,kp


= 0.
This proves the assertion about the spectrum. It is easy to verify that
Ap,∧ − ̺2λ = ̺2κ̺
(
Ap,∧ − λ
)
κ−1̺ : Dγp(Ap,∧)→
kp⊕
j=1
L2(R+), (4.6)
and thus the operator norm in
⊕kp
j=1 L
2(R+) of
|λ| · (Ap,∧∣∣Dγp − λ)−1 = κ|λ|1/2(Ap,∧∣∣Dγp − λˆ)−1κ−1|λ|1/2
is O(1) as |λ| → ∞, uniformly for λˆ = λ/|λ| in compact sets. Note that the group
action κ̺ is unitary in
⊕kp
j=1 L
2(R+). This proves the lemma. 
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The dilation property (4.6), often referred to as κ-homogeneity, is systematically
used by Schulze [12] in his theory of algebras of pseudodifferential operators on
manifolds with singularities.
Let [γp] ∈ Gkp,2kp(C), and let γp,0 be a representative of lim̺→0 κ̺[γp], where
γp,0 is of the form (4.4). Let Λ ⊂ C be any sector with aj(0) /∈ Λ for j = 1, . . . , kp.
With γp and Λ we associate the matrix
Sγp,Λ =


c′1,1√
a1(0)
· · · c
′
1,kp√
akp (0)
...
...
c′ℓ,1√
a1(0)
· · · c
′
ℓ,kp√
akp (0)
cℓ+1,1 · · · cℓ+1,kp
...
...
ckp,1 · · · ckp,kp


(4.7)
using the entries of γp,0. The roots
√
aj(0) are chosen so that, if λ0 ∈ Λ and
√−λ0
is any fixed square root of −λ0, then the real parts of
√−λ0/
√
aj(0) all have the
same sign.
Proposition 4.8. Let [γp] ∈ Gkp,2kp(C) be an admissible coupling condition at
p. Let Λ0 be an open sector in bg-res(Ap,∧). If detSγp,Λ0 6= 0, then every closed
subsector Λ ⊂ Λ0 ∪ {0} is a sector of minimal growth for Ap,∧ with domain Dγp .
Proof. In [4] and [6] it is proved, in the general context of elliptic cone operators,
that a closed sector Λ ⊂ bg-res(Ap,∧) is a sector of minimal growth for Ap,∧ with
domain D if and only if this is the case for the extension with the limiting domain(s)
with respect to the κ-flow. Thus the statement follows from Lemma 4.5. 
5. Resolvent decay on the graph
Let A be an operator as in (1.3) and (1.4). We assume that A is elliptic and let
Dγ be a domain specified as the kernel of a surjective block-diagonal map
γ =
⊕
p∈V
γp :
⊕
p∈V
Ep(A)→
⊕
p∈V
C
kp ,
see (2.15). For λ ∈ C let
K(λ) = ker(Amax − λ) ⊂ Dmax(A).
By Proposition 2.12 we have that, for every λ ∈ C, A−λ is injective on Dmin(A)
and surjective on Dmax(A). Thus Lemma 3.8 gives the analogue of (3.9) for the
operator A with domain Dγ : An element λ ∈ C belongs to the spectrum of ADγ if
and only if
Dγ/Dmin(A) ∩
(K(λ) +Dmin(A))/Dmin(A) 6= {0}. (5.1)
Note that, while the coupling condition γ specifies the space Dγ/Dmin(A) explicitly,
it is in general not easy to get a hold on the asymptotics of eigenfunctions in
the space
(K(λ) + Dmin(A))/Dmin(A) for each λ. In Section 3, it is precisely the
knowledge of the asymptotics of eigenfunctions for the model operator Ap,∧ what
allowed us to replace the corresponding condition (3.9) by an explicit determinant
condition to decide whether a given λ ∈ C belongs to the spectrum of Ap,∧ with
domain Dγp(Ap,∧), see Proposition 3.10.
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Our focus of interest here, however, is whether a given closed sector Λ ⊂ C is a
sector of minimal growth for A with domain Dγ . This is an asymptotic question
about the resolvent rather than a problem for a fixed value of λ. Using the results
for the model operator from Section 4, we have the following simple answer:
Theorem 5.2. Let Λ ⊂ C be a closed sector. Assume that in (1.4) the condition
aj(s) /∈ Λ for all s ∈ [−1, 1] (5.3)
is satisfied for each j. Let γ be an admissible coupling condition. If for every
p ∈ V the determinant of the matrix Sγp,Λ in (4.7) is nonzero, then Λ is a sector
of minimal growth for the operator
ADγ : Dγ ⊂ L2(Γ)→ L2(Γ).
Proof. The hypothesis (5.3) and Lemma 3.5 give Λ ⊂ bg-res(Ap,∧) for every p ∈ V .
Let Dγp be the domain for Ap,∧ such that
Dγp/Dmin(Ap,∧) = θp
(
πpDγ/Dmin(A)
)
,
where θp is the map (3.3) and πp : E(A)→ Ep(A) is the canonical projection.
The condition on the determinant of (4.7) ensures, via Proposition 4.8, that Λ
is a sector of minimal growth for Ap,∧ with domain Dγp . Necessarily, Λ is then a
sector of minimal growth for the direct sum A∧ =
⊕
p∈V Ap,∧ with the induced
domain. By [5, Theorem 6.9], Λ is a sector of minimal growth for ADγ . 
In Example 3.12 we discussed δ-type conditions γp for the model operator Ap,∧
at a vertex p ∈ V . Correspondingly, we can define an associated admissible coupling
condition γ for the operator A on Γ by imposing δ-type conditions at all vertices
(formally given by the same matrix representations as for Ap,∧). Thus, if Dγ is the
domain associated with γ, every u ∈ Dγ is continuous on Γ and the asymptotic
coefficients βq from (2.5) at the boundary points q ∈ p are all related via the last
row in the matrix (3.13).
In view of Theorem 5.2, Proposition 4.8, and Proposition 3.19, we have that for
suitable choices of γp it is possible to obtain resolvent decay for ADγ along certain
closed sectors in C (determined by the leading coefficients of A).
A partial converse of Theorem 5.2 follows from [6, Theorem 5.5]. The converse
holds, in particular, if we consider the operator A given by various multiples of the
Laplacian on the edges Ej of the graph. In this case, we can choose specific δ-type
conditions γ such that the resolvent of ADγ decays along certain sectors, but it does
not decay along any ray in the complementary directions.
6. Regular singular operators on graphs
In this section we briefly survey our main result as regards the existence of
sectors of minimal growth for regular singular operators on a graph Γ = G/ ∼. For
a thorough study of closed extensions and resolvents of general elliptic operators
on manifolds with conical singularities the reader is referred to [4, 5, 6].
Consider operators
A : C∞c (
◦
Γ)→ C∞c (
◦
Γ)
of order m > 0 which along each edge Ej ∼= [−1, 1] are of the form
Aj =
m∑
ν=0
aj,ν
1
(1 − s2)m−νD
ν
s
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with aj,ν smooth on [−1, 1]. Assume that A is elliptic, i.e., the leading coefficients
aj,m do not vanish. Using the defining function x we can write A in the form
A = x−m
m∑
ν=0
aq,ν(x)(xDx)
ν (6.1)
near each boundary point q ∈ ∂G.
The unbounded operator
A : C∞c (
◦
Γ) ⊂ L2(Γ)→ L2(Γ)
is closable and the domain D of any closed extension of A contains Dmin(A) and is
contained in Dmax(A). More specifically, an asymptotic analysis that involves the
indicial polynomial of A at the boundary and the Mellin transform reveals that
Dmax(A)/Dmin(A) ∼=
⊕
p∈V
Ep(A),
where Ep(A) is a finite dimensional space of singular functions similar to (2.5), (2.7),
and (2.8). However, the structure of this space is in general more complicated than
that of the operators analyzed in the previous sections.
A coupling condition on the graph determines a domainDmin(A) ⊂ D ⊂ Dmax(A)
with the property that
D/Dmin(A) =
⊕
p∈V
πp
(D/Dmin(A)),
where πp : Dmax(A)/Dmin(A)→ Ep(A) is the canonical projection.
As discussed in the previous sections, the interplay between the domains of A
and the domains of the model operator A∧ is of central interest for their spectral
analysis. Thus, as in Section 3, we consider the model operator
Ap,∧ :
⊕
q∈p
C∞c (R+)→
⊕
q∈p
C∞c (R+)
associated with A at the vertex p. For q ∈ p, and A as in (6.1) we have Ap,∧ =
x−m
∑m
ν=0 aq,ν(0)(xDx)
ν defined on the R+-axis associated with q. Note that Ap,∧
is a diagonal operator.
The domains of the closed extensions of Ap,∧ in
⊕
q∈p L
2(R+) are intermediate
spaces Dmin(Ap,∧) ⊂ D(Ap,∧) ⊂ Dmax(Ap,∧), and there is a natural (depending on
the boundary defining function) isomorphism
θp : Ep(A)→ Dmax(Ap,∧)/Dmin(Ap,∧).
This linear map can be constructed explicitly and is determined by a simple algo-
rithm of finitely many steps, for details see [4]. The map (3.3) is an example. Thus,
with a given domain D corresponding to a coupling condition on the graph, there
is a domain Dp,∧ for Ap,∧ given by the relation
Dp,∧/Dmin(Ap,∧) = θp(πp(D/Dmin(A))). (6.2)
As shown in Sections 4 and 5, it is crucial to look at the flow induced by dilation
of the domain Dp,∧. To this end, let
κ̺ :
⊕
q∈p
L2(R+)→
⊕
q∈p
L2(R+)
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be the group action from (4.1). Since both domains Dmin(Ap,∧) and Dmax(Ap,∧)
are κ-invariant, we get an induced action on the quotient, which in turn gives rise
to a (multiplicative) flow
κ̺ : D(Ap,∧)/Dmin(Ap,∧) 7→ κ̺
(D(Ap,∧))/Dmin(Ap,∧), ̺ > 0,
on the Grassmannians of subspaces of Dmax(Ap,∧)/Dmin(Ap,∧). We let
Ω−
(Dp,∧) = {D0 : ∃ 0 < ̺k → 0 such that
lim
k→∞
κ̺k
(Dp,∧/Dmin(Ap,∧)) = D0/Dmin(Ap,∧)},
where the convergence refers to the Grassmannian of subspaces of a fixed dimension
in Dmax(Ap,∧)/Dmin(Ap,∧).
Theorem 6.3. Let Λ ⊂ C be a closed sector. Assume that on each edge Ej the
leading coefficient aj,m(s) of A satisfies
aj,m(s), (−1)maj,m(s) /∈ Λ for all s ∈ [−1, 1].
Let D be a domain for A associated with a coupling condition on a graph Γ with
vertices V . For p ∈ V let Dp,∧ be the domain given by (6.2). If for every p and
every domain D0 ∈ Ω−
(Dp,∧) the family
Ap,∧ − λ : D0 ⊂ L2(Γ)→ L2(Γ)
is invertible for all λ ∈ Λ with |λ| = 1, then Λ is a sector of minimal growth for the
operator A with domain D.
As our arguments from the previous sections indicate, in order to understand the
spectral properties of A on the graph Γ, it is essential to analyze the asymptotics
of eigenfunctions of the model operator Ap,∧ at each vertex p. Since, in the case
at hand, the Ap,∧ are ordinary differential operators on half-lines with regular
singular points located at the origin, their eigenfunctions are special functions whose
asymptotic behavior can sometimes be found in the existing literature.
The class of second order differential operators with a Coulomb type potential,
as considered in this paper, constitutes a special case of the situation above, and
Theorem 5.2 is an instance of Theorem 6.3. In this case, the operators Ap,∧ have
a simple structure that makes it even possible to compute their eigenfunctions
explicitly. We also have that the limiting set Ω−
(Dp,∧) consists of a single domain,
see Proposition 4.3. Moreover, using explicit matrix representations for the coupling
conditions, the invertibility condition for Ap,∧−λ over a sector Λ can be expressed
as a simple determinant condition, see Lemma 4.5 and Proposition 4.8.
The simplicity of all these very explicit results is certainly not representative for
the case of general regular singular operators. However, they serve to illustrate the
strengths of our approach and give a new perspective for the study of resolvents
and evolution equations on graphs.
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