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Abstract
In this paper we investigate the solvability of the Neumann problem (1.1) involving the critical
Sobolev exponents on the right-hand side of the equation and in the boundary condition. It is assumed
that the coefficients Q and P are smooth. We examine the common effect of the mean curvature of
the boundary ∂Ω and the shape of the graph of the coefficients Q and P on the existence of solutions
of problem (1.1).
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1. Introduction
In this paper we are concerned with the existence of positive solutions of the following
nonlinear Neumann problem:{
−∆u=Q(x)|u|2∗−2u in Ω,
∂
∂ν
u(x)= P(x)|u|q−2u on ∂Ω, u > 0 on Ω, (1.1)
where Ω ⊂ RN is a bounded domain with a smooth boundary ∂Ω , ν is an outward nor-
mal to the boundary ∂Ω and 2∗ = 2N/(N − 2), N  3, is a critical Sobolev exponent.
The embedding of the Sobolev space H 1(Ω) into L2∗(Ω) is continuous but not compact.
Similarly, q = 2(N − 1)/(N − 2) denotes the critical Sobolev exponent for the trace em-
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We always assume that Q and P are smooth functions on Ω¯ and ∂Ω , respectively.
Further assumptions on P and Q will be formulated later. The Neumann problem in-
volving critical Sobolev exponents has an extensive literature. In particular a number of
existence result has been established for the perturbed Neumann problem{
−∆u+ λu=Q(x)|u|2∗−2u in Ω,
∂u
∂ν
= 0 on ∂Ω, u > 0 on Ω, (1.2)
where λ > 0 is a positive parameter. The first existence results are due to Adimurthi and
Mancini [1,2], Wang [9] and Yadava and Pacella [3,4]. Problem (1.2) with Q ≡ const has
been studied in [7]. In this case the existence results depend on the relationship between the
global maximum QM = maxx∈Ω¯ Q(x) and Qm = maxx∈∂Ω Q(x). Assuming that Q(x) >
0 on Ω¯ , the authors of [7] considered two cases: (i) QM  22/(N−2)Qm and (ii) QM >
22/(N−2)Qm. In the first case problem (1.2) has a least energy solution for every λ > 0,
provided Qm is achieved at x0 ∈ ∂Ω with a positive mean curvature. In case (ii), the least
energy solutions exist only for λ ∈ (0,Λ], Λ<∞. For λ >Λ, problem (1.2) does not have
the least energy solution.
The main purpose of this paper is to establish the existence result for problem (1.1)
which also involves a critical exponent on the boundary. The absence of a parameter λ > 0
means that the nonlinearity in Eq. (1.1) interferes with the spectrum of the operator “−∆”
with Neumann boundary conditions. If both Q and P are positive then problem (1.1) does
not have a solution. Indeed, integrating (1.1) we get∫
Ω
Q(x)u2
∗−1 dx +
∫
∂Ω
P (x)uq−1 dSx = 0,
which implies that u≡ 0. In this paper we assume that P changes sign. First we consider
problem (1.1) with Q≡ 0. A solution to (1.1) is obtained by a constrained maximization.
In Sections 3 and 4 we consider problem (1.1) with Q  0. We show the existence of a
solution through the mountain-pass principle.
We recall that a C1 functional φ :X→ R on a Banach space X satisfies the Palais–
Smale condition at level c ((PS)c condition for short), if each sequence {xn} ⊂X such that
(∗) φ(xn)→ c and (∗∗) φ′(xn)→ 0 in X∗ is relatively compact in X. Finally, any sequence
{xn} satisfying (∗) and (∗∗) is called a Palais–Smale sequence at level c (a (PS)c sequence
for short).
Throughout this paper we denote a strong convergence by “→” and a weak convergence
by “⇀.” The norms in the Lebesgue spaces LP (Ω) are denoted by ‖ · ‖. By H 1(Ω) we
denote a standard Sobolev space on Ω equipped with norm
‖u‖2 =
∫
Ω
(|∇u|2 + u2)dx.
2. Constrained maximization
In this section we consider problem (1.1) with Q≡ 0. This problem takes the form
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∂u
∂ν
= P(x)|u|q−2u on ∂Ω, u > 0 on Ω. (2.1)
We impose the following condition on P :
(P) The function P(x) changes the sign on ∂Ω and moreover∫
∂Ω
P (x) dSx < 0.
Let
J (u)=
∫
∂Ω
P (x)|u|q dSx for u ∈H 1(Ω).
A solution of problem (2.1) will be found as a maximizer of the variational problem
M = sup
{
J (u); u ∈H 1(Ω),
∫
Ω
|∇u|2 dx = 1
}
.
In fact, if u is a minimizer and M > 0, then M−1/(q−2)u is a solution of problem (1.1). We
set
∂+Ω = {x ∈ ∂Ω, P (x) > 0} and ∂−Ω = ∂Ω − ∂+Ω.
Testing J (u) with a function u ∈H 1(Ω) such that suppu ∩ ∂+Ω = ∅ and suppu ∩ ∂−Ω
= ∅, we see that 0 <M ∞. We now show that M <∞. For this we use the decomposi-
tion
H 1(Ω)=R⊕ V, V =
{
v ∈H 1(Ω);
∫
Ω
v dx = 0
}
,
so if u ∈H 1(Ω), then v = u− (1/|Ω |) ∫
Ω
u(x) dx .
Lemma 2.1. M <∞.
Proof. Let {um} ⊂H 1(Ω) be such that
∫
∂Ω
P (x)|um|q dSx →∞ and
∫
Ω
|∇um|2 dx = 1.
Writing um = tm + vm with tm ∈ R and vm ∈ V , we have
∫
Ω |∇um|2 dx =
∫
Ω |∇vm|2 dx .
We may assume that tm →∞ (the same argument applies if tm →−∞). We set wm =
1+ t−1m vm. Then wm → 1 in H 1(Ω) and we have∫
∂Ω
P (x)|um|q dSx = tqm
∫
Ω
P(x)|wm|q dSx →−∞,
which is impossible. ✷
608 J. Chabrowski / J. Math. Anal. Appl. 290 (2004) 605–619We now derive a condition for the solvability of problem (2.1) which involves the best
Sobolev constant S1 for the trace embedding of the space H 1(RN+) into Lq(RN−1), where
R
N+ = {x; x ∈RN, xn > 0}. The constant S1 is defined by
S1 = inf
{ ∫
R
N+
|∇u|2 dx; u ∈C∞(RN+),
∫
RN−1
∣∣u(x ′,0)∣∣q dx ′ = 1
}
.
Here we use notation for x ∈RN , x = (x ′, xN) with x ′ ∈RN−1. The constant S1 is attained
by the function
W(x)= kN[|x ′|2 + (xN + (N − 2))2](N−2)/2 ,
where kN > 0 is a constant depending on N . Moreover W is a positive solution of the
Neumann problem{−∆u= 0 in RN+,
∂u
∂xN
= |u(x ′,0)|q−1 in RN−1.
We set PM = maxx∈∂Ω P (x).
Proposition 2.2. If
(M) M >
PM
S
(N−1)/(N−2)
1
,
then problem (2.1) has solution.
Proof. Let {um} be a maximizing sequence for M . The proof of Lemma 2.1 shows that
{um} is bounded on H 1(Ω) and we may assume that um ⇀ u in H 1(Ω) and L2∗(Ω) and
um → u in Lp(Ω) for 2 p < 2∗. Replacing um by |um| we may assume that um  0 for
every m. By the concentration–compactness principle [8], we may assume that
|um|q ∗⇀ν = |u|2∗ +
∑
j∈J
νj δxj , (2.2)
|∇um|2 ∗⇀µ |∇u|2 +
∑
j∈J
µj δxj , (2.3)
in the sense of measure, where νj > 0, µj > 0 are constants and the set J is at most
countable and {xi} ⊂ ∂Ω . Moreover, we have
S1ν
2/q
j  µj for j ∈ J. (2.4)
The sequence {|∇um|} may also concentrate at points of Ω . It will follow from our ap-
proach that these points are irrelevant. We also have
1
∫
|∇u|2 dx +
∑
x ∈∂Ω,P (x )>0
S1ν
(N−2)/(N−1)
jΩ j j
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∫
Ω
|∇u|2 dx +
∑
xj∈∂Ω,P (xj )>0
S1
(νjP (xj ))
(N−2)/(N−1)
P (xj )(N−2)/(N−1)

∫
Ω
|∇u|2 dx +
∑
xj∈∂Ω,P (xj )>0
S1
P
(N−2)/(N−1)
M
(
νjP (xj )
)(N−2)/(N−1)
. (2.5)
On the other hand we have∑
xj∈∂Ω,P (xj )>0
P(xj )νj +
∫
∂Ω
P (x)|u|q dSx M > PM
S
(N−1)/(N−2)
1
. (2.6)
If
∫
∂Ω
P (x)|u|q dSx  0, then (2.6) implies
∑
xj∈∂Ω,P (xj )>0
νj S
(N−1)/(N−2)
1 P(xj )
PM
> 1
and by (2.5) we have
1
∑
xj∈∂Ω,P (xj )>0
S1
P
(N−2)/(N−1)
M
(
νjP (xj )
)(N−2)/(N−1)
.
The last two inequalities contradict each other. Therefore we consider the case∫
∂Ω
P (x)|u|q dSx > 0.
Since
∫
∂Ω
P (x) dSx < 0 by (P), we see that u ≡ const on Ω . If
∫
Ω
|∇u|2 dx = 1, then no
concentration occurs and the result follows. Consequently we may assume that
0 <
∫
Ω
|∇u|2 dx < 1. (2.7)
First we show that {um} cannot concentrate at points xj with P(xj ) > 0. Since u satisfies
(2.7), there exists τ > 1 such that
τ 2
∫
Ω
|∇u|2 dx = 1.
This yields
τq
∫
∂Ω
P (x)|u|q dSx M. (2.8)
We also have∑
x ∈∂Ω
νjP (xj )τ
q +
∫
P(x)|u|qτ q dSx =Mτq.j ∂Ω
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xj∈∂Ω,P (xj )>0
νjP (xj )τ
q +
∫
∂Ω
P (x)|u|qτ q dSx Mτq.
Combining this with (2.8) we obtain∑
xj∈∂Ω,P (xj )>0
νjP (xj )τ
q M(τq − 1). (2.9)
Since M >PM/S(N−1)(N−2)1 , we derive from (2.9) that
∑
xj∈∂Ω,P (xj )>0
νjP (xj )S
(N−1)/(N−2)
1
PM
 τ
q − 1
τq
. (2.10)
Similarly, we have
τ 2  τ 2
∫
Ω
|∇u|2 dx + τ 2
∑
xj∈∂Ω,P (xj )>0
µj
 τ 2
∫
Ω
|∇u|2 dx + τ 2
∑
xj∈∂Ω,P (xj )>0
S1
P
(N−2)/(N−1)
M
(
νjP (xj )
)(N−2)/(N−1)
,
that is
τ 2 − 1 τ 2
∑
xj∈∂Ω,P (xj )>0
S1
P
(N−2)/(N−1)
M
(
νjP (xj )
)(N−2)/(N−1)
.
This yields
∑
xj∈∂Ω,P (xj )>0
(
S
(N−1)/(N−2)
1 P(xj )νj
PM
)(N−2)/(N−1)
 τ
2 − 1
τ 2
.
Combining this with (2.10) we get
∑
xj∈∂Ω,P (xj )>0
(
S
(N−1)/(N−2)
1 P(xj )νj
PM
)(N−2)/(N−1)
 τ
2 − 1
τ 2
<
τq − 1
τq

∑
xj∈∂Ω,P (xj )>0
νjP (xj )
PM
S
(N−1)/(N−2)
1 ,
which is impossible. This shows that {um} cannot concentrate at points xj with P(xj ) > 0.
Therefore we must have∫
∂Ω
P (x)|u|q dSx +
∑
xj∈∂Ω,P (xj )<0
P(xj )νj =M
and consequently∫
P(x)|u|q dSx M.∂Ω
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τq
∫
∂Ω
P (x)|u|q dSx M
due to the fact that τ 2
∫
Ω
|∇u|2 dx = 1. This implies that τ  1, which is impossible. This
means that {um} cannot concentrate at xj with P(xj ) < 0. Therefore we have arrived at the
following situation:∫
∂Ω
P (x)|u|q dSx =M and τ 2
∫
Ω
|∇u|2 dx = 1, τ > 1.
However, this implies that
τq
∫
∂Ω
P (x)|u|q dSx M =
∫
∂Ω
P (x)|u|q dSx
and consequently τ  1, which is impossible. Thus u is a maximizer for M . Since u 0
and ≡ 0 on Ω , by the strong maximum principle we have u > 0 on Ω . ✷
To deduce from Proposition 2.2 the existence of a solution of (2.1), we need to impose
conditions on P guaranteeing the validity of the inequality (M). Let
W-,y(x)= CN-
(N−2)/2
[|x ′ − y ′|2 + (xN − yN + (N − 2)-)2](N−2)/2 , - > 0, y ∈R
N .
It was observed in [10] that∫
Ω
|∇W-,y |2 dx
(
∫
∂Ω W
q
-,y dSx)2/q
= S1 − N − 22 ANH(y)β(-)+ o(1)β(-), (2.11)
where H(y) is the mean curvature of ∂Ω at y ∈ ∂Ω and
β(t)=
{
t log 1
t
, N = 3,
t, N  4.
We now impose the following condition on P :
(P1) P attains its maximum PM at a point y ∈ ∂Ω with H(y) > 0 and moreover∣∣P(x)− P(y)∣∣= o(|x − y|) for x ∈ ∂Ω near y.
It is easy to show that if P(x) satisfies (P1), then condition (M) is satisfied.
Theorem 2.3. If (P) and (P1) hold then problem (1.1) has a solution.
3. Palais–Smale condition
As a by-product of the proof of Lemma 2.1 we get the following quantitative result.
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t ∈R and v ∈ V the condition(∫
Ω
|∇v|2 dx
)1/2
 η|t|
implies that∫
∂Ω
P (x)
∣∣t + v(x)∣∣q dSx  |t|q2
∫
∂Ω
P (x) dSx.
We now associate with problem (1.1) the variational functional
I (u)= 1
2
∫
Ω
|∇u|2 dx − 1
2∗
∫
Ω
Q(x)|u|2∗ dx − 1
q
∫
∂Ω
P (x)|u|q dSx.
This functional has the mountain-pass structure [5]. As a norm on H 1(Ω) we take ‖u‖ =
(|t|2 + ∫Ω |∇v|2 dx)1/2 which is equivalent to the usual norm on H 1(Ω).
Proposition 3.2. If P(x) satisfies (P), then there exist constants α > 0 and ρ > 0 such that
I (u) α (3.1)
for every u satisfying ‖u‖ = ρ.
Proof. Let ‖u‖ = ρ and let η > 0 be as in Lemma 3.1. We distinguish two cases:
(a) ‖∇v‖2  η|t| and (b) ‖∇v‖2 > η|t|. If (a) holds, then ‖∇v‖22 + t2 = ρ2 yields
t2  ρ2/(1+ η2). According to Lemma 3.1 we have∫
∂Ω
P (x)|u|q dSx −|t|qα, α =−12
∫
∂Ω
P (x) dSx > 0.
It follows from the Sobolev inequality that
I (u) α
(
ρ2
1+ η2
)q/2
− S−2∗/2ρ2∗  α
2
(
ρ2
1+ η2
)q/2
for 0 < ρ  ρ0, taking ρ0 sufficiently small. Let us now consider case (b). If u = t + v,
then
‖u‖
(
1
η2
+ 1
)1/2(∫
Ω
|∇v|2 dx
)1/2
.
Again applying the Sobolev inequality for the embedding of H 1(Ω) into Lq(∂Ω), we get∣∣∣∣∣
∫
P(x)|u|q dSx
∣∣∣∣∣ C‖u‖q
∂Ω
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I (u) 1
2
∫
Ω
|∇v|2 dx − C
q
‖u‖q −C1‖u‖2∗
 η
2
2(1+ η2)‖u‖
2 − C
q
‖u‖q −C1‖u‖2∗
for some constant C1 > 0. Taking ‖u‖ = ρ0 with ρ0 > 0 sufficiently small, the result fol-
lows. ✷
If Q is positive somewhere, then we can find u¯ ∈ H 1(Ω) such that ‖u¯‖ > ρ0 and
I (u¯) < 0. We now define the mountain-pass level
m= inf
γ∈Γ max0t1
I
(
γ (t)
)
,
where
Γ = {γ ∈ C([0,1],H 1(Ω)); γ (0)= 0 and γ (1)= u¯}.
Let
m∞ = min
(
SN/2
NQ
(N−2)/2
M
,
SN/2
2NQ(N−2)/2m
,
SN−11
2(N − 1)PN−2M
)
.
Theorem 3.3. Suppose thatQ(x) 0,Q ≡ 0 on Ω¯ andQ(x)= 0 for x ∈ {∂Ω; P(x) > 0}.
Then I satisfies the (PS)c condition for
c <m∞. (3.2)
Proof. Let {um} be a (PS)c sequence with c satisfying (3.2). First we show that {um} is
bounded in H 1(Ω). We have for mm0,
c+ o(‖um‖)= I (um)− 1
q
〈
I ′(um),um
〉= (1
2
− 1
q
)∫
Ω
|∇um|2 dx
+
(
1
q
− 1
2∗
)∫
Ω
Q(x)|um|2∗ dx. (3.3)
We write
um = tm + vm, vm ∈ V, t ∈R.
First we show that {tm} is bounded. Arguing by contradiction, we may assume that
|tm| →∞. It follows from (3.3) that(
1
2
− 1
q
)∫
Ω
|∇vm|2 dx +
(
1
q
− 1
2∗
)
|tm|2∗
∫
Ω
Q(x)
∣∣∣∣1+ vmtm
∣∣∣∣
2∗
dx
 c+ o((t2m +‖∇vm‖22)1/2 ).
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∫
Ω Q|1 + vm/tm|2
∗
dx > 0, then both sequences {‖∇vm‖2} and {|tm|} are
bounded. Therefore suppose that for some subsequence of {vm/tm}, relabeled again as
{vm/tm}, we have
lim
m→∞
∫
Ω
Q(x)
∣∣∣∣1+ vmtm
∣∣∣∣
2∗
dx = 0.
Then there exists a subset Ω ′ ⊂ Ω of positive measure such that infx∈Ω¯ ′Q(x) > 0 and
1 + vm/tm → 0 in L2∗(Ω ′). This yields that up to a subsequence 1 + vm/tm → 0 a.e.
on Ω ′. Thus by Fatou lemma and the Sobolev inequality we deduce
|Ω ′|2∗  lim sup
m→∞
∫
Ω ′
∣∣∣∣vmtm
∣∣∣∣
2∗
dx  lim sup
m→∞
∫
Ω
∣∣∣∣vmtm
∣∣∣∣
2∗
dx
 C1
(∫
Ω
∣∣∣∣∇
(
vm
tm
)∣∣∣∣
2
dx
)2∗/2
for some constant C1 > 0. Dividing (3.3) by t2m, we deduce the estimate(
1
2
− 1
q
)∫
Ω
∣∣∣∣∇
(
vm
tm
)∣∣∣∣
2
dx  C
tm
+ t−1m o
((
1+
∥∥∥∥∇vmtm
∥∥∥∥
2
2
)1/2)
for some constant C > 0. This inequality implies that limm→∞
∫
Ω |∇(vm/tm)|2 dx = 0,
which is impossible. Therefore {tm} is bounded. Using (3.3) again, we see that {um}
is bounded in H 1(Ω). Therefore we may assume that um ⇀ u in H 1(Ω). Apply-
ing the Lions concentration–compactness principle [8], there exist sequences {xj } ⊂ Ω¯ ,
{µj }, {νj }, {ν¯j } ⊂ (0,∞) such that
|um|q ∗⇀ ν¯ = |u|2∗ +
∑
j∈J
ν¯j δxj ,
|um|2∗ ∗⇀ν = |u|2∗ +
∑
j∈J
νj δxj
and
|∇um|2 ∗⇀µ |∇u|2 +
∑
j∈J
µj δxj .
We also have
Sν
2/2∗
j  µj if xj ∈Ω, (3.4)
S
ν
2/2∗
j
22/N
 µj if xj ∈ ∂Ω (3.5)
and
S1ν¯
2/q  µj . (3.6)j
J. Chabrowski / J. Math. Anal. Appl. 290 (2004) 605–619 615In the first step we show that the concentration cannot occur at interior points of Ω . Let
xj ∈Ω . Testing I ′(um) with a family of functions concentrating at xj we get
µj =Q(xj )νj . (3.7)
If νj > 0, then it follows from (3.4) and (3.7) that
νj 
(
S
Q(xj )
)N/2
. (3.8)
Letting m→∞ in (3.3) and using (3.7) and (3.8) we get
c
(
1
2
− 1
q
)∫
Ω
|∇u|2 dx +
(
1
2
− 1
q
)
µj +
(
1
q
− 1
2∗
)∫
Ω
Q(x)|u|2 dx
+
(
1
q
− 1
2∗
)
νjQ(xj )
1
N
Q(xj )νj 
SN/2
NQ
(N−2)/2
M
,
which is impossible. We now rule out the concentration on ∂Ω . If the concentration oc-
curs at xj ∈ ∂Ω , then we have the following possibilities: (i) µj =Q(xj )νj + P(xj )ν¯j ,
(ii)µj = P(xj )ν¯j and (iii)µj =Q(xj )νj . We only consider case (i). Cases (ii) and (iii) can
be treated in a similar way. We now consider two cases: (a) P(xj ) 0 and (b) P(xj ) > 0.
If P(xj ) 0, then
µj Q(xj )νj .
Assuming that νj > 0, we have by (3.5) that
µj 
SN/2
2Q(xj )(N−2)/2
.
It then follows from (3.3) that
c
(
1
2
− 1
q
)
µj +
(
1
q
− 1
2∗
)
νjQ(xj )
(
1
2
− 1
2∗
)
µj 
SN/2
2NQ(N−2)/2m
and we have arrived at a contradiction. Finally, if (b) prevails, then Q(xj )= 0 and
µj = P(xj )ν¯j .
If ν¯j > 0, using (3.6) we get
µj 
(
S1
P(xj )
)N−1
P(xj )
SN−11
PN−2M
.
Hence, by (3.3) we have
c
SN−11
2(N − 1)PN−2M
and this contradiction completes the proof. ✷
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To derive the existence results for problem (1.1) we consider the following cases:
(i) m∞ = S
N/2
2NQ(N−2)/2m
,
(ii) m∞ = S
N/2
NQ
(N−2)/2
M
,
(iii) m∞ = S
N−1
1
2(N − 1)PN−2M
.
We commence with the case (i). In order to estimate the mountain-pass level of the func-
tional I we need the family of functions
U-,y(x)= -−(N−2)/2U
(
x − y
-
)
, y ∈RN, - > 0,
whereU(x)= kN/(1+|x−y|2)(N−2)/2. The functionU is called an instanton and satisfies
the equation
−∆U =U2∗−1 in RN .
On the other hand, U is also a minimizer for the best Sobolev constant S defined by
S = inf
{ ∫
RN
|∇u|2 dx;
∫
RN
|u|2∗ dx = 1, u ∈D1,2(RN)
}
.
Here D1,2(RN) is the Sobolev space of functions such that Du ∈ L2(RN) and u ∈
L2
∗
(RN). The positivity of solutions obtained in the following Theorems 4.1–4.3 is a con-
sequence of Theorem 10 in [6] and the strong maximum principle.
Theorem 4.1. Let m∞ = SN/2/(2NQ(N−2)/2m ) and let (P) hold. Suppose that P and Q
satisfy the assumptions of Theorem 3.3. Moreover, we assume that Q(y) = Qm > 0 for
some y ∈ ∂Ω with H(y) > 0 and P(y)= 0 and∣∣Q(x)−Q(y)∣∣= o(|x − y|) and ∣∣P(x)− P(y)∣∣= o(|x − y|) (4.1)
for x near y . Then problem (1.1) has a solution.
Proof. For simplicity we assume that y = 0 and set u- =U-,0. For every - > 0 there exists
t- > 0 such that
I (t-u-)= max
0t<∞
I (tu-).
It is easy to see that 0 < a < t- < b for - > 0 small, where a and b are constants indepen-
dent of -. If
I¯ (u)= 1
2
∫
|∇u|2 dx − 1
2∗
∫
Q(x)|u|2∗ dx,Ω Ω
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max
0t<∞
I¯ (tu-)= 1
N
(
∫
Ω |∇u- |2 dx)N/2
(
∫
Ω
Q(x)u2∗- dx)
(N−2)/2 .
Hence
max
0t<∞
I (tu-)
1
N
(
∫
Ω |∇u- |2 dx)N/2
(
∫
Ω
Q(x)u2∗- dx)
(N−2)/2 +C1
∫
∂Ω
P (x)uq- dSx (4.2)
for some constant C1 > 0. We need the following estimate:
∫
Ω |∇u- |2 dx
(
∫
Ω
u2∗- dx)2/2
∗ 


S
22/N −ANH(0)- log 1- +O(-) if N = 3,
S
22/N −ANH(0)-+O
(
-2 log 1
-
)
if N = 4,
S
22/N −ANH(0)-+O(-2) if N  5,
(4.3)
where AN is a constant depending on N . The integral
∫
∂Ω
Pu
q
- dSx satisfies∫
∂Ω
Puq- dSx = o(-). (4.4)
Combining (4.1)–(4.4) we get the estimate
max
0t<∞
I (tu-) <
SN/2
2NQ(N−2)/2m
and the result follows from Theorem 3.3. ✷
Theorem 4.2. Let m∞ = SN−11 /(2(N − 1)PN−2M ). Suppose that P and Q satisfy the as-
sumptions of Theorem 3.3. Further we assume that P satisfies (P) and (P1). Then problem
(1.1) has a solution.
Proof. Without loss of generality, we may assume that y = 0. Let φδ ∈ C1(RN) be such
that φδ(x)= 1 for |x| δ and φδ(x)= 0 for |x| 2δ, 0 φδ(x) 1 on RN , where δ > 0
is chosen so that P(x) > 0 on (|x| 2δ)∩ ∂Ω . Let W-,y be the function introduced at the
end of Section 3. Since Q(x) 0 on Ω , we see that
max
0t<∞
I (tW-φδ) max
0t<∞
(
t2
2
∫
Ω
∣∣∇(W-φδ)∣∣2 dx − tq
q
∫
∂Ω
P(x)(W-φδ)
q dSx
)
= 1
2(N − 1)
(
∫
Ω |∇(φδW-)|2 dx)q/(q−2)
(
∫
∂Ω
P(x)(φδW-)q dSx)2/(q−2)
.
From this, using (P1) and (2.11), we deduce that the mountain-pass level satisfies m∞ <
SN−11 /(2(N − 1)PN−2M ) and the result follows from Theorem 3.3. ✷
Finally, we consider the case m∞ = SN/2/(NQ(N−2)/2M ). To obtain the existence of a
solution, we impose a flatness condition onQ at point whereQ attains its global maximum.
618 J. Chabrowski / J. Math. Anal. Appl. 290 (2004) 605–619Theorem 4.3. Let m∞ = SN/2/NQ(N−2)/2M . Suppose that P and Q satisfy the assumptions
of Theorem 3.3. Moreover we assume that∣∣Q(x)−Q(y)∣∣= o(|x − y|N−2) (4.5)
for x near y , where Q(y)=QM . Then problem (1.1) has a solution.
Proof. Let y = 0. Choose R > 0 so that Ω ⊂ B(0,R). Then∫
Ω
|U-|2 dx = SN/2 −
∫
RN−Ω
|∇U- |2 dx
 SN/2 − c˜N
∫
RN−B(0,R)
|x|2-N−2
(-2 + |x|2)N dx
 SN/2 − c˜N-N−2
∫
|x|R
|x|2
(1+ |x|2)N dx
= SN/2 −C1-N−2,
where C1 > 0 is a constant. On the other hand we have∫
Ω
Q(x)U2
∗
- dx = SN/2QM + o(-N−2)
and since y = 0 ∈ Ω , we have ∫
∂Ω
U
q
- dSx = O(-N−1). From the above estimates, we
deduce that
max
0t<∞
I (tU-)
1
N
(
∫
Ω
|∇U- |2 dx)N/2
(
∫
Ω Q(x)U
2∗
- dx)
(N−2)/2 +C2-N−1 <
SN/2
NQ
(N−2)/2
M
for some constant C2 > 0 and sufficiently small - > 0. To complete the proof we apply
Theorem 3.3. ✷
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