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Le the`me d’une pe´riode e´vanescente.
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Abstract.
In this article we study holomorphic deformations of the filtered Gauss-Manin sys-
tems associated to a vanishing period integral. For that purpose we introduce a
new sub-class of the class of monogenic (a,b)-modules (Brieskorn modules) which
was studied in our previous article [B. 09]. We show that these new objects, called
”themes”, have good functorial properties and that there exists a canonical order
on the roots of the corresponding Bernstein polynomial.
We construct, for given fundamental invariants, a finite dimensional versal holomor-
phic family and we show that, when all themes with these fundamental invariants
are ”stable”, this versal family is in fact universal. We also give a sufficient condi-
tion on the roots of the Bernstein polynomial in order that the previous condition is
satisfied. We show with an example that a universal family may not exist for some
values of the fundamental invariants.
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Introduction.
Mon article pre´ce´dent [B.09] est focalise´ sur les (a,b)-modules monoge`nes dans l’ide´e
d’e´tudier, pour un e´le´ment x donne´ dans un (a,b)-module re´gulier, ou de manie`re
plus ge´ome´trique, pour une forme holomorphe donne´e dont on veut e´tudier la pe´riode
e´vanescente (voir [A-G-V], [M. 75], [S. 89]), le sous-(a,b)-module engendre´ par x.
Concre`tement cela signifie que l’on se concentre sur l’e´quation diffe´rentielle (filtre´e)
minimale satisfaite par les fonctions obtenues par inte´gration de cette forme sur les
cycles e´vanescents.
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Le pre´sent article se consacre a` l’e´tude plus pre´cise d’une inte´grale de pe´riode
e´vanescente, ce qui revient cette fois a` fixer la classe d’homologie e´vanescente sur
laquelle on inte`gre. Ceci conduit a` une sous-classe inte´ressante des (a,b)-modules
monoge`nes re´guliers e´tudie´s dans [B.09] qui est caracte´rise´e par une proprie´te´ alge´brique
remarquable et simple dans le cas [λ]−primitif : ”L’unicite´ de la suite de Jordan-
Ho¨lder”.
Les e´le´ments de cette sous-classe que j’ai appele´s des the`mes correspondent en fait
a` la construction ”na¨ıve” suivante :
Conside´rons un sous-ensemble fini Λ ⊂]0, 1] ∩ Q (re´duit a` {λ} dans le cas
[λ]−primitif ) et un entier N , et conside´rons l’espace des se´ries formelles
Ξ
(N)
Λ :=
∑
λ∈Λ,j∈[0,N ]
C[[s]].sλ−1
(Log s)j
j!
.
De´finissons la C−alge`bre non commutative A˜ en posant
A˜ := {
∞∑
ν=0
Pν(a).b
ν , Pν ∈ C[x]}
avec la relation de commutation a.b− b.a = b2.
On a une action naturelle de A˜ sur Ξ
(N)
Λ via les actions donne´es respectivement
par la multiplication par s (a := ×s) et et l’inte´gration sans constante ( b :=
∫ s
0
).
Un the`me sera alors un sous−A˜−module monoge`ne d’un tel Ξ
(N)
Λ c’est-a`-dire le
sous−A˜−module a` gauche engendre´ par un e´le´ment ϕ ∈ Ξ
(N)
Λ .
En pre´sence d’un (a,b)-module ge´ome´trique E et d’une application (a,b)-line´aire
Γ : E → Ξ
(N)
Λ l’image par Γ du (a,b)-module monoge`ne A˜.x engendre´ par x
dans E, sera un the`me.
Par exemple si E est le comple´te´ formel en f du module de Brieskorn d’un germe
de fonction f holomorphe a` singularite´ isole´e dans Cn+1 l’application (a,b)-line´aire
Γ : E → Ξ
(N)
Λ associe´e a` un cycle e´vanescent γ qui fait correspondre a` [ω] le
de´veloppement asymptotique (formel) de la fonction multiforme de de´termination
finie s →
∫
γs
ω/df , ou` (γs)s∈D∗ de´signe la famille horizontale multiforme associe´e
a` γ dans les fibres de f , et ou` l’on a choisi convenablement Λ et N .
Le polynoˆme de Bernstein d’un (a,b)-module monoge`ne re´gulier e´tant de´crit en
terme du ge´ne´rateur de l’ide´al annulateur d’un ge´ne´rateur du (a,b)-module monoge`ne
conside´re´, nous proposons dans cet article d’e´tudier les invariants (nume´riques) plus
fins que le polynoˆme de Bernstein d’un the`me. En fait nous de´crirons tous les in-
variants associe´s a` une classe d’isomorphisme de the`me primitif. Pour ce faire nous
e´tudierons les familles holomorphes de the`mes, ce qui correspond a` l’e´tude d’une
pe´riode e´vanescente de´pendant holomorphiquement d’un parame`tre. Par exemple
ce phe´nome`ne apparaˆıt dans le cas d’une famille a` µ constant de fonctions holo-
morphes a` singularite´s isole´es, quand on conside`re une forme holomorphe (relative)
et une classe d’homologie fixe´e dans une fibre lisse.
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Notre objectif principal sera de de´crire concre`tement des familles holomorphes verselles
(et ”minimales”) pour les the`mes [λ]−primitifs. Nous montrerons que dans le ”cas
stable”, le seul ou` l’on peut espe´rer en ge´ne´ral l’existence d’une famille universelle,
les familles de´crites sont effectivement universelles.
Les principaux re´sultats de ce travail sont les suivants.
1. Les the´ore`mes 2.1.4 et 2.1.10 de stabilite´ des the`mes par quotient et dualite´
”tordue” qui permettront de montrer qu’un(a,b)-module monoge`ne est un
the`me si et seulement pour chacun de ses exposants [λ] sa partie [λ]−primitive
est un the`me 2.1.11.
2. La carate´risation des the`mes stables et le the´ore`me d’unicite´ 3.3.3 de l’e´criture
du ge´ne´rateur de l’ide´al annulant un ge´ne´rateur standard dans le cas d’un
the`me primitif stable. Ceci donne l’universalite´ de la famille standard quand
elle ne contient que des the`mes stables. Une condition suffisante simple (voir
le corollaire 3.1.4) sur les invariants fondamentaux donne´e au the´ore`me 3.1.2
permet d’assurer que c’est souvent le cas.
3. L’existence des bases standards qui donneront la construction de familles
verselles de the`mes [λ]−primitifs, une fois fixe´s les invariants fondamentaux.
4. Nous terminons par un exemple en rang 3 pour lequel nous montrons qu’il
n’existe pas de famille universelle au voisinage de chaque the`me stable ayant
ces invariants fondamentaux. Ces the`mes stables sont parame´tre´s dans cet
exemple par une hypersurface (non vide) de la famille standard.
Par contre, une fois enlever cette hypersurface, on peut construire une famille
qui est universelle au voisinage de chacun de ses points et parame`tre tous les
the`mes instables ayant ces invariants fondamentaux.
1 De´composition primitive.
1.1 Rappels.
Soit A le quotient de l’alge`bre libre C < a, b > par l’ide´al bilate`re engendre´ par
a.b− b.a− b2. On notera que pour chaque k ∈ N bk.A = A.bk est un ide´al bilate`re
de A. Soit A˜ la comple´te´e b−adique de A. On a alors
A˜ := {
∑
ν≥0
Pν(a).b
ν , Pν ∈ C[x]}.
C’est une C−alge`bre unitaire inte`gre qui contient la sous-alge`bre commutative
C[[b]]. On appelle (a,b)-module E un A˜−module a` gauche qui est libre de type
fini sur C[[b]]. Se donner un (a,b)-module e´quivaut a` la donne´e d’un C[[b]]−module
libre de rang fini E et d’une application C−line´aire a : E → E ve´rifiant la relation
de commutation a.b− b.a = b2 ; elle est continue pour la topologie b−adique de E.
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Une telle application C−line´aire a est de´termine´e de fac¸on unique par les valeurs
de a sur une C[[b]]−base de E, et elles peuvent eˆtre choisies arbitrairement dans
E : en effet, si E := ⊕kj=1C[[b]].ej et si on s’est donne´ arbitrairement des e´le´ments
x1, . . . , xk dans E, l’application a associe´e est bien de´finie sur E0 := ⊕
k
j=1C[b].ej
par les relations
a.bn.ej = b
n.xj + n.b
n+1.ej ∀n ∈ N ∀j ∈ [1, k]
qui sont conse´quences de a.b− b.a = b2 et de a.ej = xj ∀j ∈ [1, k]. L’application
a se prolonge alors de fac¸on unique a` E par continuite´.
On dit que le (a,b)-module E est a` poˆle simple si on a a.E ⊂ b.E.
On dit que E est re´gulier s’il se plonge dans un (a,b)-module a` poˆle simple. Dans
ce cas le plus petit (a,b)-module a` poˆle simple contenant E est le sature´
E♯ ⊂ E[b−1] := E ⊗C[[b]] C[[b]][b
−1]
de E par b−1.a. La re´gularite´ de E est e´quivalente a` la finitude sur C[[b]] de ce
sature´
E♯ =
∑
j≥0
(b−1.a)j.E ⊂ E[b−1].
Pour E a` poˆle simple on de´finit le polynoˆme de Bernstein de E, note´ BE ,
comme le polynoˆme minimal de −b−1.a agissant sur l’espace vectoriel de dimension
finie E
/
b.E.
Plus ge´ne´ralement, le polynoˆme de Bernstein d’un (a,b)-module re´gulier E est
de´fini comme le polynoˆme de Bernstein de son sature´ par b−1.a. Donc BE := BE♯ .
On dit qu’un (a,b)-module re´gulier est ge´ome´trique si toutes les racines de son
polynoˆme de Bernstein sont des rationnels strictement ne´gatifs.
Si E et F sont deux (a,b)-modules, on de´finit leur produit tensoriel E⊗a,b F en
conside´rant le produit tensoriel des deux C[[b]]−modules correspondants (qui est
bien libre de type fini sur C[[b]]), et en de´finissant a : E ⊗a,b F → E ⊗a,b F par la
formule
a(e⊗ f) := (a.e)⊗ f + e⊗ (a.f).
On ve´rifie alors facilement que l’on a bien a.b− b.a = b2.
De meˆme, si E et F sont deux (a,b)-modules, on de´finit Homa,b(E, F ) en
conside´rant le C[[b]]−module Homb(E, F ) des applications C[[b]]−line´aires de E
dans F et en de´finissant, pour ϕ ∈ Homb(E, F ) et x ∈ E :
(a.ϕ)(x) := a.ϕ(x)− ϕ(a.x) (1)
on a alors la C[[b]]−line´arite´ de (a.ϕ) et l’identite´ (a.b− b.a).ϕ = b2.ϕ.
On appellera dual de E le (a,b)-module Homa,b(E,E0) ou` E0 := A˜
/
A˜.a est le
(a,b)-module de rang 1 , de ge´ne´rateur e0 ve´rifiant a.e0 = 0. Le lecteur ve´rifiera
facilement que pour λ ∈ C le dual de Eλ := A˜
/
A˜.(a− λ.b), est (Eλ)
∗ ≃ E−λ. On
peut facilement en de´duire que pour E re´gulier on a canoniquement (E∗)∗ ≃ E.
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Exemple. Si E est un (a,b)-module et si Eδ est le (a,b)-module de rang 1 et
de ge´ne´rateur eδ tel que a.eδ = δ.b.eδ (donc Eδ ≃ A˜
/
A˜.(a−δ.b)), le (a,b)-module
E ⊗a,b Eδ peut eˆtre identifie´ au C[[b]]−module E dans lequel on a de´fini l’action
de ”a” par a˜ := a + δ.b.
On remarquera que pour chaque δ ∈ C il existe un unique automorphisme d’alge`bre
unitaire θδ de A˜ envoyant a sur a+δ.b et b sur b. On peut donc voir E⊗a,bEδ
comme le A˜−module obtenu en faisant agir A˜ sur E via (α, x) 7→ θδ(α).x.
1.2 Exposants.
De´finition 1.2.1 Soit E un (a,b)-module re´gulier. On notera Exp(E) ⊂ C
/
Z
l’ensemble des classes modulo Z des nombres −α ou` α de´crit l’ensemble des
racines du polynoˆme de Bernstein BE de E.
On a donc toujours Exp(E) = Exp(E♯), puisque, par de´finition BE = BE♯.
Remarques.
1) On notera que [λ] est dans Exp(E) si et seulement s’il existe λ ∈ [λ] et
une injection (a,b)-line´aire de Eλ dans E. En effet, il suffit de prouver cette
assertion pour E♯, et dans ce cas on peut prendre pour λ le plus petit e´le´ment
de [λ] pour lequel a−λ.b n’est pas injectif, d’apre`s la proposition 1.3 de [B.93].
2) Soit E∗ le dual du (a,b)-module re´gulier E. Alors Exp(E∗) = −Exp(E).
3) En utilisant la remarque pre´ce´dente et l’isomorphisme de E avec son bi-dual,
on voit que [λ] est dans Exp(E) si et seulement s’il existe λ ∈ [λ] et une
surjection (a,b)-line´aire de E dans Eλ. 
Lemme 1.2.2 Soit 0 → F → E
π
→ G → 0 une suite exacte de (a,b)-modules
re´guliers. Alors on a l’e´galite´ Exp(E) = Exp(F ) ∪ Exp(G).
Preuve. Soit [λ] ∈ Exp(E). Alors il existe λ ∈ [λ] et une injection (a,b)-line´aire
Eλ →֒ E. Si on π(Eλ) = {0} alors on a Eλ ⊂ F et [λ] ∈ Exp(F ). Sinon, on a
π(Eλ) ≃ Eλ+p avec p ∈ N, et on a donc [λ] ∈ Exp(G).
Re´ciproquement montrons que Exp(G) ⊂ Exp(E) puisque l’inclusion de Exp(F )
dans Exp(E) est claire.
Soit f : G → Eµ une application surjective. La compose´e f ◦ π est surjective ce
qui montre que [µ] ∈ Exp(E), graˆce a` la remarque 3) ci-dessus. 
Remarque. Une conse´quence facile de ce lemme est que si on a deux sous-(a,b)-
modules F et F ′ d’un (a,b)-module re´gulier E et si l’on a
[λ] 6∈ Exp(F ) ∪ Exp(F ′)
alors [λ] n’est pas dans Exp(G) ou` G de´signe le plus petit sous-module normal
de E contenant F + F ′. 
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1.3 Les (a,b)-modules [Λ]−primitifs.
De´finition 1.3.1 Soit Λ ⊂ C
/
Z. On dira qu’un (a,b)-module re´gulier E est
[Λ]−primitif si toutes les racines du polynoˆme de Bernstein de E sont dans −Λ,
c’est-a`-dire si Exp(E) ⊂ Λ.
Notations. Quand Λ = {[λ]} nous dirons que E est [λ]−primitif.
Si M est le comple´mentaire de Λ dans C
/
Z nous dirons que E est [6= Λ]−primitif
pour dire qu’il est M−primitif.
Remarques.
1. Avec notre de´finition le (a,b)-module nul est Λ−primitif pour tout choix
de Λ. De plus c’est le seul (a,b)-module qui soit a` la fois Λ−primitif et
[6= Λ]−primitif.
2. Une conse´quence imme´diate de la remarque 1) qui suit la de´finition 1.2.1 est
que tout sous-(a,b)-module (normal ou non) d’un (a,b)-module Λ−primitif
est Λ−primitif.
3. Si on a une suite exacte 0→ F → E → G→ 0 avec F et G Λ−primitifs,
alors E est e´galement Λ−primitif.
Et re´ciproquement si E est Λ−primitif dans une suite exacte de (a,b)-
modules, alors F et G le sont e´galement.
4. Si f : E → F est une application A˜−line´aire entre (a,b)-modules re´guliers
et si G ⊂ E est un sous-module Λ−primitif, alors f(G) est Λ−primitif.
En effet, sinon on peut trouver un sous-module isomorphe a` Eµ dans f(G)
avec µ 6∈ Λ et donc un sous-module H := G∩f−1(Eµ) avec une suite exacte
0→ Ker(f) ∩G→ H
f
→ Eµ → 0
ce qui contredit la remarque 3) pre´ce´dente. 
Proposition 1.3.2 Soit E un (a,b)-module re´gulier et soit Λ ⊂ C
/
Z. Il existe
un unique sous-(a,b)-module normal E[Λ] ⊂ E qui est Λ−primitif et contient tout
sous-module Λ−primitif de E.
Preuve. Montrons l’assertion par re´currence sur le rang de E. Comme l’assertion
est claire en rang 1, supposons l’assertion montre´e en rang ≤ k− 1 avec k ≥ 2 et
montrons-la en rang k.
Si tout [λ] ∈ −Λ n’est pas la classe modulo Z d’une racine du polynoˆme de
Bernstein de E, il est clair que {0} est le plus grand sous-(a,b)-module Λ−primitif
de E.
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Supposons donc qu’il existe une racine −λ du polynoˆme de Bernstein de E telle
que λ ∈ Λ. On peut alors trouver un sous-module normal de E isomorphe a` Eλ′
avec [λ′] = [λ] en normalisant l’image d’une injection Eλ →֒ E. On a alors la suite
exacte
0→ Eλ′ → E
π
→ F → 0
et F est de rang k−1. L’hypothe`se de re´currence nous fournit un plus grand sous-
module Λ−primitif F [Λ] dans F qui est normal. Montrons qu’alors π−1(F [Λ])
est le E[Λ] cherche´. D’abord il est normal dans E puisque F [Λ] l’est dans F .
De plus la suite exacte
0→ Eλ′ → π
−1(F [Λ])
π
→ F [Λ]→ 0
montre qu’il est Λ−primitif d’apre`s la remarque 3) ci-dessus.
Soit G un sous-module Λ−primitif de E. D’apre`s la remarque 4) faite plus haut
son image par π est Λ−primitive donc contenue dans F [Λ], ce qui montre que G
est bien contenu dans π−1(F [Λ]). 
Remarques.
1. On a Exp(E[Λ]) = Exp(E) ∩ Λ.
2. Soit E un (a,b)-module re´gulier et Λ ⊂ C
/
Z. Pour F ⊂ E un sous-(a,b)-
module on a F [Λ] = F ∩ E[Λ]. En effet l’inclusion de F ∩ E[Λ] dans F [Λ]
re´sulte de la maximalite´ de F [Λ] puisque F ∩E[Λ] est Λ−primitif. L’autre
inclusion est e´vidente. 
Lemme 1.3.3 Soit E un (a,b)-module re´gulier et Λ ⊂ C
/
Z. De´finissons main-
tenant E
/
[Λ] := E
/
E[6= Λ]. Alors E
/
[Λ] est Λ−primitif et tout (a,b)-module
quotient Λ−primitif de E est canoniquement un quotient de E
/
[Λ].
Preuve. Soit µ ∈ Λ et conside´rons une surjection E
π
→ Eµ. La restriction de
π a` E[6= Λ] est soit nulle, soit d’image Eµ+p pour un p ∈ N. Mais ce second
cas est exclu car il impliquerait que [µ] ∈ Exp(E[6= Λ]), contredisant la remarque
1) ci-dessus. On a donc Exp(E[6= Λ]) = Exp(E) \ Λ.
Supposons maintenant que F ⊂ E est un sous-(a,b)-module normal tel que E
/
F
soit Λ−primitif. Comme on a F [6= Λ] = F ∩ E[6= Λ] d’apre`s la remarque 2)
pre´ce´dente, on aura une injection de E[6= Λ]
/
F [6= Λ] dans E
/
F qui est suppose´
Λ−primitif. On en de´duit que E[6= Λ]
/
F [6= Λ] est nul d’apre`s les remarques 1 et
4 qui suivent la de´finition 1.3.1. Donc E[6= Λ] ⊂ F et E
/
F est un quotient de
E
/
[Λ]. 
De´finition 1.3.4 Nous appellerons partie Λ−coprimitive de E le quotient E
/
[Λ]
introduit au lemme pre´ce´dent.
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Remarques.
1. Soit 0→ F
f
→ E
g
→ G→ 0 une suite exacte de (a,b)-modules re´guliers. Pour
tout Λ ⊂ C
/
Z on a la suite exacte :
0→ F [Λ]
f
→ E[Λ]
g
→ G[Λ].
On n’a pas exactitude a` droite en ge´ne´ral, ce que l’on peut de´ja` ve´rifier sur la
suite exacte1
0→ Eµ → Eλ,µ → Eλ−1 → 0
avec Λ = {λ} en supposant que µ 6∈ [λ].
2. Soit E un (a,b)-module re´gulier et Λ ⊂ C
/
Z. On a une fle`che naturelle
E[Λ]→ E
/
[Λ]
donne´e par composition de l’inclusion E[Λ] →֒ E et du quotient E → E
/
[Λ].
Cette fle`che est injective, mais pas surjective en ge´ne´ral. En effet l’injectivite´
re´sulte de l’e´galite´ E[Λ] ∩ E[6= Λ] = {0}. Elle n’est pas surjective de´ja` pour
Eλ,µ si [λ] 6= [µ] et Λ = [λ] puisque E[Λ] = Eλ et E
/
[Λ] = Eλ−1 dans
ce cas. En ge´ne´ral, on a donc E[Λ]⊕ E[6= Λ] 6= E. 
Corollaire 1.3.5 Soit E un (a,b)-module re´gulier, et soient Exp(E) := {λ1, . . . , λd},
avec [λi] 6= [λj ] pour i 6= j, et range´s dans un ordre arbitraire. Alors on a une
suite de composition unique (une fois l’ordre des [λj] fixe´)
0 = F0 ⊂ F1 ⊂ · · · ⊂ Fd = E
de sous-modules normaux de E tels que Fj
/
Fj−1 soient [λj]−primitifs pour
chaque j ∈ [1, d].
Preuve. La re´currence est imme´diate en posant Fj := E[{λ1, . . . , λj}]. 
On prendra garde que, en ge´ne´ral, pour j ≥ 2, le quotient Fj
/
Fj−1 n’est pas
isomorphe a` E[λj ], comme le montre l’exemple du (a,b)-module de rang 2 Eλ,µ
quand [λ] 6= [µ].
1Rappelons que Eλ,µ est le (a,b)-module de rang 2 ou` a est de´fini par
a.e1 = e2 + (λ− 1).b.e1 a.e2 = µ.b.e2.
9
Corollaire 1.3.6 Soit E un (a,b)-module re´gulier et soit Λ ⊂ C
/
Z. La dualite´
des (a,b)-modules transforme la suite exacte
0→ E[Λ]→ E → E
/
E[Λ]→ 0
en la suite exacte
0→ E∗[6= −Λ]→ E∗ → (E[Λ])∗ → 0
ce qui montre que l’on a un isomorphisme canonique (E[Λ])∗ ≃ E∗
/
[−Λ].
Preuve. Le dual d’un (a,b)-module Λ−primitif est [−Λ]−primitif. Donc la
proprie´te´ universelle de l’inclusion E[Λ] →֒ E vis a` vis des applications A˜−line´aires
dans E de modules Λ−primitifs donne par dualite´ que la surjection E∗ → (E[Λ])∗
factorise toute application A˜−line´aire de E∗ dans un (a,b)-module [−Λ]−primitif.
Donc (E[Λ])∗ est la partie Λ−coprimitive de E∗. Ceci montre que le noyau de ce
quotient est la partie primitive de E∗ pour [6= −Λ]. 
Une conse´quence simple de ce corollaire, puisque le dual d’un (a,b)-module monoge`ne
re´gulier est monoge`ne re´gulier (voir [B.09]), est que la partie Λ−primitive d’un (a,b)-
module monoge`ne re´gulier est encore un (a,b)-module monoge`ne re´gulier.
En effet l’aspect monoge`ne est clair pour la partie coprimitive, le corollaire ci-dessus
donne alors cette assertion par dualite´.
2 The`mes.
2.1 De´finition et stabilite´ par quotient et dualite´.
2.1.1 De´finition et exemples.
Notations. Soit Λ ⊂]0, 1] ∩ Q un sous-ensemble fini et N un entier. Nous
conside`rerons le C[[b]]−module libre de type fini
Ξ
(N)
Λ :=
∑
λ∈Λ,j∈[0,N ]
C[[b]].sλ−1.
(Logs)j
j!
(@)
muni de la structure de A˜−module (a` gauche) donne´e par l’application C−line´aire
a qui est la multiplication par s, la notation des ge´ne´rateurs correspondant au fait
que l’on interpre`te b comme l’inte´gration sans constante. Ceci correspond a` l’e´galite´
Ξ
(N)
Λ =
∑
λ∈Λ,j∈[0,N ]
C[[s]].sλ−1.
(Logs)j
j!
.
Nous noterons ausssi Ξ la somme de de tous les Ξ
(N)
λ pour tous les λ ∈]0, 1] ∩Q
et tous les entiers N .
De´finition 2.1.1 Nous dirons qu’un (a,b)-module monoge`ne est un the`me s’il est
isomorphe a` un sous-(a,b)-module ( ne´cessairement monoge`ne) de Ξ
(N)
Λ .
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Remarques.
1) On notera de´ja` qu’un the`me est toujours, par de´finition, un (a,b)-module monoge`ne
ge´ome´trique.
2) Le the`me E est [λ]−primitif s’il est isomorphe a` un sous-module de
Ξ
(N)
λ :=
∑
j∈[0,N ]
C[[b]].sλ−1.
(Logs)j
j!
pour N ∈ N assez grand, ou` λ est dans Q∩]0, 1]. 
Remarque. En rang 1 tout (a,b)-module ge´ome´trique est un the`me, puisque pour
λ ∈ Q+∗ on a Eλ ≃ C[[b]].s
λ−1 ⊂ Ξ. 
Lemme 2.1.2 Un the`me [λ]−primitif de rang 2 est isomorphe soit a` Eλ,λ soit a`
Eλ+n,λ(α) avec λ ∈ 1 + Q
∗+, n ∈ N∗ et α ∈ C∗, c’est a` dire isomorphe soit a`
A˜
/
A˜.(a− λ.b).(a− (λ− 1).b) soit a` A˜
/
A˜.Pn,α avec
Pn,α := (a− λ.b).(1 + α.b
n)−1.(a− (λ+ n− 1).b).
En particulier il contient un unique sous-module normal de rang 1 qui est isomorphe
a` Eλ.
Preuve. Dans la classification des (a,b)-modules re´guliers de rang 2 donne´e dans
la proposition 2.4 de [B.93] p.34 on constate que les deux premiers types ne sont pas
monoge`nes (car ils sont a` poˆle simple). Le quatrie`me type est le second cas donne´
dans l’e´nonce´. Il se plonge dans Ξ
(1)
λ pour λ ∈ 1 +Q
∗+ sous la forme A˜.ψ ou`
ψ := sλ+n−2.Logs+ γ.sλ−2
avec
γ = −
(λ− 1).λ . . . (λ+ n− 2)
n
.
Montrons qu’un (a,b)-module de rang deux primitif du troisie`me type n’est un the`me
que dans le cas Eλ,λ. Montrons donc que E := Eλ,λ+p avec λ ∈ Q
∗+ et p ∈ N∗
n’est pas un the`me. Raisonnons par l’absurde : si c’e´tait le cas, on aurait un
plongement de Eλ,λ+p dans Ξ
(N)
λ et donc si l’on conside`re la C[[b]]−base standard
de Eλ,λ+p donne´e par a.e1 = e2 + (λ− 1).b.e1 et a.e2 = (λ + p).b.e2, l’image de
e2 par ce plongement serait e´gale a` c.s
λ+p−1 avec c ∈ C∗. Soit F l’image de b.e1
par ce plongement. On aura alors
s.
dF
ds
= c.sλ+p−1 + (λ− 1).F
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et la resolution de cette e´quation diffe´rentielle donne F (s) = c
p
.sλ+p−1+γ.sλ−1. Pour
λ ∈]0, 1] ceci impose γ = 0, puisque F ∈ bΞ
(N)
λ . On en de´duit que l’image dans
Ξ de Eλ,λ+p est de rang 1 et e´gale a` C[[b]].s
λ−2 pour λ > 1 et a` C[[b]].sλ+p−1
pour λ ∈]0, 1]. Ceci montre notre assertion.
Par ailleurs on ve´rifie facilement que A˜.ϕ avec ϕ := sλ−2.Logs est bien un
plongement de Eλ,λ dans Ξ pour λ ∈ 1 +Q
∗+.
L’unicite´ du sous-module normal de rang 1 pour les deux cas conside´re´s s’obtient
facilement par un calcul direct ; le lecteur pourra aussi se reporte a` [B.93]. 
Remarque. On notera que dans tous les cas la suite de Jordan-Ho¨lder d’un the`me
de rang 2 ve´rifie l’ine´galite´ λ1 ≤ λ2 − 1. On a meˆme λ1 ≤ λ2 sauf dans le cas de
Eλ,λ. 
2.1.2 Quotient et dual d’un the`me.
La proposition suivante est la clef du the´ore`me de stabilite´ des the`mes par quotient.
Proposition 2.1.3 Soit E un the`me [λ] primitif non nul. Alors E admet un
unique sous-module normal de rang 1. Si Eλ ⊂ E est ce sous-module normal, le
quotient E
/
Eλ est un the`me [λ]−primitif.
Preuve. L’existence des suites de Jordan-Ho¨lder pour les (a,b)-modules re´guliers
montre qu’il existe au moins un sous-(a,b)-module normal de rang 1 dans E, et
comme E est [λ]−primitif, il est isomorphe a` Eλ1 ou` λ1 ∈ [λ].
Supposons que l’on dispose de deux sous-modules normaux, note´s respectivement
G1 ≃ Eλ1 et G2 ≃ Eλ2 . Posons G := G1 + G2, et montrons que G est
ne´cessairement de rang 2 si l’on suppose G1 6= G2.
En effet si G est de rang 1 il est isomorphe a` Eλ et on a ne´cessairement G1 = b
p.G
et G2 = b
q.G. Mais la normalite´ de G1 et G2 donne p = q = 0, c’est a` dire
G = G1 = G2.
Donc G est un the`me [λ]−primitif de rang 2. Mais on a vu qu’un the`me
[λ]−primitif de rang 2 n’admet qu’un unique sous-module normal de rang 1. Donc
on a G1 = G2, puisque la normalite´ de Gi dans E implique sa normalite´ dans
G; ceci prouve l’unicite´.
Pour montrer que le quotient E
/
Eλ est un the`me, commenc¸ons par montrer que
l’on a pour chaque λ ∈]0, 1] ∩Q une suite exacte de A˜−modules a` gauche
0→ C[[b]].sλ−1 → Ξ
(N)
λ
fλ−→ Ξ
(N−1)
λ → 0
ou` N ∈ N∗ et ou` l’on rappelle que
Ξ
(N)
λ :=
∑
j∈[0,N ]
C[[b]].sλ−1.
(Logs)j
j!
.
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De´finissons l’application C[[b]]−line´aire fλ en posant
fλ(s
λ−1) = 0 et
fλ(s
λ−1.
(Logs)j
j!
) = sλ−1.
(Logs)j−1
(j − 1)!
pour j ≥ 1.
On ve´rifie alors que l’on a fλ(a.s
λ−1. (Logs)
j
j!
) = a.f(sλ−1. (Logs)
j
j!
) en utilisant la
C[[b]]−line´arite´ de fλ et les relations
a.sλ−1.
(Logs)j
j!
= λ.b.sλ−1.
(Logs)j
j!
+ b(sλ−1.
(Logs)j−1
(j − 1)!
)
pour j ≥ 1 et a.sλ−1 = λ.b.sλ−1 pour j = 0. Le fait que fλ soit surjective et de
noyau C[[b]].sλ−1 est alors imme´diat.
Conside´rons alors un the`me [λ]−primitif E →֒ Ξ
(N)
λ , et soit F son unique sous-
module normal de rang 1. Il s’envoie bijectivement sur C[[b]].sλ+p−1 pour un entier
p ≥ 0, par l’injection de E dans Ξ
(N)
λ . Montrons qu’il est e´gal a` E ∩Ker(fλ).
En effet il est contenu dans Ker(fλ) d’apre`s ce qui pre´ce`de, et si x ∈ Ker(fλ)∩E,
on a x = S(b).sλ−1. Notons q la valuation de S ∈ C[[b]] \ {0} (le cas x = 0 est
clair). Si on a q < p, alors sλ+q−1 ∈ E, puisque E est un C[[b]]−sous-module, et
on obtient ainsi un e´le´ment y de E tel que bp−q.y ∈ F . Comme F est normal,
on a y ∈ F , ce qui est contredit l’hypothe`se q < p. Donc S(b) ∈ bp.C[[b]] et
x ∈ F .
Donc le noyau de fλ restreinte a` E est F et donc fλ induit une injection
(a,b)-line´aire de E
/
F dans Ξ
(N−1)
λ . Donc E
/
F est un the`me [λ]−primitif. 
The´ore`me 2.1.4 Soit E un the`me et F un sous-module (a,b)-module monoge`ne
de E; alors F est un the`me. Si F est un sous-(a,b)-module normal dans E,
alors le quotient E
/
F est un the`me.
Remarque. Si F est un sous-(a,b)-module normal dans E, alors F est
ne´cessairement monoge`ne c’est donc un sous-the`me normal de E.
En effet si F est normal, F
/
b.F → E
/
b.E est injective. Comme l’action de a
sur E
/
b.E est un donne´e par un nilpotent principal, le sous-espace stable F
/
b.F
est e´gal a` Im(ah) pour un entier h; donc F
/
a.F + b.F est de dimension 1, ce
qui implique que F est monoge`ne. 
Preuve. La premie`re assertion est imme´diate.
Comme le quotient d’un (a,b)-module monoge`ne est monoge`ne et le quotient d’un
(a,b)-module ge´ome´trique est ge´ome´trique, le quotient E
/
F est monoge`ne et
ge´ome´trique.
Montrons que E
/
F est un the`me par re´currence sur le rang de F .
En rang 1, le re´sultat est une conse´quence imme´diate de la preuve de la proposition
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2.1.3 : en conside´rant l’application gλ : Ξ
(N)
Λ → Ξ
(N)
Λ qui est donne´e par la somme
directe de fλ compose´e avec l’inclusion Ξ
(N−1)
λ →֒ Ξ
(N)
λ , sur Ξ
(N)
λ et l’identite´ sur
Ξ
(N)
µ pour µ ∈ Λ, µ 6= λ.
Supposons maintenant le re´sultat e´tabli pour F de rang ≤ k − 1 et conside´rons
un sous-module normal F de rang k d’un the`me E. En choisissant un sous-
module normal Eλ ⊂ F qui est normal dans F donc dans E, on constate que
E
/
F ≃ (E
/
Eλ)
/
(F
/
Eλ) et donc que l’on a un quotient du the`me E
/
Eλ par
le sous module normal F
/
Eλ qui est de rang k − 1. L’hypothe`se de re´currence
permet donc de conclure. 
Corollaire 2.1.5 Soit E un (a,b)-module monoge`ne. C’est un the`me si et seule-
ment si pour chaque [λ] ∈ Exp(E), la partie [λ]−coprimitive E
/
[λ] est un the`me.
Preuve. Le the´ore`me 2.1.4 de stabilite´ des the`mes par quotient implique que la
condition est ne´cessaire. Montrons qu’elle est suffisante.
Posons Exp(E) = {[λ1], . . . , [λd]}. Soit θi : E → Ξ
(N)
λi
pour i ∈ [1, d] l’application
(a,b)-line´aire obtenue en composant le quotient E → E
/
[λi] avec une injection
(a,b)-line´aire du the`me primitif E
/
[λi] dans Ξ
(N)
λi
, ou` {λi} = [λi]∩]0, 1].
Posons alors θ := ⊕di=1θi : E → Ξ
(N)
Λ , ou` Λ := {λ1, . . . , λd}, et montrons que θ est
injective. Par construction, on a Ker θi = E[6= λi] et comme ∩iE[Pi] = E[∩iPi]
on obtient l’injectivite´ puisque ∩di=1[6= λi] = ∅ dans Exp(E). 
Nous de´duirons plus loin, graˆce au the´ore`me de dualite´, qu’un (a,b)-module monoge`ne
re´gulier E est un the`me si et seulement si pour chaque [λ] ∈ Exp(E) la partie
primitive E[λ] de E est un the`me. Le lecteur, a` titre d’exercice, pourra montrer
directement ce re´sultat en s’inspirant de la me´thode de de´monstration utilise´e pour
obtenir la caracte´risation suivante des the`mes primitifs.
The´ore`me 2.1.6 Soit E un (a,b)-module monoge`ne ge´ome´trique posse´dant un
unique sous-module normal de rang 1. Alors E est un the`me primitif.
De´monstration. Par re´currence sur le rang de E. L’assertion e´tant claire en
rang 1, supposons-la de´montre´e en rang k ≥ 1 et conside´rons un (a,b)-module
monoge`ne ge´ome´trique E de rang k + 1 ve´rifiant notre hypothe`se. Soit F un
sous-module normal de rang k de E. Alors c’est un the`me [λ]−primitif d’apre`s
l’hypothe`se de re´currence2. On a une suite exacte
0→ F → E → Eλ′ → 0 avec λ
′ ∈ [λ] (@)
car si E n’e´tait pas primitif, il posse`derait deux sous-modules normaux de rang 1
correspondant a` des exposants distincts modulo Z, contredisant l’hypothe`se.
2Remarquer que si G est normal dans F qui est normal dans E, G est normal dans E.
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Fixons une injection A˜−line´aire j : F → Ξ et conside´rons la suite exacte d’espaces
vectoriels
0→ HomA˜(Eλ′,Ξ)→ HomA˜(E,Ξ)→ HomA˜(F,Ξ)→ 0
de´duite de (@), l’exactitude re´sultant de [B. 05] th. 2.2.1 p.24. Soit j˜ ∈ HomA˜(E,Ξ)
s’envoyant sur j ∈ HomA˜(F,Ξ). Si j˜ est injective, la de´monstration est termine´e
par de´finition d’un the`me. Sinon, soit G := Kerj˜ 6= {0}. Comme j˜ induit j sur
F , on aura G∩F = {0}, et donc G est de rang 1 et normal comme noyau, puisque
Ξ n’a pas de b−torsion. Mais l’unique sous-module normal de rang 1 de E est
contenu dans F , puisque F est de rang k ≥ 1. Contradiction.
Donc j˜ est injectif . 
Corollaire 2.1.7 Soit E un the`me primitif de rang k. Alors E posse`de pour
chaque j ∈ [0, k] un unique sous-module Fj qui est normal et de rang j.
Choisissons, pour chaque j ∈ [0, k − 1], une injection A˜−line´aire θj : E
/
Fj → Ξ.
Alors θ0, . . . , θk−1 forment une base de l’espace vectoriel HomA˜(E,Ξ).
Preuve. Montrons par re´currence sur j ≥ 1 l’unicite´ du sous-(a,b)-module
normal de rang j dans un the`me primitif E. Comme le cas j = 1 a e´te´ montre´
au the´ore`me pre´ce´dent, supposons j ≥ 2 et l’assertion montre´e pour un sous-(a,b)-
module normal de rang j − 1 d’un the`me primitif. Soit E un the`me primitif et
notons G son unique sous-(a,b)-module normal de rang 1. Alors E
/
G est un
the`me primitif et il admet donc un unique sous-(a,b)-module normal F0 de rang
j − 1. Soit π : E → E
/
G l’application quotient, et notons F := π−1(F0). Alors
F est un sous-(a,b)-module normal de rang j de E.
Conside´rons alors un sous-(a,b)-module normal F1 dans E de rang j. On a
G ⊂ F1, car si G n’e´tait pas l’unique sous-(a,b)-module normal de rang 1 de F1,
cela contredirait l’unicite´ de G. Donc π(F1) est de rang j − 1 dans E
/
G.
Il est normal car si y ∈ π(F1) ∩ b.(E
/
G), on peut e´crire y = π(x) ou` x ∈ F1
et y = π(b.z) ou` z ∈ E. Donc x = b.z + t avec t ∈ G ⊂ F1. Alors
x − t ∈ F1 ∩ b.E = b.F1. Donc y = π(x − t) est dans b.π(F1). On en de´duit que
π(F1) = F0 ce qui implique F1 = F .
La seconde assertion du corollaire re´sulte du fait que dimC(HomA˜(E,Ξ)) = k
d’apre`s le the´ore`me 2.2.1 de [B. 05] et du fait que les θi sont line´airement inde´pendants.
En effet si l’on a
∑k−1
i=0 αi.θi = 0 et i0 est le premier indice pour lequel αi0 6= 0,
alors, pour x ∈ Fi0+1 \ Fi0 on obtient αi0 .θi0(x) = 0, ce qui est absurde. 
Remarque importante. Un the`me [λ]−primitif posse`de une unique suite de
Jordan-Ho¨lder, et re´ciproquement, l’unicite´ de la suite de Jordan-Ho¨lder pour
un (a,b)-module monoge`ne ge´ome´trique [λ]−primitifs caracte´rise les the`mes
[λ]−primitifs.
En fait, quitte a` fixer un ordre dans Exp(E), on a e´galement unicite´ de la suite de
Jordan-Ho¨lder d’un the`me ge´ne´ral respectant l’ordre fixe´. 
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Lemme 2.1.8 Soit E un the`me [λ]−primitif. Soit
0 = F0 ⊂ F1 ⊂ · · · ⊂ Fk−1 ⊂ Fk = E
son unique suite de Jordan-Ho¨lder et posons Fj/Fj−1 ≃ Eλj pour j ∈ [1, k]. Alors
pour chaque j ∈ [1, k − 1] le nombre pj = λj+1 − λj + 1 est un entier naturel.
Preuve. Le fait que pj ∈ Z est trivial. C’est un entier positif ou nul en raison
de la proposition 3.5.2 de [B.09] qui donne l’ine´galite´ λj+1 ≥ λj − 1. 
On remarquera que les ine´galite´s du lemme pre´ce´dent reviennent a` dire que la suite
λj + j est croissante (comparer avec la proposition 3.5.2 de [B.09]).
Notation. Soit E un the`me [λ]−primitif. Nous noterons λ1, . . . , λk les nombres
associe´s aux quotients de son unique suite de Jordan-Ho¨lder. Une fac¸on e´quivalente
de se donner la suite (ordonne´e) λ1, . . . , λk consiste a` pre´ciser λ1 et a` se donner
les entiers (positifs ou nuls) p1, · · · , pk−1 de´finis en posant λj+1 = λj+pj−1 pour
j ∈ [1, k − 1]. 
De´finition 2.1.9 Nous appellerons invariants fondamentaux d’un the`me E
suppose´ [λ]−primitif de rang k la donne´e de la suite ordonne´e λ1, . . . , λk
ou bien, ce qui est e´quivalent, de λ1 et des entiers p1, · · · , pk−1.
Remarque. On notera que l’on a λj + j > λk + k > k pour chaque j ∈ [1, k]
puisque l’on a λk > 0. En particulier on a λ1 > k − 1. 
Pour un the`me [λ]−primitif E la donne´e des invariants fondamentaux est plus fine
que la donne´e du polynoˆme de Bernstein BE qui revient a` se donner l’e´le´ment de
Bernstein3 PE := (a− λ1.b) . . . (a− λk.b) ∈ A˜. En effet, le polynoˆme de Bernstein
ne pre´cise pas l’ordre de ses racines.
The´ore`me 2.1.10 Soit E un the`me [λ]−primitif de rang k d’invariants fonda-
mentaux λ1, . . . , λk. Alors pour tout nombre rationnel δ ve´rifiant δ > λk + k − 1
le (a,b)-module E∗ ⊗a,b Eδ est un the`me [δ − λ]−primitif, ou` E
∗ de´signe le dual
de E, d’invariants fondamentaux δ − λk, . . . , δ − λ1.
De´monstration. D’abord le dual d’un (a,b)-module re´gulier et monoge`ne est
re´gulier et monoge`ne d’apre`s [B.09]. Le dual d’un the`me [λ]−primitif est [−λ]−primitif.
Par ailleurs les sous-modules normaux du dual correspondent bijectivement aux du-
aux des quotients. Comme on a exactement un seul quotient pour chaque j ∈ [0, k]
ou` k de´signe le rang de E, on en conclut que E∗ ⊗a,b Eδ sera un the`me graˆce au
the´ore`me 2.1.6 de`s qu’il sera ge´ome´trique, c’est a` dire de`s que le premier quotient
de la suite de Jordan-Ho¨lder de E∗ ⊗a,b Eδ sera > k − 1. Comme il vaut δ − λk
l’assertion est de´montre´e. 
3voir [B.09] def. 3.3.1.
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Remarques.
1) Donc pour un the`me [λ]−primitif E d’invariants fondamentaux λ1, p1, . . . , pk−1
et δ rationnel tel que δ − λk > k − 1, le the`me [δ − λ]−primitif E
∗ ⊗a,b Eδ
aura pour invariants fondamentaux δ − λk, pk−1, . . . , p1.
2) Pour un the`me ge´ne´ral on en de´duit que pour δ ∈ N assez grand, E∗ ⊗ Eδ
est un the`me, en remarquant que la partie [λ]−coprimitive de E∗ ⊗ Eδ est
(E[−λ])∗ ⊗ Eδ pour chaque [λ] ∈ C
/
Z. On conclut alors graˆce au corollaire
2.1.5. 
On a alors le dual du corollaire 2.1.5.
Corollaire 2.1.11 Soit E un (a,b)-module monoge`ne ge´ome´trique. C’est un the`me
si et seulement si pour chaque [λ] ∈ Exp(E), la partie [λ]−primitive E[λ] de E
est un the`me.
2.2 Structure des the`mes [λ]−primitifs.
2.2.1 Le the´ore`me de structure.
En fait le the´ore`me 3.4.1 de [B.09] donne le the´ore`me de structure suivant pour les
the`mes [λ]−primitifs :
The´ore`me 2.2.1 Soit E un the`me [λ]−primitif dont les invariants fondamentaux
sont λ1, p1, . . . , pk−1. Alors il existe S1, · · · , Sk−1 des e´le´ments de C[b] ve´rifiant
Sj(0) = 1 et deg(Sj) ≤ pj + · · ·+ pk−1 , tels que l’on ait E ≃ A˜
/
A˜.P avec
P = (a− λ1.b).S
−1
1 (a− λ2.b) . . . S
−1
k−1.(a− λk.b).
De plus, pour chaque j ∈ [1, k − 1] le coefficient de bpj dans Sj est non nul.
Re´ciproquement, pour tout choix de [λ] ∈ Q
/
Z, tout choix de λ1 ∈ [λ], λ1 > k − 1,
d’entiers p1, · · · , pk−1 positifs ou nuls, et d’e´le´ments S1, · · · , Sk−1 dans C[[b]]
ve´rifiant Sj(0) = 1, tels que le coefficient de b
pj dans Sj soit non nul, le quotient
A˜
/
A˜.P est un the`me [λ]−primitif.
De´monstration du the´ore`me. La partie directe est une conse´quence imme´diate
du the´ore`me 3.4.1 et du lemme 3.5.1 de [B.09], compte tenu de l’unicite´ de la suite
de Jordan-Ho¨lder d’un the`me [λ]−primitif.
Montrons la re´ciproque. Il est clair que le quotient A˜
/
A˜.P est un (a,b)-module
monoge`ne ge´ome´trique de rang k. Nous allons montrer que c’est un the`me par
re´currence sur k. Comme le cas k = 1 est e´vident, supposons le re´sultat
montre´ pour k − 1. Soit Q := (a − λ1.b).S
−1
1 (a − λ2.b) . . . S
−1
k−2.(a − λk−1.b).
L’hypothe`se de re´currence donne alors que F := A˜
/
A˜.Q est un the`me. Soit donc
ϕ ∈ Ξ
(N)
λ tel que A˜.ϕ soit isomorphe a` F . Pour construire ψ ∈ Ξ
(N+1)
λ ve´rifiant
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(a − λk.b).ψ = Sk−1.ϕ, il suffit de re´soudre une e´quation diffe´rentielle e´le´mentaire.
Explicitement s.f ′(s)− λk.f(s) = Sk−1(b).ϕ(s), ou` l’on a pose´ b.ψ = f . Le point
important est que, comme F est de rang k−1, on peut, quitte a` multiplier ϕ par
un inversible de C[[b]], supposer que ϕ est un polynoˆme en Log s a` coefficient
dans C[[b]], de degre´ k − 2 avec un coefficient de (Log s)k−2 e´gal a` sλk−1−1. On
constate alors que le fait que le coefficient de bpk−1 dans Sk−1 soit non nul, assure
que le degre´ en Log s de ψ sera exactement k− 1, puisque λk = λk−1+ pk−1− 1.
Alors le morphisme A˜/A˜.P → Ξ
(N+1)
λ de´fini en envoyant 1 sur ψ aura une image
A˜.ψ qui sera de rang k sur C[[b]]. C’est donc un isomorphisme, et A˜/A˜.P est
donc un the`me. 
2.2.2 Bases standards.
Commenc¸ons par expliciter la suite de Jordan-Ho¨lder d’un the`me [λ]−primitif de
rang k quand il est plonge´ dans Ξ
(k−1)
λ l’espace des de´veloppements asymptotiques.
Lemme 2.2.2 On fixe [λ] ∈ Q
/
Z et on note {λ} =]0, 1]∩[λ]. Soit ϕ ∈ Ξ
(k−1)
λ tel
que E := A˜.ϕ soit un the`me de rang k. Alors pour chaque j ∈ [1, k] l’intersection
E ∩Ξ
(j−1)
λ est l’unique sous-the`me normal Fj de rang j de E. La restriction de
πj : Ξ
(j−1)
λ → Ξ
(j−1)
λ
/
Ξ
(j−2)
λ ≃ Eλ a` Fj a pour image Eλj et pour noyau Fj−1.
Preuve. Montrons que le sous-(a,b)-module Gj := E ∩ Ξ
(j−1)
λ est normal : si
x ∈ E et ve´rifie b.x ∈ Ξ
(j−1)
λ on a ne´cessairement x ∈ Ξ
(j−1)
λ puisque b pre´serve
le degre´ en Log s.
Comme le noyau de (πj)|Gj est Gj−1, on a rg(Gj) ≤ rg(Gj−1) + 1, pour chaque
j ∈ [1, k]. Comme G0 = {0} et rg(Gk) = k par hypothe`se, on a ne´cessairement
rg(Gj) = j pour tout j ∈ [1, k] et donc Gj = Fj. 
Corollaire 2.2.3 Dans la situation du lemme pre´ce´dent, posons
πk(ϕ) = Sk.eλk . Alors Sk est un inversible de C[[b]] et l’e´le´ment
ϕk−1 := (a− λkb)).S
−1
k .ϕ
est un ge´ne´rateur du sous-the`me normal Fk−1 de E = Fk.
Preuve. En fait Sk est le coefficient de s
λk−1.(Log s)k−1/k! dans ϕ, ce qui
montre que ϕk−1 est dans Fk−1 = Ker(πk)∩E. C’est ne´cessairement un ge´ne´rateur
de Fk−1 car dans l’espace vectoriel Fk−1
/
b.Fk−1 ⊂ E
/
b.E qui est de dimension
k− 1, les classes ϕk−1, a.ϕk−1, · · · , a
k−2.ϕk−1 forment un syste`me libre, puisque les
classes de ϕ, a.ϕ, · · · , ak−1.ϕ dans E
/
b.E forment une base. 
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La base standard de A˜/A˜.P . Soit E := A˜/A˜.P un the`me de rang k, ou` l’on
suppose que P = (a− λ1.b).S
−1
1 (a− λ2.b) . . . S
−1
k−1.(a− λk.b). Soit e un ge´ne´rateur
de E comme A˜−module, d’annulateur A˜.P (par exemple e = [1]). De´finissons
les e´le´ments ek, ek−1, · · · , e1 de E par les relations suivantes :
i) ek := e ;
ii) ej := S
−1
j .(a− λj+1.b).ej+1 pour j ∈ [1, k − 1].
Une conse´quence imme´diate du corollaire pre´ce´dent est que e1, · · · , ek est une
C[[b]]−base de E. Elle sera appele´e la base standard associe´e au ge´ne´rateur e
et au choix de P engendrant l’annulateur de e dans E.
On notera que les relations (a−λj+1.b).ej+1 = Sj.ej , j ∈ [0, k−1] avec la convention
e0 = 0 de´terminent le (a,b)-module E de rang k. 
Lemme 2.2.4 Soit E un the`me [λ]−primitif et soit, pour j ∈ [0, k − 1]
Pj := (a− λj+1.b).S
−1
j+1 . . . S
−1
k−1.(a− λk.b)
ou` P0 est le ge´ne´rateur de l’ide´al annulateur d’un ge´ne´rateur standard e := ek de
E. Notons e1, . . . , ek la base standard associe´e a` e.
Si x ∈ Fk−j ve´rifie P0.x = 0 dans E, alors Pj.x = 0 dans E, et il existe ρ ∈ C
tel que x− ρ.bλk−λk−j .ek−j soit dans Fk−j−1.
Preuve. En envoyant e sur x on de´finit un e´le´ment de HomA˜(E, Fk−j) dont
le noyau contient ne´cessairement Fj . C’est donc une application A˜−line´aire de
E
/
Fj dans Fk−j. Comme Pj(e) = Sj.ej est dans Fj , on aura Pj.x = 0.
Mais alors l’image de x dans Eλk−j via le quotient Fk−j
/
Fk−j−1 ≃ Eλk−j est
dans le noyau de
Pj : Eλk−j → Eλk−j
qui est e´gal a` C .bλk−λk−j .eλk−j puisque ce noyau est isomorphe a` HomA˜(Fj , Eλk−j )
qui est de dimension au plus 1 puisque Fj est un the`me, ce qui prouve notre
seconde assertion. 
3 Endomorphismes et the`mes stables.
3.1 Injections entre deux the`mes primitifs de meˆme rang.
Commenc¸ons par e´tudier les injections A˜−line´aires entre deux the`mes [λ]−primitifs.
Lemme 3.1.1 Soitent E ′ ⊂ E deux the`mes [λ]−primitifs de meˆme rang k.
Soient µ1, . . . , µk et λ1, . . . , λk leurs invariants fondamentaux respectifs. Alors
on a
i) ∀j ∈ [1, k] µj ≥ λj ;
ii) dimC(E
/
E ′) =
∑k
j=1 µj − λj.
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Preuve. Montrons cela par re´currence sur le rang k. Le re´sultat e´tant clair pour
k = 1, supposons-le montre´ en rang k − 1. Comme F ′k−1 ⊂ Fk−1, on obtient
imme´diatement les ine´galite´s µj ≥ λj ∀j ∈ [1, k − 1]. De plus, la restriction a` E
′
de l’application πk : E → E
/
Fk−1 ≃ Eλk n’est pas nulle, sinon E
′ serait contenu
dans Fk−1 et ne serait pas de rang k. On a donc un quotient de rang 1 de E
′
contenu dans Eλk . Ceci donne µk ≥ λk.
Enfin on a la suite exacte
0→ Fk−1
/
F ′k−1 → E
/
E ′ → E
/
(Fk−1 + E
′)→ 0
puisque Fk−1∩E
′ est normal et de rang k−1 dans E ′, comme noyau de (πk)|E′,
et donc e´gal a` F ′k−1. L’hypothe`se de re´currence donne
dimC Fk−1
/
F ′k−1 =
∑k−1
j=1 µj − λj . De plus, puisque πk(E
′) = Eµk , le quotient
E
/
(Fk−1 +E
′) est de dimension µk − λk et la suite exacte permet de conclure. 
The´ore`me 3.1.2 Soient E ′ et E deux the`mes [λ]−primitifs de rang k. L’espace
vectoriel des morphismes A˜−line´aires de E ′ dans E modulo ceux qui sont de
rang ≤ k − 1 est de dimension ≤ 1.
Supposons que les invariants fondamentaux respectifs µ1, . . . , µk et λ1, . . . , λk de
E ′ et E ve´rifient la condition
µj − λj ≥ k − 1 ∀j ∈ [1, k].
Alors il existe une injection A˜−line´aire i : E ′ →֒ E.
De´monstration. Montrons par re´currence sur le rang la premie`re assertion :
comme elle est clair en rang 1, supposons-la` de´montre´e en rang k−1, et conside´rons
deux injections ϕ1 et ϕ2 de E
′ dans E. Leurs restrictions a` F ′k−1 sont des
injections dans Fk−1, et l’hypothe`se de re´currence fournit un α ∈ C
∗ tel que
ϕ1 − α.ϕ2 ne soit plus injective dans F
′
k−1, donc a` fortiori dans E
′.
Montrons le second re´sultat par re´currence sur k ≥ 1. Comme le cas k = 1 est
imme´diat, supposons k ≥ 2 et le re´sultat prouve´ en rang k − 1 sous la forme
suivante : Soient F ′k−1 et Fk−1 deux the`mes de rang k−1 ve´rifiant µj−λj ≥ k−2
pour j ∈ [1, k − 1]. Notons
Q′ := (a− µ1.b).T
−1
1 . . . T
−1
k−2.(a− µk−1)
Q := (a− λ1.b).S
−1
1 . . . S
−1
k−2.(a− λk−1)
les ge´ne´rateurs respectifs des annulateurs dans A˜ des ge´ne´rateurs respectifs εk−1
et ek−1 de F
′
k−1 et Fk−1. Alors il existe un e´le´ment
x := σ.bµk−1−λk−1.ek−1 +
k−2∑
h=1
Vh.eh
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de Fk−1 qui est annule´ par Q
′, avec Vh ∈ C[[b]], ∀h ∈ [1, k − 2] et σ 6= 0.
Ceci implique l’existence d’une injection A˜−line´aire de F ′k−1 dans Fk−1 donne´e
en envoyant le ge´ne´rateur εk−1 de F
′
k−1 sur x.
Appliquons cette hypothe`se de re´currence de la fac¸on suivante : soient F ′k−1 et Fk−1
les sous-the`mes normaux de rang k − 1 de E ′ et E respectivement. Comme on
a µj − λj ≥ k− 1 pour j ∈ [1, k− 1], on peut appliquer l’hypothe`se de re´currence
a` F ′k−1 et a` b.Fk−1. Ce qui signifie que l’e´le´ment x fournit par l’hypothe`se de
re´currence est dans b.Fk−1, et l’on aura, puisque µk−1 − λk−1 ≥ k − 1 ≥ 1 simple-
ment Vh ∈ b.C[[b]] pour chaque h ∈ [1, k − 1].
Notons par εk et ek les ge´ne´rateurs de E
′ et E, et par P ′ := Q′.T−1k−1.(a−µk.b)
et P := Q.S−1k−1.(a− λk.b) les ge´ne´rateurs des annulateurs respectifs de εk et ek.
Cherchons alors un e´le´ment y ∈ E de la forme
y = τ.bµk−λk .ek +
k−1∑
h=1
Wh.eh
ve´rifiant les conditions suivantes :
i) τ 6= 0.
ii) Wh ∈ C[[b]] ∀h ∈ [1, k − 1].
iii) (a− µk.b).y = Tk−1.x.
Il donnera alors une injection de E ′ dans E, puisque y 6∈ Fk−1 et que P.y = 0.
Remarquons que comme la suite λj + j est croissante, on a
µk ≥ λk + k − 1 ≥ λj + j − 1 ≥ λj ∀j ∈ [1, k].
La relation iii) donne les e´quations suivantes :
b.W ′k−1 − (µk − λk−1).Wk−1 = σ.Tk−1.b
µk−1−λk−1−1 − τ.Sk−1.b
µk−λk−1
b2.W ′h − (µk − λh).b.Wh = Tk−1.Vh − Sh.Wh+1 (h)
La premie`re e´quation aura une solution dans C[[b]], unique a` C .bµk−λk−1 pre`s,
pourvu que le coefficient de bµk−λk−1 soit nul dans le membre de droite. Si α′ 6= 0
est le coefficient de bp
′
k−1 dans Tk−1 et α 6= 0 celui de b
pk−1 dans Sk−1, il nous
suffit de choisir σ = τ.α/α′ pour assurer l’existence de Wk−1 ∈ b
k−2.C[[b]], en fait
unique a` C .bµk−λk−1 pre`s.
Supposons prouve´ l’existence de Wh+1 ∈ b
h.C[[b]], unique modulo C .bµk−λh+1 , et
h ≥ 1. Comme Vh et Wh+1 sont dans b.C[[b]], pour que l’e´quation (h) ait
une solution, unique modulo C .bµk−λh , il suffit de s’assurer que le coefficient de
bµk−λh+1 dans Tk−1.Vh − Sh.Wh+1 est nul. Mais comme le coefficient de b
ph de
Sh est non nul et que l’on peut fixer arbitrairement le coefficient de b
µk−λh+1 dans
Wh+1, ceci ne pose pas de proble`me a` l’aide d’un choix convenable de Wh+1 puisque
l’on a λh+1 = λh + ph − 1 qui donne µk − λh + 1 = µk − λh+1 + ph. 
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Remarques.
i) Une conse´quence de la de´monstration du the´ore`me est que s’il existe une injec-
tion de E ′ dans E, elle envoie le ge´ne´rateur e′ de E ′ sur
τ.bµk−λk .e modulo Fk−1
ou` e′ et e sont les ge´ne´rateurs ”standards” de E ′ et E, et τ ∈ C∗ est
arbitraire.
ii) L’exemple 5.1.1 de l’appendice 5.1 nous fournit deux the`mes primitifs de rang 3
E ′ := E
/
F1 et E := F3, ve´rifiant µj−λj ≥ k−2 = 1 et tels que E
′ ne s’injecte
pas dans E. En effet on a dans cet exemple µ1 = λ1+1, µ2 = λ1+3, µ3 = λ1+4
et λ1 = λ1, λ2 = λ1 + 1, λ3 = λ1 + 3. 
Corollaire 3.1.3 Soit E un the`me [λ]−primitif, et soit Rj ⊂ HomA˜(E,E) le
sous-espace vectoriel des endomorphismes de rang ≤ j de E. Alors pour chaque
j ∈ [0, k − 1] l’espace vectoriel complexe Rj+1
/
Rj est de dimension ≤ 1.
En particulier, on a toujours dimC(HomA˜(E,E)) ≤ k avec e´galite´ si et seulement
si (Rj)j∈[1,k] est un drapeau complet de HomA˜(E,E), c’est-a`-dire que chaque
quotient Rj+1
/
Rj est de dimension 1 pour j ∈ [0, k − 1].
Preuve. Soit ϕ : E → E un morphisme de rang j. Alors son noyau est Fk−j
puisque ce noyau est normal et de rang k − j. De plus, le normalise´ de son image
est Fj . Donc ϕ se factorise de la fac¸on suivante :
E → E
/
Fk−j
f
→ Fj →֒ E
ou` la premie`re fle`che est le quotient et la dernie`re l’injection naturelle. La fle`che f
est injective, et la correspondance ϕ → f induit une bijection C−line´aire entre
Rj
/
Rj−1 et l’espace vectoriel des morphismes de E
/
Fk−j dans Fj , modulo ceux
qui sont de rang ≤ j − 1 (ou non injectifs, ce qui revient au meˆme). La premie`re
assertion du the´ore`me permet alors de conclure. 
Corollaire 3.1.4 Soit E un the`me [λ]−primitif de rang k. Une condition
suffisante pour qu’il existe une injection A˜−line´aire de E
/
Fj dans Fk−j est que
pour chaque h ∈ [1, k − j] on ait
ph + · · ·+ ph+j−1 ≥ k − 1.
En particulier, pour ph ≥ k − 1 ∀h ∈ [1, k − 1] l’espace vectoriel HomA˜(E,E)
sera de dimension k.
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Preuve. Comme E
/
Fj est un the`me [λ]−primitif de rang k− j et d’invariants
fondamentaux λj+1, . . . , λk et que Fk−j est e´galement the`me [λ]−primitif de rang
k − j et d’invariants fondamentaux λ1, . . . , λk−j, nous pouvons conclure graˆce au
the´ore`me de`s que l’on a
λj+h − λh ≥ k − j − 1 ∀h ∈ [1, k − j].
Mais λj+h− λh = ph+ · · ·+ pj+h−1− j et donc le corollaire se de´duit du the´ore`me
3.1.2 et de son premier corollaire 3.1.3. 
On voit facilement que la condition ne´cessaire pour avoir une injection de E
/
Fj
dans Fk−j donne´e par le lemme 3.1.1 correspond aux ine´galite´s
ph + · · ·+ ph+j−1 ≥ j pour h ∈ [1, k − j].
Elle est trivialement ve´rifie´e si on a pj ≥ 1, ∀j ∈ [1, k], c’est-a`-dire si la suite
λ1, . . . λk est croissante (large).
3.2 The`mes primitifs stables.
Commenc¸ons par rappeler deux remarques simples.
Remarques.
1) Si E est un the`me [λ]−primitif, l’espace vectoriel HomA˜(E,Eλ) est de
dimension au plus e´gale a` 1. En effet, comme E admet un unique quotient
de rang 1, a` savoir E
/
Fk−1 ≃ Eλk , un morphisme non nul est ne´cessairement
une injection de Eλk dans Eλ. L’espace vectoriel HomA˜(E,Eλ) sera donc nul
pour λk < λ et de dimension 1 pour λk = λ+ q avec q ∈ N.
2) Soient E1 et E2 deux the`mes [λ]−primitifs de rangs k1 et k2, et soit
i : E1 →֒ E2 une injection A˜−line´aire. Alors on a k2 ≥ k1, et le normalise´ de
i(E1) est le sous-the`me normal de rang k1 de E2. En particulier on aura i(E1)
qui sera contenu dans le sous-the`me normal de rang k1 de E2. Cette image est
meˆme de codimension finie dans ce sous-the`me. 
Proposition 3.2.1 Soit E un the`me [λ]−primitif de rang k ≥ 1 et soit ϕ0 un
endomorphisme de E de rang k − 1. Les proprie´te´s suivantes sont ve´rifie´es:
i) Pour chaque j ∈ [0, k] le rang de ϕj0 est k − j.
ii) Une base de l’espace vectoriel EndA˜(E) est donne´e par id, ϕ0, . . . , ϕ
j
0, . . . , ϕ
k−1
0 .
En particulier on a dimC(EndA˜(E)) = k, et cette alge`bre est commutative et
isomorphe a` C[x]
/
(xk).
iii) Pour chaque j ∈ [1, k − 1] la restriction a` Fj de ϕ0 est de rang j − 1 ;
donc la restriction EndA˜(E)→ EndA˜(Fj) est surjective.
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iv) Pour chaque j ∈ [1, k − 1] on a un endomorphisme de E
/
Fj induit par
ϕ0, et il est de rang k − j − 1. On a donc e´galement une application line´aire
surjective de EndA˜(E) dans EndA˜(E
/
Fj).
Preuve. Montrons l’assertion i) par re´currence sur j. Comme elle est claire pour
j = 0, j = 1, supposons montre´ que ϕj0 est de rang k − j pour j ∈ [1, k − 1], et
montrons que ϕj+10 est de rang k − j − 1.
Le noyau de ϕj0 est un sous-the`me normal de rang j. Il est donc e´gal a` Fj , l’unique
sous-the`me normal de rang j de E. Donc ϕj0 induit une injection de E
/
Fj dans
Fk−j dont l’image Φj est de codimension finie dans Fk−j (voir la remarque 2)
ci-dessus). En composant a` nouveau avec ϕ0 dont le noyau F1 rencontre Φj en
un sous-(a,b)-module de rang 1, puisque F1 ⊂ Fk−j, on en de´duit que le noyau de
ϕ0 restreinte a` Φj est de rang 1, et donc que son image, qui est Φj+1, c’est-a`-dire
l’image de ϕj+10 , est de rang k − j − 1 = rg(Φj)− 1. Donc i) est de´montre´e.
Si on a une relation line´aire dans EndA˜(E)
k−1∑
j=0
αj .ϕ
j
0 = 0
les nombres complexes αj n’etant pas tous nuls, soit j0 le premier entier pour
lequel on a αj0 6= 0. Alors on aura Φj0 ⊂
∑k−1
h=j0+1
Φh. Mais pour chaque j on
a Φj ⊂ Fk−j, et donc Φj0 ⊂ Fk−j0−1, ce qui contredit le fait que ϕ
j0
0 soit de rang
k− j0. Donc on a k vecteurs inde´pendants dans EndA˜(E), et comme on sait (voir
corollaire 4.0.13) que cet espace vectoriel est de dimension au plus e´gale a` k, il est
de dimension k et on a une base de EndA˜(E).
Montrons iii). Comme la restriction de ϕ0 a` Fj est de noyau F1 ⊂ Fj , le rang
est bien j − 1. La surjectivite´ annonce´e re´sulte alors de ii) applique´ au the`me Fj.
Comme la restriction de ϕ0 a` Fj est de rang j − 1, on a ϕ0(Fj) ⊂ Fj−1 ⊂ Fj ,
et ϕ0 induit un endomorphisme de E
/
Fj. Comme l’image Φ1 de ϕ0 est de
codimension finie dans Fk−1, le quotient Φ1
/
Fj ∩ Φ1 est de rang k − j − 1,
puisque Fj ⊂ Fk−1 montre que l’on quotiente un C[[b]]−module de rang k − 1
par un sous−C[[b]]−module de rang j. La surjectivite´ de l’application line´aire
EndA˜(E)→ EndA˜(E
/
Fj) se de´duit alors de ii) applique´ au the`me E
/
Fj. 
Exemple important. Soit e ∈ Ξ
(k−1)
λ et supposons que le the`me A˜.e soit
de rang k et stable par la monodromie T de Ξ
(k−1)
λ . Rappelons que pour
j ∈ [0, k − 1]
T
(
sλ−1.
(Log s)j
j!
)
= exp(2iπ.λ).sλ−1
(Log s+ 2iπ)j
j!
et que T commute a` l’action de A˜ sur Ξ
(k−1)
λ . Alors T − exp(2iπ.λ). id induit
un endomorphisme de rang k − 1 sur A˜.e.
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En effet, on peut supposer que
e = sλk−1.
(Log s)k−1
(k − 1)!
modulo Ξ
(k−1)
λ
et donc que ε := (T − exp(2iπ.λ). id)(e) sera dans Ξ
(k−2)
λ \Ξ
(k−3)
λ , c’est a` dire dans
Fk−1 \Fk−2, puisque l’on a suppose´ la stabilite´ de E := A˜.e par T et que le terme
en
sλk−1.
(Log s)k−2
(k − 2)!
ne peut disparaˆıtre, e´tant donne´ que T − exp(2iπ.λ). id fait strictement de´croˆıtre
le degre´ en Log s dans Ξλ.
Mais si P ∈ A˜ engendre l’annulateur de e dans Ξ
(k−1)
λ , on aura P.ε = 0, puisque
T commute a` l’action de A˜ ; ceci montre que l’on a bien un endomorphisme de E
en posant ϕ0(e) = ε, et que cet endomorphisme est de rang k − 1. En effet, pour
ε ∈ Ξλ, le the`me [λ]−primitif A˜.ε est de rang l si et seulement si l − 1 est le
degre´ en Log s de ε. 
De´finition 3.2.2 On dira qu’un the`me [λ]−primitif E de rang k est stable s’il
admet un endomorphisme de rang e´gal a` k − 1.
La proposition 3.2.1 implique imme´diatement le corollaire suivant :
Corollaire 3.2.3 (de la proposition 3.2.1) Soit E un the`me [λ]−primitif E
de rang k. Si E est stable, tout sous-the`me normal et tout the`me quotient de E
est stable.
Lemme 3.2.4 Les proprie´te´s suivantes sont e´quivalentes pour un the`me [λ]−primitif
E de rang k :
i) E est stable.
ii) La dimension de EndA˜(E) est e´gale a` k.
iii) L’image d’une injection A˜−line´aire de E dans Ξ
(k−1)
λ est inde´pendante de
l’injection choisie.
iv) Il existe une injection A˜−line´aire de E dans Ξ(k−1)λ dont l’image est stable
par la monodromie T . 
Preuve. L’implication i)⇒ ii) est montre´e dans la proposition 3.2.1. L’implication
ii)⇒ iii) re´sulte du fait que si i est une injection de E dans Ξ
(k−1)
λ , la composition
par i donne une injection line´aire de EndA˜(E) dans HomA˜(E,Ξ
(k−1)
λ ). Ces deux
espaces vectoriels e´tant de meˆme dimension k, le premier par hypothe`se, le second
d’apre`s le the´ore`me 2.2.1 de [B.05], en remarquant qu’une application A˜−line´aire
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d’un the`me [λ]−primitif de rang k dans Ξ a toujours son image dans Ξ
(k−1)
λ ,
on en de´duit que toute injection de E dans Ξ
(k−1)
λ est de la forme ϕ ◦ i ou`
ϕ ∈ AutA˜(E), ce qui prouve iii).
L’implication iii)⇒ iv) est facile puisque T ◦i est encore une injection A˜−line´aire
de E dans Ξ
(k−1)
λ quand i l’est.
L’implication iv)⇒ i) re´sulte de l’exemple important traite´ plus haut. 
Corollaire 3.2.5 Soit E un the`me [λ]−primitif stable d’invariants fondamentaux
λ1, . . . , λk. Alors pour δ ∈ Q ve´rifiant δ − λk > k − 1 le the`me E
∗ ⊗ Eδ est
stable.
Preuve. Il nous suffit de montrer que EndA˜(E
∗ ⊗Eδ) est de dimension
k := rg(E). Mais cet espace vectoriel est isomorphe a` EndA˜(E
∗) puisque pour un
(a,b)-module F , le produit tensoriel F ⊗a,bEδ consiste a` regarder F en changeant
a en a + δ.b, ce qui ne change pas les endomorphismes A˜−line´aires.
Par ailleurs la transposition donne une application C−line´aire EndA˜(E)→ EndA˜(E
∗)
qui est clairement bijective, puisque (E∗)∗ est canoniquement isomorphe a` E.
Le re´sultat en de´coule. 
Lemme 3.2.6 Soit E un the`me [λ]−primitif de rang k, et supposons que l’on
ait pk−1 = 0 avec k ≥ 2, ou bien pk−1 = 1 et pk−2 ≥ 2 avec k ≥ 3. Alors E
n’est pas stable.
Preuve. Soit e un ge´ne´rateur standard de E, et soit A˜.P son annulateur. Il
nous suffit de montrer qu’il n’existe pas d’e´le´ment x ∈ Fk−1 \ Fk−2 qui soit annule´
par P . Un tel e´le´ment doit ve´rifier
(a− λk.b).x = Sk−1.y avec y ∈ Fk−2 (*)
et Q.y = 0 ou` l’on a pose´ P := Q.S−1k−1.(a − λk.b). On sait (voir le lemme 2.2.4)
que l’on peut e´crire
x = bλk−λk−1 .ek−1 +
k−2∑
j=1
Uj .ej avec Uj ∈ C[[b]] ∀j ∈ [1, k − 2]
y − ρ.bλk−1−λk−2 .ek−2 ∈ Fk−3 avec ρ ∈ C
∗
Si on a λk − λk−1 = −1, un tel x ne peut exister. Supposons donc k ≥ 3 et
λk = λk−1, c’est a` dire pk−1 = 1. En remplac¸ant dans l’e´quation (
∗), on obtient
que Uk−2 doit ve´rifier l’e´quation suivante :
Sk−2 + b
2.U ′k−2 − (λk − λk−2).b.Uk−2 = ρ.Sk−1.b
λk−1−λk−2. (**)
Comme on a suppose´ λk−1 > λk−2, c’est-a`-dire pk−2 ≥ 2, l’e´quation (
∗∗) ne peut
avoir de solution, puisque Sk−2(0) = 1. 
Le lemme pre´ce´dent admet la conse´quence imme´diate suivante :
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Corollaire 3.2.7 Soit E un the`me [λ]−primitif de rang k stable. Alors ou bien
la suite λ1, . . . , λk est strictement croissante, ou bien elle est constante.
Dans le cas ou` l’on a λ1 = · · · = λk, nous dirons que le the`me stable E est spe´cial.
Preuve. Comme le cas ou` le rang est ≤ 2 est clair d’apre`s le lemme 2.1.2, nous
pouvons supposer k ≥ 3. Commenc¸ons par montrer qu’il existe j0 ∈ [1, k] tel que
l’on ait
λ1 = · · · = λj0 < λj0+1 < · · · < λk.
Soit E un the`me stable de rang k et d’invariants fondamentaux λ1, p1, . . . , pk−1.
Chaque pj est au moins e´gal a` 1. En effet si on a pj = 0 cela revient a` dire que
Fj+1
/
Fj−1 est isomorphe a` Eλj ,λj qui n’est pas stable. Ceci contredit le corollaire
3.2.1.
Si tous les pj sont au moins e´gaux a` 2, la suite des λj est strictement croissante et
on pose j0 = 1. Sinon soit j0 le plus grand entier dans [1, k−1] tel que pj = 1 pour
j ≤ j0−1. On a donc λ1 = · · · = λj0 < λj0+1. Donc le the`me stable E
/
Fj0−1 admet
comme invariants fondamentaux µ1 := λj0 < µ2 = λj0+1 ≤ · · · ≤ µk−j0−1 = λk.
Nous voulons montrer qu’alors la suite µ1, . . . , µk−j0−1 est strictement croissante.
Supposons qu’elle croisse strictement jusqu’a` µh−1 < µh = µh+1, ou` l’on pose
µ0 = λj0−1 dans le cas h = 1. Alors la seconde assertion du lemme 3.2.6 applique´e
au the`me stable Fj0+h+1
/
Fj0+h−2 de rang 3 donne la contradiction cherche´e.
On conclut alors graˆce a` la remarque 1) qui suit la de´monstration du the´ore`me de
dualite´ 2.1.10. En effet pour δ ∈ Q assez grand E∗⊗a,b Eδ est un the`me, et il est
stable d’apre`s le corollaire 3.2.5. On a donc ou bien j0 = 1, ou bien j0 = k. 
Remarques.
i) Le cas spe´cial impose les e´galite´s pj = 1 ∀j ∈ [1, k − 1].
ii) Le lemme 4.4.3 de l’appendice 5.1 montre qu’il existe des the`mes stables spe´ciaux
de rang 3. 
3.3 Forme canonique pour un the`me primitif.
3.3.1 Supple´mentaires.
Proposition 3.3.1 Soit E := A˜
/
A˜.P un the`me [λ]−primitif de rang k ou` l’on
a pose´ :
1) P := (a− λ1.b).S
−1
1 . . . S
−1
k−1.(a− λk.b).
2) λ1, p1, · · · , pk−1 sont les invariants fondamentaux de E.
3) S1, · · · , Sk−1 sont des e´le´ments inversibles de C[[b]] de termes constants e´gaux
a` 1 tels que le coefficient de bpj dans Sj soit non nul.
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Pour j ∈ [1, k − 1] de´finissons Pj := (a− λj+1.b).S
−1
j+1 · · ·S
−1
k−1.(a− λk.b).
Si pj + · · · + pk−1 ≥ k − j notons qj := pj + · · · + pj+h, ou` h est le plus petit
entier tel que pj + · · ·+ pj+h ≥ k − j, posons Vj := ⊕
k−j−1
i=0 C.b
i.eλj ⊕ C.b
qj .eλj .
Si pj + · · ·+ pk−1 < k − j posons Vj := ⊕
k−j−1
i=0 C.b
i.eλj .
Alors on a
Eλj = Pj .Eλj ⊕ Vj.
Preuve. Commenc¸ons par remarquer que E
/
Fj ≃ A˜
/
A˜.Pj est un the`me [λ]−primitif
de rang k − j. On a donc, d’apre`s lemme 5.1.1 rappele´ au de´but de l’appendice,
dimC(Ext
1
A˜
(E
/
Fj , Eλj ))− dimC(HomA˜(E
/
Fj, Eλj )) = k − j.
Mais on a HomA˜(E
/
Fj , Eλj ) ≃ C ou {0} suivant que λj ≤ λk ou bien que
λj > λk. En effet le seul quotient de rang 1 de E
/
Fj est E
/
Fk−1 ≃ Eλk d’apre`s
le corollaire 2.1.7.
On en de´duit que l’on a dimC(Ext
1
A˜
(E
/
Fj , Eλj) = k− j+1 ou bien k− j suivant
que λj ≤ λk ou bien λj > λk.
La re´solution A˜−libre de E
/
Fj ≃ A˜
/
A˜.Pj montre que l’espace vectoriel Ext
1
A˜
(E
/
Fj , Eλj )
est isomorphe au conoyau de Pj agissant sur Eλj . La codimension de Pj .Eλj dans
Eλj est donc k − j si λj > λk, et k − j + 1 si λj ≤ λk. Dans le premier cas,
l’inclusion de Pj .Eλj dans b
k−j .Eλj suffit pour prouver notre assertion.
Dans le cas λj ≤ λk, ce qui e´quivaut a` pj + · · · pk−1 ≥ k − j, il s’agit de montrer
que toute combinaison line´aire
k−j−1∑
i=0
ci.b
i.eλj + γ.b
qj .eλj
qui est dans Pj .Eλj est nulle. L’inclusion Pj.Eλj ⊂ b
k−j .Eλj montre de´ja` que l’on
doit avoir ci = 0 ∀i ∈ [0, k − j − 1]. Il reste donc a` montrer que b
qj .eλj 6∈ Pj.Eλj .
Pour cela remarquons de´ja` que si x ∈ Eλj est de valuation b−adique e´gale a` q,
alors Pj .x sera de valuation b−adique exactement q + k− j si q n’est pas de la
forme pj + · · ·+ pj+h− (k− j) pour un entier h ∈ [0, k− j − 1]. En effet, on peut
ignorer les inversibles Sj+1, · · · , Sk−1 qui ne changent pas la valuation b−adique,
et constater qu’apre`s l’action de (a− λj+h+1.b) . . . (a− λk) ou bien on arrive a` une
valuation exactement e´gale a` q+ k− (j+h) ou bien la valuation finale ne sera pas
q + k − j. L’action de (a− λj+h.b) sur b
q+k−(j+h).eλj donnera
(q + λj + k − (j + h)− λj+h).b
q+k−(j+h)+1.eλj
et l’on a
(q + λj + k − (j + h)− λj+h) = q −
[
pj + · · ·+ pj+h−1 − h
]
+ k − (j + h)
= q −
[
pj + · · ·+ pj+h−1
]
+ k − j
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qui ne s’annule pas tant que q 6= pj + · · ·+ pj+h−1 − (k − j).
Montrons maintenant que bqj .eλj 6∈ Pj.Eλj . Pour cela raisonnons par l’absurde, et
conside´rons x ∈ Eλj de valuation b−adique e´gale a` q ≥ 0 et tel que Pj.x = b
qj .eλj .
Si on a q 6= pj + · · ·+ pj+h − (k − j) pour chaque h ∈ [0, k − j − 1], alors on aura
qj = q + k − j ce qui contredit la de´finition de qj .
On a donc pour un h ∈ [0, k − j − 1] tel que q = pj + · · ·+ pj+h − (k − j) ≥ 0 ce
qui implique q ≥ qj − (k − j).
Mais si q = qj − (k − j) ceci contredit le fait que la valuation de Pj .x soit qj
d’apre`s le calcul pre´ce´dent, et si on a q > qj la valuation de Pj .x est strictement
plus grande que qj. On a donc bien la contradiction de´sire´e. 
Remarques.
1. Si on a pj ≥ k − j, alors on a qj = pj et Vj = ⊕
k−j−1
i=0 C.b
i.eλj ⊕ C.b
pj .eλj .
Si pj ≤ k − j − 1 alors on a encore C.b
pj .eλj ⊂ Vj. On a donc toujours
bpj .eλj ∈ Vj, pour chaque j ∈ [1, k − 1].
2. Les sous-espaces vectoriels Vj ⊂ Eλj sont inde´pendants des inversibles S1, · · · , Sk−1.
Ils sont de´finis uniquement a` partir des invariants fondamentaux λ1, p1, · · · , pk−1
du the`me [λ]−primitif E.
3. Remarquons e´galement que Pj ne de´pend que de λj+1, . . . , λk et Sj+1, . . . , Sk−1,
donc de l’ide´al annulateur de la classe induite dans E
/
Fj par le ge´ne´rateur
fixe´ dans E. 
3.3.2 Unicite´ dans le cas stable.
La proposition suivante est la clef du the´ore`me d’unicite´.
Proposition 3.3.2 Soit E un the`me [λ]−primitif stable, et soit e et e′ deux
ge´ne´rateurs de E. Soit P1 := (a− λ2.b).S
−1
2 · · ·S
−1
k−1.(a− λk.b) et supposons que
i) P := (a− λ1.b).S
−1
1 .P1 engendre l’ide´al annulateur de e dans E;
ii) P1.e
′ = T1.e1 ou` e1 := S
−1
1 .P1.e;
iii) e− e′ ∈ Fk−1.
Alors on a T1−S1 ∈ P1.F1. En particulier, si T1.e1 et S1.e1 sont dans un meˆme
supple´mentaire de P1.F1 on aura S1 = T1.
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Preuve. Notons [e] et [e′] les classes de e et e′ dans E
/
F1. Ce sont deux
ge´ne´rateurs de ce the`me de rang k− 1 ayant le meˆme ide´al annulateur A˜.P1 dans
E
/
F1. Comme [e− e
′] ∈ Fk−1
/
F1, l’endomorphisme ψ ∈ EndA˜(E
/
F1) de´fini par
ψ([e]) = [e− e′] est de rang ≤ k− 2, et il existe, puisque E est stable, un e´le´ment
ϕ ∈ EndA˜(E) de rang rang(ψ) + 1 ≤ k− 1 qui induit ψ. Posons ε := ϕ(e). On
aura P.ε = 0 et comme ϕ est de rang ≤ k − 1 on aura meˆme P1.ε = 0 d’apre`s
le lemme 2.2.4.
Mais dire que ϕ induit ψ signifie que l’on a
ε = e− e′ + U.e1 avec U ∈ C[[b]] (@)
puisque F1 = C[[b]].e1. On en de´duit que
P1.ε = 0 = S1.e1 − T1.e1 + P1.U.e1
ce qui prouve notre assertion. 
Notation. Soient λ1, p1, . . . , pk−1 les invariants fondamentaux d’un the`me [λ]−primitif.
Notons Wj l’ouvert affine de l’espace vectoriel Vj ⊂ Eλj de´fini par les deux con-
ditions: Sj(0) = 1 et le coefficients de b
pj dans Sj est non nul.
The´ore`me 3.3.3 Soit E un the`me [λ]−primitif de rang k ≥ 2. Si E est stable
on a unicite´ de P tel que E ≃ A˜
/
A˜.P avec
P := (a− λ1.b).S
−1
1 · · ·S
−1
k−1.(a− λk.b) et Sj ∈ Wj, Sj(0) = 1 ∀j ∈ [1, k − 1].
De´monstration. C’est une re´currence imme´diate sur le rang du the`me stable
conside´re´ en utilisant le fait que E stable implique la stabilite´ de E
/
F1 et la
proposition pre´ce´dente 3.3.2. 
Remarque. Le ge´ne´rateur e d’annulateur A˜.P est unique modulo le groupe
des automorphismes de E qui est isomorphe au groupe des inversibles de l’alge`bre
C[x]
/
(xk). 
3.3.3 La proprie´te´ d’unicite´.
Le proble`me consistant a` caracte´riser les the`mes primitifs posse´dant cette proprie´te´
d’unicite´ est assez de´licat. Donnons de´ja` un crite`re de non unicite´.
Lemme 3.3.4 Soit E un the`me [λ]−primitif de rang k ≥ 3 non stable mais tel
que E
/
F1 soit stable. Notons
• e un ge´ne´rateur de E,
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• P1 := (a − λ2.b).S
−1
2 · · ·S
−1
k−1.(a − λk.b) le ge´ne´rateur de l’annulateur de [e]
dans E
/
F1 et
• P := (a− λ1.b).S
−1
1 .P1 un ge´ne´rateur de l’ annulateur de e dans E.
Soit eλ1 le ge´ne´rateur standard de F1. Alors il existe e
′ un ge´ne´rateur de E
dont l’annulateur est Q := (a− λ1.b).T
−1
1 .P1, ou` T1 ∈ C[[b]] ve´rifie T1(0) = 1 et
(S1 − T1).eλ1 6∈ P1.F1.
Preuve. Comme nous avons suppose´ E
/
F1 stable, il existe ψ ∈ EndA˜(E
/
F1)
de rang k−2. Posons ψ([e]) := [η] ; alors η ∈ Fk−1 \Fk−2, et la relation P1.[e] = 0
dans E
/
F1 donne que P1.η ∈ F1. Posons P1.η = Z1.eλ1 , ou` Z1 ∈ C[[b]]. Si
on peut trouver U ∈ C[[b]] tel que P1.U.eλ1 = Z1.eλ1 , alors η − U.eλ1 qui est
dans Fk−1 \ Fk−2 puisque k ≥ 3, ve´rifiera P1.(η − U.eλ1) = 0 et a` fortiori
P.(η−U.eλ1) = 0, nous fournissant un endomorphisme de rang k− 1 de E ce qui
contredit notre hypothe`se.
D’autre part P1η est dans b.E car η ∈ Fk−1 ⊂ a.E+b.E, et on a donc Z1(0) = 0,
puisque F1 est normal. Posons e
′ := .e− η ; c’est un ge´ne´rateur de E, et il ve´rifie
P1.e
′ = T1.eλ1 ou` T1 := S1−Z1. On a T1(0) = S1(0) = 1 et (S1−T1).eλ1 = Z1.eλ1
n’est pas dans P1.F1, d’apre`s ce qui pre´ce`de. 
Remarque. On notera que dans situation du lemme ci-dessus si t ∈ C le
ge´ne´rateur et := t.e + (1 − t).e
′ ve´rifiera P1.et = (t.S1 + (1 − t).T1).eλ1 . Donc
si les coefficients de bp1 dans S1 et T1 e´taient diffe´rents, on pourrait trouver
t ∈ C tel que ce coefficient devienne nul. Mais ceci est impossible pour un the`me.
Donc meˆme si on trouve tout un sous-espace affine de dimension > 0 de S1
possibles, le coefficient (non nul) de bp1 est inde´pendant des choix. 
De´finition 3.3.5 Soit E un the`me [λ]−primitif de rang k ≥ 2. On dira que E
a la propriete´ U si on a unicite´ de P tel que E ≃ A˜
/
A˜.P avec
P := (a− λ1.b).S
−1
1 · · ·S
−1
k−1.(a− λk.b) et Sj ∈ Wj, Sj(0) = 1 ∀j ∈ [1, k − 1].
On remarquera qu’en rang 1 et 2 tout the`me ve´rifie la proprie´te´ U.
Comme tout E stable a cette proprie´te´ nous allons explorer quels sont les the`mes
[λ]−primitifs instables (c’est-a`-dire non stables) qui ont cependant cette proprie´te´.
Nous verrons qu’il y en a peu.
Proposition 3.3.6 Si E est un the`me [λ]−primitif instable ve´rifiant la proprie´te´
U, alors pour tout j ∈ [1, k − 2] le the`me E
/
Fj est instable et ve´rifie e´galement
la proprie´te´ U.
En particulier on a pk−1 = 0.
Re´ciproquement, si le quotient E
/
F1 ve´rifie la proprie´te´ U et ve´rifie
4 de plus
l’e´galite´ EndA˜(E
/
F1) = C . id, alors E ve´rifie la proprie´te´ U ( et il est instable).
4ce qui montre qu’il est instable.
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Preuve. Le fait que E
/
Fj ve´rifie la proprie´te´ U si E la ve´rifie est imme´diat.
Si E
/
F1 e´tait stable, le lemme 3.3.4 montrerait que E ne ve´rifie pas la proprie´te´
U pourvu que le rang soit ≥ 3. Par re´currence sur j ∈ [1, k − 2], on en de´duit que
tous les E
/
Fj sont instables et ve´rifient la proprie´te´ U, pour j ∈ [1, k− 2]. Le cas
j = k − 2 donne alors pk−1 = 0.
Pour montrer la re´ciproque conside´rons deux ge´ne´rateurs e et e′ de E ve´rifiant
les proprie´te´s suivantes :
i) L’annulateur A˜.P de e dans E est de la forme donne´e dans le the´ore`me
3.3.3.
ii) Les images de e et e′ dans E
/
F1 ont meˆme annulateur A˜.P1.
iii) La diffe´rence e− e′ est dans Fk−1.
iv) On a P1.e = S1.eλ1 et P1.e
′ = T1.eλ1 avec S1(0) = T1(0) = 1.
Il s’agit alors de montrer que l’on a S1 − T1 ∈ P1.F1. L’endomorphisme de E
/
F1
donne´ en envoyant [e] sur [e− e′] n’est pas surjectif, puisque [e− e′] ∈ Fk−1
/
F1.
Il est donc nul d’apre`s notre hypothe`se, ce qui signifie que e− e′ ∈ F1; ceci donne
la conclusion cherche´e. 
Un corollaire facile de´crit comple`tement la situation en rang 3.
Corollaire 3.3.7 Les the`mes [λ]−primitifs de rang 3 ve´rifiant la proprie´te´ U sont
les the`mes stables et ceux qui ve´rifient p2 = 0 qui sont ne´cessairement instables.
Preuve. Comme tout the`me de rang 2 ve´rifie la proprie´te´ U, si E est un the`me
[λ]−primitif de rang 3, qui est instable et ve´rifie la proprie´te´ U, alors E
/
F1 est
instable donc isomorphe a` Eλ.λ ce qui impose p2 = 0. Mais re´ciproquement, si on a
p2 = 0, alors E
/
F1 est isomorphe a` Eλ.λ qui ve´rifie la condition EndA˜(E
/
F1) ≃
C . id de la proposition pre´ce´dente. Donc tout the`me primitif de rang 3 ve´rifiant
p2 = 0 ve´rifie la proprie´te´ U. 
Terminons par le cas extreˆme ou` p1 = · · · = pk−1 = 0.
Lemme 3.3.8 Soit E un the`me [λ]−primitif de rang k. Supposons que l’on ait
p1 = · · · = pk−1 = 0. Alors on a unicite´ de P tel que E ≃ A˜
/
A˜.P avec
P := (a− λ1.b).S
−1
1 · · ·S
−1
k−1.(a− λk.b) et Sj ∈ Wj, Sj(0) = 1 ∀j ∈ [1, k − 1].
Preuve. Prouver l’assertion suivante par re´currence sur le rang k est une conse´quence
facile de la remarque iv) qui suit le corollaire 3.2.7 et de la proposition 3.3.6:
• Soit E un the`me [λ]−primitif de rang k ve´rifiant p1 = · · · = pk−1 = 0.
Alors il ve´rifie la proprie´te´ U et l’e´galite´ EndA˜(E) = C . id.

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3.4 The`mes stables ge´ne´raux.
Nous allons e´tendre une partie des conside´rations pre´ce´dentes aux the`mes ge´ne´raux.
Lemme 3.4.1 Soit E un the`me de rang k. Alors l’espace vectoriel HomA˜(E,E)
est de dimension au plus e´gale a` k.
Preuve. Comme le re´sultat est connu dans le cas [λ]−primitif, nous pouvons
faire une re´currence sur le cardinal q de l’ensemble Exp(E), le cas q = 1 e´tant
acquis. Supposons le re´sultat connu pour q ≥ 1 et montrons-le pour q + 1. Soit
donc E un the`me avec Card{Exp(E)} = q + 1 et fixons [λ] ∈ Exp(E). On a
une suite exacte
0→ E[6= λ]→ E → E
/
[λ]→ 0 (1)
ou` E
/
[λ] est [λ]−primitif, et ou` Card{Exp(E[6= λ]} = q. On a alors le diagramme
de´duit de (1)
0 // HomA˜(E,E[6= λ])
//
≃

HomA˜(E,E)
// HomA˜(E,E
/
[λ]) //
≃

0
HomA˜(E[6= λ], E[6= λ]) HomA˜(E
/
[λ], E
/
[λ])
et de l’additivite´ de la dimension permet de conclure graˆce a` l’hypothe`se de re´currence.

Proposition 3.4.2 Soit E un the`me de rang k ; les proprie´te´s suivantes sont
e´quivalentes :
1) Il existe une injection A˜−line´aire de E dans Ξ dont l’image est invariante
par la monodromie T .
2) Il existe un unique sous-the`me de Ξ isomorphe a` E.
3) L’espace vectoriel HomA˜(E,E) est de dimension k.
Preuve. L’implication 2)⇒ 1) est claire car T ◦j est une injection A˜−line´aire
de E dans Ξ de`s que j est injection A˜−line´aire de E dans Ξ.
Montrons 3)⇒ 2). Soit j : E → Ξ une injection A˜−line´aire de E dans Ξ. La
composition avec j donne une injection C−line´aire
HomA˜(E,E)→ HomA˜(E,Ξ).
Comme ces deux espaces vectoriels ont meˆme dimension k, le premier par hypothe`se,
le second en vertu du the´ore`me 2.2.1 de [B.05], c’est une bijection. En particulier
toute injection A˜−line´aire de E dans Ξ a son image contenue dans j(E), ce qui
donne la proprie´te´ 2).
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Montrons enfin que 1)⇒ 3). Pour cela montrons d’abord par re´currence sur l’entier
q := Card{Exp(E)} que si E ve´rifie 3) alors le polynoˆme minimal de l’action de
T sur E est de degre´ exactement le rang de E. L’assertion e´tant connue pour
q = 1, d’apre`s la proposition 3.2.1 et le fait que T − exp(2iπ.λ). id induise un
endomorphisme de rang k − 1, supposons-la ve´rifie´e pour q ≥ 1 et montrons-la`
pour Card{Exp(E)} = q + 1, en reprenant les notations utilise´es dans la preuve
du lemme ci-dessus.
La suite exacte (1) montre de´ja`, graˆce a` l’hypothe`se de re´currence, que 3) est
ve´rifie´e pour E[6= λ] et aussi pour E
/
[λ] puisque qu’en composant l’injection
conside´re´e de E dans Ξ avec le quotient Ξ → (Ξ
/
Ξ 6=λ) ≃ Ξλ on obtient une
injection de E
/
[λ] dans Ξλ qui est stable par T .
On conclut alors en remarquant que le polynoˆme minimal de T agissant sur E5
divise les polynoˆmes minimaux de T agissant sur E[6= λ] et E
/
[λ] respectivement.
Comme ils sont premiers entre eux, il divise le produit qui, graˆce a` l’hypothe`se de
re´currence est de degre´ rg(E[6= λ]) + rg(E
/
[λ]) = rg(E). 
De´finition 3.4.3 On dira qu’un the`me est stable s’il ve´rifie les proprie´te´s 1) , 2),
3) de la proposition pre´ce´dente.
Remarques.
1) Il est clair que cette de´finition est compatible avec celle donne´e dans le cas
[λ]−primitif.
2) Le dual de´cale´ E∗ ⊗Eδ pour δ ∈ Q assez grand d’un the`me stable est encore
un the`me stable : en effet de`s que le de´calage sera suffisant pour avoir un (a,b)-
module monoge`ne ge´ome´trique, la condition 3) de la proposition pre´ce´dente sera
ve´rifie´e, puisque ϕ 7→ ϕ∗⊗ id donne un isomorphisme line´aire de EndA˜(E) sur
EndA˜(E
∗ ⊗ Eδ).
Lemme 3.4.4 Tout sous-the`me normal et tout the`me quotient d’un the`me stable
est stable.
Preuve. D’apre`s la remarque 2) ci-dessus il suffit de traiter le cas des quotients.
Par re´currence sur le rang du sous-the`me normal par lequel on quotiente, on se
rame`ne au cas ou` l’on quotiente par un sous-the`me normal de rang 1. Mais si Eλ+p
est un sous-the`me normal de rang 1 de E ⊂ Ξ stable par T , l’image de E par
fλ ⊕ idµ6=λ : Ξ→ Ξ de E est un sous-the`me de Ξ isomorphe a` E
/
Eλ+p qui est
stable par T car fλ commute a` T . Donc E
/
Eλ+p est stable. 
5remarquer que comme Hom
A˜
(E,E) est de dimension au plus e´gale a` k ce polynoˆme minimal
est de degre´ au plus k.
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Remarques.
1) Si chaque partie coprimitive d’un the`me est stable, alors le the`me est stable : en
effet, il suffit de composer les injections des parties [λ]−coprimitives avec les quo-
tients et de prendre la somme directe des morphismes dans les Ξλ ainsi obtenus
pour avoir une injection dont l’image dans Ξ est stable par la monodromie; en
effet la monodromie de Ξ se de´compose en somme directe des monodromies de
chacun des Ξλ.
2) Un argument simple de dualite´ montre, a` partir de la remarque pre´ce´dente que
si chaque partie [λ]−primitive d’un the`me est stable, alors le the`me est stable.
4 Familles holomorphes de the`mes [λ]−primitifs.
4.1 De´finitions et premiers exemples.
4.1.1 De´finitions.
Soit X un espace complexe. Nous noterons OX [[b]] le faisceau sur X de´fini par
le pre´faisceau
U → OX(U)[[b]].
C’est un faisceau de OX−alge`bres. Pour J ⊂ (OX)
p un sous-faisceau de
OX−modules (resp. OX−cohe´rent) de (OX)
p, on notera J [[b]] le sous-faisceau de
OX [[b]]−modules (resp. OX [[b]]−cohe´rent) de (OX [[b]])
p qui est engendre´ par J .
On notera que pour X de Stein on a le the´ore`me B de Cartan pour le faisceau
OX [[b]]
6, a` savoir que H i(X,OX [[b]]) = 0, ∀i ≥ 1.
De´finition 4.1.1 Soit X un espace complexe. Un faisceau de OX−(a,b)-modules
E sur X est la donne´e d’un faisceau localement libre de type fini de OX [[b]]−modules
muni d’un morphisme de faisceaux
a : E→ E
qui est OX−line´aire, continu pour la topologie b−adique de E, et satisfait la rela-
tion de commutation a.b− b.a = b2.
Un morphisme entre deux faisceaux de OX−(a,b)-modules sur X sera un mor-
phisme de faisceaux de OX [[b]]−modules qui commute aux actions respectives de
a.
6et meˆme pour tout OX [[b]]-module cohe´rent.
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Exemple. Pour λ ∈ Q+∗ et N entier conside´rons
Ξ
(N)
X,λ := ⊕
N
j=0OX [[b]].eλ,j avec eλ,j := s
λ−1Log s)
j
j!
muni de l’ope´ration a de´finie par re´currence sur j ≥ 0 de la fac¸on suivante :
a.eλ,0 = λb.eλ,0
a.eλ,j = λb.eλ,j + b.eλ,j−1, ∀j ≥ 1.
Notation. On notera Ξ
(N)
X,λ := OX ⊗̂ Ξ
(N)
λ . On notera aussi ΞX,λ :=
⋃
N∈N Ξ
(N)
λ
et ΞX := ⊕λ∈]0,1]∩Q ΞX,λ.
On remarquera que Ξ
(N)
X,λ est a` poˆle simple, c’est-a`-dire que a.Ξ
(N)
X,λ ⊂ b.Ξ
(N)
X,λ. 
Soit x ∈ X un point (ferme´). On a un morphisme d’e´valuation en x des fonctions
holomorphes
O(X)→ C ≃ O(X)
/
Mx
ou` Mx ⊂ OX est le sous-faisceau des fonctions holomorphes nulles en x.
Si E est un faisceau de OX−(a,b)-modules sur X , on aura, de fac¸on analogue
une application d’e´valuation en x
E→ E(x) := E
/
Mx[[b]].E
ou` E(x) est un (a,b)-module qui sera appele´ la fibre en x du faisceau E.
On conside´rera un faisceau de (a,b)-modules sur X comme une famille de (a,b)-
modules parame´tre´e par X .
Convention. Nous appellerons application holomorphe d’un espace complexe X
a` valeurs dans Ξ
(N)
λ (resp. Ξλ :=
⋃
N∈N Ξ
(N)
λ , Ξ) une section globale du faisceau
Ξ
(N)
X,λ (resp. ΞX,λ, ΞX). 
De´finition 4.1.2 Une application holomorphe ϕ : X → Ξ d’un espace complexe
X a` valeurs dans Ξ sera dite k-the´matique si la condition suivante est satisfaite:
• Le sous-OX [[b]]−module Eϕ de ΞX engendre´ par les a
ν .ϕ, ν ∈ N est libre
de rang k et de base ϕ, a.ϕ, . . . , ak−1.ϕ.
Pour chaque x ∈ X notons E(ϕ(x)) := Eϕ
/
Mx.Eϕ ≃ A˜.ϕ(x) ⊂ Ξ. C’est un
the`me de rang k. On a, de plus, la restriction suivante:
Lemme 4.1.3 Soit X un espace complexe re´duit et soit ϕ : X → Ξ une appli-
cation holomorphe k-the´matique; le polynoˆme de Bernstein Bϕ(x) de E(ϕ(x)) est
localement constant sur X.
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Preuve. E´crivons sur X :
ak.ϕ =
k−1∑
j=0
Sk−j.a
j .ϕ
ou` S1, · · · , Sk sont des sections sur X du faisceau OX [[b]]. Comme pour chaque
x ∈ X A˜.ϕ(x) ⊂ Ξ est un the`me de rang k, son e´le´ment de Bernstein est donne´
par ak−
∑k−1
j=0 σk−j(x).b
k−j .aj , ou` σk−j(x) est le coefficient de b
k−j dans Sk−j(x).
On notera que σk−j(x).b
k−j est la forme initiale de Sk−j(x) quand celle-ci n’est
pas de degre´ strictement plus grand que k − j.
Mais x 7→ σk−j(x) est une fonction holomorphe sur X qui ne prend que des valeurs
dans Q. Elle est donc localement constante. 
Corollaire 4.1.4 Soit X un espace complexe re´duit et soit ϕ : X → Ξλ une
application holomorphe k-the´matique, les invariants fondamentaux λ1, p1, . . . , pk−1
des the`mes A˜.ϕ(x) ⊂ Ξλ sont localement constants sur X.
Preuve. Comme pour un the`me [λ]−primitif de rang k les racines du polynoˆme
de Bernstein sont les nombres k− (λj+ j) et que la suite des λj+ j est croissante,
le fait que le polynoˆme de Bernstein soit localement constant sur X implique la
locale constance des invariants fondamentaux. 
Remarque. Meˆme quand X est re´duit, il ne suffit pas, en ge´ne´ral, de ve´rifier
que pour chaque x ∈ X le (a,b)-module E(ϕ(x)) est un the`me de rang k pour
satisfaire la condition de la de´finition 4.1.2 comme le montre l’exemple suivant :
Soit λ ∈ Q, λ > 1, et posons pour z ∈ C :
ϕ(z) := sλ−1.Log s+ (z + b).sλ−2 = sλ−1.Log s+ z.sλ−2 +
1
λ− 1
.sλ−1.
Alors l’e´le´ment de Bernstein de E(z) := A˜.ϕ(z) pour z 6= 0 est (a−λ.b)(a−λ.b)
alors que l’e´le´ment de Bernstein de E(0) vaut (a− (λ+1).b)(a−λ.b). On conclut
graˆce au lemme pre´ce´dent. 
Exemples. Soit ϕ : X → Ξ
(k−1)
λ = ⊕
k−1
j=0 C[[b]].eλ,j une application holomorphe.
Supposons que le coefficient de eλ,k−1 soit de la forme b
n.S(b, x) ou` S est un
inversible de l’alge`bre7 O(X)[[b]], et que la valuation en b de ϕ− bn.S.eλ,k−1 soit
strictement plus grande que n. Alors le sous-faisceau
Eϕ :=
k−1∑
i=0
OX [[b]].a
i.ϕ ⊂ Ξ
(k−1)
X,λ
7ce qui revient a` dire que l’e´le´ment de O(X) qui est le terme constant en b de S est un
inversible de O(X).
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est libre de rang k sur OX [[b]], stable par a.
En effet, on se rame`ne imme´diatement au cas ou` S ≡ 1, et on constate alors que
ψ := (a− (λ+ n).b).ϕ
ve´rifie la meˆme hypothe`se que ϕ en remplac¸ant k par k − 1 et n par n + 1.
On conclut par une re´currence facile.
On notera que dans cet exemple (qui est bien particulier) on a λk = λ + n puis
λk−1 = λ+ n + 1, . . . ce qui signifie que p1 = p2 = · · · = pk−1 = 0.
Le lecteur trouvera dans l’appendice 5.3 dans le corollaire 5.3.4 une me´thode ge´ne´rale
et syste´matique pour construire des applications k−the´matiques. 
De´finition 4.1.5 Soit X un espace complexe re´duit et soit E un faisceau de (a,b)-
modules sur X. Nous dirons que E est une famille holomorphe de the`mes de
rang k parame´tre´e par X si la condition suivante est remplie :
• Il existe un recouvrement ouvert (Uα)α∈A de X et pour chaque α ∈ A une
application holomorphe the´matique
ϕα : Uα → Ξ
et un isomorphisme de faisceaux de OUα [[b]]−modules
E|Uα ≃ Eϕα
compatible aux A˜−structures.
Remarques.
i) Dans une famille holomorphe de the`mes de rang k, le polynoˆme de Bernstein
est localement constant d’apre`s 4.1.3.
ii) Si, de plus, E(x) est un the`me [λ]−primitif pour chaque x ∈ X , les invariants
fondamentaux sont localement constants sur X d’apre`s 4.1.4.
iii) Quand on conside`re une famille holomorphe de the`mes [λ]−primitifs de
rang k on peut supposer que chaque application ϕα est a` valeurs dans Ξ
(k−1)
λ
ou` [λ]∩ ]0, 1] = {λ}. 
4.1.2 Premiers exemples : Famille holomorphes de the`mes
[λ]−primitifs de rang 1 et 2.
Le cas du rang 1 se de´duit de la remarque simple suivante :
Soit X un espace complexe re´duit et connexe et soit ϕ : X → Ξ
(N)
λ une application
1−the´matique. Alors il existe une section S0 ∈ Γ(X,OX [[b]]) qui est inversible et
un entier n tel que S0.ϕ = s
λ+n−1. On en de´duit que le faisceau Eϕ est isomorphe
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au faisceau O ⊗̂Eλ+n et donc a` l’application holomorphe constante X → Eλ+n
dont la valeur en chaque point est un ge´ne´rateur standard eλ+n de Eλ+n qui
ve´rifie a.eλ+n = (λ+ n).b.eλ+n.
Le cas du rang 2 est de´crit par la proposition et le lemme qui suivent.
Proposition 4.1.6 Fixons [λ] ∈ Q
/
Z, λ1 > 1, λ1 ∈ [λ] ainsi que p ∈ N
∗. Soit X
un espace complexe re´duit connexe et soit ϕ : X → Ξλ une application holomorphe
2-the´matique, telle que les invariants fondamentaux des the`mes associe´s soient λ1
et p1 := p. Alors il existe deux applications holomorphes α, β : X → C
∗ telles que
l’on ait, pour chaque x ∈ X l’e´galite´
A˜.ϕ(x) = A˜.ψ(x)
ou`
ψ(x) := sλ1+p−2.Log s+ β(x).(1 + α(x).bp).sλ1−1. (@)
Preuve. Il n’est pas restrictif de supposer que l’on a
ϕ(x) = sλ1+p−2.Log s+ Σ(x).sλ1−2 (1)
ou` Σ : X → C[[b]] est holomorphe et Σ(x) est un inversible de C[[b]] pour
chaque x ∈ X . Ceci re´sulte du fait que le coefficient de sλ1+p−2.Log s doit eˆtre un
inversible de C[[b]] de´pendant holomorphiquement de X , et que les autres termes
dans ϕ(x) doivent eˆtre dans C[[b]].sλ1−2 pour avoir un the`me de rang 2 avec
λ2 = λ1+p−1. La de´finition de λ1 ∈ [λ] impose alors l’inversibilite´ de Σ(x) pour
tout x ∈ X .
On de´duit de (1) la relation
(a− (λ1 + p− 1).b).ϕ(x) =
sλ1+p−1
λ1 + p− 1
+ Σ(x).sλ1−1 + b2.Σ(x)′.sλ1−2+
− (λ1 + p− 1).b.Σ(x).s
λ1−2
=
(
b2.Σ(x)′ − p.b.Σ(x) + γ.bp+1
)
.sλ1−2
ou` γ := (λ1 − 1).λ1 . . . (λ1 + p − 2) et ou` l’on a note´ Σ(x)
′ la de´rive´e en b de
Σ(x) ∈ C[[b]]. On a donc
(a−(λ1+p−1).b).ϕ(x) = S(x).s
λ1−1 avec (λ1−1).S(x) := b.Σ(x)
′−p.Σ(x)+γ.bp.
Posons S(x) = S0(x)+Sp(x).b
p+b.S˜(x), ou` S0(x) ∈ C et ou` S˜(x) ∈ C[[b]] n’a plus
de terme en bp−1. On peut alors trouver une application holomorphe T : X → C[[b]]
ve´rifiant :
b2.T (x)′ − (p− 1).b.T (x) = b.S˜(x).
Soit ψ : X → Ξ
(1)
λ l’application holomorphe de´finie en posant
ψ(x) := ϕ(x)− T (x).sλ1−1.
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Comme A˜.ϕ(x) contient C[[b]].sλ1−1 pour chaque x ∈ X , ce qui se traduit par
l’inversibilite´ de la fonction holomorphe S0 : X → C, qui se de´duit de l’inversibilite´
de Σ dans O(X)[[b]], on aura l’e´galite´ des the`mes A˜.ϕ(x) et A˜.ψ(x) pour chaque
x ∈ X .
Mais par construction on a
(a− (λ1 + p− 1).b).ψ(x) = (S0(x) + Sp(x).b
p).sλ1−1.
Comme S0(x) 6= 0 et Sp(x) 6= 0 pour chaque x ∈ X on peut finalement de´finir,
graˆce aux relations (λ1 − 1).Sp(x) = γ et (λ1 − 1).S0(x) = −p.Σ0(x) :
α(x) := −
γ
p.Σ0(x)
, β(x) := S0(x)
ce qui donne l’identite´ (@). 
Lemme 4.1.7 Fixons [λ] ∈ Q
/
Z, λ1 > 1, λ1 ∈ [λ]. Soit X un espace complexe
re´duit connexe et soit ϕ : X → Ξλ une application holomorphe 2-the´matique, telle
que les invariants fondamentaux des the`mes associe´s soient λ1 et p1 := 0. Alors
il existe une application holomorphe β : X → C∗ telles que l’on ait, pour chaque
x ∈ X l’e´galite´
A˜.ϕ(x) = A˜.ψ(x)
ou`
ψ(x) := sλ−2.Log s+ β(x).sλ−1. (@)
Preuve. C’est une variante simple de la preuve de la proposition pre´ce´dente qui
est laisse´e au lecteur. 
Remarque. On verra que la proposition pre´ce´dente signifie que la famille holo-
morphe (Eλ,p(α))α∈C∗ de the`mes de rang 2 est universelle pour λ > 1 et p ≥ 1
au sens de la de´finition 4.3.2.
De meˆme, lemme pre´ce´dent signifiera que la famille constante (parame´tre´e par un
point !) est universelle au sens de la de´finition 4.3.2. 
De´finition 4.1.8 Pour un the`me [λ]−primitif E de rang 2 et d’invariant fonda-
mentaux λ1, p1 avec p1 ≥ 1 nous appellerons invariant holomorphe le nombre
complexe (non nul) α tel que E soit isomorphe a` Eλ1+p,λ1(α).
Donc α est le nombre complexe donne´ par la proposition pre´ce´dente applique´e a`
la famille constante e´gale a` E.
Il sera commode de convenir que pour p = 0 l’invariant holomorphe de Eλ,λ est
e´gal a` 1.
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Remarque. Comme le dual de Eλ,λ est E−λ+1,−λ+1, on constate que si le ra-
tionnel δ ve´rifie δ > λ alors (Eλ,λ)
∗ ⊗a,b Eδ est un the`me primitif de rang 2
d’invariants fondamentaux µ, 0 (donc isomorphe a` Eµ,µ) avec µ = −λ+ 1 + δ.
De meˆme le dual de Eλ+p,λ(α) est E−λ−p+1,−λ((−1)
p.α), et pour δ rationnel
ve´rifiant δ > λ + p, le (a,b)-module (Eλ+p,λ(α))
∗ ⊗a,b Eδ sera un the`me primitif
de rang 2 d’invariants fondamentaux −λ− p + δ + 1, p et d’invariant holomorphe
(−1)p.α.
Donc quitte a` tensoriser8 par Eδ avec δ rationnel assez grand (en fait plus grand
que λ1), la famille duale d’une famille holomorphe de the`mes [λ]−primitifs de rang
2 est holomorphe.
4.1.3 Crite`re d’holomorphie.
La proposition ci-dessous montre que dans une famille holomorphe de the`me [λ]−primitif,
la suite de Jordan-Ho¨lder est ”holomorphe”.
Proposition 4.1.9 Soit X un espace complexe re´duit connexe et soit E une
famille holomorphe de the`mes [λ]−primitifs de rang k parame`tre´e par X.
Notons λ, p1, . . . , pk−1 les invariants fondamentaux communs a` chaque the`me de
cette famille. Pour chaque j ∈ [0, k] il existe une famille holomorphe unique Fj
de the`mes [λ]−primitifs de rang j parame`tre´e par X et ve´rifiant les proprie´te´s
suivantes :
i) Fj ⊂ Fj+1 et F0 = 0 et Fk = E ;
ii) pour chaque x ∈ X le the`me Fj(x) est le sous-the`me normal de rang j de
E(x).
iii) La famille E/Fj des the`mes quotients E(x)
/
Fj(x) est holomorphe.
Preuve. Le proble`me est local sur X , et l’on peut supposer que l’on a une
application holomorphe k−the´matique
ϕ : X → Ξ
(k−1)
λ
telle que E = Eϕ. Posons
ϕ(x) :=
k−1∑
j=0
Σj(x).s
λ−1.
(Log s)j
j!
8pour rendre les (a,b)-modules ge´ome´triques.
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ou` Σj ∈ Γ(X,OX [[b]]). On a Σk−1 = b
p1+···+pk−1−(k−1).Σ˜k−1 avec Σ˜k−1 inversible
dans O(X)[[b]]. Donc, quitte a` remplacer ϕ par Σ˜−1k−1.ϕ ce qui ne change pas
Eϕ, on peut supposer que Σ˜k−1 ≡ 1, c’est a` dire que l’on a
ϕ− sλk−1.
(Log s)k−1
(k − 1)!
∈ Γ(X,Ξ
(k−2)
X,λ ).
Posons alors ψ := (a − λk.b).ϕ. Alors ψ est (k − 1)−the´matique, puisque
ψ, a.ψ, . . . , ak−2.ψ est O(X)[[b]]−libre et engendre Eψ :
si on a
∑k−2
j=0 Uj .a
j.ψ = 0 avec Uj ∈ O(X)[[b]], on aura
k−2∑
j=0
Uj .a
j+1.ϕ−
k−2∑
j=0
Uj .a
j .λk.b.ϕ = 0
ce qui impose successivement, puisque aj .b.ϕ ∈
∑j
h=0O(X)[[b]].a
h.ϕ, les relations
Uk−2 = 0, Uk−3 = 0 . . . , U1 = 0
car ϕ est the´matique.
On obtient ainsi la famille holomorphe Fk−1 := Eψ, et on conclut par une re´currence
imme´diate.
La proprie´te´ iii) se de´duit facilement par re´currence du cas j = 1. Dans ce cas il
suffit de montrer que la compose´e θ := fλ◦ϕ : X → Ξ
(k−2)
λ est (k−1)−the´matique,
puisque F1(x) = Ker fλ ∩ A˜.ϕ(x) d’apre`s le lemme 2.2.2. Pour cela montrons que∑k−2
j=0 Sj(x).a
j .ϕ(x) ∈ Ξ
(0)
λ implique Sj(x) = 0, ∀j ∈ [0, k − 2]. En effet, sinon on
aurait un entier q ≥ 0 et un inversible T de C[[b]] qui ve´rifieraient
k−2∑
j=0
Sj(x).a
j .ϕ(x) = T.sλ+q−1.
Alors (a − (λ + q).b).T−1.
(∑k−2
j=0 Sj(x).a
j
)
qui est un polynoˆme en a de degre´
infe´rieur ou e´gal a` k − 1 annulerait ϕ(x) contredisant le fait que E(x) est de
rang k. 
The´ore`me 4.1.10 (Crite`re d’holomorphie) Soit E(σ)σ∈X une famille de the`mes
[λ]−primitifs d’invariants fondamentaux λ1, p1, . . . , pk−1, ou` l’on suppose k ≥ 2.
Soit sk−1 : X → C l’application de´finie en associant a` σ ∈ X l’invariant holomor-
phe du the`me [λ]−primitif de rang 2 E(σ)
/
Fk−2(σ). Alors la famille E(σ)σ∈X
est holomorphe si et seulement si
i) sk−1 est holomorphe sur X ;
ii) la famille Fk−1(σ))σ∈X est holomorphe.
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Remarque. Il est e´quivalent de demander a` la fonction sk−1 deˆtre holomorphe
ou de demander que la famille de the`me [λ]−primitifs de rang 2 (E(σ)
/
Fk−2(σ))σ∈X
soit holomorphe.
On notera que l’on aura pour chaque σ ∈ X un isomorphisme
E(σ)
/
Fk−2(σ) ≃ Eλk,λk−1(sk−1(σ)) ≃ A˜
/
A˜.(a−λk−1.b).(1+sk−1(σ).b
pk−1)−1.(a−λk.b).
Donc le the´ore`me pre´ce´dent est un crite`re ne´cessaire et suffisant d’holomorphie, qui
permet, par re´currence sur le rang, de se ramener au cas du rang 2. 
La de´monstration de ce the´ore`me utilisera le lemme suivant :
Lemme 4.1.11 Soit j, q ∈ N et λ ∈]0, 1] ∩ Q. Notons H(j, q)) l’hyperplan de
Ξ
(j)
λ correspondant a` l’annulation du coefficient de b
q.e0.
Alors l’application (a − (λ + q).b) : H(j, q) ⊕ C .bq.ej+1 → b.Ξ
(j)
λ est un isomor-
phisme C−line´aire d’espaces de Frechet. En conse´quence l’inverse est une applica-
tion C−line´aire continue.
Preuve. On ve´rifie imme´diatement l’e´galite´ suivante pour tout couple d’entiers
(h,m) ∈ N2
(a− (λ+ q).b).bm.eh = (m− q).b
m+1.eh + b
m+1.eh−1
toujours avec la convention e−1 = 0. On en de´duit que l’image de Ξ
(j)
λ par
(a − (λ + q).b) est l’hyperplan de b.Ξ
(j)
λ donne´ par l’annulation du coefficient de
bq+1.ej et que son noyau est C .b
q.e0. On conclut aise´ment. 
Remarque. Si l’on part d’un e´le´ment de b.Ξ
(j)
λ pour lequel le coefficient de
bq+1.ej vaut ρ, alors le coefficient de b
q.ej+1 dans son image par l’application
inverse sera e´gal a` ρ. En particulier, il sera non nul quand ρ 6= 0. 
Preuve du the´ore`me 4.1.10. Le proble`me est local et on peut donc supposer
que l’on a une application holomorphe k−the´matique ψ : X → Ξ
(k−2)
λ telle que
Eψ donne l’holomorphie de la famille Fk−1(σ))σ∈X . Il n’est pas restrictif, quitte a`
multiplier ψ par un inversible de O(X)[[b]], de supposer que l’on a
ψ(σ) = bλk−1−λ.ek−2 modulo Ξ
(k−3)
λ .
Posons q := λk − λ, Sk−1 := 1 + sk−1.b
pk−1, et de´finissons
ϕ : X → Ξ
(k−1)
λ
en composant l’application holomorphe Sk−1.ψ avec l’inverse de l’application inverse
construite dans le lemme pour j := k − 2 et l’inclusion e´vidente de l’espace de
Frechet H(k − 2, λk − λ) ⊕ C .b
λk−λ.ek−1 dans Ξ
(k−1)
λ , en remarquant que l’on a
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ψ(σ) ∈ b.Ξ
(k−2)
λ pour chaque σ ∈ X , puisque l’on a Fk−1(σ) ⊂ a.E(σ)+b.E(σ), que
a.Ξ
(j)
λ ⊂ b.Ξ
(j)
λ pour tout j ≥ 0, et que toute application A˜−line´aire de Fk−1(σ)
dans Ξ est restriction d’une application A˜−line´aire de E(σ) dans Ξ9.
On remarquera enfin que le coefficient de bλk−λ.ek−2 dans Sk−1.ψ co¨ıncide avec
celui de bpk−1 dans Sk−1, c’est-a`-dire est e´gal a` sk−1. Il est donc non nul pour
chaque σ ∈ X , ce qui montre que le coefficient de bλk−λ.ek−1 dans ϕ(σ) est non
nul pour chaque σ ∈ X , graˆce a` la relation λk = λk−1 + pk−1 − 1 qui implique
λk − λ+ 1 = λk−1 − λ+ pk−1. Ceci est e´videmment ne´cessaire pour que E(σ) soit
un the`me de rang k. 
4.1.4 Le the´ore`me de dualite´.
Proposition 4.1.12 (De´calage) Soit (E(σ))σ∈X une famille holomorphe de the`mes
[λ]−primitifs. Soit δ ∈ Q tel que E(σ)⊗a,bEδ soit un the`me pour chaque σ ∈ X.
Alors la famille E(σ) ⊗a,b Eδ est une famille holomorphe. En particulier pour
r ∈ Z tel que pour tout σ ∈ X br.E(σ) soit un the`me, alors (br.E(σ))σ∈X est
une famille holomorphe.
Preuve. On rappelle que le (a,b)-module E ⊗a,b Eδ est le (a,b)-module obtenu
en remplac¸ant l’action de a par a + δ.b. Donc la condition pour que les E(σ)
soient ge´ome´triques10 est que λ1 + δ > k − 1. C’est-a`-dire que δ > −λ1 + k − 1.
Comme λ1 − k + 1 > 0 ceci a lieu en particulier pour tout δ ∈ Q
+.
La de´monstration de la proposition est triviale. 
The´ore`me 4.1.13 (The´ore`me de dualite´) Soit (E(σ))σ∈X une famille holo-
morphe de the`mes [λ]−primitifs. Soit δ ∈ Q un rationnel assez grand pour que
chaque E(σ)∗ ⊗a,b Eδ soit un the`me. Alors la famille ((E(σ)
∗ ⊗ Eδ)σ∈X est
holomorphe.
De´monstration du the´ore`me 4.1.13. Nous allons faire une re´currence sur le
rang des the`mes de la famille holomorphe conside´re´e. Comme en rang 1 et 2 le
the´ore`me est de´ja` de´montre´ (voir la remarque qui suit la de´finition 4.1.8 ), sup-
posons le the´ore`me de´montre´ en rang k − 1 ≥ 2 et montrons-le en rang k.
Soit (F1(σ))σ∈X la famille des sous-the`mes normaux de rang 1 des the`mes
(E(σ))σ∈X . Il re´sulte du iv) de la proposition 4.1.9 que la famille (E(σ)
/
F1(σ))σ∈X
est une famille holomorphe de the`mes.
9Ceci re´sulte de l’exactitude de
0→ Hom
A˜
(E
/
Fk−1,Ξ)→ HomA˜(E,Ξ)→ HomA˜(Fk−1,Ξ)→ 0
qui est un phe´nome`ne ge´ne´ral pour les suites exactes de (a,b)-modules ge´ome´triques (voir [B.05]).
10qui est la seule condition qui peut ne pas eˆtre re´alise´e pour avoir un the`me.
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De meˆme, il re´sulte de la proposition 4.1.9 que la famille (F2(σ))σ∈X est holo-
morphe. L’hypothe`se de re´currence donne alors que, pour δ ∈ Q assez grand,
les familles de the`mes
(
(E(σ)
/
F1(σ))
∗ ⊗a,b Eδ
)
σ∈X
et
(
(F2(σ))
∗ ⊗ Eδ
)
σ∈X
sont
holomorphes. Mais alors le crite`re d’holomorphie 4.1.10 s’applique a` la famille de
the`mes
(
(E(σ)∗ ⊗a,b Eδ
)
σ∈X
puisque la famille des sous-the`mes de rang k − 1
associe´e est pre´cise´ment la famille
(
(E(σ)
/
F1(σ))
∗ ⊗a,b Eδ
)
σ∈X
et que la famille
des quotients de rang 2 associe´e est pre´cise´ment la famille
(
(F2(σ))
∗ ⊗a,b Eδ
)
σ∈X
.

4.2 Familles standards de the`mes [λ]−primitifs.
Nous fixerons dans ce paragraphe λ1 ∈ k − 1 + Q
∗+ et les entiers p1, . . . , pk−1.
Pour j ∈ [1, k − 1] nous de´finirons l’ouvert affine Wj ⊂ Vj de l’espace vectoriel
Vj de´fini dans la proposition 3.3.1 de la fac¸on suivante :
si pj + · · ·+ pk−1 < k − j
Wj := {Sj ∈ C[b] / Sj(0) = 1, deg(Sj) ≤ k − j − 1 et coeff b
pj 6= 0} (@)
si pj + · · ·+ pk−1 ≥ k− j de´finissons l’entier qj ≥ k− j comme le plus petit entier
de la forme pj + · · ·+ pj+h qui ve´rifie pj + · · ·+ pj+h ≥ k − j, et posons
Wj := {Sj ∈ C[b] / Sj(0) = 1, Sj ∈
k−j−1∑
h=0
C .bh + C .bqj et coeff bpj 6= 0} (@@)
Posons alors
S(λ1, p1, . . . , pk−1) := {(S1, . . . , Sk−1
/
Sj ∈ Wj ∀j ∈ [1, k − 1]}.
Pour σ ∈ S(λ1, p1, . . . , pk−1) notons E(σ) le the`me [λ]−primitif d’invariants
fondamentaux (λ1, p1, . . . , pk−1) de´fini par
E(σ) := A˜
/
A˜.P (σ) avec (σ)
P (σ) := (a− λ1.b).S
−1
1 · · ·S
−1
k−1.(a− λk.b) (σ
′)
ou` nous avons pose´ σ := (S1, . . . , Sk−1).
De´finition 4.2.1 Nous appellerons famille standard d’invariants fondamen-
taux (λ1, p1, . . . , pk−1) la famille E(σ)σ∈S(λ1,p1,...,pk−1).
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Exemple. Pour k = 1 chaque λ1 ∈ Q
+∗ la famille standard associe´e est re´duite
au the`me Eλ1 .
Pour k = 2, et les invariants fondamentaux (λ1, p1) on a
i) Pour p1 = 0, S(λ1, p1) = {1} et le the`me correspondant est
E := A˜
/
A˜.(a− λ1.b).(a− (λ1 − 1).b.
ii) Pour p1 ≥ 1 on a S(λ1, p1) = {1 + α.b
p1 , α ∈ C∗} et le the`me associe´ a` α
est E = A˜
/
A˜.(a− λ1.b).(1 + α.b
p1)−1.(a− (λ1 + p1 − 1).b). 
The´ore`me 4.2.2 Quelques soient les invariants fondamentaux fixe´s, la famille de
the`mes parame´tre´e par S(λ1, p1, . . . , pk−1) est holomorphe.
De´monstration. Ce the´ore`me s’obtient imme´diatement a` partir de la proposi-
tion 4.1.10 par une re´currence sur le rang graˆce au the´ore`me de dualite´ et a` la
proposition de de´calage. En effet, la famille E
/
F1 correspond a` la famille de
the`mes parame´tre´e par S(λ2, p2, . . . , pk−1) qui est holomorphe par hypothe`se de
re´currence, et la famille F2 correspond soit a` la famille constante S(λ1, p1 = 0)
soit au cas traite´ au lemme 4.1.6. On conclut en appliquant la proposition 4.1.10
a` la famille duale suffisamment de´cale´e et en utilisant a` nouveau le the´ore`me de
dualite´ 4.1.13 et la proposition de de´calage 4.1.12. 
4.3 Les de´formations standards sont verselles.
Commenc¸ons par deux de´finitions.
De´finition 4.3.1 Soit X un espace complexe re´duit et soit E un faisceau sur X
de OX − (a, b)−modules. Soit f : Y → X une application holomorphe d’un espace
complexe re´duits Y dans X. On appellera image re´ciproque de E par f ,
note´ f ∗E, le faisceau de OY − (a, b)−modules de´fini comme suit :
Si E est OX [[b]]−libre de rang p sur l’ouvert U et de base e1, . . . , ep, alors
f ∗E est OY [[b]]−libre de rang p sur l’ouvert f
−1(U) et de base f ∗e1, . . . , f
∗ep.
L’application a sur un tel ouvert est de´finie par la formule
a.f ∗ej =
p∑
i=1
f ∗Si,j.f
∗ei
si l’on a sur l’ouvert U la formule a.ej =
∑p
i=1 Si,j.ei. Ici les Si,j sont dans
OX(U)[[b]] et f
∗S pour S ∈ OX(U)[[b]] de´signe l’e´le´ment de OY (f
−1(U)[[b]]
de´duit de S :=
∑∞
ν=0 sν .b
ν via la formule f ∗S =
∑∞
ν=0 f
∗sν .b
ν .
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De´finition 4.3.2 Soit X un espace complexe re´duit et soit E une famille holo-
morphe de the`mes [λ]−primitifs parame´tre´e par X. Soit x0 ∈ X. On dira que la
famille E est verselle au voisinage de x0 si la condition suivante est re´alise´e :
• Pour toute famille holomorphe G de the`mes [λ]−primitifs parame´tre´e par
un espace complexe re´duit Y telle que le the`me G(y0) soit isomorphe a`
E(x0), il existe un voisinage ouvert U de y0 dans Y , un voisinage ouvert
V de x0 dans X, une application holomorphe f : U → V telle que les
faisceaux de OY − (a, b)−modules f
∗E|U et G|U soit isomorphes.
Quand l’application f est unique sur un voisinage ouvert assez petit de x0, on
dira que la famille est universelle au voisinage de x0.
Une famille verselle (resp. universelle) au voisinage de chaque point de X sera
dite verselle (resp. universelle ).
Voici le the´ore`me principal de ce paragraphe.
The´ore`me 4.3.3 Pour tout choix d’invariants fondamentaux λ1, p1, . . . , pk−1 la
famille standard de the`mes [λ]−primitifs parame´tre´e par S(λ1, p1, . . . , pk−1) est
verselle.
De´monstration. Nous allons montrer ce re´sultat par re´currence sur k. Les cas
k = 1 et k = 2 ont de´ja` e´te´ traite´s (voir 4.1.2). Supposons donc k ≥ 3 et
le cas k − 1 e´tabli.Pre´cisons que l’assertion e´tant locale, il nous suffit de prouver
l’assertion au voisinage d’un point donne´ de X .
Notons F1 ⊂ E le sous-faisceau de OX − (a, b)−modules donnant la famille holo-
morphe des sous-the`mes normaux de rang 1 de la famille E. Alors le faisceau E
/
F1
est une famille holomorphe de the`me [λ]−primitifs de rang k − 1 et d’invariants
fondamentaux λ2, p2, . . . , pk−1, ou` λ2 = λ1 + p1 − 1.
L’hypothe`se de re´currence nous fournit alors, localement sur X une application
holomorphe f : X → S(λ2, p2, . . . , pk−1) telle que l’image re´ciproque par f de la
famille standard associe´e soit isomorphe a` la famille E
/
F1.
Comme tout ceci est local au voisinage d’un point x0 de X que l’on suppose
fixe´, on peut supposer que la famille holomorphe E est donne´e par une application
holomorphe k−the´matique ϕ : X → Ξ
(k−1)
λ ve´rifiant
ϕ(x) = sλk−1.
(Log s)k−1
(k − 1)!
+ ψ(x)
ou` ψ est holomorphe a` valeurs dans Ξ
(k−2)
λ .
L’application holomorphe f nous fournit en fait des applications holomorphes
S2, . . . , Sk−1 : X → C[[b]] ve´rifiant Sj(0) ≡ 1 et telles que, si l’on pose
P1 := (a− λ2.b).S
−1
2 . . . S
−1
k−1.(a− λk.b)
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on ait P1.e = 0 pour le ge´ne´rateur standard e de la famille standard parame´tre´e par
S(λ2, p2, . . . , pk−1). Donc le ge´ne´rateur f
∗e de E
/
F1 ve´rifie e´galement P1.f
∗e = 0
dans E
/
F1. En identifiant E et son image par ϕ dans OX ⊗̂Ξ
(k−1)
λ et F1 avec
E ∩OX ⊗̂Ξ
(0)
λ , on identifie alors E
/
F1 a` un sous faisceau du faisceau quotient
OX ⊗̂Ξ
(k−1)
λ
/
OX ⊗̂Ξ
(0)
λ ≃ OX ⊗̂Ξ
(k−2)
λ .
On peut donc trouver T0, . . . , Tk−1 des sections locales de OX [[b]] telles que l’image
de la section
σ :=
k−1∑
j=0
Tj .a
j .ϕ
dans E
/
F1 soit f
∗e. De plus comme f ∗e engendre E
/
F1 la section T0 devra
eˆtre un inversible de OX [[b]] au voisinage de x0, sinon la valeur en x0 est dans
a.E(x0) + b.E(x0) et son image ne peut engendrer E(x0)
/
F1(x0). Alors la section
σ engendre localement E et ve´rifiera
P1.σ ∈ F1.
Mais on sait que F1 = OX [[b]]⊗ s
λ1−1, ce qui permet d’e´crire
P1.σ = Θ1.s
λ1−1
ou` Θ1 est une section locale de OX [[b]]. La de´composition
OX ⊗̂Eλ1 = P1.(OX ⊗̂Eλ1)⊕ (OX ⊗ V1)
permet alors d’e´crire Θ1.s
λ1−1 = P1.α + S1.s
λ1−1 ou` α est une section locale de
F1 et S1 une section locale de OX ⊗ V1. De plus l’inversibilite´ de Θ1 assure
l’inversibilite´ de S1 dans OX [[b]], c’est a` dire l’inversibilite´ de son terme constant
en b dans OX . Donc quitte a` multiplier σ et α par un inversible I de OX , on
pourra supposer que le terme constant en b de S1 est identiquement e´gal a` 1.
Alors τ := I.(σ − α) est encore un ge´ne´rateur local de E et il ve´rifie
P1.τ = S1.s
λ1−1 avec S1 ∈ OX ⊗ V1, S1(0) ≡ 1
ce qui donne (a − λ1.b).S
−1
1 .P1.τ = 0. On constate alors que E est isomorphe a`
l’image re´ciproque de la famille standard par l’application g donne´e au voisinage
de x0 par S1, . . . , Sk−1, en envoyant le ge´ne´rateur local τ sur l’image re´ciproque
g∗e du ge´ne´rateur standard e de la famille parame´tre´e par S(λ1, p1, . . . , pk−1). En
effet si P0 := (a − λ1.b).S
−1
1 .P1 on aura P0.τ = 0 ainsi que P0.g
∗e = 0, puisque
P0.e = 0. 
Corollaire 4.3.4 Soient λ1, p1, . . . , pk−1 les invariants fondamentaux d’un the`me
[λ]−primitif. Si tout the`me admettant ces invariants fondamentaux est stable, la
famille standard associe´e a` ces invariants fondamentaux est universelle.
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Preuve. Ceci re´sulte imme´diatement du fait que sous notre hypothe`se, deux
parame`tres distincts donnent deux the`mes non isomorphes graˆce au the´ore`me 3.3.3.
La versalite´ de la famille standard montre´e ci-dessus au the´ore`me 4.3.3 permet alors
imme´diatement de conclure. 
4.4 Un contre-exemple.
Nous allons donner un exemple de the`mes de rang 3 pour lesquels il n’existe pas de
famille universelle.
On fixe les invariants λ1, p1 = p2 = 1 pour les the`mes de rang 3 que nous allons
conside´rer maintenant. On a donc q1 = 2 et q2 = p2 = 1.
Notre objectif est de montrer la proposition suivante.
Proposition 4.4.1 Il n’existe pas de famille universelle pour les the`mes [λ]−primitifs
de rang 3 d’invariants fondamentaux λ1, p1 = p2 = 1, au voisinage de chacun des
the`mes de parame`tres (α, α, γ), avec α 6= 0, c’est-a`-dire au voisinage de chacun
des the`mes stables (spe´ciaux) de la famille verselle standard.
La preuve de cette proposition utilisera les trois lemmes suivants.
Lemme 4.4.2 On conside`re, pour α, β, γ ∈ C, α.β 6= 0 les the`mes de rang 3 Eα,β,γ
de´finis de la fac¸on suivante :
(a− λ.b).e3 = (1 + α.b).e2
(a− λ.b).e2 = (1 + β.b+ γ.b
2).e1
(a− λ.b).e1 = 0.
Pour β 6= α, Eα,β,γ est isomorphe a` Eα,β,0 quelque soit γ.
Pour β = α, les the`mes Eα,α,γ et Eα,α,γ′ sont isomorphes si et seulement si
γ = γ′.
Preuve. Cherchons une C[[b]]−base ε3, ε2, ε1 de Eα,β,γ ve´rifiant les conditions
suivantes :
ε3 = e3 + U.e2 + V.e1, avec U, V ∈ C[[b]] (0)
(a− λ.b).ε3 = (1 + α.b).ε2 (1)
(a− λ.b).ε2 = (1 + β.b+ γ
′.b2).ε1 (2)
(a− λ.b).ε1 = 0. (3)
On sait en effet que α et β sont de´termine´s par la classe d’isomorphisme du the`me
E(α, β, γ) puisque l’on a p1 = p2 = 1; on notera que q1 = p1+ p2 = 2. La dernie`re
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e´galite´ (3) impose ε1 = ρ.e1 avec ρ ∈ C
∗.
Calculons les conditions impose´es a` U et V :
(a− λ.b).ε3 = (1 + α.b).e2 + b
2.U ′.e2 + U.(1 + β.b+ γ.b
2).e1 + b
2.V ′.e1
= (1 + α.b).ε2 et donc
ε2 = Z.e2 + T.e1 avec
Z = (1 + α.b)−1.(1 + α.b+ b2.U ′) et
(1 + α.b).T = U.(1 + β.b+ γ.b2) + b2.V ′ (4)
On aura alors
(a− λ.b).ε2 = Z.(1 + β.b+ γ.b
2).e1 + b
2.Z ′.e2 + b
2.T ′.e1
= (1 + β.b+ γ′.b2).ρ.e1
ce qui implique de´ja` Z ′ = 0 et comme Z = 1 + (1 + β.b)−1.b2.U ′ on doit avoir
U ∈ C, et Z = 1. La relation (2) donne maintenant, puisque ε2 = e2 + T.e1
(1 + β.b+ γ.b2).e1 + b
2.T ′.e1 = (1 + β.b+ γ
′.b2).ρ.e1
ce qui impose ρ = 1 et T ′ = γ′ − γ. On aura donc T = U + (γ′ − γ).b en
identifiant les termes constants de (4). Cette e´galite´ (4) impose de plus
α.U + γ′ − γ = U.β et (5)
U.γ + V ′ = α.(γ − γ′)
On en de´duit que pour α 6= β on aura
U =
γ − γ′
α− β
et V = V0 +
γ′ − γ
β − α
.
(
α.(β − α)− γ
)
.b.
Si β = α, la relation (5) impose γ = γ′. 
Pour (α, β) ∈ X := {(α, β) ∈ (C∗)2, α 6= β} notons E(α, β) le the`me de rang 3
de´fini par E(α, β) := A˜
/
A˜.(a− λ.b)(1 + β.b)−1(a− λ.b)(1 + α.b)−1(a− λ.b).
Lemme 4.4.3 Il n’existe pas d’endomorphisme de rang 2 de E(α, β) pour α 6= β.
Preuve. Il nous suffit de montrer qu’il n’existe pas d’e´le´ment x := e2+U.e1 dans
E(α, β) ve´rifiant (a − λ.b)(1 + α.b)−1(a − λ.b).x = 0, ou` U ∈ C[[b]]. Comme les
e´le´ments de E(α, β) annule´s par (a− λ.b) sont de la forme ρ.e1 avec ρ ∈ C, un
tel x doit ve´rifier
(a− λ.b)x = ρ.(1 + α.b).e1
ce qui impose a` U de ve´rifier la relation
(1 + β.b) + b2.U ′ = ρ.(1 + α.b).
On en conclut que l’on doit avoir ρ = 1 et donc α = β. 
Par contre, pour α = β 6= 0 et γ arbitraire on a stabilite´ .
Lemme 4.4.4 Pour α 6= 0 le (a,b)-module Eα,α,γ est un the`me stable de rang 3.
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Preuve. Il nous suffit de montrer qu’il existe x := e2 + U.e1 ve´rifiant
(a− λ.b)(1 + α.b)−1(a− λ.b).x = 0,
ou` U ∈ C[[b]]. Comme F2 est un the`me, les e´le´ments de F2 annule´s par (a−λ.b)
sont de la forme ρ.e1, ρ ∈ C. Donc x doit ve´rifier
(a− λ.b)x = ρ.(1 + α.b).e1
ce qui impose a` U de ve´rifier la relation
(1 + β.b+ γ.b2) + b2.U ′ = ρ.(1 + α.b).
On en conclut que l’on doit avoir ρ = 1 et U = −γ.b + cste. On a donc une
solution x := e2 − γ.b.e1. 
Preuve de la proposition 4.4.1. Le fait que les the`mes stables de la famille
standard conside´re´e sont exactement les Eα,α,γ est de´montre´ dans les lemmes 4.4.3
et 4.4.4.
La famille (Eα,β,γ)(α,β,γ)∈S(λ1,p1=p2=1) est une famille holomorphe et meˆme verselle
en chaque point d’apre`s le the´ore`me 4.3.3. Supposons trouve´e une famille universelle
(Ey)y∈Y au voisinage du the`me E(α0, α0, γ0) ≃ Ey0 , ou` Y est un espace complexe
re´duit que l’on peut supposer plonge´ dans Cn au voisinage de y0. Conside´rons
alors l’application holomorphe ϕ : Ω → Y →֒ CN classifiant la famille standard
sur un voisinage ouvert Ω de (α0, α0, γ0) ∈ (C
∗)2 × C. Comme pour α 6= β la
classe d’isomorphisme de Eα,β,γ ne de´pend pas de γ d’apre`s le lemme 4.4.2, on
aura ∂ϕ
∂γ
≡ 0 sur l’ouvert {α 6= β} de Ω. Ceci impose a` ϕ d’eˆtre inde´pendante
de γ ce qui donnerait l’isomorphisme entre Eα,α,γ et Eα,α,γ′ pour tout α assez
voisin de α0 et tout γ, γ
′ assez voisins de γ0. Ceci contredit le lemme 4.4.2. 
Corollaire 4.4.5 La famille E(α, β)(α,β)∈X est universelle en chaque point de
X := (C)∗ \ {α = β}.
Preuve. Notons E le faisceau sur X de OX − (a, b)−module associe´ a` la
famille holomorphe des E(α, β). Il nous suffit en fait de montrer que l’application
holomorphe
π : X × C → X
de´finie par π(α, β, γ) = (α, β) ve´rifie bien que π∗(E) est un faisceau de OX×C −
(a, b)−modules isomorphe au faisceau associe´ a` la famille standard parame´tre´e par
X × C. Mais l’isomorphisme (inverse) de l’isomorphisme cherche´ est donne´ par
le calcul du lemme 4.4.2 qui nous fournit, dans le cas γ′ = 0, ou` (α, β, γ) est
conside´re´ comme parame`tre holomorphe dans X × C, des sections holomorphes
U, V de OX×C[[b]]. L’isomorphisme (inverse) de l’isomorphisme cherche´ est obtenu
en envoyant le ge´ne´rateur e3 de la famille standard sur ε3(γ
′ = 0) := e3+U.e2+V.e1,
qui est le ge´ne´rateur de la famille π∗(E). 
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5 Appendices.
5.1 Un lemme.
Le re´sultat suivant jouant un roˆle clef dans la construction des bases standards, et
donc dans la construction des familles verselles de the`mes primitifs, nous en donnons
ici les grandes lignes de la preuve pour la commodite´ du lecteur.
Lemme 5.1.1 Soient E et F deux (a,b)-modules re´guliers. Alors on a
dimC(Ext
1
A˜
(E, F ))− dimC(Ext
0
A˜
(E, F )) = rg(E).rg(F ).
Preuve. Commenc¸ons par montrer le cas ou` rg(E) = 1.
On a alors E ≃ A˜
/
A˜.(a − λ.b) et donc Ext0
A˜
(E, F ) et Ext1
A˜
(E, F ) sont
respectivement les noyaux et conoyaux de a − λ.b : F → F . Montrons alors la
formule par re´currence sur le rang de F . En rang 1 on a F ≃ A˜
/
A˜.(a− µ.b), et le
calcul est e´le´mentaire :
1. Pour λ 6∈ µ+ N on a Ext0
A˜
(E, F ) = {0} et Ext1
A˜
(E, F ) ≃ C .eµ.
2. On a Ext0
A˜
(E, F ) = C .bn.eµ et Ext
1
A˜
(E, F ) ≃ C .eµ ⊕ C .b
n+1.eµ pour
λ = µ+ n.
D’ou` l’assertion dans ce cas.
Faisons une re´currence sur l’entier rg(F ).
Si rg(F ) ≥ 2, on a une suite exacte
0→ G→ F → Eµ → 0
avec rg(G) = rg(F )− 1 qui donnera la suite exacte d’espaces vectoriels de dimen-
sions finies (d’apre`s le the´ore`me 1 de [B.95])
0→ Ext0
A˜
(E,G)→ Ext0
A˜
(E, F )→ Ext0
A˜
(E,Eµ)→
→ Ext1
A˜
(E,G)→ Ext1
A˜
(E, F )→ Ext1
A˜
(E,Eµ)→ 0
qui donne que la somme alterne´e des dimensions est nulle, ou encore
dim(Ext1
A˜
(E,G))− dim(Ext0
A˜
(E,G)) + dim(Ext1
A˜
(E,Eµ))− dim(Ext
0
A˜
(E,Eµ)) =
dim(Ext1
A˜
(E, F ))− dim(Ext1
A˜
(E, F )) = (rg(F )− 1) + 1 = rg(F )
graˆce a` l’hypothe`se de re´currence.
Le cas ou` E est arbitraire et F est de rang 1 s’obtient de fac¸on analogue.
Enfin une re´currence maintenant sur l’entier rg(E) + rg(F ) donne le cas ge´ne´ral,
a` nouveau par un raisonnement analogue. 
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5.2 Exemple
Les ine´galite´s du the´ore`me 3.1.2 sont pre´cises puisque dans l’exemple ci-apre`s le
the`me E ′ := E
/
F1 de rang 3, ne s’injecte pas dans F3 puisque E n’est pas
stable, alors que l’on a µi − λi ≥ 3 − 2 = 1 (et meˆme µ2 − λ2 = k − 1 = 2) pour
ces deux the`mes.
Je de´taille l’exemple suivant : k = 4 , p1 = p3 = 2 et p2 = 3. On a donc
q1 = 5, q2 = p2 = 3 et q3 = p3 = 2. On pose E := A˜
/
A˜.P avec
P := (a− λ1.b)S
−1
1 .(a− λ2.b).S
−1
2 .(a− λ3.b).S
−1
3 .(a− λ4.b)
S1 := 1 + δ.b+ ε.b
2 + θ.b5
S2 := 1 + β.b+ γ.b
3
S3 := 1 + α.b
2 et α.γ.ε 6= 0
Lemme 5.2.1 L’espace vectoriel HomA˜(E,E) est de dimension 3, si l’on a
α + ε 6= 0.
preuve. On a un homomorphisme (unique a` un scalaire multiplicatif non nul
pre`s) de rang 1 de E dans E : il envoie le ge´ne´rateur e d’annulateur A˜.P sur
z1 := b
λ4−λ1 .e1 ou` e1 est un ge´ne´rateur de F1 ve´rifiant (a − λ1.b).e1 = 0. En
effet z1 est annule´ par P , l’e´le´ment e1 est unique a` un scalaire multiplicatif pre`s,
et l’image d’un homomorphisme de rang 1 est de normalise´ e´gal a` F1. Comme c’est
un quotient de E de rang 1 il est isomorphe a` E
/
F3 ≃ Eλ4 .
L’espace vectoriel des homomorphismes de rang 4 modulo ceux de rang 3 est de
dimension 1 et engendre´ par l’identite´.
Cherchons maintenant la dimension de l’espace vectoriel des homomorphismes de
rang 2 modulo ceux de rang ≤ 1. Un tel homomorphisme a son image dans F2
puisque le normalise´ de l’image est F2, il est donc donne´ par un e´le´ment z2 ∈ F2\F1
qui est annule´ par P . D’apre`s le lemme 2.2.4, z2 ve´rifie alors
(a− λ4.b).z2 ∈ F1 et (a− λ3.b).S
−1
3 .(a− λ4.b).z2 = 0
et il est donc de la forme
z2 := ρ.b
λ4−λ2 .e2 + U.e1
ou` U ∈ C[[b]]. On a alors
(a− λ4.b).z2 = b
λ4−λ2S1.e1 + (λ1 − λ4).b.U.e1 + b
2.U ′.e1
(a− λ4.b).z2 = σ.b
λ3−λ1 .S3.e1.
On doit donc avoir
b2.U ′ − 4b.U = σ.S3.b
3 − ρ.S1.b
3.
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Apre`s simplification par b on obtient une e´quation qui n’a de solution U ∈ C[[b]]
que si le coefficient de b4 dans σ.S3.b
2 − ρ.S1.b
2 est nul. Ceci impose la relation
σ.α = ρ.ε.
Comme α, ρ, ε sont non nuls, on a un choix (unique pour ρ ∈ C∗ donne´) qui est
non nul pour σ. On a alors une solution unique pour U modulo C .b4.
On en conclut que l’espace vectoriel des homomorphismes de rang ≤ 2 est de
dimension 2.
Pour achever la preuve du lemme, il suffit de montrer que sous nos hypothe`ses, il
n’existe pas d’homomorphisme de rang 3 de E dans E. Ceci revient a` montrer
qu’il n’existe pas d’e´le´ment
z3 = b
λ4−λ3.e3 + V.e2 +W.e1
avec V,W ∈ C[[b]], ve´rifiant
(a− λ4.b).z3 = S3.x2 avec (a− λ2.b).S
−1
2 .(a− λ3.b).x2 = 0, x2 ∈ F2 \ F1.
Posons x2 := τ.b
λ3−λ2 .e2 + Z.e1 avec τ 6= 0 et Z ∈ C[[b]]. Alors on a
(a− λ3.b).x2 = τ.b
λ3−λ2 .S1.e1 + b
2.Z ′.e1 − (λ3 − λ1).Z.b.e1 = η.S2.b
λ2−λ1 .e1.
On a donc
b.Z ′ − 3Z = η.S2 − τ.S1.b.
Cette e´quation n’aura de solution Z ∈ C[[b]] que si le coefficient de b3 dans
le membre de droite est nul. Ceci impose la condition η.γ = τ.ε. On aura alors
−3Z(0) = η pour chaque solution Z, puisqu’elle est unique modulo C .b3.
Calculons
(a− λ4.b).z3 = b
p3−1.S2.e2 + b
2.V ′.e2 + (λ2 − λ4).V.b.e2+
+ V.S1.e1 + b
2.W ′.e1 + (λ1 − λ4).W.b.e1 = S3.x2
ce qui donne les e´quations
b.V ′ − 3V = τ.S3.b− S2
b2.W ′ − 4b.W = S3.Z − V.S1
La premie`re e´quation n’a de solution que si τ.α = γ et on aura alors −3V (0) = −1.
La seconde ne peut avoir de solution que si Z(0) = V (0) puisque le membre de
gauche est dans b.C[[b]]. Ceci impose η = −1 et donc γ + τ.ε = 0. On doit donc
avoir τ = γ/α = −γ/ε ce qui est impossible pour α + ε 6= 0, puisque α.γ.ε 6= 0.

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Remarque. On constate que pour α+ ε = 0, on trouve une solution W ∈ C[[b]]
car le coefficient de b5 dans S3.Z − V.S1 peut eˆtre supprime´ puisque Z est
de´fini modulo b3 et que α, le coefficient de b2 dans S3, est non nul. Donc pour
α + ε = 0 le the`me E est stable. 
Il est facile de de´duire de ce qui pre´ce`de que la classe d’isomorphisme de E est
inde´pendant de θ ∈ C pour α + ε 6= 011. On a donc une situation analogue
a` celle de´crite au paragraphe 4.4, c’est-a`-dire que l’on peut construire une famille
universelle pour les the`mes de rang 4 d’invariants fondamentaux p1 = p3 = 2, p2 = 3
tels que α + ε 6= 0, parame´tre´e par {(α, γ, ε), (β, δ) ∈ (C∗)3 × C2, α + ε 6= 0}.
Une preuve analogue permet de montrer que pre`s des the`mes (stables, non spe´ciaux)
ve´rifiant α+ ε = 0, il n’existe pas de famille universelle.
5.3 Existence d’applications k-the´matiques.
D’abord un lemme de ge´ome´trie alge´brique sur l’alge`bre Z := C[[b]].
Lemme 5.3.1 Soit E un (a,b)-module re´gulier de rang k. Fixons une C[[b]]−base
e1, . . . , ek de E et conside´rons E comme l’espace affine Z
k sur la C−alge`bre
Z := C[[b]]. Pour chaque entier p le sous-ensemble Xp ⊂ E = Z
k de´fini par
Xp := {x ∈ E / rg(A˜.x) ≤ p}
est un sous-ensemble alge´brique de E = Zk, c’est-a`-dire qu’il existe un ensemble
fini de polynoˆmes P1, . . . , PN dans Z[x1, . . . , xk] tel que l’on ait
Xp = {x ∈ Z
k / Pj(x) = 0 ∀j ∈ [1, N ]}.
Preuve. Comme E est re´gulier de rang k, pour chaque x ∈ E, le sous-(a,b)-
module A˜.x est monoge`ne re´gulier de rang ≤ k. Il est donc engendre´ sur C[[b]]
par {x, a.x, . . . , ak−1.x}. Pour e´crire que le rang de A˜.x est ≤ p, il suffit d’e´crire
que tous les mineurs (q, q) de la matrice de ces k vecteurs dans la base e1, . . . , ek
sont nuls pour p+ 1 ≤ k, ce qui fournit les polynoˆmes P1, . . . , PN de l’e´nonce´. 
Et une conse´quence imme´diate :
Corollaire 5.3.2 Soit X un espace complexe re´duit et soit E un (a,b)-module
re´gulier de rang k. Soit f : X → E une application holomorphe12. On a une
stratification finie
X0 ⊂ X1 ⊂ · · · ⊂ Xk = X
par des sous-ensembles analytiques ferme´s telle que, pour chaque q ∈ [1, k] le sous-
ensemble Xq \ Xq−1 soit exactement l’ensemble des x ∈ X tels que le rang de
A˜.f(x) soit e´gal a` q.
11Noter que comme P1.F3 ∩ F1 ⊂ b3.F1 seul θ peut changer. Et on voit qu’ il change
effectivement graˆce au lemme 3.3.4.
12 En fixant une base e1, . . . , ek c’est une section globale du faisceau OX [[b]]k.
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Remarque. Le quotient de deux fonctions holomorphes f : D → C[[b]] et
g : D → C[[b]] avec g(0) 6= 0 peut eˆtre bien de´fini pour chaque valeur de z ∈ D,
sans pour autant que f/g soit holomorphe sur D. Par exemple z → z+b
2
z+b
est bien
de´fini pour chaque valeur de z ∈ D, mais elle n’est cependant pas holomorphe. En
effet une relation
z + b2 = (z + b).(
∞∑
j=0
aj(z).b
j)
conduit imme´diatement a` a0 ≡ 1 et a1 =
−1
z
! 
Lemme 5.3.3 Soient f, g : X → C[[b]] deux applications holomorphes d’un espace
complexe re´duit X a` valeurs dans C[[b]]. Supposons X irre´ductible et g 6≡ 0.
Supposons que pour chaque x ∈ X le quotient f(x)/g(x) soit dans C[[b]]. Alors
il existe un ouvert de Zariski dense X ′ de X sur lequel l’application
x→ f(x)/g(x) ∈ C[[b]] est holomorphe.
Preuve. On peut supposer que f 6≡ 0 sur X . Il existe alors deux ouverts de
Zariski denses X1 et X2 tels que sur X1 (resp. sur X2) la valuation en b de
f(x) (resp. de g(x)) soit constante e´gale a` k (resp. a` l). La condition impose´e
montre que l’on a k ≥ l, et sur X1 ∩X2 on peut e´crire
f(x) = bk.F (x) g(x) = bl.G(x)
ou` F,G sont des fonctions holomorphes a` valeurs inversibles dans C[[b]]. Il ne
reste plus qu’a` se convaincre que la fonction x 7→ bk−l.F (x)/G(x) est holomorphe
sur X1 ∩X2, ce qui est e´le´mentaire. 
Corollaire 5.3.4 Soit f : X → E une application holomorphe d’un espace com-
plexe re´duit et irre´ductible dans un (a,b)-module re´gulier. Il existe un ouvert dense
X ′ de X sur lequel la restriction de f de´finit une application k−the´matique via
x 7→ A˜.f(x), ou` k ≤ rg(E).
Preuve. Le point est que l’on trouve un ouvert de Zariski X ′ sur lequel le rang
du (a,b)-module monoge`ne A˜.f(x) est constant graˆce au premier lemme. On re´soud
ensuite le syste`me de Cramer avec parame`tre sur cet ouvert dense, mais on trouve,
pour les fonctions x 7→ Sj(x) ∈ C[[b]] donnant la relation
ak.f(x) =
k−1∑
j=0
Sj(x).a
j .f(x)
des fonctions me´romorphes. Le second lemme donne alors un ouvert de Zariski X ′′
de X ′ sur lequel ces fonctions sont holomorphes. 
Remarque. Dans le corollaire ci-dessus on prendra garde que l’ouvert dense trouve´
est un ouvert de Zariski d’un ouvert de Zariski de X , qui n’est pas, en ge´ne´ral, un
ouvert de Zariski de X . 
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