In the paper, the control problem with limitations on the magnitude and rate of the control action in aircraft control systems, is studied. Existence of hidden limit cycle oscillations in the case of actuator position and rate limitations is demonstrated by the examples of piloted aircraft pilot involved oscillations (PIO) phenomenon and the airfoil flutter suppression system.
I. INTRODUCTION
In the paper, the control problem with limitations on the magnitude and rate of the control action in aircraft control systems, is studied. This problem has long attracted the attention of scientists and developers of flight control systems, is still a challenging one, without losing its relevance at the present time.
It is shown in the literature that in the motion of an aerodynamically stable aircraft a stable limit cycle with a small amplitude and an unstable one with a large amplitude can coexist. If the aircraft is aerodynamically unstable, then one of the two stable limit cycles with a small amplitude can be realized. In addition, there is also an unstable limit cycle, the presence of which makes it necessary to study the stability of an aircraft with an automatic control system "in large", i.e. when large perturbations (including those from the side of a pilot) are applied to the aircraft, they can lead him beyond the amplitude of the unstable limit cycle.
An influence of non-linearities like a "saturation" in a pilotaircraft loop is commonly treated as a possible origin of the so-called Pilot Involved Oscillation (PIO), which leads to serious degrade of the piloted aircraft performance, up to the stability loss and the aircraft destruction, cf. [1, 2] . This phenomenon is characterized by rapidly developing oscillations with increasing amplitude at angular velocities, overloads and angular movements of the manned vehicle. The main nonlinear factor leading to this phenomenon is, as a rule, the limitation of the speed of deviation of the aircraft control elements (aerodynamic control surfaces of the aircraft), which can lead to a delay in the response of the aircraft to the pilot's commands. The study of transient regimes with such a motion leads to the need to develop a mathematical theory of global analysis of control systems of aircraft.
As the results obtained, for studying the processes that can arise in nonlinear control systems of aircraft (including nonlinear oscillations), simple computer modeling is an unreliable tool that can lead to wrong conclusions.
The remainder part of the paper is organized as follows. The analytical-numerical method for hidden oscillations localization is briefly recalled in Sec. II. The adopted dynamic actuator model with saturations in the magnitude and rate is given in Sec. III. In Sec. III hidden oscillations in the pilotaircraft loop (related to the PIO phenomenon) are studied and localized by means of the iterative analytical-numerical method. Hidden oscillations in the unstable aircraft angle-ofattack control system with saturated actuator are demonstrated in Sec. IV. Section V is devoted to hidden oscillations in the pilot-aircraft loop. Hidden limit cycle oscillations in the airfoil flutter feedback suppression system are studied in Sec. VI. Concluding remarks and the future work intentions are given in Sec. VII. Some background information is given in Appendix VII.
II. ANALYTICAL AND NUMERICAL ANALYSIS OF OSCILLATIONS IN NONLINEAR CONTROL SYSTEMS
Further we consider a nonlinear control system with one scalar non-linearity in the Lur'e forṁ
where P is a constant (n × n)-matrix, q, r are constant ndimensional vectors, T denotes transpose operation, ψ(σ ) is a continuous piecewise-differentiable scalar function, ψ(0) = 0.
One of the main tasks of the investigation of nonlinear dynamical models (1) is the study of established (limiting) behavior of the system after the transient processes are over, i.e., the problem of localization and analysis of attractors (limited sets of system's states, which are reached by the system from close initial data after transient processes). For numerical localization of an attractor one needs to choose an initial point in the basin of attraction and observe how the trajectory, starting from this initial point, after a transient process visualizes the attractor. Thus, from a computational point of view, it is natural to consider the following classification of attractors being either self-excited either hidden based on the simplicity of finding the basins of attraction in the phase space [3] [4] [5] [6] : self-excited attractor has the basins of attraction touching an unstable stationary point, thus, can be revealed numerically by the integration of trajectories 1 , started in small neighborhoods of the unstable equilibrium, while hidden attractor has the basin of attraction, which does not touch equilibria, and is hidden somewhere in the phase space [3] [4] [5] [6] . For example, hidden attractors in systems (1) correspond to the case of multistability when the stationary point is stable and coexist with a stable periodic orbit, or there are several coexisting periodic orbits. The classification of attractors as being hidden or selfexcited was introduced by in connection with the discovery of the first hidden Chua attractor [7] [8] [9] [10] [11] [12] [13] and has captured much attention (see, e.g. The describing function method (DFM) is a widely used engineering method for the search of oscillations which are close to the harmonic periodic oscillations. This method is not strictly mathematically justified and is one of the approximate methods of analysis of oscillations (see, e.g. [44] [45] [46] [47] ).
Let us recall a classical way of applying the DFM. Introduce a transfer function W (s) = r T P − sI −1 q, where s is a complex variable, I is a unit matrix. In order to find a periodic oscillation, a certain coefficient of harmonic linearization k is introduced in such a way that the matrix P 0 = P + kqr T has a pair of pure-imaginary eigenvalues ±iω 0 (ω 0 > 0). The numbers ω 0 > 0 and k are defined by
If such ω 0 and k exist, then system (1) has a periodic solution x(t) for which σ (t) = r T x(t) ≈ a 0 cos ω 0 t. Consider ϕ(σ ) = ψ(σ ) − kσ , then, following the DFM, the amplitude a 0 of oscillation can be obtained from the equation
where Φ(a) is called a describing function. Assume that r = (1, r 2 .., r n ), then one can use the following initial data
for numerical localization of an attractor. However it is known that classical DMF can suggest the existence of non-existing periodic oscillation (see, e.g. [48, 49] ) and initial data (4) does not necessarily lead to the localization of an attractor.
To get initial data in the basin of attraction of an attractor, we can use the following modification of the DFM [3] . Let us change ϕ(σ ) by εϕ(σ ), where ε is a small parameter, and consider the existence of a periodic solution for systeṁ
Consider a linear non-singular transformation 2 x = Sy, such that system (5) is transformed to the forṁ 
then system (5) has a stable periodic solution with initial data
Remark that there are known examples where DFM cannot reveal the existing oscillation (see, e.g. [3, 9, 50] ). For example, well-known Aizerman's and Kalman's conjectures on the absolute stability of nonlinear control systems are valid from the standpoint of DFM, while there are known various counterexamples of nonlinear systems where the only equilibrium, which is stable, coexists with a hidden periodic oscillation (see, e.g. [3, 9, [51] [52] [53] [54] [55] [56] ; the corresponding discrete examples are considered in [57, 58] ). In this case the DFM can be justified and analog of Theorem 1 can be obtained for a special class of nonlinearities only [3] . For example [3, 52, 59] , system with transfer function
has infinite sector of linear stability, but, e.g., for nonlinearity ψ(σ ) = sign(σ ) a hidden attractor can be found numerically.
B. Localization of hidden oscillations by the continuation method and describing function methods
Consider an analytical-numerical procedure for the hidden attractors localization based on the continuation method and DFM. For that we construct a finite sequence of functions
such that system (1) with initial function ϕ 1 (σ ) has a nontrivial attractor A 1 , which either is self-excited and can be visualized by the initial data from small vicinity of one of the equilibria either can be visualized by the initial data (8) . On each next step of the procedure (i.e. for j 2), the initial point for a trajectory to be integrated is chosen as the last point of the trajectory integrated on the previous step. Following this procedure and sequentially increasing j, two alternatives are possible: the points of A j are in the basin of attraction of attractor A j+1 , or while passing from system (1) with the function ϕ j (σ ) to system (1) with the function ϕ j+1 (σ ), a loss of stability bifurcation is observed and attractor A j vanishes. If, while changing j from 1 to m, there is no loss of stability bifurcation of the considered attractors, then an attractor for the original system with ϕ(σ ) (at the end of the procedure) is localized.
III. MODELING DYNAMICAL ACTUATOR WITH SATURATIONS
In the linear settings, an aircraft actuator is usually modeled by the second-order differential equation as
or, in the Laplace transform representation, as
where u denotes the commanded controlling surface (elevator) deflection, δ stands for the actual deflection, ω act ξ act are the actuator natural frequency and damping ratio, respectively, s ∈ C denotes the Laplace transform variable.
In the present study, more realistic actuator model involving both magnitude and rate limitations is considered instead of the linear one (9) . Following [60, 61] , let us replace (9) by the nonlinear model shown in Fig. 1 . This nonlinear model involves two limited integrators which are dynamic nonlinearities. Integrator 1 is associated to the rate limitationδ , while Integrator 2 corresponds to the magnitude limitationδ .
The limited nonlinear dynamic integrator with input x(t), output y(t) and the saturation levelȳ (i.e. |y| ȳ for all t; we assume that the limitations are symmetrical) is described by the following model:
where ∩ denotes the logical "AND" operation.
In the Lur'e form, nonlinear integrator (11) may be approximately described by the following model [60, 61] :
where gain λ > 0 is sufficiently large. More precisely, as follows from [Lemma 5.1] [61] for any continuous input signal x(t) with bounded derivatives, the approximation error tends to zero when the tuning parameter λ increases. Based on the saturated integrator description given by (12), the actuator model pictured in Fig. 1 is represented by the following equations:
IV. UNSTABLE AIRCRAFT ANGLE-OF-ATTACK CONTROL SYSTEM WITH SATURATED ACTUATOR
Consider the following linearized model of short-term dynamics of an unstable aircraft in the vertical plane as in [61] :
where al, q and δ e denote the angle-of-attack, the pitch-rate and the elevator deflection, respectively; Y α , Y δ , M α , M q , M δ are the aircraft model parameters which are assumed to be constant during the considered time slot. Let the following proportional feedback law be realized by means of the aircraft longitudinal stability augmentor:
where K α , K cw are stability augmentor gains, X cw is the control wheel deflection, produced by a pilot. In the sequel, model (14) parameters are taken as follows (see [61] ):
Note that M α > 0 and, therefore, the considered aircraft model is weathercock unstable with respect to the angle of attack. Parameter K α of stability augmentor (15) is taken as K α = 0.35. In the present example, the actuator dynamics are described by (13) taking into account limiting the maximum speed of moving the aircraft controlling surface. Such a limitation may appear due to the saturation of the of hydraulic fluid supply to the cylinder when the supplying channels are fully opened. The actuator position limitation is assumed to be sufficiently large, therefore it is neglected. To simplify the exposition, without loss of generality, gain K cw in (15) is taken equal to one. The actuator model parameters (in SI units) are taken as ω act = 20, ξ act = 0.6,δ = 10/57.3.
A. Localization of hidden oscillations
Let us apply to the considered system the method of hidden oscillations localization, described in Sec. II, cf. [8, 10, [62] [63] [64] [65] . To this end represent the system model (13), (14) , (15) (assuming u p (t) ≡ 0) to the state-space form (1), considering ψ(σ ) as an input of the linear part of the system, and σ as its output. Introduce the state-space vector x as x = (σ , δ e , α, q)
T ∈ R 4 , n = 4. This leads to the following matrices in (1):
The block diagram of the linear part of the system is demonstrated in Fig. 2 (on this diagram, the Simulink State-Space block represents model (14)). For the given above parameter values (
Application the iterative procedure of Sec. II shows existence in the system the limit cycle oscillation with the initial point x(0) = σ (0) δ e (0) α(0) q(0) T = −0.1745201 0.009257612 0.5652268 0.9543608 T . Projection of the limit cycle to the subspace (α, q, δ ) is depicted in Fig. 3 . Time histories of variables α, q, δ for given x(0) are plotted in Figs. 4, 5. Figure 4 represents the case when no rate limitations are taken into account (i.e. the case of a linear actuator model (9)), while Fig. 5 refers to the case of nonlinear actuator model (13) and reflects an influence of the rate limitations to the overall system behavior.
V. AIRCRAFT-PILOT LOOP
The problem of control with limitations on the magnitude, rate, and energy of the control action due to its relevance for practice has attracted the attention of scientists and developers of automatic control systems for aircrafts for a long time, see [66] [67] [68] [69] [70] [71] and the references therein.
Influence of non-linearities like the "saturation" can also cause the so-called Pilot Involved Oscillations (PIOs), which violate the aircraft piloting, cf. [66] [67] [68] [69] [72] [73] [74] [75] [76] [77] [78] . This phenomenon is characterized by rapidly developing fluctuations with increasing amplitude of angular velocities, accelerations, and angular movements of manned aircraft. Despite the nature of PIO is not completely clear, it is generally recognized that the main factor leading to PIO is limitations of the rate of deviation of the aircraft control inputs (such as the controlling aerodynamic surfaces). This restriction may result in a delay in the response of the aircraft to the pilot commands.
As noted in [69, 79] , PIOs usually arise in situations where the pilot is trying to maneuver by aircraft with a high precision. The study of transient regimes with this motion leads to the need of development a mathematical theory of global analysis of flight control systems.
Below the hidden PIO-like oscillations in aircraft-pilot contour are studied based by the example of piloted research aircraft X-15. The transfer function of X-15 research aircraft longitudinal dynamics from the elevator deflection δ e to pitch angle θ is taken as follows [66, [80] [81] [82] [83] :
, where δ e (t) denotes the elevator deflection with respect to the trimmed value, θ (t) stands for the pitch angle (all variables are given in the SI units), s ∈ C.
The pilot is usually modeled as a serial element in the closed-loop system. Having enough flight skills, the pilot develops a stable relationship between his control action and a specific set of flight sensor signals [84] . Based on [84] [85] [86] the following pilot model in the form of a lead-lag-delay unit is taken in the present study:
where ∆θ is the displayed error between desired pitch angle θ T and actual one θ ; u(t) denotes the pilot's control action, applied to the elevator servo; K p is the pilot static gain; T L is the lead time constant; T I stands for the lag time constant; τ e denotes the effective time delay, including transport delays and high frequency neuromuscular lags. Since the present paper is focused to studying autonomous systems behavior, it is assumed in the sequel that θ T ≡ 0 and, therefore, ∆θ = −θ . To apply the method of [10, 62, 64, 87] , the time-delay transfer function exp −τ e s in pilot model (18) 
Finally, the transfer function of the open-loop aircraft-pilot system from elevator deflection δ e to the pilot's control action u has the following form:
In the present study the pilot model parameters are taken as: 
The actuator is modeled as a second-order dynamical unit with a rate limitation (13) . The actuator model parameters are taken as ω act = 50 rad/s, ξ act = 0.6,δ act = 15/57.3 rad/s, λ = 100 s −1 . Block-diagram of the closed-loop aircraft-pilot system (13), (21) with saturated actuator model is pictured in Fig. 6 .
A. Localization of hidden oscillations
Let us apply the procedure of hidden oscillations localization to piloted aircraft control system (13), (21) . To this end consider the linear subsystem with input ψ and output σ (see. Fig. 6 ) and, following Sec. II, represent it in the state-space form (1) . In the considered case, n = 8 and in a certain basis Figure 6 . Block-diagram of the closed-loop aircraft-pilot system (13) , (21) with rate saturation. of state space variables, for given above numerical values of the model parameters, one obtains the following matrices in (1): T which belongs to the limit cycle has been found after ten iterations. The simulation results in the form of phase trajectory projections to subspace (θ , q) for various initial conditions are plotted in Fig. 8 . Thick solid line on the plot corresponds to the limit cycle oscillation. It is seen that the limit cycle is asymptotically orbitally stable, attracting the neighboring trajectories. The zero equilibrium is asymptotically stable (thin solid line in Fig. 8 ). The simulations demonstrate that the unstable limit cycle for "intermediate" initial conditions, separating attractivity to the stable limit cycle oscillations and the equilibrium state may also exist.
VI. AIRFOIL FLUTTER SUPPRESSION A. Aeroelastic model of an airfoil section
An aeroelastic system describes wing dynamics in the presence of a flow field. Interacting forces between the structure, the moment of inertia and air flow destabilize aircraft by producing flutter and limit cycle oscillation [89] [90] [91] . In the presence of a flow field, the wing at a flight speed U oscillates along the plunge displacement direction and rotates at the pitch angle about the elastic axis. Because flutter can eventually damage a wing structure, flutter must be shed during a flight.
Let us use the following steady-state model of the airfoil section flutter dynamics [92, 93] :
where h denote the plunge displacement; α stands for the pitch angle; γ and β are angles of the leading and trailing edges, respectively. The wing structure includes a linear spring oriented along the plunge displacement direction, a rotational spring along the pitch angle, and corresponding dampers. m t denotes is the total weight of the main wing and supporter, m w is the weight of the main wing, x α is the dimensionless distance between the center of mass and the elastic axis, I α is the moment of inertia, b is the midchord, c α and c h are the damping coefficients of the pitch angle and the plunge displacement respectively, k h and k α (α) are the spring stiffness coefficients of the plunge displacement and the pitch angle respectively, and k α (α) is a nonlinear term. The nonlinearity αk α (α) of the spring, a hard spring in fact, which is actually a hard spring, is defined as The aerodynamics force L and torque M in the lowfrequency area and subsonic flight may be represented as follows [89, 90, 93] :
where ρ is air density, U is the flight speed, a is the dimensionless distance between the elastic axis and the mid-chord; s p is the windspan length, c l α , c m α are the lift coefficient and moment coefficient per unit angle of attack respectively; c l β , c m β are the lift coefficient and moment coefficient per unit angle respectively against the trailing edge, respectively; c l γ , c m γ are the lift coefficient and moment coefficient per unit angle, respectively, against the leading edge; c m α-eff , c m β -eff , c m γ-eff are the moment derivative coefficient per unit angle of attack, trailing edge and leading edge, respectively. According to [93] , they are defined as Figure 9 . The airfoil section with controlling surfaces (cf. [93] ).
Introducing notations c 1 = ρU 2 bs p , c 2 = ρU 2 b 2 s p , rewrite (26) , (27) in the form
Denote the state-space vector as x = αα hḣ
where
, c β 2 , c γ 2 are model parameters which are assumed to be constant on the considered time interval.
Let us linearize (30) in the vicinity of the origin and represent it in the vector-matrix form asẋ(t) = Ax(t) + bu(t), where A is (4 × 4) system matrix, b is (4 × 1) input matrix, u(t) ≡ β (t) denotes the control action (the controlling surface deflection). Let the airfoil model (30) parameters be taken as in [93] , see Appendix VII. Matrix A eigenvalues are as s = {3.05 ± 15i, −4.63 ± 13.5i} which shows that system (30) origin is unstable in the Lyapunov sense. Meanwhile, as shown in the series of papers, cf. [92] [93] [94] [95] [96] [97] [98] [99] [100] [101] [102] [103] [104] [105] [106] [107] [108] [109] [110] [111] , due to presence of the cubic nonlinearity in the system model, the system trajectories are bounded and the limit cycle oscillations (the airfoil flutter phenomenon) arise. An illustration of the limit cycle oscillations birth for small initial conditions is given by Fig. 10 , where projection of the free mo-tion phase trajectory to subspace (α,α, h) for α(0) = 0.1 deg, α(0) = h(0) =ḣ(0) = 0 is plotted. 
B. Airfoil flutter suppression system
Consider the problem of flutter suppression by controlling the airfoil trailing edge β (i.e. assume hereafter that γ ≡ 0).
There is a plenty of papers devoted to airfoil flutter active suppression systems, see [93, 101, [104] [105] [106] [110] [111] [112] [113] [114] for mentioning a few. To simplify the exposition by avoiding unnecessary difficulties in control law synthesis, in the present study the widespread LQR-control design technique is employed.
Consider the static state feedback control law u = −K fb x ∈ R 4 , where state-space vector x, as in (30) , is a measured plant state, K fb is (1 × 4) matrix (row vector) of the controller parameters. Introduce the linear-quadratic performance index J = ∞ 0 x T Qx + u T Ru dt with a given positively defined (4 × 4) matrix Q = Q T > 0 and a non-negative scalar R 0. Employing the standard MATLAB routine lqr one obtains the state feedback vector K fb , minimizing performance index Q.
Let us pick up Q = diag{1, 0.01, 1, 2 · 10 −3 }, R = 0.5. MATLAB linear-quadratic optimization routine lqr leads then to the following state feedback vector K fb = −0.93 −0.17 −7.22 0.062 ]. This gives the closed-loop linearized system matrix A fb = A − bK bf with the eigenvalues s fb = {−17.6 ± 9.0i, −1.53 ± 13.6i}, ensuring asymptotic convergent system behavior in the close vicinity of the origin. Time histories of α(t), h(t) for controlled motion for the case of the "ideal" static state feedback controller at the initial point α(0) = 0.1 deg,α(0) = h(0) =ḣ(0) = 0 are depicted in Fig. 11 . The case of dynamical actuator with the magnitude and rate limitations is considered below.
Since we focus our attention to existence of hidden oscillation rather than to controller design problems, for simplicity, in the above control law synthesis, the actuator dynamics have been omitted and the assumption that β (t) ≡ u(t) was adopted. Let us check the control system performance taking into account the actuator model. To this end a second-order actuator model with the output magnitude and rate saturations (12), described in Sec. III is used where δ ,δ ,δδ are substituted by β ,β ,ββ respectively. In the present study is taken thatβ = 0.0873 rad = 5 deg,β = 8.73 rad/s = 500 grad/s. ξ act = 0.6, ω act = 50 rad/s. Gain λ in (12) is set to 100. Time histories of α(t)/ max t |α| (upper plot),
C. Localization of hidden oscillation
The numerical evaluation shows that in the linear approximation, the actuator dynamics do not effect significantly the closed-loop system performance, as is seen from the plots of in the linear consideration of actuator dynamics (when the saturations are not active), the unmodelled actuator dynamics (9) do not lead to significant degradation of the overall system performance. The case of α(0) ≈ 4 deg may be treated as a "boundary" one, when the nonlinearities become active. If the initial conditions are sufficiently large, the feedback controller looses its stabilizing properties and the limit cycle oscillation appears. This oscillation can not be found by linearization of the system model in the vicinity of the origin and, therefore, may be referred to as a "hidden" one. This phenomenon is illustrated by Fig. 13 , where the system trajectories in the subspace (t, α,α) for α(0) = 7 deg and α(0) = 8 deg are plotted. In the first case they tend to the origin, in the second one the limit circle oscillation occurs. By applying the hidden oscillations localization procedure of Sec. II, the initial point of limit cycle oscillation is found as α(0) = −0.109 rad, α(0) = −3.55 rad/s, h(0) = −9.33·10 −4 m,ḣ(0) = 0.031 m/s, β (0) = −0.0873 rad,β (0) = −8.723 rad/s. The projection of the limit cycle phase plot to the subspace (α,α, h) is plotted in Fig. 14. 
VII. CONCLUSIONS
In the paper, the control problem with limitations on the magnitude and rate of the control action in aircraft control systems, is studied. Existence of hidden limit cycle oscillations in the case of actuator position and rate limitations is demonstrated by the examples of piloted aircraft PIO phenomenon and the airfoil flutter suppression system. Hidden oscillations in the pilot-aircraft loop are studied and localized by means of the iterative analytical-numerical method.
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APPENDIX. AEROELASTIC MODEL PARAMETERS
The aeroelastic model (27) , (28) parameters are taken as in [93] , see Tab. I. Calculations according to (28) , (31) lead to model (30) parameter values, given in Tab. II.
