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The tremendous challenge of comparing our theoretical models with the gravitational-wave obser-
vations in the new era of multimessenger astronomy requires accurate and fast numerical simulations
of complicated physical systems described by the Einstein and the matter equations. These require-
ments can only be satisfied if the simulations can be parallelized efficiently on a large number
of processors and advanced computational strategies are adopted. To achieve this goal we have
developed Simflowny, an open platform for scientific dynamical models which automatically gener-
ates parallel code for different simulation frameworks, allowing the use of HPC infrastructures to
non-specialist scientists. One of these frameworks is SAMRAI, a mature patch-based structured
adaptive mesh refinement infrastructure, capable of reaching exascale in some specific problems.
Here we present the numerical techniques that we have implemented on this framework by using
Simflowny in order to perform fast, efficient, accurate and highly-scalable simulations. These tech-
niques involve high-order schemes for smooth and non-smooth solutions, Adaptive Mesh Refinement
with arbitrary resolution ratios and an optimal strategy for the sub-cycling in time. We validate
the automatically generated codes for the SAMRAI infrastructure with some simple test examples
(i.e., wave equation and Newtonian MHD) and finally with the Einstein equations.
I. INTRODUCTION
The recent direct detections of gravitational waves
(GWs), consistent with the emission by binary black-hole
mergers [1–5], have been without doubt one of the great-
est scientific achievements of the decade. The most recent
observation, GW170817 [6], has been associated with a
binary neutron star merger, thanks to a concurrent short
Gamma-Ray Burst [7] and a plethora of afterglow elec-
tromagnetic signals from the same source [8]. This event
represents the beginning of the multimessenger astron-
omy era, where gravitational and electromagnetic waves
emitted by the same source can be correlated to extract
additional information about the astrophysical systems
and their underlying physics.
The potential extraction of further information from
these observations relies on our ability to realistically
model the astrophysical sources producing the gravita-
tional waves. In this context, one of the most interesting
and challenging scenarios is the merger of two compact
objects. The gravitational and the electromagnetic out-
come produced during a binary coalescence can only be
accurately calculated by performing extremely demand-
ing numerical simulations. Therefore, there is a need for
flexible (to include additional micro-physical processes),
efficient (so that the expensive simulations can be run
on nowadays’ hardware) and scalable (such that the jobs
can be parallelized to many processors, allowing for faster
and/or more accurate simulations) codes to study numer-
ically the emission of EM and GWs and contrast them
with the observations.
This race to High-Performance Computing (HPC) is
also present in other areas of Physics, where the com-
mon current goal is to reach exascale computing (i.e.,
numerical codes that can scale up to 106 processors). Ex-
ascale computing would allow us, combined with modern
and near-future supercomputers, to provide simulations
of unprecedented size and resolution. Notice however
that it is not enough to have a highly-scalable code, but
it also must be fast and accurate in order to run efficiently
in current clusters. The combination of these three fea-
tures (speed, accuracy and scalability), the ability to
switch physical models (flexibility), and the capacity to
run in different infrastructures (portability) is the goal of
the simulation platform Simflowny [9–11]. Simflowny has
been developed by the IAC3 group since 2008 to automat-
ically generate complicated code and facilitate the use of
HPC infrastructures to non-specialist scientists. Notice
that while writing a code that scales up to a few hundred
processors is within reach of many research groups, exas-
cale is in a different league altogether. Only a few centers
have the computer science experts and the capacity of de-
veloping exascale platforms. Therefore the best strategy
for most science-focused groups is to leverage existing ex-
ascale projects by building specific code onto them. As
we mentioned before, such code must be fast and accu-
rate as well, and this may require profound knowledge on
advanced numerical strategies to preserve the efficiency
and the scalability of the selected exascale platform. This
is why automatic code generation for these platforms is a
sensible option. Furthermore, automatic code generation
allows scientists to explore different numerical techniques
and physical models in a fast and easy way, which is es-
pecially appreciated in nascent fields where models are
still subject to intense toying and scrutiny.
With these requirements in mind, Simflowny was de-
veloped as an open platform for scientific dynamical mod-
els, composed by a Domain Specific Language (DSL),
based on MathML and SimML, and a web-based integrated
development environment, which automatically gener-
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2ates efficient parallel code for simulation frameworks.
Simflowny has a simple yet ambitious goal of a complete
splitting of: (i) the physical problem (i.e., the system of
equations together with the initial data and the boundary
conditions), (ii) the numerical methods necessary for a
simulation (i.e., the discretization schemes), and (iii) the
automatic generation of the simulating code, where the
parallelization features of the chosen infrastructure will
be optimally leveraged. This splitting allows different
types of developer profiles (physicists, computer science
experts) to focus each one in their own area of exper-
tise. In this context, Simflowny aims at maximizing such
separation of concerns, including the additional separa-
tion of the physical laws (models) from the many spe-
cific problems that may use them (which include initial
and boundary conditions). Other computational infras-
tructures also exist which allow for different degrees of
flexibility, scalability and portability such as OpenMod-
elica [12], OpenFOAM [13], Fluidity [14] and Fenics [15]
which can be combined with Firedrake [16] to provide
a more complete separation of concerns. Many of them
are devoted to the fluid mechanics domain. To the best
of the authors’ knowledge, the only platform available
for the numerical relativity community is Chemora [17],
a partial differential equations (PDE) solving framework
based on Cactus [18]. In this regard, Simflowny aims at
eventually being able to handle not one type of evolution
system (such as PDEs), but any evolution system. Cur-
rently Simflowny can generate code for the SAMRAI in-
frastructure [19–21], a patch-based Structured Adaptive
Mesh Refinement Application Infrastructure developed
over more than 15 years by the Center for Applied Sci-
entific Computing at the Lawrence Livermore National
Laboratory. The latest upgrades on the Adaptive Mesh
Refinement (AMR) algorithms allow to improve the per-
formance and reach a good scaling on up to 1.5 Million
cores and 2 Million MPI tasks [20], at least for some spe-
cific problems.
The automatic generation of the parallelized code is
obtained by writing the systems of equations and the nu-
merical schemes in the Simflowny graphical user interface
in DSL, which is then translated into the numerical lan-
guage suitable for a specific infrastructure like SAMRAI.
Here we describe in detail the advanced numerical tech-
niques that we have implemented in Simflowny in order
to deal with hyperbolic-parabolic systems of equations,
which are provide as templates including:
• Discretization schemes, based on the Method of
Lines (MoL) which allow us to prescribe sepa-
rately the discrete representation of space and time
derivative operators. High-order schemes are fa-
vored, since they are more accurate and efficient at
the affordable cost of limiting partially the scala-
bility.
• AMR algorithm, allowing for arbitrary ratios be-
tween consecutive resolutions which enhances the
scalability of the code by reducing intermediate re-
finement levels. This implies some modifications
on the AMR schemes, with particular emphasis on
the space interpolation and the sub-cycling in time
strategies.
Each generated code is the numerical discretization of
a problem embedded in the infrastructure. Obviously,
the performance of the resulting code will depend on the
specific problem, the numerical implementation and the
choice of the underlying infrastructure. Therefore, the
numerical techniques above-mentioned are extremely im-
portant as it will impact on the efficiency, accuracy and
scalability of the final code.
The implementation of these numerical algorithms are
validated by generating codes corresponding to different
physical models, allowing us to analyze their computa-
tional performance under several conditions. First we
consider the scalar wave equation, that allows to compare
our numerical solutions with simple analytical ones. The
evaluation of the convergence of the discrete smooth solu-
tions will be use for validating the numerical schemes and
test different AMR algorithms. Secondly, we consider dif-
ferent Newtonian Magneto-HydroDynamic (MHD) prob-
lems, which will allow us to test the spatial discretization
for non-smooth solutions as well as the AMR strategies
in the presence of discontinuities and shocks. Finally,
we implement the Einstein equations following the CCZ4
formulation. Several scenarios involving black holes are
considered to validate the code and check its performance
in weak and strong scaling tests.
II. DISCRETIZATION SCHEMES
The non-linear nature of different systems of equa-
tions usually requires different discretization techniques
to ensure convergence and stability of the numerical so-
lution. For instance, the wave equation can be efficiently
solved by using centered finite difference discrete opera-
tors, which turn out to be unfit for solving strongly non-
linear systems like the hydrodynamics equations. Sim-
flowny, with flexibility in mind, allows for different dis-
cretization schemes, even within the same model. Here
we will briefly describe the Method of Lines, which allows
the combination of different spatial discretizations while
keeping the same time integrator. Some commonly-used
space and time discretization schemes, all of them avail-
able in Simflowny, will be discussed later.
A. The Method of Lines
Evolution equations systems of first-order in time can
be written generically as
∂tu = L(u) (1)
where u is the set of evolution fields and L(u) is an oper-
ator containing arbitrary spatial derivatives of the fields.
3This system of PDEs at the continuum can be trans-
formed into a semi-discrete problem by: (i) discretizing
the spatial coordinates, xi = i∆x in one dimension, such
that the solution is only defined in a grid of discrete
points, U = u(xi), and (ii) substituting L(u) with a
discrete operator L(U), where the spatial partial deriva-
tives are replaced by suitable discrete spatial derivative
operators. Therefore, at each point of the grid, the con-
tinuum PDE is converted into a semi-discrete ordinary
differential equation (ODE)
∂tU = L(U) +Qd(U) (2)
where Qd is an artificial dissipation operator included for
stability reasons to remove high frequency modes of the
solution which can not be accurately resolved in the grid.
The problem can be fully discrete by defining discrete
timesteps tn = n∆t, such that the fully discrete solution
at the current time can be represented as Un ≡ u(xi, tn).
Explicit schemes are those for which the future solution
can be written explicitly in terms of the current one,
namely
Un+1 = T [L(Un +Qd(U
n))] (3)
where T can be a complicated operator depending on
the time integrator chosen to solve the ODE. It has been
shown that the discrete system is stable1, consistent and
convergent to the continuum solution if a locally stable
time integrator, like Runge-Kutta (RK, see below) of at
least 3rd-order, is employed for the time evolution [22].
B. Space derivative discrete operators
As it was mentioned before, L(u) is an operator con-
taining arbitrary spatial derivatives of the fields. This
operator can be decomposed as
L(u) = −∂kFk(u) + S(u, ∂u, ∂∂u, ...) . (4)
where some of the terms, containing only first derivatives
of the fluxes Fk(u), are explicitly separated in order to
take advantage of the existence of weak solutions in bal-
ance law equations. Notice that the fluxes Fk might
be non-linear but depend only on the fields, while that
the generalized sources S might depend not only on the
fields but also on their spatial derivatives of arbitrary or-
der. This split allow us to define different discretization
operators to deal with the fluxes and with the sources. In
particular, finite difference schemes based on Taylor ex-
pansions, suitable for smooth solutions, will be applied
to the generalized sources terms. However, the possi-
ble appearance of shocks in balance laws will require
1 It is stable as long as the Courant-Friedrich-Levy condition ∆t ≤
∆x/ch is fulfilled in hyperbolic systems, being ch the absolute
value of the maximum eigenvalue
High-Resolution-Shock-Capturing (HRSC) methods to
discretize the fluxes[23]. We will therefore use a con-
servative scheme to discretize the fluxes and high-order
spatial difference operators for the generalized sources.
For instance, in two dimensions:
L(U) =− 1
∆x
(
F xi+1/2,j − F xi−1/2,j
)
(5)
− 1
∆y
(
F yi,j+1/2 − F yi,j−1/2
)
+ S(U,DU, ...)
Clearly, the crucial issue in the HRSC methods is how
to compute the fluxes at the interfaces located at xi±1/2
such that no spurious oscillations appears in the solu-
tions.
1. Finite difference operators for smooth solutions
Suitable high-order discrete derivative operators for
the generalized source terms S(U,DU, ...) can be found
by using a Taylor expansion of the smooth solution
around a specific position xi of the discrete grid. As
a default, we will consider standard 4th-order centered
finite difference such that DiU ≈ ∂iu +O(∆x5). In 2D,
the 1st-order derivative operators have the form
DxUi,j =
1
12∆x
(Ui−2,j − 8Ui−1,j + 8Ui+1,j − Ui+2,j)
DyUi,j =
1
12∆y
(Ui,j−2 − 8Ui,j−1 + 8Ui,j+1 − Ui,j+2)
In some scenarios, like black hole evolutions within the
Einstein equations that will be described later, it is ex-
tremely useful to use non-centered derivative operators
to treat the advection terms of the equations, generically
proportional to a vector βi (i.e., βi∂iu) Keeping the same
fourth-order accuracy, one-side derivative schemes can be
written as
βx∂xUi,j =
βx
12∆x

(
−Ui−3,j + 6Ui−2,j − 18Ui−1,j
+10Ui,j + 3Ui+1,j
)
, if βx < 0(
Ui+3,j − 6Ui+2,j + 18Ui+1,j
−10Ui,j − 3Ui−1,j
)
, if βx > 0
Second-order derivative operators can be constructed
by applying twice the 1st-order ones. This is a convenient
choice for the (commutative) cross-derivatives
DxyUi,j = DyxUi,j = Dy (DxUi,j) . (6)
However, the stencil of the 2nd-order derivative along a
single coordinate direction (i.e., xx) would be twice larger
than the one of the cross-derivatives. Therefore, with
4scalability in mind, it is preferable to change to a differ-
ent 4th-order operator which keeps the original stencil,
namely
DxxUi,j =
1
12∆x2
(− Ui−2,j + 16Ui−1,j − 30Ui,j
+ 16Ui+1,j − Ui+2,j
)
. (7)
Discrete numerical solutions might also contain un-
physical high-frequency modes with a wavelength smaller
than the grid size ∆x that can grow rapidly and spoil the
real physical solution. These modes can be suppressed by
including a small artificial Kreiss-Oliger (KO) dissipation
along each coordinate direction [24]. For instance, along
the x-direction, the KO dissipation operator suitable for
our 4th-order scheme can be written as
Qxd Ui,j =
σ
64∆x
(
Ui−3,j − 6Ui−2,j + 15Ui−1,j
−20Ui,j + 15Ui+1,j − 6Ui+2,j + Ui+3,j
)
.
where σ is a positive, adjustable parameter controlling
the amount of dissipation added.
2. Finite difference operators for non-smooth solutions
Equations which are intrinsically non-linear might de-
velop shocks even from smooth initial data. The finite
difference operators introduced previously rely on the
high differentiability of the solutions, and therefore are
not suited for these problems. HRSC methods are how-
ever designed to deal with possible shocks and discontinu-
ities appearing in the solutions. The key point in HRSC
methods is how to compute the fluxes at the interfaces
located at xi±1/2. This calculation consists on two steps:
FIG. 1. The computational uniform grid xi. The left (L)
and right (R) states reconstructed at the interfaces xi±1/2
are required to evolve the solution Ui.
• reconstruct the fields and fluxes, from the left (L)
and from the right (R), in the interfaces between
points. For instance, to evolve the field Ui we will
need to reconstruct the fields from left and right at
neighboring interfaces xi±1/2, that is, ULi±1/2 and
URi±1/2 (see Fig. 1).
• use a flux formula to compute the final flux at
the interface, Fi±1/2, that approximately solves the
Riemann problem. One popular choice is the HLL
flux formula [23, 25], which does not require the
characteristic decomposition of the system
F =
1
SR − SL
[
SRFL − SLFR (8)
SRSL(UR − UL)]
where FL = F (UL), FR = F (UR) and SL, SR are
the fastest speed traveling to the left and to the
right, respectively. They can be estimated as
SL = min((−)λL, (−)λR) , (9)
SR = max((+)λL, (+)λR) . (10)
A simplest and more robust choice assumes that
SL = −SR = S. Substituting this expression
into the HLL flux one can obtain the Local-Lax-
Friedrichs (LLF) flux
FLLF =
1
2
[
FL + FR − S(UR − UL)] (11)
that we will consider as the standard choice in our
implementations.
A important step on the discretization scheme is the
reconstruction of the fields from the grid points xi into
the interfaces located at xi±1/2. The reconstruction can
be performed to the evolved fields, to the fluxes or to a
combination of both. All these choices have advantages
and disadvantages. For the tests presented later we apply
the reconstruction to the evolved fields.
The reconstruction procedure can be performed at
different orders. We have implemented several of the
most commonly used reconstructions, like PPM [26] and
MP5 [27], and other implementations like the FDOC
families [28] which are almost as fast as centered Finite
Difference at the cost of some bounded oscillations near
the shock region. Here we present a short summary of
the Weighted-Essentially-Non-Oscillatory (WENO) re-
constructions [29, 30], which is our preferred choice for
their flexibility (i.e., they can achieve any order of ac-
curacy) and robustness. The detailed implementation of
the WENO flavors used here can be found in Appen-
dices A and B, while that details of the other methods
can be found in a recent review [31]. An upwind biased
(2k − 1)th-order approximations to the function u(x) at
the neighbor interfaces around the cell Ui, denoted by
RUi−1/2 and LUi+1/2, can be obtained in the following
way:
• Obtain the k reconstructed values LU (r)i+1/2 and
RU
(r)
i−1/2 of k
th-order accuracy,
LU
(r)
i+1/2 =
k−1∑
j=0
cr,jUi−r+j
RU
(r)
i−1/2 =
k−1∑
j=0
cr−1,jUi−r+j (12)
5with r = 0..k − 1. For instance, the coefficients
cr,j for the cases k = 2 and k = 3 can be found in
Table I.
TABLE I. Coefficients cr,j for k = 2 (left) and k = 3 (right).
r j=0 j=1
-1 3/2 -1/2
0 1/2 1/2
1 -1/2 3/2
r j=0 j=1 j=2
-1 11/6 -7/6 1/3
0 1/3 5/6 -1/6
1 -1/6 5/6 1/3
2 1/3 -7/6 11/6
• Find the smooth indicators Lβ(r)i+1/2 and Rβ(r)i+1/2,
that will depend on the order k
• Find the (2k − 1)th-order reconstruction
ULi+1/2 =
k−1∑
r=0
ω
(r)
i+1/2
LU
(r)
i+1/2
URi−1/2 =
k−1∑
r=0
ω˜
(r)
i−1/2
RU
(r)
i−1/2 (13)
with r = 0..k − 1. The weights, ω(r)i+1/2 for the left
and ω˜
(r)
i+1/2 for the right, can be constructed in the
following way:
ω
(r)
i+1/2 =
α
(r)
i+1/2∑k−1
s=0 α
(s)
i+1/2
, α
(r)
i+1/2 =
dr
(+ Lβ
(r)
i+1/2)
2
ω˜
(r)
i−1/2 =
α˜
(r)
i−1/2∑k−1
s=0 α˜
(s)
i−1/2
, α˜
(r)
i−1/2 =
d˜r
(+ Rβ
(r)
i−1/2)
2
where d˜r = dk−1−r and  is a very small number to
avoid division by zero. The coefficients dr for the
cases k = 2 and k = 3 are
k = 2 d0 = 2/3 , d1 = 1/3 (14)
k = 3 d0 = 3/10 , d1 = 6/10 , d2 = 1/10 .
C. Runge-Kutta time integrator
Locally stable time integrators ensure the stability and
convergence of the solution of the evolution system. RK
schemes of at least 3rd-order are locally stable and are
relatively easy to implement for solving the ODEs asso-
ciated to the semi-discrete system. A RK scheme with
s stages, applied to the system (2) without dissipation,
allows to express the solution at the next time-step Un+1
as a combination of several auxiliary intermediate steps
U (i) [32], namely
U (i) = Un +
i∑
j=1
bijkj , kj = ∆t L(U
(j))
Un+1 = Un +
s∑
i=1
ciki
The matrices B = (bij) have dimension s × s and lead
to a scheme of order p (i.e., the error is O(∆tp+1)). For
simplicity, explicit schemes (i.e., such that bij = 0 for
j ≥ i) are preferred over more complicated choices. A RK
scheme is characterized by this matrix and the coefficient
vector ci, which can be represented by a tableau in the
usual Butcher notation [32]:
a B
cT
where the coefficients ai used for the treatment of non-
autonomous systems are given by the consistency rela-
tion ai =
∑i−1
j=1 bij . These schemes can be denoted as
RK(s, p), where the doblet (s, p) characterizes the num-
ber of s-stages of the explicit scheme and the order p of
the scheme. It is possible to construct RK schemes of
order p = s up to p ≤ 4, making this choice optimal.
A very well known 4th-order RK which remains stable
under quite large time-steps is given in Table II C.
TABLE II. Tableau for a very common explicit RK(4,4).
0 0 0 0 0
1/2 1/2 0 0 0
1/2 0 1/2 0 0
1 0 0 1 0
1/6 2/6 2/6 1/6
Therefore, the explicit implementation of the RK(4,4)
is just:
U (1) = Un (15)
U (2) = Un +
1
2
k1 (16)
U (3) = Un +
1
2
k2 (17)
U (4) = Un + k3 (18)
Un+1 = Un +
1
6
(k1 + 2k2 + 2k3 + k4) (19)
where ki = ∆t L(U
(i)).
III. THE AMR ALGORITHM
One way to use efficiently the computational resources
is increasing the grid resolution only on the localized re-
gions of the simulation domain where the dynamics is
6more demanding and higher resolution is required to im-
prove the accuracy of the solution. A mature and well-
established strategy is the AMR, which introduces new
additional grid levels with higher resolution on specific
regions which might change dynamically with the solu-
tion. The AMR algorithm specifies how the solution on
multi-processor and multi-levels is evolved, and in partic-
ular, how the information on the different domain bound-
aries is shared among the multiple processors. In our ap-
proach, a generic AMR algorithm is constructed by using
the basic blocks (i.e., routines and functions) provided by
SAMRAI. The algorithm skeleton for a problem with L
refinement levels, for the specific case of RK integrators
with S sub-steps, could be written as follows:
initialization
refinement tagging
while not simulation end do
for all level l= 0,L do
for all RK sub-steps s= 1,S do
calculate rhs
integrate time
if last Runge Kutta substep then
restrict from l to l-1
level synchronization(l - 1)
end if
level synchronization(l)
prolong from l-1 to l
calculate physical boundaries
end for
if has to regrid(l) then
refinement tagging(l)
end if
end for
end while
The algorithm calls refinement criteria to decide
which regions need additional levels with smaller grid
sizes to obtain an accurate solution. Once the solution
is defined in all levels the simulation can start. The
procedure to integrate a time-step is repeated over and
over until reaching the final simulation time. The fields
must be evolved in all grids each timestep, starting from
the coarsest level l = 0 to the finest one l = L. Each
time integration is performed by using a RK with S sub-
steps. Therefore, the intermediate auxiliary states U (i)
and the final one Un+1 must be computed at each level.
The right-hand-side of the evolution equations, which in-
volves spatial derivatives, need to be computed at each
of these sub-steps, by using the discrete spatial opera-
tors described in the previous section. Notice also that
the nearby zones outside the boundary of the fine lev-
els must be filled with points of the same resolution in
order to accurately evolve the solution. This procedure
is called prolongation and it usually involves interpo-
lation from the coarse grid level into the fine one. After
computing each intermediate RK-step the fields need to
be synchronized among the different processors on level l
in order to fill the boundaries of the domains splatted in
each processor with the correct updated data. Similarly,
after finishing all the steps of the RK, we need to inject
the solution of the fine level l into the coarse one l− 1, a
procedure known as restriction. After the values on the
coarse grids have been updated, the information on the
level l−1 must be again synchronized among processors.
A. Refinement criteria, restriction and
prolongation
There are several strategies to decide which regions
need more resolution to be accurately resolved by includ-
ing additional grid levels with higher resolution. These
strategies rely on going through the points of the coars-
est level and evaluating some refinement criteria, such
that an additional level can afterwards be added in the
tagged regions. This process can be repeated in the new
refined levels until some condition is fulfilled, either on
the refinement criteria or on a maximum allowed num-
ber of levels. There are two refinement tagging strategies
provided by SAMRAI integrated in Simflowny.
• Fixed Mesh Refinement (FMR). The user
specifies statically a set of boxes where the refine-
ment is located. Every level allows different boxes
as long as they are nested in coarser level boxes.
• Adaptive Mesh Refinement (AMR). The user
sets a criteria (i.e., a measurement of the error or a
function of the fields surpassing certain threshold)
used to dynamically calculate the cells to be refined.
Notice that fixed and dynamical tagging strategies
(i.e., FMR and AMR) can be combined in the same sim-
ulation. As the simulation evolves, the AMR tagging cri-
teria will likely change, implying that new regions will be
refined and old ones will be disposed of. This re-meshing
procedure is performed periodically.
If a new refinement level is added dynamically dur-
ing the simulation (i.e., or the region of a given level
increases due to the dynamical AMR criteria), the do-
main of that grid increases with respect to the coarser
level. The new grid points on the fine level are set by the
prolongation procedure, interpolating the solution from
the coarse grid into the fine one. This spatial interpola-
tion must be more accurate than the spatial derivative
operators in order to prevent the spoiling of the scheme
accuracy. One of the simplest and most efficient options
is to use Lagrange interpolating functions. Given a solu-
tion Ui at the position xi, one can construct a Lagrangian
polynomial function of order k passing through a k + 1
set of points {(x1, U1), (x2, U2), ...(xk, Uk), (xk+1, Uk+1)},
namely
p(x) =
k+1∑
j=1
Uj lj(x) , lj(x) =
k+1∏
m=1
m 6=j
x− xm
xj − xm (20)
where x is the point position in which the value is interpo-
lated. To construct a symmetric Lagrangian polynomial
7of 5th-order, suitable for our 4th-order spatial scheme, six
points are required (i.e, three at each side of the point
to be interpolated). Such Lagrangian polynomial inter-
polation can be simplified for the centered point x = x0,
namely
p(x0) =
1
256
[
150(Ux−1 + Ux+1)− 25(Ux−2 + Ux+2)
+ 3(Ux−3 + Ux+3)
]
(21)
In structured grids it is common to choose refined grids
such that the points of the coarse grid also exist in the
fine grid (i.e., the ratio between their resolutions is 2p),
so this interpolation is the only one required.
Since we are interested on MHD problems involving
non-smooth solutions, it is relevant to study if this inter-
polation is suitable when shocks and discontinuities are
present in our simulation. Indeed, this simple Lagrange
interpolation has been compared to a WENO interpo-
lation for systems of equations with non-smooth solu-
tions [33]. The comparison indicates that the simple and
efficient Lagrange interpolation, combined with a WENO
finite difference method to discretize the derivatives dur-
ing the evolution, suffices for the domain interface treat-
ment to retain high-order of accuracy and essentially non-
oscillatory properties even for strong shocks [33].
The restriction procedure is complementary to the pro-
longation. In the restriction, on the regions with over-
lapping grids, the data from a fine level is injected into
a coarse one. If the points of the coarse grid also exist
in the fine grid (i.e., like when the ratio between the two
resolutions is 2p), the restriction is quite straightforward
and only implies copying directly data from the fine level
to the coarse one.
B. Sub-cycling in time
A necessary condition for the stability of explicit nu-
merical schemes of hyperbolic systems is that the time
step must satisfy the CFL condition ∆t ≤ λCFL∆x, with
λCFL a factor depending on the dimensionality of the
problem and the specific time integrator. When there
are multi-levels l = 0..L, the solution on each refinement
level can be evolved in a stable way by using the time-step
corresponding to the finest grid resolution ∆xL, ensur-
ing that all the grids satisfy the CFL condition. This
is however a very inefficient choice, since coarser grids
are evolved with a time-step much smaller than the one
allowed by their local CFL condition.
A common way to avoid such a restriction is by evolv-
ing the solution with sub-cycling in time, meaning that
each grid uses the largest ∆t as set by its local CFL con-
dition. This means that the finer grids must perform two
or more time-steps for each one of the coarse grid. In
this case, it is not clear how to evolve the interior points
of the fine grid at the refinement boundary, since the so-
lution is not evaluated at the same time on the coarser
grid. There have been several well motivated strategies
to fill in this missing information:
• Tappering. The fine grid is extended by a number
of points given by Next = fresNstNRK, for a reso-
lution ratio of fres, stencil points Nst and RK time
sub-steps NRK, on each direction perpendicular to
the refinement boundary. This way, points at the
boundary can be evolved without any intermedi-
ate prolongation [34]. The boundary points at the
end of the time step of the fine grid (i.e., when it
reaches Un+1) are inside the numerical domain of
dependence of the extended initial fine grid. This
algorithm is computationally expensive and it is
difficult to achieve a good scalability because in-
volves extending each refinement grid by a large
number of points in each direction. For instance,
with a 4th-order RK and 4th-order space discretiza-
tion it would be around 16 points on each side of
the fine grid. However, it is very accurate, since
it minimizes boundary reflections at the interfaces
between levels.
• Berger-Oliger algorithm (BO1). The solution
of the coarser grid is evolved first up to n+1. Then,
with the information from {Un+1, Un}, we can in-
terpolate in time to calculate the solution at the
required times of the RK schema of the finer grids.
Spatial interpolation (prolongation) is also required
to fill the points in the positions needed by the spa-
tial discretization scheme. This algorithm is cheap,
fast and efficient, since it requires to interpolate
only in a number of points equal to the stencil of
the spatial discretization scheme. For instance, it
just requires 3 points in the ghost-zone for a 4th-
order centered derivatives with 6th-order dissipa-
tion. The drawback of this simplest original version
is that it is only 1st-order accurate in time.
• Berger-Oliger with dense output interpola-
tor (BO). The original Berger-Oliger algorithm
can be improved by using additional informa-
tion to increase the accuracy of the interpolation
scheme by either (i) including other time-levels
{Un−1, Un−2, ...}, or (ii) including the intermediate
RK solutions U (i). This last option, that we will
consider here, is commonly known as dense output
interpolator, and its implementation for some RK
schemes is discussed in detail in Appendix C.
• Berger-Oliger without order reduction
(BOR). The first step of the algorithm is similar
to the BO one, using information from all the
sub-steps of the RK (i.e., {Un, U (i), Un+1}) to
build an internal dense output interpolator of
order q = p − 1. However, in the second step this
interpolator is used for computing all the time
derivatives of the fine grid [35, 36]. By using the
standard RK formula with these time derivatives
it is possible to calculate the solution at each RK
8sub-step and achieve a final scheme at least order
q in time. This algorithm, which is discussed
thoroughly in Appendix D, is fast, efficient and
very accurate. Moreover, we have extended the
algorithm to allow arbitrary resolution ratios
between consecutive AMR grids.
The prolongation, restriction and number of executions
depend on whether sub-cycling is active and which op-
tion from the previous ones is being considered. Cur-
rently, there are four available AMR time integrations in
Simflowny: no sub-cycling in time, tappering, standard
BO and BOR. The latter will be our preferred choice.
IV. TESTS
We will focus on two specific simple models to test
the implementation of our mesh-refinement algorithms
and our numerical schemes. First, we consider the scalar
wave equation, that will allow us to check the accuracy
and convergence properties of the discrete spatial deriva-
tive operators for smooth solutions. More important,
it provides a very controlled setup to test the different
strategies of sub-cycling in time. The second model is the
Newtonian MHD equations, that will allow us to check
the numerical schemes for non-smooth solutions. We also
check that our preferred choices for the AMR/FMR al-
gorithms do still work well for these kind of systems. Al-
though the space discrete derivatives are calculated with
different operators for these two models, the integration
in time of the semi-discrete system of ODEs is performed
in both cases by using a 4th-order RK.
One of the most important analysis quantities to val-
idate the numerical schemes in our tests is the conver-
gence factor. Let us consider the numerical solutions of
a scalar or a vector component discretized field UL ob-
tained with three different resolutions ∆xL, such that
r = ∆x0/∆x1 = ∆x1/∆x2 > 1 (typically, r = 2). The
convergence order nc of the numerical solution at a given
timestep t can be defined as
nc(t) = logr
( ||U0 − U1||1
||U1 − U2||1
)
(22)
where ||Um −Un||1 = Σ~i|U~im −U~in| is the L1-norm of the
difference of the two discretized fields, and the sum is
performed over all the set of indexes ik, k=1...N, identi-
fying the N-dimensional grid with the lowest resolution.
In our tests, we will compare the numerical convergence
order with the nominal one expected for every scheme.
In the case in which we can compare the numerical solu-
tion U to an analytical or reference solution Uref (e.g., a
high-resolution run), we evaluate also the relative error
as:
num(t,N) =
||U − Uref ||1
||Uref ||1 (23)
which will depend on the number of points N employed.
For a given time t, num(N) is related to the convergence
order by dnum/dN = −nc.
A. Wave equation
The simple wave equation may be written as a system
with partial derivatives of 1st-order in time and 2nd-order
in space, namely
∂tφ = −Π (24)
∂tΠ = −ηij∂i∂jφ (25)
where ηij = 1 for i = j and zero otherwise. The simu-
lations are performed in a two-dimensional narrow chan-
nel, although the choice of the initial data (i.e,. a Gaus-
sian in the x-direction) restricts the problem to be one-
dimensional. The domain along the non-trivial direction
is x ∈ [−2, 8] with periodic boundary conditions. We
choose an initial configuration given by a time-symmetric
pulse centered at x = 0, namely
φ0(x) = φ(x, t = 0) = e
−x2/%2 , Π = 0 , (26)
with % = 0.173. As time evolves, the initial Gaussian pro-
file splits in two identical pulses propagating in opposite
directions. These two pulses overlap again at the initial
location after a full crossing time tCT = 10. We evolve
this problem with 4th-order space differencing and 6th-
order KO dissipation, such that the semi-discrete prob-
lem is consistent to the continuum one to 4th-order accu-
racy in ∆x. With a single grid level it is straightforward
to show that our numerical solution converges to the an-
alytical one with the expected 4th-order.
FIG. 2. Wave equation with FMR. Scalar field at different
times of the evolution. The pulse traveling to the right crosses
the refined region located in the interval x ∈ [1, 2] (marked
with a mesh). The scalar field norm is integrated in the in-
terval x ∈ [−2,−1] (grey shade) to get an estimate on the
reflections.
The problem becomes more interesting by including an
additional fixed grid level for x ∈ [1, 2], with twice the
9resolution of the coarse original grid, which is set to either
∆x = {1/40, 1/80, 1/160}. The pulse traveling to the
right will cross the refined region and then interact with
the one traveling to the left before returning to its initial
position. The pulse traveling to the left will also cross
the refined region after the interaction. The solution at
different times is displayed in Figure 2, together with the
grid level with finer resolution (i.e., the squared region).
The convergence of the numerical scheme will depend
now not only on the order of the space discretization p
and time integrator q, but also on the choice of time
refinement algorithm. We have considered here five dif-
ferent choices; no sub-cycling, tappering, standard lin-
ear Berger-Oliger (BO1), Berger-Oliger with a dense out-
put interpolator of order q − 1 (BO) and Berger-Oliger
without order reduction (BOR). The convergence rate
for these time sub-cycling strategies is displayed in Fig-
ure 3, showing that all of them, except for the linear
BO1, achieve the expected 4th-order. From now on, we
can discard BO1 completely and focus only on the other
cases.
FIG. 3. Wave equation with FMR. Convergence order of
the solution with different mesh-refinement strategies, using
∆x = {1/40, 1/80, 1/160}. For this simple problem, 4th-order
convergence is achieved with all the time sub-cycling strate-
gies except for the linear BO1.
Another important feature that can strongly depend
on the sub-cycling in time strategy is the presence of re-
flections due to the change of dispersion/group numerical
velocities when a pulse crosses a refined grid. This ef-
fect is also present in our test problem since both pulses,
traveling to the left and right, cross the refined grid every
turn. An easy and straightforward way to estimate these
reflections is by computing the integral of the scalar field
norm in the interval x ∈ [−2,−1], namely
Q ≡
−1∫
−2
|φ|dx (27)
This quantity Q will first measure the (integral of the)
pulse traveling directly to the left, and then the reflec-
tions of the pulse traveling to the right as it crosses the
fine region (i.e., one as it goes from coarse to fine at x = 1
and another as goes back from fine to coarse at x = 2).
FIG. 4. Wave equation with FMR. Integral in the spatial in-
terval x ∈ [−2,−1] of the norm of the scalar field for three
different resolutions ∆x = {1/40, 1/80, 1/160} (from the low-
est resolution on the top to the highest at the bottom) of the
coarse grid. The first bump is produced by the pulse traveling
to the left, which is a specular image of the one traveling to
the right. The (much smaller) second and third bumps corre-
spond, respectively, to the reflections produced by the pulse
traveling to the right as it enters and exits the refined region.
A calculation of the convergence order confirms that the solu-
tion obtained by using BO converges only to 1st-order, while
that the other three cases converge to 4th-order.
Figure 4 displays this integral as a function of time,
showing the three stages (i.e., pulse traveling to the left,
followed by the reflections as it enters on and exits from
the fine region). A lower bound for these reflections is
given by the case without sub-cycling, since the solution
on different grid levels is evolved with the same ∆t and
the internal boundary conditions are just interpolated
between solutions at the same time level. The expecta-
tion is that the Tappering strategy should be very close
to the no sub-cycling one, since the grids have been ex-
tended such that the points at the refinement boundary
can be evolved a full time-step without communicating
information between grid levels. The standard BO al-
gorithm involves communication and time interpolation
between refinement grids. Nevertheless, since these ad-
ditional calculations are restricted only to a few points
near the interface boundary, it is still much more effi-
cient than tappering. Despite converging globally with
the same accuracy than the RK integrator, the BO dis-
plays the largest reflections. The BOR strategy improves
these results, decreasing the reflections almost to the level
of the Tappering and no sub-cycling cases. These results
can be understood easily by computing the convergence
factor of this integral, which shows that all the cases con-
verge to 4th-order, except the BO which converges only
to 1st-order. This means that, although the global so-
10
lution, which is dominated by the main pulse, converges
with the expected order to the continuum one, the re-
flections do not converge with the same rate when using
BO: even when using a high-order time dense output in-
terpolation, the errors of the different time sub-steps do
not cancel out automatically and convergence is spoiled.
These results indicate that BOR is the most efficient time
refinement strategy, since it does not require much mem-
ory overhead (i.e., needs a small ghost zone), it is quite
fast and introduces very little reflections, at the same
level than Tappering and no sub-cycling.
As we will show later when evolving black holes with
the Einstein equations, the scaling properties of the prob-
lem might change depending on the grid structure, and
on particular, on the memory load of the finest grid level.
For this reason it is important to test also grid configura-
tions with resolution ratios larger than 2. In Figure 5 the
pulse reflections are plotted for two different grid setups
similar to the previous one, but with either two levels
of refinement (instead of one) or with a single level with
a ratio 4 between grid resolutions. The results with ra-
tio 2/2 and with ratio 4 are quantitatively similar, with
slightly more reflections in the latter case.
FIG. 5. Wave equation with FMR. Same as Figure 4 but with
either one refinement level with ratio 4 or two levels with ratio
2. The BOR algorithm reduces considerably the reflections in
both grid setups with respect to BO, reaching almost the level
achieved without sub-cycling.
Finally, we can study the the behavior of the solu-
tion by using the different time-refinement algorithms in
a problem with full AMR, by setting a refinement cri-
teria such that the refined grid follows the pulses (i.e.,
the grid is refined whenever φ ≥ 10−3). The solution
and the refined region at different times are displayed
in Figure 6, and the corresponding convergence factor in
Figure 7. There are several interesting features of these
results. The BO algorithm converges globally to a 2.5
order, but both the Tappering and the BOR converges
to almost 4th-order, the factor expected for RK4. The
case without sub-cycling shows a super-convergence with
a factor close to 6.
FIG. 6. Wave equation with AMR. Scalar field and the refine-
ment box (marked with green lines) at different times, from
top to bottom, of the evolution covering half a crossing time
t = {0, 1.25, 2.5, 3.75, 5}. The simulation is performed in a
two-dimensional narrow channel, although the choice of the
initial data (i.e,. a Gaussian in the x-direction) restricts the
problem to be one-dimensional.
FIG. 7. Wave equation with AMR. Convergence rate using
∆x = {1/40, 1/80, 1/160}. Notice that BO fails again to
achieve the expected 4th-order convergence rate due to the
interaction of the pulse with the moving refinement interface.
The case without sub-cycling shows super-convergence.
The conclusions of these tests with the wave equation
can be summarized as follow: (i) our implementation of
the RK and the discrete spatial operators for smooth so-
lutions are correct, (ii) the BOR sub-cycling strategy for
FMR/AMR is the most accurate and maintains the con-
vergence rate of the numerical scheme, and (iii) smooth
solutions with resolution ratios larger than 2 between
consecutive grid levels are equivalent on accuracy to those
with ratio 2.
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B. Newtonian ideal MHD equations
The ideal MHD equations, describing a magnetized
perfect fluid, can be written in terms of the total energy
E and the momentum density Si,
E =
1
2
ρv2 + ρ+
B2
2
, Si = ρvi (28)
where ρ is the fluid density,  its specific internal energy,
vi its velocity and B
i the magnetic field. Within these
definitions, the complete set of evolution equations can
be written as
∂tρ+ ∂k[ρv
k] = 0 (29)
∂tE + ∂k
[(
E + p+
B2
2
)
vk − (vjBj)Bk
]
= 0 (30)
∂tSi + ∂k
[
ρvkvi + δ
k
i
(
p+
B2
2
)
−BkBi
]
= 0 (31)
∂tB
i + ∂k[v
kBi − viBk + δkiψ] = 0 (32)
∂tψ + c
2
h∂iB
i = −κψψ (33)
where ψ is a scalar introduced to enforce dynamically the
solenoid constraint ∇iBi. This divergence cleaning ap-
proach allows to propagate the constraint violations with
a speed ch and damp them exponentially in a timescale
1/κψ [37].
In order to close this system of equations one needs to
provide the Equation of State (EoS) relating the pressure
to the other fluid variables, p = p(ρ, ). A good approxi-
mation, that allows to recover the fluid variables from the
evolved fields through algebraical relations, is to consider
the ideal gas EoS p = (Γ− 1)ρ, where Γ is the adiabatic
index.
1. Circularly polarized Alfven wave
Our first benchmark test of the numerical scheme for
fluids is the 2D circularly polarized Alfven wave prob-
lem [38], which is the advection of a smooth solution of
the ideal compressible MHD equation in a periodic 2D
plane. The initial conditions for the components parallel
(‖) and perpendicular (⊥) to the wave-vector k are set
as follows:
ρ = 1 , p = 0.1 , B‖ = 1 , (34)
B⊥ = v⊥ = 0.1 sin(2pix‖) (35)
Bz = vz = 0.1 cos(2pix‖) (36)
where ~k is contained in the x, y plane, and x‖ = ~k · ~x =
(x cosαk+y sinαk). Periodicity of the solution imposes a
condition between this angle and the ratio of the domain
lengths, namely tanαk = Ly/Lx. Notice that the per-
pendicular component of the magnetic field is related to
the Bx, By components by B⊥ = By cosαk − Bx sinαk.
Such setup admits an analytical, stationary solution, con-
sisting in the advection of the magnetic field along the
domain diagonal, with a crossing time tCT = Lx/ cosαk.
We set a domain size Lx = Ly = 2, corresponding to
αk = pi/4 and tCT = 2
√
2, and use the ideal EoS with
Γ = 5/3.
First we explore the different reconstruction methods
introduced in Section II B 2 (i.e., PPM, FDOC, MP5 and
several flavors of WENO), by evolving the Alfven wave
in a single mesh with five different resolutions, corre-
sponding to N = 16, 32, 64, 128, 256 points in each di-
rection. All these cases use the conservative discretiza-
tion, Eq. (5), in combination with the LLF flux formula,
Eq. (11). The time integration is performed by using the
4th-order RK schema with a time-step ∆t = ∆x/(4
√
2),
low enough to satisfy the CFL condition and to ensure
that the discretization errors are dominated by the spa-
tial terms. The solutions are evolved up to 3 crossing
times and then we verify the relative error and the con-
vergence rate of the different methods. For each simula-
tion, the relative error is calculated by integrating over
the entire domain the L1-norm of the relative difference
between the numerical solution of Bx and the analytical
one. We checked that the errors calculated over other
magnetic field components behave in the same way and
that, for each method and resolution, the relative error
accumulates and grows linearly with the number of cy-
cles. The relative errors of the solution after exactly 3
crossing times are displayed in Fig. 8. One can clearly see
that all the reconstruction methods tested here behave as
predicted by their nominal convergence rate: WENO5-
JS, WENO5-Z and MP5 show the same 5th-order conver-
gence, WENO3 and FDOC3 converge at 3rd-order and
PPM converges only at 2nd-order The relative errors for
different resolutions allow us to note that, among the
5th-order methods, WENO5-Z shows a slight improve-
ment in accuracy, compared to WENO5-JS and MP5.
Besides the accuracy it is also important to measure the
computational cost. The CPU time 2 required to achieve
a given accuracy for the different methods is displayed
at the bottom panel of Fig. 8. Note that with the lowest
resolution (N = 16), the CPU time is dominated by the
initial data setup, thus it is less dependent on method.
We have verified that, for our Simflowny-generated code
and setup, the CPU times here shown stochastically vary
by about 5% − 20% depending on the case. Our results
indicate that 5th-order methods are much more efficient
than 3rd-order ones, with a slight preference for WENO5-
Z and MP5 over WENO5-JS.
Next we study the performance of these schemes on
refined meshes by evolving the Alfven wave with FMR.
We have considered again two different grid setups with
additional levels covering the centered half of the domain.
The first setup includes two refined grid levels, in addi-
tion to the coarse one, with a refinement ratio of two
2 These tests are performed in a single processor, on a desktop
DELL XPS computer, Processor Intel Core i7-7700 CPU, 3.60
GHz.
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FIG. 8. CP Alfven waves in unigrid. Relative error for dif-
ferent methods as a function of the number of points (top)
and CPU time (bottom). The relative error is evaluated be-
tween the numerical and the analytical solution of Bx after
3 crossing times (i.e., t = 6
√
2), as in Eq. 23. Clearly, the
5th-order schemes achieve a smaller error for a given number
of points with less CPU time (WENO5Z and MP5 lines al-
most overlap). The slopes of the black dashed-dotted lines
represent, from above to below, the nominal 2nd, 3rd and 5th
convergence orders.
between each level (Ratio 2/2). The Bz-component of
the solution is displayed in Fig. 9 within this grid config-
uration. The second setup has only one refined grid level
but with a mesh located at [0.5 : 1.5]× [0.5 : 1.5], with a
refinement ratio of four (Ratio 4).
Note that, in a realistic case, this choice of FMR is not
computationally convenient, because the solution is prop-
agating in and out from the refined region. This implies
that the error, calculated on the main mesh, is dominated
FIG. 9. CP Alfven waves with FMR. Snapshot of Bz compo-
nent at t = 0.53 and mesh (drawn in black), for the case with
a coarse mesh of 32x32 points, and two levels of refinement
with a Ratio 2 each.
FIG. 10. CP Alfven waves with FMR. Comparison of relative
errors ofBx after 3 cycles without/with FMR for WENO3 and
WENO5Z, as a function of the number of points N in each
direction. The slopes of the black dash-dotted lines represent,
from above to below, the nominal 3rd and 5th convergence
orders.
by the non-refined region. However, this test is useful to
prove that the convergence order is maintained for all
the tested methods and no numerical artifacts appear, as
it is shown in Fig. 10 for WENO3 and WENO5-Z. This
confirms that the time refinement strategy already tested
for the scalar wave equation can be extended successfully
to more challenging models.
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2. Magnetic shock tube
We further test our code capabilities to capture shocks
through a non-smooth MHD problem: the Brio and Wu
1D magnetic shock tube [39]. The initial data is given by
a constant value of Bx = 0.75, Bz = vi = 0, and a sharp
jump on the other fields, defined by a left and right state:
ρ = 1 , p = 1 , By = 1 if x ≤ 0.5 (37)
ρ = 0.125 , p = 0.1 , By = −1 if x > 0.5
We employ the ideal gas EoS with Γ = 2. This problem
is the magnetic extension of the classical hydrodynamical
Sod shock tube and is particularly challenging for values
of magnetic pressure comparable to the fluid pressure,
like in the setup here proposed.
We focus for this comparison on some popular recon-
struction schemes in the presence of shocks, specifically
PPM, WENO3, WENO5-Z and MP5. Our simulations
are performed in a 1D channel with N = 50, 100, 200, 400
points along the x-direction and using a time step ∆t =
0.2 ∆x. We compare the results with the exact solu-
tion (solid line, “HR” in figures), evaluated by run-
ning the same problem with PPM reconstruction and
N = 4000. We find results quantitatively consistent with
other tested codes [40, 41]3. Hereafter we analyze the
results at t = 0.2, when the solution has fully develop its
complex profile, including the propagation of shock and
rarefaction waves. In Fig. 11 the profiles of ρ, By, vx
and p are displayed, obtained with different methods for
N = 100. Note that PPM, as it is well known, is able to
attain a satisfactory accuracy for non-smooth solutions,
similar to the highest order method, MP5 and WENO5-
Z, and much better than WENO3. The velocity compo-
nent vx shows the largest mismatch with respect to the
exact solution, with oscillations visible even for N = 400
within all methods.
We repeat the same tests with FMR, considering again
two different grid structures: one with two refinement
levels and a Ratio 2/2, the first level covering the re-
gion x ∈ [0.34, 0.66] and x ∈ [0.4, 0.6] the second. The
other has only one refinement level with a ratio 4 cov-
ering the region x ∈ [0.4, 0.6]. These refined regions are
entirely crossed before t ∼ 0.2 by both the rarefaction
wave propagating to the left, and the shock front moving
to the right. In Fig. 12 we show the same profiles as in the
previous figure, comparing the solutions with and with-
out FMR. The refined areas with resolution factors of 2
and 4 compared to the coarse grid are indicated with light
and dark grey, respectively. Note that the profiles with
low resolution are presented in order to visually appre-
ciate the differences, which are almost indistinguishable
by eye for N ≥ 200.
3 See also the Athena tests webpage:
https://www.astro.princeton.edu/∼jstone/Athena/tests/
FIG. 11. Brio & Wu shock tube test in unigrid. Profiles of ρ,
By, vx and p, with different reconstruction methods at t = 0.2
by using N = 100. The exact solution (solid line, “HR”), has
been evaluated by running the same problem with PPM and
N = 4000.
A quantitative assessment of the gain in accuracy is
shown in Fig. 13, where the comparison of relative errors
of By for WENO3 and WENO5-Z is displayed for the
setups with and without FMR as a function of number
of points at t = 0.2, and taking as a reference solution
a high-resolution run with N = 4000 performed with
PPM. Clearly, the addition of refinement grids with dif-
ferent resolution ratios does not degrade the convergence
order of the numerical scheme. Furthermore, higher res-
olution improves the accuracy and it does not introduce
any spurious solution.
The conclusions of these MHD tests can be summa-
rized as follow: (i) our implementation of the HRSC
methods and monotonic reconstructions are correct, (ii)
the BOR sub-cycling strategy for FMR/AMR preserves
the accuracy of non-smooth solutions despite the use of
an apparently simple Lagrangian interpolation for the
prolongation step, and (iii) non-smooth solutions with
resolution ratios larger than 2 between consecutive grid
levels are equivalent on accuracy to those with ratio 2.
V. EINSTEIN EQUATIONS
This section focuses on the implementation of the con-
formal and covariant Z4 formulation [42] of the Einstein
Equations to study the gravitational wave radiation pro-
duced by the merger of black holes and other compact
objects. Here only a short summary of the system of
equations will be presented, deferring to [43–45] for full
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FIG. 12. Brio & Wu shock tube test with FMR. Same as 11
only for the reconstruction method WENO5-Z, and compar-
ing unigrid, Ratio 2/2 FMR and Ratio 4 FMR results.
FIG. 13. Brio & Wu shock tube test with FMR. Relative L1-
errors of By at t = 0.2 as a function of resolution by using
WENO3 and WENO5-Z with different multi-grid structures.
Note that the FMR results with ratio 2/2 and 4 almost over-
lap.
details and numerical applications. The covariant CCZ4
formalism can be written as
Rab +∇aZb +∇aZb = 8pi
(
Tab − 1
2
gab trT
)
+ κz (naZb + nbZa − gabncZc) . (38)
where Rab is the Ricci tensor associated to the metric gab,
Tab is the stress-energy tensor associated to the matter
content, na is the normal to the spatial hypersurfaces
and Za is a four-vector introduced to enforce dynamically
the energy-momentum constraints in a timesacle 1/κz.
Notice that we have chosen geometric units such that
G = c = 1 and we adopt the convention where roman
indices a,b,c,... denote spacetime components (i.e., from
0 to 3), while i,j,k,... denote spatial ones.
These covariant equations can be written as an hyper-
bolic evolution system by means of the 3 + 1 decompo-
sition, which split the spacetime tensors and equations
into their space and time components. The line element
can be decomposed as
ds2 = −α2 dt2 + γij
(
dxi + βidt
)(
dxj + βjdt
)
, (39)
where α is the lapse function, βi is the shift vector, and
γij is the induced metric on each spatial foliation, de-
noted by Σt. In this foliation we can define the normal
to the hypersurfaces Σt as na = (−α, 0) and the extrinsic
curvature Kij ≡ − 12Lnγij , where Ln is the Lie derivative
along na.
For numerical applications it is more convenient to
transform to a conformal metric γ˜ij with unit determi-
nant. In terms of a real, positive conformal factor χ, one
then obtains a conformal trace-less extrinsic curvature
A˜ij
γ˜ij = χγij , (40)
A˜ij = χ
(
Kij − 1
3
γijtrK
)
, (41)
where trK = γijKij . For further convenience we can
redefine some of the evolved quantities as
trKˆ ≡ trK − 2 Θ, (42)
Γˆi ≡ Γ˜i + 2Zi/χ, (43)
where Θ ≡ −naZa. The final set of evolution fields
is {χ, γ˜ij , trKˆ, A˜ij , Γˆi,Θ}. The evolution equations for
these fields can be written as [44]:
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∂tγ˜ij = β
k∂kγ˜ij + γ˜ik ∂jβ
k + γ˜kj∂iβ
k − 2
3
γ˜ij∂kβ
k − 2α
(
A˜ij − 1
3
γ˜ij trA˜
)
− κc
3
αγ˜ij ln γ˜, (44)
∂tA˜ij = β
k∂kA˜ij + A˜ik∂jβ
k + A˜kj∂iβ
k − 2
3
A˜ij∂kβ
k − κc
3
α γ˜ij trA˜ (45)
+ χ
[
α
(
(3)Rij +∇iZj +∇jZi − 8pi Sij
)−∇i∇jα ]TF + α(trKˆ A˜ij − 2A˜ikA˜kj),
∂tχ = β
k∂kχ+
2
3
χ
[
α(trKˆ + 2 Θ)− ∂kβk
]
, (46)
∂ttrKˆ = β
k∂ktrKˆ −∇i∇iα+ α
[
1
3
(
trKˆ + 2Θ
)2
+ A˜ijA˜
ij + 4pi
(
τ + trS
)
+ κzΘ
]
+ 2Zi∇iα, (47)
∂tΘ = β
k∂kΘ +
α
2
[
(3)R+ 2∇iZi + 2
3
tr2Kˆ +
2
3
Θ
(
trKˆ − 2Θ
)
− A˜ijA˜ij
]
− Zi∇iα
− α
[
8pi τ + 2κz Θ
]
, (48)
∂tΓˆ
i = βj∂jΓˆ
i − Γˆj∂jβi + 2
3
Γˆi∂jβ
j + γ˜jk∂j∂kβ
i +
1
3
γ˜ij∂j∂kβ
k
− 2A˜ij∂jα+ 2α
[
Γ˜ijkA˜
jk − 3
2χ
A˜ij∂jχ− 2
3
γ˜ij∂jtrKˆ − 8pi γ˜ij Si
]
+ 2α
[
−γ˜ij
(
1
3
∂jΘ +
Θ
α
∂jα
)
− 1
χ
Zi
(
κz +
2
3
(trKˆ + 2Θ)
)]
, (49)
where {τ ≡ na nb T ab, Si ≡ −naTai, Sij ≡ Tij} are the
projections of the stress-energy tensor, (3)Rij is the spa-
tial three-dimensional Ricci tensor associated to the met-
ric γij and the expression [. . .]
TF indicates the trace-free
part with respect to the metric γ˜ij . Notice that there
are two sets of constraints in the system; the physical
energy and momentum constraints and the conformal
constraints, which are enforced dynamically during the
evolution by setting κz, κc > 0. Again, for black holes,
a successful choice is to set κz = κc = 1/M . The non-
trivial terms inside this expression can be written as:
(3)Rij + 2∇(iZj) = (3)Rˆij + Rˆχij ,
Rˆχij =
1
2χ
∂i∂jχ− 1
2χ
Γ˜kij∂kχ
− 1
4χ2
∂iχ∂jχ+
2
χ2
Zkγ˜k(i∂j)χ
+
1
2χ
γ˜ij
[
γ˜km
(
∂k∂mχ− 3
2χ
∂kχ∂mχ
)
− Γˆk∂kχ
]
,
(3)Rˆij = −1
2
γ˜mn∂m∂nγ˜ij + γ˜k(i∂j)Γˆ
k
+ ΓˆkΓ˜(ij)k + γ˜
mn
(
Γ˜kmiΓ˜jkn
+ Γ˜kmjΓ˜ikn + Γ˜
k
miΓ˜knj
)
,
∇i∇jα = ∂i∂jα− Γ˜kij∂kα+
1
2χ
(
∂iα∂jχ
+ ∂jα∂iχ− γ˜ij γ˜km ∂kα∂mχ
)
,
In order to close the system of equations, coordinate
(or gauge) conditions for the evolution of the lapse and
shift must be supplied. We use the Bona-Masso´ fam-
ily of slicing conditions [46] and the Gamma-driver shift
condition [47], namely
∂tα = β
i∂iα− α2 f trKˆ, (50)
∂tβ
i = βj∂jβ
i + g Bi, (51)
∂tB
i = βj∂jB
i − ηBi + ∂tΓˆi − βj∂jΓˆi, (52)
being f and g arbitrary functions depending on the lapse
and the metric, and η a constant parameter. For black
holes of mass M a common and successful choice is f =
2/α, g = 3/4 and η = 2/M .
On the following problems we will consider radiative
boundary conditions. The main part of the radiative
boundary conditions assumes that there is an outgoing
radial wave with some speed v,
U = U∞ +
f(r − vt)
r
(53)
where U is any of the tensor components of the evolved
fields, U∞ its value at infinity and f a spherically sym-
metric perturbation. Notice that {U∞, v} depend on the
particular field. The time derivative can be written as
∂tU = −vi∂iU − v (U − U∞)
r
(54)
where vi = vxi/r and ∂i is evaluated using centered finite
differencing where possible and one-sided elsewhere.
The initial data for multiple spinning and boosted bi-
nary black holes can be written as a function of a con-
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formal factor ψ, namely [48]
trK = 0 , γ˜ij = ηij → χ = ψ−4 ,
α = ψ−2 , βi = Bi = Γ˜i = 0 (55)
This conformal factor can approximately satisfy the en-
ergy constraint when it is defined as a superposition of
M -single black hole solutions
ψ = 1 +
M∑
A=1
mA
2rA
(56)
where rA is the distance to the location of the black hole
(A) with bare mass mA. Although better numerical ap-
proximations can be found by solving the elliptic energy
constraint, for our simple test we will just use the above-
mentioned superposition.
The momentum constrain is identically satisfied with
the Bowen-York solution
A˜ij =
M∑
A=1
3
2r2Aψ
6
[
P
(A)
i n
(A)
j + P
(A)
j n
(A)
i
−
(
ηij − n(A)i n(A)j
)
P k(A)n
(A)
k
]
+
M∑
A=1
3
r3Aψ
6
[
kilS
l
(A)n
k
(A)n
(A)
j + kjlS
l
(A)n
k
(A)n
(A)
i
]
where ni
(A) = x
(A)
i /rA is a radial vector not to be con-
fused with the normal to the hypersurfaces. Notice that
P (A) denotes the momentum mAVA of the black hole and
S(A) its spin components.
This model will be solved by using the 4th-order RK
with 4th-order centered spatial derivatives and 6th-order
Kreiss-Oliger dissipation. We will use FMR/AMR with
a quintic polynomial Lagrange spatial interpolator and
BOR strategy for the sub-ciclying in time. Therefore,
the resulting scheme should be 4th-order accurate both
in time and space.
A. Single BH
Our first test with the Einstein equations is a single
spinning black hole solution, that allow us to test a non-
trivial non-linear solution together with the scheme to
compute the gravitational waves. Our initial data, based
on the Bowen-York extrinsic curvature for a single black
hole, can be considered as a Kerr black hole plus some
gravitational radiation that will either propagate to in-
finity or accrete into the black hole. We choose a mass
M = 1 and spin a = J/M2 = 0.2, following [49]. We will
evolve this spinning BH on a grid with several levels of
refinement and two different grid structures as described
in Table III.
The emitted GWs are extracted by computing the
Newman-Penrose complex scalar Ψ4 in a surface far away
from the source, and it is decomposed in a base of spin-
weighted spherical harmonics with s = −2 (i.e. see for
Ratio 2 Variable Ratio
Level ∆x0/∆x Domain ∆x0/∆x Domain
0 1 [−120, 120] 1 [−120, 120]
1 2 [−60, 60] 2 [−60, 60]
2 4 [−30, 30] 4 [−30, 30]
3 8 [−15, 15] 16 [−15, 15]
4 16 [−7.5, 7.5] 128 [−1.875, 1.875]
5 32 [−3.75, 3.75]
6 64 [−1.875, 1.875]
7 128 [−0.9375, 0.9375]
TABLE III. Single Black Hole. Mesh structure for the case
with ratio 2 in the grid spacing and for the case with variable
ratios ranging from 2–8.
instance [50]). The main gravitational wave mode, cor-
responding to l = 2,m = 0, is displayed in Fig. 14 for
the two different grid structures. We can also compare
directly with HAD [51]4, a mature and well-tested code
that will serve us as a reference. Although there are some
small differences due to the RK integrator (i.e., 4th-order
versus 3rd-order), the overall agreement is very good. Fi-
nally, we can also compare with Fig. 5 from [49], showing
again a very good agreement.
FIG. 14. Single black hole. Gravitational wave at r = 15
with two different grid structures, one with constant resolu-
tion ratio of 2 and the other with ratios ranging from 2 to
8.
This initial data can also serve us to perform a bench-
mark on the scalability of the code by using the two dif-
ferent configurations given by Table IV. The results are
displayed in Fig. 15. The top panel shows that the im-
plementation scales strongly up to a factor of 16 with
respect to the minimum number of processors required
for this problem. The speed-up (or the efficiency) in-
creases when the resolution ratio is higher than 2, since
4 see also the HAD webpage http://www.had.liu.edu
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Ratio 2 Ratio 4
Level ∆x0/∆x Domain ∆x0/∆x Domain
0 1 [−10, 10] 1 [−10, 10]
1 2 [−5.5, 5.5] 4 [−4.85, 4.85]
2 4 [−4.65, 4.65] 16 [−2.5, 2.5]
3 8 [−2.6, 2.6] 64 [−1.25, 1.25]
4 16 [−2.43, 2.43]
5 32 [−1.285, 1.285]
6 64 [−1.233, 1.233]
TABLE IV. Single Black Hole. Mesh structure for the scaling
benchmark with ratio 2 and Ratio 4 in the grid spacing.
the load of the fine grids is larger in those situations.
The bottom panel shows that the implementation scales
quite well (i.e., above 80%) at least up to O(104) pro-
cessors. Scalability can be increased by using numerical
schemes with small stencils. For instance, SAMRAI has
been proven to reach exascale O(106) for some particu-
lar problems. However, low stencil schemes implies low
accuracy methods in finite difference and finite volume
schemes. Since we are interested not only on scalability
but also on efficiency, we will focus our investigations on
the other options.
B. Binary BHs
Our next test with the Einstein equations involves a bi-
nary black hole collision to check the scalability of code.
For simplicity we choose a pair of non-spinning identical
black holes with a bare mass m1 = m2 = 1/2, located
at x = ±5 and initially at rest momentum. We will
evolve this puncture BH on a grid with several levels of
fixed mesh refinement, leaving the last refined grids with
adaptive mesh refinement. We perform this simulation
by using again two different grid structures for the AMR
grids: with a constant resolution ratio 2, and with a reso-
lution ratio 4. The evolution parameters will be identical
to the single black hole.
Each black hole feels the gravity produced by the other
one and move towards each other, leading to a head-
on collision and producing a larger black hole. Some
snapshots of the lapse at different times are displayed
in Figure 16. The accelerated motion of the black holes
produces gravitational waves, which can be measured in
a close spherical surface. We compare the waveforms
obtained with the two different grid structures to asses
that the constant ratio 2 and the variable ratio lead to
comparable solutions. As it can be seen in Figure 17
they are leading to the same results also when AMR is
allowed.
FIG. 15. Single Black Hole. Speedup and efficiency for the
strong/weak test performed with the CCZ4 formulation of
the Einstein equations with several levels of refinement, as
described in Table IV. The time integrator is RK4, we are
using 4th-order space discretization with one-side advective
terms and 6th-order KO dissipation. BOR is being used here
as an AMR strategy for the sub-cycling in time.
VI. CONCLUSIONS
Numerical relativity at exascale level has been out of
reach due to the lack of scalability of many traditional
approaches, which worked well in the order of a few
hundreds-thousands of processors. However, the chal-
lenges in multi-messenger astronomy is making scalabil-
ity a pressing issue. In this paper we have presented
the numerical implementation of several computational
models by using Simflowny, a platform to automatically
generate efficient parallel code for simulation frameworks.
Here we focused on the SAMRAI infrastructure, which
has been shown to reach exascale for some specific prob-
lems. We have described in detail the advanced numer-
ical techniques (i.e., spatial discretization schemes, time
integrator and AMR strategies for the time refinement)
that we implemented in Simflowny in order to deal with
hyperbolic-parabolic systems of equations. We believe
that the suitable combination of these features (high-
order schemes, arbitrary resolution ratios and optimal
time sub-cycling strategies) allow us to construct a state-
of the art finite-difference code which is fast, efficient,
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FIG. 16. Binary black holes. Time snapshots of the lapse on the equatorial plane z = 0, together with the two AMRs, either
with constant resolution ratio 2 or with multi-ratios ranging from 2 to 4.
accurate and highly scalable.
Then, we have considered two different test models to
check these numerical techniques and validate the code
generation. The first one is the wave equation, that al-
lowed us to test the spatial discretization for smooth so-
lutions and the different sub-cycling in time refinement
strategies. The second model is the Newtonian MHD
equations, that allowed us to test the spatial discretiza-
tion for non-smooth solutions and the AMR algorithms
in the presence of discontinuities and shocks. Finally,
we have implemented the CCZ4 formulation of the Ein-
stein equations to study black hole scenarios. We show
that the solutions of our code implementation reproduces
the same results as other well-tested codes. We have
also studied the performance of our code with weak and
strong scaling tests, showing a good scalability at least up
to 10,000 processors, which is our current limit of avail-
able computational resources. Notice that, since weak
scalability is excellent, the strong scalability depends not
on the total number of processors but instead on the
memory load per processor. This means that the ra-
tio with respect to the minimum number of processors,
achieved when the memory load fill the RAM memory
of each processor, is the only important factor. There-
fore, our code scales strongly above 80% efficiency, for
the configuration with Ratio 4, at least up to a factor
16 between the minimum and the maximum number of
processors.
We can conclude that our automatically-generated
code is production-ready for demanding numerical rel-
ativity applications to attain simulations with a larger
number of processors than competing codes. Higher-
order schemes, together with advanced time sub-cycling
strategies and multi-ratio AMR resolutions, allow our
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FIG. 17. Binary black holes. Gravitational wave at r = 15
with two different grid structures, one with constant resolu-
tion ratio of 2 and the other with variable ratios ranging 2
and 4.
code to not only outperform state-of-the-art finite-
difference approaches on scalability but also on accu-
racy. More complicated systems, including relativistic
magnetized fluids with realistic EoS, require additional
specific ongoing developments that will be reported in
future works. This will allow us to simulate binary neu-
tron star mergers in tens of thousands of processors to
reach the accuracy required to capture the relevant phys-
ical processes associated to the electromagnetic emission.
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Appendix A: Third-order WENO
Let us write explicitly the procedure for k = 2, leading
to a 3rd-order WENO reconstruction:
• The reconstructed values LU (r)i+1/2 and RU (r)i−1/2 of
kth-order accuracy are
LU
(0)
i+1/2 =
1
2
Ui +
1
2
Ui+1
LU
(1)
i+1/2 = −
1
2
Ui−1 +
3
2
Ui
RU
(0)
i−1/2 = −
1
2
Ui+1 +
3
2
Ui
RU
(1)
i−1/2 =
1
2
Ui +
1
2
Ui−1 (A1)
Notice that LU
(r)
i−1/2 and
RU
(r)
i+1/2 can be obtained
by substituting i by i ± 1 in the previous expres-
sions.
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• We find the smooth indicators Lβ(r)i+1/2 and Rβ(r)i+1/2
Lβ
(0)
i+1/2 = (Ui+1 − Ui)2
Lβ
(1)
i+1/2 = (Ui − Ui−1)2
Rβ
(0)
i−1/2 = (Ui − Ui+1)2
Rβ
(1)
i−1/2 = (Ui−1 − Ui)2 (A2)
Again, Lβ
(r)
i−1/2 and
Rβ
(r)
i+1/2 can be obtained by
substituting i by i± 1 in the previous expressions.
• We find the 3rd-order reconstruction
ULi+1/2 = ω
(0)
i+1/2
LU
(0)
i+1/2 + ω
(1)
i+1/2
LU
(1)
i+1/2
URi−1/2 = ω˜
(0)
i−1/2
RU
(0)
i−1/2 + ω˜
(1)
i−1/2
RU
(1)
i−1/2 (A3)
with weights ω
(r)
i+1/2 and ω˜
(r)
i+1/2 constructed by us-
ing the generic formulas
ω
(r)
i+1/2 =
α
(r)
i+1/2∑k−1
s=0 α
(s)
i+1/2
, ω˜
(r)
i−1/2 =
α˜
(r)
i−1/2∑k−1
s=0 α˜
(s)
i−1/2
(A4)
where
α
(0)
i+1/2 =
2/3
(+ Lβ
(0)
i+1/2)
2
, α
(1)
i+1/2 =
1/3
(+ Lβ
(1)
i+1/2)
2
α˜
(0)
i−1/2 =
1/3
(+ Rβ
(0)
i−1/2)
2
, α˜
(1)
i−1/2 =
2/3
(+ Rβ
(1)
i−1/2)
2
and  is usually set to a very small number. The nominal
expected convergence rate is achieved when  = ∆x2.
As it was mentioned before, the reconstructed values
from the other cells can be found by substituting i by
i± 1 in the previous expressions, namely
ULi−1/2 = ω
(0)
i−1/2
LU
(0)
i−1/2 + ω
(1)
i−1/2
LU
(1)
i−1/2
URi+1/2 = ω˜
(0)
i+1/2
RU
(0)
i+1/2 + ω˜
(1)
i+1/2
RU
(1)
i+1/2 (A5)
Appendix B: Fifth-order WENO
Let us write explicitly the procedure for the 5th-order
WENO, obtained with k = 3.
• The k reconstructed values LU (r)i+1/2 and RU (r)i−1/2 of
kth-order accuracy are,
LU
(0)
i+1/2 =
2
6
Ui +
5
6
Ui+1 − 1
6
Ui+2
LU
(1)
i+1/2 = −
1
6
Ui−1 +
5
6
Ui +
2
6
Ui+1
LU
(2)
i+1/2 =
2
6
Ui−2 − 7
6
Ui−1 +
11
6
Ui
RU
(0)
i−1/2 =
2
6
Ui+2 − 7
6
Ui+1 +
11
6
Ui
RU
(1)
i−1/2 = −
1
6
Ui+1 +
5
6
Ui +
2
6
Ui−1
RU
(2)
i−1/2 =
2
6
Ui +
5
6
Ui−1 − 1
6
Ui−2 (B1)
The LU
(r)
i−1/2 and
RU
(r)
i+1/2 can be obtained by sub-
stituting i by i± 1 in the previous expressions.
• We find the smooth indicators Lβ(r)i+1/2 and Rβ(r)i+1/2
Lβ
(0)
i+1/2 =
13
12
(Ui − 2Ui+1 + Ui+2)2
+
1
4
(3Ui − 4Ui+1 + Ui+2)2
Lβ
(1)
i+1/2 =
13
12
(Ui−1 − 2Ui + Ui+1)2
+
1
4
(Ui−1 − Ui+1)2
Lβ
(2)
i+1/2 =
13
12
(Ui−2 − 2Ui−1 + Ui)2
+
1
4
(Ui−2 − 4Ui−1 + 3Ui)2
Rβ
(0)
i−1/2 =
13
12
(Ui+2 − 2Ui+1 + Ui)2
+
1
4
(Ui+2 − 4Ui+1 + 3Ui)2
Rβ
(1)
i−1/2 =
13
12
(Ui+1 − 2Ui + Ui−1)2
+
1
4
(Ui+1 − Ui−1)2
Rβ
(2)
i−1/2 =
13
12
(Ui − 2Ui−1 + Ui−2)2
+
1
4
(3Ui − 4Ui−1 + Ui−2)2 (B2)
Again, Lβ
(r)
i−1/2 and
Rβ
(r)
i+1/2 can be obtained by
substituting i by i± 1 in the previous expressions.
• We find the 5th-order reconstruction
ULi+1/2 = ω
(0)
i+1/2
LU
(0)
i+1/2 + ω
(1)
i+1/2
LU
(1)
i+1/2 + ω
(2)
i+1/2
LU
(2)
i+1/2
URi−1/2 = ω˜
(0)
i−1/2
RU
(0)
i−1/2 + ω˜
(1)
i−1/2
RU
(1)
i−1/2 + ω˜
(2)
i−1/2
RU
(2)
i−1/2
with weights ω
(r)
i+1/2 and ω˜
(r)
i+1/2 constructed by us-
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ing the generic formulas
ω
(r)
i+1/2 =
α
(r)
i+1/2∑k−1
s=0 α
(s)
i+1/2
, ω˜
(r)
i−1/2 =
α˜
(r)
i−1/2∑k−1
s=0 α˜
(s)
i−1/2
(B3)
by using
α
(0)
i+1/2 =
3/10
(+ Lβ
(0)
i+1/2)
2
, α˜
(0)
i−1/2 =
1/10
(+ Rβ
(0)
i−1/2)
2
α
(1)
i+1/2 =
6/10
(+ Lβ
(1)
i+1/2)
2
, α˜
(1)
i−1/2 =
6/10
(+ Rβ
(1)
i−1/2)
2
α
(2)
i+1/2 =
1/10
(+ Lβ
(2)
i+1/2)
2
, α˜
(2)
i−1/2 =
3/10
(+ Rβ
(2)
i−1/2)
2
where  is usually set to a very small number.
Notice that we need also the reconstructed values from
the other cells
ULi−1/2 = ω
(0)
i−1/2
LU
(0)
i−1/2 + ω
(1)
i−1/2
LU
(1)
i−1/2 + ω
(2)
i−1/2
LU
(2)
i−1/2
URi+1/2 = ω˜
(0)
i+1/2
RU
(0)
i+1/2 + ω˜
(1)
i+1/2
RU
(1)
i+1/2 + ω˜
(2)
i+1/2
RU
(2)
i+1/2
by substituting i by i± 1 in the previous expressions.
More recently there have been some improvements on
the standard (or JS) WENO. One of them is the so-called
WENO-Z [52], where the weights are changed by using
α
(r)
i+1/2 = dr
(
1 +
[ Lτi+1/2
+ Lβ
(r)
i+1/2
]q)
,
α˜
(r)
i−1/2 = d˜r
(
1 +
[ Rτi−1/2
+ Rβ
(r)
i−1/2
]q)
(B4)
where q is a coefficient between [1, 2] and with Lτi+1/2 =
|Lβ(0)i+1/2 − Lβ(2)i+1/2| and Rτi−1/2 = |Rβ(0)i−1/2 − Rβ(2)i−1/2|.
The scheme becomes more dissipative when the param-
eter q is increased. WENO-Z is 4th-order near simple
smooth critical points (i.e., where u′j = 0) for q = 1
and attains the designed 5th-order for q = 2, at the
price of being more dissipative. For all these variants
of fifth-order WENOs, the parameter  is usually set to
a very small number and the expected convergence rate
is achieved if  = ∆x4.
Appendix C: Dense output interpolator
Notice that a dense ouput interpolator can be con-
structed by using the sub-steps of the RK [53]. Its generic
form is
Un+θ = Un +
s∑
j=1
bj(θ)kj , θ =
t− tn
tn+1 − tn (C1)
where bi(θ) are the coefficients to build the interpolator
for a given RK scheme. Notice that the m−derivative can
also be computed from this dense output interpolator as
dm
dtm
U(tn + θ∆t) =
1
hm
s∑
j=1
kj
dm
dθm
bj(θ) +O(h
4−m) ,
(C2)
For the standard RK(4, 4), it can be shown that there
is a unique 3rd-order interpolator that can be written as
b1(θ) = θ − 3
2
θ2 +
2
3
θ3 , b2(θ) = b3(θ) = θ
2 − 2
3
θ3 ,
b4(θ) =
−1
2
θ2 − 2
3
θ3 (C3)
There is a 2nd-order interpolator which also satisfies
the Strong Stability Preserving (SSP) condition for the
SSP-RK(3, 3):
b1(θ) = θ − 5
6
θ2 , b2(θ) =
1
6
θ2 , b3(θ) =
4
6
θ2 (C4)
Appendix D: Berger-Oliger without order reduction
(BOR)
Let us explain in detail the different steps of the BOR
algorithm [35, 36], which is the most efficient but not
common yet in the area. A direct Taylor expansion of
the solution at t = tn leads to
Un+1 = Un + ∆t U
′
n +
1
2
∆t2 U ′′n +
1
6
∆t3 U ′′′n +O(∆t
4)
(D1)
By performing a similar expansion on the ki of the RK
we obtain
k1 = ∆t U
′
n (D2)
k2 = ∆t U
′
n + c2∆t
2 U ′′n +
1
2
c22∆t
3 [U ′′′n − fUU ′′n ]
k3 = ∆t U
′
n + c3∆t
2 U ′′n
+
1
2
∆t3
c23U ′′′n −
c23 − 2 3∑
j=1
a3jcj
 fUU ′′n

k4 = ∆t U
′
n + c4∆t
2 U ′′n
+ ∆t3
1
2
c24U
′′′
n −
1
2
c24 −
4∑
j=1
a4jcj
 fUU ′′n

where fU is the Jacobian of f . Notice that one could
solve now the derivatives of U in terms of ki. How-
ever, the equations are not linearly independent and it
is impossible to solve them. Instead, we will compute
the derivatives here from the dense output interpolator
Eqs. (C2). Once we have these derivatives, we can calcu-
late the ki corresponding to the RK steps of the fine grid,
that is, by doing ∆t→ ∆t/2 in Eqs. (D2). From there we
can calculate the solution at the different RK sub-steps
required for the evolution of the boundary points of the
fine grid. Next we will describe in detail the implemen-
tation for the two commonly-used RK scheme.
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a. Standard fourth-order RK
Let us be more explicit and write down the steps for the
standard 4th-order RK for an arbitrary space resolution
ratio R ≡ ∆x/∆xF . First we define the time-step on the
fine grid ∆tF = ∆t/R. Then we start a loop over the
steps on the fine grid, going from r = 0, R− 1 :
1. define tn+r/R ≡ t+ r∆tF and evaluate the solution
Un+r/R(t = t
n+r/R) by using the dense output in-
terpolator.
2. compute {U ′n+r/R, U ′′n+r/R, U ′′′n+r/R, fUU ′′n+r/R}
from the dense output interpolator as a func-
tion of {k1, k2, k3, k4}, that is, at t = tn+r/R or
θ = r/R. The Jacobian can be obtained directly
from the ki of the coarser grid by computing
fUU
′′
n+r/R = 4(k3 − k2)/∆t3.
3. compute {k1, k2, k3, k4} of the fine grid by using its
time-step ∆tF , namely
k1 = ∆tF U
′
n+r/R (D3)
k2 = ∆tF U
′
n+r/R +
1
2
∆t2F U
′′
n+r/R
+
1
8
∆t3F
[
U ′′′n+r/R − fUU ′′n+r/R
]
k3 = ∆tF U
′
n+r/R +
1
2
∆t2F U
′′
n+r/R
+
1
8
∆t3F
[
U ′′′n+r/R + fUU
′′
n+r/R
]
k4 = ∆tF U
′
n+r/R + ∆t
2
F U
′′
n+r/R +
1
2
∆t3FU
′′′
n+r/R
4. use in each sub-step of the first RK step its inter-
mediate value, that for our RK4 is
U (1) = Un+r/R (D4)
U (2) = Un+r/R +
1
2
k1
U (3) = Un+r/R +
1
2
k2
U (4) = Un+r/R + k3
Un+
r+1
R = Un+r/R +
1
6
(k1 + 2k2 + 2k3 + k4)
The final RK step finalizes at tn+1.
b. Strong Stability Preserving third-order RK
Let us write down now the procedure for the SSP 3rd-
order RK for an arbitrary ratio R. First we define the
time-step on the fine grid ∆tF = ∆t/R. Then we start
a loop over the steps on the fine grid, going from r =
0, R− 1 :
1. define tn+r/R ≡ t+ r∆tF and evaluate the solution
Un+r/R(t = t
n+r/R) by using the dense output in-
terpolator.
2. compute {U ′n+r/R, U ′′n+r/R} from the dense output
interpolator as a function of {k1, k2, k3}, that is, at
t = tn+r/R or θ = r/R.
3. compute {k1, k2, k3} of the fine grid by using its
time-step ∆tF , namely
k1 = ∆tF U
′
n+r/R (D5)
k2 = ∆tF U
′
n+r/R + ∆t
2
F U
′′
n+r/R
k3 = ∆tF U
′
n+r/R +
1
2
∆t2F U
′′
n+r/R
4. use in each sub-step of the first RK step its inter-
mediate value, that for our RK3 is
U (1) = Un+r/R (D6)
U (2) = Un+r/R + k1
U (3) = Un+r/R +
1
4
k2 +
1
4
k3
Un+
r+1
R = Un+r/R +
1
6
(k1 + 2k2 + 4k3)
The final RK step finalizes at tn+1.
