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Zusammenfassung
Eine Mannigfaltigkeit X mit gefaserter Spitzenmetrik kann als Verallge-
meinerung der geometrischen Struktur von lokal-symmetrischen Ra¨umen vom
Q-Rang Eins angesehen werden. In der vorliegenden Arbeit wird die Spektral-
theorie des Hodge-Laplaceoperators ∆ auf dieser Klasse von Mannigfaltigkeiten
studiert, mit dem Ziel, ein Theorem vom Hodge-Typ zu beweisen. Die Vorge-
hensweise orientiert sich dabei an Arbeiten von W. Mu¨ller, insbesondere [Mu2].
Die spektrale Auflo¨sung des absolutstetigen Raums von ∆ wird durch verall-
gemeinerte Eigenformen gegeben; diesen entsprechen Eisensteinreihen im lokal-
symmetrischen Fall. Unter weiteren Bedingungen an die Faserung der ”Spitze“
von X ko¨nnen sie auf direkte Weise konstruiert werden. Ideen von G. Harder
folgend, zeigen wir, dass spezielle singula¨re Werte dieser Eigenformen Klassen in
der de Rham-Kohomologie Hp(X) definieren. Dies ermo¨glicht, in Verallgemei-
nerung des klassischen Hodge-Theorems auf geschlossenen Mannigfaltigkeiten,
Klassen in Hp(X) durch harmonische Formen zu repra¨sentieren.
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Einleitung
Fu¨r eine Riemannsche Submersion M → B sei Z = R+ ×M mit der Riemannschen
Metrik gZ = du2 + pi∗gB + e−2ugFb , wobei gB und gFb die Riemannschen Metriken
auf B bzw. dem vertikalen Tangentialbu¨ndel seien. Eine Riemannsche Mannigfaltig-
keit X heisst Mannigfaltigkeit mit gefaserter Spitzenmetrik, wenn X außerhalb einer
kompakten Menge isometrisch zu (Z, gZ) ist. Sofern die Fasern nicht trivial (Punkte)
sind, ist X eine vollsta¨ndige Mannigfaltigkeit mit endlichem Volumen. Mannigfaltig-
keiten mit gefaserter Spitzenmetrik verallgemeinern die geometrische Struktur von
lokal-symmetrischen Ra¨umen vom Q-Rang Eins ”im Unendlichen“.
In dieser Arbeit soll die Spektraltheorie des Laplaceoperators auf Differentialformen
Ωp(X) untersucht werden. Das vorrangige Ziel ist dabei, ein Theorem vom Hodge-
Typ zu beweisen, d.h., harmonische Repra¨sentanten der de Rham-Kohomologieklas-
sen zu finden.
Die Vorgehensweise orientiert sich an Arbeiten von Werner Mu¨ller, insbesondere
[Mu2]. Die Idee und wichtige Argumente des Beweises des Hodge-Theorems finden
sich bei Gu¨nter Harder ([Har], [Har2]), wo lokal symmetrische Ra¨ume behandelt
werden. Die Repra¨sentanten der Klassen sind dabei L2−harmonische Formen, oder
werden durch spezielle Werte von Eisensteinreihen definiert.
Harders Arbeiten bilden unter anderen die Grundlage fu¨r W. Mu¨llers U¨berlegungen
[Mu4] zu einem Theorem vom Hodge-Typ auf Mannigfaltigkeiten mit Spitzen. Die
vorliegende Arbeit ist eine Verallgemeinerung dieser Resultate. Die Rolle der Eisen-
steinreihen wird dabei von verallgemeinerten Eigenformen u¨bernommen; sie liefern
die Spektralzerlegung des absolutstetigen Unterraums von dom∆X .
Ein anderer Zugang zur Untersuchung der Spektraltheorie von Mannigfaltigkeiten
mit gefaserter Spitzenmetrik wurde in der Dissertation [Vai] von Boris Vaillant
gewa¨hlt. Dabei wird X als kompakte Mannigfaltigkeit mit Rand betrachtet, und
das φ−Calculus von Melrose [Me] und Mazzeo verwendet. Ein wesentliches Ergebnis
von B. Vaillant ist die meromorphe Fortsetzung der Resolvente des verallgemeinerten
Dirac-Operators. Dies ist a¨quivalent zur meromorphen Fortsetzung der verallgemei-
nerten Eigenschnitte des Diracoperators.
Mit Hilfe der Methoden von Melrose wurden auch einige Resultate zur L2−Hodge-
Theorie hergeleitet, exemplarisch sei dazu die Arbeit [HHM] genannt. Dort werden
die L2−harmonischen Formen mit dem Bild der gewichteten Kohomologie mit Ge-
wicht ε > 0 in derjenigen mit Gewicht −ε identifiziert und dieses wiederum mit der
Schnittkohomologie verglichen.
In der vorliegenden Arbeit hingegen wird die de Rham-Kohomologie betrachtet. Es
stellt sich heraus, dass wie im lokal-symmetrischen Fall alle Klassen harmonische
Repra¨sentanten haben. Diejenigen Klassen, die nicht durch Formen mit kompaktem
Tra¨ger repra¨sentiert werden ko¨nnen, haben singula¨re Werte als Repra¨sentanten.
Es wurde eine mo¨glichst direkte, explizite Herleitung der meromorphen Fortsetzung
der verallgemeinerten Eigenformen angestrebt. Dazu wird nicht wie in der Arbeit
von Vaillant vorgegangen, weshalb allerdings einige geometrische Bedingungen an
die Faserung M → B gestellt werden mu¨ssen.
6
Es folgt eine U¨bersicht u¨ber die Arbeit.
Kapitel 1: Hier werden Mannigfaltigkeiten mit gefaserter Spitzenmetrik definiert,
und einige Beispiele beschrieben, die die Relevanz dieser Klasse von Mannigfaltig-
keiten verdeutlichen.
Kapitel 2 behandelt die Spektraltheorie des Laplace-Beltrami-Operators auf Man-
nigfaltigkeiten mit gefaserter Spitzenmetrik. Dieses Kapitel wird fu¨r das Hodge-
Theorem in Kapitel 4 nicht beno¨tigt, aber hier werden die verwendeten Metho-
den aus der Spektraltheorie und zur Konstruktion einer Parametrix der Resolvente
erla¨utert. Im darauffolgenden Kapitel u¨ber Differentialformen wird dann nur noch
auf die wesentlichen Unterschiede eingegangen.
Zuerst wird in Satz 2.1 die lokale Form des Laplaceoperators auf dem nicht-kompak-
ten Ende Z bestimmt. Ein Term ist ein ”horizontaler“ Operator ∆h. Falls die Fase-
rung M → B ein gewarptes Produkt ist, ist ∆h gerade der Laplaceoperator auf der
Basis B (Abschnitt 2.1.1), und falls die Fasern total geoda¨tisch sind, gibt W. Ball-
manns Arbeit [Bal] eine Darstellung von ∆h (Abschnitt 2.1.2).
In Abschnitt 2.2 werden Spitzenfunktionen und ihr orthogonales Komplement, die
faserweise konstanten Funktionen, behandelt. Satz 2.8 gibt die lokale Form des
Laplaceoperators ∆Z hinsichtlich der orthogonalen direkten Summe
L2(Z) = L20(Z)⊕ L21(Z), (1)
wobei L20(Z) die Spitzenfunktionen sind.
Fu¨r die Bestimmung der spektralen Auflo¨sung von ∆Z ist es wesentlich, dass die
Zerlegung (1) invariant unter ∆Z ist. Eine geometrische Bedingung dafu¨r liefert
Satz 2.9, na¨mlich die Projizierbarkeit der mittleren Kru¨mmung H der Fasern F
von M → B. Unter dieser Bedingung gibt Satz 2.10 eine explizite Darstellung von
∆Z » L21(Z) als Operator auf L2(R+ ×B):
Satz 2.10.
Bei projizierbarer mittlerer Kru¨mmung H = pi∗H der Fasern ist die
Einschra¨nkung von ∆Z auf C∞0 (Z) ∩ L21(Z) isometrisch zu
− ∂
2
∂u2
+ dimF
∂
∂u
+∆B − 12 divBH + 14‖H‖2.
Dieser Operator hat rein absolutstetiges Spektrum und Satz 2.12 liefert seine spek-
trale Auflo¨sung. Die Einschra¨nkung ∆Z » L20(Z) hat reines Punktspektrum (Satz
2.14).
Wenn ∆Z die Zerlegung (1) nicht invariant la¨sst, so zeigt Satz 2.16, dass die we-
sentlichen Spektren von ∆Z und dem ”Diagonalterm“ von ∆Z bezu¨glich (1) gleich
sind. Der Beweis dieses letzten Satzes ist so allgemein, dass er ohne A¨nderung auch
fu¨r den Laplaceoperator auf Differentialformen gilt, wenn Spitzenfunktionen durch
faserweise harmonische Formen ersetzt werden.
Analog zu [Mu2] wird mit Hilfe der Resolvente von ∆Z eine Parametrix der Re-
solvente (∆X − λ)−1 konstruiert. Wesentlich dabei ist, dass die Einschra¨nkung der
Resolvente von ∆Z auf L21(Z) explizit angegeben werden kann (Abschnitt 2.5.1). Mit
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Methoden der Streutheorie kann gezeigt werden, dass die absolutstetigen Anteile von
dom∆X und dom∆Z unita¨r a¨quivalent sind (Abschnitt 2.4.3).
Der absolutstetige Unterraum von dom∆X wird durch verallgemeinerte Eigenfunk-
tionen parametrisiert, die mit Hilfe der Resolvente von ∆X definiert werden (Ab-
schnitt 2.5). Die verallgemeinerten Eigenfunktionen wiederum werden durch Eigen-
formen des horizontalen Laplaceoperators ∆h parametrisiert und sind meromorphe
Funktionen auf der spektralen Fla¨che Σs (Abschnitt 2.5.2).
Kapitel 3: Die bisherigen Ergebnisse werden auf den Fall von Differentialformen
erweitert und die no¨tigen Hilfsmittel fu¨r die Formulierung und den Beweis eines
Theorems vom Hodge-Typ bereitgestellt.
Zuerst werden einige Fakten u¨ber das Differential dM eines glatten Faserbu¨ndels
M → B wiederholt (Abschnitt 3.1). Es gibt eine Zerlegung
dM = dF + d1,0 + d2,−1
in das Differential dF entlang der Fasern, die Kru¨mmung d2,−1 von M → B und
einen horizontalen Differentialoperator 1. Ordnung.
In Abschnitt 3.2 werden faserharmonische Formen Ω(B,H (F )) definiert. Diese sind
die Verallgemeinerung der faserweise konstanten Funktionen im Funktionenfall. An-
ders als dort sind faserharmonische Formen im Allgemeinen aber nicht mehr Lift
von harmonischen Formen auf der Basis.
Abschnitte 3.3, 3.4 und 3.5 fu¨hren Bezeichnungen und Notationen ein, die fu¨r alle
verbleibenden Kapitel gu¨ltig sind. In Satz 3.9 wird die lokale Form des Hodge-
Laplaceoperators auf Z beschrieben. Analog zum Funktionenfall zeigt Satz 3.10,
dass die Einschra¨nkung des Laplaceoperators auf das orthogonale Komplement der
faserweise harmonischen Formen reines Punktspektrum hat.
Damit die faserharmonischen Formen einen invarianten Unterraum fu¨r ∆Z bilden,
werden in Abschnitt 3.7 zwei Forderungen an die FaserungM → B gestellt, na¨mlich,
(A) dass dies ein flaches Bu¨ndel ist, und (B) dass der horizontale Anteil d1,0 von dM
die faserharmonischen Formen invariant la¨sst. Ein hinreichendes Kriterium fu¨r die
zweite Bedingung liefert
Satz 3.6.
Ist die mittlere Kru¨mmung H der Fasern projizierbar, so lassen d1,0 und
δ1,0 die Zerlegung
Ω∗(M) = Ω∗(B,H ∗(F ))⊕ Ω∗(B,H ∗(F )⊥)
in faserweise harmonische Formen und ihr orthogonales Komplement
invariant.
Die Zerlegung von Ω∗(M) aus Satz 3.6 induziert eine entsprechende Zerlegung von
Ω∗(Z), und diese ist invariant unter ∆Z . Außerdem ist der horizontale Operator
∆1,0 positiv semidefinit. Alle weiteren Resultate der Arbeit werden deshalb unter
den Annahmen (A) und (B) hergeleitet.
Eine weitere wichtige Konsequenz dieser beiden Bedingungen ist, dass die Spektrale
Sequenz von M → B bereits an ihrem zweiten Term degeneriert (Abschnitt 3.8).
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Dies erlaubt, harmonische Formen auf M mit ∆1,0−harmonischen Formen auf B
mit Werten in faserharmonischen Formen zu identifizieren:
Satz 3.14.
Die mittlere Kru¨mmung H der Fasern sei projizierbar und pi : M → B
flach. Dann ist
Hr(B,H s(F )) =H r(B,H s(F )) := {ω ∈ Ωr(B,H s(F )) | ∆1,0ω = 0}
und
Hp(M) =
⊕
r+s=p
H r(B,H s(F )).
Die Konstruktion einer Parametrix fu¨r ∆X in Abschnitt 3.9 ist dann weitestgehend
analog zum Funktionenfall.
In Abschnitt 3.10 werden die verallgemeinerten Eigenformen Eµ(Λ, φ),Λ ∈ Σs zu ∆X
konstruiert. Dies geschieht analog zum Funktionenfall, wobei φ jetzt eine faserhar-
monische Form ist, die zugleich Eigenform von ∆1,0 zum Eigenwert µ ist. Eµ(Λ, φ)
ist eine glatte, in Λ ∈ Σs meromorphe Differentialform in Ω∗(X), erfu¨llt
∆Eµ(Λ, φ) = pis(Λ)Eµ(Λ, φ) mit der Projektion pis : Σs → C
und hat fu¨r Λ in der Resolventenmenge von ∆X eine vorgegebene Asymptotik (Seite
53). Von besonderem Interesse sind die Eigenformen zu µ = 0, denn dann ist φ
Repra¨sentant einer nicht-trivialen Klasse in H∗(M).
In Abschnitt 3.11 wird die Asymptotik des faserharmonischen Anteils von E =
Eµ=0 auf Z bestimmt (Satz 3.19). Die Kenntnis dieser asymptotischen Entwicklung
erlaubt es, Funktionalgleichungen zwischen E, dE und ∗E herzuleiten. Diese sind
wesentlich fu¨r die Beweise in Kapitel 4.
Mit Abschnitt 3.12 beginnen die Vorarbeiten zum Hodge-Theorem, d.h., es sollen
Repra¨sentanten der Kohomologieklassen von H∗(X) in harmonischen Werten bzw.
Residuen der verallgemeinerten Eigenformen – in sogenannten ”singula¨ren Werten“
– gefunden werden. Besonderes Augenmerk gilt deshalb den verallgemeinerten Ei-
genformen zu Λ ∈ Σs im Urbild einer Umgebung von 0. Dort kann Σs als zweifa-
che U¨berlagerung von C geschrieben werden und die verallgemeinerten Eigenformen
erfu¨llen
∆E(s, φ) = s(2dk − s)E(s, φ), φ ∈H ∗(B,H k(F )), dk = |f2 − k|.
Die Maass-Selberg-Relationen (Satz 3.21) sind der Schlu¨ssel fu¨r alle weiteren U¨ber-
legungen. Sie ermo¨glichen pra¨zise Aussagen u¨ber Lage und Vielfachheit der Pole der
verallgemeinerten Eigenformen E(s, φ) (Sa¨tze 3.22 und 3.23).
Von besonderem Interesse ist die Stelle s = 2dk: Liegt dort ein Pol von E(., φ),
so ist dieser einfach, und das Residuum E˜(φ) ist eine L2−harmonische Form, also
insbesondere geschlossen (Satz 3.25). Wenn die verallgemeinerte Eigenform bei
2dk holomorph ist, so ist sie eine glatte ∆X -harmonische Form. Dann muss noch
untersucht werden, ob E ein Repra¨sentant in Hp(X) ist.
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Kapitel 4: Die Resultate aus Kapitel 3 ermo¨glichen es, Repra¨sentanten der Ko-
homologieklassen in singula¨ren Werten zu finden. Dabei muss nach dem Grad von φ
in Faserrichtung unterschieden werden (Abschnitte 4.1 und 4.2). Es zeigt sich, dass
fu¨r Fasergrad k < f2 die Residuen E˜(φ) bei 2dk und fu¨r k ≥ f2 die Funktionswerte
E(2dk, φ) mo¨gliche Repra¨sentanten in H∗(X) sind (Sa¨tze 4.1, 4.2, 4.4 und 4.5).
In Abschnitt 4.3 schließlich wird das Theorem 4.8 vom Hodge-Typ formuliert und
bewiesen. Dazu werden Kohomologieklassen in Hp(M) mit Hilfe einer Abbildung
Ξ : Hp(M)→ Hp(X) zu Klassen in Hp(X) erweitert, wobei letztere durch singula¨re
Werte repra¨sentiert werden. Sei r : Hp(X)→ Hp(M) die von i :M ↪→ X induzierte
Abbildung.
Theorem 4.8.
Sei Hp! (X) = ker r = im(H
p
c (X) → Hp(X)) das Bild der Kohomologie
mit kompaktem Tra¨ger in der de Rham-Kohomologie. Sei Hpinf(X) ein
zu Hp! (X) in H
p(X) komplementa¨rer Raum. Dann ist Hpinf(X) isomorph
zu im r.
Eingeschra¨nkt auf im r ist r ◦ Ξ ein Isomorphismus
r ◦ Ξ : r(Hp(X))→ r(Hp(X)).
Insbesondere besitzen alle Klassen inHp(X) harmonische Repra¨sentanten (Korollar
4.9). Als eine Anwendung von Theorem 4.8 wird ein Satz u¨ber die L2−Signatur von
X angegeben.
Die Notation wurde auch u¨ber Kapitelgrenzen hinweg mo¨glichst einheitlich gestal-
tet, deshalb werden Symbole in der Regel auch nur einmal definiert. Um die Arbeit
trotzdem lesbar zu halten, findet sich vor dem Literaturverzeichnis noch ein Sym-
bolindex.
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1 Mannigfaltigkeiten mit gefaserter Spitzenmetrik
1.1 Riemannsche Submersionen
Wir erinnern zuerst an einige wichtige Eigenschaften von Riemannschen Submersio-
nen. Weitere Details ko¨nnen z.B. [Bes] oder [Fal] entnommen werden.
Seien (M, g) und (B, gB) zwei Riemannsche Mannigfaltigkeiten und pi :M → B eine
glatte Submersion. Fu¨r jedes x ∈ M mit b = pi(x) sei Fb = pi−1(b), Vx ⊂ TxM der
Tangentialraum an Fb (vertikaler Unterraum bei x). Der horizontale Unterraum Hx
bei x ist definiert durch Vx⊕Hx = TxM . Die Tangentialabbildung dpi : TxM → TbB
hat den Kern Vx und induziert somit einen Isomorphismus von Hx nach TbB.
Definition 1.1. Die Daten ((M, g), (B, gB), pi) (oder kurz pi), sind eine Riemannsche
Submersion, wenn dpi fu¨r alle x ∈M mit pi(x) = b eine Isometrie
dpi : (Hx, gx ¹ Hx)→ (TbB, gBb )
induziert.
Die geometrischen Eigenschaften einer Riemannschen Submersion werden im We-
sentlichen durch zwei Tensorfelder, T und A, beschrieben. Im Folgenden bezeichne
H und V auch die Projektion auf H und V.
Sei D der Levi-Civita-Zusammenhang von g und Dˆ die Familie aller Levi-Civita-
Zusammenha¨nge der Metriken gˆb auf den Fasern Fb, fu¨r alle b ∈ B. Das heißt,
sind U und V vertikale Vektorfelder auf Fb, so ist DˆUV := VDUV der Levi-Civita-
Zusammenhang auf Fb.
Definition 1.2. Sei T das (2, 1)-Tensorfeld auf M , dessen Wert auf Vektorfeldern
E1, E2 gegeben ist durch
TE1E2 = HDVE1VE2 + VDVE1HE2.
Seien U, V,W vertikale undX,Y, Z horizontale Vektorfelder. Dann ist TUV = HDUV
die zweite Fundamentalform auf jeder Faser, also symmetrisch:
TUV = TV U
Weitere Eigenschaften folgen direkt aus der Definition von T :
TXU = TXY = 0
TUV = HDUV und TUX = VDUX
(TUV,X) = −(TUX,V ) (2)
Aus (2) folgt, dass die zweite Fundamentalform H∇MU V der Fasern genau dann
identisch verschwindet, wenn T = 0. In diesem Fall sind die Fasern von M → B
total geoda¨tisch, d.h. Geoda¨tische in den Fasern sind auch Geoda¨tische in M , siehe
z.B. [Jo]. In einer Riemannschen Submersion mit total geoda¨tischen Fasern sind
alle Fasern isometrisch, und die Isometrie ist durch Parallelverschiebung entlang des
11
horizontalen Lifts von Kurven in B gegeben. Wir werden in Abschnitt 2.1.2 darauf
zuru¨ckkommen.
Entsprechend wird das (2, 1)−Tensorfeld A definiert als
AE1E2 = HDHE1VE2 + VDHE1HE2.
Sind X,Y horizontal, so folgt
AXY =
1
2
V[X,Y ] siehe [Bes, Prop. 9.24].
Das Frobenius-Theorem ([La], S. 156) liefert damit das Kriterium fu¨r Integrabilita¨t
der horizontalen Distribution:
Lemma 1.3. Die horizontale Distribution H ist genau dann integrabel, wenn A = 0.
Ist H integrabel, so istM lokal isometrisch zu (B×F, gB+gFb) fu¨r eine Schar {gFb}
von Metriken auf den Fasern. Der Beweis erfolgt durch Integration von H.
1.2 Mannigfaltigkeiten mit gefaserter Spitzenmetrik
Nach den einleitenden Bemerkungen zu Riemannschen Submersionen ko¨nnen jetzt
Mannigfaltigkeiten mit gefaserter Spitzenmetrik definiert werden.
Seien (M, gM ) und (B, gB) geschlossene, zusammenha¨ngende orientierbare Mannig-
faltigkeiten und pi : M → B eine Riemannsche Submersion. Durch gM wird eine
Metrik gFb auf den Fasern Fb = pi−1({b}) induziert. Diese sind wieder geschlossen,
und es gilt TxFb = ker dpix = Vx. Außerdem seien die Fasern zusammenha¨ngend.
Auf M sei eine mit u ∈ R+ indizierte Schar von Metriken definiert durch
gMu = pi
∗gB ⊕ e−2ugFb ,
d.h. fu¨r x ∈M, b = pi(x), v = vv + vh ∈ TxM = Vx ⊕Hx
gMu (x)(v, w) = g
B
b (dpixvh, dpixwh) + e
−2ugFbx (vv, wv)
Dann ist gM0 = g
M . Weil (M, gM ) vollsta¨ndig ist, ist pi : M → B eine lokal triviale
Faserung ([Bes, Theorem 9.42]); insbesondere ist f := dimF konstant. Weiter sind
alle Fasern Fb diffeomorph, der Diffeomorphismus ist durch horizontalen Lift von
Kurven in B gegeben.
Sei Z = R+ ×M mit der Metrik gZ := du2 + gMu .
Die von dieser Metrik induzierte Norm auf L2(Z) ist gegeben durch
‖φ‖2L2(Z) =
∫ ∞
0
∫
B
∫
Fb
|φ|2(u, (b, y)) dy ωB e−fudu,
wobei ωB die Volumenform auf B bezu¨glich gB ist.
Eine Mannigfaltigkeit X heisst Mannigfaltigkeit mit gefaserter Spitzenmetrik, falls
X außerhalb einer kompakten Menge X0 isometrisch zu Z ist.
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1.2.1 Beispiele
a) Ist die Basis B ein Punkt, so lautet die Metrik auf Z
du2 + e−2ug,
d.h. die Faser ist F =M und Z ist eine Spitze mit Basis M .
Ist hingegen jede Faser Fb ein Punkt (also z.B. B = M mit pi = id), so lautet die
Metrik auf Z
du2 + pi∗gB,
d.h. Z ist ein Zylinder mit Basis M .
b) In [Mu2],[Mu1] behandelt W. Mu¨ller lokal symmetrische Ra¨ume vom Q−Rang
1. Hier betrachten wir nur den Fall einer Spitze: Sei X = X0 ∪M Z, wobei X0
eine kompakte Mannigfaltigkeit mit Rand M , und Z = R+ × M isometrisch zu
einer Spitze eines lokal-symmetrischen Raum mit Q−Rang 1 sei. Dann gibt es ein
Faserbu¨ndel F →M → B wobei F := Γ∩N\N eine kompakte Nilmannigfaltigkeit,
und B ein lokal symmetrischer Raum sind. Die Metrik auf R+ ×M hat dann lokal
die Form
gZ = du2 + pi∗gB + e−2aug1(b) + e−4aug2(b), (3)
wobei a > 0 und gB die Metrik auf B ist. g1(b), g2(b) haben Tra¨ger entlang der Faser
Fb u¨ber b ∈ B. Die Volumenform auf Z ist dann gegeben durch
volZ = e−qudu volB volFb ,
fu¨r ein q > 0.
Wa¨hlen wir jetzt etwa als symmetrischen Raum den hyperbolischen Raum
SOe(n, 1)/SO(n)
der Dimension n u¨ber R, so hat die Metrik (3) die Form
gZ = du2 + pi∗gB + e−2aug1(b),
siehe Proposition 2.9 in [Web] und z.B. [Ca-Pe]. Eine a¨hnliche Situation liegt in der
Arbeit [Har2] vor, dort ist X = Γ\(H × . . . × H × Y × . . . × Y ) mit der oberen
komplexen Halbebene H und dem 3-dimensionalem hyperbolischem Raum Y, sowie
einer torsionsfreien Kongruenzuntergruppe Γ ⊂ SL(2,O).
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2 Funktionen
In diesem Kapitel wird die Spektraltheorie des Laplaceoperators auf Funktionen auf
einer Mannigfaltigkeit mit gefaserter Spitzenmetrik behandelt.
2.1 Laplaceoperator
Es wird die lokale Form des Laplaceoperators auf Funktionen auf Z bestimmt. Die
Bezeichnungen sind dabei wie in Kapitel 1.2.
Sei ∇ Levi-Civita-Zusammenhang auf Z bezu¨glich gZ .
Sei {Xi, Uk} ein lokaler orthonormaler Rahmen von (M, gM = pi∗gB + gFb), wobei
die Xi basic Vektorfelder mit pi∗Xi = Xi fu¨r einen orthonormalen Rahmen Xi von
B, und die Uk vertikale Vektorfelder seien (pi∗Uk = 0). Dann ist {∂u, U˜j := euUk, Xi}
ein orthonormaler Rahmen von (Z, gZ).
Im Folgenden ist U vertikal, gFm(U,U) = 1, X horizontal, gM (X,X) = 1, g := gZ ,
∂ := ∂u. Insbesondere z.B. g(U,X) = 0, V (g(U,U)) = 0.
Außerdem ist [U,X] vertikal, denn pi∗[U,X] = [pi∗U, pi∗X] = 0, denn V ist vertikal
⇐ : pi∗V = 0. Weil der Fluss φt von ∂ Vektorfelder auf M invariant la¨sst (φ∗tX =
X,φ∗tU = U), verschwinden auch die entsprechenden Lieklammern:
[∂,X] = Lie∂X = 0, [∂, U ] = Lie∂U = 0.
Aus der Koszulformel fu¨r metrische Zusammenha¨nge folgt
g(∇UX, ∂) = 0
g(∇∂∂,X) = g([X, ∂], ∂) = 0
g(∇∂∂, U˜) = g([U˜ , ∂], ∂) = eugM ([U, ∂], ∂) = 0
(weil [U˜ , ∂] = eu([U, ∂]− U) )
g(∇XX, ∂) = g([∂,X], X) = 0
g(∇XiXi, Xk) = gM (∇MXiXi, Xk) = gB(∇BXiXi, Xk)
g(∇XX, U˜) = g([U˜ ,X], X) = eug([U,X], X) = 0
g(∇U˜ U˜ , ∂) = g([∂, U˜ ], U˜) = 1 + e2ugM ([∂, U ], U) = 1
g(∇U˜ U˜ ,X) = −g(U˜ , [U˜ ,X]) = −e2ug(U, [U,X])
= −gFm(U, [U,X]) = gM (∇MU U,X)
g(∇U˜iU˜i, U˜k) = eugFm(∇FmUi Ui, Uk)
(4)
Fu¨r einen ON-Rahmen {X˜i}i von Z hat der Laplaceoperator auf Funktionen lokal
die Form
∆Z = −
∑
i
(X˜i ◦ X˜i −∇ZeXiX˜i).
Summation u¨ber vertikale und horizontale Vektorfelder unter Beru¨cksichtigung von
(4) ergibt
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Satz 2.1. Sei
H :=
∑
j
TUjUj =
∑
j
H∇MUjUj
die mittlere Kru¨mmung der Fasern von pi :M → B und
∆h := −
∑
i
(Xi ◦Xi −∇MXiXi)
fu¨r eine lokale ON-Basis von H . Dann ist der Laplaceoperator ∆Z : C∞0 (Z) →
C∞0 (Z) gegeben durch
(∆Zφ)(u, y) =
(
− ∂
2
∂u2
+ (dimF )
∂
∂u
+∆h + LieH + e2u∆Fpi(y)
)
φ(u, y) (5)
Ab jetzt wa¨hlen wir Dirichlet-Randwerte bei {0} ×M . Die zugeho¨rige, auf L2(Z)
selbstadjungierte Erweiterung von ∆Z (Friedrichserweiterung) werde wieder mit ∆Z
bezeichnet. Es ist bekanntlich dom∆Z = H10 (Z) ∩H2(Z).
2.1.1 Beispiel: warped product
Sei jetztM = B×F mit Metrik gM = gB+e2βgF fu¨r eine C1−Funktion β : B → R.
Sei {Uˆi} eine ON-Basis aus VF in F , {X}i ONR von B. Diese werden durch 0 auf
TM = TB ⊕ TF fortgesetzt. Dann gilt [Uˆ ,X] = 0. Setze U = e−βUˆ , so dass
gM (U,U) = 1. Wieder folgt aus der Koszulformel
2gM (∇MU U,X) = −X(gM (U,U))− 2gM ([U,X], U)
= −2gM (e−β[Uˆ ,X]−X(e−β)Uˆ , e−βUˆ)
= −2X(β)e−2βgM (Uˆ , Uˆ) = −2X(β)
= −2gB(gradBβ,X)
also H∇MU U = −gradβ, und so mit f := dimF
H = −f pi∗gradBβ,
Alle anderen Terme (5) bleiben unvera¨ndert, weshalb
∆Z = − ∂
2
∂u2
+ f
∂
∂u
+∆B − f gradBβ + e2u∆F
Im Falle eines warped product ist die horizontale Distribution integrabel,H = pi∗TB,
und die mittlere Kru¨mmung H der Fasern ist projizierbar.
2.1.2 Beispiel: Total geoda¨tische Fasern
Die Fasern von pi seien total geoda¨tisch. In diesem Fall sind die Fasern auch isome-
trisch. Es wird sich zeigen, dass ∆h aus (5) die Eigenra¨ume von ∆F invariant la¨sst
und eine Darstellung als Laplaceoperator auf Schnitten eines Hauptfaserbu¨ndels
u¨ber B besitzt. Die folgenden Ausfu¨hrungen finden sich im Wesentlichen bei [Bal].
15
Fu¨r total geoda¨tische Fasern ist die Horizontalverschiebung hc : Fb0 → Fb1 fu¨r jede
stu¨ckweise glatte Kurve c : [0, 1] → B mit c(0) = b0 und c(1) = b1 eine Isometrie,
siehe z.B. [Bes, Theorem 9.56]. Sei o ein Punkt in B. Dann sind alle Fasern Fb
isometrisch zu F := Fo.
Sei H ⊂ Iso(F ) die Holonomiegruppe von pi bei o, also die Gruppe aller Isometrien
hγ fu¨r geschlossene Kurven γ : [0, 1]→ B durch o = γ(0) = γ(1).
Fu¨r eine geschlossene Untergruppe G ⊂ Iso(F ) mit H ⊂ G sei N → B das Haupt-
faserbu¨ndel mit Strukturgruppe G und Fasern
Nb = {hc ◦ g | g ∈ G}, b ∈ B,
wobei c : [0, 1] → B eine stu¨ckweise glatte Kurve von o nach b ist. Da G die Ho-
lonomiegruppe H entha¨lt, ist Nb unabha¨ngig von der Wahl von c definiert. Die
Rechtsoperation von G auf N ist durch Komposition von rechts gegeben.
Durch Horizontalverschiebung ist ein Zusammenhang ω auf N wie folgt gegeben.
Sei c : [0, 1] → B stu¨ckweise glatt und x ∈ Nc(0). Wird mit ht : Fc(0) → Fc(1) die
Horizontalverschiebung entlang c ¹ [0, t] bezeichnet, so ist ht ◦ x, 0 ≤ t ≤ 1 der
horizontale Lift von c nach N mit Anfangspunkt x.
Sei µ : G→ Iso(F ) die Inklusion. Dann ist die kanonische Abbildung
τ : N ×µ F →M, [x, p] 7→ x(p)
ein Diffeomorphismus. Außerdem stimmt die von ω induzierte horizontale Distribu-
tion auf N ×µ F mit der urspru¨nglichen Distribution von pi u¨berein.
Sei ∆F der Laplaceoperator von F . Da F geschlossen ist, ist L2(F ) die Hilbertraum-
summe der Eigenra¨ume von F . Betrachte die Zerlegung
L2(F ) =
⊕ˆ
α∈AVα
in paarweise orthogonaleG−invariante Unterra¨ume, so dass fu¨r jedes α die induzierte
Darstellung %α : G → U(Vα) irreduzibel ist. Diese soll natu¨rlich mit µ vertra¨glich
sein:
(%α(g)φ)(µ(g)p) = φ(p), φ ∈ Vα, p ∈ F, g ∈ G.
Dann ist jedes Vα in einem Eigenraum von ∆F enthalten, also insbesondere ein
endlichdimensionaler euklidischer Raum. Sei Wα = N ×%α Vα.
Lemma 2.2. Sei L2(M)α der Raum der Funktionen f : M → C mit f ◦ hc ∈ Vα
fu¨r alle stu¨ckweise glatten Kurven c : [0, 1]→ B mit c(0) = o.
Es gibt eine kanonische Bijektion
L2(M)α ' C∞(B,N ×%α Vα) (6)
Beweis. Sei σ ∈ C∞(B,N ×%α Vα) gegeben, x ∈ M, b = pi(x). [k, y] = τ−1(x). Sei
v ∈ Vα, so dass (k, v) Repra¨sentant von σ(b) ist. Dann definiere f(x) := v(y).
Sei umgekehrt eine Funktion f ∈ L2(M)α gegeben. Zu b ∈ B sei x ∈ Fb beliebig und
[k, y] = τ−1(x). Dann definiere σ(b) := [k, v] mit v ∈ Vα, v(y) := f(x).
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Mit dieser Identifikation ist
L2(M) =
⊕ˆ
α∈AL
2(Wα).
Da Vα euklidisch ist und %α unita¨r, besitzt Wα eine kanonische Hermitesche Metrik.
Der Zusammenhang ω auf N induziert eine Hermitesche kovariante Ableitung ∇α
auf Wα. Sei ∆α der zugeho¨rige Laplaceoperator. Fu¨r einen lokalen orthonormalen
Rahmen Y1, . . . , Yn von B hat dieser die Form
∆α = −
∑
(∇αYi∇αYi −∇α∇BYiYi)
mit dem Levi-Civita-Zusammmenhang ∇B auf B.
Wie oben sei (U1, . . . , Uk, X1, . . . , Xn) ein lokaler orthonormaler Rahmen auf M ,
wobei (U1, . . . , Uk) ein lokaler orthonormaler vertikaler Rahmen und (X1, . . . , Xn)
horizontaler Lift eines orthonormalen Rahmens von B ist. Dann ist
∆M = −
∑
i
(U2i −∇UiUi)−
∑
j
(X2j −∇XjXj).
Da die Fasern total geoda¨tisch sind, ist der vertikale Teil von ∆M gerade ([Bes],[Be-Bo])
∆Fb = −
∑
i
(U2i −∇UiUi) = −
∑
i
(U2i −∇FUiUi),
also der Laplaceoperator auf den Fasern. Entsprechend ist
∆h = −
∑
i
(X2j −∇XjXj)
der horizontale Teil von ∆.
In [Bal] wird gezeigt, dass unter der Identifikation (6) der horizontale Laplaceope-
rator ∆h gerade dem Laplaceoperator ∆α in Wα entspricht.
2.2 Spitzenfunktionen
Definition 2.3. Zu einer Funktion φ auf Z sei I(φ) Integration la¨ngs der Faser u¨ber
b ∈ B:
I(φ)(u, b) :=
∫
Fb
φ(u, (b, y)) dy.
Sei
L20(Z) := {φ ∈ L2(Z) | I(φ)(·, b) = 0 fu¨r fast alle b ∈ B}
und L21(Z) das orthogonale Komplement von L
2
0(Z) in L
2(Z). Eigenfunktionen des
Laplaceoperators, die in L20(Z) liegen, werden in Anlehnung an die Theorie klassi-
scher automorpher Formen Spitzenfunktionen genannt.
Definition 2.4. (konstanter Term) Sei pi2 : Z → R+ × B, (u, x) 7→ (u, pi(x)). Zu
einer Funktion φ auf Z sei der konstante Term definiert als
φ◦ := P (f) :=
I(φ)
υ
◦ pi2
wobei υ : B → R+, υ := I(1) das Volumen der Faser u¨ber b ist.
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Lemma 2.5. Als Operator auf L2(Z) ist P : L2(Z)→ L21(Z) Orthogonalprojektion.
Beweis. Seien φ, ψ ∈ L2(Z). Da das Volumen der Fasern beschra¨nkt ist, gilt Pφ =
0 ⇐ : φ ∈ L20(Z). Außerdem ist P Orthogonalprojektion: Nach Fubini P ◦Pφ = Pφ
und
(Pφ , ψ)L2(Z) =
∫ ∞
0
∫
B
∫
Fb
(
1
vol(Fb)
∫
Fb
φ(u, (b, x))dx
)
· ψ(u, (b, y))dy ωB(b) e−fudu
=
∫ ∞
0
∫
B
∫
Fb
φ(u, (b, x)) ·
(
1
vol(Fb)
∫
Fb
ψ(u, (b, y))dy
)
dxωB(b) e−fudu
= (φ , Pψ)L2(Z)
also insbesondere
(φ− Pφ , Pφ) = (Pφ− P 2φ , φ) = 0.
Funktionen in L21(Z) sind faserweise konstant, weshalb sie mit Funktionen aufR
+×B
identifiziert werden ko¨nnen:
Lemma 2.6. Durch Integration la¨ngs der Fasern
J(φ) =
I(φ)√
υ
(7a)
ist eine Isometrie J : L21(Z)→ L2(R+ ×B, e−fuduωB) mit der Inversen
J−1(ψ) =
ψ√
υ
◦ pi2 (7b)
gegeben.
Beweis. Sei J1(ψ) definiert durch die rechte Seite von (7b) und φ ∈ L21(Z). Nach
Definition ist Pφ = J(φ)√
I(1)
◦ pi2, woraus J1(Jφ) = Pφ = φ und
∫
Z
φ2dz =
∫ ∞
0
∫
B
∫
Fb
(
J(φ)√
I(1)
◦ pi2
)2
dyωe−fudu =
∫ ∞
0
∫
B
J(φ)2 ωe−fudu
folgen. Umgekehrt gilt JJ1ψ = 1√
I(1)
I( ψ√
I(1)
◦ pi2) = ψ fu¨r eine Funktion ψ auf
R+ ×B.
Nun soll berechnet werden, wie der Laplaceoperator auf L20(Z) und L
2
1(Z) wirkt.
Dazu wird das folgende Lemma beno¨tigt.
Lemma 2.7. Sei X¯ Vektorfeld auf B und X horizontaler Lift von X¯ auf (M, g),
sowie φ ∈ C∞(M). Dann gilt
X¯(I(φ)) = I(X(φ))− I(φ · g(H,X)).
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Beweis. Sei ΦX¯t Fluss von X¯. Der Fluss Φ
X
t von X projiziert auf diesen und ist ein
Diffeomorphismus der Fasern:
ΦXt : Fb → FΦX¯t (b).
Sei ω Volumenform der Fasern, d.h. ω ist Volumenform auf M , so dass ω » Fb
Volumenform auf Fb ist. Es gilt nach Definition der Lieableitung
X¯
(∫
Fb
φω
)
=
d
dt 0
∫
F
ΦX¯t (b)
φω =
d
dt 0
∫
Fb
(ΦXt )
∗
(φω) =
∫
Fb
LieX(φω)
Nach Theorem 6.6 in [La] gilt nach Einschra¨nkung auf die Fasern
LieX(ω) = −g(H,X)ω.
Zusammen mit
LieX(φω) = X(φ)ω + φLieXω
folgt das Lemma.
Satz 2.8. Sei φ ∈ C∞(Z) ∩ L2(Z). Bezu¨glich der Zerlegung
L2(Z) = L20(Z)⊕ L21(Z),
d.h. fu¨r φ = φ♦ + φ◦ mit φ♦ ∈ L20(Z), φ◦ = Pφ = pi∗2φ1 ∈ L21(Z), gilt
∆Z(φ) =
(
(1− P )∆Zφ♦ (1− P )∆Zφ◦
P∆Zφ♦ P∆Zφ◦
)
=
(
∆Zφ♦ + P (divM (φ♦H)) (1− P )(H(φ◦))
−P (divM (φ♦H)) (−∂2u + f∂u)φ◦ + pi∗2(∆Bφ1) + P (H(φ◦))
)
Beweis. Sei X basic Vektorfeld, das auf X projiziert. Fu¨r y ∈M sei b = pi(y). Dann
gilt offenbar
X(pi∗φ)(y) = (Xφ)(b)
Mit Lemma 2.7
X(P (φ))(y) = X
(
1
υ
)
I(φ)(b) +
1
υ
X(I(φ))(b)
= X
(
1
υ
)
I(φ) +
1
υ
(I(X(φ))− I(φg(H,X)))
= −X(υ)
υ2
I(φ) + P (X(φ))− P (φg(H,X))
= P (g(H,X))P (φ) + P (X(φ))− P (φg(H,X))
= P (X(φ))− P (g(H,X)(1− P )φ) (8)
Wie in (4) gesehen, ist ∇XiXi basic und projiziert auf ∇BXiXi, so dass
∆hφ◦ = (∆Bφ1) ◦ pi2 ∈ L21(Z).
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Somit
P∆Zφ◦ = (−∂2u + f∂u)φ◦ + pi∗2(∆Bφ1) + P (H(φ◦)). (9)
Dabei wurde verwendet, dass ∆Fφ◦ » F = 0.
Entsprechend
(1− P )∆Zφ◦ = (1− P )(H(φ◦)) (10)
Die Fasern Fb sind geschlossen, weshalb P (∆Fφ♦) = 0, also
P (∆Zφ♦) = P (H(φ♦)) + P (∆hφ♦). (11)
Es bleibt also P (∆hφ♦) zu berechnen. Aus (8)
P (X(φ♦)) = P (g(H,X)φ♦). (12)
P (X (Xφ♦))
(8)
=X(P (Xφ♦)) + P (g(X,H)(1− P )Xφ♦)
=X(P (g(X,H)φ♦)) + P (g(X,H)(1− P )Xφ♦)
=P (X{g(X,H)φ♦} − g(X,H)(1− P )(g(X,H)φ♦)
+ g(X,H)(1− P )(Xφ♦))
=P (X{g(X,H)φ♦} − g(X,H)2φ♦ + g(X,H)Xφ♦
+ g(X,H)P (g(X,H)φ♦ −Xφ♦))
(12)
= P (X{g(X,H)φ♦} − g(X,H)2φ♦ + g(X,H)Xφ♦)
=P (g(∇XX,H)φ♦ + g(X,∇XH)φ♦ + 2g(X,H)Xφ♦)− g(X,H)2φ♦)
Weil auch ∇XX basic ist:
P ((∇XX)φ♦) (12)= P (g(∇XX,H)φ♦)
Nun ist aber ∑
i
g(Xi, H)2 = ‖H‖2,
∑
i
g(Xi,H)Xiφ♦ = H(φ♦),
also
P∆hφ♦ =− P
(∑
i
(X2i −∇XiXi)φ♦
)
=− P (2H(φ♦)− ‖H‖2φ♦ +∑
i
g(Xi,∇XiH)φ♦
)
Die Divergenz von H auf M ist
divM H =
∑
i
g(Xi,∇XiH) +
∑
j
(Uj(g(Uj ,H))− g(∇UiUj , H))
=
∑
i
g(Xi,∇XiH)− ‖H‖2
weshalb
P∆hφ♦ = −P ((divM H)φ♦ + 2H(φ♦)) (13)
Eingesetzt in (11)
P (∆Zφ♦) = −P (H(φ♦) + (divM H)φ♦) = −P (divM (φ♦H)). (14)
Die Behauptung folgt so aus (9), (10), (13) und (14).
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2.3 Projizierbare mittlere Kru¨mmung
Wir suchen nun eine hinreichende Bedingung dafu¨r, dass ∆Z die Zerlegung L2(Z) =
L20(Z)⊕ L21(Z) invariant la¨sst, in der Definition von [Ka, V.3.9].
Satz 2.9. Haben die Fasern von M projizierbare mittlere Kru¨mmung, so sind L20(Z)
und L21(Z) invariante Unterra¨ume von ∆Z .
Beweis. Laut Satz 2.8 kann ∆Z = ∆Z;0 + T geschrieben werden mit
∆Z;0 =
(−∂2u + f∂u + e2u∆F + (1− P )∆h 0
0 −∂2u + f∂u + P∆h
)
und der Sto¨rung
T =
(
(1− P )Hφ♦ (1− P )Hφ◦
−P divM (φ♦H) P (Hφ◦)
)
Sei jetzt H ein Vektorfeld auf B, so dass pi∗H = H. Aus Formel (8) folgt
H(Pφ) = P (Hφ)− P (‖H‖2(1− P )φ)
= P (Hφ)− ‖H‖2BP (1− P )φ = P (Hφ)
Insbesondere:
PHφ◦ = Hφ◦ =: (1− P )Hφ◦ = 0
PHφ♦ = 0 =: (1− P )Hφ♦ = Hφ♦
divM H =
∑
i
g(Xi,∇XiH)− ‖H‖2 = divBH − ‖H‖2B
Also auch
P divM (φ♦H) = P (H(φ♦) + φ♦ divM H) = 0
Schließlich wird die Sto¨rung T zu
T =
(
Hφ♦ 0
0 Hφ◦
)
,
d.h. T = LieH .
Eine Klasse von Mannigfaltigkeiten mit Fasern projizierbarer mittlerer Kru¨mmung
wird in [Fal] angegeben (vgl. auch [Bes], Theorem 9.104): Eine Riemannsche Sub-
mersion ist genau dann lokal ein warped product, wenn die Fasern total umbilisch1,
die horizontale Distribution integrabel, und die mittlere Kru¨mmung der Fasern pro-
jizierbar sind.
Es soll noch untersucht werden, wie ∆Z » L21(Z) wirkt, wenn L21(Z) via J aus (7a)
mit Funktionen auf R+ ×B identifiziert wird.
1Die Fasern einer Submersion heißen total umbilisch, falls es ein horizontales Vektorfeld ν :
M → H gibt, so dass fu¨r die zweite Fundamentalform gilt
II(U, V )x = H(∇MU V )x = gx(U, V )ν(x), ∀U, V ∈ TxM
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Satz 2.10. Bei projizierbarer mittlerer Kru¨mmung der Fasern gilt fu¨r φ ∈ C∞0 (Z)∩
L21(Z)
∆Zφ = J−1(− ∂
2
∂u2
+ f
∂
∂u
+¤B)J(φ),
mit
¤B : C∞(B)→ C∞(B)
φ 7→ ∆Bφ− 12φ divBH + 14‖H‖2φ
Dabei besitzt ¤B eine selbstadjungierte Erweiterung als nicht-negativer elliptischer
Operator auf L2(B), und diese hat rein diskretes Spektrum.
Beweis. Wie oben gesehen2 gilt
∆MPψ = ∆hPψ +H(Pψ),
weshalb
¤Bφ = J(∆h +H)J−1φ = J
((
∆B(
φ√
υ
) +H(
φ√
υ
)
) ◦ pi2) (15)
Daraus folgt sofort
(¤Bφ , φ)L2(B) = (J∆MJ−1φ , φ)L2(B) = (∆MJ−1φ , J−1φ)L2(M) ≥ 0. (16)
Sei X ein Vektorfeld auf B.
X(υ) = −gB(H,X)υ (wegen Lemma 2.7)
X
( 1√
υ
)
=
gB(H,X)
2
√
υ
X
(
X
( 1√
υ
))
=
1
2
√
υ
(
1
2gB(H,X)
2 + gB(∇BXH,X) + gB(H,∇BXX)
)
Fu¨r eine lokale Orthonormalbasis {Xi} von (TB, gB) ist ∆B = −
∑
i(XiXi−∇BXiXi),
also
∆B
( 1√
υ
)
= − 1
2
√
υ
∑
i
(
1
2gB(H,Xi)
2 + gB(∇BXiH,Xi)
)
= − 1
2
√
υ
(12‖H‖2gB + divBH)
∆B
( φ√
υ
)
= ∆B
( 1√
υ
)
φ+
1√
υ
∆Bφ− 2
∑
i
Xi
( 1√
υ
)
Xiφ
= − 1
2
√
υ
(12‖H‖2gB + divBH)φ+
1√
υ
∆Bφ− 1√
υ
Hφ
In (15)
¤Bφ =
√
υ(∆B(
φ√
υ
) +H(
φ√
υ
))
= ∆Bφ− 12φ divBH + 14‖H‖2gBφ
2Siehe auch Theorem 4.4 in [La].
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Die letzte Aussage folgt schließlich aus (16) sowie den bekannten Eigenschaften von
∆B, denn ¤B ist eine kompakte Sto¨rung desselben.
Bemerkung 2.11. Dass ¤B nicht-negativ ist, kann auch direkt eingesehen wer-
den: Fu¨r ein Vektorfeld X ∈ C∞(B, TB) und eine Funktion u ∈ C∞(B) gilt ([Tay,
Proposition 2.2, S. 128])
(X , gradu)L2(B) = −(divX , u)L2(B). (17)
Weil ∆ = −div grad, folgt
(¤Bu , u) = ‖ gradu‖2 + 14(u2 , ‖H‖2gB )− 12
(
divH , u2
)
(17)
= ‖ gradu‖2 + 14‖uH‖2 + (uH , gradu)
= ‖ gradu+ 12uH‖
2 ≥ 0.
¦
2.4 Spektraltheorie
In diesem Kapitel soll die Spektraltheorie des Laplaceoperators auf Funktionen auf
Mannigfaltigkeiten mit gefaserter Spitzenmetrik untersucht werden. Die Bezeichnun-
gen sind wie in Kapitel 1.2.
Sei ∆X : C∞0 (X) → C∞0 (X) Laplaceoperator auf den Funktionen mit kompaktem
Tra¨ger. ∆X besitzt eine Erweiterung als selbstadjungierter Operator auf L2(X),
die wir wieder mit ∆X bezeichnen. Sofern nicht explizit anders erwa¨hnt, wird im
Folgenden nur der Fall projizierbarer mittlerer Faserkru¨mmung betrachtet. Dann
ist die Zerlegung L2(Z) = L20(Z) ⊕ L21(Z) invariant unter ∆Z (Lemma 2.9). Ferner
ist L21(Z) isometrisch zu L
2(R+ ×B, e−fuduωB), die Isometrie ist dabei durch (7a)
gegeben.
Wir werden unter anderem zeigen, dass das wesentliche Spektrum von ∆X durch
∆Z bestimmt ist.
2.4.1 Spektrale Auflo¨sung von ∆1,Z
Sei H projizierbar (d.h. basic) mit H := dpi ◦ H. Dann ist L21(Z) laut Lemma 2.9
ein invarianter Unterraum von ∆Z , und fu¨r die Einschra¨nkung ∆1,Z = ∆Z » L21(Z) :
L21(Z)→ L21(Z) von ∆Z gilt
∆1,Z = − ∂
2
∂u2
+ f
∂
∂u
+∆h +H
Wir identifizieren jetzt L21(Z) mit L
2(R+ × B, e−fuduωB) mittels der Isometrie J
aus (7a). Dann wirkt ∆1,Z wie in Satz 2.10 als
∆1,Z = J−1(− ∂
2
∂u2
+ f
∂
∂u
+¤B)J.
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Durch G(φ)(u, b) = e−uf/2φ(u, b) ist eine Isometrie G : L2(R+ × B, e−fuduωB) →
L2(R+ ×B) mit der Inversen G−1(φ)(u, b) = euf/2φ(u, b) gegeben.
Zu einer Funktion φ ∈ L2(R+ ×B) betrachten wir die Fourierzerlegung
φ(u, b) =
∞∑
i=0
ai(u)φi(b) (18)
zu einer L2(B)−Orthonormalbasis von Eigenfunktionen φi ∈ C∞(B) von¤B, ai(u) ∈
L2(R+ × B, e−fuduωB) mit zugeho¨rigen Eigenwerten µi, 0 ≤ µ1 ≤ µ2 ≤ . . . → ∞.
Diese Fourierzerlegung ist eine Isometrie
I : L2(R+ ×B)→ L2(R+, `2), (Iφ)(u, j) := aj(u).
Die Sinustransformation
S(φ)(r) =
√
2
pi
∫ ∞
0
sin(ru)φ(u) du
entspricht auf ungeraden Funktionen in C∞0 (R) der Fouriertransformation:
φ(−u) = −φ(u)∀u ∈ R =: S(φ) = iF(φ)
Daraus folgt, dass S : L2(R+)→ L2(R+) eine Isometrie ist, und
S(
∂2
∂r2
φ)(r) = −r2(Sφ)(r)
(S−1φ)(r) = (Sφ)(r)
Schließlich ist durch die Substitution τ = r2 + µj + f
2
4 eine Isometrie
T :L2(R+, `2)→
∞⊕
j=0
L2([µj + f
2
4 ,∞),
dτ
2
√
τ − µj − f24
),
T(f)(τ, j) = aj(
√
τ − µj − f24 )
gegeben.
Sei aiφi ∈ L2(R+×B, e−fuduω) ein Summand in der Fourierentwicklung (18). Dann
gilt ∆1,Z(aiφi) = (SG)−1(u2+ f
2
4 +µi)SG(aiφi) und durch TSIGJ ist die gesuchte
spektrale Auflo¨sung gegeben:
Satz 2.12. Sei U = TSIGJ . Dann gilt fu¨r ϕ ∈ L21(Z)
(U∆1,Zϕ)(τ, j) = τ(Uϕ)(τ, j).
Das heißt, fu¨r
(Uϕ)(τ, j) =
√
2
pi
∫ ∞
0
sin(
√
τ−µj−f
2
4 · u)(IJϕ)(u, j)e−uf/2 du.
24
gilt fu¨r x ∈ Fb
(∆1,Zϕ)(u, x) =
1√
2pi
∞∑
j=0
∫ ∞
f2
4 +µj
τeuf/2 sin(
√
τ−µj−f
2
4 · u)(Uϕ)(τ, j)
dτ√
τ−µj−f
2
4
· J−1 (φj(b))
Insbesondere gilt
Satz 2.13. Die mittlere Kru¨mmung der Fasern pi : M → B sei projizierbar. Die
Eigenwerte von ¤B seien 0 ≤ µ1 ≤ µ2 ≤ . . .→∞. Dann hat die Einschra¨nkung von
∆Z auf L21(Z) rein absolutstetiges Spektrum [
f2
4 + µ1,∞) mit Verzweigungspunkten
bei f
2
4 + µj , j ≥ 1. Die Vielfachheit des Spektrums bei λ ist ]{j | f
2
4 + µj ≤ λ}.
2.4.2 Wesentliches Spektrum von ∆Z
Es soll das wesentliche Spektrum von ∆Z untersucht werden. Dabei wird wie in
[Lo] vorgegangen. In diesem Kapitel wird keine weitere Bedingung an H gestellt,
insbesondere muss H nicht projizierbar sein.
Zuna¨chst bemerken wir
Satz 2.14. Die Resolvente von
∆Z » L20(Z) : L20(Z)→ L20(Z)
ist kompakt.
Beweis. Sei dazu wie im Minimax-Prinzip ([RS-4], Theorem XIII.1) fu¨r einen nach
unten beschra¨nkten symmetrischen Operator A definiert
µn(A) = sup
φ1,...,φn∈Q(A)
inf
ψ⊥φ1,...,φn
‖ψ‖=1
(Aψ , ψ).
Dabei ist Q(A) Definitionsbereich der quadratischen Form von A.
Sei
V = (e2u∆F + (1− P )(∆h +H))(1− P ),
also
∆Z = (−∂2u + f∂u)(1− P ) + V
als Summe quadratischer Formen. Zuerst zeigen wir, dass fu¨r φ ∈ C∞0 ([a,∞)×M)∩
L20(Z) mit ‖φ‖2L2(Z) = 1 gilt
lim
a→∞ (V φ , φ)L2(Z) =∞. (19)
(V φ , φ)L2(Z) = (e
2u∆Fφ , φ)L2(Z) + ((1− P )(∆h +H)φ , φ)L2(Z)
≥ e2a(∆Fφ , φ)L2(Z) + ((1− P )(∆h +H)φ , φ)L2(Z)
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Der zweite Summand in der letzten Zeile ist nach unten beschra¨nkt. Es genu¨gt also,
(∆Fb(φ ¹ Fb) , φ ¹ Fb)L2(Fb) ≥ k > 0 fu¨r φ ∈ C
∞
0 ([a,∞)×M) ∩ L20(Z)
zu zeigen. Nun ist aber φ ∈ L20(Z) :⇐ : (φ ¹ Fb) ⊥ ker∆Fb fu¨r fast alle b ∈ B, also
(∆Fbφ , φ)L2(Fb) ≥ µ1(∆Fb).
Laut Lemma 2.15 ist µ1(∆Fb) eine stetige positive Funktion auf der kompakten
Mannigfaltigkeit B, also auch k := minb∈B µ1(Fb) > 0.
Aus der Eigenschaft (19) folgt jetzt, dass die Resolvente von ∆Z » L20(Z) kompakt
ist. Nach [RS-4], Theorem XIII.64 genu¨gt es zu zeigen, dass
lim
n→∞µn(∆Z » L
2
0(Z)) =∞.
Sei dazu
Tc,a = −∂2u + f∂u + cχa(u), χa(u) =
{
−1 u ∈ [0, a]
0 sonst
Tc,a ist Sto¨rung mit kompaktem Tra¨ger von −∂2u+f∂u, hat also das gleiche wesentli-
che Spektrum [f2/4,∞) wie −∂2u+f∂u. ∆Z ist nach unten beschra¨nkt, (∆Zφ , φ) >
c0‖φ‖2 mit c0 ∈ R.
Sei φ ∈ dom(∆Z), ‖φ‖L2(Z) = 1 und c1 = min{0, |c0|}. Wir wa¨hlen c > 0 beliebig.
Wegen (19) gibt es ein a > 0, so dass fu¨r alle ψ ∈ C∞0 ([a,∞) ×M) ∩ L20(Z) mit
‖ψ‖2L2(Z) = 1 gilt (V ψ , ψ) ≥ c.
Daraus folgt fu¨r ψ = φ
(∆Zφ , φ) ≥ c− c1 + (Tc,aφ , φ), φ ∈ dom∆Z , ‖φ‖ = 1. (20)
Wegen Q(Tc,a) ⊃ Q(∆Z) bedeutet (20)
µn(∆Z) ≥ c− c1 + µn(Tc,a).
Aber Tc,a hat das wesentliche Spektrum [f2/4,∞). Also gibt es ein N , so dass
µn(Tc,a) > 0 fu¨r n > N , womit
µn(∆Z) > c− c1 fu¨r n > N.
Weil c beliebig gewa¨hlt war, folgt limn→∞ µn(∆Z) = ∞. Damit hat ∆Z kompakte
Resolvente, also ∆Z reines Punktspektrum.
Obiger Beweis hat eine Aussage u¨ber den kleinsten Eigenwert von ∆Fb verwendet,
die hier noch bewiesen wird:
Lemma 2.15. Sei µ1(b) > 0 kleinster positiver Eigenwert von ∆Fb. µ1(b) ist stetig
in b ∈ B.
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Beweis. Sei o ∈ B beliebiger Basispunkt, c Kurve in B mit c(0) = o, c(1) = b und
σc : Fo → Fb horizontaler Lift von c. σc ist Diffeomorphismus der Fasern (siehe
[Bes]). Sei go = gFo die Riemannsche Metrik auf Fo. Eine weitere Riemannsche
Metrik auf Fo ist gegeben durch
gbo := σ
∗
cg
Fb
Analog zu [Bak] definieren wir die Distanz von go und gbo durch
ε(gbo, go)
2 := sup{|g0(v, v)− gbo(v, v)| | x∈Fo, v ∈ TxFo, go(v, v) = 1}
Nach Voraussetzung sind die Fasermetriken gFb glatt in b, insbesondere ist ε(gbo, go)
2
stetig in b, also auch limb→o ε(gbo, go)2 = 0. Aus Theorem 4.14 in [Bak] folgt
lim
b→o
µ1(∆Fo , g
b
o) = µ1(∆Fo , go)
Weil (Fo, gbo) und (Fb, g
Fb) nach Konstruktion isospektral sind, folgt die Behauptung.
Die beiden Nebendiagonalterme
(1− P )HP : L21(Z) ∩H1(Z)→ L20(Z)
und − P (H + divM 1)(1− P ) : L20(Z) ∩H1(Z)→ L21(Z)
sind beschra¨nkt, denn sie sind bereits als Operatoren auf L2(M)∩H1(M)→ L2(M)
stetig.
Außerdem hat P∆ZP = (−∂2u+f∂u)P+∆hP+PHP rein absolutstetiges Spektrum:
∆hP+PHP ist ein nach unten beschra¨nkter, selbstadjungierter elliptischer Operator
auf M und hat somit reines Punktspektrum mit Eigenwerten
−∞ < µ′0 ≤ µ′1 ≤ . . .→∞.
Das Spektrum von P∆ZP ist somit
⊔
i[f
2/4 + µ′i,∞).
Sei jetzt
L =
(
(−∂2u + f∂u + e2u∆F + (1− P )(∆h +H))(1− P ) 0
0 (−∂2u + f∂u)P +∆hP + PHP
)
Dann gilt der
Satz 2.16. ∆Z und L haben das gleiche wesentliche Spektrum.
Beweis. Der Beweis folgt dem Beweis von Theorem 2 in [Lo]. Sowohl ∆Z als auch L
sind selbstadjungiert und nach unten beschra¨nkt, deshalb gibt es ein k > 0, so dass
(−∞, k] in der Resolventenmenge von ∆Z und von L enthalten ist. Es wird gezeigt,
dass fu¨r hinreichend grosses k > 0 die Differenz der Resolventen
(∆Z + k1)−1 − (L+ k1)−1 (21)
27
kompakt ist. Die Behauptung folgt dann aus Theorem XIII.14 in [RS-4]
Unter der Annahme, dass α und η := δ − γα−1β invertierbar sind, gilt die Identita¨t(
α β
γ δ
)−1
=
(
α−1 + α−1βη−1γα−1 −α−1βη−1
−η−1γα−1 η−1
)
(22)
Wir schreiben jetzt(
α β
γ δ
)
:= ∆Z + k1 : L20(Z)⊕ L21(Z)→ L20(Z)⊕ L21(Z).
Fu¨r hinreichend grosses k sind α und δ invertierbar, und wegen Satz 2.14 ist α−1
kompakt. Ferner gilt ‖α−1‖ ≤ 1k+c0 , wobei c0 der kleinste Eigenwert von α ist.
Entsprechend ist ‖δ−1‖ ≤ 1k+µ0′ mit dem kleinsten Eigenwert µ′0 von ∆hP + PHP .
Um zu sehen, dass η := δ − γα−1β invertierbar ist, schreiben wir
η = δ(1−X) mit X = δ−1γα−1β
Wie wir oben gesehen haben, sind β und γ stetige Operatoren, also istX als Produkt
von beschra¨nkten Operatoren mit dem kompakten Operator α−1 selbst kompakt.
Fu¨r k →∞ konvergieren ‖α−1‖ und ‖δ−1‖ gegen 0. Damit kann k so groß gewa¨hlt
werden, dass ‖X‖ < 12 und ‖δ−1‖ < 1. Dann ist auch η invertierbar, und η−1 ist
beschra¨nkt:
η−1 = (1−X)−1δ−1, wobei ‖(1−X)−1‖ < 2
Damit sind in (22) alle Terme bis auf η−1 unten rechts kompakte Operatoren.
Fu¨r L+ k1 lautet die entsprechende Zerlegung(
α 0
0 δ
)
:= L+ k1 =: (L+ k1)−1 =
(
α−1 0
0 δ−1
)
Um zu zeigen, dass die Differenz (21) kompakt ist, bleibt also nur noch die Kom-
paktheit von
η−1 − δ−1 = ((1−X)−1 − 1)δ−1
zu zeigen. Aber nach Wahl von k ist ‖X‖ < 12 , so dass die formale Reihe
∑∞
j=1X
j
konvergiert. WeilX kompakt ist, ist ihr Grenzwert ((1−X)−1−1) auch kompakt.
2.4.3 Spektrum von ∆X
Ab jetzt sei die mittlere Kru¨mmung H der Fasern wieder projizierbar.
Sei ∆X;D Laplaceoperator auf X mit Dirichlet-Randwerten bei {0} ×M , d.h ∆X;D
ist die Friedrichserweiterung von ∆X : C∞0 (X \ ({0} ×M))→ C∞0 (X \ ({0} ×M)).
Dieser zerfa¨llt in die direkte Summe ∆X;D = ∆X0;D ⊕∆Z .
Die Wellenoperatoren W±(∆X ,∆X;D) sind definiert durch
W±(∆X ,∆X;D) = s− lim
t→∓∞ e
i∆tJe−i∆X;DtPac(∆X;D)
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mit der Inklusion J : dom∆X;D ↪→ dom∆X und der Projektion Pac auf den abso-
lutstetigen Unterraum von ∆X;D in L2(X). Falls die Wellenoperatoren existieren, so
stellen sie partielle Isometrien W± : Pac(∆X;D)→ imW±, also Isometrien auf dem
Komplement von kerW±, dar.
In diesem Fall heißen W± vollsta¨ndig, wenn imW± = imPac(∆X). Offenbar gilt:
Wenn die Wellenoperatoren vollsta¨ndig sind, sind W± : imPac(∆X;D) → im∆X
unita¨re A¨quivalenzen, insbesondere haben ∆X;D und ∆X das gleiche absolutstetige
Spektrum.
Es gibt nun mehrere Methoden, die Existenz und Vollsta¨ndigkeit vonW± zu zeigen.
Die meisten Informationen liefert in unserem Fall die Methode von Enss, siehe z.B.
[Ba-Wo], [Mu2], [Hus]. U¨ber die Existenz und Vollsta¨ndigkeit hinaus ergibt diese,
dass das singula¨rstetige Spektrum von ∆X leer ist, sowie dass das Punktspektrum
von ∆X keine Ha¨ufungspunkte außerhalb von σ(∆X;D) hat.
Die Argumentation im Falle einer Mannigfaltigkeit mit gefaserter Spitzenmetrik ist
analog zu [Mu2], Kapitel 6, deshalb soll hier nicht na¨her darauf eingegangen werden.
Wir haben gesehen, dass ∆Z = ∆0;Z ⊕∆1;Z und dass ∆0;Z reines Punktspektrum
hat. Der absolutstetige Anteil von dom∆X ist also unita¨r a¨quivalent zu L21(Z).
2.5 Verallgemeinerte Eigenfunktionen
Im Folgenden wird immer angenommen, dass die mittlere Kru¨mmung H von der
Fasern von M → B projizierbar ist. Dann zerfa¨llt L2(Z) = L20(Z) ⊕ L21(Z) in
∆Z−invariante Unterra¨ume.
2.5.1 Parametrix der Resolvente
Sei X1 = X0 ∪ ([0, 1]×M) und sei Xˆ eine geschlossene Mannigfaltigkeit, in die X1
isometrisch eingebettet ist. Fu¨r den Laplaceoperator ∆Xˆ auf Xˆ ist die Resolvente
(∆Xˆ − λ)−1 eine meromorphe Funktion in λ ∈ C mit Polen bei den Eigenwerten
von ∆Xˆ . Sei Q1(x, x
′, λ) die Einschra¨nkung des Kerns der Resolvente (∆Xˆ − λ)−1
auf X1 ×X1. Dies ist der innere Teil der Parametrix. Der a¨ußere Teil ist durch die
Resolvente von ∆Z gegeben, Q2(λ) = (∆Z − λ)−1. Diese soll jetzt na¨her untersucht
werden.
Weil die Zerlegung L2(Z) = L20(Z) ⊕ L21(Z) invariant unter ∆Z ist, gilt fu¨r die
Resolvente
Q2(λ) = (∆Z − λ)−1 = (∆Z,0 − λ)−1 + (∆Z,1 − λ)−1.
Wie wir in Satz 2.14 gesehen haben, ist (∆Z,0−λ)−1 kompakt als Operator in L2(Z).
Das Spektrum von ∆Z,1 ist [f
2
4 + ν0,∞), mit Verzweigungen bei f
2
4 + ν fu¨r jeden
Eigenwert ν von ¤B. Sicher ist CrR+ in der Resolventenmenge von ∆Z,1 enthalten.
Zuerst wird der Integralkern von (∆Z,1 − λ)−1 fu¨r λ ∈ CrR+ explizit berechnet.
Mit den Bezeichnungen aus Satz 2.12 sei T = SIGJ . Wie in der Herleitung zu diesem
Satz gesehen, gilt (T∆1,Zf)(u, j) = (u2+ f
2
4 +µj)(Tf)(u, j) fu¨r f ∈ C∞0 (Z)∩L21(Z).
Wieder sei {φj} eine L2(B)−ONB aus Eigenfunktionen von ¤B.
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Sei λ ∈ CrR+ und mMultiplikation mit m(u, j) := (u2+ f24 +µj−λ), sowie y ∈ Fb.
((∆1 − λ)−1φ)(u, y) = (J−1G−1I−1S−1m−1SIGJφ)(u, y)
= ef/2u
∑
j
(√
2
pi
∫ ∞
0
sin(ru)(m−1SIGJφ)(., r) dr
)
(J−1φj)(y)
=
∫ ∞
0
∫
M
K(λ, (u, y), (r, z))φ(r, z) dz e−fr dr
mit
K(λ, (u, y), (r, z))
=
∞∑
j=0
ef/2(u+r)
2pi
∫ ∞
0
(eiuξ − e−iuξ)(e−iξr − eiξr)
ξ2 + f2/4 + µj − λ dξ (J
−1φj)(y)⊗ (J−1φj)(z)
Alle auftretenden Summen und Integrale ko¨nnen hier vertauscht werden. Verwendet
wurde außerdem
(IJφ)(u, j) =
∫
B
(Jφ)(u, b)φj(b)ω(b) =
∫
M
f(u, z)J−1φj(z)dz =
(
φ , J−1φj
)
L2(M)
Das innere Integral kann mit dem Residuensatz berechnet werden, mit dem Ergebnis
K(λ, (u, y), (r, z))
=
∞∑
j=0
i
2
ef/2(u+r)
ei|u−r|
√
λ−f2/4−µj − ei(u+r)
√
λ−f2/4−µj√
λ− f2/4− µj
(J−1φj)(y)⊗ (J−1φj)(z)
(23)
Der Integralkern Q2(λ, x1, x2) von Q2(λ) schließlich ist gegeben durch
Q2(λ, x1, x2) = K(λ, x1, x2) +
∑
i
1
λi − λψi(x1)⊗ ψi(x2)
mit den Eigenwerten λi von ∆Z;0 und zugeho¨rigen Eigenfunktionen ψi.
Seien ξ1, ξ2, χ1, χ2 geeignete Abschneidungsfunktionen mit den Eigenschaften3
χ1 + χ2 = 1
ξj(x) = 1 fu¨r x ∈ suppχj
dist(supp∇ξj , suppχj) ≥ 15 .
Dann definieren wir einen Operator Q(λ) : L2(X) → L2(X) durch seinen Integral-
kern
Q(λ, x1, x2) = χ1(x1)Q1(λ, x1, x2)ξ1(x2) + χ2(x1)Q2(λ, x1, x2)ξ2(x2).
Aus dieser Formel folgt vo¨llig analog zu [Hus], Kapitel 3.1, (bzw. [Mu1]) dass
Q(λ)(∆X − λ) = Id +K(λ), λ ∈ C \R+
3siehe z.B. [APS]
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wobei die K(λ) kompakte Operatoren in L2(X) sind, sowie dass
(∆X − λ)−1 −Q(λ)
fu¨r λ ∈ C \ R+ eine in λ meromorphe Familie kompakter Operatoren sind. Damit
ist Q(λ) Parametrix von (∆X − λ)−1.
2.5.2 Analytische Fortsetzung der Resolvente
Die Wurzelfunktionen λ 7→√λ− f2/4− µj aus (23) sind in der geschlitzten komple-
xen Ebene C\ [f2/4+µj ,∞) holomorph und lassen sich nicht auf ganz C holomorph
fortsetzen.
Sei I = {τi}i∈N eine diskrete Menge reeller Zahlen, mit −∞ < τ0 < τ1 < . . .. Wir
erinnern an die Konstruktion der Spektralen Fla¨che Σs, einer Riemannschen Fla¨che,
auf der alle Wurzelfunktionen z 7→ √z − τi holomorph sind.
Wie in [Glp] sei
Σs =
{
Λ = (Λµ) ∈ C]I | ∀µ, ν ∈ I : Λ2µ + µ = Λ2ν + ν
}
und die Projektion pis : Σs → C, pis(Λ) = Λ2µ+µ. (Σs, pis) ist eine unendlichbla¨ttrige
U¨berlagerung von C mit Verzweigungspunkten in I.
Fu¨r µ ∈ I sind dann die Wurzelfunktionen gegeben durch√
Λ− µ := Λµ. (24)
Schließlich sei der physikalische Bereich FP, das Blatt der “positiven” Wurzeln,
definiert als
FP := {Λ ∈ Σs | ∀µ ∈ I : Im Λµ > 0} .
Dieser la¨sst sich mittels pis mit C \ [τ0,∞) identifizieren. Sein Rand zerfa¨llt in zwei
Halbgeraden ∂± FP ' [τ0,∞). Dabei bedeutet Λ ∈ ∂± FP, dass pi−1s (pis(Λ)±iε)→ Λ
fu¨r ε→ 0.
Schließlich sei Σµs fu¨r µ ∈ I die Zusammenhangskomponente von FP in pi−1s (C \
[τ0,∞)).
Die Automorphismengruppe Aut(Σs) wird durch Monodromien γµ : Σs → Σs, die
die Relationen
γµγν = γνγµ, γ2µ = id, µ 6= ν ∈ I
erfu¨llen, erzeugt. Die Wurzeln (24) verhalten sich wie folgt unter Anwendung von
γµ: √
γµΛ− µ = −
√
Λ− µ, √γµΛ− ν = √Λ− ν, µ 6= ν (25)
In unserem Fall ist nun I = {µ + f24 | µ ∈ σ(¤B)}. Auf der zugeho¨rigen Spek-
tralen Fla¨che Σs sind alle Wurzelfunktionen aus (23) holomorph. Außerhalb von
FP definiert der Integralkern aus (23) keinen stetigen Operator in L2(X). Deshalb
betrachten wir gewichtete Funktionenra¨ume, auf die eine Fortsetzung als stetiger
Operator mo¨glich ist.
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Definition 2.17. Zu δ ∈ R sei die Wichtung ω einer Funktion φ : Z → R.
ωδ(φ)(u, y) := eδuφ(u, y)
Der zugeho¨rige gewichtete L2−Raum ist
L2δ(Z) =
{
φ : Z → R | φ messbar und ωδ(φ) ∈ L2(Z)
}
Es gilt fu¨r δ > 0
L2δ(Z) ⊂ L2(Z) ⊂ L2−δ(Z)
Fu¨r τ > 0 sei Dτ (0) = {z ∈ C | |z| < τ} und µ˜(τ) der kleinste Eigenwert von ¤B
mit µ˜(τ) + f
2
4 > τ .
Ωτ = (FP∪pi−1s (Dτ (0))) ∩ Σµ˜(τ)s
Sei δ > 0 mit δ2 > τ . Dann ist |Im
√
Λ− f24 − ν| < δ fu¨r Λ ∈ Ωτ und ν ≤ τ . Es folgt
Lemma 2.18. Fu¨r alle ε > 0 und δ > 0 mit δ2 > ε besitzt die Parametrix Q(λ)
eine Fortsetzung zu einer meromorphen Familie stetiger Operatoren Q(Λ) : L2δ(X)→
L2−δ(X),Λ ∈ Ωε.
Wie in [Hus], Theorem 3.24 folgt so
Theorem 2.19. Fu¨r δ > ε > 0 la¨sst sich die Resolvente (∆ − λ)−1 analytisch zu
einer in Λ ∈ Ωε meromorphen Familie von Operatoren R(Λ) ∈ B(L2δ(X), L2−δ(X))
fortsetzen.
2.5.3 Verallgemeinerte Eigenfunktionen
In diesem Kapitel sollen die verallgemeinerten Eigenfunktionen von ∆X konstruiert
werden. In der Terminologie von [Gel] ist eine verallgemeinerte Eigenfunktion von
∆X zum Eigenwert λ eine lineares Funktional Fλ auf L2(X) so dass
Fλ(∆Xϕ) = λFλϕ fu¨r alle ϕ ∈ L2(X).
Ein System von verallgemeinerten Eigenfunktionen heisst vollsta¨ndig, falls aus Fλ =
0 folgt, dass ϕ = 0.
Satz 2.12 auf Seite 24 besagt, dass
SINµj ((u, y), φj , λ) := e
uf/2 sin(
√
λ− µj − f24 · u)(J−1φj)(y),
y ∈ Fb, j ∈ N, λ ≥ µj + f
2
4 ,¤Bφj = µjφj , ‖φj‖L2(B) = 1 (26)
ein vollsta¨ndiges System von verallg. Eigenfunktionen von ∆1,Z bilden. Dabei wer-
den die Funktionen als Distributionskern aufgefasst, d.h. das zugeho¨rige Funktional
lautet
U : ϕ 7→ (Uϕ)(λ, j) =
√
2
pi
∫ ∞
0
∫
M
SINµj ((u, x), φj , λ) · ϕ(u, x) dx e−fudu
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Jeder Eigenfunktion ψ zum Eigenwert µ von ¤B wird jetzt eine verallgemeinerte
Eigenfunktion von ∆X zugeordnet.
Sei χ eine Abschneidefunktion mit χ(0) = 0, χ(1) = 1. Fu¨r (u, y) ∈ R+ ×M und
Λ ∈ Σs definieren wir4
e±µ ((u, y), ψ,Λ) := e
(f/2±i
√
Λ−µ−f2/4)u ψ(pi(y))√
vol(Fpi(y))
.
Wir setzen χe±µ durch 0 auf X fort. Dann ist χe±µ ∈ C∞(X) und es gilt im Distri-
butionensinn fu¨r (u, y) ∈ [1,∞)×M
∆loc(χe±µ )((u, y), ψ,Λ) = (Λ
2
µ + µ+ f
2/4)eµ((u, y), ψ,Λ) = pis(Λ)(χe±µ )((u, y), ψ,Λ)
Insbesondere ist (∆loc − pis(Λ))(χe±µ )(ψ,Λ) ∈ C∞0 (X) und somit im Definitions-
bereich der analytischen Fortsetzung der Resolvente von ∆X . Schließlich ist die
verallgemeinerte Eigenfunktion definiert als
Eµ(z, ψ,Λ) = χ(z)e−µ (z, ψ,Λ)− (∆X − Λ)−1(∆loc − pis(Λ))(χe−µ )(z, ψ,Λ). (27)
Die Funktionen Eµ(z, ψ,Λ) sind auch eindeutig durch die drei folgenden Eigenschaf-
ten definiert:
1) Eµ(·, ψ,Λ) ∈ C∞(X) fu¨r alle Λ ∈ Σs, und Eµ(ψ,Λ) ist meromorph in Λ
2) (∆loc − pis(Λ))Eµ(ψ,Λ) = 0 fu¨r alle Λ ∈ Σs.
3) Eµ(·, ψ,Λ)− e−µ (·, ψ,Λ) ∈ L2(X) fu¨r Λ ∈ FP.
Beweis. Der Beweis ist vo¨llig analog zu [Mu2]. Punkt 1) folgt aus den entsprechenden
Eigenschaften der Resolvente und der elliptischen Regularita¨t; Eigenschaft 2) und
3) folgen aus der Definition (27) von E.
Zur Eindeutigkeit nehmen wir an, dass es eine zweite Funktion G mit den Eigen-
schaften 1)-3) ga¨be. Dann gilt
(∆loc − pis(Λ))(E −G)(Λ) = 0
und (E−G)(Λ) ∈ L2(X) fu¨r Λ ∈ FP wegen 3). Aber pis(Λ) /∈ R ist ein Widerspruch
zur Selbstadjungiertheit von ∆, weshalb E = G.
Entwicklung des konstanten Terms nach Eigenfunktionen von ¤B ergibt die folgende
asymptotische Entwicklung.
Satz 2.20. Sei µ ∈ σ(¤B). Fu¨r jedes µ ∈ σ(¤B) und λ ∈ CrR+ ist der konstante
Term von Eµ(φ, λ) gegeben durch
PEµ(·, φ, λ) ¹ Z = e−µ (φ, λ) +
∑
ν∈σ
e+ν (Tµν(λ, φ), λ)
Dabei sind die Tµν : Eµ → Eν lineare, in λ meromorphe Abbildungen zwischen den
Eigenra¨umen des horizontalen Laplaceoperators ¤B.
4Die Normierung mit vol F ist so gewa¨hlt, dass SINµ =
1
2i
(e+µ −e−µ ), λ > f2/4+µ.. Außerdem
ist Pe± = e±.
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Wie im Fall einer Mannigfaltigkeit mit zylindrischem Ende ko¨nnen jetzt die Wellen-
operatoren von (∆X ,∆X;D) durch die verallgemeinerten Eigenformen ausgedru¨ckt
werden. Mit den Bezeichnungen aus Satz 2.12 gilt vo¨llig analog zu Theorem 8.25 in
[Mu2]:
Satz 2.21. Sei γ(τ) =
∏
µ<τ γµ. Sei (ϕˆj) ∈
⊕∞
j=1C
∞
0 ((
f2
4 + µj ,∞)) und ϕ =
U∗((ϕˆj)). Dann gilt
W+(∆X ,∆X,D)ϕ =
1
2
√
2
∞∑
j=1
∫ ∞
f2
4 +µj
Eµj (φj , γ(τ)τ)ϕˆj(τ)
dτ√
τ − µj − f24
W−(∆X ,∆X,D)ϕ =
1
2
√
2
∞∑
j=1
∫ ∞
f2
4 +µj
Eµj (φj , τ)ϕˆj(τ)
dτ√
τ − µj − f24
Es folgt wie dort, dass die Eµ(φ) ein vollsta¨ndiges System verallgemeinerten Eigen-
formen von ∆X bilden.
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3 Differentialformen
3.1 Glattes Faserbu¨ndel
Fu¨r weitere Details siehe [Bi-Lo], S. 323-329 und [Bi-Ch], S. 53-55.
Sei TF das Vertikale Tangentialbu¨ndel, also (TF )y = TyFpi(y). Sei T ∗F das duale
Bu¨ndel. Sei THM eine horizontale Distribution fu¨r pi :M → B, also
TM = THM ⊕ TF.
Sei V die Projektion von TM auf TF . Es gilt
THM ' pi∗TB.
Als Bu¨ndel von Z−graduierten Algebren u¨ber M ist also
Λ(T ∗M) ' pi∗(Λ(T ∗B))⊗ Λ(T ∗F ). (28)
SeiW das glatte unendlich-dimensionale Z−graduierte Vektorbu¨ndel u¨ber B, dessen
Faser u¨ber b ∈ B gerade C∞(Fb,Λ(T ∗F ) ¹ Fb) ist.
Das bedeutet
C∞(B,W ) ' C∞(M,Λ(T ∗F ))
Sei ΩV (M) der Unterraum von Ω(M), der durch innere Multiplikation mit horizon-
talen Vektoren annihiliert wird. Dann gibt es einen Isomorphismus
ΩV (M) ' C∞(B,W ), ω 7→ (b 7→ ω ¹ Fb)
Wegen (28) also
Ω(M) ' Ω(B)⊗ˆΩV (M)
Damit haben wir einen Isomorphismus von Z−graduierten Vektorra¨umen
Ω•(M) ' Ω•(B,W ) := C∞(B,Λ•(T ∗B)⊗W )
Sei d = dM a¨ußere Ableitung auf Ω(M). Es gilt d2 = 0. Fu¨r f ∈ C∞(B) und
ω ∈ Ω(M) gilt
dM ((pi∗f) · ω) = (pi∗dBf) ∧ ω + (pi∗f) · dMω
Damit ist dM ein flacher Superzusammenhang vom Totalgrad 1 in der Terminolo-
gie von [Bi-Lo]. Wir betrachten die Zerlegung von dM in horizontale und vertikale
Anteile.
Definition 3.1. Sei d0,1 = dF ∈ C∞(B,Hom(W •,W •+1)) das Differential entlang
der Fasern.
Sei X ein glattes Vektorfeld auf B mit horizontalem Lift XH ∈ C∞(M,THM),
also pi∗XH = X. Weil der Fluss von XH ein Diffeomorphismus der Fasern ist,
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operiert die Liebableitung LieXH auf C∞(M,Λ(T ∗F )). Fu¨r f ∈ C∞(B) und a ∈
C∞(M,Λ(T ∗F )) gilt
LiefXHa = (pi
∗f)LieXHa (29a)
LieXH ((pi
∗f)a) = pi∗(Xf) · a+ (pi∗f) · LieXHa (29b)
Fu¨r s ∈ C∞(B,W ) und ein Vektorfeld X auf B, setze
∇WX s = LieXHs.
Wegen (29a) und (29b) ist ∇W kovariante Ableitung aufW , die die Z−Graduierung
erha¨lt. Diese wird in eindeutiger Weise zu einer kovarianten Ableitung auf Ω(B,W )
fortgesetzt
∇W : Ω•(B,W )→ Ω•+1(B,W ),
so dass die Leibnizregel
∇W (α ∧ θ) = dBα ∧ θ + (−1)rα ∧∇W θ, α ∈ Ωr(B), θ ∈ Ω•(B,W ) (30)
erfu¨llt ist.
Definition 3.2.
d1,0 := ∇W : Ω•(B,W )→ Ω•+1(B,W )
Schließlich sei fu¨r Vektorfelder X,Y auf B definiert
T (X,Y ) := −V[XH , Y H ] ∈ C∞(M,TF ).
Dieses T ist eine TF−wertige horizontale 2−Form auf M und wird die Kru¨mmung
des Faserbu¨ndels genannt.
Definition 3.3. Sei d2,−1 = iT ∈ Ω2(B,Hom(W •,W •−1)) die 2-Form auf B, die
fu¨r ein Paar (X,Y ) aus Vektorfeldern auf B durch die innere Multiplikation mit
T (X,Y ) gegeben ist:
iT (X,Y )(ω) = T (X,Y )yω.
Damit haben wir di,j fu¨r (i, j) ∈ {(0, 1), (1, 0), (2,−1)} definiert. In [Bi-Lo, Proposi-
tion 3.4] bzw. [BGV, Proposition 10.1] wird gezeigt:
dM = d0,1 + d1,0 + d2,−1. (31)
Schreibe schließlich (n = dimM)
Ωa,b := Ωa(B)⊗ (ΩV )b(F ) ' Ωa(B,W (b)) , Ω∗,k :=
n−k⊕
j=0
Ωj,k,
so dass
di,j : Ωa,b → Ωa+i,b+j .
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Sei ∗ der Faserweise Hodge-Stern-Operator bezu¨glich gF . Dieser ist ein Operator auf
C∞(M,Λ(T ∗F )) ' C∞(B,W ).
Auf diese Weise erha¨ltW eine Hermitesche Metrik hW , so dass fu¨r s, s′ ∈ C∞(B,W )
und b ∈ B
(〈s , s′〉hW )(b) =
∫
Fb
s(b) ∧ ∗s′(b) =
∫
Fb
〈s(b) , s′(b)〉Fb volFb
Dabei ist 〈· , ·〉Fb das durch gF induzierte Skalarprodukt auf Ω∗(Fb). Das hermitesche
Faserprodukt hW kann auf Ω∗(B,W ) erweitert werden.
Definition 3.4. Sei δi,j faserweise formal adjungiert zu di,j , sowie δF := δ0,1.
Aufspalten von (dM )2 = 0 in horizontalen und vertikalen Grad ergibt wegen (31)
(d2)0,2 = (d0,1)2 = 0
(d2)1,1 = d1,0d0,1 + d0,1d1,0 = 0
(d2)2,0 = d2,−1d0,1 + (d1,0)2 + d0,1d2,−1 = 0
(d2)3,−1 = d2,−1d1,0 + d1,0d2,−1 = 0
(d2)4,−2 = (d2,−1)2 = 0

(32)
und entsprechende Formeln fu¨r δi,j .
3.2 Faserharmonische Formen
Definition 3.5. Eine Form ω ∈ Ω∗(B,W ) heiße faserweise harmonisch, oder einfach
faserharmonisch, wenn dFω = 0 und δFω = 0. Der Raum der faserharmonischen
Formen werde mit Ω∗(B,H ∗(F )) bezeichnet.
Sei ∆F := dF δF + δFdF . Weil die Fasern von M → B geschlossene Untermannigfal-
tigkeiten sind, ist ω ∈ Ω∗(B,W ) genau dann faserharmonisch, wenn ∆Fω = 0.
Das Theorem von Hodge besagt Hk(F ) ∼= H k(Fb), also ist dimH ∗(Fb) eine topo-
logische Invariante von F . Damit ist H ∗(F )→ B ein endlichdimensionales Vektor-
raumbu¨ndel u¨ber B.
Bezu¨glich hW gibt es eine direkte orthogonale Summe
Ω∗(B,W ) = Ω∗(B,H ∗(F ))⊕ Ω∗(B,H ∗(F )⊥) (33)
Mit Π0 bzw. Π⊥ werden die Projektionen auf Ω∗(B,H ∗(F )) bzw. Ω∗(B,H ∗(F )⊥)
bezeichnet.
Im Allgemeinen la¨sst d1,0 diese Zerlegung nicht invariant, also Π⊥d1,0Π0 6= 0. Ein
hinreichendes Kriterium liefert der folgende
Satz 3.6. Ist die mittlere Kru¨mmung H der Fasern projizierbar, so lassen d1,0 und
δ1,0 die Zerlegung (33) invariant.
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Beweis. Seien zuna¨chst s1, s2 ∈ C∞(B,H ∗(F )). Wir wissen aus (32), dass d1,0dF +
dFd1,0 = 0. Es genu¨gt also
ω ∈ C∞(B,H ∗(F )) =:δF∇WX ω = 0
fu¨r ein basic Vektorfeld X = pi∗X zu zeigen, denn d1,0 wird aus ∇WX konstruiert,
so dass die Leibnizregel gilt. Die folgende Rechnung ist a¨hnlich wie im Beweis von
Lemma 2.7 auf Seite 18
X(hw(s1, s2)) = LieX
(∫
Fb
〈s1 , s2〉Fb volFb
)
=
∫
Fb
LieX(〈s1 , s2〉Fb) volFb +
∫
Fb
〈s1 , s2〉FbLieX volFb
Bekanntlich5 gilt
LieX volFb » Fb = −gM (H,X) volFb
mit der mittleren Kru¨mmung H der Fasern. Ist jetzt H projizierbar mit pi∗H = H,
so folgt
X(hW (s1, s2)) =
∫
Fb
LieX(〈s1 , s2〉Fb) volFb −gB(H,X)
∫
Fb
〈s1 , s2〉Fb volFb
= hW (∇WX s1, s2) + hW (s1,∇WX s2)− gB(H,X)hW (s1, s2) (34)
Dabei wurde verwendet, dass ∇W vertra¨glich mit 〈 , 〉Fb ist.
Sei jetzt s2 faserharmonisch, also δF s2 = 0 = dF s2.
0 = X(hW (s1, δF s2)) = X(hW (dF s1, s2))
= hW (∇WX dF s1, s2) + hW (dF s1,∇WX s2)− gB(H,X)hW (s1, s2)
= −hW (dF∇WX s1, s2) + hW (s1, δF∇WX s2)− gB(H,X)hW (s1, s2)
= −hW (∇WX s1, δF s2) + hW (s1, δF∇WX s2)− gB(H,X)hW (s1, s2)
also
hW (s1, δF∇WX s2) = gB(H,X)hW (s1, s2)
Insbesondere fu¨r s1 = δF∇WX s2:
hW (s1, s1) = gB(H,X)hW (δF∇WX s2, s2) = gB(H,X)hW (∇WX s2, dF s2) = 0
und so s1 = 0. Damit gilt ∇WC∞(B,H ∗(F )) ⊂ C∞(B,H ∗(F )).
Sei jetzt s1 ∈ C∞(B,H ∗(F )⊥), s2 ∈ C∞(B,H ∗(F )). Aus (34)
X(hW (s1, s2)) = 0 = hW (∇WX s1, s2) + hW (s1,∇WX s2) = hW (∇WX s1, s2)
also ∇WC∞(B,H ∗(F )⊥) ⊂ C∞(B,H ∗(F )⊥)
Die Behauptung fu¨r Ω∗(B,W ) folgt schließlich aus der Leibnizregel (30). Die Aussage
u¨ber δ1,0 folgt aus Π⊥d1,0Π0 = 0 ⇐ : Π0δ1,0Π⊥ = 0.
5Lemma 10.4 in [BGV] oder Theorem 6.6 in [La]
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Bemerkung 3.7. Fu¨r Funktionen besagt Lemma 2.7 auf Seite 18
(d1,0Π0f)(X) = X(Π0f) = Π0
(
X(f)− g(H,X)Π⊥f
)
,
also d1,0Π0f ∈ Π0C∞(M) = C∞(B,R). Aus dieser Formel folgt auch unmittelbar,
dass
Π0d1,0Π⊥ = 0 ⇐ : ∀f : Π0(g(H,X)Π⊥f) = 0,
und ein hinreichendes Kriterium dafu¨r ist H = pi∗H. ¦
3.3 Kohomologie
Mit Ωc(X) werden Formen mit kompaktem Tra¨ger bezeichnet. Wie u¨blich sei L2Ωp(X)
der Abschluss von Ωpc(X) in der von dem Skalarprodukt
(φ , ψ)L2Ωp(X) :=
∫
X
φ ∧ ∗ψ
induzierten Norm.
Die meisten Aussagen in dieser Arbeit beziehen sich auf die de Rham-Kohomologie
Hp(X) =
{ω ∈ Ωp(X) | dω = 0}
dΩp−1(X)
sowie auf die de Rham-Kohomologie mit kompaktem Tra¨ger
Hpc (X) =
{ω ∈ Ωpc(X) | dω = 0}
dΩp−1c (X)
.
Der Definitionsbereich von dp : L2Ωp(X)→ L2Ωp+1(X) ist
dom dp =
{
φ ∈ Ωp(X) ∩ L2Ωp(X) | dφ ∈ L2Ωp+1(X)},
und entsprechend fu¨r das Kodifferential δp. Weil Ω
p
c(X) dicht in L2Ωp(X) liegt, hat d
einen wohldefinierten starken Abschluss d¯. Wir definieren die p−te L2−Kohomologiegruppe
Hp(2) =
ker d¯p
im d¯p−1
sowie die L2−harmonischen p−Formen
H p(2)(X) =
{
ω ∈ L2Ωp(X) | ∆ω = 0}.
Nach dem Regularita¨tssatz fu¨r elliptische Operatoren sind Formen inH p(2)(X) glatt.
Fu¨r ω ∈H p(2)(X) gilt (∆ω , ω) = ‖dω‖2 + ‖δω‖2, also
∆ω = 0 ⇐ : (dω = 0 ∧ δω = 0).
Insbesondere ist H p(2)(X) ⊂ ker d¯p, und dies induziert eine Abbildung
H p(2)(X)→ Hp(2), ω 7→ [ω].
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Im Allgemeinen ist dies kein Isomorphismus. Die L2−harmonischen Formen sind
jedoch isomorph zur reduzierten L2−Kohomologie
Hp(2),red =
ker d¯p
im d¯p−1
.
Schließlich sei noch das folgende Theorem von Kodaira erwa¨hnt:
L2Ωp(X) =H p(2)(X)⊕ δΩp+1c (X)⊕ dΩp−1c (X)
3.4 Flacher Zusammenhang des Kohomologiebu¨ndels der Fasern
Wegen (dF )2 = 0 gibt es einen Kokettenkomplex von Vektorbu¨ndeln
(Wb, dFb) : 0→W (0)b
dFb−−→W (1)b
dFb−−→ · · · dFb−−→W (f)b → 0
mit W (j)b = C
∞(Fb,Λj(T ∗F ) ¹ Fb).
Sei H∗(F ) =
⊕f
i=0H
i(F ) das Z−graduierte Vektorbu¨ndel u¨ber B, dessen Faser
u¨ber b ∈ B die Komomologie H∗(Fb) des Komplexes (Wb, dFb) ist. Es gibt einen
natu¨rlichen Zusammenhang auf H(F ) wie folgt:
Sei ψ : ker dF → H∗(F ), ω 7→ [ω] die Quotientenabbildung. Fu¨r ein j mit 0 ≤
j ≤ f sei s ein glatter Schnitt in Hj(F ). Dann gibt es einen glatten Schnitt e
in W (j) ∩ ker dF , so dass ψ(e) = s. Fu¨r ein Vektorfeld X auf B gilt dF (∇WX e) =
−∇WX (dF e) = 0, also∇WX e ∈ ker dF . Der Zusammenhang aufH(F ) ist dann definiert
durch
∇H(F )X s := ψ(∇WX e)
Dies ist wohldefiniert, weil fu¨r e = dF e′ auch ∇WX (dF e′) = −dF (∇WX e′) ∈ im dF .
Damit ist ∇H(F )X ein Zusammenhang auf H(F ), der die Z−Graduierung erha¨lt.
Sei V = δF − dF ∈ C∞(B,End(W )). Das Hodge-Theorem liefert einen Isomorphis-
mus H(Fb) ' ker(Vb) und dieser induziert einen Isomorphismus
H(F ) ' ker(V ) (35)
von glatten Z−graduierten Vektorbu¨ndeln. Als Unterbu¨ndel von W besitzt ker(V )
eine Hermitesche Metrik, die aus hW durch Einschra¨nkung vererbt wird. Sei Π0 :
W → ker(V ) die Orthogonalprojektion. Π0∇W ist eine Zusammenhang auf ker(V ),
der mittels (35) als Zusammenhang auf H(F ) aufgefasst werden kann. Der folgende
Satz ist Proposition 15 in [HHM], siehe auch S. 332 in [Bi-Lo].
Satz 3.8. ∇H(F ) ist ein flacher Zusammenhang und es gilt ∇H(F ) = Π0∇W .
Beweis. Der Beweis ist analog zu Proposition 2.6 in [Bi-Lo]. Zu einem Schnitt s ∈
H(F ) sei e glatter Schnitt in ker dF mit ψ(e) = s. Fu¨r ein Vektorfeld X auf B ist
∇WX e ∈ ker dF . Nach dem Hodge-Theorem ist Π0∇WX e−∇WX e ∈ im dF , also
∇H(F )X s = ψ(∇WX e) = ψ(Π0∇WX e)
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Dass ∇H(F ) flach ist, folgt aus
(∇H(F ))2s = ψ((∇WX )2e) = −ψ((dFd2,−1 + d2,−1dF )e) = 0
3.5 Laplaceoperator auf Ω∗(Z)
Sei ∆Z der Laplaceoperator auf Z, wobei wir ∆Z als linearen Operator auf L2Ωp(Z)
mit dom∆Z = Ω
p
c(Z) betrachten. Sei ∆¯Z die Friedrichserweiterung von ∆Z . Genau-
er definieren wir zuerst q(φ, ψ) := (φ,∆Zψ)L2Ωp(Z) mit φ, ψ ∈ dom∆Z . Dies ist eine
quadratische Form mit Definitionsbereich Q(q) = Ωpc(Z). Sei q˜ der Abschluss dieser
Form. Die Friedrichserweiterung ∆¯Z von ∆Z ist dann derjenige auf L2Ωp(Z) selbst-
adjungierte Operator, der durch (φ, ∆¯Zψ) = q˜(φ, ψ) definiert wird. Nach Definition
ist der Definitionsbereich der quadratischen Form von ∆¯Z gerade der Abschluss von
dom∆Z = Ω
p
c(Z) in der Norm
‖φ‖21 = ‖φ‖2 + q(φ, φ),
also der Sobolev-Raum H10Ω
p(Z). Der Definitionsbereich von ∆¯Z ist H2Ωp(X) ∩
H10Ω
p(Z). Fu¨r ϕ ∈ dom ∆¯Z ∩ Ωp(Z¯) gilt
i∗ϕ = 0, i∗(∗ϕ) = 0 (36)
mit der Inklusion i :M ↪→ Z.
Ab jetzt schreiben wir ∆Z fu¨r ∆¯Z .
Fu¨r alles Weitere verwenden wir folgende Bezeichnungen:
• Ωa,k := Ωa(B,H k(F ))
• Der Fasergrad-Operator κ ist der lineare Operator κ : Ω∗(M) → Ω∗(M), der
durch κφ = kφ fu¨r φ ∈ Ω∗,k definiert ist.
• Durch %u(ω) = eκuω wird eine Isometrie
%u : (Ω∗, gMu )→ (Ω∗, gM )
definiert. Seien α, β Elemente aus Ω∗,k, die parametrisch von u abha¨ngen. Setze
%u fort auf Ω∗(Z) durch %−1u (du ∧ β) := du ∧ %−1u β.
• Außerdem ist es zweckma¨ßig, die Isometrie
%˜u : L2Ω∗(Z, gZ)→ L2Ω∗(Z, du2 + g)
zu betrachten, die fu¨r α, β ∈ Ω∗,k gegeben ist durch
%˜u(α+ du ∧ β) := e(k−f/2)u(α+ du ∧ β)
• Schließlich seien
ak = f/2− k, dk = |ak|
a = f/2 · id− κ, d = |a|.
41
Folgender Satz beschreibt die lokale Form von ∆Z .
Satz 3.9. Sei ω ∈ Ω∗,kc (Z) und pi2 : Z = R+ ×M → M Projektion. Wir schreiben
ω = (α, β) := α+ du ∧ β, wobei α, β ∈ pi∗2Ω∗,k parametrisch von u ∈ R abha¨ngen.
Außerdem seien
dMu = e
−ud2,−1 + d1,0 + eudF
T˜u = − ∂2∂u2 +
(f
2 − k
)2 + (dMu + (dMu )∗)2
Qu = e−u(d2,−1 − δ2,−1)− eu(dF − δF )
Bezu¨glich obiger Zerlegung ist
%˜u(d+ δ)2%˜−1u ω =
(
T˜u −Qu
Qu T˜u
)(
α
β
)
. (37)
Beweis. Sei ∗M der Hodge-Stern-Operator auf Ω∗(M) bezu¨glich gM . Dann gilt
∗Z(du ∧ α) = e(2k−f)u ∗M α
∗Zα = (−1)degαe(2k−f)udu ∧ ∗Mα
Es folgt
∗Z(%−1u α) = (−1)degα%−1u (du ∧ ∗Mα) (38a)
∗Z(%−1u du ∧ β) = %−1u ∗M β (38b)
Lokal ko¨nnen α und dα geschrieben werden als
α =
∑
I,K,|K|=k
fI,K(u, y, b)dyK ∧ dbI
dα =
∑
I,K,|K|=k
∂ufI,K(u, y, b)du ∧ dyK ∧ dbI + dMα = du ∧ ∂uα+ dMα
Seien
dMu := %ud
M%−1u = e
−ud2,−1 + d1,0 + eud0,1
δMu := e
−uδ2,−1 + δ1,0 + euδ0,1
d.h, δMu ist das zu d
M
u bezu¨glich g
M duale Differential.
dZ(%−1u α) = %
−1
u (d
M
u α+ du ∧ (∂uα− kα))
dZ(%−1u du ∧ β) = −%−1u (du ∧ dMu β)
δZ(%−1u α) = %
−1
u δ
M
u α
δZ(%−1u du ∧ β) = −%−1u (du ∧ δMu β)− %−1u (∂uβ − (f − k)β
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Definieren wir schließlich DMu := d
M
u + δ
M
u , so ergibt obige Rechnung bezu¨glich der
Zerlegung (α, β) = α+ du ∧ β, wobei α, β ∈ Ω∗,k
%u(dZ + δZ)%−1u =
(
DMu −∂u + (f − k)
∂u − k −DMu
)
Dabei ist δZ dual zu dZ bezu¨glich der zu gZ assoziierten Norm auf Ω∗(Z). Es ist zu
beachten, dass DMu den Fasergrad a¨ndert.
DMu = (e
−ud2,−1 + euδ0,1) + (d1,0 + δ1,0) + (e−uδ2,−1 + eud0,1)
Die Anteile, die den Fasergrad verringern bzw. erho¨hen sind also
B =
(
e−ud2,−1 + euδ0,1 0
0 −e−ud2,−1 − euδ0,1
)
C =
(
e−uδ2,−1 + eud0,1 0
0 −e−uδ2,−1 − eud0,1
)
und
%u(dZ + δZ)2%−1u =
(
DMu −∂u + f
∂u −DMu
)(
DMu −∂u + (f − k)
∂u − k −DMu
)
−
(
0 k
k 0
)(
d1,0 + δ1,0 −∂u + f − k
∂u − k −d1,0 − δ1,0
)
−
(
0 k − 1
k − 1 0
)
B−
(
0 k + 1
k + 1 0
)
C
=
(
DMu −∂u + f − k
∂u − k −DMu
)2
+
(
0 1
1 0
)
(B− C)
Mit den Definitionen
Tu = −∂2u + f∂u − k(f − k) + (DMu )2,
Qu = e−ud2,−1 + euδ0,1 − e−uδ2,−1 − eud0,1
folgt zuna¨chst
%u(d+ δ)2%−1u =
(
Tu −Qu
Qu Tu
)
und schließlich
%˜u(d+ δ)2%˜−1u = e
fu/2%u(d+ δ)2%−1u e
−fu/2 =
(
T˜u −Qu
Qu T˜u
)
mit
T˜u := efu/2Tue−fu/2 = −∂2u + (f/2− k)2 + (DMu )2.
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3.6 Punktspektrum
Satz 3.10. Die Einschra¨nkung von ∆Z auf das orthogonale Komplement der faser-
harmonischen Formen
∆Z ¹ (Π0L2Ω∗(Z, g0)Π0)⊥
hat reines Punktspektrum.
Beweis. Der Beweis ist ganz a¨hnlich wie der von Satz 2.14 im Funktionenfall. Hier
sollen deshalb nur die Unterschiede erla¨utert werden. Wie dort betrachten wir eine
Zerlegung
%˜∆Z %˜−1 = (−∂2u + (f/2− k)2)
(
1 0
0 1
)
+ Vu, Vu :=
(
(DMu )
2 −Qu
Qu (DMu )
2
)
und wenden das Minimax-Prinzip an:
Fu¨r ω ∈ dom∆Z ist
(∆Zω , ω)L2Ωp(Z,gZ)
‖ω‖2
L2Ωp(Z,gZ)
=
(
%˜∆Z %˜−1(%˜ω) , %˜ω
)
L2Ωp(Z)
‖%˜ω‖2
L2Ωp(Z)
Im Minimax-Prinzip fu¨r ∆Z werden also die Terme
λi = sup
v1,...,vi−1∈H10
inf
vi∈H10
vi⊥vk∀k<i
‖%˜dZ %˜−1vi‖2 + ‖%˜δZ%−1vi‖2
‖vi‖2
betrachtet. Dabei ist zu beachten, dass H10Ω
p(Z) unabha¨ngig von der Metrik auf Z
ist.
Sei ω = α+du∧β, α, β ∈ Ω∗,kc (Z) mit suppω ⊂ [a,∞)×M und ‖α‖H1 = 1, ‖β‖H1 =
1; α, β parametrisch abha¨ngig von u ∈ R+. Im Folgenden sind alle Skalarprodukte
und Normen diejenigen in L2Ωp(Z, du2 + g0).
(Vuω , ω) =
((
(DMu )
2α−Quβ
Quα+ (DMu )2β
)
,
(
α
β
))
=
(
(DMu )
2α , α
)
+
(
(DMu )
2β , β
)− (Quβ , α) + (Quα , β)
= ‖DMu α‖
2
+ ‖DMu β‖
2
+ 2(Quα , β)
|(Vuω , ω)| ≥ ‖DMu α‖
2
+ ‖DMu β‖
2 − 2‖Quα‖‖β‖
Weil ‖α‖H1 = 1, sind alle ‖di,jα‖, ‖δi,jα‖ durch eine von a unabha¨ngige Konstante
beschra¨nkt, und entsprechendes gilt fu¨r β:
|(Vuω , ω)| ≥ ‖DMu α‖
2
+ ‖DMu β‖
2 − C0(‖eudFα‖+ ‖euδFα‖) + C1. (39)
Eine einfache Rechnung zeigt
‖DMu α‖
2 ≥ ‖eudFα‖2 + ‖euδFα‖2 − C2‖eudFα‖ − C3‖euδFα‖ + C4, (40)
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und eine analoge Abscha¨tzung gilt fu¨r ‖DMu β‖2.
Nun ist aber ‖eudFα‖ ≥ ea‖dFα‖. Deshalb gilt fu¨r jede reelle Konstante c
‖dFα‖ 6= 0 : lim
a→∞
(‖eudFα‖2 − c‖eudFα‖) = +∞,
und so folgt aus (39) und (40), dass
|(Vuω , ω)| → ∞ fu¨r a→∞,
falls ‖dFω‖ 6= 0 oder ‖δFω‖ 6= 0.
Wie im Beweis von Satz 2.14 folgt dann die Behauptung.
Definition 3.11. Die Spitzenformen auf Z sind Elemente aus
L2cuspΩ
p(Z) := {ω ∈ L2Ωp(Z) | ∃λ ≥ 0 : ∆Zω = λω,Π0(ω) = 0}
Dabei ist ∆Zω zuna¨chst im Distributionensinn zu verstehen, aber nach dem Regu-
larita¨tssatz fu¨r elliptische Operatoren sind Spitzenformen sogar glatt.
3.7 Zwei Bedingungen
Wir nehmen jetzt an, dass die horizontale Distribution H von pi :M → B integrabel
ist. Wegen Lemma 1.3 auf Seite 12 ist dies a¨quivalent dazu, dass d2,−1 = 0; vgl. auch
Definition 3.3.
Dann ist auch (d1,0)2 = 0 aufgrund (32) und ∆1,0 := d1,0δ1,0+δ1,0d1,0 = (d1,0+δ1,0)2.
Weil außerdem nach der Zerlegungsformel von Hodge Π0dF = Π0δF = dFΠ0 =
δFΠ0 = 0, folgt
(DMu )
2 = ∆1,0 + eu(δFd1,0 + dF δ1,0 + d1,0δF + δ1,0dF ) + e2u∆F
Π0(DMu )
2Π0 = Π0∆1,0Π0
und so
%˜u(dZ + δZ)2%˜−1u =
(
T˜u −Qu
Qu T˜u
)
%˜uΠ0(dZ + δZ)2Π0%˜−1u =
(
Tˇu 0
0 Tˇu
)
mit
T˜u =− ∂2u + (f/2− k)2 + e2u∆F +∆1,0
+ eu(δFd1,0 + dF δ1,0 + d1,0δF + δ1,0dF )
Qu =eu(δF − dF )
Tˇu =− ∂2u + (f/2− k)2 +Π0∆1,0Π0
Zusa¨tzlich sollen jetzt faserharmonische Formen invariant unter Anwenden des ho-
rizontalen Differentials sein, also
Π⊥d1,0Π0 = 0, Π⊥δ1,0Π0 = 0.
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Dies impliziert
dZΠ0 = (dR + d2,−1 + d1,0 + dF )Π0 = (dR + d1,0)Π0 = Π0(dR + d1,0)Π0 = Π0dZ ,
weshalb auch ∆Z die Zerlegung in faserharmonischen Formen und deren orthogona-
les Komplement invariant la¨sst. In diesem Fall hat Π0∆ZΠ0 die besonders einfache
Form
%˜uΠ0(dZ + δZ)2Π0%˜−1u = −∂2u + (f/2− k)2 +∆1,0.
Fu¨r die verbleibenden Kapitel machen wir deshalb die
Annahmen:
(A) Die horizontale Distribution ist integrabel, also d2,−1 = 0.
(B) Π⊥d1,0Π0 = 0, Π⊥δ1,0Π0 = 0
Ein hinreichendes Kriterium fu¨r Eigenschaft (B) liefert Satz 3.6. Insbesondere ist
(B) bei minimalen Fasern oder einem warped product erfu¨llt.
Lemma 3.12. Unter den gegebenen Bedingungen ist
∆1,0 = d1,0δ1,0 + δ1,0d1,0 : Ω∗(B,H k(F ))→ Ω∗(B,H k(F ))
nicht-negativer elliptischer symmetrischer Operator.
Beweis. Die Nichtnegativita¨t folgt aus Satz 3.8: ∆1,0 = (d1,0+δ1,0)2. Aus den lokalen
Formeln fu¨r ∇W und (∇W )∗ in [Bi-Lo] (Proposition 3.5 und 3.7 dort; siehe auch
[GLP] ) folgt, dass ∆1,0 verallgemeinerter Laplaceoperator, insbesondere elliptisch,
ist.
Unter der Annahme, dass die horizontale Distribution integrabel ist, zeigt Lemma
10.4 in [BGV]
d1,0 volFb = −H∨ ∧ volFb , H∨ dual zu H bezu¨glich gM , (41)
und wenn außerdem die mittlere Kru¨mmungH der Fasern projizierbar ist,H = pi∗H,
so folgt
d1,0 volFb = −pi∗H∨ ∧ volFb , H∨ dual zu H bezu¨glich gB.
Weitere Aussagen liefert Lemma 1.7.2 in [GLP]:
Lemma 3.13 ([GLP]). Ist die horizontale Distribution einer Riemannschen Sub-
mersion pi : M → B integrabel, so gibt es lokale Koordinaten m = (y, b) in M , so
dass pi(m) = b, und in diesen Koordinaten hat die Metrik auf M die Form
gM = hij(b)dbi ⊗ dbj + fαβ(y, b)dyα ⊗ dyβ (42)
Wenn zusa¨tzlich B einfach zusammenha¨ngend ist, so ist pi : M → B global ein
Produkt mit Metrik (42).
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Beispiel. Sei G/K ein symmetrischer Raum vom nicht-kompakten Typ, wobei
K ⊂ G eine maximale kompakte Untergruppe der nicht-kompakten, halbeinfachen
Liegruppe G ist. Genauer ist G die Gruppe der reellen Punkte einer halbeinfachen
algebraischen GruppeG ⊂ GL(n,C), die u¨ber Q definiert ist. Sei Γ ⊂ G ein arithme-
tisches Gitter6 vom Q−Rang 1, so dass X = Γ\G/K ein lokal symmetrischer Raum
vom Q−Rang 1 ist. Diese Situation wird auch in den Arbeiten [Har] und [Har2] be-
trachtet. Sei P eine rationale parabolische Untergruppe vonG und P = P(R). Dann
ist P eine parabolische Untergruppe von G und es gibt eine ”rationale horozyklische
Zerlegung“ ([Web, S.141])
G/K ∼= AP ×NP ×XP .
Ferner induziert Γ ∩ P eine diskrete Gruppe ΓP , die auf XP operiert. Der ”Spitze“
Z entspricht dann
(Γ ∩ P )\(G/K) ∼= AP × (Γ ∩ P )\(NP ×XP )
Die Basis der Spitze ist M = (Γ ∩ P )\(NP × XP ), und die kanonische Projektion
NP × XP → XP induziert eine Faserung M → B, mit B = ΓP \XP . Proposition
2.9 in [Web] bzw. Proposition 4.3 in [Bo] beschreiben die lokale Form der Metrik
auf M , und es folgt, dass die horizontale Distribution von pi : M → B integrabel
ist. Daru¨ber hinaus zeigt Borel im Beweis von [Bo, Korollar 4.4], dass horizontaler
Paralleltransport die Volumenform der Fasern von pi erha¨lt. Wegen Gleichung (41)
sind die Fasern von pi minimal, insbesondere ist auch (B) erfu¨llt.
3.8 Spektrale Sequenz
In diesem Kapitel soll die de Rham-Kohomologie H∗(M) unter den Voraussetzungen
aus Kapitel 3.7 untersucht werden. Ein wichtiges Hilfsmittel dazu ist die Spektral-
sequenz des Faserbu¨ndels M → B.
Sei fu¨r 0 ≤ n ≤ dimM
FiΩn(M) :=
{
ω ∈ Ωn(M) | ω(Y1, . . . , Yn) = 0, falls n− i+ 1
der Vektorfelder vertikal sind.
}
sowie Fq := F0 fu¨r q < 0 und Fq = 0 fu¨r q > n.
Im Folgenden sei Ωj Abku¨rzung fu¨r Ωj(M). Eine Form ω ∈ FiΩn kann als Summe
von Elementen der Form pi∗η(k) ∧ ψ(n−k) mit η(k) ∈ Ωk(B), ψ(n−k) ∈ ΩV (M) fu¨r
k ≥ i geschrieben werden.
Die Fi := FiΩn bilden eine Filtration von Ωn
Ωn = F0 ⊃ F1 ⊃ . . . ⊃ Fn ⊃ Fn+1 = 0,
und dM ist mit dieser vertra¨glich, dM (FiΩn) ⊂ FiΩn+1, denn
dM (pi∗η ∧ ψ) = pi∗dBη ∧ ψ + (−1)kη ∧ dMψ fu¨r η ∈ Ωk(B)
6siehe [Web], Definition 2.1
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Aus dieser Filtration wird wie u¨blich eine Spektralsequenz konstruiert, siehe z.B.
[McC], Kapitel 2.2. Immer ist q := n− p. Zuna¨chst sei
Zp,q−1 = Z
p,q
0 = FpΩ
p+q, Bp,q0 = 0
Ep,q0 :=
FpΩp+q
Fp+1Ωp+q
=
Zp,q0
Bp,q0 + Z
p+1,q−1
−1
Durch dM wird eine Abbildung dp,q0 := E
p,q
0 → Ep,q+10 induziert. Fu¨r r ≥ 1 wird
definiert
Z¯p,qr = ker d
p,q
0 : E
p,q
0 → Ep,q+r0
B¯p,qr = im d
p,q−r
0 : E
p,q−r
0 → Ep,q0
Zp,qr = ker d
p,q
0 : FpΩ
p+q → Ωp+q+1/Fp+rΩp+q+1
Bp,qr = (im d
p,q−r
0 : Fp−rΩ
p+q−1 → Ωp+q) ∩ FpΩp+q
Dabei ist Z¯p,qr das Bild von Z
p,q
r in E
p,q
0 , und B¯
p,q
r ist das Bild von B
p,q
r in E
p,q
0 .
Ep,qr =
Z¯p,qr
B¯p,qr
=
Zp,qr
Bp,qr + Z
p+1,q−1
r−1
Das Differential
dp,qr : E
p,q
r → Ep+r,q−r+1r
ist das Differential dM auf Ωp+q, eingeschra¨nkt auf Ep,qr , d.h. das folgende Diagramm
ist kommutativ:
Zp,qr
d−−−−→ Zp+r,q−r+1ry yproj.
Ep,qr
dr−−−−→ Ep+r,q−r+1r
Die folgenden U¨berlegungen finden sich im Wesentlichen in [Dai], S.316ff. Seien Xi
horizontale Vektorfelder, Uj vertikal. Wir definieren eine Abbildung
% :
FiΩn
Fi+1Ωn
→ Ωi(B,W (n−i)) = C∞(B, pi∗ΛiT ∗B ⊗W (n−i))
[ω] 7→ ω˜
wobei
ω˜(X1, . . . , Xi)(U1, . . . , Un−i) := ω(X1, . . . , Xi, U1, . . . , Un−i)
Offenbar ist ω˜ unabha¨ngig von der Wahl des Repra¨sentanten. Umgekehrt sei
ω(X1, . . . , Xl, U1, . . . , Un−l) :=
{
ω˜(X1, . . . , Xl)(U1, . . . , Un−l), falls l = i
0 sonst
Damit ist % ein Isomorphismus, insbesondere
Ei,n−i0 = Ω
i(B,W (n−i))
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Schreibe ab jetzt immer j := n− i.
Es soll d0 unter dieser Identifikaton berechnet werden. Sei dazu [ω] ∈ Ei,j0 , also
ω˜ ∈ Ωi(B,W (j)). Nach Definition ist di,n−i0 [ω] = [dMω] ∈ Ei,n−i+10 . Eine einfache
Rechnung zeigt
(dMω)(X1, . . . , Xi, U1, . . . , Un−i+1) = (−1)idF (ω˜(X1, . . . , Xi))(U1, . . . , Un−i+1)
mit dem Differential dF ∈ C∞(B,Hom(W •,W •+1)) entlang der Fasern, also
di,n−i0 = (−1)i%−1dF%.
Damit kann Ep,q1 mit Ω
p(B,Hq(F )) identifiziert werden. Das Theorem von Hodge
gibt schließlich eine Identifikation
Ei,n−i1 = Ω
i(B,H n−i(F ))
mit den faserharmonischen Formen.
Jetzt soll d1 berechnet werden. Sei [ω] ∈ Ei,j1 , also ω˜ ∈ Ωi(B,H j(F )). Nach Defi-
nition di,j1 [ω] = [d
Mω] ∈ Ei+1,j1 . Dabei ist zu beachten, dass dM ω˜ ∈ Fi+1Ωi+j+1(M)
ein Repra¨sentant in Ei+1,j1 ist, weil d
F ω˜ = 0.
Sei ∇ der Zusammenhang auf T VM , so dass ∇XU = [X,U ] = LieXU . Dieser indu-
ziert den Zusammenhang ∇W auf Ω∗(B,W ). In [Dai] wird gezeigt, dass
(dMω)(X1, . . ., Xi+1, U1, . . . , Uj)
=
∑
k
(−1)k(LieXk(ω˜(X1, . . . , X̂k, . . . , Xi+1)))(U1, . . . , Uj)
= ∇W (ω˜(X1, . . . , Xi+1))(U1, . . . , Uj)
Sei Π0 die faserweise Projektion auf die faserharmonischen Formen, die durch das
Hodge-Theorem induziert wird. Es wurde gezeigt
di,n−i1 = %
−1Π0∇WΠ0%
Hierbei ist zu bemerken, dass∇WΠ0 im Allgemeinen nicht faserweise harmonisch ist.
Ein hinreichendes Kriterium dafu¨r, dass Π0∇WΠ0 = ∇WΠ0, ist, dass die mittlere
Kru¨mmung der Fasern projizierbar ist.
Es gilt jedoch immer
∇WΩp(B,Hq(F )) ⊂ Ωp+1(B,Hq(F )).
Schließlich ist
Ep,q2 = H
p(B,H q(F )).
Unter der weiteren Voraussetzung d2,−1 = 0 zeigt Dai, dass die spektrale Sequenz
bei E2 degeneriert, also
Ep,q∞ = E
p,q
2 = H
p(B,Hq(F )).
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Satz 3.14. Die mittlere Kru¨mmung H der Fasern sei projizierbar und pi : M → B
flach. Dann ist
Hr(B,H s(F )) =H r(B,H s(F )) := {ω ∈ Ωr(B,H s(F )) | ∆1,0ω = 0}
und
Hp(M) =
⊕
r+s=p
H r(B,H s(F ))
Beweis. Unter der Annahme projizierbarer mittlerer Faserkru¨mmung gibt es eine
Hodge-Zerlegung von Ωr(B,H s(F )) bezu¨glich ∆1,0,
Ωr,s =H r,s ⊕ ker d1,0 ⊕ im δ1,0.
Das beweist die erste Behauptung, und die zweite Behauptung folgt aus Hp(M) =
Ep∞ =
⊕
r+s=pE
r,s∞ , siehe z.B. [Bo-Tu] sowie Dais Rechnung.
3.9 Parametrix
Unter den Bedingungen aus Kapitel 3.7 ist die Konstruktion einer Parametrix der
Resolvente des Laplaceoperators ∆X auf L2Ω∗(X) vo¨llig analog zum Funktionenfall,
siehe Kapitel 2.5.1. Wie dort wird die Parametrix Q(λ) von (∆X − λ)−1 durch
Verkleben eines inneren Teiles Q1(Λ) und eines a¨ußeren Anteils Q2(Λ) = (∆Z−λ)−1
konstruiert. Wieder la¨sst ∆Z die Zerlegung
L2Ωp(Z) = L2cuspΩ
p(Z)⊕ L21Ωp(Z)
in Spitzenformen (Definition 3.11) und ihr orthogonales Komplement invariant. Seien
∆cusp = Π⊥∆ZΠ⊥ = ∆ZΠ⊥, ∆1;Z = Π0∆ZΠ0 = ∆ZΠ0
die Einschra¨nkungen von ∆Z auf L2cuspΩ
p(Z) bzw. L21Ω
p(Z). Dann gilt
(∆Z − λ)−1 = (∆cusp − λ)−1 + (∆1;Z − λ)−1.
Die Resolvente von ∆cusp ist kompakt, mit Resolventenkern
Kcusp(λ, x1, x2) =
∑
i
1
λi − λψi(x1)⊗ ψi(x2)
fu¨r Eigenformen ψi von ∆cusp zum Eigenwert λi.
Bezu¨glich der Zerlegung Ωp(Z) = C∞(R)Ωp(M)⊕ C∞(R)Ωp−1(M) gilt (Kap. 3.7)
%˜u∆1;Z %˜−1u =
(
Tˇu 0
0 Tˇu
)
, Tˇu = −∂2u + (f/2− k)2 +∆1,0.
Der Integralkern K(p)1 von (%˜uTˇu%˜
−1
u − λ)−1 fu¨r λ ∈ C \R ist durch
K
(p)
1 (λ, (u, y), (r, z))
=
∑
k
∞∑
µ(k)
i
2
eak(u+r)
ei|u−r|
√
λ−d2k−µ(k) − ei(u+r)
√
λ−d2k−µ(k)√
λ− d2k − µ(k)
(φ(k)µ )(y)⊗ (φ(k)µ )(z)
(43)
50
gegeben, wobei die φ(k)µ ∈ Ωp−k(B,H k(F )) eine lokale ON-Basis bilden, mit ∆1,0φ(k)µ =
µ(k)φ
(k)
µ .
Schließlich ist Kcusp +K
(p)
1 + du ∧K(p−1)1 der Integralkern von (∆Z − λ)−1.
Fu¨r die spa¨teren Anwendungen genu¨gt es, die Resolvente in eine Umgebung von
λ = 0 fortzusetzen. Sei
τ = min({µ+ (f/2− k)2 | µ Eigenwert von ∆1,0 : Ω∗,k → Ω∗,k, 0 ≤ k ≤ f}r {0})
und 0 < ε < τ . Bis auf
√
λ sind sa¨mtliche Wurzeln in (43) holomorph fu¨r λ ∈
Bε(0). Beno¨tigt wird also nur die Fortsetzung der Wurzelfunktionen auf Σ1s, die
Riemannsche Fla¨che zu z 7→ √z. Ist dann
Λ ∈ Ωε := (FP∪pi−1s (Bε(0))) ∩ Σ(τ)s
so sind die Koeffizienten im Resolventenkern (43) in L2−α(R+, du) = eαuL2(R+, du)
mit α > 0. Damit definiert der Resolventenkern fu¨r Λ ∈ Ωε einen Operator L2α →
L2−α.
Wie in Kapitel 2.5.1 wird gefolgert, dass die Parametrix Q(Λ) eine Fortsetzung zu
einer Familie stetiger Operatoren
Q(Λ) : %˜−1u e
−αuL2Ω∗(R+ ×M)→ %˜−1u eαuL2Ω∗(R+ ×M), Λ ∈ Ωτ
besitzt, und als Verallgemeinerung von Theorem 2.19 erhalten wir fu¨r 0 < ε < τ
Theorem 3.15. Fu¨r δ2 > ε > 0, ε < τ, la¨sst sich die Resolvente (∆−λ)−1 analytisch
zu einer in Λ ∈ Ωε meromorphen Familie von Operatoren R(Λ) ∈ B(L2δΩp(X), L2−δΩp(X))
fortsetzen.
Bemerkung 3.16. Eine a¨hnliche Aussage gilt fu¨r beliebiges ε > 0, dann muss δ
hinreichend groß gewa¨hlt werden. ¦
Weil Ωpc(X) ⊂ L2aΩp(X) ⊂ L2locΩp(X) fu¨r alle a ∈ R und Σs =
⋃
ε>0Ωε, folgt
Korollar 3.17. Die Resolvente (∆ − λ)−1 besitzt eine analytische Fortsetzung zu
einer in Λ ∈ Σs meromorphen Familie von Operatoren R(Λ) : Ωpc(X)→ L2locΩp(X).
3.10 Verallgemeinerte Eigenformen
Unter den Voraussetzungen aus Kapitel 3.7 ist es nun mo¨glich, explizit die verallge-
meinerten Eigenformen von ∆X zu konstruieren.
Eine Element aus Ωl,k = Ωl(B,H k(F )) ist ein Schnitt im endlichdimensionalen
Vektorbu¨ndelW k+l0 = Λ
lT ∗B⊗H k(F ) u¨ber B. Damit gibt es eine Orthonormalbasis
{φµ} von L2(B,W k+l0 ) aus Eigenformen von ∆1,0:
∆1,0φµ = µφµ, φµ ∈ Ωl,k.
Sei ψ ∈ Ω∗,k eine faserharmonische und vom Fasergrad k, so dass
∆1,0ψ = µψ.
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Sei z 7→ √z der Zweig der Wurzel, fu¨r den Im√z > 0 fu¨r z ∈ C \ R+. Dann sind
fµ,k,±(u) = e±i
√
λ−µ−(f/2−k)2 u die Lo¨sungen von
(−∂2u + (f/2− k)2 + µ− λ)f = 0.
Fu¨r λ ∈ C \ [(f/2− k)2 + µ,∞) ist fµ,k,+ ∈ L2(R+, du) und f− ist nicht quadratin-
tegrierbar.
Definition 3.18.
eµ,k,±(λ, ψ, (u, x)) := %˜−1u fµ,k,±(u)ψ(x) = e
“
f
2
−k±i
√
λ−µ−(f/2−k)2
”
u
ψ(x), x ∈M
Nach Definition von %˜ ist
e±(Λ, ψ) ∈ L2Ω∗(Z, gZ) ⇐ : f±(Λ) ∈ L2(R+, du).
Mit den Bezeichnungen aus Abschnitt 3.7 gilt
Π0T˜uΠ0(f±(u)ψ) = T˜u(f±(u)ψ) = λ(f±(u)ψ)
Außerdem ist Qu(f±(u)ψ) = 0, also
∆Zeµ,k,±(λ, ψ, (u, x)) = λeµ,k,±(λ, ψ, (u, x))
∆Z(du ∧ eµ,k,±(λ, ψ, (u, x))) = λ(du ∧ eµ,k,±(λ, ψ, (u, x)))
Die eµ,± selbst erfu¨llen nicht die Randbedingungen (36). Deshalb bilden wir wie in
Kapitel 2.5.3 die Linearkombination
SINµ =
1
2i
(eµ,+ − eµ,−).
Wie dort kann dann gezeigt werden, dass ein vollsta¨ndiges System von verallgemei-
nerten Eigenformen von ∆Z gegeben ist durch
{SINµ,k,±(ψ), du ∧ SINµ,k,±(ψ) | 0 ≤ k ≤ f, (µ, ψ) so dass
ψ ∈ Ω∗(B,H k(F )), ∆1,0ψ = µψ}
Die auftretenden Wurzelfunktionen lassen sich wieder auf die Spektrale Fla¨che Σs
(Kapitel 2.5.2) analytisch fortsetzen. Die Verzweigungspunkte sind jetzt gegeben
durch
{µ+ ( f
2
− k)2 | µ ∈ σ(∆1,0), 0 ≤ k ≤ f/2}.
Die Funktionen e± besitzen eine Fortsetzung nach Σs:
eµ,k,±(Λ, ψ, (u, x)) := %˜−1u fµ,k,±(Λ, u)ψ(x), Λ ∈ Σs
mit fµ,k,±(Λ, u) := e±i
√
Λ−µ−(f/2−k)2 u
Sei ψ ∈ Ωp−k(B,H k(F )) eine Eigenform von ∆p−k1,0 zum Eigenwert µ, Λ ∈ Σs und
λ = pis(Λ).
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Mit einer Abschneidefunktion χ auf X mit suppχ ⊂ Z, und der Fortsetzung R(Λ)
der Resolvente von ∆X − λ werden wie u¨blich die verallgemeinerten Eigenformen
von ∆X definiert:
Eµ(Λ, ψ)(p) := χ(p)eµ,k,−(Λ, ψ, p)−R(Λ)(∆X − λ)(χ(p)eµ,k,−(Λ, ψ, p))
Eµ(Λ, du ∧ ψ)(p) := χ(p)du ∧ eµ,k,−(Λ, ψ, p)
−R(Λ)(∆X − λ)(χ(p)du ∧ eµ,k,−(Λ, ψ, p))
Wie im Funktionenfall (Kapitel 2.5.3) ist die verallgemeinerte Eigenform Eµ(Λ, ψ)
eindeutig durch die drei Eigenschaften
1) Eµ(Λ, ψ) ∈ Ωp(X) und Eµ(Λ, ψ) ist meromorph in Λ ∈ Σs.
2) Fu¨r Λ ∈ Σs gilt ∆Eµ(Λ, ψ) = pis(Λ)Eµ(Λ, ψ)
3) Fu¨r Λ ∈ FP ist Eµ(Λ, ψ)− χe−,µ(Λ, ψ) ∈ L2Ωp(X).
definiert.
Ebenfalls wie dort kann mit Hilfe der Wellenoperatoren gezeigt werden, dass die
{Eµ} ein vollsta¨ndiges System verallgemeinerter Eigenformen von ∆XPac bilden.
Wir haben gesehen, dass das wesentliche Spektrum von ∆X durch die faserharmoni-
schen Formen bestimmt wird. Analog zum Funktionenfall wird der faserharmonische
Anteil Π0(Eµ ¹ [1,∞)×M) von Eµ als konstanter Term von Eµ bezeichnet.
Ein Ziel dieser Arbeit ist, Repra¨sentanten von Kohomologieklassen aus verallgemei-
nerten Eigenformen zu konstruieren. Deshalb mo¨chten wir jeder Kohomologieklasse
in [φ] ∈ H∗(M), [φ] 6= 0 eine verallgemeinerte Eigenform zuordnen.
Zuna¨chst ist nach Satz 3.14
Hp(M) =
⊕
k
Hp−k(B,H k(F ))
Sei [φ] ∈ Hp−k(B,H k(F )). Nach der Hodge-Zerlegung ist
Hp−k(B,H k(F )) =H p−k(B,H k(F ))
es gibt also einen eindeutigen ∆1,0−harmonischen Repra¨sentanten φ0 von [φ], und
falls ∆1,0φ = µφ mit µ 6= 0, so ist [φ] = 0 ∈ Hp(M).
Deshalb betrachten wir ab jetzt nur verallgemeinerte Eigenformen zu µ = 0 und
definieren
E(Λ, [φ]) := E0(Λ, φ) fu¨r φ ∈H p−k(B,H k(F )).
3.11 Asymptotik des konstanten Terms
Wir mo¨chten die asymptotische Entwicklung des konstanten Terms Π0E(Λ, ψ) be-
stimmen.
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Sei dazu
e±,ν(Λ, φ) = e(a±i
√
Λ−ν−d2)uφ, φ ∈ Ω∗(B,H ∗(F )), ∆1,0φ = νφ, Λ ∈ Σs
Sei ψ ∈H p−k,k :=H p−k(B,H k(F )) ⊂H p(M).
Entwicklung nach Eigenformen von ∆1,0 : Ωp−l,l → Ωp−l,l fu¨r jeden Basisgrad p− l
ergibt wegen (∆Z − pis(Λ))Π0E(Λ, ψ) = 0
Π0E(Λ, ψ) = e−,0(Λ, ψ) +
f∑
l=0
e+,0(Λ, ψl0) + du ∧
f∑
l=0
e+,0(Λ, ψˆl0)
+
f∑
l=0
∑
νl>0
e+,νl(Λ, ψ
l
νl
) +
f∑
l=0
∑
γl>0
du ∧ e+,γl(Λ, ψˆlγl) (44)
Dabei sind ψlν ∈ Ωp−l,l, ψˆlγ ∈ Ωp−l+1,l−1 Eigenformen von ∆1,0,
∆1,0ψlνl = νlψ
l
νl
, ∆1,0ψˆlγl = γlψˆ
l
γl
.
Die Indizes der Eigenwerte von ∆1,0 werden im Folgenden unterdru¨ckt. Sei E
a,b
ν ⊂
Ωa(B,H b(F )) der Eigenraum von ∆1,0 zum Eigenwert ν. Wir definieren jetzt linea-
re, in Λ ∈ Σs meromorphe Operatoren
S
[l]
0ν(Λ), T
[l]
0ν(Λ) : E
∗,l
0 → E∗,lν
durch (44) als
T
[l]
0ν(Λ, ψ) := ψ
l
ν , S
[l]
0γ(Λ, ψ) := ψˆ
l
γ .
Von besonderem Interesse ist der Eigenwert 0 und der entsprechende Operator
T
[l]
00(Λ, ·) :H p(M)→H p−l,l, 0 ≤ l ≤ f.
Manchmal verwenden wir auch die abku¨rzende Schreibweise T00 =
∑f
l=0 T
[l]
00.
Mit diesen Bezeichnungen wird (44) zu
Π0E(Λ, ψ) = e−,0(Λ, ψ) + e+,0(Λ, T00(Λ, ψ))
+ du ∧ e+,0(Λ, S00(Λ, ψ))
+
∑
ν>0
e+,ν(Λ, T0ν(Λ, ψ)) +
∑
ν>0
du ∧ e+,ν(Λ, S0ν(Λ, ψ)) (45)
Die beiden Reihen
∑
ν>0 sind schnell fallend in u, und alle Terme bis auf e−,0(Λ, ψ)
sind fu¨r Λ ∈ FP in L2Ω∗(X). Es wird sich zeigen, dass der Term du∧e+,0(Λ, S00(Λ, ψ))
in 45 nicht auftritt.
Fu¨r φ ∈ Ω∗(B,W ) ist
dZ(e±,µ(Λ, φ)) = (a± i
√
Λ− µ− d2)du ∧ e±,µ(Λ, φ) + e±,µ(Λ, dZφ)
dZ(du ∧ e±,µ(Λ, φ)) = −du ∧ dM (e±,µ(Λ, φ))
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Sei jetzt immer ψ ∈H ∗(B,H k(F )). Zuna¨chst ist fu¨r Λ ∈ FP
dZΠ0E0(Λ, ψ) = (a− i
√
Λ− d2)du ∧ e−,0(Λ, ψ)
+ (a+ i
√
Λ− d2)du ∧ e+,0(Λ, T00(Λ, ψ))
+
∑
ν>0
{
(a+ i
√
Λ− ν − d2)du ∧ e+,ν(Λ, T0ν(Λ, ψ))
+ e+,ν(Λ, d1,0(Λ, T0ν(Λ, ψ))
}
−
∑
ν>0
du ∧ d1,0(e+,ν(Λ, S0ν(Λ, ψ))) (46)
denn d1,0(T00ψ) = 0, dF (T0νψ) = 0, dM (S00ψ) = 0.
Entsprechend (45) hat E(Λ, du ∧ ψ) eine asymptotische Entwicklung
Π0E(Λ, du ∧ ψ) = du ∧ e−,0(Λ, ψ) + du ∧ e+,0(Λ, Tˇ00(Λ, ψ))
+ e+,0(Λ, Sˇ00(Λ, ψ))
+
∑
ν>0
e+,ν(Λ, Sˇ0ν(Λ, ψ)) +
∑
ν>0
du ∧ e+,ν(Λ, Tˇ0ν(Λ, ψ)) (47)
mit gewissen linearen, in Λ meromorphen Abbildungen Tˇ0,ν , Sˇ0,ν : E0 → Eν , die wie
oben definiert sind.
Vergleich von (46) und (47) ergibt mit der Eindeutigkeit der verallgemeinerten Ei-
genformen
dE(Λ, ψ) = (a− i
√
Λ− d2)(ψ)E(Λ, du ∧ ψ). (48)
Da in (46) kein entsprechender Term auftritt, kann auch e+,0(Λ, Sˇ00(Λ, ψ)) in (47)
nicht vorkommen, und Vergleich der entsprechenden Koeffizienten liefert
(a− i
√
Λ− d2)(ψ)Tˇ00(Λ, ψ) = (a+ i
√
Λ− d2)(T00(Λ, ψ)). (49)
Weiter gilt
∗Π0E(Λ, du ∧ ψ) = e−,0(Λ, ∗Mψ) + e+,0(Λ, ∗M Tˇ00(Λ, ψ))
+
∑
ν>0
du ∧ e+,ν(Λ, ∗M Tˇ0ν(Λ, ψ)) +
∑
ν>0
(−1)pdu ∧ e+,ν(Λ, ∗M Sˇ0ν(Λ, ψ)) (50)
Vergleicht man dies mit (45) fu¨r ∗Mψ, so folgt zuerst
E(Λ, ∗Mψ) = ∗E(Λ, du ∧ ψ), (51)
und daraus, dass in (45) der Term du ∧ e+,0(Λ, S00(Λ, ψ)) nicht auftritt, sowie
T00(Λ, ∗Mψ) = ∗M Tˇ00(Λ, ψ).
Weiter ergibt Koeffizientenvergleich unter Verwendung von (49) und (51)
(a− i
√
Λ− d2)(ψ)T00(Λ, ∗Mψ) = ∗M(a+ i
√
Λ− d2)(T00(Λ, ψ)). (52)
Insgesamt
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Satz 3.19. Die asymptotische Entwicklung des konstanten Terms von E(ψ,Λ) mit
ψ ∈H ∗(B,H k(F )) lautet
Π0E(Λ, ψ) = e−,0(Λ, ψ) + e+,0(Λ, T00(Λ, ψ))
+
∑
ν>0
e+,ν(Λ, T0ν(Λ, ψ)) +
∑
ν>0
du ∧ e+,ν(Λ, S0ν(Λ, ψ)) (53)
mit linearen, in Λ meromorphen Abbildungen T0ν , S0ν : E0 → Eν .
Entsprechend
Π0E(Λ, du ∧ ψ) = du ∧ e−,0(Λ, ψ) + du ∧ e+,0(Λ, Tˇ00(Λ, ψ))
+
∑
ν>0
du ∧ e+,ν(Λ, Tˇ0ν(Λ, ψ)) +
∑
ν>0
e+,ν(Λ, Sˇ0ν(Λ, ψ)) (54)
Jetzt soll noch eine Funktionalgleichung fu¨r T00 bestimmt werden. Seien γνk die in
Kapitel 2.5.2 beschriebenen Erzeugenden von Aut(Σs). Dabei ist γνk dem Verzei-
gungspunkt ν+ d2k zugeordnet. Genauer ist γνk : Σs → Σs eine Decktransformation,
die durch eine geschlossene Kurve definiert wird, die genau den Verzweigungspunkt
ν + d2k umla¨uft.
Lemma 3.20. Es gilt die Funktionalgleichung
E(Λ, ψ) = E(γ0kΛ, T
[k]
00 (Λ, ψ)) (55)
Beweis. Wegen (25) ergibt (53)
Π0E(γ0kΛ, ψ) = e+,0(γ0kΛ, ψ) + e−,0(Λ, T
[k]
00 (γ0kΛ, ψ)) + e+,0(Λ, T
[ 6=k]
00 (γ0kΛ, ψ))
+
∑
ν>0
e+,ν(Λ, T0ν(γ0kΛ, ψ)) +
∑
ν>0
du ∧ e+,ν(Λ, S0ν(γ0kΛ, ψ))
Der einzige Term auf der rechten Seite, der nicht in L2 liegt, ist e−,0(Λ, T
[k]
00 (γ0kΛ, ψ)).
Eindeutigkeit der verallg. Eigenformen liefert
E(γ0kΛ, ψ) = E(Λ, T
[k]
00 (γ0kΛ, ψ))
bzw. wegen γ20k = id die Behauptung.
3.12 Maass–Selberg Relationen
Die Maass–Selberg Relation werden wichtige Informationen u¨ber Lage der Pole sowie
das asymptotische Verhalten der verallgemeinerten Eigenformen liefern. Die folgen-
den Rechnungen orientieren sich an [Rol].
Fu¨r ψ ∈H p(M) sei ψ[k] der Anteil in H p−k,k.
Schreibe X = Xr unionsqM Zr mit Zr := [r,∞)×M . Sei E = Eµ=0 und Er = E −Π0(E »
Zr). Wegen Eigenschaft 3) der verallgemeinerten Eigenformen7 ist Er(Λ) ∈ L2Ω∗(X)
fu¨r Λ ∈ FP.
7Siehe Seite 53
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Satz 3.21. Sei ν1 der kleinste positive Eigenwert von ∆1,0 und τ mit 0 < τ <
min{1/4, ν1} sei kein Pol von E(., φ). Fu¨r φ ∈H ∗(B,H k(F )) mit k 6= f/2 gilt fu¨r
die abgeschnittene verallgemeinerte Eigenform Er(τ, φ)
‖Er(τ, φ)‖2 = e
2r
√
d2k−τ
2
√
d2k − τ
‖φ‖2 + r ·
√
d2k − τ
{
〈T00(τ, φ) , φ〉 − 〈φ , T00(τ, φ)〉
}
−
∑
ν≥0;l
ν+d2l>0
e−2r
√
d2l+ν−τ
2
√
d2l + ν − τ
‖T [l]0ν(τ, φ)‖2
Ist φ ∈H ∗(B,H f/2(F )), so gilt entsprechend
‖Er(τ, φ)‖2 = r(‖φ‖2 + ‖T [f/2]00 (τ, φ)‖2)
− i√τ
{〈
d
dΛ |τT
[f/2]
00 (., φ) , T
[f/2]
00 (τ, φ)
〉
−
〈
T
[f/2]
00 (τ, φ) ,
d
dΛ |τT
[f/2]
00 (., φ)
〉}
+
1
2i
√
τ
{
e2i
√
τr〈T00(τ, φ) , φ〉 − e−2i
√
τr〈φ , T00(τ, φ)〉
}
−
∑
ν≥0;l
ν+dl>0
e−2r
√
d2l+ν−τ
2
√
d2l + ν − τ
‖T [l]0ν(τ, φ)‖2
Beweis. Der Beweis der Formel ist analog zu dem von Proposition 9.17 in [Mu2].
Sei φ ∈ H ∗(M) und λ ∈ C r R+. Sei gM = pi∗gB + gF die unskalierte Riemann-
sche Metrik auf M und mit 〈 , 〉M werde die induzierte L2−Norm auf M ' ∂Xr
bezeichnet.
Es ist Er » Zr = Π⊥(E » Zr) und dort la¨sst ∆ = ∆Z die faserharmonischen Formen
unter den gegebenen Voraussetzungen invariant. Die Greenschen Formeln ergeben
(∆Er , Er)L2(X) − (Er , ∆Er)L2(X)
= (∆(E » Xr) , E » Xr)L2(Xr) + (∆Π⊥(E » Zr) , Π⊥(E » Zr))L2(Zr)
−(E » Xr , ∆(E » Xr))L2(Xr) − (Π⊥(E » Zr) , ∆Π⊥(E » Zr))L2(Zr)
=
〈
E(φ, λ)(r, ·) , ∂∂u rE(φ, λ)
〉
Mr
+
〈
Π⊥E(φ, λ)(r, ·) , − ∂∂u rΠ⊥E(φ, λ)
〉
Mr
−
〈
∂
∂u r
E(φ, λ) , E(φ, λ)(r, ·)
〉
Mr
−
〈
− ∂∂u rΠ⊥E(φ, λ) , Π⊥E(φ, λ)(r, ·)
〉
Mr
=
〈
%˜uΠ0E(φ, λ)(r, ·) , %˜u ∂∂u aΠ0E(φ, λ)
〉
M
−
〈
%˜u
∂
∂u a
Π0E(φ, λ) , %˜uΠ0E(φ, λ)(r, ·)
〉
M
Dabei wurde verwendet, dass ∂∂u a¨ußeres Einheitsnormalenvektorfeld an Xr und
inneres ENVF an Zr ist, sowie dass %˜u = e−ar : Ω∗(Mr, gMu ) → Ω∗(M, gM ) eine
Isometrie ist.
Seien Λ1,Λ2 ∈ FP = C \ R+, d.h. ImΛ1 > 0, ImΛ2 > 0, sowie λ1 = pis(Λ1), λ2 =
pis(Λ2). Außerdem seien λ1 6= λ2. und Λ1 kein Pol von E(φ) sowie Λ2 kein Pol von
E(ψ).
57
(λ2 − λ1)(Er(φ,Λ1) , Er(ψ,Λ2))L2(X)
= (Er(φ,Λ1) , ∆Er(ψ,Λ2))− (∆Er(φ,Λ1) , Er(ψ,Λ2))
=
〈
∂
∂u r
Π0E(φ,Λ1) , Π0E(ψ,Λ2)(r, ·)
〉
M
−
〈
%˜uΠ0E(φ,Λ1)(r, ·) , %˜u ∂∂u rΠ0E(ψ,Λ2)
〉
M
Wir verwenden im Folgenden die Notation
s±ν (Λ1,Λ2) =
√
Λ1 − ν − d2 ±
√
Λ2 − ν − d2, ν ∈ σ(∆1,0) (56)
Fu¨r den konstanten Term Π0E(Λ, φ) gilt die Entwicklung
Π0E(Λ, φ) = e−,0(Λ, φ) + e+,0(Λ, T00(Λ, φ))
+
∑
ν>0
e+,ν(Λ, T0ν(Λ, φ)) +
∑
ν>0
du ∧ e+,ν(Λ, S0ν(Λ, φ)) (57)
fu¨r alle Λ ∈ Σs. Dabei war definiert e±,ν(Λ, φ) = %˜−1u f±,ν(Λ, φ) mit
f±,ν(Λ, φ)(u) = e±i
√
Λ−ν−d2uφ
Eingeschra¨nkt auf M verschwinden die Terme mit du ∧ . . ..
〈
%˜u
∂
∂u r
Π0E(φ,Λ1) , %˜uΠ0E(ψ,Λ2)(r, ·)
〉
M
=
〈
(−i
√
Λ1 − d2)f−,0(Λ1, φ) +
∑
ν≥0
(i
√
Λ1 − ν − d2)f+,ν(Λ1, T0ν(Λ1, φ)),
f−,0(Λ2, ψ) +
∑
ν≥0
f+,ν(Λ2, T0ν(Λ2, ψ))
〉
(58)
Beachte nun
√
λ = −
√
λ. Wir verwenden die Notation θ(a)〈φ , ψ〉 :=∑l θ(al)〈φ[l] , ψ[l]〉
fu¨r eine Funktion θ.
(λ2 − λ1)(Er(φ,Λ1) , Er(ψ,Λ2))
= − is−0 e−is
+
0 r〈φ , ψ〉+
∑
ν≥0
is−ν e
is+ν r〈T0ν(Λ1, φ) , T0ν(Λ2, ψ)〉
+ is+0
{
eis
−
0 r〈T00(Λ1, φ) , ψ〉 − e−is
−
0 r〈φ , T00(Λ2, ψ)〉
} (59a)
und schließlich wegen s+s−(Λ1,Λ2) = λ1 − λ2
(Er(φ,Λ1) , Er(ψ,Λ2)) =
i
s+0
e−is
+
0 r〈φ , ψ〉
− i
s−0
{
eis
−
0 r〈T00(Λ1, φ) , ψ〉 − e−is
−
0 r〈φ , T00(Λ2, ψ)〉
}
−
∑
ν≥0
i
s+ν
e+is
+
ν r〈T0ν(Λ1, φ) , T0ν(Λ2, ψ)〉.
(59b)
58
Weil Im
√
z > 0 fu¨r z ∈ C \R, gilt fu¨r % > 0, ε > 0√
%± iε = ±√%+ iε
2
√
%
+ o(ε)√
−%± iε = i√%± ε
2
√
%
+ o(ε)
Somit folgt fu¨r τ > ν + d2, Imλ1 > 0, Imλ2 > 0
lim
λ1,λ2→τ
s+ν (λ1, λ2) = 0
lim
λ1,λ2→τ
s−ν (λ1, λ2) = 2
√
τ − ν − d2.
Entsprechend fu¨r τ < ν + d2
lim
λ1,λ2→τ
s+ν (λ1, λ2) = 2i
√
ν + d2 − τ
lim
λ1,λ2→τ
s−ν (λ1, λ2) = 0.
Sei τ ∈ ∂+ FP ' C\R+, so dass 0 < τ < min{1/4, ν1} und ε > 0. Außerdem nehmen
wir an, dass E(Λ, φ) in einer Umgebung von pi−1s (τ) holomorph ist.
Wir setzen jetzt λ1 = λ2 = τ + iε in (59a) und lassen ε gegen 0 konvergieren. Nur
fu¨r Fasergrad = f/2 und ν = 0 ist τ > ν + d2.
Spalte in Terme mit Fasergrad f/2 bei ν = 0 und andere.
−2iε‖Er(λ, φ)‖2 = −2i√τeεr/
√
τ‖φ[f/2]‖2
+ 2i
√
τe−εr/
√
τ‖T [f/2]00 φ‖2
− ε√
τ
{
e2i
√
τr〈T [f/2]00 φ , φ[f/2]〉 − e−2i
√
τr〈φ[f/2] , T [f/2]00 φ〉
}
− iε√
d2 − τ
e2r
√
d2−τ‖φ[6=f/2]‖2
− 2
√
d2 − τ ·
{
eiεr/
√
d2−τ 〈T [6=f/2]00 φ , φ[6=f/2]〉 − e−iεr/
√
d2−τ 〈φ[6=f/2] , T [6=f/2]00 φ〉
}
+
iε√
d2 − τ
e−2r
√
d2−τ‖T [6=f/2]00 φ‖2
+
∑
ν>0
iε√
d2 + ν − τ
e−2r
√
d2+ν−τ‖T0νφ‖2 + o(ε)
(61)
Fu¨r ε→ 0, weil bei τ kein Pol liegt
√
τ‖φ[f/2]‖2 = √τ‖T [f/2]00 φ‖2
− i
√
d2 − τ ·
{
〈T [6=f/2]00 φ , φ[6=f/2]〉 − 〈φ[ 6=f/2] , T [6=f/2]00 φ〉
}
(62)
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Wir dividieren (61) durch 2iε und verwenden (62).
‖Er(λ, φ)‖2 =
√
τ
ε
(eεr/
√
τ − 1)‖φ[f/2]‖2
−
√
τ
ε
(e−εr/
√
τ − 1)‖T [f/2]00 (τ + iε, φ)‖2
−
√
τ
ε
(‖T [f/2]00 (τ + iε, φ)‖2 − ‖T [f/2]00 (τ, φ)‖2)
− 1
iε
√
d2 − τ ·
{
〈T [6=f/2]00 φ , φ[6=f/2]〉 − 〈φ[6=f/2] , T [6=f/2]00 φ〉
}
(aus (62))
+
1
2i
√
τ
{
e2i
√
τr〈T [f/2]00 φ , φ[f/2]〉 − e−2i
√
τr〈φ[f/2] , T [f/2]00 φ〉
}
+
1
2
√
d2 − τ
e2r
√
d2−τ‖φ[6=f/2]‖2
+
1
iε
√
d2 − τ ·
{
eiεr/
√
d2−τ 〈T [6=f/2]00 φ , φ[6=f/2]〉 − e−iεr/
√
d2−τ 〈φ[6=f/2] , T [6=f/2]00 φ〉
}
− 1
2
√
d2 − τ
e−2r
√
d2−τ‖T [6=f/2]00 φ‖2
−
∑
ν>0
1
2
√
d2 + ν − τ
e−2r
√
d2+ν−τ‖T0νφ‖2 + o(ε)
Fu¨r ε→ 0 unter der Annahme, dass T [f/2]00 bei τ keinen Pol hat
‖Er(τ, φ)‖2 = r(‖φ[f/2]‖2 + ‖T [f/2]00 (τ, φ)‖2)
− i√τ
{〈
d
dΛ |τT
[f/2]
00 φ , T
[f/2]
00 (τ, φ)
〉
−
〈
T
[f/2]
00 (τ, φ) ,
d
dΛ |τT
[f/2]
00 φ
〉}
+
1
2i
√
τ
{
e2i
√
τr〈T [f/2]00 φ , φ[f/2]〉 − e−2i
√
τr〈φ[f/2] , T [f/2]00 φ〉
}
+
1
2
√
d2 − τ
e2r
√
d2−τ‖φ[6=f/2]‖2
+ r ·
√
d2 − τ
{
〈T [ 6=f/2]00 φ , φ[6=f/2]〉 − 〈φ[ 6=f/2] , T [6=f/2]00 φ〉
}
− 1
2
√
d2 − τ
e−2r
√
d2−τ‖T [ 6=f/2]00 φ‖2
−
∑
ν>0
1
2
√
d2 + ν − τ
e−2r
√
d2+ν−τ‖T0νφ‖2
Aufspalten in Terme mit Fasergrad f/2 und andere ergibt so die Behauptung.
3.13 Umparametrisierung
Wir betrachten ab jetzt nur 0 < λ < τ1 = min{1/4, ν1}, wobei ν1 der kleinste positive
Eigenwert von ∆1,0 sei. Dann genu¨gt es, statt Σs eine zweifache U¨berlagerung von
C zu betrachten; siehe Kapitel 3.9.
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Sei fu¨r λ ∈ C \R+
s = sν,k(λ) = dk − i
√
λ− ν − d2k ,
so dass
λ = s(2dk − s)
e±ν (λ, φ) = e
(ak±(dk−s))rφ, φ ∈ Ω∗,k(M).
Es gilt fu¨r die Bezeichnungen aus (56)
s+ν,k(λ1, λ2) = i(sν,k(λ1) + sν,k(λ2)− 2dk)
s−ν,k(λ1, λ2) = i(sν,k(λ1)− sν,k(λ2)).
Fu¨r Λ ∈ FP ist s0,k(Λ) = dk − i
√
λ− d2k also Re s0,k > dk.
Aus (59a) wird nun fu¨r φ, ψ ∈H ∗,k(M)
(2dk − sˆ− s)(sˆ− s)(Er(sˆ, φ) , Er(s, ψ))
= (s− sˆ)e(sˆ+s−2dk)r〈φ , ψ〉
+ (sˆ+ s− 2dk)
{
e(s−sˆ)r〈T00(sˆ, φ) , ψ〉 − e(sˆ−s)r〈φ , T00(s, ψ)〉
}
−
∑
ν≥0
is−ν (sˆ, s)e
is+ν r〈T0ν(sˆ, φ) , T0ν(s, ψ)〉
(63a)
und aus (59b) fu¨r sˆ 6= s¯ und sˆ+ s¯ 6= 2dk
(Er(sˆ, φ), Er(s, ψ)) =
1
sˆ+ s− 2dk e
(sˆ+s−2dk)r〈φ , ψ〉
+
1
s− sˆ
{
e(s−sˆ)r〈T00(sˆ, φ) , ψ〉 − e(sˆ−s)r〈φ , T00(s, ψ)〉
}
− i
∑
ν≥0;l
eis
+
ν,lr
s+ν,l
〈T [l]0ν(sˆ, φ) , T [l]0ν(s, ψ)〉
(63b)
Gleichungen (48), (51) werden zu
dE(s, ψ) = (ak − dk + s)E(s, du ∧ ψ) (64)
E(s, ∗Mψ) = ∗E(s, du ∧ ψ), (65)
und aus (52) wird
(ak − dk + s)T00(s, ∗Mψ) = (ak + dk − s) ∗M T [k]00 (s, ψ)
+
f∑
l=0
l 6=k
(
al + i
√
s(2dk − s)− d2l
) ∗M T [l]00(s, ψ). (66)
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3.14 Pole von E(s)
Sei U eine in C offene Umgebung von 0 und 2dk, so dass s(2dk − s) ∈ Bt(0) fu¨r
t < τ1 = min{1/4, ν1}.
Satz 3.22. Sei φ ∈ H ∗,k(M). Sei Re (s) ≥ dk und s ∈ U , d.h. s liege in der
Zusammenhangskomponente von U , die 2dk entha¨lt. Fu¨r jedes ε > 0 gibt es eine
Konstante C(ε), so dass ‖T [l]0ν(s, φ)‖ < C(ε) fu¨r s ∈ U ∩ {Re s ≥ dk, Im s ≥ ε}.
Insbesondere ko¨nnen Pole von E(s, φ) in U ∩ {Re s ≥ dk} nur in (dk, 2dk] liegen.
Die Ordnung eines Pols ist 1. Daru¨ber hinaus ist T [f/2]00 holomorph bei s = 2dk.
Beweis. Betrachte in (63b) sˆ = s, σ = Re s ≥ dk, Im s 6= 0 und s ∈ U . Die linke
Seite von (63b) ist ≥ 0 fu¨r φ = ψ. Weil Re (s) ≥ dk, also λ = s(2dk − s) ∈ C \R+,
ist
s+ν,l = 2i Im
√
λ− ν − d2l wobei Im
√
λ− ν − d2l ≥ 0.
Somit
∑
ν≥0;l
ieis
+
ν,lr
s+ν,l
‖T [l]0ν(s, φ)‖2 ≤
∣∣∣e(s+s−2dk))r
s+ s− 2dk
∣∣∣‖φ‖2 + 2∣∣∣e(s−s)r
s− s
∣∣∣‖T00(s, φ)‖‖φ‖
=
e2(σ−dk)r
2|σ − dk|‖φ‖
2 +
1
|Im s|‖T
[k]
00 (s, φ)‖‖φ‖.
Sei jetzt ‖φ‖L2(M,gM ) = 1, also
∑
ν≥0;l
ieis
+
ν,lr
s+ν,l
‖T [l]0ν(s, φ)‖2 ≤
e2(σ−dk)r
2|σ − dk| +
1
|Im s|‖T
[k]
00 (s, φ)‖.
Nach Multiplikation mit e−2(σ−dk)r erhalten wir eine Abscha¨tzung der Form∑
ν≥0;l
i Cν,l
s+ν,l
‖T [l]0ν(s, φ)‖2 ≤
1
2|σ − dk| +
c
|Im s|‖T
[k]
00 (s, φ)‖ (67)
mit nicht-negativen Konstanten c, Cν,l, die von r abha¨ngen, aber fu¨r r → ∞ be-
schra¨nkt bleiben. Jetzt wird das Verhalten von beiden Seiten von (67) in einer Um-
gebung von s0 verglichen.
Wir unterscheiden vier Fa¨lle:
1) Sei Re s0 ≥ dk, Im s0 6= 0. Dann ist (s+ν,l)−1 beschra¨nkt fu¨r s→ s0 und alle (ν, l);
folglich ist (67) von der Form
C‖T [k]00 (s, φ)‖2 +
∑
Cν‖T0ν(s, φ)‖2 ≤ c|Im s|‖T
[k]
00 (s, φ)‖ (68)
Sei n die Polordnung von T [k]00 (., φ) bei s0. Fu¨r s hinreichend nahe bei s0 gilt
wegen (68)
γ1|s− s0|−2n ≤ ‖T [k]00 (s, φ)‖2 ≤
c
|Im s|‖T
[k]
00 ‖ ≤
γ2
|Im s| |s− s0|
−n (69)
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fu¨r gewisse positive Konstanten γ1, γ2. Liegt s0 nicht auf der reellen Achse, so
bleibt c|Im s| beschra¨nkt fu¨r s→ s0. Es folgt
γ|s− s0|−2n ≤ |s− s0|−n =: n ≤ 0.
Damit ist T [k]00 (·, φ) bei s0 regula¨r, und wegen (68) mu¨ssen auch alle T0ν(·, φ)
regula¨r bei s0 sein.
2) Sei jetzt Im s0 = 0 mit dk < s0 < 2dk, insbesondere k 6= f/2. In (67) ist zu
beachten, dass fu¨r τ := s0(2dk − s0)
s+ν,l(τ, τ) = 2
√
τ − ν − d2l = 0
werden kann, falls ν+d2l ≤ d2k. Wir wa¨hlen darum zuerst s0 so, dass s+ν,l(τ, τ) 6= 0.
Dann zeigt (69) fu¨r s nahe bei s0
γ|s− s0|−2n ≤ |s− s0|−n−1, γ > 0 =: n ≤ 1,
die Polordnung von T [k]00 (·, φ) bei s0 ist also ho¨chstens 1. Hat die linke Seite von
(68) bei s0 einen Pol der Ordnung m, so folgt wie oben 2m ≤ n + 1 ≤ 2, also
haben die T0ν eine Singularita¨t ho¨chstens erster Ordnung bei s0.
Zu einem s0 in (dk, 2dk) seien jetzt (ν, l) so, dass s+ν,l(τ, τ) = 0. Dann ist
s+ν,l = 2iIm
√
s(2dk − s)− ν − d2l
= 2iIm
√
−(s− s0)2 − 2(s0 − dk)(s− s0) = O(|s− s0|1/2)
Fu¨r die Polordnung q von T [l]0ν(., φ) bei s0 bedeutet dies 2q+1/2 ≤ 1, also q = 0.
Die entsprechenden Anteile sind also holomorph. Fu¨r die Terme mit allen anderen
(ν, l) ergibt sich wieder die maximale Polordnung 1 bei s0.
3) Wir betrachten jetzt s0 = 2dk und dk > 0, d.h. k 6= f/2.
s+0,f/2 =
√
s(2dk − s) +
√
s¯(2dk − s¯) = O(|s− 2dk|1/2)
fu¨r s → s0. Fu¨r alle anderen (ν, l) ist (s+ν,l)−1 beschra¨nkt fu¨r s → s0. Somit ist
(67) von der Form
γ1|s− 2dk|−1/2‖T [f/2]00 (s, φ)‖2 + C‖T [k]00 (s, φ)‖2
+
∑
Cν‖T0ν(s, φ)‖2 ≤ c|Im s|‖T
[k]
00 (s, φ)‖
Vo¨llig analog zu 2) folgt, dass T [k]00 und T
[l]
0ν nur einen Pol erster Ordnung bei s0
haben ko¨nnen. Hat die Singularita¨t von T [f/2]00 bei s0 die Ordnung q, so folgt wie
oben 2q + 1/2 ≤ 1, also q = 0.
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4) Zuletzt sei s0 = 0 fu¨r k = f/2. Dann ist |s+0,f/2| < γ|s| fu¨r s nahe 0. Hier wird
also die Abscha¨tzung
γ1|s|−1‖T [f/2]00 (s, φ)‖2 +
∑
Cν‖T0ν(s, φ)‖2 ≤ c|Im s|‖T
[f/2]
00 (s, φ)‖+
c′
|s|
betrachtet. Wie in 3) folgt 2q+1 ≤ q+1, also wieder q = 0. Damit mu¨ssen aber
auch die T0ν regula¨r bei s0 sein.
Satz 3.23. Die Polordnung von E(·, φ) bei s0 ∈ U ist das Maximum der Polord-
nungen von T [l]0ν(·, φ) bei s0. Insbesondere hat E(·, φ) ho¨chstens die Polordnung 1 bei
2dk.
Beweis. Dies folgt direkt aus (63b) und dem Beweis von Satz 3.22.
Lemma 3.24. Sei s¯ kein Pol von Er(., φ) und s kein Pol von Er(., ψ). Dann ist
〈T00(s¯, φ) , ψ〉 = 〈φ , T00(s, ψ)〉
Beweis. Unter der Annahme, dass s¯ kein Pol von Er(., φ) und s kein Pol von Er(., ψ)
ist folgt aus (63a) fu¨r sˆ = s¯
0 = 2(s¯− 2dk){〈T00(s¯, φ) , ψ〉 − 〈φ , T00(s, ψ)〉}
Wegen Satz 3.23 sind die T00 holomorph bei s¯ bzw. s und die Behauptung folgt.
3.15 Residuen
Wir haben gesehen, dass die Pole in einer Umgebung von U von 2dk nur in U ∩
(dk, 2dk] liegen und von erster Ordnung sind. Sei also s0 ∈ U ∩ (dk, 2dk].
Wir wa¨hlen nun zuerst s0 so, dass s+ν,l(τ, τ) 6= 0 fu¨r alle l, ν. Nach Multiplikation von
(63b) mit (sˆ− s0)(s− s0) lassen wir zuerst s→ s0 und dann sˆ→ s0 konvergieren.
(ress0 E
r(·, φ), ress0 Er(·, ψ))
= 〈φ , ress0 T00(·, ψ)〉 − i
∑
ν≥0;l
eis
+
ν,lr
s+ν,l
〈ress0 T [l]0ν(sˆ, φ) , ress0 T [l]0ν(s, ψ)〉
= 〈φ , ress0 T00(·, ψ)〉 −
∑
ν≥0;l
e−2r
√
ν+d2l−τ
2
√
ν + d2l − τ
〈ress0 T [l]0ν(sˆ, φ) , ress0 T [l]0ν(s, ψ)〉 (70)
Die Summe konvergiert fu¨r r →∞ gegen 0.
Fu¨r s0 = 2dk, also τ = 0 ist jedoch
s+ν,l(τ, τ) = 0 ⇐ : (ν = 0 ∧ l = f/2).
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Sei zuerst dk > 0.
lim
sˆ→2dk
lim
s→2dk
e
is+
0,f/2
(sˆ,s)r
s+0,f/2(sˆ, s)
〈(sˆ− 2dk)T [f/2]00 (sˆ, φ) , (s− 2dk)T [f/2]00 (s, ψ)〉
= lim
sˆ→2dk
ei
√
sˆ(2dk−sˆ)r√
sˆ(2dk − sˆ)
〈(sˆ− 2dk)T [f/2]00 (sˆ, φ) , res2dk T [f/2]00 (ψ)〉 = 0,
wobei in der letzten Zeile verwendet wurde, dass T [f/2]00 holomorph bei 2dk ist. Ent-
sprechend fu¨r dk = 0, also ψ ∈H ∗,f/2(M):
lim
sˆ→0
lim
s→0
e
is+
0,f/2
(sˆ,s)r
s+0,f/2(sˆ, s)
〈sˆT [f/2]00 (sˆ, φ) , sT [f/2]00 (s, ψ)〉
= lim
sˆ→0
esˆr
sˆ
〈sˆT [f/2]00 (sˆ, φ) , res0 T [f/2]00 (ψ)〉 = 0.
Durch Vertauschen der Grenzwerte erhalten wir schließlich
Satz 3.25. Sei φ ∈ H ∗,k(M). Sei s0 = 2dk, oder s0 ∈ U ∩ (dk, 2dk), so dass
s+ν,l(τ, τ) 6= 0 fu¨r alle l, ν. Dann ist ress0 E(·, φ) ∈ L2Ω∗(X) und
(ress0 E(·, φ) , ress0 E(·, ψ)) = 〈φ , ress0 T00(·, ψ)〉 = 〈ress0 T00(·, φ) , ψ〉.
Von besonderem Interesse sind die Residuen bei 2dk. Wir verwenden die Abku¨rzun-
gen
C˜(φ) := res2dk T00(., φ),
E˜(φ) := res2dk E(., φ).
Korollar 3.26.
C˜ [k] = (C˜ [k])∗, C˜ [k] ≥ 0
und H ∗,k(M) zerfa¨llt in die orthogonale direkte Summe
H ∗,k(M) = ker C˜ [k] ⊕ im C˜ [k]
Korollar 3.27. Sei φ ∈H ∗,k(M).
E(s, φ) ist holomorph bei s = 2dk ⇐ : φ ∈ ker C˜ [k] ⇐ : φ ∈ ker C˜
Beweis. Sei φ ∈ ker C˜ [k]. Satz 3.25 ergibt
‖E˜(φ)‖2 = 〈C˜ [k](φ) , φ〉 = 0:E˜(φ) = 0.
Ist umgekehrt E˜(φ) = 0 so folgt aus Satz 3.23, dass T00(., φ) holomorph bei 2dk ist.
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Satz 3.28. Fu¨r φ ∈ H ∗,k(M) sind die Residuen von E(s, φ) und von E(s, du ∧ φ)
bei s = 2dk in L2Ω∗(X).
Beweis. Dies folgt aus Satz 3.25 und E(s, ∗Mψ) = ∗E(s, du ∧ ψ).
Insbesondere sind die Residuen geschlossen, denn
‖dE˜‖2 + ‖δE˜‖2 = (∆E˜ , E˜) = 0.
Es gibt also eine Abbildung
H p(2)(X)→ Hp(X), E˜ 7→ [E˜].
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4 Theorem vom Hodge–Typ
Fu¨r eine kompakte Mannigfaltigkeit M gilt bekanntlich H p(M) ' Hp(M). Fu¨r
eine nicht-kompakte Mannigfaltigkeit X ist eine glatte Lo¨sung φ von ∆Xφ = 0 im
Allgemeinen nicht geschlossen, repra¨sentiert also keine Klasse inHp(X). Jedoch sind
glatte, L2−harmonische Formen immer noch Repra¨sentanten in Hp(X).
Ziel dieses Kapitels ist es, harmonische Repra¨sentanten von Hp(X) zu finden, ins-
besondere auch solche, die nicht in L2Ωp(X) liegen. Dabei wird wie in G. Harders
Arbeit [Har] vorgegangen.
Wenn eine verallgemeinerte Eigenform E(., φ), φ ∈ H ∗,k(M) bei s = 2dk keinen
Pol hat, ist sie eine nicht-quadratintegrierbare Lo¨sung von ∆E = 0. Dann muss
noch untersucht werden, unter welchen Bedingungen E(2dk, φ) geschlossen ist. Liegt
andernfalls bei 2dk ein Pol, so betrachten wir das Residuum E˜(φ). Dieses ist nach
Satz 3.28 eine geschlossene L2−harmonische Form, also Repra¨sentant in Hp(X) und
Hp(2)(X).
Wie immer wird die Gu¨ltigkeit von (A) und (B) aus Kapitel 3.7 vorausgesetzt.
4.1 Der Fall k 6= f/2
Satz 4.1. Sei k > f/2 und φ ∈H ∗,k(M). Dann ist E(·, φ) holomorph bei s = 2dk.
E(2dk, φ) ist geschlossen ⇐ : C˜ [f−k](∗Mφ) = 0.
Sei k < f/2 und φ ∈H ∗,k(M). Dann ist E(·, φ) holomorph bei s = 2dk genau dann,
wenn φ ∈ ker C˜ [k].
Beweis. Sei φ ∈H ∗,k(M). Fu¨r k > f/2, also ak < 0, betrachten wir in (66) nur den
Anteil vom Fasergrad f − k:
(2dk − s)T [f−k]00 (s, ∗Mφ) = s ∗M T [k]00 (s, φ). (71)
Wenn also T [f−k]00 (s, ∗Mφ) bei 2dk eine Singularita¨t der Ordnung n hat, so hat
T
[k]
00 (s, φ) dort eine Singularita¨t der Ordnung n − 1. Nun ist die Polordnung bei
2dk wegen Satz 3.23 aber maximal 1, also ist T
[k]
00 (s, ψ) holomorph bei s = 2dk. Aus
Korollar 3.27 folgt, dass E(s, φ) holomorph bei 2dk ist. Gleichungen (64) und (65)
ergeben
dE(s, φ) = (ak − dk + s)E(s, du ∧ φ)
= (−2dk + s)E(s, du ∧ φ) = ±(−2dk + s) ∗ E(s, ∗Mφ).
Damit ist E(2dk, φ) genau dann geschlossen, wenn E(., ∗Mφ) holomorph bei 2dk ist.
Aber nach Korollar 3.26 ist
H ∗,f−k(M) = ker C˜f−k2dk ⊕ im C˜
f−k
2dk
und Korollar 3.27 beweist die u¨brigen Aussagen.
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Satz 4.2. Fu¨r k < f/2 ist E(s, du ∧ φ) holomorph und exakt bei s = 2dk. Fu¨r
k > f/2 ist E˜(du ∧ φ) = dE(2dk, φ).
Insbesondere sind E(2dk, du ∧ ψ), E˜(du ∧ φ) sa¨mtlich = 0 ∈ H∗dR(X).
Beweis. Sei k < f/2 und φ ∈H ∗,k(M). In Gleichung (65),
E(s, ∗Mφ) = ∗E(s, du ∧ φ),
ist die linke Seite holomorph bei s = 2dk. Es folgt fu¨r die Residuen E˜(du ∧ φ) = 0,
so dass E(., du ∧ φ) holomorph bei 2dk ist.
Zur Exaktheit verwenden wir (64):
E(2dk, du ∧ φ) = 12dk dE(2dk, φ).
Ist hingegen φ ∈H ∗,k(M) fu¨r k > f/2, so folgt aus (64)
dE(s, φ) = (s− 2dk)E(s, du ∧ φ),
und so die zweite Aussage im Grenzwert s→ 2dk.
4.2 Der Fall k = f/2
Sei φ ∈ H ∗,f/2(M). Wegen Satz 3.22 ist T [f/2]00 (s, φ) holomorph in s = 0. Die
Funktionalgleichung (55)
T
[k]
00 (s, T
[k]
00 (2dk − s, ψ)) = ψ ∈H ∗,k(M)
impliziert hier
T
[f/2]
00 (0, T
[f/2]
00 (0, φ)) = φ ∈H ∗,f/2(M).
Außerdem zeigt Lemma 3.24, dass (T [f/2]00 )
∗ = T [f/2]00 .
Damit gibt es fu¨r p ≥ f/2 eine Zerlegung von H ∗,f/2(M) in die orthogonale direkte
Summe
H p−f/2,f/2(M) =H p+ ⊕H p− (72)
mit
H p± = {φ ∈H p−f/2,f/2(M) | T [f/2]00 (0, φ) = ±φ}.
Der Hodge-Isomorphismus H p(M)→ Hp(M) liefert eine entprechende Zerlegung
Hp−f/2(B,H f/2) =: Hp−f/2,f/2(M) =H p+ (M)⊕H p− (M).
Lemma 4.3. Der Hodge-Stern-Operator
∗M :H p± →H n−p∓
ist ein Isomorphismus.
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Beweis. Dies folgt aus der Funktionalgleichung (66),
T
[f/2]
00 (s, ∗Mφ) = − ∗M T [f/2]00 (s, φ).
Satz 4.4. Fu¨r φ ∈ H ∗,f/2(M) ist E(s, φ) holomorph und geschlossen bei s = 0.
E(s, du ∧ φ) ist holomorph bei 0.
Beweis. Die Holomorphie folgt aus Satz 3.22 und 3.25.
Wegen (65) ist auch E(s, du ∧ φ) holomorph bei s = 0 und (64) impliziert dann
dE(s, φ) = 0.
Satz 4.5. Fu¨r φ ∈H− ist E(0, φ) = 0. Fu¨r φ ∈H+ ist E(0, du ∧ φ) = 0.
Beweis. Nach Satz 3.21 gilt fu¨r reelles τ nahe bei 0
‖Er(τ, φ)‖2 = r(‖φ‖2 + ‖T [f/2]00 (τ, φ)‖2)
− i√τ
{〈
d
dΛ |τT
[f/2]
00 (., φ) , T
[f/2]
00 (τ, φ)
〉
−
〈
T
[f/2]
00 (τ, φ) ,
d
dΛ |τT
[f/2]
00 (., φ)
〉}
+
1
2i
√
τ
{
e2i
√
τr〈T00(τ, φ) , φ〉 − e−2i
√
τr〈φ , T00(τ, φ)〉
}
−
f∑
l=0
∑
ν≥0
e−2r
√
d2l+ν−τ
2
√
d2l + ν − τ
‖T [l]0ν(τ, φ)‖2 (73)
Weil T [f/2]00 (τ, φ) regula¨r bei τ = 0 ist und ‖φ‖2 = ‖T [f/2]00 (0, φ)‖2, folgt fu¨r τ → 0
‖Er(0, φ)‖2 = 2r · ‖φ‖2 + r
{
〈T [f/2]00 (0, φ) , φ〉+ 〈φ , T [f/2]00 (0, φ)〉
}
−
f∑
l=0
∑
ν≥0
(ν,l) 6=(0,f/2)
e−2r
√
d2l+ν
2
√
d2 + ν
‖T [l]0ν(0, φ)‖2
Ist jetzt φ ∈H−, so folgt
‖Er(0, φ)‖2 = −
f∑
l=0
∑
ν≥0
(ν,l) 6=(0,f/2)
e−2r
√
d2l+ν
2
√
d2 + ν
‖T [l]0ν(0, φ)‖2
Fu¨r r →∞ geht die Summe gegen 0, und die erste Behauptung folgt.
Sei jetzt φ ∈H+ =: ∗M φ ∈H−. Die zweite Aussage ergibt sich dann aus
E(s, du ∧ φ) = ± ∗ E(s, ∗Mφ) = 0.
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4.3 Ein Theorem vom Hodge-Typ
Mit Hilfe der verallgemeinerten Eigenformen werden Klassen in Hp(M) zu Klassen
in Hp(X) erweitert.
Sei φ ∈H p−k(B,H k(F )). Wir haben gesehen, dass
H p−k(B,H k(F )) = ker C˜ [k] ⊕ im C˜ [k], k < f
2
H p−f/2(B,H f/2(F )) = H+ ⊕H−
Wir definieren eine Abbildung Ξ :H p(M)→ Ωp(X) durch
Ξ(φ) =

E˜(φ), k < f/2 und φ ∈ im C˜ [k]
E(0, φ), k = f/2 und φ ∈H+
E(2dk, φ), k > f/2 und ∗M φ ∈ ker C˜ [f−k]
0, sonst
und lineare Fortsetzung nach H p(M).
Aus den Sa¨tzen 3.28, 4.1 und 4.4 folgt, dass Ξ(φ) eine geschlossene harmonische
Differentialform ist, also Repra¨sentant einer Klasse in Hp(X).
Definition 4.6. Die Formen in Ξ(φ) heißen singula¨re Werte.
Die Erweiterungsabbildung Ξ : Hp(M)→ Hp(X) ist jetzt definiert durch
Ξ([φ]) = [Ξ(φ)], φ ∈H p(M). (74)
Im Weiteren sollen umgekehrt die Einschra¨nkungen der Kohomologieklassen von
singula¨ren Werten auf den ”Rand“ M betrachtet werden. Genauer betrachten wir
Ys = {s} × M ⊂ Z fu¨r ein s > 0 und identifizieren Ys mit M . Sei rs = i∗s :
Hp(X) → Hp(Ys) mit is : Ys ↪→ X und [θ] ∈ Hp(X). Wir zeigen jetzt, dass die
Klasse [i∗sθ] ∈ Hp(M) unabha¨ngig von s ist. Sei dazu γ ein Zykel in M und γs, γt
die entsprechenden Zykel in Ys bzw. Yt. Nach dem Satz von Stokes ist∫
γs
i∗sθ −
∫
γt
i∗t θ =
∫
∂([s,t]×γ)
θ =
∫
[s,t]×γ
dθ = 0. (75)
Das Theorem von de Rham besagt nun, dass die von Ψ(θ)(γ) =
∫
γ θ induzierte
Abbildung Ψ∗ : Hp(M) → Hpsing(M) ein Isomorphismus ist, und die Behauptung
folgt.
Deshalb fixieren wir im Folgenden ein s > 0 und definieren r = i∗s : Hp(X) →
Hp(M).
Lemma 4.7. Sei θ ∈ Ω∗(X) eine geschlossene Form, deren Einschra¨nkung auf Z
schnell fallend (fu¨r u→∞) ist. Dann gilt r([θ]) = 0.
Sei θ ∈ Ωp(X) eine geschlossene Form mit Π0(θ » Z) = 0. Dann ist r[θ] = 0.
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Beweis. Weil i∗t θ fu¨r t→∞ schnell fallend ist, folgt aus (75)∫
γ
i∗θ = 0,
und so mit dem Theorem von de Rham, dass r[θ] = 0 ∈ Hp(M).
Sei jetzt Π0(θ » Z) = 0. Insbesondere gilt dann fu¨r ein u > 1
θ » ({u} ×M) ⊥ Ω∗(B,H ∗(F )) =: θ » ({u} ×M) ⊥H ∗(M).
Also ist [i∗uθ] = 0 ∈ Hp(M), und wir haben oben gesehen, dass diese Klasse un-
abha¨ngig von der Wahl von u ist.
Insbesondere ist r[E] = r[Π0E] falls E geschlossen ist, sowie r[E˜] = r[Π0E˜].
Aus der asymptotischen Entwicklung (53) von E folgt fu¨r k > f/2
Π0E(2dk, φ) = φ+
∑
l≤f/2
T
[l]
00(2dk, φ) +
∑
l>f/2
e−2dluT [l]00(2dk, φ) + θ
mit schnell fallendem θ.
Mit Lemma 4.7 also
r[Ξ[φ]] = r[E(2dk, φ)] = [φ] +
∑
l≤f/2
[T [l]00(2dk, φ)].
Nun besagt aber (71)
C˜ [f−k](∗Mφ) = −2dk ∗M T [k]00 (2dk, φ).
Die Bedingung ∗Mφ ∈ ker C˜ [f−k] aus (74) impliziert also
r[Ξ[φ]] = r[E(2dk, φ)] = [φ] +
∑
l≤f/2
l 6=k
[T [l]00(2dk, φ)]. (76a)
Entsprechend fu¨r k = f/2, φ ∈H+
r[Ξ[φ]] = r[E(0, φ)] = 2[φ] +
∑
l<f/2
[T [l]00(2dk, φ)]. (76b)
Schließlich fu¨r k < f/2
Π0E˜(2dk, φ) =
∑
l<f/2
C˜ [l](2dk, φ) +
∑
l>f/2
e−2dluC˜ [l](2dk, φ) + θ˜,
wobei verwendet wurde, dass T [f/2]00 laut Satz 3.22 holomorph ist. Somit fu¨r k < f/2
r[Ξ[φ]] = r[E˜(2dk, φ)] = [
∑
l<f/2
C˜ [l](2dk, φ)] (76c)
Folgendes Theorem ist das Hauptergebnis dieser Arbeit.
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Theorem 4.8. Sei Hp! (X) = im(H
p
c (X) → Hp(X)) das Bild der Kohomologie
mit kompaktem Tra¨ger in der de Rham-Kohomologie. Sei Hpinf(X) ein zu H
p
! (X) in
Hp(X) komplementa¨rer Raum. In der direkten Summe
Hp(X) = Hp! (X)⊕Hpinf(X)
ist Hpinf(X) isomorph zu im r.
Eingeschra¨nkt auf im r ist r ◦ Ξ ein Isomorphismus
r ◦ Ξ : r(Hp(X))→ r(Hp(X)).
Beweis. Nach Definition der relativen de Rham-Kohomologie ist ker r = im(Hp(X,M)→
Hp(X)) und bekanntlich gilt Hpc (X) = Hp(X,M). Zu zeigen ist also nur die Iso-
morphie von r ◦ Ξ. Sei
K =
f⊕
k=0
A(p−k,k) mit A(p−k,k) :=

im C˜ [k], k < f/2
H p+ , k = f/2
∗M ker C˜ [f−k], f/2 < k ≤ min{f, p}
0, k > min{f, p}
Zuerst zeigen wir, dass r ◦ Ξ injektiv auf K ist.
Sei φ ∈ H p−k,k(M) und r(Ξ([φ])) = 0. Sei zuerst k ≥ f/2. Aus (76a) und (76b)
folgt [φ] = 0. Ist hingegen k < f/2 und [φ] ∈ im C˜ [k] so besagt (76c)
r(Ξ([φ])) = 0 =:C˜ [k](2dk, φ) = 0.
Aber φ = C˜ [k](ψ) fu¨r ein ψ ∈H p(M). Korollar 3.26 ergibt
‖φ‖2 = ‖C˜ [k]ψ‖2 = (C˜ [k]φ , ψ) = 0
und schließlich φ = 0.
Sei R(j,k) = im
(
r(j,k) : Hj+k(X) → Hj(B,H k(F ))) das Bild der Einschra¨nkungs-
abbildung r, projiziert auf Hj(B,H k(F )), sowie Rp = im(r : Hp(X) → Hp(M)).
Durch
q([φ], [ψ]) =
∫
M
φ ∧ ψ
ist eine nicht-ausgeartete Bilinearform q : Hp(M) × Hn−p(M) → C gegeben. Dies
ist auch eine Bilinearform q : H(a,k)(M)×H(n−a−f,f−k)(M). Die Wohldefiniertheit
von q folgt aus∫
M
(φ+ dθ) ∧ ψ =
∫
M
φ ∧ ψ +
∫
M
d(θ ∧ ψ)±
∫
M
θ ∧ dψ
=
∫
M
φ ∧ ψ +
∫
∂M
θ ∧ ψ =
∫
M
φ ∧ ψ
denn ∂M = ∅ und ψ, φ sind geschlossen. q ist nicht-ausgeartet: Schreibe nach Hodge
ψ = ψ0+dψ1 mit ∆M−harmonischen ψ0. Wenn fu¨r alle [φ] gilt q([φ], [ψ]) = 0, so ist
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insbesondere q([∗Mψ0], [ψ]) = q([∗Mψ0], [ψ0]) = 0. Aber (∗Mψ0)∧ψ0 = ‖ψ0‖2 volM ≥
0, und schließlich ψ0 = 0, d.h [ψ] = 0.
Weiter sindR(a,k) undR(n−f−a,f−k) orthogonal bezu¨glich q. Ist na¨mlich [v] ∈ Rp, [w] ∈
Rn−p, so gibt es geschlossene ψ ∈ Ωp(X), φ ∈ Ωn−p(X) mit [v] = r[ψ] = [i∗ψ], [w] =
[i∗φ]. Mit Stokes∫
M=∂X
i∗ψ ∧ i∗φ =
∫
M
i∗(ψ ∧ φ) =
∫
X\Z
d(ψ ∧ φ) = 0.
Gleichungen (76a), (76b) und (76c) zeigen jeweils
(r(p−k,k) ◦ Ξ)(A(p−k,k)) ⊂ A(p−k,k),
womit auch r ◦ Ξ(K) ⊂ K.
Wir behaupten schließlich
R(∗,k) = A(∗,k). (77)
Dies impliziert Rp = K und somit, dass r ◦ Ξ : Rp → Rp ein Isomorphismus ist.
Sei k < f/2 und [v] ∈ R(j,k) mit v ∈ H j,k(M). Wegen Korollar 3.26 gibt es eine
Zerlegung v = v1 + v2 mit v1 ∈ ker C˜ [k], v2 ∈ im C˜ [k]. Wir zeigen v1 = 0; dann ist
R(j,k) = im C˜ [k]. Wegen (76a)
R(n−f−j,f−k) 3 (rn−f−j,f−k ◦ Ξ)([∗Mv1]) = [∗Mv1].
Es folgt [∗Mv1] ⊥q [v1] und so 0 = q([∗v1], [v1]) =
∫
M ‖v1‖2 volM , also v1 = 0.
Das gleiche Argument zeigt R(j,k) = ∗M ker C˜ [f−k] fu¨r k > f/2.
Sei jetzt k = f/2. Wegen (76b) und (72)
H
(j,f/2)
+ ⊂ R(j,f/2) ⊂ H(j,f/2) = H(j,f/2)+ ⊕H(j,f/2)−
Nach Lemma 4.3 ist ∗M : H (j,f/2)− → H (n−j−f,f/2)+ ein Isomorphismus. Sei [v] ∈
R(j,f/2) im orthogonalen Komplement von H(j,f/2)+ . Damit ist
[v] ∈ H(j,f/2)− :[∗Mv] ∈ H(n−f−j,f/2)+ ⊂ R(n−f−j,f/2):[∗Mv] ⊥q R(j,f/2)
Es folgt wieder [v] = 0 und so
H
(j,f/2)
+ (M) = R
(j,f/2).
Damit ist (77) gezeigt und das Theorem bewiesen.
Korollar 4.9. Jede Klasse in Hpinf(X) besitzt Repra¨sentanten in singula¨ren Werten.
Jede Klasse in Hp(X) besitzt einen harmonischen Repra¨sentanten.
Beweis. Seien Hps = Ξ(Hp(M)) die singula¨ren Werte. Sicher ist H
p
s ⊃ Ξ(r(Hp(X))),
also auch
r(Hps ) ⊃ r ◦ Ξ(r(Hp(X))) ∼= r(Hp(X))
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Weil andererseits r(Hps ) ⊂ r(Hp(X)), ist r : Hps → r(Hp(X)) surjektiv. Weil r :
Hpinf(X)→ r(Hp(X)) ein Isomorphismus ist, induziert dies eine surjektive Abbildung
Hps → Hpinf(X).
Singula¨re Werte sind harmonisch. Eine Klasse inHp! (X) ist quadratintegrierbar, und
nach Kodaira besitzt sie einen L2−harmonischen Repra¨sentanten. Dies beweist die
zweite Aussage.
Bemerkung 4.10. Der Beweis von Theorem 4.8 zeigt sogar Hs ∼= Hinf, denn
Ξ(Rp) = Ξ(H(M)). ¦
Die Klassen in Hpinf(X) sind im Allgemeinen nicht in L
2Ωp(X), es sein denn, sie
werden von Residuen repra¨sentiert.
Die Klassen in Hp! (X) liegen in L
2Ωp(X). Wegen Lemma 4.7 sind geschlossene Spit-
zenformen in ker r. Es gibt also eine weitere Zerlegung
Hp! (X) = H
p
0 (X)⊕HpEis(X)
Dabei sind die harmonischen Repra¨sentanten in Hp0 (X) auf Z schnell fallend, und
orthogonal zu den faserharmonischen Formen. In [Har2, §2] zeigt G. Harder, dass
HpEis(X) im Allgemeinen nicht leer ist.
Die Volumenform volX ist aus Gradgru¨nden geschlossen. Eingeschra¨nkt auf Z ist
volX ¹ Z = volZ = du ∧ pi∗ volB ∧e−f u volFb .
Weil ∇Fb mit der vertikalen Metrik gFb vertra¨glich ist, gilt ∇Fb volFb = 0. Aus den
Formeln
δFb = −
∑
i
Uiy∇FbUi , dFb =
∑
i
(−1)iU∨i ∧∇FbUi
folgt so δFb volFb = 0 = d
Fb volFb , so dass volX eine faserharmonische Form ist.
Damit ist volX ein mo¨glicher Repra¨sentant in HEis. Allerdings ist aufgrund der
Poincare´-Dualita¨t HN (X) = H0c (X) = 0, so dass auch [volX ] = 0.
4.3.1 Zur Signatur
Als eine Anwendung von Theorem 4.8 soll die L2−Signatur vonX berechnet werden.
Sei N = dimX = 4l.
L2 − sign(X) ist die Signatur bezu¨glich reduzierter L2−Kohomologie. Diese ist
kanonisch isomorph zu den L2−harmonischen Formen H(2)(X) auf X. Damit ist
L2 − sign(X) auch die Signatur der quadratischen Form
Q(φ, ψ) =
∫
X
φ ∧ ψ, φ, ψ ∈H 2l(2)(X)
Entsprechend sei signc(X) = sign(X0, ∂X0) die Signatur von Q auf H!(X). Jede
Klasse in H!(X) hat einen L2−harmonischen Repra¨sentaten. Sei H!(X) der Raum
aller L2−harmonischen Repa¨sentanten von H!(X). Definiere schließlich sign!(X) als
die Signatur von Q auf H 2l! (X).
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Satz 4.11. Unter den Voraussetzungen (A) und (B) gilt fu¨r die Mannigfaltigkeit X
mit gefaserter Spitzenmetrik
L2 − sign(X) = sign!(X)
Bemerkung 4.12. Wenn gezeigt werden ko¨nnte, dass die Formen in H!(X)
schnell fallend sind, so ko¨nnte wie bei [APS] gefolgert werden, dass H! → H! in-
jektiv ist. Dies wiederum wu¨rde zeigen, dass sign!(X) = sign(X0, ∂X0). Dai und
Vaillant zeigen
L2 − sign(X) = sign(X0, ∂X0) + τ
wobei τ eine topologische Invariante der Spektralsequenz vonM → B ist. Unter den
Voraussetzungen (A) und (B) kann wie bei Dai gezeigt werden, dass τ = 0. Hier soll
stattdessen die Differenz der betrachteten Signaturen direkt berechnet werden. ¦
Beweis. Durch
τXψ := ip(p−1)+2l ∗ ψ, ψ ∈H p(2)(X)
wird eine Involution τX :H
p
(2)(X)→H N−p(2) (X) definiert.
SeienH 2l± (X) die±1-Eigenra¨ume von τX = ∗ :H 2l(2)(X)→H 2l(2)(X). WeilQ(φ, ∗φ) =
‖φ‖2L2 fu¨r φ ∈H 2l(2)(X), folgt dass H 2l(2)(X) in die orthogonale direkte Summe
H 2l(2)(X) =H
2l
+ (X)⊕QH 2l− (X)
zerfa¨llt, und Q ist aufH 2l+ (X) bzw.H
2l− (X) positiv bzw. negativ definit. Nach dem
Sylversterschen Tra¨gheitssatz ist also
L2 − sign(X) = dimH 2l+ (X)− dimH 2l− (X).
Sei
Hˆ p(Z) =H p(M)⊕ du ∧ ∗MH p(M).
Definiere τZψ := ip(p−1)+2l ∗Z ψ fu¨r dem Hodge-Stern-Operator ∗Z auf Z = R+×M
mit der Metrik du2 + gM . Fu¨r ω ∈ Hˆ p(Z) wird durch
E˜(ω) = ress=2d(ω)E(s, ω)
eine L2−harmonische Form definiert.
Lemma 4.13. Es ist
τXE˜(ω) = E˜(τZω) (78)
Beweis. Sei φ ∈H p−k,k(M) mit k < f/2, φ ∈ im C˜ [k].
dE(s, ∗Mφ) = (s− 2dk)E(s, du ∧ ∗Mφ) = (s− 2dk) ∗2 (∗M)2 ∗E(s, φ)
Fu¨r s→ 2dk:
dE(2dk, ∗Mφ) = E˜(du ∧ ∗Mφ) = (−1)p ∗ E˜(φ),
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und mit E˜(φ) ist auch ∗E˜(φ) quadratintegrierbar. Nun ist aber
∗Z(du ∧ φ) = ∗Mφ, ∗Z(φ) = (−1)pdu ∧ ∗Mφ,
also bereits
∗E˜(φ) = E˜(∗Zφ).
Fu¨r φ ∈H p−k,k(M) mit k ≥ f/2 oder φ ∈ ker C˜ [k] ist E˜(φ) = 0.
Bemerkung 4.14. Der Beweis zeigt außerdem, dass ∗E˜(φ) = 0 ∈ Hp(X). ¦
Sei h = 2l und Ik(M) = im C˜ [k] ⊂H h(M), k < f/2.
Ik(Z) := Ik(M) + du ∧ ∗MIk(M) ⊂ Hˆ h(Z), 0 ≤ k < f/2
ist invariant unter τZ . Seien Qk,± ⊂ Ik(Z) die ±1−Eigenra¨ume von τZ und Q± =⊕
k<f/2Qk,±.
Sei W := E˜(Hˆ h(Z)) ⊂H h(2)(X) und W± := E˜(Q±). Wegen (78) ist W± ⊂H h± (X).
Lemma 4.15.
W = E˜(Q+)⊕Q E˜(Q−)
und
dimW+ = dimW−
Beweis. Alle Formen haben geraden Totalgrad h = 2l, so dass τ = ∗. Wir zeigen
zuerst
Qk± = {φ± τZφ | φ ∈ Ik(M)}, 0 ≤ k < f/2.
Offenbar ist φ±τZφ in Qk±. Sei ψ ∈ Qk±. Schreibe ψ = φ+du∧∗Mφ1, φ, φ1 ∈ Ik(X).
τZψ = du ∧ ∗Mφ+ φ1 = ±ψ.
Vergleich der Anteile ohne du∧ ergibt φ1 = ±φ. Damit ist dimQk+ = dimQk−.
Die weitere Aussagen folgen jetzt daraus, dass E˜(Hˆ h(Z)) = E˜(Q+ ⊕ Q−) nach
Konstruktion, und dass E˜ auf Q+ ⊕Q− injektiv ist.
Sei ψ ∈ H h(2)(X). Das Theorem liefert dann die eindeutige Existenz von φ0 ∈
im
∑
l<f/2 C˜
[l] ⊂H h(M), so dass
r[E˜(φ0)] = r[ψ].
Dazu muss noch gezeigt werden, dass r[ψ] ∈⊕k<f/2H∗,k. Weil ψ quadratintegrier-
bar ist, muss auch e−au(ψ ¹ Z) ∈ L2Ω(Z, du2 + gM ) sein. Fu¨r Fasergrade k ≥ f/2
ist a ≤ 0, so dass auch ‖ψ ¹ ({u} ×M)‖ −−−→
u→0
0. Weil zudem dψ = 0, folgt r[ψ] = 0
wie in Lemma 4.7.
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Sei ψ! = ψ − E˜(φ0). Sowohl ψ als auch E˜(φ0) sind L2−harmonisch, also auch ψ!.
Außerdem ist r[ψ!] = 0, also ist ψ! Repra¨sentant einer Klasse in Hh! (X). Es ist
ψ =
1
2
(E˜(φ0) + E˜(du ∧ ∗φ0)) + 12(E˜(φ0)− E˜(du ∧ ∗φ0)) + ψ!
=
1
2
E˜(φ0 + τZφ0)︸ ︷︷ ︸
∈W+
+
1
2
E˜(φ0 − τZφ0)︸ ︷︷ ︸
∈W−
+ψ!
Sei H h! (X) der Raum der harmonischen Repra¨sentanten von H
h
! (X).
Lemma 4.16. Die lineare Abbildung
% :H h(2)(X)→ (W+ ⊕Q W−)⊕H!(X)
ψ 7→ (E˜(φ0 + τZφ0), E˜(φ0 − τZφ0), ψ!)
ist ein Isomorphismus.
Beweis. Injektivita¨t: Sei ψ ∈ H h(2)(X) mit %(ψ) = 0. Aus E˜(φ0 ± τZφ0) = 0 folgt
φ0 = 0 und ψ = ψ! = 0.
Surjektivita¨t: Sei (w+, w−, ψ!) ∈ (W+⊕QW−)⊕H!. Nach Definition ist ψ! ∈H h(2)(X).
Wegen Lemma 4.15 gibt es φ1, φ2 mit
w+ = (φ1 + τZφ1), w− = (φ2 − τZφ2) φ1, φ2 ∈
⊕
0≤k<f/2
Ik(M).
Fu¨r ψ = E˜(φ1 + φ2) + ψ! gilt dann %(ψ) = (w+, w−, ψ!).
Weil W = W+ ⊕Q W− und H h(2)(X) ∗−invariant sind, und H h(2)(X) = W ⊕H!(X)
ist, muss H!(X) ebenfalls ∗−invariant sein. Schließlich
L2 − sign(X) = dimH h+ (X)− dimH h− (X)
= dim(H h! (X) ∩H h+ (X))− dim(H h! (X) ∩H h− (X)).
Dies beweist Satz 4.11.
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