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Povzetek
Naslov: Selekcija v skupinskih modelih z odlocˇitvenimi drevesi
Razlicˇne vrste skupinskih modelov se odlikujejo kot ene izmed uspesˇnejˇsih
metod strojnega ucˇenja. Zaradi lepe lastnosti, ki jo imajo, da se tocˇnost ob
povecˇevanju sˇtevila notranjih modelov priblizˇuje asimptoticˇni zgornji meji,
imajo tudi slabost – velikost. V literaturi je mocˇ zaslediti razlicˇne pristope,
ki iˇscˇejo kompromis med velikostjo in tocˇnostjo s postopkom selekcije. To
pomeni, da v koncˇni model uvrstijo le nekatere izmed generiranih notra-
njih modelov. Izkazˇe se, da na ta nacˇin ni mozˇno le zmanjˇsati skupinskih
modelov, temvecˇ tudi povecˇati tocˇnost. V tem delu metodam s selekcijo
dodamo dva nova pristopa, ki za selekcijo uporabljata rob, ki ga modeli
dolocˇajo na t. i. out-of-bag mnozˇici. Slednje je kljucˇno pri majhnih podat-
kovnih mnozˇicah, saj to omogocˇa selekcijo brez izgube tocˇnosti zaradi manjˇse
ucˇne mnozˇice. Metode ovrednotimo na 34 podatkovnih mnozˇicah za bagging,
nakljucˇne gozdove in ekstremno nakljucˇne gozdove. Pri tem ugotovimo, da
se v nekaterih primerih metode s selekcijo obnesejo statisticˇno znacˇilno bolje
kot metode osnovnega skupinskega modela. V ostalih primerih metode s se-
lekcijo uspesˇno zmanjˇsajo skupinski model in pri tem v povprecˇju ohranjajo
tocˇnost.
Kljucˇne besede: skupinski modeli, odlocˇitvena drevesa, selekcija v sku-
pinskih modelih, rezanje skupinskih modelov, tanjˇsanje skupinskih modelov,
bagging, nakljucˇni gozdovi, ekstremno nakljucˇni gozdovi.

Abstract
Title: Decision Tree Ensemble Selection
Ensemble models are well-known in machine learning for their accuracy.
Their main quality, convergence towards an asymptotic upper limit as the
number of internal models increases, is however partly counterbalanced by
their large size. Existing studies show that posterior reduction of the num-
ber of models in the ensemble can be done without hurting – or with even
increasing – the accuracy of the ensemble. The thesis introduces two new
approaches to ensemble selection using the so-called “out-of-bag” set. Using
such a selection set is important in case of small training sets where no data
should be held out for learning in order to maintain high generalization accu-
racy of an ensemble. Both methods are evaluated on 34 datasets for bagging,
random forest and extra decision trees. Some of the comparisons show that
the selection model outperforms the base ensemble method in a statistically
significant manner. The other confirm that the methods are able to reduce
the size of ensembles while on average maintaining accuracy.
Keywords: ensemble models, decision trees, ensemble selection, ensemble





Klasifikacija obsega del problemov, s katerimi se ukvarja nadzorovano ucˇenje,
poddomena strojnega ucˇenja. Naloga klasifikacije je na podlagi obstojecˇega
znanja ter primerov z znanimi atributi in znanim razredom, ki mu pripadajo,
dolocˇiti pripadajocˇi razred primerom, za katere poznamo le atribute, ne pa
tudi razreda. To pomeni, da lahko z razlicˇnimi metodami dolocˇimo napovedni
model, vcˇasih imenovan tudi hipoteza. Model je diskretna funkcija, ki prostor
atributov preslika v razred. Kljucˇno je, da to pocˇne cˇim bolj tocˇno. Pogosto je
prednost tudi razumljivost, saj ta omogocˇa boljˇsi vpogled v domeno problema
oz. relacije med atributi in razredi. Kadar nas zanima predvsem tocˇnost
modela, je pogosto potrebno posecˇi k bolj zapletenim metodam strojnega
ucˇenja.
Eden izmed taksˇnih bolj zapletenih pristopov so skupinski modeli, se-
stavljeni iz vecˇ posameznih modelov, ki skupaj glasujejo za ciljno napoved.
Njihova glavna kvaliteta je predvsem doseganje visoke tocˇnosti napovedi.
Viˇsja tocˇnost je posledica razlicˇnosti hipotez, ki skupaj tvorijo zanesljivejˇso
napoved oz. s povprecˇjem napovedi dosezˇemo, da posamezne napake hipotez
popravljajo druge hipoteze. Za doseganje visoke tocˇnosti modela obicˇajno
potrebujemo vecˇ sto notranjih modelov.
V tem delu smo se omejili na klasifikacijske probleme, kot metode za
resˇevanje le-teh pa smo obravnavali skupinske modele, ki kot notranje mo-
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dele uporabljajo odlocˇitvena drevesa. Ena izmed najbolj poznanih metod v
tej skupini so nakljucˇni gozdovi, predstavili pa bomo tudi druge sorodne pri-
stope. Nakljucˇnost v izgradnji nam omogocˇa, da so si notranji modeli med
seboj razlicˇni. Zhou in dr. [47] so na primeru skupinskega modela nevronskih
mrezˇ kot eni prvih pokazali, da lahko s selekcijo notranjih modelov dosezˇemo
manjˇsi in hkrati boljˇsi klasifikator. To je bila zadostna motivacija, da se
je kasneje pojavilo sˇe vecˇje sˇtevilo drugih pristopov za selekcijo modelov na
razlicˇnih vrstah skupinskih modelov.
Zanimalo nas je, kaksˇni pristopi so se pojavili v literaturi za selekcijo
klasifikatorjev na skupinskih modelih z odlocˇitvenimi drevesi. Na podlagi
obstojecˇih teoreticˇnih in eksperimentalnih ugotovitev smo tudi sami predla-
gati in ovrednotili nov pristop k selekciji. Ker ima selekcija dva cilja, (cˇim)
manjˇso velikost in (cˇim) viˇsjo tocˇnost, se med sabo glede na prioritete razli-
kujejo tudi algoritmi. Sami smo si za lastne metode kot primarni cilj zadali
skozi proces selekcije dosegati viˇsjo klasifikacijsko tocˇnost, kot jo ima nese-
lektirani skupinski model. Na velikost dobljenega modela se nismo posebej
osredotocˇali.
V poglavju 2 najprej predstavimo razloge za uspesˇnost skupinskih mo-
delov in predstavimo nekaj pomembnih pojmov, povezanih z njimi. Sledi
predstavitev vrst skupinskih modelov z odlocˇitvenimi drevesi, opredelitev se-
lekcije v skupinskih modelih in pregled obstojecˇih objav iz tega podrocˇja. V
poglavju 3 predlagamo in na podlagi vecˇjega sˇtevila mnozˇic ovrednotimo nove
metode selekcije v skupinskih modelih. V poglavju 4 podamo sklepne ugoto-
vitve in predloge za nadaljnje raziskovanje. Dodatek A podaja podrobnejˇse
rezultate vrednotenja metod. V dodatku B prikazujemo parametre metod,
kalibrirane na celotnih mnozˇicah podatkov.
Poglavje 2
Skupinski modeli
Marquis de Condorcet je leta 1785 v delu Essay on the Application of Ana-
lysis to the Probability of Majority Decisions predstavil t. i. Condorcetov
teorem porote. V teoremu opisuje problem doseganja odlocˇitve pri skupini
glasujocˇih, kjer odlocˇitev sprejmejo z vecˇinskim glasom. Cˇe predpostavimo,
da so glasovi med sabo neodvisni in ima posamezni glasujocˇi verjetnost p za
pravilno odlocˇitev, potem velja:
• cˇe je p > 0.5, se verjetnost za pravilno odlocˇitev z dodajanjem gla-
sujocˇih povecˇuje proti 1 in
• cˇe je p < 0.5, se verjetnost za pravilno odlocˇitev z dodajanjem gla-
sujocˇih zmanjˇsuje proti 0.
Teorem ima nekatere omejitve, izpostaviti moramo predvsem pogoj neod-
visnosti glasov, kar je tezˇko, pogosto celo nemogocˇe, dosecˇi. Druga omejitev
je glasovanje med le dvema mozˇnostima. V literaturi najdemo mnoge ob-
jave, ki se ukvarjajo z razlicˇnimi izpeljavami teorema, njegovo formulacijo
razsˇirjajo in obravnavajo tudi njegove omejitve. A teorem zˇe v osnovi po-
daja intuitivno obrazlozˇitev za vecˇjo natancˇnost skupinskih modelov. Cˇe
sestavimo skupinski model iz raznolikih notranjih modelov, ki so med sabo
dovolj neodvisni, s tem obicˇajno raznoliki, in hkrati sˇe dovolj tocˇni, s tem
povecˇamo verjetnost za pravilno napoved oz. dosezˇemo viˇsjo klasifikacijsko
tocˇnost.
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Dietterich [15] za vecˇjo tocˇnost skupinskih modelov v primerjavi s posa-
meznimi modeli navaja tri glavne razloge, ki osmislijo skupinske modele z
vidika omejitev pri iskanju optimalne hipoteze v (omejenem) prostoru hipo-
tez:
• Statisticˇni razlog: Vcˇasih je ucˇna mnozˇica nesorazmerno manjˇsa od
razpolozˇljivega prostora hipotez. Na taksˇni mnozˇici podatkov obicˇajno
vecˇ hipotez dosega podobno tocˇnost. Z uporabo vecˇ modelov dobimo
povprecˇje v prostoru hipotez in se s tem izognemo tveganju izbire po-
sameznega modela, ki ima sicer na ucˇni mnozˇici visoko tocˇnost, a ima
veliko napako glede na pravo hipotezo.
• Racˇunski razlog: Mnogi algoritmi hipoteze oblikujejo na pozˇresˇni
nacˇin in hipoteza lahko predstavlja nek lokalni optimum (globalnega
pogosto ni mogocˇe dosecˇi). Algoritem svoj izracˇun zacˇne v neki zacˇetni
tocˇki in izoblikuje hipotezo. Povprecˇje lokalno optimalnih hipotez je z
vecˇjo verjetnostjo blizˇje pravi hipotezi kot posamezna hipoteza.
• Predstavitveni razlog: Za koncˇno mnozˇico ucˇnih primerov obstaja
tudi koncˇna mnozˇica razpolozˇljivih hipotez. Zato pogosto ta mnozˇica
sploh ne vsebuje prave hipoteze. Z (utezˇenim) glasovanjem vecˇih hipo-
tez lahko dosezˇemo razsˇiritev prostora hipotez in se s tem priblizˇamo
pravi hipotezi.
V nadaljevanju za skupinske modele najprej predstavimo pregled splosˇnih
tehnik za gradnjo skupinskih modelov, nato pa podrobnejˇsi pregled pristopov
h gradnji skupinskih modelov, ki kot notranje modele uporabljajo odlocˇitvena
drevesa.
2.1 Pristranskost in varianca, raznolikost, rob
To, da so specificˇni skupinski modeli uspesˇni, je lahko pokazati, tezˇja naloga
pa je razlozˇiti razloge za njihovo uspesˇnost in na podlagi njih morda pre-
dlagati mozˇne izboljˇsave. Najdemo utemeljitve na podlagi koncepta roba,
mer raznolikosti, razstavitve napake na pristranskost in varianco ter druge,
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ponavadi povezane koncepte. Smiselno je torej, da teoreticˇne ugotovitve na
kratko povzamemo, saj na nekaterih temeljijo kasneje predstavljene metode
selekcije.
Napako hipoteze lahko razstavimo na pristranskost (bias) in varianco (va-
riance) [24]. Napaka hipoteze je na realnih problemih obicˇajno vedno priso-
tna, saj tezˇko zajamemo vse potrebne informacije problema, ki ga resˇujemo.
Pristranskost izvira iz ucˇnega algoritma, varianca pa iz ucˇnih podatkov. Za
zmanjˇsanje pristranskosti moramo spremeniti ucˇni algoritem. Pristranskost
in varianca sta si nasprotujocˇi in minimiziranje ene pomeni narasˇcˇanje druge,
zato iˇscˇemo optimalni kompromis med njima – takrat je napaka najmanjˇsa.
Kadar je kompleksnost modela premajhna, takrat imamo nizko varianco
in premajhno prilagajanje (underfitting) ucˇnim podatkom, kadar pa preve-
lika, pa visoko varianco in s tem preveliko prilagajanje (overfitting) ucˇni
mnozˇici.
Pristranskosti na realnih problemih ne moremo izracˇunati, lahko jo le
ocenimo na umetno zgeneriranih problemih [24]. Obicˇajno jo srecˇamo v kon-
tekstu regresijskih problemov. Taksˇno razstavljanje napake na pristranskost
in varianco prikazˇe Louppe v [28]. Na sliki 2.1 pa ponazorimo napako ucˇne in
testne mnozˇice v odvisnosti od kompleksnosti modela (globine odlocˇitvenega
drevesa). Poudarjeni krivulji predstavljata povprecˇje napake 50 razlicˇnih
odlocˇitvenih dreves pri 50 nakljucˇnih delitvah na ucˇno in testno mnozˇico.
Navpicˇna cˇrta oznacˇuje optimalni kompromis med pristranskostjo in vari-
anco.
Schapire in dr. [41] definirajo rob kot razliko med sˇtevilom glasov za pra-
vilni razred in sˇtevilom glasov tistega izmed ostalih razredov, ki je prejel
najvecˇ glasov (s predpostavko, da uporabljamo glasovanje). Rob obicˇajno
obravnavamo normaliziranega med vrednosti −1 in 1. V omenjeneni objavi
analizirajo napovedno napako na ucˇni in testni mnozˇici ter distribucijo ro-
bov na ucˇni mnozˇici za boosting in ga med drugim primerjajo z baggingom. S
pomocˇjo distribucije robov razlozˇijo razloge za uspesˇnost boostinga. Pokazˇejo
namrecˇ, da je mozˇno na podlagi distribucije robov oceniti zgornjo mejo napo-
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vedne napake modela. Poudarijo, da je sicer ta ocena prevecˇ pesimisticˇna za
natancˇnejˇse ocenjevanje napake, a vendarle iz tega izhaja pomen vloge roba
v povezavi s tocˇnostjo. Svoje ugotovitve povezˇejo tudi s pristranskostjo in
varianco. Na tem mestu naj omenimo, da bomo v nekoliko drugacˇnem kon-
tekstu enako definicijo roba uporabljali tudi v nasˇih metodah v povezavi z
out-of-bag (OOB) mnozˇico [7], kjer je odstotek pozitivnih robov pravzaprav
ocena tocˇnosti modela. Seveda slednje velja le pred selekcijo, po selekciji
moramo OOB-mnozˇico, v kolikor smo jo uporabili za selekcijo, smatrati tudi
kot ucˇno mnozˇico in za ocenjevanje tocˇnosti potrebujemo novo neodvisno
mnozˇico.
Kuncheva in Whitaker v [25] sta na podlagi razlicˇnih mer raznolikosti
predstavila podrobnejˇso analizo povezave med raznolikostjo in tocˇnostjo sku-
pinskih modelov. Najdeta le sˇibko povezavo med raznolikostjo in tocˇnostjo
modelov v splosˇnem, cˇeprav je mocˇna korelacija prisotna v nekaterih posebnih
primerih. Zakljucˇita, da je zato uporabnost mer raznolikosti kot indikatorja
za tocˇnost modelov vprasˇljiva. Pri gradnji modelov je raznolikost sicer po-
treben pogoj za komplementarnost modelov, ni pa sama po sebi garancija za
tocˇnost.
Za raznolikost Tang in dr. [42] pojasnijo, da kljub temu, da gre za zelo
pogost pojem v skupinskih modelih, ne obstaja enotna definicija, kaj ra-
znolikost sploh je, saj gre za zahteven problem. Zato srecˇamo vecˇje sˇtevilo
razlicˇnih mer raznolikosti. V objavi se pod pojmom raznolikost nanasˇajo na
6 v drugih objavah predstavljenih mer raznolikosti. V skupinskih modelih
pravimo, da model lahko implicitno stremi k raznolikosti, taksˇni so recimo
skupinski modeli, predstavljeni poglavju 2.3. Lahko pa raznolikost iˇscˇejo ek-
splicitno skozi mere raznolikosti. Pokazali so, da si z eksplicitnim iskanjem
raznolikosti ne moremo obetati konsistentno dobrih rezultatov. Na iskanje
raznolikosti namrecˇ lahko gledamo kot na optimiziranje roba v smislu vloge
pri zgornji meji napovedne napake, ta pa se ne povecˇuje monotono glede na
raznolikost.
Ko in Sabourin [23] razsˇirita koncept raznolikosti tako, da zdruzˇita po-
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Slika 2.1: Napaka na ucˇni in testni mnozˇici v odvisnosti od globine odlocˇitvenega
drevesa za podatkovno mnozˇico bcw (idejno povzeto iz [20] in [28]).
znane mere raznolikosti v funkcijo, ki hkrati uposˇteva natancˇnost individu-
alnih modelov in raznolikost. V nasprotju z dotedanjimi raziskavami, ki so
pokazale le sˇibko korelacijo med raznolikostjo in tocˇnostjo skupinskega mo-
dela, uspeta pokazati mocˇno korelacijo med tocˇnostjo skupinskega modela
in razsˇirjenim konceptom raznolikosti, zdruzˇene s tocˇnostjo posameznih kla-
sifikatorjev. Pri tem imajo novo predlagane mere raznolikosti tudi vecˇjo
medsebojno korelacijo. Zakljucˇita, da je smiselno pri gradnji skupinskih mo-
delov hkrati uposˇtevati tako raznolikost kot tudi tocˇnost posameznih mode-
lov. Nepovezano tudi Brown in Kuncheva [10] pojmu raznolikosti dodata
komponento individualne natancˇnosti modelov. Napako vecˇinskega glasova-
nja predstavita kot rezultat treh komponent, “dobre” in “slabe” raznolikosti
ter tocˇnosti posameznega modela. Dobra raznolikost zmanjˇsuje napovedno
napako, slaba pa jo povecˇuje.
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2.2 Tehnike za gradnjo skupinskih modelov
Predlagane modifikacije skupinskih modelov, ki bodo predstavljene v nasle-
dnjem poglavju, se nanasˇajo na manjˇso podmnozˇico skupinskih modelov.
Za lazˇje razumevanje teoreticˇnega ozadja pa je smiselno, da to podmnozˇico
najprej umestimo v kontekst. Zaradi izjemne razvejanosti podrocˇja pregled
zagotovo ni celovit, se pa skusˇa osredotocˇiti na bolj poznane skupinske mo-
dele, ki jih srecˇamo v strojnem ucˇenju.
Kot zˇe omenjeno je ena od kljucˇnih lastnosti skupinskih modelov razno-
likost. Za zagotavljanje te potrebujemo ustrezne mehanizme. Bagheri v [2]
predstavi sˇtiri kljucˇne principe pri gradnji skupinskih modelov:
• Manipulacija mnozˇice primerov (subsample approach): Za ucˇenje
posameznega modela se uporabi transformirana mnozˇica primerov. Pri-
meri so lahko izbrani s ponavljanjem ali brez njega. Lahko je zgrajena
nakljucˇno ali pa nacˇrtno z namenom osredotocˇanja na dolocˇen del ce-
lotne mnozˇice. Lahko gre za podmnozˇico osnovnih primerov, lahko pa
vsebuje umetno zgrajene primere na podlagi prvotne mnozˇice.
• Manipulacija atributov (subspace approach): Za izgradnjo mo-
dela v celoti ali pa samo v posameznih fazah izgradnje modela se upo-
rabi podmnozˇico ali transformirano mnozˇico atributov. Atribute je
mozˇno razvrstiti v skupine glede na naravo problema, lahko jih izbe-
remo nakljucˇno ali z dolocˇeno hevristiko.
• Manipulacija razredov (subclass approach): Vecˇina pristopov se
osredotocˇa na t. i. binarizacijo razredov, kjer namesto enega problema
klasifikacije v vecˇ razredov resˇujemo vecˇ problemov binarne klasifikacije
med dvema posameznima podmnozˇicama razredov.
• Manipulacija modelov (learner manipulation approach): Upo-
rabi se razlicˇne vrste modelov in/ali se posamezni vrsti uporabljenega
modela spreminja parametre.
V naslednjem podpoglavju bomo v zgornje kategorije razvrstili bolj po-
znane skupinske modele z odlocˇitvenimi drevesi. Prej pa povzamemo sˇe sˇirsˇo
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opredelitev pristopov h gradnji skupinskih modelov, ki jo poda Rokach [40]:
• Odvisni pristopi (dependent frameworks): Posamezni notranji
model se zgradi na podlagi prejˇsnjih izgrajenih modelov. V okviru teh
poznamo:
– Inkrementalno ucˇenje (incremental batch learning): Prejˇsnji iz-
grajeni model se uporabi kot predznanje pri gradnji naslednjega
modela. Zadnji izgrajeni model je izbran kot koncˇni model.
– Izbiranje ucˇne mnozˇice na podlagi modelov (model-guided instance
selection): Pri gradnji naslednjega modela, ki se doda mnozˇici
zgrajenih, se uporabijo vsi prejˇsnji modeli, tako da se na podlagi
teh izbere ucˇno mnozˇico za gradnjo naslednjega modela. Obicˇajno
to pomeni, da se naslednji modeli ucˇijo samo na napacˇno klasifi-
ciranih primerih. Najbolj znan pristop v tem sklopu je boosting.
• Neodvisni pristopi (independent frameworks): Notranji modeli
se zgradijo neodvisno eden od drugega, kar omogocˇa tudi paralelizacijo.
Lahko so iste ali razlicˇnih vrst. Tipicˇni predstavnik je bagging.
V tem delu se bomo osredotocˇili na neodvisne pristope. Vsi notranji
modeli se zgradijo vnaprej, nato pa se na teh izvede postopek selekcije in
dobimo manjˇsi skupinski model s podmnozˇico modelov.
Rokach [40] definira tudi kljucˇne komponente pri gradnji skupinskega
modela (delni povzetek):
• Ucˇna mnozˇica (training set): Primeri z naborom atributov A in
ciljno spremenljivko razreda y.
• Algoritem za izgradnjo modela (base inducer): Algoritem za
izgradnjo izbrane vrste modelov. Na podlagi ucˇne mnozˇice S algoritem
I zgradi model M .
• Generator raznolikosti (diversity generator): Komponenta, ki
zagotavlja, da so generirani modeli raznoliki. Principe za zagotavljanje
raznolikosti smo zˇe povzeli po Bagheriju [2].
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• Kombinator (combiner): Napovedi notranjih modelov kombinira v
napoved skupinskega modela. Poznamo:
– Utezˇevanje:
∗ Vecˇinsko glasovanje: Izbran je tisti razred, za katerega gla-
suje najvecˇ klasifikatorjev.
∗ Po tocˇnosti: Utezˇevanje glasov glede na tocˇnost na valida-
cijski mnozˇici.
∗ Povprecˇje verjetnosti: Izbran je razred z najviˇsjim pov-
precˇjem pogojnih verjetnosti posameznih klasifikatorjev.
∗ Vogging (variance optimized bagging): Izbira taksˇne
linearne kombinacije klasifikatorjev, da se kar najbolj zmanjˇsa
varianco in se pri tem ohrani tocˇnost.
∗ Glede na entropijo: Vsak klasifikator dobi utezˇ, obratno
sorazmerno z entropijo vektorja klasifikacij.
∗ Gostota ucˇnega prostora: Osnovna predpostavka je, da so
bili klasifikatorji naucˇeni na razlicˇnih podmnozˇicah podatkov.
Glas posameznega klasifikatorja za primer x se utezˇi glede
na verjetnost, da je bil klasifikator naucˇen na podatkih, ki
ustrezajo prostoru, kamor spada x.
– Skladanje (stacking, metakombiniranje): Obicˇajno se upo-
rablja za kombiniranje razlicˇnih vrst modelov. Osnovna ideja je
zgraditi meta-ucˇno mnozˇico, ki ima namesto atributov osnovne
ucˇne mnozˇice predvidene klasifikacije modelov, razred pa ostane
isti. Zgradi se metaklasifikator, ki kombinira napovedi osnovnih
modelov v koncˇno napoved. Pokazano je bilo, da ima taksˇen mo-
del lahko viˇsjo tocˇnost kot izbira najboljˇsega izmed klasifikatorjev
v precˇnem preverjanju [16].
Kot posebno vrsto utezˇevanja lahko razumemo tudi v poglavju 2.4 pred-
stavljeno selekcijo, na katero se osredotocˇamo v tem delu. Selekcijo bi namrecˇ
lahko definirali tudi tako, da nekaterim od dreves priredimo utezˇ 0, drugim
pa 1, cˇe gre za selekcijo brez ponavljanja, ali tudi druga cela sˇtevila ≥ 1, cˇe
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kode za popravljanje izhodnih napak (ECOC)
• •
gre za selekcijo s ponavljanjem. V tuji literaturi zasledimo omenjeno tehniko
pod izrazi pruning, selection in thinning.
2.3 Skupinski modeli z odlocˇitvenimi drevesi
Bagheri [2] predstavljene principe povezˇe z znanimi vrstami skupinskih mo-
delov, kar deloma povzemamo (in z za nasˇe delo relevantnimi metodami
dopolnjujemo) v tabeli 2.1.
2.3.1 Odlocˇitvena drevesa
Odlocˇitvena drevesa so sestavljena iz notranjih vozliˇscˇ, vej in listov. Vozliˇscˇa
predstavljajo atribute, veje podmnozˇice vrednosti atributov, listi pa ciljne
razrede. Pot od korena do lista predstavlja odlocˇitveno pravilo. Prepro-
sto metodo za gradnjo odlocˇitvenih dreves sta zˇe 1963 predstavila Morgan
in Sonquist [33]. Skozi cˇas so se pojavljali izboljˇsani pristopi. Med danes
najbolj poznane sodijo ID3 [36], C4.5 [38] in CART (Classification and Re-
gression Trees) [5]. Izraz CART pogosto srecˇamo tudi kot splosˇni akronim
za odlocˇitvena drevesa.
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V eksperimentalnem delu uporabljamo programsko orodje scikit-learn1 [34]
in s tem optimizirano verzijo CART algoritma za drevesa v skupinskih mo-
delih.
2.3.2 Pasting
Breiman [8] metodo pasting predlaga primarno za resˇevanje problemov, kjer
imamo velike kolicˇine podatkov, ki jih tezˇko vse hkrati shranjujemo v hitrem
pomnilniku. Iz celotne mnozˇice podatkov se za ucˇenje vsakicˇ uporabi le
podmnozˇica vseh podatkov. Podmnozˇica podatkov se lahko izbere nakljucˇno
ali pa glede na pomembnost s prioriteto na primerih, za katere ocenjujemo,
da imajo vecˇjo verjetnost napacˇne klasifikacije. Modele gradimo, dokler se
klasifikacijska napaka zmanjˇsuje – za to lahko uporabimo testno mnozˇico
podatkov ali pa OOB-mnozˇico.
2.3.3 Bagging
Zˇe pred pastingom je Breiman [6] razvil metodo vecˇkratnega ucˇenja, ki na-
kljucˇne podmnozˇice izbira s ponavljanjem primerov, kar imenuje bagging. Cˇe
celotna mnozˇica obsega N primerov, s ponavljanjem izvlecˇene ucˇne mnozˇice
za gradnjo posameznih modelov pa ravno tako N primerov, potem posamezni
primer v vsaki od mnozˇic nastopa z verjetnostjo ≈ 0.632. Ker v posamezni
ucˇni mnozˇici za gradnjo modela ne nastopajo vsi primeri in ponavljanje doda
nekaj dodatne nestabilnosti, dobimo tudi bolj raznolike (angl. diverse) mo-
dele. Ti so posamezno manj tocˇni, a kot skupinski model pogosto dosegajo
vecˇjo tocˇnost. Bagging povecˇa varianco notranjih modelov, a obicˇajno s
povprecˇenjem na skupinskem modelu bolj znizˇa skupno napako, ki izvira iz
variance, kot poviˇsa prispevek napake iz pristranskosti. Quinlan [37] je po-
kazal, da boosting dosega v povprecˇju boljˇso tocˇnost kot bagging, a je bolj
obcˇutljiv na sˇum.
V poglavju 2.1, kjer obravnavamo pristranskost in varianco, smo na sliki 2.1
1Dostopno na: http://scikit-learn.org/stable/, verzija 0.17.1
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Slika 2.2: Tocˇnosti napovedi metode bagging v primerjavi z odlocˇitvenim dreve-
som v odvisnosti od globine dreves na podatkovni mnozˇici bcw.
prikazali, kako na napovedno napako vpliva narasˇcˇajocˇa kompleksnost mo-
dela oz. narasˇcˇajocˇa varianca. Tej napaki smo na sliki 2.2 dodali sˇe napako
bagginga ob razlicˇnem sˇtevilu notranjih dreves. Vidimo lahko, da ima posa-
mezno drevo pri baggingu v povprecˇju vecˇjo napako kot odlocˇitveno drevo,
zgrajeno na celotni mnozˇici podatkov. Pri povecˇevanju sˇtevila notranjih mo-
delov pa bagging zmanjˇsa varianco skupinskega modela in tako dosezˇe viˇsjo
tocˇnost.
2.3.4 Nakljucˇna podmnozˇica atributov v vsakem vo-
zliˇscˇu gradnje drevesa
Amit in dr. [1] pri resˇevanju problema prepoznave pisave uporabijo pristop h
grajenju odlocˇitvenih dreves, kjer pri vsakem iskanju najboljˇsega atributa za
binarno delitev v vozliˇscˇu uporabimo le nakljucˇno podmnozˇico razpolozˇljivih
atributov. Velikost te podmnozˇice se v literaturi obicˇajno oznacˇuje s K,
max features ali mtry. Izkazˇe se, da tako nastanejo drevesa, ki so si
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po strukturi razlicˇna, a hkrati sˇe vedno dokaj tocˇna. Viˇsjo tocˇnost lahko
dosezˇemo s povprecˇenjem vecˇih dreves.
2.3.5 Nakljucˇni podprostor
Ho [22] je na podlagi prejˇsnjega pristopa izpeljala metodo nakljucˇnega pod-
prostora (random subspace). Razlika je v tem, da se nakljucˇna podmnozˇica
atributov izbere samo enkrat, pred gradnjo vsakega posameznega drevesa,
ne na vsakem vozliˇscˇu posebej. Na ta nacˇin uspemo zgraditi bolj raznolike
modele, ki kot skupinski model lahko dosegajo viˇsjo tocˇnost. Hkrati lahko
sluzˇi na podoben nacˇin kot pasting – zmanjˇsuje zahteve po razpolozˇljivem
hitrem pomnilniku.
2.3.6 Nakljucˇni gozdovi (random forest, RF)
Breiman [9] je v ideji nakljucˇnih gozdov zdruzˇil metodo bagging in izbiro na-
kljucˇne podmnozˇice atributov v vsakem vozliˇscˇu gradnje drevesa. V vlogi ge-
neratorja raznolikosti se tako hkrati uporabita dva mehanizma. Posameznih
dreves pred ali po gradnji ne rezˇemo. Z baggingom pridobimo tocˇnost, hkrati
pa tudi OOB-oceno napake. Metoda dosega primerljivo tocˇnost z boostin-
gom, pri cˇemer je manj obcˇutljiva na sˇum. Kljucˇna parametra pri uporabi
metode sta sˇtevilo zgrajenih modelov n estimators in velikost nakljucˇnih
podmnozˇic atributov K. S slednjim lahko, ravno tako kot pri prejˇsnjih dveh
metodah, nadzorujemo razmerje med varianco in pristranskostjo [28]. Scikit-
learn v nasprotju z izvornim predlaganim algoritmom uporablja povprecˇje
verjetnosti notranjih klasifikatorjev in ne vecˇinskega glasovanja.
2.3.7 Ekstremno nakljucˇni gozdovi (Extremely Rando-
mized Trees, ET)
Geurts in dr. [18] predlagajo metodo, podobno RF, ki ne uporablja vzorcˇenja
s ponavljanjem oz. bagginga za izbiro ucˇne mnozˇice za posamezni model,
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temvecˇ se vsak model zgradi na celotni ucˇni mnozˇici. To komponento ge-
neratorja raznolikosti v metodi nadomesti nakljucˇna izbira delitvenih tocˇk
za binarno delitev pri atributih. ET uspe, podobno kot RF, v primerjavi z
odlocˇitvenim drevesom v vecˇini primerov pri majhnem povecˇanju pristransko-
sti s povprecˇenjem modelov znatno bolj znizˇati varianco. Eksperimentalno
se izkazˇe, da ET v povprecˇju dosega boljˇse rezultate kot RF [18, 28].
2.4 Selekcija v skupinskih modelih
V nadaljevanju opredelimo vrste selekcije in povezave nekaterih znacˇilnosti
skupinskih modelov v povezavi s tocˇnostjo napovedi. Sledi delni pregled
obstojecˇih metod selekcije.
Zhou [46] v obsezˇnem delu, ki celovito predstavlja podrocˇje skupinskih
modelov, definira tri glavne kategorije selekcije modelov:
• Selekcija na osnovi razvrsˇcˇanja: Modele se razvrsti na podlagi
izbranega kriterija. V koncˇni izbor pa je izbran le del vseh modelov
glede na razvrstitev.
• Selekcija na osnovi grucˇenja: Mnozˇico modelov se razdeli v grucˇe,
pri cˇemer v posamezno grucˇo spadajo modeli s podobnimi karakteri-
stikami, grucˇe pa so med sabo raznolike. Prototip posamezne grucˇe se
uvrsti v mnozˇico izbranih modelov.
• Selekcija na osnovi optimizacije: Selekcijo dreves definira kot op-
timizacijski problem, katerega cilj je maksimizirati ali minimizirati iz-
brano karakteristiko skupine in tako najti podmnozˇico modelov, ki sku-
paj kot celota dosegajo visoko klasifikacijsko tocˇnost.
Meje med kategorijami niso ostre in nekatere metode je tezˇko razvrstiti v eno
samo kategorijo, saj uporabljajo kombinirane pristope. Selekcijo opiˇse tudi
kot posebno vrsto skladanja. Cˇe namrecˇ skladanje temelji na metamodelu, ki
kombinira posamezne modele v skupno napoved, lahko na selekcijo gledamo
tudi iz tega vidika – metamodel je v tem primeru selekcijski postopek.
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Potrebno je razlikovati med selekcijo, ki smo jo ravnokar definirali, in pa
tehniko, ki jo izvajajo odvisni pristopi gradnje skupinskih modelov. Slednji v
posameznih fazah lahko zavrzˇejo posamezne zgrajene modele, cˇe ti ne ustre-
zajo dolocˇenim kriterijem (npr. pri AdaBoost, cˇe je tocˇnost posameznega
klasifikatorja < 0.5). Kljub temu, da se pojavljajo mesˇani pristopi, ki selek-
cijo uporabljajo zˇe tekom posameznih faz odvisnih skupinskih metod, pa po
osnovni definiciji do selekcije pride sˇele v koncˇni fazi, ko so zˇe generirani vsi
modeli in se po sami selekciji ne generira dodatnih modelov [46].
V predstavitvi metod selekcije iz literature dajemo poudarek na bolj po-
znane in taksˇne, ki so sorodne predlaganim v tem diplomskem delu. Selekcija
na osnovi grucˇenja je manj pogost pristop, hkrati pa tudi najmanj soroden
predlaganim v tem delu, zato ga ne predstavljamo posebej. Izognemo se tudi
poglobitvi v kompleksne tehnike selekcije na osnovi optimizacije, ki ekspli-
citno iˇscˇejo podmnozˇico, ki bi imela cˇim boljˇso napovedno tocˇnost. Krajˇsi
pregled je mocˇ najti v [31, 35]. Qian in dr. [35] predstavijo tudi tudi te-
oreticˇne relacije med pristopi na osnovi optimizacije in pristopi na osnovi
razvrsˇcˇanja, predvsem z vidika optimalnosti resˇitve in cˇasovne zahtevnosti.
Metode selekcije na osnovi razvrsˇcˇanja se posluzˇujejo izbire funkcije, ki
jo v procesu razvrsˇcˇanja maksimizirajo ali minimizirajo. Izbira modelov v
selektirani skupinski model nato temelji na izbiri dolocˇenega odstotka mode-
lov glede na razvrstitev. Ucˇinkovitost taksˇnih metod za klasifikacijo najdemo
empiricˇno potrjeno v [31], za regresijo, ki jo v tem delu sicer ne obravnavamo,
pa v [21].
Glavna tezˇava, na katero smo naleteli pri pregledovanju literature, se
zdi velika specificˇnost eksperimentalnega dela objav. Neredko je uporabljen
majhen vzorec podatkovnih mnozˇic in/ali na samo ena vrsta skupinskega
modela. Nekatere metode ovrednoti vecˇ razlicˇnih objav, a pri tem rezultati
niso vedno konsistentni. Podrobnejˇso analizo in razloge za to bomo podali
v sledecˇem poglavju, v tem poglavju pa v nadaljevanju sledi predstavitev
principov delovanja nekaterih metod na osnovi razvrsˇcˇanja.
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2.4.1 Selekcija z zmanjˇsevanjem napake (reduce-error
pruning, RE)
Margineantu in Dietterich [29] predstavita metodo, temeljecˇo na zmanjˇsevanju
napake napovedi z uporabo vzvratnega prilagajanja backfitting [17] na pri-
meru boostinga. Na podlagi te Mart´ınez-Mun˜oz in Sua´rez [32] predlagata
poenostavljeno razlicˇico brez vzvratnega prilagajanja za neodvisne pristope
gradnje skupinskih modelov in v [30] tudi navedeta, da je racˇunsko bistveno
manj zahtevna, pri cˇemer se pri baggingu obnese enako dobro, kot cˇe bi upo-
rabili vzvratno prilagajanje.
Metodo lahko uvrstimo med pristope na osnovi razvrsˇcˇanja. V algo-
ritmu brez vzvratnega prilagajanja je v vsakem koraku algoritma v mnozˇico
izbranih dodan tisti model, ki zagotavlja cˇim manjˇso napako napovedi na
selekcijski mnozˇici.
2.4.2 Selekcija na osnovi distribucije roba
Rob, na katerega se nanasˇa metoda, smo zˇe opisali v poglavju 2.1. Vre-
dnosti roba za posamezne primere spadajo med −1 in 1. Mart´ınez-Mun˜oz
in Sua´rez [32] predstavita pristop k selekciji skupinskih modelov, ki temelji
na minimizaciji robne razdalje do referencˇnega vektorja. Metodo poimenu-
jeta selekcija z zmanjˇsevanjem robne razdalje (margin distance minimization,
MDSQ). Imamo selekcijsko mnozˇico Nsel in za vsak posamezni klasifikator
definiran |Nsel|-dimenzionalni vektor ct, katerega i-ta vrednost znasˇa 1, cˇe
izbrana mnozˇica pravilno klasificira primer i, in −1, cˇe ga ne. Povprecˇje is-
tolezˇnih komponent po vseh vektorjih nam poda nov vektor 〈c〉, za katerega
zˇelimo, da lezˇi cˇimblizˇje referencˇnemu vektorju o, katerega vse komponente
so enake vrednosti p. Izbrana vrednost p je majhna, tipicˇno p ∈ (0.05, 0.25).
Algoritem korakoma izbira modele tako, da vsakicˇ v mnozˇico Nsel doda tisti
model, ki kar najbolj minimizira kvadratno razdaljo med 〈c〉 in o.
Delovanje metode lahko oriˇsemo s sliko 2.3, kjer je prikazan referencˇni
vektor in rob za primere ucˇne mnozˇice urejene po velikosti roba. Posamezni
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Slika 2.3: Lega referencˇnega vektorja
pri metodi MDSQ in primer distribu-
cije roba za ucˇne primere podatkovne
mnozˇice breast-cancer.




















Slika 2.4: Drugacˇna predstavitev pri-
stopa minizacije funkcije robne razdalje
pri metodi MDSQ (p = 0.075).
modeli so nato v algoritmu pozˇresˇno dodajani v mnozˇico, ki postopoma kar
najbolj minimizira funkcijo robne razdalje do referencˇnega vektorja. Opo-
zoriti moramo, da je prikazana distribucija robov znacˇilna za neporezana
drevesa, medtem ko v [31] ugotovijo, da metoda dobro deluje le pri poreza-
nih drevesih. K temu vprasˇanju se bomo vrnili v sledecˇem poglavju. Ker
ima MDSQ to lastnost, da so vse vrednosti referencˇnega vektorja enake, ga
lahko prevedemo v obliko predstavitve na sliki 2.4. Modra krivulja predsta-
vlja funkcijo robne razdalje, ki jo minimiziramo. Prekinjena krivulja oznacˇuje
med vrednosti 0 in 1 normaliziran odvod funkcije in s tem utezˇ za “popravlja-
nje” roba posameznega primera pri iskanju naslednjega najboljˇsega modela,
ki ga zˇelimo vkljucˇiti v skupinski model. To pomeni, da se z oddaljeno-
stjo od referencˇne tocˇke utezˇ za popravljanje posameznega primera linearno
povecˇuje.
Martinez in dr. kasneje v [31] predlagajo izboljˇsano razlicˇico metode, ki
uporablja premicˇni referencˇni vektor o, definiran z vrednostjo p = 2
√
2u/T ,
kjer je u velikost podmnozˇice modelov, ki bo izbrana po trenutnem koraku,
T pa sˇtevilo vseh generiranih modelov. Metodo ovrednotijo na baggingu z
uporabo porezanih dreves, pri cˇemer selekcija poteka na ucˇni mnozˇici.
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Yang in dr. [45] so selekcijo, temeljecˇo na osnovi distribucije roba, analizi-
rali na primeru nakljucˇnih gozdov. Modelov ne izbirajo v mnozˇico izbranih,
temvecˇ izlocˇajo iz celotne mnozˇice. Primerjajo tako selekcijo na celotni ucˇni
mnozˇici kot tudi samo na OOB-mnozˇici. V primeru slednjega se za posamezni
primer uposˇtevajo le glasovi tistih modelov, za katere primer ni bil uvrsˇcˇen
v ucˇno mnozˇico. Predpostavijo, da je optimalna distribucija roba taksˇna, da
imamo bodisi najvecˇjo povprecˇno vrednost robov, ali pa, da imamo cˇim viˇsjo
vrednost minimalnega roba. V vsakem koraku selekcije torej izlocˇijo model
z najmanjˇso vrednostjo ene od funkcij:
• povprecˇno zmanjˇsanje roba na celotni ucˇni mnozˇici (MeanD-M),
• zmanjˇsanje minimalnega roba na celotni ucˇni mnozˇici (MinD-M),
• povprecˇno zmanjˇsanje roba na OOB-ucˇni mnozˇici (MeanD-OM) in
• zmanjˇsanje minimalnega roba na OOB-ucˇni mnozˇici (MinD-OM).
Kot najboljˇsa metoda se izkazˇe MeanD-M.
Sˇe drugacˇne variante selekcije z optimizacijo roba najdemo v [44] in [19].
2.4.3 Selekcija na osnovi mer raznolikosti
Predstavili smo zˇe ugotovitve iz literature, kjer so analizirali (ne)ucˇinkovitost
uporabe mer za povecˇevanje tocˇnosti napovedi. Pojavili so se pristopi, ki so
to vseeno poizkusˇali, a so se empiricˇno izkazali za relativno neucˇinkovite. Se-
lekcijo z nekaterimi merami sicer analizirajo Banfield in dr. [3], a uspesˇnost
pristopov prikazˇejo le v primerjavi z nakljucˇno selekcijo. Sˇele kasnejˇse ob-
jave so priˇsle do ucˇinkovitih pristopov, kjer poleg raznolikosti uposˇtevajo
sˇe tocˇnost posameznih modelov. Tako na podlagi ugotovitev iz [23] in [10]
selekcijo v skupinskih modelih obravnavajo Bhatnagar in dr. [4].
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Poglavje 3
Selekcija z uporabo roba
3.1 Predlagane metode
Obe predlagani metodi v tem delu spadata v kategorijo selekcije na osnovi
razvrsˇcˇanja in temeljita na optimizaciji distribucije roba. Bistvena razlika z
obstojecˇimi metodami pa je v tem, da se optimizacija nanasˇa na vrednosti
t. i. OOB-roba. OOB-rob je rob, ki ga izracˇunamo tako, da za posamezni
primer uporabimo le glasove modelov, pri katerih primer ni nastopal v ucˇni
mnozˇici. To je torej mozˇno pri metodah razmnozˇevanja ucˇnih primerov. ET
sicer ni taksˇna metoda, a v naslednjem poglavju predstavimo, kako smo to
oviro zaobsˇli.
OOB-rob so za selekcijo, kot zˇe omenjeno, uporabili v [45], a manj uspesˇno
kot pri uporabi roba ucˇne mnozˇice kot celote. Kljub temu smo ocenili, da bi
bilo mozˇno OOB-rob koristno uporabiti, cˇe uposˇtevamo nekatere omejitve,
ki jih ima. Prva pomembna ugotovitev izhaja iz dejstva, da je za ocenjevanje
tocˇnosti posameznega primera na voljo le priblizˇno 37 % vseh modelov [7]. To
dejstvo igra pri selekciji na podlagi OOB-roba pomembno vlogo. Cˇe namrecˇ
selekcijo izvajamo na skupinskih modelih z zˇe sicer majhnim sˇtevilom mode-
lov, to pomeni, da je sˇtevilo glasov za ocenjevanje OOB-roba za posamezni
primer relativno majhno in iz tega mozˇna izhajajocˇa napaka vecˇja.
Druga ugotovitev, da je OOB-ocena je nekoliko pesimisticˇna [12, 11], je
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verjetno manj pomembna, a jo je vseeno smiselno omeniti in se je zavedati
pri razvoju metod. V slednjih objavah sicer najdemo predloge za korekcijo
OOB ocene, s cˇimer bi verjetno lahko priˇsli tudi do korekcije vrednosti robov,
na podlagi katerih izvajamo selekcijo. A pristranskosti roba nismo posvecˇali
posebne pozornosti, saj smo ocenili, da z izlocˇanjem modelov na podlagi sa-
mega OOB-roba v vsakem primeru izgubimo tocˇnost OOB-ocene kot ocene
tocˇnosti skupinskega modela, zato se zdijo predhodne korekcije roba nesmi-
selno delo.
Za manjˇso uspesˇnost metod, ki uporabljajo OOB-rob v [45], vidimo dva
mozˇna vzroka. Prvi je majhno sˇtevilo notranjih modelov (100), iz cˇesar sledi
vecˇja nezanesljivost robnih vrednosti. Drugi pa je neustreznost samih metod
za uporabo na OOB-robu. Potencialna tezˇava pri maksimizaciji povprecˇnega
roba je odsotnost mehanizma, ki bi preprecˇil izlocˇitev takih modelov, ki ko-
majda pozitiven rob posameznih primerov spremenijo v negativnega in s tem
povecˇajo mozˇnost za izgubo natancˇnosti. Pri drugi metodi, maksimizaciji
minimalnega roba, pa ima lahko znaten vpliv sˇum, prisoten v podatkih.
Definicija iz [46], da je selekcija posebne vrste skladanje, se zdi sˇe najboljˇsi
opis sledecˇih metod. Da bodo sploh uporabne, predvidevamo zaradi dejstva,
da imamo pri metodah z OOB-mnozˇico v obliki posameznega ucˇnega primera
za priblizˇno 37 % modelov na voljo sˇe nevideno informacijo. Ti primeri
so bili z razlogi, pojasnjenimi v predhodnem poglavju, izkljucˇeni iz ucˇne
mnozˇice za posamezne modele. Hkrati intuitivno menimo, da nam OOB-rob
te primere uvrsti v tri skupine, med katerimi meje niso jasno zacˇrtane. Prva
skupina so primeri z visokim robom, druga primeri z robom blizu vrednosti
0, tretja pa mocˇneje negativni primeri. Sklepamo, da bi si za prvo skupino,
primere z visokim robom, lahko brez sˇkode za natancˇnost privosˇcˇili izgubiti
nekaj pravilnih glasov, cˇe bi na ta racˇun uspeli izlocˇiti tudi nekaj glasov za
primere z robom blizu vrednosti 0, ki morda niso sˇum in so lahko napacˇno
klasificirani. Ucˇne primere, iz katerih lahko pridobimo OOB-oceno, na ta
nacˇin “zˇrtvujemo” za dodatno metaucˇenje.
Pri predlaganih metodah modele iz skupinskega modela izlocˇamo tako kot
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v [45], torej ravno obratno kot v [32, 31, 35], kjer se modele dodaja v mnozˇico
izbranih. Razlog za izbiro takega pristopa je ta, da selekcije ne izvajamo na
celotni ucˇni mnozˇici ali posebni selekcijski mnozˇici, temvecˇ vsak klasifikator
prispeva napovedno vrednost le k primerom iz svoje OOB-mnozˇice.
Za zmanjˇsevanje cˇasovne zahtevnosti algoritma uvedemo dodatno prila-
goditev – najboljˇsega kandidata za izlocˇitev ne izberemo vedno optimalno
med vsemi razpolozˇljivimi modeli, temvecˇ v zanki izlocˇimo vsak model, za
katerega se funkcija robne razdalje povecˇa ali ostane enaka. Z izlocˇanjem
prenehamo, cˇe ni mozˇno izlocˇiti nobenega modela vecˇ.
3.1.1 Selekcija s transformacija roba (MT)
V poglavju 2.4.2 smo opisali metodo MDSQ, ki minimizira funkcijo robne raz-
dalje. Pristop smo preizkusili na OOB-mnozˇici, a se je izkazalo, da uspesˇnost
mocˇno niha glede na vrednost o. Na sliki 2.3 smo prikazali rob celotne ucˇne
mnozˇice. Na sliki 3.1 za primerjavo prikazujemo OOB-rob za isto mnozˇico.
Z modro pa je oznacˇen rob po selekciji, pri cˇemer je razvidno, da prej po-
zitiven OOB-rob nekaterih primerov postane negativen. To ocenjujemo kot
problematicˇno in vir slabsˇe tocˇnosti selektiranega skupinskega modela.
Tezˇavo izlocˇanja modelov, ki posledicˇno zmanjˇsujejo rob primerov blizu
vrednosti 0, skusˇamo resˇiti z metodo, ki ne uporablja referencˇnega vektorja,
kjer bi vsak primer imel svojo referencˇno tocˇko, kamor zˇelimo priblizˇati nje-
gov rob, temvecˇ uporabljamo funkcijo, ki transformira vrednosti roba. Prika-
zujemo jo na sliki 3.2. Polna krivulja predstavlja funkcijo roba, prekinjena pa
normaliziran odvod te funkcije, ki prikazuje sorazmerno utezˇ na posamezen
primer glede na njegov rob v posameznem koraku iskanja modela za izlocˇitev.
Metoda v vsakem koraku iˇscˇe manjˇsi
∑
fm(rob) od obstojecˇega, pri cˇemer:
fm(rob) =
1− (rob− 1)4, cˇe rob ≥ 0(rob+ 1)4 − 1, cˇe rob < 0 (3.1)
Za metodo domnevamo, da ima morda dve koristni lastnosti. Prva je
zmanjˇsana obcˇutljivost na sˇum v podatkih. Domnevamo namrecˇ, da v obmocˇju
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Slika 3.1: Distribucija OOB-roba
pred in po selekciji za mnozˇico breast-
cancer z uporabo referencˇnega vektorja
p = 0.075.




















Slika 3.2: Predlagana funkcija robne
razdalje, ki jo zˇelimo maksimizirati.
z nizkim robom lezˇi vecˇ sˇuma, zato se metoda osredotocˇi na primere z robom
blizu vrednosti 0. Maksimizacija roba primerov z zelo nizkim robom je sˇibko
utezˇena.
Druga koristna lastnost pa je prilagodljivost na raznolikost distribucij
roba. Zˇeleli bi namrecˇ, da se dobro obnese tako pri problemih z visoko kla-
sifikacijsko tocˇnostjo kot tudi pri problemih z nizko klasifikacijsko tocˇnostjo.
Slednje dosezˇemo tako, da namesto minimizacije konveksne funkcije, kot pri
MDSQ, maksimiziramo monotono oz. strogo narasˇcˇajocˇo funkcijo. S sle-
dnjim pridobimo prilagodljivost na razlicˇne distribucije robnih razdalj, saj
tako vektorja robnih razdalj ne pomikamo proti vnaprej izbrani referencˇni
tocˇki. Referencˇna tocˇka je namrecˇ lahko precej dalecˇ od povprecˇja robov.
Pri tem pristopu vsi robovi sicer tezˇijo k vrednosti 1, a predvidevamo, da se
zaradi oblike funkcije tocˇka ravnovesja vzpostavi zˇe pri nizˇji vrednosti.
Na sliki 3.3 je prikazana distribucija OOB-roba po razlicˇnih odstotkih
selekcije. Razvidno je, da metoda nima ustreznega mehanizma za zausta-
vljanje selekcije. V znatnem delu primerov se selekcija samodejno zaustavi
sˇele pri nekaj odstotkih, ko pa tocˇnost skupinskega modela vecˇinoma zˇe zna-
tno upade. Zanimiva pa je ugotovitev iz slike, da se primeri z robom blizu
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Slika 3.3: Distribucija OOB-roba pri razlicˇnih odstotkih selekcije z metodo MT
za podatkovno mnozˇico breast-cancer.
vrednosti 0 pri 5 % selekciji razdelijo na dva pola. Nekaterim se rob povecˇa,
drugim poslabsˇa.
Posebnost te metode, za katero tezˇko sodimo ali je to le slabost ali kdaj
tudi prednost, pa je to, da ne ohranja relativnih razmerij robov med primeri.
Ker ne uporabljamo referencˇnega vektorja, nima vsak rob svoje referencˇne
tocˇke, h kateri bi ga priblizˇevali. Vsi robovi se v funkciji, ki jo maksimiziramo,
uposˇtevajo le kot absolutna vrednost roba, ne pa kot razlika med robom in
vrednostjo referencˇnega vektorja za ta rob.
Optimalni odstotek selekcije je za posamezno vrsto skupinskega modela
in podatkovno mnozˇico najbolje dolocˇiti eksperimentalno. Ugotovili smo, da
preko razlicˇnih podatkovnih mnozˇic optimalna vrednost niha na celotnem
testiranem obmocˇju od 1 % pa do 90 %. Zadovoljiv kompromis za privzeto
vrednost je 50 % selekcija.
3.1.2 Selekcija s parametriziranim referencˇnim vektor-
jem (PRV)
Kot alternativno metodo k MT, ki ima potencialno slabost, neohranjanje raz-
merij robov, smo predlagali metodo s parametriziranim vektorjem. Podobno,
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Slika 3.4: Primer distribucije OOB-roba za enak izbor ucˇnih podatkov iz mnozˇice
breast-cancer.
kot ima referencˇni vektor definirana metoda MDSQ, ga lahko definiramo tudi
za nasˇo metodo, a z bistveno razliko, da nima vseh vrednostih enakih. Refe-
rencˇni vektor o je dolocˇen s parametroma α in β na sledecˇ nacˇin:
oi = α + β ∗ robi, (3.2)
pri cˇemer je robi vrednost OOB-roba primera i pred selekcijo. Metoda v




(oi − robi)γ (3.3)
Predlagamo obmocˇje smiselnih vrednosti parametrov α = [0, 1] in β =
[0, 1], γ = {2, 4}, pri cˇemer α + β ≤ 1.
Parametri α, β in γ so tako lahko predmet optimizacije za posamezno
podatkovno mnozˇico. Distribucije robov se preko podatkovnih mnozˇic zelo
razlikujejo. Izkazˇe se celo, da obstajajo opazne razlike med distribucijami
glede na skupinski model zˇe za enake ucˇne mnozˇice. Kot primer na sliki 3.4
prikazujemo distribucijo roba za podatkovno mnozˇico breast-cancer.
Te ugotovitve deloma razlozˇijo, zakaj se optimalne nastavitve parametrov
referencˇnega vektorja med sabo razlikujejo pri baggingu, RF in ET celo za
iste podatkovne mnozˇice.
Tocˇka samodejne zaustavitve selekcije, ko algoritem ne najde vecˇ modela,
s katerim bi zmanjˇsal funkcijo d, mocˇno niha glede na distribucijo roba in iz-
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(b) 8 % (samodejna zaustavitev)
Slika 3.5: Distribucija OOB-roba pri razlicˇnih odstotkih selekcije z metodo PRV
(na osnovi bagging metode) za podatkovno mnozˇico breast-cancer pri α = 0.2,
β = 0.5 in γ = 2.
brano kombinacijo parametrov referencˇnega vektorja. V primerjavi z metodo
MT prihaja do samodejnih zaustavitev v povprecˇju pri viˇsjih odstotkih se-
lekcije, a ravno tako kot pri metodi MT ni nobenega zagotovila, da bo tocˇka
samodejne zaustavitve selekcije dosegala najboljˇso tocˇnost. Ustrezen odsto-
tek selekcije je zato potrebno eksperimentalno dolocˇiti na ucˇni mnozˇici ali pa
posecˇi po vnaprej dolocˇenem relativno visokem odstotku selekcije, npr. 50 %
selekciji. Na sliki 3.5 je razvidna bistveno drugacˇna distribucija robov po
selekciji kot pri metodi MT. Razmerja med robovi se ohranjajo v vecˇji meri,
pride pa tudi do samodejne zaustavitve selekcije.
3.2 Empiricˇno vrednotenje
3.2.1 Podatkovne mnozˇice
Smiselno je predstaviti uporabljene podatkovne mnozˇice in kljucˇ za njihovo
izbiro. Zˇeleli smo izbrati dovolj velik nabor mnozˇic, da bi dobili kar se da
reprezentativno informacijo o obnasˇanju predlaganih metod.
Za ponazoritve v predhodnih poglavjih in vrednotenje rezultatov smo
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uporabili 34 podatkovnih mnozˇic, polovico od teh dvorazrednih, polovico
vecˇrazrednih. V izogib taksˇni izbiri mnozˇic, ki bi prikazovale implementirane
metode v boljˇsi lucˇi, smo mnozˇice izbrali vnaprej in se izogibali vsakrsˇni
selektivnosti.
Izbrali smo z nekaj pojasnjenimi izjemami vse klasifikacijske mnozˇice,
ki so na voljo v Orange. Izlocˇili smo podvojeno mnozˇico (brown-selected),
mnozˇici z neznano identiteto (geo-gds360, hair-eye-sex) in mnozˇice z manj
kot 100 primeri zaradi velike variabilnosti rezultatov (velika odvisnosti zˇe od
nakljucˇnega deljenja mnozˇic pri precˇnem preverjanju). Za lazˇje primerjanje
rezultatov z drugimi prispevki pa smo neselektivno dodali sˇe 4 pogosto upo-
rabljane mnozˇice iz UCI-zbirke [27]: sonar, spambase, derm in ecoli (slednji
smo dodali tudi v programski paket Orange).
V tabeli 3.1 so predstavljene podatkovne mnozˇice skupaj z viri, kolikor
so avtorju poznani in navedeni v najboljˇsi veri.
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Tabela 3.1: Uporabljene podatkovne mnozˇice (levo dvorazredne, desno vecˇrazredne)
ime prim. atr.1 atr.2
adult-sample3,4 977 14 105
bcw3,4,5 683 9 89
breast-cancer3,4,6 286 9 31
liver-disord3,4 345 6 6
credit-appr3,4 690 15 46
heart-disease3,4,7 303 13 25
ionosphere3,4 351 32 32
monks-13,4 556 6 17
monks-23,4 601 6 17
monks-33,4 554 6 17
promoters3,4 106 57 228
sonar8 208 60 60
spambase8 4601 57 57
tic-tac-toe3,4 958 9 27
titanic4,9 2201 3 8
voting3,4 435 16 32
wdbc3,4 569 20 20
ime prim. atr.1 atr.2 razr.
anneal3,4 898 38 41 6
audiology3,4,10 226 69 154 24
balance-s3,4 625 4 20 3
car3,4 1728 6 21 4
derm8 366 34 35 6
ecoli8 336 7 9 8
hayes-roth3,4 132 4 15 6
horse-colic3,4 368 20 57 3
glass3,4 214 9 9 8
iris3,4 150 4 4 3
lymph3,4,6 148 18 47 4
primary3,4,6 339 17 37 21
shuttle4,11 253 6 16 8
vehicle3,4,12 846 18 18 4
wine3,4 178 13 13 3
yeast-br4,13,14 186 79 79 3
zoo3,4 101 16 36 7
1Atributov v originalni mnozˇici.
2Sˇtevilo atributov po preslikavi vecˇvrednostnih v dvovrednostne (potrebno zaradi predpostavke nu-
mericˇnih atributov v scikit-learn).
3Izvorni vir: UCI Machine Learning Repository [27].
4Pridobljeno iz: Orange [14], https://github.com/biolab/orange3/tree/master/Orange/datasets.
5O. L. Mangasarian in W. H. Wolberg. Cancer diagnosis via linear programming. 1990.
6Izvorno pridobljeno od: Univerzitetni klinicˇni center, Onkolosˇki insˇtitut, Ljubljana, Jugoslavija.
Zahvala M. Zwitterju in M. Soklicu za pridobitev podatkov.
7Hungarian Institute of Cardiology. Budapest: Andras Janosi, M.D.; University Hospital, Zurich,
Switzerland: William Steinbrunn, M.D.; University Hospital, Basel, Switzerland: Matthias Pfisterer,
M.D.; V.A. Medical Center, Long Beach and Cleveland Clinic Foundation: Robert Detrano, M.D., Ph.D.
8Pridobljeno iz: UCI Machine Learning Repository [27].
9Dawson, Robert J. MacG. (1995), The ‘Unusual Episode’ Data Revisited. Journal of Statistics Edu-
cation, 3., https://www.amstat.org/publications/jse/v3n3/datasets.dawson.html, osnovano na podatkih:
Report on the Loss of the ‘Titanic’ (S.S.) (1990), British Board of Trade Inquiry Report (reprint), Glou-
cester, UK: Allan Sutton Publishing.
10Lastnik: Professor Jergen na Baylor College of Medicine.
11Opis: UCI Machine Learning Repository [27], natancˇen izvor vira iz Orange [14] neznan.
12Turing Institute, Glasgow, Scotland.
13Informacije o izboru: http://www.biolab.si/supp/bi-vizrank/yeast.htm
14M. B. Eisen, P. T. Spellman, P. O. Brown, in D. Botstein. Cluster analysis and display of genome-
wide expression patterns. Proceedings of the National Academy of Sciences, 1998.
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3.2.2 Eksperimentalni pogoji
Pogoji testiranja imajo velik vpliv na eksperimentalne rezultate selekcije v
skupinskih modelih. Pri raziskovanju za prvotno zacˇrtano zasnovo diplom-
skega dela smo se osredotocˇili na utezˇeno glasovanje v skupinskih modelih.
Deloma je ideja temeljila na ugotovitvi Robnik Sˇikonje v [39], kjer predstavi
uspesˇno metodo utezˇenega glasovanja, pri cˇemer pa pojasni, da poskusi s se-
lekcijo dreves niso bili uspesˇni. Najprej smo razvili nekaj metod za utezˇeno
glasovanje, ki so eksperimentalno pokazale izjemne rezultate. Izkazalo se je,
da celo najboljˇse takrat, ko so bile utezˇi glasovanja zelo neuravnotezˇene, pri
cˇemer se je vpliv nekaterih modelov prakticˇno zanemaril in se je utezˇeno
glasovanje izrodilo v selekcijo.
Ko smo eksperimentalni del dokoncˇevali in poskusili za primerjavo vkljucˇiti
sˇe druge metode iz literature, pa se je izkazalo, da imajo nasˇi rezultati osnov-
nega skupinskega modela v primerjavi z nekaterimi objavami v literaturi v
vecˇini primerov znatno slabsˇo tocˇnost. Tocˇnost zmanjˇsanih skupinskih mode-
lov s selekcijo pa se jim je priblizˇala, a jih v le redkih primerih tudi presegla.
Analiza je pokazala, da imajo nakljucˇni gozdovi v Orange [14], ki smo ga upo-
rabljali prvotno, hrosˇcˇa – privzeto nastavljene parametre za omejitev najvecˇje
globine dreves in sˇtevila koncˇnih vozliˇscˇ. Odstranitev teh dveh omejitev je
pokazala uspesˇnost predlaganih metod, ki smo jih sˇe nedavno smatrali za
izjemno uspesˇne, v povsem drugi lucˇi. S selekcijo dobljeni skupinski modeli
so bili namrecˇ v povprecˇju celo minimalno slabsˇi kot enako veliki skupinski
modeli, ki jih zgradimo brez selekcije (ali drugacˇe povedano, cˇe bi uporabili
nakljucˇno selekcijo), sˇe bolj pa je tocˇnost odstopala od celotnih skupinskih
modelov pred selekcijo.
Eno od nasˇih prvotno predlaganih metod smo nasˇli zˇe predstavljeno v
[26], kjer so Li in dr. uspesˇno uporabljali natancˇnost posameznega modela
na OOB-mnozˇici kot utezˇ za glasovanje na primerih podatkovnih mnozˇic z
dodanim sˇumom. Opazimo lahko, da so tocˇnosti na podatkovnih mnozˇicah
bistveno nizˇje kot v drugih objavah. Ali je razlog za uspesˇnost v tem primeru
res dodaten sˇum v podatkih, kot navajajo, ali pa gre, tako kot v nasˇem pri-
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meru za “neoptimalno” uporabo osnovnega algoritma, ali celo oboje, nismo
natancˇneje ugotavljali. Smo pa naleteli sˇe na nekatere druge objave, kjer
smo bili do rezultatov podobno skepticˇni.
Bistvena je ugotovitev, da eksperimentalno ugotovljene uspesˇnosti se-
lekcije izkljucˇno na neki specificˇni vrsti skupinskega modela ne moremo po-
splosˇiti. Mnogo tezˇje je bilo namrecˇ razviti pristop, ki izboljˇsa zˇe sicer izjemno
natancˇne skupinske modele – v okviru bagginga, RF in ET torej take, ki so
zgrajeni tako, da uposˇtevajo izsledke znanstvenih objav glede najustreznejˇse
uporabe za cˇim viˇsjo splosˇno pricˇakovano tocˇnost.
V literaturi je mocˇ zaslediti mnogo razlicˇnih pristopov k evalvaciji pre-
dlaganih metod. Bistvene razlike so:
• Vrsta skupinskega modela: v [32, 31, 35] za eksperimentalni del
uporabijo bagging, v [45] pa RF. Nasˇe empiricˇne izkusˇnje kazˇejo, da
ni vsaka metoda selekcije enako uspesˇna na vseh vrstah skupinskih
modelov.
• Algoritem za indukcijo dreves: Najpogosteje naletimo na algoritma
C4.5 in CART. Ali ima sam algoritem za indukcijo dreves bistveni vpliv
na uspesˇnost selekcije, nismo raziskovali. Na podlagi empiricˇnih ugoto-
vitev in pregleda literature pa sklepamo, da ga ima rezanje dreves. To
se namrecˇ odrazˇa v nizˇji tocˇnosti celotnega skupinskega modela, zato
je kot prvo pri takem skupinskem modelu s selekcijo lazˇje izboljˇsati
tocˇnost, hkrati pa, kot pojasnimo v nadaljevanju, nekatere metode se-
lekcije delujejo dobro le v skupinskih modelih s porezanimi drevesi.
V [31] je pri metodi bagging navedeno, da v eksperimentalnem delu
uporabljajo porezana CART-drevesa, v [45] pa pri RF uporabljajo ne-
porezana CART-drevesa. Martinez in dr. v [31] pokazˇejo, da skupinski
modeli pri metodi bagging s polno izgrajenimi drevesi dosegajo viˇsjo
tocˇnost kot taksˇni s porezanimi drevesi, kar ni presenetljivo. Presene-
tljivo je to, da se selekcija z uporabo metode MDSQ bolje obnese pri
modelih s porezanimi drevesi, kjer v povprecˇju presezˇe celo tocˇnost ne-
selektiranih modelov s polno izgrajenimi drevesi. Celo vecˇ – zakljucˇijo,
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da preizkusˇeni metodi selekcije pri skupinskih modelih s polno izgraje-
nimi CART-drevesi v povprecˇju ne moreta zmanjˇsati velikosti modelov
brez izgube tocˇnosti. V nadaljevanju bomo pokazali, da nam je z me-
todami, predlaganimi v tem delu, to uspelo.
• Velikost skupinskega modela: Zasledili smo eksperimentalne rezul-
tate selekcije na manjˇsih do srednje velikih skupinskih modelih, s 100
[31, 35, 45] ali 200 [32] notranjimi modeli. V [31] pokazˇejo, da po
neki tocˇki za metodo MDSQ nima vecˇ smisla povecˇevati velikosti sku-
pinskega modela za selekcijo, saj se priblizˇamo asimptoticˇni tocˇnosti.
Hkrati ugotovijo, da je za metodo MDSQ optimalni odstotek selek-
cije odvisen od velikosti skupinskega modela. Z velikostjo skupinskega
modela upada in se za izbrane mnozˇice ustali okrog cˇetrtine prvotne
velikosti skupinskega modela.
• Izbira selekcijske mnozˇice: Eksperimentalne ugotovitve razlicˇnih
objav so osnovane na razlicˇnih izbirah podatkov za selekcijsko mnozˇico.
Eden prvih pristopov k selekciji [32] kot selekcijsko mnozˇico uporabi kar
ucˇno mnozˇico. V [35] razdelijo ucˇno mnozˇico na dva dela, ucˇno pod-
mnozˇico in selekcijsko podmnozˇico. V [45] preizkusijo dva pristopa,
selekcijo na sami ucˇni mnozˇici in selekcijo z uposˇtevanjem robne razda-
lje na ucˇni mnozˇici le za OOB-primere vsakega klasifikatorja. Martinez
in dr. pa v [31] tudi analizirajo razlike med uporabo ucˇne mnozˇice kot
selekcijske mnozˇice in uporabo locˇene selekcijske mnozˇice, pri cˇemer
zakljucˇijo, da uporaba locˇene selekcijske mnozˇice ne zmore kompen-
zirati izgube natancˇnosti zaradi zmanjˇsanja ucˇne mnozˇice za gradnjo
modelov.
Pomembno je opozoriti, da v primeru deljenja ucˇne mnozˇice na ucˇno
in selekcijsko podmnozˇico dobimo pravicˇno primerjavo z osnovnim sku-
pinskim algoritmom le, cˇe za osnovni algoritem uporabimo celotno ucˇno
mnozˇico, ne pa zmanjˇsane ucˇne mnozˇice, ki se uporablja za pridobitev
skupinskega modela pred selekcijo. Kot primera lahko navedemo [35]
in [19]. Obakrat v predstavitvi rezultatov nastopajo selekcijske metode
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v primerjavi z osnovno metodo bagging. Osnovna metoda bagging je
naucˇena na 1/3 primerov, metode s selekcijo pa imajo pred testiranjem
na voljo sˇe dodatno 1/3 primerov v obliki validacijske oz. selekcijske
mnozˇice. Odpira se vprasˇanje, kaksˇna bi bila tocˇnost selekcijskih me-
tod, cˇe bi rezultate primerjali z bagging modeli, zgrajenimi na vseh
ucˇnih primerih, torej 2/3 mnozˇice. Zdi se, da taksˇen pristop namesto
sposobnosti doseganja cˇim viˇsje tocˇnosti ovrednoti sposobnost selekcij-
ske metode, da v procesu selekcije kombinira nakljucˇne modele, tako da
uspe vkljucˇiti cˇim vecˇ znanja iz sˇe nevidenih podatkov. S tem se ne bi
zdelo nicˇ narobe, cˇe bi hkrati predstavili sˇe primerjavo tocˇnosti z mode-
lom, zgrajenim na vseh ucˇnih podatkih. V [19] je tako naiven pristop s
selekcijo dolocˇenega odstotka na selekcijski mnozˇici najbolj tocˇnih no-
tranjih modelov prikazan kot relativno dober, cˇeprav se ob regularnih
pogojih testiranja v vecˇini primerov izkazˇe za neucˇinkovitega, saj ne
zagotavlja raznolikosti modelov.
Na podlagi teh izsledkov smo za eksperimentalni del dolocˇili sledecˇe po-
goje:
• Predlagane metode selekcije bomo ovrednotili na metodah bagging, RF
in ET. Za prvi dve uporabimo privzeti algoritem na voljo v scikit-
learn. ET pa uporablja za gradnjo dreves celotno ucˇno mnozˇico, zato
potrebujemo manjˇso spremembo osnovne metode – za grajenje drevesa
razdelimo ucˇno mnozˇico na dve po razredih enakomerno nakljucˇno raz-
deljeni mnozˇici. 90 % primerov sluzˇi kot ucˇna mnozˇica, 10 % pa kot
OOB-selekcijska mnozˇica. Eksperimentalno smo ugotovili, da s tem v
povprecˇju minimalno poslabsˇamo tocˇnost skupinskega modela, a pred-
videvamo, da bo selekcija zmozˇna kompenzirati izgubo tocˇnosti.
• Za gradnjo dreves uporabljamo privzeti, optimizirani CART-algoritem,
ki je na voljo v scikit-learn. Zgradijo se polna, neporezana drevesa, kar
nam zagotavlja visoko tocˇnost polnih skupinskih modelov.
• Metode so bile zasnovane s ciljem doseganja cˇim viˇsje tocˇnosti. Zato
se zdi pravilno, da sposobnost doseganja visoke tocˇnosti primerjamo
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z velikimi neselektiranimi skupinskimi modeli. Na podlagi izsledkov
v [31] smo se odlocˇili, da je ustrezno, cˇe metode selekcije testiramo
na skupinskih modelih s 1000 notranjimi modeli. Taksˇni modeli se v
vecˇini ucˇnih mnozˇic zˇe zelo priblizˇajo asimptoticˇni tocˇnosti za izbrano
mnozˇico in vrsto skupinskega modela. Izbira se zdi smiselna tudi glede
na povprecˇno tocˇnost za vseh 34 podatkovnih mnozˇic v odvisnosti od
sˇtevila notranjih modelov, ki jo prikazujemo na sliki 3.6.
• Glede na ugotovite v [31], zavoljo doseganja cˇim viˇsje tocˇnosti, mnozˇice
ne delimo na ucˇno in selekcijsko mnozˇico, temvecˇ selekcijo izvajamo na
OOB-primerih vsakega modela.
• Naredimo 25 ponovitev 5-kratnega precˇnega preverjanja, kar smatramo
za zadovoljivo sˇtevilo ponovitev, glede na to, da primerjamo modele
z velikim sˇtevilom notranjih modelov. Pri tem je, iz v naslednji tocˇki
navedenih razlogov, razdelitev mnozˇice v precˇnem preverjanju narejena
z enakim nakljucˇnim semenom za vse ponovitve. Generiranje modelov
pa se izvede z razlicˇnimi nakljucˇnimi semeni za vseh 25 ponovitev.
• Za doseganje cˇim viˇsje tocˇnosti je ustrezno za RF in ET dolocˇiti opti-
malno vrednost K oz. max features. Zˇelimo namrecˇ izlocˇiti mozˇnost,
da bi selekcijska metoda dosegala viˇsjo tocˇnost na racˇun kompenzira-
nja neoptimalne vrednosti K. Optimalni K dolocˇimo s tabelaricˇnim
iskanjem, podobno kot to stori Louppe v [28]. Pri tem uporabimo
vrednosti {1, 2, ..., F}, pri cˇemer je F sˇtevilo atributov za podatkovno
mnozˇico. Za RF in ET locˇeno dolocˇimo optimalne vrednosti na mo-
delih z 250 notranjimi modeli in 5-kratnim precˇnim preverjanjem, ki
ga 10-krat ponovimo in kot optimalni K izberemo tistega z najviˇsjo
povprecˇno klasifikacijsko tocˇnostjo. Pomembno je, da tega ne storimo
za celotno podatkovno mnozˇico, temvecˇ to ponovimo v vsakem posa-
meznem koraku precˇnega preverjanja – optimalno vrednost dolocˇimo
le na ucˇni podmnozˇici. Zakaj je to pomembno, pojasnjujeta Varma in
Simon [43], ki ugotavljata, da s kalibracijo parametrov metod na celo-
tnih ucˇnih mnozˇicah dobimo optimisticˇno pristranske modele. Ker je
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taksˇna kalibracija racˇunsko zahtevna operacija, je ne moremo ponoviti
za vsako od ponovitev precˇnega preverjanja. Zato se, kot omenjeno v
prejˇsnji tocˇki, mnozˇica pri precˇnem preverjanju razdeli vedno na enak
nacˇin. To pomeni, da tudi pri 25 ponovitvah 5-kratnega precˇnega pre-
verjanja kalibracijo vrednostiK naredimo le 5-krat in jih lahko ponovno
uporabimo.
• Brez kalibracije optimalnih vrednosti odstotka selekcije za metodi MT
in PRV ter optimalnih vrednosti α, β in γ pri metodi PRV ne pricˇakujemo
dobrih rezultatov, zato jih, podobno kot vrednost K, dolocˇimo na ucˇni
podmnozˇici v vsakem koraku precˇnega preverjanja s tabelaricˇnim is-
kanjem. S tem se izognemo optimisticˇno pristranskim modelom. Za
spodnjo omejitev velikosti selektiranih modelov uporabimo vrednosti
{0.1, 0.2, ..., 0.9}, za parametre referencˇnega vektorja PRV metode pa
vrednosti α = {0.0, 0.1, ..., 1.0}, β = {0.0, 0.5, 0.7, 0.9} in γ = {2, 4},
pri cˇemer velja omejitev α + β ≤ 1.
• Za nepristranskost rezultatov ne smemo ponavljati testiranj in izbi-
rati najboljˇsih, kljub temu da uporabljamo relativno visoko, 25-kratno
ponovitev precˇnega preverjanja. Temu se najlazˇje izognemo tako, da
testiranje izvedemo samo enkrat in predstavimo dobljeni rezultat.
3.3 Rezultati
Kot priporocˇa Demsˇar [13], smo za primerjavo metod uporabili Nemenyijev
test in rezultate prikazali na grafu rangov s kriticˇnimi razdaljami. Nemenyi-
jev test pove, za kaksˇno razdaljo v rangih se morajo razlikovati metode, da
jih lahko smatramo za statisticˇno znacˇilno razlicˇne (p < 0.05).
Hkrati prikazujemo tudi sˇtevilo zmag, remijev in porazov za pare metod,
kar uporabimo za test znakov. Tudi tega podrobneje opisuje Demsˇar [13]. Za
potrebe nasˇih rezultatov lahko navedemo, da je metoda pri 34 podatkovnih
mnozˇicah statisticˇno znacˇilno (p < 0.05) boljˇsa od druge, cˇe zmaga v vsaj
23 primerih, pri cˇemer remije enakomerno razdelimo med metodi. Uporaba
36 POGLAVJE 3. SELEKCIJA Z UPORABO ROBA
































Slika 3.6: Povprecˇna tocˇnost za 34 podatkovnih mnozˇic v odvisnosti od sˇtevila
notranjih modelov za RF s privzetim K (RF) in optimiziranim K (RF-K).
testa znakov za navzkrizˇno primerjanje vseh testiranih metod ni smiselna
[13], ga pa vkljucˇujemo za primerjavo parov metod s selekcijo in brez nje.
3.3.1 Vpliv parametra K
Vpliv parametra K na tocˇnost RF in ET velikosti 1 in 50 za razlicˇne po-
datkovne mnozˇice lahko demonstriramo na sliki 3.7. Poudarjeni krivulji sta
povprecˇje napak 25-krat ponovljenega 10-kratnega precˇnega preverjanja, pri
cˇemer so za vsako od 25 ponovitev mnozˇice za precˇno preverjanje nakljucˇno
izvlecˇene. Razvidno je, da imajo posamezna drevesa z manjˇsanjem velikosti
nakljucˇnih podmnozˇic razpolozˇljivih atributov za razmejitev vecˇjo klasifika-
cijsko napako, a pri tem na nekaterih problemih uspejo kot skupinski model
dosegati viˇsjo tocˇnost. Navpicˇna cˇrta oznacˇuje privzeto vrednost atributa K
v orodju scikit-learn,
√|A|, pri cˇemer je A mnozˇica atributov.
Vpliv optimizacije parametra K ponazarjamo z grafom rangov na sliki
3.8 (10-krat ponovljeno 5-kratno precˇno preverjanje pri 250 notranjih mo-
delih). Testirali smo RF in ET metodi s privzeto vrednostjo K (RF, ET),
RF in ET metodi z vrednostjo K, optimizirano na ucˇni mnozˇici posame-
znega koraka precˇnega preverjanja, (RF-K, ET-K) ter RF in ET metodi z
vrednostjo K optimizirano na celotni podatkovni mnozˇici (RF-K*, ET-K*).
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Slika 3.7: Klasifikacijska napaka RF in ET v odvisnosti od K za razlicˇne podat-
kovne mnozˇice.
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Tabela 3.2: Vpliv kalibracije parametra K (zmage/remiji/porazi in rangi).
RF RF-K RF-K* ET ET-K ET-K*
RF -
RF-K 19/3/12 -
RF-K* 22/4/8 19/5/10 -
ET -
ET-K 22/2/10 -
ET-K* 23/2/9 16/5/13 -
povpr. rang 4.397 3.132 3.765 3.794 2.809 3.103







Slika 3.8: Graf rangov (vpliv kalibracije parametra K).
Zanimal nas je odgovor na dve vprasˇanji. Prvo je, kaksˇen vpliv ima optimiza-
cija parametra na rezultat v primerjavi s privzeto vrednostjo. Drugo pa, ali
s kalibracijo parametra na celotni mnozˇici podatkov res dobimo pristransko
oceno tocˇnosti.
Izkazˇe se, da s kalibracijo vrednosti K ne dobimo statisticˇno znacˇilno
boljˇse metode v primerjavi z osnovno, je pa vpliv na rezultat znaten.
Kalibriranje parametra na celotni podatkovni mnozˇici ne da izrazito boljˇsega
modela od modela, ki ga zgradimo pravilno (s kalibracijo le na ucˇni mnozˇici
v vsakem posameznem koraku precˇnega preverjanja), a je razlika kljub temu
opazna. Sklepamo lahko, da bi podobno optimisticˇno pristransko oceno
tocˇnosti dobili tudi, cˇe bi v nadaljevanju kalibrirali parametre za selekcijo
na celotni ucˇni mnozˇici. Zato bo v nadaljevanju za dolocˇanje parametrov
metod uporabljena ucˇna mnozˇica v vsakem izmed korakov precˇnega prever-
janja.
Optimalne vrednosti K, izracˇunane s precˇnim preverjanjem na celotnih
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Tabela 3.3: Primerjava tocˇnosti 25-krat ponovljenega 5-kratnega precˇnega pre-
verjanja pri selekcijski metodi MT za optimizirani K (zmage/remiji/porazi, rangi,
velikost).







povpr. rang 5.147 4.926 2.926 2.412 2.794 2.794
povpr vel. 100 % 48.2 % 100 % 47.6 % 100 % 48.2 %







Slika 3.9: Primerjava bagginga, RF, ET (pri uporabi optimiziranih vrednosti K)
brez in s selekcijsko metodo MT.
podatkovnih mnozˇicah, prikazujemo v tabeli B.1 v dodatku B.
3.3.2 Selekcija
Rezultate za metodo MT (pri uporabi optimiziranih parametrov K in od-
stotka selekcije) navajamo v tabeli 3.3 in na pripadajocˇem grafu rangov na
sliki 3.9. Rezultat selekcije so zmanjˇsani modeli, ki se v povprecˇju v primer-
javi z vecˇjimi obnesejo nekoliko bolje, a razlike niso statisticˇno znacˇilne po
nobenem od testov. Podrobnejˇse rezultate in velikosti modelov prikazujemo
v tabelah A.1 in A.2 v dodatku A.
Za metodo PRV so rezultati (pri uporabi optimiziranih parametrov K in
odstotka selekcije) prikazani v tabeli 3.4 in na pripadajocˇem grafu rangov na
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Tabela 3.4: Primerjava tocˇnosti 25-krat ponovljenega 5-kratnega precˇnega pre-
verjanja pri selekcijski metodi PRV za optimizirani K (zmage/remiji/porazi, rangi,
velikost).







povpr. rang 5.191 4.279 3.029 2.588 3.118 2.794
povpr. vel. 100 % 29.7 % 100 % 31.4 % 100 % 34.6 %







Slika 3.10: Primerjava bagginga, RF, ET (pri uporabi optimiziranih vrednosti
K) brez in s selekcijsko metodo PRV.
sliki 3.10. Podrobnejˇse rezultate in velikosti modelov prikazujemo v tabelah
A.3 in A.4 v dodatku A. Rezultati so v povprecˇju boljˇsi kot pri metodi MT.
Po testu znakov smo dobili statisticˇno znacˇilno boljˇsi model s selekcijo pri
metodi bagging. Hkrati so dobljeni modeli v povprecˇju manjˇsi kot pri metodi
MT.
Uspeli smo potrditi, da je metoda selekcije PRV uspesˇna pri optimizira-
nem parametru K. Ker pa se je izkazalo, da smo pri baggingu, kjer optimi-
zacije tega parametra ni, dobili izjemno dober rezultat, nas je zanimalo ali
bi tudi za RF in ET dobili bistveno boljˇsi rezultat v primeru, da ne bi opti-
mizirali parametra K. Rezultati za taksˇno selekcijo so prikazani v tabeli 3.5
in na pripadajocˇem grafu rangov na sliki 3.11.
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Tabela 3.5: Primerjava tocˇnosti 25-krat ponovljenega 5-kratnega precˇnega pre-
verjanja pri selekcijski metodi PRV za privzeti K (zmage/remiji/porazi, rangi,
velikost).







povpr. rang 4.662 4.176 3.324 2.662 3.059 3.118
povpr. vel. 100 % 28.6 % 100 % 26.4 % 100 % 29.5 %







Slika 3.11: Primerjava bagginga, RF, ET (pri uporabi privzetih vrednosti K)
brez in s selekcijsko metodo PRV.
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Izkazalo se je, da smo s tem dobili statisticˇno znacˇilen rezultat po testu
znakov tudi za selekcijo pri metodi RF, medtem ko je rezultat pri metodah
bagging in ET nekoliko slabsˇi, kot v rezultatih z optimizirano vrednostjo
K. Razlike pripisujemo nakljucˇnosti v postopku testiranja. Kljub temu, da
nismo neposredno primerjali selekcije pri neoptimizirani in optimizirani vre-
dnosti K, se zdi varno sklepati, da selekcija ne more nadomestiti kalibracije
parametra K, temvecˇ dosega izboljˇsanje rezultatov na drugacˇen nacˇin, zato
jo je ustrezno z njo kombinirati.
Na sliki 3.12 za ponazoritev delovanja metod prikazujemo napovedno na-
pako v odvisnosti od velikosti skupinskega modela za 5 ponovitev (poudar-
jena krivuljo predstavlja povprecˇno napako). Prikazana je nakljucˇna selek-
cija oz. gradnja manjˇsega skupinskega modela in selekcija z metodama MT
oz. PRV pri 1000 modelih s koraki znizˇevanja omejitve najvecˇje selekcije za
5 %. Za PRV uporabimo parametre α = 0.2, β = 0.7 in γ = 4. Za taksˇen
primer konfiguracije se selekcija pri metodi MT samodejno zaustavlja pri bi-
sveno manjˇsih modelih, kot pri PRV. Tocˇnost pri majhnih modelih nekoliko
upade. Do podobne ugotovitve pridemo pri vecˇini podatkovnih mnozˇic, ki
jih analiziramo na ta nacˇin. Dober rezultat je obicˇajno mozˇno dosegati le z
dolocˇitvijo optimalnega odstotka selekcije za izbrano selekcijsko metodo in
njene parametre.
Metoda MT se zdi preprostejˇsa za uporabo, predvsem glede morebitne
dolocˇitve optimalnih parametrov – dolocˇimo le odstotek selekcije. Metoda
PRV pa je kompleksnejˇsa in ponuja tudi vecˇjo prilagodljivost za posamezno
podatkovno mnozˇico, a to pomeni tudi vecˇjo racˇunsko zahtevnost. V praksi se
metoda PRV izkazˇe za boljˇso, saj s kalibracijo parametrov metode dosegamo
tudi statisticˇno znacˇilno boljˇse rezultate. Mozˇno bi bilo tudi pri metodi MT
nastavljati obliko funkcije, kar bi morda pripeljalo do statisticˇno znacˇilnih
razlik.
Medtem ko metodi pri nekaterih mnozˇicah dajeta dobre izboljˇsave napo-
vedne tocˇnosti, pa pri nekaterih dosegata v povprecˇju slabsˇe rezultate. Oce-
nili bi, da razlog za to ticˇi v prevelikem prilagajanju ucˇni mnozˇici. Metodi
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Slika 3.12: Primera nakljucˇne selekcije v primerjavi z metodama MT in PRV.
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Tabela 3.6: Komulativni cˇas za izracˇun posamezne ponovitve precˇnega preverja-
nja za rezultate v tabelah 3.3 in 3.4 (locˇeno za osnovne metode in osnovne metode
s selekcijo).
metode cˇas
bagging, RF, ET (brez selekcije) 241 s
bagging, RF, ET (MT) 305 s
bagging, RF, ET (PRV) 384 s
tezˇita k temu, da bi izbrani modeli skupaj pravilno klasificirali cˇim vecˇ prime-
rov iz OOB-mnozˇice, ki v selekcijskem procesu tudi postane ucˇna mnozˇica.
Na mnogih podatkovnih mnozˇicah namrecˇ lahko parametre izberemo tako,
da uspemo vecˇino negativnih robov OOB-primerov spremeniti v pozitivne.
S tem navidez dosezˇemo zelo dober skupinski klasifikator, v resnici pa, po-
dobno kot prikazujemona sliki 2.1, pridemo do prevelikega prilagajanja in s
tem slabsˇe napovedne tocˇnosti koncˇnega skupinskega modela.
Zakljucˇili bi z mnenjem, da kljucˇ do izboljˇsanja tocˇnosti za nekatere
mnozˇice ne lezˇi v preprostem doseganju cˇim vecˇjih vrednosti OOB-robov
ali cˇim vecˇjem delezˇu pozitivnih OOB-robov. Zdi se, da boljˇse rezultate do-
segamo s kombinacijo povecˇevanja raznolikosti, pri cˇemer se nekoliko povecˇa
rob primerov, ki je blizu vrednosti 0.
Cˇe uporabimo podobno terminologijo, kot v [31], je pesimisticˇna cˇasovna
zahtevnost obeh selekcijskih metod O(T 2 ∗ (1 − Nsel)), kjer je T sˇtevilo ge-
neriranih modelov, Nsel pa velikost selekcijske mnozˇice. Realno je cˇasovna
zahtevnost precej nizˇja, saj zaradi dodatno pozˇresˇnega algoritma ne pregle-
dujemo za vsak izlocˇeni model celotne mnozˇice modelov, ki so sˇe na voljo. V
tabeli 3.6 navajamo cˇas izracˇunov za posamezno ponovitev precˇnega prever-
janja pri rezultatih, predstavljenih v tem poglavju.
Poglavje 4
Sklepne ugotovitve
Predlagali in ovrednotili smo dva ucˇinkovita in relativno preprosta pristopa
k zmanjˇsevanju velikosti in izboljˇsevanju natancˇnosti skupinskih modelov z
odlocˇitvenimi drevesi. Kot kljucˇno ugotovitev bi izpostavili potrditev ustre-
znosti uporabe OOB-roba za selekcijo v skupinskih modelih. Po ugotovitvah
iz literature je OOB-rob pri manjˇsih skupinskih modelih nestabilen, saj ga
pri metodi, ki uporablja vzorcˇenje s ponavljanjem, dolocˇa le priblizˇno 37 %
dreves. Posledicˇno doslej ni bil delezˇen posebne pozornosti za uporabo pri
selekcijskih metodah. To tezˇavo smo zaobsˇli s predlogom metod, ki pri izbiri
modela za izlocˇitev ne preiskujejo vsakicˇ celotne mnozˇice modelov, temvecˇ
pozˇresˇno izlocˇijo vsak model, ki ustreza kriterijski funkciji. Prednost selekcije
na OOB-mnozˇici je mozˇnost uporabe celotne razpolozˇljive mnozˇice podatkov
za izgradnjo notranjih modelov, kar je pri manjˇsih podatkovnih mnozˇicah sˇe
posebej pomembno za doseganje visoke tocˇnosti. Stranski ucˇinek metode je,
da pri baggingu in RF izgubimo OOB-oceno tocˇnosti skupinskega modela.
Pri ET te izgube ni, ker mnozˇica zˇe sicer ni na voljo, saj se vsi primeri upo-
rabijo za ucˇenje. Presenetljiva ugotovitev je, da selekcija z OOB-robom daje
dobre rezultate tudi za prilagojeno metodo ET, kjer rob dolocˇa le priblizˇno
10 % dreves.
Slabost metode je neucˇinkovitost pri manjˇsem sˇtevilu notranjih modelov.
Zaradi uporabe OOB-roba je namrecˇ posamezni rob dolocˇen le z manjˇsim
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delezˇom vseh modelov, kar je sˇe posebej izrazito pri metodi ET.
Z uporabo Nemenyijevega testa nismo v nobenem od primerov uspeli za-
znati statisticˇno znacˇilnih razlik med osnovnimi metodami in metodami s
selekcijo. Z uporabo testa znakov so modeli, dobljeni z metodo PRV, sta-
tisticˇno znacˇilno boljˇsi pri metodi bagging, brez kalibracije parametra K pa
tudi pri metodi RF. Pomembno je, da se kljub temu, da pri metodah selekcije
dobimo v povprecˇju bistveno manjˇse modele, obnesejo primerljivo ali bolje.
Priˇsli smo do nepricˇakovane ugotovitve, da pri RF in ET optimiziranje
parametra K nima bistvenega vpliva na uspesˇnost metod selekcije, kar smo
preizkusili z metodo PRV. Pricˇakovali smo, da se bodo metode selekcije od-
rezale relativno bistveno slabsˇe pri optimizirani vrednosti K. Sklepali smo
namrecˇ, da bo “prostor” za izboljˇsave manjˇsi, a kot kazˇe, temu ni tako.
Hkrati smo predvidevali tudi, da bomo z metodo bagging dosegli relativno
bistveno boljˇso izboljˇsavo kot pri RF in ET, saj bi intuitivno sklepali, da
je slabsˇo metodo mocˇ v vecˇji meri izboljˇsati. To se izkazˇe za resnicˇno pri
selekcijski metodi PRV, ne pa tudi pri metodi MT.
Kot omembe vreden dosezˇek sˇtejemo sposobnost metod, da izboljˇsajo
tocˇnost skupinskih modelov, ki uporabljajo polno zgrajena CART-drevesa.
V [31] namrecˇ empiricˇno ugotavljajo, da so preizkusˇene metode v tem vidiku
uspesˇne le, kadar uporabljajo porezana drevesa, mi pa smo pokazali, da je to
mozˇno tudi pri uporabi neporezanih dreves.
Ker smo s predlaganimi metodami in eksperimentalnim delom stremeli
k preprostosti in splosˇnosti, obstajajo mozˇnosti za nadaljnje raziskovanje in
izboljˇsave. Ena izmed njih je rezanje notranjih modelov oz. dreves. To iz
eksperimentalnih poskusov, ki smo jih naredili, obeta boljˇse rezultate, kar je
skladno z ugotovitvami iz literature. Opazili smo tudi obetavne rezultate z
uporabo premicˇnega vektorja pri metodi PRV, kjer lahko vektor iterativno
pomikamo proti koncˇni poziciji, med vsakim premikom pa izvedemo selekcijo
do samodejne zaustavitve.
Razviti metodi sta dovolj splosˇni, da bi ju bilo mozˇno preizkusiti tudi na
drugacˇnih vrstah skupinskih modelov.
Dodatek A
Podrobni rezultati
V nadaljevanju so predstavljene podrobnosti nekaterih izracˇunov iz poglavja 3.
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Tabela A.1: Podrobni rezultati k tabeli 3.3 (MT selekcija z optimiziranim K).
bagging bag-MT RF RF-MT ET ET-MT
adult-sample 82.52 (6) 82.56 (5) 83.82 (1) 83.66 (2) 83.19 (3) 83.03 (4)
bcw 95.22 (6) 95.34 (5) 97.51 (3) 97.55 (2) 97.49 (4) 97.55 (1)
breast-cancer 71.87 (6) 72.34 (5) 74.39 (2) 74.43 (1) 73.33 (4) 73.38 (3)
liver-disord 70.20 (5) 70.01 (6) 74.06 (1) 73.94 (2) 73.51 (4) 73.58 (3)
credit-appr 86.34 (5) 86.27 (6) 87.97 (1) 87.63 (2) 86.88 (3) 86.80 (4)
heart-disease 80.54 (5) 79.75 (6) 82.97 (2) 83.05 (1) 81.49 (4) 82.06 (3)
ionosphere 91.61 (6) 92.36 (5) 92.77 (4) 92.90 (3) 94.75 (1) 94.63 (2)
monks-1 100 (3.5) 100 (3.5) 100 (3.5) 100 (3.5) 100 (3.5) 100.00 (3.5)
monks-2 96.46 (5.5) 99.15 (1.5) 96.46 (5.5) 99.15 (1.5) 97.89 (4) 98.84 (3)
monks-3 97.83 (6) 98.50 (1) 97.83 (4) 98.14 (2) 97.83 (4) 97.83 (4)
promoters 88.15 (5) 87.32 (6) 91.17 (2) 91.43 (1) 90.91 (3) 90.72 (4)
sonar 80.77 (6) 80.98 (5) 82.63 (4) 83.67 (3) 87.12 (1) 86.73 (2)
spambase 94.41 (5) 94.40 (6) 95.52 (4) 95.52 (3) 95.63 (1) 95.59 (2)
tic-tac-toe 98.86 (6) 98.92 (5) 98.97 (4) 99.11 (1) 99.01 (3) 99.08 (2)
titanic 79.05 (3.5) 79.05 (3.5) 79.05 (3.5) 79.05 (3.5) 79.05 (3.5) 79.05 (3.5)
voting 94.34 (5) 94.29 (6) 95.47 (4) 95.77 (3) 95.83 (1) 95.80 (2)
wdbc 96.72 (6) 96.80 (5) 97.12 (2) 97.37 (1) 96.92 (4) 96.98 (3)
anneal 99.55 (6) 99.56 (5) 99.67 (2.5) 99.67 (2.5) 99.67 (2.5) 99.67 (2.5)
audiology 80.27 (6) 80.60 (5) 81.70 (3.5) 81.98 (1) 81.73 (2) 81.70 (3.5)
balance-s 80.17 (6) 80.31 (5) 84.90 (1) 84.70 (2) 83.86 (4) 84.44 (3)
car 97.81 (4.5) 97.87 (3) 97.81 (4.5) 97.88 (2) 97.71 (6) 98.14 (1)
derm 95.34 (5) 95.27 (6) 97.27 (3) 97.26 (4) 97.77 (2) 97.80 (1)
ecoli 83.68 (5) 83.42 (6) 87.10 (1) 86.93 (2) 86.77 (3) 86.77 (4)
hayes-roth 82.09 (5) 81.97 (6) 82.36 (3) 82.27 (4) 83.33 (1) 83.00 (2)
horse-colic 71.14 (1) 70.37 (3) 70.45 (2) 69.69 (5) 70.05 (4) 69.34 (6)
glass 76.09 (6) 76.82 (5) 81.51 (1) 80.88 (2) 79.36 (4) 80.09 (3)
iris 95.33 (4.5) 95.33 (4.5) 95.20 (6) 95.39 (3) 96.00 (2) 96.16 (1)
lymph 83.19 (5) 83.11 (6) 84.16 (2) 83.70 (4) 84.30 (1) 83.73 (3)
primary 42.02 (6) 42.24 (5) 44.88 (2) 45.05 (1) 43.83 (4) 43.98 (3)
shuttle 98.02 (5.5) 98.02 (5.5) 98.15 (4) 98.42 (2) 98.42 (2) 98.42 (2)
vehicle 75.13 (3) 74.94 (5) 74.66 (6) 75.06 (4) 75.19 (1) 75.18 (2)
wine 96.81 (5) 96.63 (6) 98.85 (2) 98.83 (3.5) 98.88 (1) 98.83 (3.5)
yeast-br 98.39 (5.5) 98.39 (5.5) 99.59 (2) 99.66 (1) 99.46 (3.5) 99.46 (3.5)
zoo 99.01 (5.5) 99.01 (5.5) 99.01 (3.5) 99.01 (3.5) 99.72 (1) 99.21 (2)
povpr. rang 5.147 4.926 2.926 2.412 2.794 2.794
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Tabela A.2: Povprecˇne velikosti modelov v odstotkih za rezultate v tabeli 3.3
(MT selekcija z optimiziranim K).
bag-MT RF-MT ET-MT
adult-sample 58.0 60.0 58.0
bcw 82.0 76.0 70.0
breast-cancer 38.0 54.0 46.0
liver-disord 74.0 74.0 76.0
credit-appr 56.0 52.9 47.4
heart-disease 56.0 40.0 52.0
ionosphere 22.5 36.6 29.7
monks-1 10.0 10.0 10.0
monks-2 10.0 10.0 10.0
monks-3 20.0 24.0 22.0
promoters 78.0 74.0 90.0
sonar 24.0 38.0 38.0
spambase 32.0 42.0 34.0
tic-tac-toe 22.0 24.0 24.0
titanic 78.0 66.0 58.0
voting 72.0 62.0 54.0
wdbc 26.0 28.0 24.0
anneal 36.0 24.0 28.3
audiology 42.0 58.0 74.0
balance-s 68.0 80.0 80.0
car 13.5 16.7 18.0
derm 74.0 72.0 74.0
ecoli 38.0 54.0 46.0
hayes-roth 84.0 82.0 84.0
horse-colic 46.0 46.0 36.0
glass 24.0 18.0 18.0
iris 26.3 28.2 44.3
lymph 80.5 61.3 62.6
primary 50.0 40.0 46.0
shuttle 52.0 34.0 30.0
vehicle 38.9 23.0 42.1
wine 50.0 58.0 60.0
yeast-br 74.0 66.0 76.0
zoo 84.0 78.0 78.0
povprecˇje 48.2 47.6 48.2
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Tabela A.3: Podrobni rezultati k tabeli 3.4 (PRV-selekcija z optimiziranim K).
bagging bag-PRV RF RF-PRV ET ET-PRV
adult-sample 82.79 (3) 82.67 (4) 83.46 (1) 83.37 (2) 81.41 (6) 81.67 (5)
bcw 95.72 (6) 95.83 (5) 97.64 (1) 97.60 (4) 97.60 (3) 97.62 (2)
breast-cancer 69.19 (5) 68.87 (6) 74.39 (1) 73.64 (2) 72.38 (4) 72.56 (3)
liver-disord 70.48 (6) 70.75 (5) 73.19 (1) 72.50 (2) 71.44 (3) 71.32 (4)
credit-appr 87.40 (4) 87.48 (3) 87.70 (1) 87.69 (2) 85.77 (6) 85.90 (5)
heart-disease 83.55 (5) 83.43 (6) 83.88 (3) 83.96 (2) 83.72 (4) 83.97 (1)
ionosphere 91.72 (6) 92.02 (5) 93.06 (3) 93.00 (4) 93.62 (1) 93.60 (2)
monks-1 100 (1.5) 100 (1.5) 99.91 (5) 99.99 (3) 99.67 (6) 99.94 (4)
monks-2 98.15 (5.5) 99.30 (2) 98.15 (5.5) 99.30 (1) 99.00 (4) 99.05 (3)
monks-3 97.83 (4.5) 97.88 (2) 97.83 (4.5) 97.91 (1) 97.83 (4.5) 97.83 (4.5)
promoters 84.00 (6) 86.79 (5) 90.00 (4) 90.30 (3) 91.32 (1) 90.91 (2)
sonar 79.27 (6) 82.04 (5) 84.37 (4) 85.38 (3) 88.96 (1) 88.62 (2)
spambase 94.72 (6) 94.85 (5) 95.93 (1) 95.87 (2) 95.69 (4) 95.70 (3)
tic-tac-toe 99.07 (5) 99.09 (4) 98.98 (6) 99.20 (1) 99.17 (2.5) 99.17 (2.5)
titanic 78.89 (5.5) 78.91 (4) 78.89 (5.5) 78.92 (3) 79.05 (1) 79.04 (2)
voting 95.60 (5) 95.60 (6) 96.08 (4) 96.25 (1) 96.13 (3) 96.21 (2)
wdbc 95.25 (5) 95.68 (3) 95.19 (6) 95.64 (4) 96.25 (2) 96.37 (1)
anneal 99.55 (6) 99.66 (5) 99.67 (4) 99.75 (3) 99.88 (2) 99.89 (1)
audiology 83.01 (5) 82.64 (6) 84.04 (1) 83.73 (2) 83.31 (3) 83.06 (4)
balance-s 79.16 (6) 79.94 (5) 85.27 (2) 85.52 (1) 84.44 (4) 84.65 (3)
car 97.78 (5.5) 98.02 (2) 97.78 (5.5) 97.93 (4) 97.95 (3) 98.33 (1)
derm 95.55 (6) 95.79 (5) 97.17 (4) 97.41 (3) 97.95 (1) 97.66 (2)
ecoli 84.83 (6) 84.96 (5) 88.20 (1) 87.77 (2) 87.49 (3) 87.30 (4)
hayes-roth 82.00 (5) 83.45 (1) 81.64 (6) 83.30 (2) 82.58 (4) 82.82 (3)
horse-colic 70.98 (4) 71.46 (3) 72.27 (1) 71.72 (2) 69.44 (6) 69.68 (5)
glass 76.64 (6) 77.33 (5) 80.19 (1) 79.89 (2) 78.73 (3.5) 78.73 (3.5)
iris 94.67 (5.5) 95.07 (1) 94.83 (3) 94.67 (5.5) 94.83 (4) 94.88 (2)
lymph 82.57 (6) 82.59 (5) 84.89 (3) 84.70 (4) 86.41 (1) 86.11 (2)
primary 40.97 (6) 41.23 (5) 44.80 (2) 44.99 (1) 43.34 (4) 43.92 (3)
shuttle 98.42 (4) 98.21 (6) 98.81 (1.5) 98.81 (1.5) 98.42 (4) 98.42 (4)
vehicle 73.44 (6) 73.90 (5) 74.02 (4) 74.58 (3) 75.04 (2) 75.31 (1)
wine 96.09 (6) 96.16 (5) 98.52 (3) 97.96 (4) 98.67 (1) 98.54 (2)
yeast-br 97.51 (6) 97.59 (5) 99.46 (2) 99.46 (2) 99.46 (2) 99.31 (4)
zoo 98.02 (2.5) 97.98 (5) 98.02 (2.5) 97.86 (6) 98.02 (2.5) 98.02 (2.5)
povpr. rang 5.191 4.279 3.029 2.588 3.118 2.794
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Tabela A.4: Povprecˇne velikosti modelov v odstotkih za rezultate v tabeli 3.4
(PRV-selekcija z optimiziranim K).
bag-PRV RF-PRV ET-PRV
adult-sample 52.0 56.0 56.4
bcw 20.0 37.1 39.3
breast-cancer 72.0 56.4 54.5
liver-disord 44.2 46.3 53.3
credit-appr 41.0 43.8 35.1
heart-disease 68.0 74.0 65.3
ionosphere 24.0 34.0 35.5
monks-1 50.6 37.0 35.1
monks-2 10.0 10.0 11.9
monks-3 26.0 22.0 21.7
promoters 40.0 42.0 39.8
sonar 20.0 27.4 32.2
spambase 23.6 23.0 26.4
tic-tac-toe 10.0 11.4 24.5
titanic 12.0 12.0 10.0
voting 26.8 20.7 22.7
wdbc 28.0 26.0 16.2
anneal 23.3 20.8 37.1
audiology 39.3 43.8 50.6
balance-s 24.7 41.8 58.5
car 10.0 10.0 11.3
derm 24.0 22.0 20.6
ecoli 32.0 44.0 33.0
hayes-roth 12.0 14.1 21.5
horse-colic 27.8 25.3 27.3
glass 16.6 30.0 40.1
iris 20.0 18.2 36.9
lymph 26.0 36.4 47.8
primary 42.0 48.0 54.0
shuttle 36.3 41.1 56.3
vehicle 13.1 12.9 20.5
wine 20.1 23.0 22.0
yeast-br 38.4 35.9 34.6
zoo 35.2 22.9 26.0
povprecˇje 29.7 31.4 34.6
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Dodatek B
Kalibrirani parametri
V poglavju 3 smo optimalno vrednost K za posamezne izracˇune dolocˇili po-
sebej za vsako posamezno delitev podatkovne mnozˇice v postopku precˇnega
preverjanja. Enako velja za odstotke selekcije pri metodah MT in PRV ter
parametre referencˇnega vektorja α, β in γ pri metodi PRV.
Tako smo se izognili optimisticˇno pristranskim ocenam tocˇnosti upora-
bljenih modelov, ki so jim bile podane omenjene vrednosti. Lahko pa, po
dobljenih ocenah tocˇnosti modelov, zgradimo koncˇne modele na celotnih
mnozˇicah podatkov, ki jih imamo na voljo. Taksˇni modeli so primerni za
dejanske napovedi novih primerov z neznanim razredom. Za te modele je
ustrezno hkrati uporabiti na celotnih podatkovnih mnozˇicah izracˇunane op-
timalne vrednosti omenjenih parametrov. Na tem mestu pa jih navajamo za
vecˇjo popolnost predstavitve delovanja predlaganih metod.
Vrednosti so dolocˇene na enak nacˇin kot v posameznem koraku precˇnega
preverjanja v poglavju 3.
1Privzeta vrednost v scikit-learn za klasifikacijske probleme pri RF in ET.
2Optimalni K za RF.
3Optimalni K za ET.
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adult-sample 105 10 20 25
bcw 89 9 1 1
breast-cancer 31 5 1 1
liver-disord 6 2 1 4
credit-appr 46 6 3 4
heart-disease 25 5 2 1
ionosphere 32 5 8 6
monks-1 17 4 4 4
monks-2 17 4 17 9
monks-3 17 4 6 5
promoters 228 15 16 21
sonar 60 7 6 12
spambase 57 7 2 4
tic-tac-toe 27 5 7 6
titanic 8 2 3 4
voting 32 5 9 5
wdbc 20 4 7 8
anneal 41 6 6 13
audiology 154 12 54 16
balance-s 20 4 3 2
car 21 4 21 15
derm 35 5 4 6
ecoli 9 3 2 5
hayes-roth 15 3 6 6
horse-colic 57 7 18 16
glass 9 3 2 8
iris 4 2 3 3
lymph 47 6 4 2
primary 37 6 4 3
shuttle 16 4 8 7
vehicle 18 4 7 16
wine 13 3 1 4
yeast-br 79 8 2 3
zoo 36 6 21 16
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Tabela B.2: Optimalne spodnje omejitve velikosti selektiranih modelov za metodi
MT in PRV (1000 notranjih modelov, optimiziran parameter K).
ime bag-MT RF-MT ET-MT bag-PRV RF-PRV ET-PRV
adult-sample 0.8 0.6 0.6 0.6 0.6 0.1
bcw 0.6 0.6 0.7 0.1 0.6 0.4
breast-cancer 0.7 0.9 0.6 0.3 0.9 0.9
liver-disord 0.9 0.9 0.9 0.3 0.9 0.7
credit-appr 0.8 0.8 0.9 0.2 0.6 0.1
heart-disease 0.6 0.2 0.4 0.7 0.1 0.1
ionosphere 0.1 0.9 0.4 0.1 0.1 0.1
monks-1 0.1 0.1 0.1 0.5 0.1 0.1
monks-2 0.1 0.1 0.1 0.1 0.1 0.1
monks-3 0.1 0.1 0.5 0.2 0.2 0.1
promoters 0.8 0.6 0.4 0.3 0.5 0.7
sonar 0.9 0.5 0.9 0.1 0.1 0.1
spambase 0.2 0.2 0.7 0.1 0.1 0.8
tic-tac-toe 0.3 0.2 0.6 0.1 0.1 0.1
titanic 0.5 0.2 0.9 0.7 0.5 0.1
voting 0.2 0.3 0.9 0.6 0.1 0.5
wdbc 0.2 0.6 0.3 0.2 0.1 0.1
anneal 0.4 0.1 0.1 0.1 0.1 0.4
audiology 0.6 0.4 0.4 0.6 0.8 0.6
balance-s 0.6 0.9 0.9 0.1 0.3 0.5
car 0.1 0.1 0.2 0.1 0.1 0.1
derm 0.9 0.7 0.8 0.1 0.2 0.3
ecoli 0.1 0.4 0.6 0.2 0.4 0.5
hayes-roth 0.6 0.8 0.7 0.1 0.1 0.2
horse-colic 0.9 0.9 0.7 0.2 0.1 0.5
glass 0.4 0.6 0.2 0.1 0.2 0.3
iris 0.6 0.9 0.5 0.1 0.7 0.1
lymph 0.9 0.7 0.8 0.1 0.2 0.3
primary 0.8 0.8 0.5 0.7 0.9 0.3
shuttle 0.4 0.8 0.8 0.4 0.4 0.2
vehicle 0.7 0.1 0.1 0.1 0.1 0.1
wine 0.9 0.5 0.3 0.1 0.1 0.6
yeast-br 0.9 0.6 0.6 0.1 0.1 0.5
zoo 0.8 0.9 0.8 0.2 0.2 0.1
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Tabela B.3: Optimalni parametri referencˇnega vektorja za metodo PRV (1000
notranjih modelov, optimiziran parameter K).
ime αbag βbag γbag αRF βRF γRF αET βET γET
adult-sample 0.0 0.0 2 0.9 0.0 2 0.3 0.5 4
bcw 0.2 0.0 4 0.0 0.9 4 0.4 0.5 4
breast-cancer 0.2 0.5 2 0.0 0.7 4 0.0 0.0 2
liver-disord 0.0 0.0 2 0.0 0.9 4 0.1 0.9 4
credit-appr 0.0 0.0 4 0.0 0.7 4 0.3 0.7 2
heart-disease 0.1 0.0 4 0.6 0.0 2 0.1 0.9 2
ionosphere 0.9 0.0 2 1.0 0.0 2 0.6 0.0 2
monks-1 0.0 0.0 2 0.7 0.0 2 0.8 0.0 2
monks-2 0.8 0.0 4 1.0 0.0 4 0.9 0.0 2
monks-3 1.0 0.0 2 1.0 0.0 2 0.0 0.0 2
promoters 0.0 0.0 2 0.3 0.0 4 1.0 0.0 2
sonar 0.3 0.0 2 0.4 0.0 4 0.6 0.0 2
spambase 0.8 0.0 2 0.3 0.7 2 0.4 0.0 4
tic-tac-toe 0.7 0.0 2 0.7 0.0 4 0.7 0.0 4
titanic 0.8 0.0 2 0.8 0.0 4 0.7 0.0 4
voting 0.3 0.0 2 0.1 0.9 4 0.3 0.7 2
wdbc 0.4 0.0 2 0.8 0.0 2 0.5 0.5 2
anneal 0.1 0.9 4 1.0 0.0 2 0.5 0.5 2
audiology 0.2 0.7 2 0.0 0.0 4 0.1 0.0 2
balance-s 0.9 0.0 4 0.5 0.0 4 0.2 0.5 4
car 1.0 0.0 4 0.5 0.5 4 0.4 0.0 2
derm 0.0 0.5 2 0.1 0.0 4 1.0 0.0 4
ecoli 0.0 0.0 2 0.0 0.0 4 0.9 0.0 2
hayes-roth 0.7 0.0 4 0.8 0.0 4 0.1 0.9 4
horse-colic 0.1 0.0 4 0.0 0.9 2 0.9 0.0 2
glass 1.0 0.0 4 0.4 0.5 2 1.0 0.0 4
iris 0.0 0.5 4 0.0 0.0 4 1.0 0.0 2
lymph 0.2 0.0 4 0.3 0.0 2 0.2 0.0 2
primary 0.5 0.5 4 0.9 0.0 2 1.0 0.0 2
shuttle 0.0 0.0 2 0.4 0.5 4 0.0 0.0 4
vehicle 0.3 0.0 4 0.0 0.0 2 0.8 0.0 2
wine 0.3 0.0 2 0.3 0.7 4 0.3 0.7 4
yeast-br 0.2 0.0 2 0.0 0.9 2 0.7 0.0 2
zoo 0.0 0.7 2 0.0 0.0 2 0.5 0.0 2
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