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Abstract
For given logical formulae B and E such that B |=E, hypothesis "nding means the generation
of a formula H such that B∧H |= E. Hypothesis "nding constitutes a basic technique for "elds of
inference, like inductive inference and knowledge discovery. In order to put various hypothesis
"nding methods proposed previously on one general ground, we use upward re"nement and
residue hypotheses. We show that their combination is a complete method for solving any
hypothesis "nding problem in clausal logic. We extend the relative subsumption relation, and
show that some hypothesis "nding methods previously presented can be regarded as "nding
hypotheses which subsume examples relative to a given background theory. Noting that the
weakening rule may make hypothesis "nding di2cult to solve, we propose restricting this rule
either to the inverse of resolution or to that of subsumption. We also note that this work is
related to relevant logic.
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1. Introduction
Discovering new knowledge from data is a fundamental activity of scientists. In
Computer Science and Arti"cial Intelligence, mechanizing the activity has been inves-
tigated in speci"c "elds such as inductive inference, abductive inference, and machine
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learning. Recently, a new research area called discovery science has also appeared
as an amalgamation of all the related areas. Deductive logic, in particular "rst-order
clausal logic, has often been used as a foundation in such research. Plotkin [13] and
Shapiro [17] applied clausal logic to inductive inference with the aim of establishing a
new logic of discovery. Their work has been followed by many researchers in the area
of inductive logic programming (Ref. [2] is one survey of this area). Poole et al. [14]
gave a formalization of abduction. Arikawa et al. [1] re-formalized elementary formal
systems, originally invented by Smullyan [18], as a clausal logic in order to give a
uniform framework for induction.
As in Plotkin’s formalization, all of the logic-based work listed above has used de-
ductive inference in order to derive (candidate) hypotheses. The aim of the present
research is to handle all such deductions in a uni"ed way, hypothesis <nding, based
on the resolution principle. Hypothesis "nding is formalized as follows: for the given
logical formulae B and E such that B |=E, hypothesis "nding means the generation of
a formula H such that B∧H |=E. The formulae B, E, and H are intended to represent
a background theory, a positive example, and a correct hypothesis, respectively. A
correct hypothesis is called a hypothesis, if no ambiguity is caused. For example, the
deductive part of abduction [14] and its improvement [7] are regarded as hypothesis
"nding. Developing and analyzing hypothesis "nding methods is one of the main sub-
jects in inductive logic programming. Examples of methods developed there include
bottom method (or bottom generalization method) [20,21], inverse entailment [11],
and saturation [15].
Unfortunately, these methods impose severe restrictions on the hypotheses to be
generated. Any hypothesis generated by these methods for abduction must be a con-
junction of literals. The three inductive methods above assume that every hypothesis
should consist of one clause. Such restrictions cause the problem that some impor-
tant hypotheses might fail to be generated. Furthermore, if we amalgamate inductive
inference and abductive inference, the restriction would require that every hypothesis
be just one literal, which would be insu2ciently expressive. Moreover, the restrictions
might preclude the use of certain e2ciency improvements that have been developed
for theorem provers. In order to remove such restrictions, we put hypothesis "nding
on general grounds by using upward re"nement and residue hypotheses.
Upward re"nement is the inverse of the logical derivation of clausal theories, which
is called downward re"nement [8] in inductive inference. Upward re"nement is also
called generalization. Our general method for solving hypothesis "nding problems is
as follows: if a background theory B is empty, every correct hypothesis H can be
obtained by applying upward re"nement to a given example E. If B is non-empty,
upward re"nement is applied not directly to E but to the residue hypotheses which
are generated from B and E. In this paper, we show that, in the case where both B
and E are clausal theories such that B |=E, a clausal theory H satis"es B∧H |=E if
and only if H is obtained by the general method. We extend the relative subsumption
relation of clauses [13] to that of clausal theories, by combining residue hypotheses
with the inverse of subsumption. The inverse of subsumption is a restricted version of
upward re"nement. We also show that the hypothesis "nding methods listed above can
be embedded into the relative subsumption of clausal theories.
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This research is diLerent from previous research in inductive logic programming in
that, instead of being based on direct derivation of clauses, it supports derivation of
clausal theories. The completeness result for the combination of upward re"nement and
residue hypotheses is obtained by using the inverse of logical derivation of clausal the-
ories. The disadvantage of direct derivation of clauses is that it assumes the weakening
rule implicitly. We will point out that the rule allows hypotheses to contain unnecessary
clauses in it. We also propose a restriction to the weakening rule so that hypotheses
cannot contain such clauses.
This paper gives an extension of the recent results by the author and his colleague
[5,6,19–24]. The paper is organized as follows: In Section 2 we de"ne hypothesis "nd-
ing in clausal theories. In Section 3 we de"ne upward re"nement as the inverse of
logical derivation in clausal theories. In Section 4 we introduce residue hypotheses and
de"ne the relative subsumption relation between clausal theories. In Section 5 we show
that applying upward re"nement to residue hypotheses is more powerful than any of
the methods listed above. As a corollary of the result it is shown that relative sub-
sumption between the clausal theories is an extension of relative subsumption between
the clauses. We discuss the inverse of the weakening method in Section 6. In Section
7 we summarize our results.
2. Hypothesis nding in clausal logic
We assume readers to be familiar with the "rst-order logic and the clausal logic.
Some details of the terminology used here may be found in [3,4,10].
Let L be a "rst-order language. We assume that each variable starts with a capital
letter. We also assume that, for each variable X , we can prepare a new constant symbol
cX called the Skolem constant of X . We let Ls denote the language whose alphabet
is obtained by adding all the Skolem constants to the alphabet of L.
A clause is a formula of the form
C = ∀X1 : : : Xk(A1 ∨ A2 ∨ · · · ∨ An ∨ ¬B1 ∨ ¬B2 ∨ · · · ∨ ¬Bm);
where n¿0, m¿0, Ai’s and Bj’s are all atoms, and X1; : : : ; Xk are all the variables
occurring in these atoms. The clause is sometimes represented in the form of the
implication
A1; A2; : : : ; An ← B1; B2; : : : ; Bm:
Denition 1. A clausal theory is a "nite set of clauses without any tautological
clauses, which represents the conjunction of those clauses.
Let T and S be clausal theories. We write T |= S if S is a logical consequence of T .
For a clausal theory S the union of its ground instances in L is denoted by ground(S).
We de"ne a hypothesis "nding problem (HFP) in clausal logic as follows:
Denition 2. An instance of the HFP in clausal logic is de"ned as a pair (B; E) of
satis"able clausal theories such that B |=E. The instance is denoted by HFP(B; E). The
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theory B is called a background theory, and each clause in E is called an example.
A solution to HFP(B; E) is given by any clausal theory H such that B∪H |=E. The
solution is also called a correct hypothesis.
In inductive inference and machine learning, two types of examples, positive and neg-
ative, are generally used. Every example in this paper is a positive example. We call
a correct hypothesis a hypothesis, if no ambiguity is caused.
Example 1 (Muggleton [11], Yamamoto [22]). Consider HFP(B1; E1), where
B1 =
{
pet(X )← cat(X )
cuddly(X )← small(X ); ?u@y(X ); pet(X )
}
;
E1 = {cuddly(X )← ?u@y(X ); cat(X )}:
The following clausal theories are examples of the correct hypotheses for HFP(B1; E1):
H11 = {small(X )← ?u@y(X ); cat(X )};
H12 =
{
small(X )← ?u@y(X )
?u@y(X )← pet(X )
}
:
If a predicate symbol dog is in the alphabet of L, then
H13 =
{
small(X )← dog(X )
dog(X )← pet(X )
}
is also a correct hypothesis.
3. Upward renement
In this section, we treat HFP in the case where B= ∅ and E is an arbitrary clausal
theory. Since each solution of HFP(∅; E) is a clausal theory H which satis"es H |=E,
solving HFP(∅; E) seems to coincide with inverting a logical derivation of E from
H . Therefore, we start our discussions with formalizing logical derivation of clausal
theories.
It is well known that inference in clausal logic are based on factoring, subsumption,
and resolution rules.
Denition 3. Let C be a clause and L1; : : : ; Ln (n¿1) be some of the literals occurring
in C. If the set {L1; : : : ; Ln} is uni"able with an mgu , a clause obtained by deleting
L2; : : : ; Ln from C is called a factor of C.
Denition 4. A clause C subsumes a clause D, written as C¡D, if there is a substi-
tution  such that every literal in C occurs in D.
Denition 5. Let C ∨A and D∨¬B be clauses. If A and B are uni"able with a sub-
stitution , then the clause (C ∨D) is a binary resolvent of the two clauses.
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In the de"nition of resolvent, we mentioned neither the factorization of C and D nor
separation of variables in C and D because a clause subsumes its factors and variants.
Both resolution and subsumption derive new clauses from two existing clauses, while
what we need are inference rules which derive a clausal theory from another clausal
theory. Such inference rules are formalized as follows:
Denition 6. A clausal theory T is directly derivable from another clausal theory S,
if one of the following three conditions hold:
(1) (Weakening) T = S − {C}, where C ∈ S.
(2) (Resolution) T = S ∪{R}, where C;D∈ S and R is any resolvent of C and D.
(3) (Subsumption) T = S ∪{D}, where C¡D for some C ∈ S.
We say that T is derivable from S and write ST if there is a sequence of S=S0; S1; : : : ;
Sn=T such that Si+1 is directly derivable from Si for every i=0; 1; : : : ; n − 1. The
sequence is called a derivation of T from S.
The deductive completeness of the inference rules is represented as follows:
Theorem 1 (Laird [8], Lee [9]). Let S and T be clausal theories. Then T is a logical
consequence of S i@ S  T .
Denition 7. Let S and T be clausal theories. If S T , we say that S is derived by
upward re<nement from T , and also that S is a generalization of T .
Because of the existence of the subsumption rule, the resolution rule in the de"nition
of derivability can be replaced with the following rule.
(2′) (Excluding middle) T = S ∪{C}, where both C ∨A and C ∨¬A are in S for some
atom A.
Proposition 1. The two de<nitions of the derivability are equivalent.
Proof. Since the excluding middle rule is regarded as a restricted version of the res-
olution rule, what we need to show is that the resolution rule can be represented
with the excluding middle rule, the subsumption rule, and the weakening rule. Let
us consider two clauses C ∨A and D∨¬B such that A and B are uni"able with .
Since C ∨A¡ (C ∨D∨A) and D∨¬B¡ (C ∨D∨¬B), the resolvent (C ∨D) can
be derived by using subsumption and excluding the middle.
Now we consider inverting the inference rules in order to solve HFP for the case
where the background theory is empty. We have two problems: how to recover the
clauses deleted by applications of the weakening rule, and how to recover the atoms
deleted by applications of the resolution rule. These problems imply that the condition
H |=E is too weak to be used as the speci"cation of H , and we avoid it by introducing
more restrictions on H .
We will discuss the "rst problem in Section 6. The second problem has been avoided,
in previous research on inductive and abductive inferences by disallowing the applica-
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tion of the resolution rule in the derivation of E from H . Such derivability is called a
subsumption relation for clausal theories. The relation is usually de"ned as follows:
Denition 8. Let S and T be clausal theories. We de"ne S T iL, for every clause D
in T , there is a clause C in S such that C¡D.
4. Residue hypotheses
A clausal theory H is a solution of HFP(B; E) iL H |=¬(B∧¬E). Under the con-
dition that B = ∅, the formula ¬(B∧¬E) is not always a clausal theory. In order to
use the upward re"nement strategy for this case, we replace the formula ¬(B∧¬E)
with some clausal theories called residue hypotheses. A residue is de"ned for a clausal
theory S and then a residue hypothesis is de"ned for HFP(B; E).
Denition 9. Let S = {C1; C2; : : : ; Cm} be a ground clausal theory, and
Ci = Li;1 ∨ Li;2 ∨ · · · ∨ Li;ni for i = 1; 2; : : : ; m:
We de"ne the complement of S as the set of clauses
NS =
{
¬L1;j1 ∨ ¬L2;j2 ∨ · · · ∨ ¬Lm;jm
∣∣∣∣∣
16 j1 6 n1; 16 j2 6 n2;
: : : ; 16 jm 6 nm
}
:
Note that we distinguish the logical negation ¬S and the complement NS, though they
are logically equivalent.
The complement NS may contain tautological clauses. We de"ne another clausal theory
which has no tautology but is still equivalent to ¬S logically.
Denition 10. For a ground clausal theory S, we de"ne the residue of S as the clausal
theory which is obtained by deleting all tautological clauses from NS. The residue is
denoted by Res(S). 1
Res(S) can be computed, in practice, by using the fact that a ground clause is a
tautology iL it contains any pair of the complementary literals.
Considering complexity, the derivation of Res(S) from S is equivalent to the enu-
meration of all satis"able interpretations of S. A similar problem, counting such inter-
pretations, is denoted by ]SAT and is in the class ]P (see [12] for standard de"nitions
on complexity). Therefore, the complexity of deriving Res(S) is quite high. If S has
m clauses with at most n literals, Res(S) has nm clauses at most.
Proposition 2. In the case where both B and E are ground clausal theories, H is a
solution of HFP(B; E) i@ H Res(B∪Res(E)).
1 Each clause in Res(S) corresponds to a non-complementary path in the Connection Method [3] termi-
nology. This de"nition via. non-complementary paths is used in [5,6].
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This means that all ground solutions of HFP(B; E) are obtained by applying upward
re"nement to Res(B∪Res(E)).
Now, we de"ne residue hypotheses for HFP(B; E) when at least one of B and E
contains variables. We call such a pair non-ground.
Denition 11 (FronhOoefer and Yamamoto [5,6], Yamamoto and FronhOoefer [24]). Let
B and E be clausal theories. A clausal theory H is a residue hypothesis for HFP(B; E),
if H=Res(F) for some F ⊆ ground(B)∪Res(E#E), where #E is a substitution replacing
each variable in E with its Skolem constant.
Note that ground(B) may be in"nite and that residue hypotheses for HFP(B; E) are
not unique, in general, for a non-ground pair (B; E). We have to revise Proposition 2
so that we may derive solutions of HFP(B; E) even if (B; E) is non-ground. For this
purpose we use Herbrand’s Theorem (see e.g. [3,4,10]). 2
Theorem 2 (Herbrand). A <nite set S of clauses is unsatis<able if and only if there
is a <nite and unsatis<able subset of ground(S).
Following is the revised version of Proposition 2.
Theorem 3. Let B and E be clausal theories such that B |=E. A clausal theory H is
a solution of HFP(B; E) if and only if there is a residue hypothesis K for HFP(B; E)
such that H K .
Proof. By Herbrand’s Theorem, a clausal theory H is a solution of HFP(B; E) if and
only if there is an unsatis"able subset T of ground(H ∪B∪Res(E#E)). Since Res(E#E)
is ground, we can assume without loss of generality that
T = K ∪ F
with K a subset of ground(H) and F a subset of ground(B)∪Res(E#E). Since B |=E,
again from Herbrand’s Theorem, K cannot be empty. Then, from Theorem 1, T is un-
satis"able if and only if K Res(F). By the Lifting Lemma for the resolution principle
(also see e.g. [3,4,10]), the last condition is equivalent to H Res(F).
However, as mentioned in Section 3, the inverse of , which does not rely on the
excluding middle rule, is preferred to that of . So we give the following de"nition.
Denition 12. Let H , E, and B be clausal theories. Then, we say that H subsumes E
relative to B iL H subsumes a residue hypothesis of HFP(B; E).
In Section 5 we show that some methods developed in the past for induction and
abduction derive only hypotheses which subsume E relative to B.
2 Of the two versions given by Chang and Lee [4], we adopt “Herbrand’s Theorem, Version II”.
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Example 2. Consider HFP(B2; E2), where
B2 = {pet(X )← cat(X ); small(X )}
and
E2 = {pet(c)←}:
By using a ground instance
G2 = {pet(c)← cat(c); small(c)}
of B2, we get a residue hypothesis
K2 =
{
cat(c)←
small(c)←
}
:
A clausal theory
H2 =
{
cat(X )←
small(X )←
}
is a correct hypothesis satisfying H2K2, and therefore H2 subsumes E2 relative to B2.
Example 3. Consider the following background theory and example:
B3 =
{
even(0)←
even(s(X ))← odd(X )
}
;
E3 = {odd(s5(0))←}:
The predicates even and odd are, respectively, intended to represent an even number
and an odd number. The constant 0 means zero, and the function s is the successor
function for natural numbers. The term which is an n-time application of s to 0 is
written as sn(0). Then an expected solution of HFP(B3; E3) is
H3 = {odd(s(X ))← even(X )}:
We show that H3 subsumes E3 relative to B3. At "rst we choose a clausal theory
G3 =


even(0)←
even(s2(0))← odd(s(0))
even(s4(0))← odd(s3(0))

 ;
which is a subset of ground(B3). Then a residue hypothesis using G3 is
Res(G3 ∪ Res(E3#E3 )) =


odd(s5(0))← even(s4(0)); even(s2(0)); even(0)
odd(s5(0)); odd(s(0))← even(s4(0)); even(0)
odd(s5(0)); odd(s3(0))← even(s2(0)); even(0)
odd(s5(0)); odd(s3(0)); odd(s(0))← even(0)

 ;
which is subsumed by H3.
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The relative subsumption relation for clausal theories de"ned above is an extension
of that for clauses de"ned by Plotkin [13]. We show this fact in the next section with
a property of the bottom method.
5. Embedding methods in previous research
In order to compare previous hypothesis "nding methods with ours explained in the
previous section, we give a schema of hypothesis "nding procedures. In this section
CT (L) (CT (Ls)) denotes the set of all clausal theories in L (Ls, resp.).
Denition 13 (Yamamoto and FronhOoefer [24]). A base enumerator ' is a procedure
which takes a clausal theory S in CT (L) as its input and enumerates elements of
a set of ground clausal theories in CT (Ls). The set of clausal theories enumerated
with this procedure is denoted by '(S) and called a base. A generalizer ( takes a
ground clausal theory K in CT (Ls) and generates clausal theories in CT (L). The set
of clauses generated by ( is denoted by ((K).
Let us consider the following schema of procedures which calls a base enumerator
' and a generalizer (.
Procedure. FIT';((B; E).
*/ B∈CT (L) for a background theory and E ∈CT (L) for an example */
(1) Choose non-deterministically a ground clausal theory K from '(B∪Res(E#E)).
(2) Return non-deterministically clausal theories H in ((K).
If either of the sets '(B∪Res(E#E)) and ((K) is in"nite, and if we enumerate all H
such that H ∈((K) for some K ∈'(B∪Res(E#E)), we need to use some dovetailing
method in order to enumerate all elements in these sets.
According to the discussion in the previous section, we assume a base enumerator
GT and two generalizers AE and AS satisfying
GT (S) = {K ∈ CT (Ls) |K = Res(T ) for some T such that T ⊆ ground(S)};
AE(K) = {H ∈ CT (L) |H  K};
and
AS(K) = {H ∈ CT (L) |H  K}:
Using the terminology of deductive logic Theorem 3 shows that FITGT;AE is sound
and complete as a generator of solutions of HFP(B; E). The procedure FITGT;AS is
sound but not complete in general. It directly follows from the de"nition of relative
subsumption that a clausal theory H is generated by FITGT;AS iL H subsumes E relative
to B.
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Example 4. The clausal theories H11 in Example 1 and H2 in Example 2 are, respec-
tively, generated by FITBT;AS(B1; E1) and FITAB;AS(B2; E2).
The method for abduction developed by Poole et al. [14] is FITAB;AS , where the base
enumerator AB satis"es
AB(S) =
{
Res(C)
∣∣∣∣ {C} is a singleton set of ground clausesderivable from S
}
:
The bottom method, which is shown to be equivalent or more powerful than hypothesis
"nding methods developed in early ILP research, 3 is FITBT;AS such that
BT (S) =
{
{C}
∣∣∣∣ C is a ground clause such that ¬L is derivablefrom S for every literal L in C
}
:
As mentioned in [20], the set of outputs of FITBT;AS coincides with that of FITBT;AI
where
AI(K) = {H ∈ CT (L) |H = K for some substitution }:
Now we show that both the abductive method FITAB;AS and the bottom method
FITBT;AS are restricted versions of FITGT;AS . This result is given as corollaries of the
following theorem.
Theorem 4 (Yamamoto and FronhOoefer [24]). Let S be a clausal theory and T be
a ground clausal theory. If S  T , there is a <nite subset U of ground(S) such
that Res(T )Res(U ).
Corollary 1. Let E and B be arbitrary clausal theories. Then any clausal theory
H generated by FITAB;AS(B; E) can be generated by FITGT;AS(B; E).
Proof. Directly follows from the theorem.
Corollary 2. Let E and B be arbitrary clausal theories. Then any clausal theory H
generated by FITBT;AS(B; E) can be generated by FITGT;AS(B; E).
Proof. What we have to show is GT (S)⊇BT (S) for any clausal theory S. Let C =¬L1
∨¬L2 ∨ · · · ∨¬Ln be a ground clause in BT (S). From the de"nition of BT (S),
it holds that S  L1 ∧L2 ∧ · · · ∧Ln. Since C =Res(L1 ∧L2 ∧ · · · ∧Ln), we get a clausal
theory U by Theorem 4 which is a subset of ground(S) and C Res(U ).
Theorem 4 is proved by the lemmas mentioned below.
Lemma 1. If a clause C is subsumed by a tautological clause, then C is also a
tautology.
3 The bottom method was not well distinguished from inverse entailment in previous work, namely [19,20].
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Lemma 2. For ground clausal theories S and T , S ⊃T implies Res(T )Res(S).
Proof. From the de"nition, it is clear that NT  NS. Then Res(T )Res(S) by Lemma 1.
Lemma 3. Let S be a ground clausal theory. If a ground clause D is subsumed by a
clause C ∈ S, then
Res(S ∪ {D})  Res(S):
Proof. Without loss of generality, we can assume that
C = L1 ∨ L2 ∨ · · · ∨ Lm;
D = L1 ∨ L2 ∨ · · · ∨ Lm ∨ Lm+1 ∨ · · · ∨ Ln:
Then every clause F in NS contains a literal ¬Li for some i=1; 2; : : : ; m, and is subsumed
by the clause F ′ in S ∪{D} which is obtained by adding ¬Li to F . This means that
S ∪{D}⊇ NS. If F is not a tautology, F ′ is none either. Then Res(S ∪{D})Res(S)
by Lemma 1.
Lemma 4. Let S be a ground clausal theory and C1 and C2 be clauses in S. Assume
that C1 has a literal L and C2 has ¬L and let D be the resolvent of C1 and C2
obtained by deleting L and ¬L from C1 ∨C2. Then
Res(S ∪ {D})  Res(S):
Proof. We prove the theorem in the case when S = {C1; C2}. The proof can easily be
extended if S has more clauses. Let
C1 = L1;1 ∨ L1;2 ∨ · · · ∨ L1;n1
and
C2 = L2;1 ∨ L2;2 ∨ · · · ∨ L2;n2
and we can assume, without loss of generality, that
L = L1;1 = L1;2 = · · · = L1;m1 = ¬L2;1 = ¬L2;2 = · · · = ¬L2;m2
with m16m and m26n2. Then the resolvent D is
D = L1;m1+1 ∨ L1;m1+2 ∨ · · · ∨ L1;n1 ∨ L2;m2+1 ∨ L2;m2+2 ∨ · · · ∨ L2;n2 :
From the de"nition we get the following set of clauses:
NS = {¬L1;i ∨ ¬L2;j | 16 i 6 n1; 16 j 6 n2};
ND= {¬L1;i | i = m1 + 1; m1 + 2; : : : ; n1}
∪{¬L2;j | j = m2 + 1; m2 + 2; : : : ; n2};
S ∪ {D}= {C ∨ L |C ∈ NS; L ∈ ND}:
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In order to show the result of the theorem, we consider three cases:
Case 1: When m1 + 16i6n1 and 16j6n2,
¬L1;i ∨ ¬L2;j ∨ ¬L1;i¡¬L1;i ∨ ¬L2;j :
Case 2: When 16i6n1 and m2 + 16j6n2,
¬L1;i ∨ ¬L2;j ∨ ¬L2;j¡¬L1;i ∨ ¬L2;j :
Case 3: When 16i6; m1 and 16j6m2, L1;i =¬L2;j and therefore ¬L1;i ∨¬L2;j is
not in Res(S).
Combining the analysis of these three cases and by Lemma 1, we get Res(S ∪{D})
Res(S).
Proof of Theorem 4. There is a subset U of ground(S) and U=U0; U1; : : : ; Um=T is
a derivation of T . Then Res(Ui)Res(Ui−1), by Lemmas 2–4 which are proved above.
Therefore Res(T )Res(S).
Now we discuss the relative subsumption. Relative subsumption was originally de-
"ned by Plotkin as a relation between two clauses, not two clausal theories.
Denition 14 (Plotkin [13]). Let C and D be clauses and B a clausal theory. We
say that C subsumes D relative to B iL ∀(C→ D) is a logical consequence of B for
some substitution .
This original de"nition looks arti"cial somehow, but we can show that it is an
extension of our de"nition in Section 4 by considering the procedural aspect of the
original relative subsumption [20].
Theorem 5 (Yamamoto [20]). Let C and D be clauses and B a clausal theory. Then
C ∈BT (B∪Res(D#D)) i@ C is a clause subsuming D relative to B in Plotkin’s sense.
This theorem shows that the bottom method is complete for deriving clauses C
subsuming D relative to B in Plotkin’s sense. With the theorem and Corollary 2 we
get the following corollary.
Corollary 3. Let C and D be clauses and B a clausal theory. Then {C} subsumes
{D} relative to B if C subsumes D relative to B in Plotkin’s sense.
The proof of Theorem 4 shows which hypothesis may be missed by the bottom
method. It is clear that the bottom method cannot derive any clausal theories consist-
ing of more than one clause, like H2 in Example 2. We showed in [21,22] that the
hypothesis H3 in Example 3 cannot be derived with the bottom method. Let U be the
clausal theory in the proof and
U0 = U;U1; : : : ; Um = L1 ∧ L2 ∧ · · · ∧ Ln
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be a sequence of clausal theories deriving L1 ∧L2 ∧ · · · ∧Ln. Then FITBT;AS(B; E) may
not contain a hypothesis H such that H Ui for some i=0; 1; : : : ; m− 1 but H Um.
The hypothesis H3 in Example 3 is such a hypothesis, and therefore is missed by the
bottom method.
6. Inverse of the weakening rule
In this section, we discuss the inverse of the weakening rule.
The application of the inverse might cause di2culty, because the inverse derives
any clausal theory H which is a superset of an example E. For example, consider
HFP(B2; E2) in Example 2 and a clause C = {?u@y(X )←}. It holds that H2 ∪{C}K2
even though C does not subsume any clause in K2. In other words C is not needed in
explaining K2 from H2 ∪{C}, and so we have to assume that FITGT;AS(B; E) should "nd
such irrelevant clauses. This assumption sounds strange. We need to restrict somehow
the inverse of the weakening rule. A possible restriction is the following:
Restriction. H does not contain any clauses which are not used to explain E.
Other de"nitions may be given, e.g., that H should be minimal in set inclusion
ordering, or that H should be shortest, but we do not consider them.
Denition 15. A clausal theory T is directly related to another clausal theory S if one
of the following four holds:
(1) (Weakening by a resolvent) T = S−{C ∨A; C ∨¬A}, where {C; C ∨A; C ∨¬A}⊆ S
and A is an arbitrary ground atom.
(2) (Weakening by a subsumption) T = S − {D}, where C¡D for some C ∈ S.
(3) (Excluding middle) T = S − {C}, where both C ∨A and C ∨¬A are in S for
some A.
(4) (Subsumption) T = S − {C}, where D¡C for some D∈ S.
In the same way as in the de"nition of the derivability, we de"ne that S is related to
T , and write S  RT .
Denition 16. Let T be a clausal theory and C a clause. A clause-derivation of C
from T is a sequence of clauses which is de"ned inductively as follows:
(1) If C is a variant of a clause in T , then a sequence consisting of only one copy of
C is a clause-derivation of C from T .
(2) If +1 and +2, are, respectively, clause-derivations of D1 and D2 from T and if C
is a resolvent of D1 and D2, the concatenation of +1 and +2 followed by C is a
clause-derivation of C from T .
(3) If + is a clause-derivations of D and D¡C, then + followed by C is a clause-
derivation of C from T .
Every clause which is introduced into + with the "rst rule is called an input clause.
We assume that each clause in a derivation shares no variable with any other clause
in it.
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Proposition 3. If S  RT , then for every clause C in S there is a clause D in T and
a clause-derivation + of D from S such that C is used as an input clause of +.
We use the word “related” because the proposition shows that R is similar to deriv-
ability in a relevant logic. We have started to investigate the relation between HFP and
relevant logic more precisely in [6].
7. Conclusion
In this paper, we have shown that the combination of deriving residue hypothesis
and deriving their upward re"nements is a complete method for solving any hypothesis
"nding problems in clausal logic. We have extended the relative subsumption relation,
and have shown that some hypothesis "nding methods previously presented can be
regarded as "nding hypothesis which subsume examples relative to a given background
theory. We have pointed out that the weakening rule may make hypothesis "nding
di2cult to solve. In order to avoid this problem we have proposed restricting this rule
either to the inverse of resolution or to that of subsumption. This is a related to relevant
logic.
The complexity analysis of deriving residue hypothesis considered after De"nition 10
might explain why the abductive hypothesis "nding method and the bottom method
were discovered earlier than our method. Assuming severe restrictions on hypotheses,
they derive clausal theories whose residue hypothesis are easily computed. In fact, the
abductive method generates theories consisting of a clause L1 ∨ · · · ∨Ln and the bottom
method derives theories of the form L1 ∧ · · · ∧Ln. In both cases the residue hypothesis
of derived theories are computed in linear time. But the discussion in Section 5 shows
that the e2ciency is paid for by missing hypothesis which might be important.
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