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Abstract—An efficient, low-complexity, soft-output detector for general
lattices is presented, based on their Tanner graph (TG) representations.
Closest-point searches in lattices can be performed as non-binary belief
propagation on associated TGs; soft-information output is naturally
generated in the process; the algorithm requires no backtrack (cf.
classic sphere decoding), and extracts extrinsic information. A lattice’s
coding gain enables equivalence relations between lattice points, which
can be thereby partitioned in cosets. Total and extrinsic a posteriori
probabilities at the detector’s output further enable the use of soft
detection information in iterative schemes. The algorithm is illustrated
via two scenarios that transmit a 32-point, uncoded super-orthogonal
(SO) constellation for multiple-input multiple-output (MIMO) channels,
carved from an 8–dimensional non-orthogonal lattice D4⊕D4: it achieves
maximum likelihood performance in quasistatic fading; and, performs
close to interference-free transmission, and identically to list sphere
decoding, in independent fading with coordinate interleaving and iterative
equalization and detection. Latter scenario outperforms former despite
absence of forward error correction coding—because the inherent lattice
coding gain allows for the refining of extrinsic information. The lattice
constellation is the same as the one employed in the SO space-time
trellis codes first introduced for 2×2 MIMO by Ionescu et al., then
independently by Jafarkhani and Seshadri. Complexity is log-linear in
lattice dimensionality, vs. cubic in sphere decoders.
Index Terms—Belief propagation, closest lattice point search, complex-
ity, iterative decoder, MIMO, soft-output, sphere decoder, Tanner graph
I. INTRODUCTION—PROBLEM PERSPECTIVE AND SETTING
Multiple input multiple output (MIMO) transmission has emerged
as a strong scenario for future high-speed wireless communications
due to the large capacity potential of MIMO channels. Space-time
codes that exploit both spatial diversity and time diversity have been
widely proposed as MIMO modulation in the past decade to achieve
reliable transmission. The importance of lattice MIMO constellations
in constructing space-time lattice codes was recognized by El-
Gamal et al. [12] from a diversity-multiplexing tradeoff perspective.
Superorthogonal space-time codes—reported first in [1], then in [5],
[6], [7], [2], [8] (wherein they were dubbed ‘superorthogonal’)—
are one instance of lattice space-time codes; the lattice structure
inherent to the superorthogonal constellation was noted by Ionescu
and Yan [9, Sec. III]. Its optimality as a linear dispersion constellation
was further characterized in [4], with a generalization beyond 2×2
MIMO proposed in [3]. Lattice constellations lend themselves to
efficient detection algorithms, e.g. sphere decoding. Classic sphere
decoding [30] aims at hard decision, and exhibits a backtrack feature
(see footnote 1); as summarized below, soft-output variations have
been imagined [24], but retain the backtrack artifact. Banihashemi
and Kschischang employed lattice partitioning [33] to divide the
infinite lattice into a finite number of cosets. Each coset is then
labeled by a codeword of a finite Abelian group block code, called
a label code. Tanner graph (TG) representations for the label code
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[33] opened an opportunity for using belief propagation (BP) on
lattice labels. Sadeghi et al. [25] construct ‘low-density-parity-check
(LDPC) lattices’ with large coding gains from nested LDPC codes,
then use the lattice TG to perform a form of message passing; since
‘LDPC lattices’ already have, by construction, significant coding gain
(by virtue of dimensionality), [25] had to solve a pure detection
problem—namely, for an uncoded lattice constellation, albeit one
with an inherent (lattice) coding gain—and the message passing
simply aimed at finding the closest lattice (constellation) point,
without need or provision for producing soft-output or extrinsic
information. [25] exploits a lattice TG from the perspective of an
underlying block code, essentially constructing a custom lattice for
a given block code.
The literature on lattice and sphere decoding is very rich—see,
e.g., [24]–[34], and the plethora of references therein—with wide
interest in the mathematical formalism of the lattice structure, along
with algorithmic and complexity aspects. Advances in lattice theory
and sphere decoding were applied to non-MIMO telecommunication
problems and reported as early as in the 1990s by Viterbo and Biglieri
[35], Viterbo and Boutros [31], Boutros et al. [36]. Damen et al.
introduced the sphere decoder to MIMO schemes [23]; see also [12],
[24], along with references mentioned above, and elsewhere herein; in
one aspect, Hochwald [24] rightfully distinguishes between searching
for lattice points that maximize the (detection) likelihood—i.e., solve
an integer least squares (LS), or related, problem—and those that
maximize the maximum a posteriori probability (vis-a`-vis extrinsic
information). Soft-output flavors were also pursued by Boutros et al.
[37], and by Studer et al. [38], who compute bit log-likelihood ratios
by refining a tree-traversal strategy (cf. references in op. cit.)—but do
not accommodate a priori information. The potential of lattice and
coset codes was recognized in the early work of Forney [39], who
discussed the concept of geometrical uniformity and geometrically
uniform constellations. Boutros et al. discussed an alternate view
from the perspective of constellations good in both fading and AWGN
channels [36]; Ionescu and Yan discussed an example of a geo-
metrically uniform MIMO constellation [11] with fading resilience
(see more in [9]). Yet another use of lattices as enablers for signal-
space (or modulation) diversity (SSD)—in an attempt to convert a
fading channel into an AWGN channel—was discussed in [40] in
the context of bit interleaved coded modulation (BICM); see also
[43] for some lattice-based space-time block codes. SSD can improve
performance in fading channels by boosting diversity order through
judicious choice, and use, of the modulator constellation: each group
of N consecutive symbols is first mapped to an element of an N -
dimensional constellation (generally carved from an N -dimensional
lattice), then a rotation matrix is applied to the lattice constellation
in order to maximize the diversity order via the minimum product
distance of the lattice [44]; more on this aspect below. Boutros and
Viterbo [44] showed SSD to render the error performance of an
uncoded system insensitive to fading for a sufficiently dimensioned
lattice constellation. They discussed the idea of interleaving the
real coordinates, or components, of points from multidimensional
constellations embedded in some Cartesian product of the com-
plex field C, and pursued an algebraic number-theoretic analysis
to support the conclusion that coordinate interleaving (CI) together
with constellation rotation can increase diversity—that is, separately
from any redundancy scheme, such as FEC coding. The diversity
was quantified in terms of a coordinate-wise Hamming distance.
Viterbo provides—and maintains—some best known constellations
for uncoded systems over fading channels [41], [42], obtained from
algebraic number theory. Nevertheless, the SSD problem becomes
more complicated when multiple transmit antennas are employed,
as coordinates can no longer be observed independently from each
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other due to the superposition of all transmitted complex symbols at
any receive antenna; iterative receivers may have a legitimate role to
play here (see e.g. [47]). A version of BICM for MIMO channels
was examined by Boutros et al. [46]. Ionescu et al. quantified the
effect of CI on mutual information in MIMO communications [20].
In fading MIMO channels the merit of the product distance—related
to coordinate-wise Hamming distance—was posed by Tarokh as a de-
sign criterion [45]; Ionescu [2] outlined an inherent interdependence
between product and Euclidean distances. Studer et al. [38] show that
VLSI implementation of a MIMO soft-output sphere decoder, with
channel matrix regularization, is possible at only 58% area penalty vs.
a hard-decision sphere decoder—which in [38] is a Schnorr-Euchner
version [30] of Pohst’s algorithm [28] (finds the correct layer earlier
in the search).
Notably, detecting and/or decoding lattice constellations play(s)
a key role in the aforementioned problems—SSD included. The
problem of efficiently searching through a lattice becomes central
in making good use of the signal space. Since the search target is a
finite, discrete set of candidate points, unconstrained LS methods,
e.g. matrix pseudoinverse, cannot solve the problem—albeit, they
can guide it, provided that the lattice structure, or its geometrical
shape, is not destroyed while deriving a sufficient search statistic;
examples are zero-forcing (inherently noise-enhancing), nulling and
cancellation (or decision feedback), nulling and ordered cancellation
(VBLAST [50], [49]). Optimal lattice detection, or decoding, is a
constrained search problem, aiming to solve an integer least-squares
type of problem, and it is crucial to avoid an exponentially complex
(in lattice dimensionality) exhaustive search. Sphere decoding strives
to achieve a polynomial complexity—at least when averaged over
noise and lattice generators [34]—by reducing the search space;
a widely used philosophy is to enact, and manage, a searching
radius during an iterative search process that progresses from a one-
dimensional subspace to increasingly higher dimensional subspaces,
until the algorithm reaches and ranks one or more lattice point(s)
[35], [24], [34]; see Agrell et al. [30] for an informative survey
of classic sphere decoding algorithms, including the one due to
Pohst [28], Fincke and Pohst [29]. The list sphere decoding (LSD)
algorithm adopts a slight variation on traditional sphere decoding,
in that the radius is purposely prevented from decreasing during
search—in light of the possibility that the closest lattice point may
not be the one that maximizes a posteriori extrinsic information
[24, Sec. III.B], which is the real search target. In its essence,
sphere decoding is more concerned with discovering lattice points
within a search sphere (parallelogram in Kannan’s algorithm [26])
than with choosing, and/or managing, a search radius. Whenever
such computations cannot be completed beforehand—e.g., when the
channel matrix is inevitably lumped with the lattice generator [24],
and whereby the overall lattice geometry changes with the channel
use—finding the lattice covering radius is NP-hard, while the so-
called Babai estimate [48] may allow inefficiently many points. [34]
advocates that the sphere radius be chosen based on noise variance
alone, something also suggested in [35], [31]; however, [34, Sec.
IV.A] does allow for a provision to adjust that radius (should no
lattice point be found) by increasing a confidence interval. This
suggests a correlation between radius and lattice geometry—albeit
one discoverable iteratively (by adjusting the confidence interval).
The state-of-the-art of sphere decoding will be placed in some
additional perspective in Sec. IV-A, as part of a comparison between
classic approaches vs. the method proposed herein, and vis-a`-vis
complexity—which turns out to be data-dependent (see [34, Sec. III-
B] for a self-contained argument). Hassibi and Vikalo argue [34, Sec.
III-B.1] that the mean algorithmic complexity of Fincke and Pohst’s
sphere decoding is exponential in lattice dimensionality—in the sense
of mean number of visited points, and given an arbitrary, fixed, lattice
generating matrix, with arbitrary noise realization; [34] includes
a closed-form expression for an expected complexity measure—
averaged over noise and lattice generating matrices—arguing that the
expected complexity of classic sphere decoding is polynomial (cubic)
in lattice dimensionality. This is consistent with other simulation-
driven observations (when inherently averaging over lattices [24]).
In light of the above, the sequel takes a novel, qualitatively different
approach to soft-output (closest) point search in lattices, via a form
of BP on a lattice. Orthogonality, or near-orthogonality, of the under-
lying lattice is not an enabler or facilitator for the algorithm, which
accepts a general lattice, and can identify the necessary structure
for partitioning and labeling—either in real-time or beforehand; see
II-B. Nonetheless, certain features of lattices that are deemed useful
in practice, e.g. cycle-free TGs [33], remain desirable.
In order to establish that the algorithm proposed in Sec. II is well-
defined with respect to (w.r.t.) complexity—yet without resorting to
some form of expectation (as was pursued in [34, Sec. III-B])—
we first illustrate the existence of lattices for which complexity
is no worse than O(m logm), i.e. non-exponential in the lattice
dimensionality m, then bound complexity for arbitrary lattices.
The idea is placed in perspective vis-a`-vis known approaches in
Sec. IV-A, which includes the discussion on complexity. The coding
gain inherently associated with a lattice enables deeper structural
relations between subsets of lattice points, which can be thereby
associated via an equivalence relation for detection purposes—while
helping to constrain complexity in the process; a Markov model is
constructed for the lattice, completing a structured framework for (i)
processing label probabilities supplied by message passing on the TG,
and (ii) generating both total and extrinsic a posteriori probability
(APP) at the detector’s output; more in Sec. IV-A2. Backtracking1
is not needed. In non-AWGN channels, for each channel use, a
minimum mean square error (MMSE) interference cancellation (IC)
filter bank may be employed to remove the channel effects on the
lattice generator matrix [15]—just so as to isolate the lattice generator
from channel fading, which can in turn alter (sometimes irreversibly)
the geometrical shape of the lattice. This is not a limitation in
principle of the proposed search philosophy, since the discovery
(decomposition) of the lattice structure can be processed in real time
(if preferred, or not otherwise deemed more expensive practically);
the search on the lattice TG can then be carried out as proposed—at
the cost of additional complexity at the receiver, in response to the
fact that the underlying lattice changes with every use of the channel.
Real-time decomposition of the lattice was advocated and practiced
in [24], [31], [38]. Note also the discussion in [9] concerning MIMO
lattice constellations that are actually robust, resilient to fading (their
geometrical shape is recoverable even after fading and CI); we
conjecture that such constellations might be better understood, and
proven to possess desirable traits.
While Section II-B6 describes a sum-product algorithm, low-
complexity versions (e.g. min-sum, see [25]) are possible with
the known benefits. APP computation in a soft-input soft-output
(SISO) module that exchanges information with BP enables iterative
detection and decoding. The algorithm is illustrated on detecting a
superorthogonal, geometrically uniform, space-time lattice [9]—in
both quasistatic fading, and a coordinate interleaved [20] scenario.
Lowercase, respectively uppercase bold letters denote vectors and
1Backtracking refers to a known artifact of the sphere-decoding algorithm,
whereby the progression from the initial to final coordinates that are being
searched within a sphere must temporarily revisit a previous coordinate [30],
[24, Sec. III]—either the immediately previous one, or earlier ones if needed—
because the search boundaries set by the sphere radius are being exceeded
for a tentative point, or no valid lattice point is found within their limits.
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matrices; ai denotes the i-th element of a; ai, aij denote the i-
th column, respectively ij-th element of A; H, T, 〈·, ·〉 denote
(complex conjugated) transposition and inner product, log denotes
base-2 logarithm, unless otherwise specified.
A. Lattices, Detection Models, MIMO Channels
Consider MIMO wireless transmission with Nt, Nr transmit,
respectively receive antennas in Rayleigh flat fading.
1) Complex, MIMO, Rayleigh Flat Fading Channels : Assume the
channel to be constant over a block of T MIMO channel uses and
changes independently across blocks; then
Y =
√
1/NtSH¯ +N (1)
where Y ∈ CT×Nr , H¯ ∈ CNt×Nr ,S ∈ AT×Nt , N ∈ CT×Nr
are arrays of received signals, channel gain coefficients, transmitted
signals and additive noises, respectively. The elements of N are
i.i.d. zero-mean complex-valued Gaussian random variables with
variance N0/2 per dimension, i.e., nij ∼ CN (0, N0). The channel
coefficients between the i-th transmit and the j-th receive antennas
are h¯ij ∼ CN (0, 1), pairwise independent; S models the transmitted
symbols chosen from alphabet A2; sij ∈ C is radiated from the j-th
transmit antenna during the i-th channel use. By enforcing the power
constraint
E
{|||S|||2/T} ≤ Nt, (2)
where |||·||| and E{·} denote Euclidean matrix norm and expectation,
the average signal-to-noise (SNR) ratio per receive antenna is 1/N0.
(1) accommodates various setups, which include the case T=1 that
allows for independent (rather than block) fading. Arrays S may have
a certain structure, e.g. representing space-time codematrices; or, they
may simply be arrays of unrelated values obtained after interleaving
real coordinates of structured matrices (Sec. III-B) then forming new
complex valued arrays by pairing up scrambled coordinates.
2) Equivalent Real-Valued Transmission Model: It is convenient
to introduce equivalent real-valued models via the isomorphisms I :
C
M 7−→R2M×1, φ : CM×N 7−→R2MN×1
I(a) def= [ℜ(a)T ℑ(a)T]T, (3)
φ(A)
def
= [I(a1)T · · · I(aN )T]T, (4)
where a ∈ CM×1 and A = [a1 . . . aN ] ∈ CM×N . The real-valued
transmission model that is equivalent to (1) is
yc =Hcx+nc (5)
where yc def= φ(Y T), nc def= φ(NT), x def= φ(ST) and Hc def=
IT ⊗
([
ℜ(H¯T)−ℑ(H¯T)
ℑ(H¯T) ℜ(H¯T)
])
. Note that Hc is a 2NrT × 2NtT
block-diagonal real channel matrix consisting of T identical diagonal
replicas the same 2Nr × 2Nt matrix (IT is the identity matrix of
dimension T and ⊗ denotes the Kronecker product). A similar model
has been reported in [12]. Define, further, y = φ(Y ); via (4), y is
some permutation π of yc, since y, yc are φ-isomorphisms of Y
and Y T. If π(Hc) def= H denotes a row permutation of Hc by π
then y relates to yc as:
y=π(yc)=π(Hcx+ nc)=π(Hc)x+ π(nc)=Hx+ n, (6)
Models (6), (5) are interchangeable, both equivalent to the MIMO
model in (1); (6) will be preferred below as it aligns with [9]—in
order to relay certain properties of the super-orthogonal set used to
illustrate the algorithm of Section II.
2Different alphabets could be used on distinct transmit antennas, e.g. Aj
on the j-th transmit antenna; alphabets Aj could differ, e.g., when identical
constellations are assigned with unequal powers to transmit antennas—such
could be accommodated but secondary in importance to purpose of this work.
3) Space-Time Lattice Codes: An m-dimensional real lattice Λ is
a discrete additive subgroup of Rm defined as Λ = {Bu : u ∈ Zm}
where the real matrix B of size m × m is the generator matrix
of Λ [12]. A lattice code C(Λ,u0,R) is the finite subset of
the lattice translate Λ + u0 inside some shaping region R, i.e.,
C(Λ,u0,R) = {Λ + u0} ∩ R, where R is a bounded region of
R
m [12], and u0 need not be in Λ. A space-time coding scheme
with a space-time code matrix set S , such that φ(ST) ∈ Rm for all
S ∈ S , is a lattice space-time code if the m-dimensional image
of S via the isomorphism φ is a lattice code C(Λ,u0,R), i.e.,
φ({ST}) = {{Bu : u ∈ Rm}+ u0}∩R. Many well-known space-
time modulation schemes in the literature indeed can be treated as
space-time lattice codes. Two relevant examples of space-time lattice
codes are given below and in Appendix B.
Example 1: [Super-orthogonal space-time lattice codes are carved
from D4⊕D4] A super-orthogonal space-time code is constructed [9]
by expanding a (generalized) orthogonal design [10], which in turn
is obtained as a linear combination of matrices similar to the linear
dispersion codes (65), (66), with expansion coefficients derived from
a complex vector s; the difference from a linear dispersion code is
that the latter matrices verify an additional constraint (see [9, eqs.
(2), (3)]). A 32-element super-orthogonal codebook for QPSK and
T=Nt=2 was described in [1], [2] and later, independently, in [5],
[6], [7], [8]. A generic codematrix S is3 [9]
S =
∑3
l=0 χlCl +
∑3
l=0 χl
′C′l, (7)
χl 6= 0⇒ χ′l = 0 and χ′l 6= 0⇒ χl = 0, ∀l (8)
Above, χl and χ′l(l = 0, 1, 2, 3) are either 1,−1, or 0 and the nonzero
values are real parts of complex elements from a complex QPSK
constellation; the two sets of real coefficients χl and χ′l(l = 0, 1, 2, 3)
are not simultaneously nonzero, i.e. either all χls or all χ′ls vanish.
Per [9], the super-orthogonal matrix codebook is embedded into an
8-dimensional real vector space obtained as a direct sum of two 4-
dimensional real vector spaces4. The matrix sets Cl, C′l are basis
matrices in the component vector spaces that form the direct sum:
C =
{[
1 0
0−1
]
,
[
0 1
1 0
]
,
[
i 0
0 i
]
,
[
0−i
i 0
]}
, (9)
C
′ =
{[
1 0
0 1
]
,
[
0−1
1 0
]
,
[
i 0
0−i
]
,
[
0 i
i 0
]}
. (10)
S is isomorphic with x = φ(ST), which verifies
x = φ(ST) = Γχ⊕ (11)
where χ⊕ = [χ0, · · · , χ3, χ0′, χ1′, χ3′]T = [χTχ′T]T ∈ R8 is
a direct sum of two 4-dimensional vectors, Γ = [Γ1 Γ2] is a
8 × 8 real matrix and Γ1 =
[
φ(CT0 ), · · · , φ(CT3 )
]
and Γ2 =[
φ(C
′T
0 ), · · · , φ(C
′T
3 )
]
, respectively. It also follows from [9] that
Γ is proportional with a unitary matrix via ΓΓH = 2I8. As s
takes values from a QPSK constellation {±1 ± j}, j = √−1,
the nonzero realizations of either of the vectors χ, χ′ are the
sixteen 4-dimensional real vectors with elements ±1; i.e., either
χ⊕ = [χ
T[0 0 0 0 ]T]T or χ⊕ = [[0 0 0 0 ]
Tχ′T]T.
Since χ⊕ ∈ Z8, the vector x is seen to be from some lattice Λ
with generator matrix Γ, via (11). One recognizes that χ⊕ belongs
3 Definition (3) of the isomorphism I from a complex vector to a real
vector differs slightly from [9], where it was defined by interlacing the real and
imaginary parts; i.e., in [9], if s = [z1, . . . , zK ]T ∈ CK then I(s) = χ def=
[ℜ{z1},ℑ{z1}, . . . ,ℜ{zK},ℑ{zK}]
T
—rather than keeping the real (and
imaginary) parts together as done in eq. (3). This is the reason for swapping
the second and third matrices in eqs. (9), (10) relative to [9, Sec. III].
4In the superorthogonal construction the two 4-dimensional components of
the direct sum are reflection symmetries (around origin) of one another [11].
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to a direct sum a two 4-dimensional checkerboard lattices. Indeed,
consider the lattice L def= D4 ⊕ D4; i.e., a point [λ1 λ2 . . . λ8] in
D4 ⊕D4 has the property that [λ1 λ2 λ3 λ4], [λ5 λ6 λ7 λ8] are from
D4. Let [d1 d2 d3 d4] denote a point in the second shell of D4, i.e.
satisfying
∑4
i=1 d
2
i = 4. There are twenty four points in the second
shell of D4, of which exactly sixteen will satisfy |di| = 1; denote this
set by D. If B is the 4×4 generator matrix of D4 then D4⊕D4 has
generator matrix
[
B 04×4
04×4 B
]
. Then L = L1⊕L2, where L1 and L2
have generator matrices [B 04×4] and respectively [04×4B]. Both
L1 and L2 are isomorphic with D4. L1 contains the sixteen points
in the set
{[
cT [0 0 0 0]T
]T |c ∈ D}, and L2 contains the sixteen
points in the set
{[
0 0 0 0]T cT
]T |c ∈ D}. Note that the nonzero
realizations of χ, χ′ are the sixteen points in the second shell of D4
having unit magnitude real coordinates; thereby, Λ = Λ1⊕Λ2 where
Λi is isomorphic with Li, i = 1, 2, and χ⊕ is from a direct sum
of two 4-dimensional checkerboard lattices. See (27) for a generator
matrix for D4.
It follows from (11) that x = φ(ST) can be written as
x = Γχ⊕ = Γ
[
B 04×4
04×4 B
]
u, u = [u1 . . . u4]
T∈ Z4 (12)
where B is the generator matrix of the checkerboard lattice D4,
given in (27). Thereby, x can be viewed as being from a lattice
with generator matrix Γ
[
B 04×4
04×4 B
]
= [Γ1B Γ2B]. Now the real
equivalent transmission model in eq. (6) becomes
y=Hx+ n=HΓχ⊕ +n=H⊕χ⊕ + n=H⊕Bu+ n (13)
where the second equality is obtained according to (11), and H⊕ def=
HΓ. Note that in [9] the transmission model for the same super-
orthogonal space-time code is (see footnote 3):
y⊕ = G⊕χ⊕ + n⊕. (14)
It can be verified that G⊕ =
[
HΓ1 04×4
04×4 HΓ2
]
. Furthermore, the matrix
G⊕ was shown in [9] to be proportional with a unitary matrix, i.e.,
G⊕G⊕H = αI . Denote H1⊕
def
= HΓ1 and H2⊕
def
= HΓ2. Then,
Hk⊕, k = 1, 2, is unitary up to a scalar α ∈ R, i.e.
H
k
⊕
H
H
k
⊕ = αI, k = 1, 2. (15)
II. SOFT-OUTPUT REDUCED SEARCH IN LATTICE TG
While lumping a channel matrix with some (equivalent) generator
matrix—as in (13)—might be tempting, the new generator matrices
HΓ, HΓB may yield large label coordinate alphabets (see [33, Sec.
II-B]) for random H—unless some form of basis reduction can be
devised. The concept is more easily illustrated by removing the effect
of the channel matrix H via an equalization step, then dealing with
the underlying lattice separately. This is the approach taken below.
A novel soft-information detection algorithm for lattice space-time
constellations is introduced below. Detection is performed in two
stages: linear minimum mean square error (LMMSE) filtering, and BP
on a lattice. In the former, a finite impulse response (FIR) LMMSE
filter bank is used to remove the effect of the channel; this step is
equivalent to Wang and Poor’s parallel IC [15], refined by Tu¨chler
et al. [16]. Lattice redundancy is subsequently exploited by a novel
lattice detector based on a TG representation.
A. Interference Canceling MMSE (IC-MMSE) Soft Equalizer
The equivalent real transmission model in (6) applies. The goal
of the MMSE soft equalizer (filter bank in Fig. 4) is to remove the
effect of the channel H , and provide a soft estimate of transmitted
lattice x so as to minimize the cross-antenna interference due to other
coordinates {xl}2NtTl=1,l 6=i, and to noise n. In the iterative detection and
decoding scenario, soft information about x can be fed back from an
FEC decoder (if present) or from a function that computes extrinsic
soft information on lattice points (e.g., BP in Fig. 4); it is made
available to the filter bank in the form of probabilities of valid real-
izations of transmitted lattice vector x, or its elements xi; i.e., either
at the vector level x, {Pr(x = φ(CT)) ∣∣φ(CT ∈ C(Λ,u0,R)}, or
at the coordinate level—e.g. in the case when coordinate interleaving
[20] is used to scramble the coordinates of several vectors x prior
to transmission. In the latter case the structure present in the differ-
ent multidimensional lattice points is destroyed during transmission
through the channel; not only does this mean that the coordinate
probabilities supplied by the decoder have to be unscrambled before
being fed back to the IC-MMSE filter for IC, see Fig. 4, but the
performance can be improved (over the non-interleaved scenario)
even in an uncoded system (see Section III-B). Let xe denote the soft
estimate of x (xe = 0 in the first iteration). An iterative receiver aims
at iteratively canceling the interference prior to filtering by forming
a soft interference estimator in two ways:
1) Vector level feedback:
xe =
∑
φ(CT)∈C(Λ,u0,R) φ(C
T)Pr
(
x = φ(CT)
) (16)
2) Coordinate level feedback: If Ki is the i-th coordinate’s alphabet,
the average interference value at position i is
xie =
∑
ζ∈Ki ζPr(xi = ζ). (17)
Denote by xie, i=1, . . ., m, the vector obtained by setting the i-
th element of xe to zero, i.e., xie = [· · · , xi−1e , 0, xi+1e , · · · ]T; the
output of the IC-MMSE filter bank’s i-th branch, mi, is
xˆi =m
T
i (y −Hxie), (18)
where mi is subject to the unit power constraint
mi
T
hi = 1. (19)
Following [15], [14, Sec. 6.10.1] the IC-MMSE filter bank {mi} and
the i-th branch’s MSE σ2i=E
{||xi−xˆi||2} are5
mi =m
c
i +
1− hTi mci
hTi R
−1
i hi
R
−1
i hi, (20)
σ2i = (P/2Nt)− (mci )TRimci + 1− h
T
i m
c
i
hi
TR−1i hi
, (21)
m
c
i = (P/2Nt)R
−1
i hi, (22)
Ri = HQiH
H + (N0/2)I, (23)
Qi = (P/2Nt)I − diag{xie}diag{xie}. (24)
The i-th element’s soft estimate post-IC-MMSE filtering is
xˆi = xi + nˆi, (25)
with nˆi ∼ N (0, σ2i ), or in matrix form as xˆ = x + nˆ. The non-
iterative case [14, Sec. 6.10.1] corresponds to xie=0 above.
B. BP Detector for Lattice Code Based on TG Representation
After IC-MMSE equalization, the soft estimate xˆ of a lattice point
is obtained. Recall that in lattice space-time schemes, the codebook
of transmitted vectors x is a lattice code C(Λ,u0,R), where the
generator matrix of Λ is ΓB. For simplicity, bet B be a generic
lattice generator matrix. Lattice detection is to either decide which
lattice point inside the shaping region has the minimum distance to
5The coordinates of x are assumed uncorrelated.
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xˆ, or calculate the soft information (e.g., in the form of probability
or log-likelihood ratio) about each candidate lattice point. The first
detection criterion leads to hard decision detectors—e.g., maximum
likelihood (ML). The second decoding criterion leads to soft decision
detectors, which can be used in iterations between detection and
decoding. In this section, a novel TG based lattice decoding algorithm
is introduced. For simplicity, assume an m-dimensional lattice code,
i.e., xˆ ∈ Rm.
The novel lattice decoding algorithm introduced below relies on
TG representations of lattices [33], which are enabled by lattice
partitioning; all lattice points (those inside the shaping region are
of interest) are partitioned into several subgroups (cosets). Each
subgroup includes several different lattice points, and is labeled by
a well-defined Abelian group block codeword. Then, a reduced-
complexity soft-output lattice detector can be obtained by operating
on the smaller number of cosets instead of lattice points. The labels
of all cosets form an Abelian block code, which can be represented
by a TG similar to LDPC codes. BP on a lattice is performed on its
non-binary label TG to yield total and extrinsic APPs of the labels and
their coordinates, as described in the sequel. The APPs of individual
lattice points are obtained in a final step described in Section II-D.
A somewhat subtler point is that lattice partitioning revolves around
an orthogonal sublattice Λ′ of Λ, and the quotient group Λ/Λ′;
|Λ/Λ′| is finite iff Λ and Λ′ have equal dimensionalities. The most
straightforward way of obtaining Λ′ is by Gram-Schmidt (G-S)
orthogonalization of Λ’s generator matrix, whereby all orthogonal
G-S directions intercept Λ, and the intersection naturally forms
a sublattice of the same dimensionality as Λ; alternatively, the
orthogonal sublattice will have to be obtained by means other than
G-S orthogonalization.
1) Gram-Schmidt Orthogonalization: Given a generator ma-
trix B = [b1. . .bm], obtain m orthogonal vectors {wi}mi=1,
W= [w1. . .wm].
6 Let Wi be the vector space spanned by wi,
Wi=αwi, α∈R; Wdef={Wi}mi=1 is a coordinate system.
2) Lattice Label Groups Gi: Let PWi(Λ) be the projection of
Λ onto the vector space Wi, and ΛWi
def
=Λ∩Wi. The quotient group
PWi(Λ)/ΛWi is called a label group Gi; Λ is partitioned into a finite
set of cosets labeled by m-tuples from G .= G1×. . .×Gm. The finite
set of all label m-tuples, denoted L(Λ), is called the label code, and
uses G as its alphabet space [33].
3) Lattice Label Code L(Λ): Due to the isomorphism Gi ∼= Zgi ,
with gi def= |Gi|, let G = Zg1 × · · · × Zgm . A lattice point will
be labeled by the label of the coset to which it belongs. The label
code L(Λ) is an Abelian block code. Let l = [l1 . . . lm]T denote
a label, and Λ(l) denote the set of lattice points sharing the label
l; clearly, labeling is invariant to translations of Λ by u0. Let
L(Λ), L(C(Λ,u0,R)) denote the label codes of Λ, respectively
of the subset of translated lattice points inside a shaping region
R. Then, a translated lattice point inside R will have a label
l ∈ L(C(Λ,u0,R)).
4) Finding a Set of Generator Vectors V∗ def= {v∗i }ni=1 for the
dual label code L(Λ)∗ of Λ’s label code L(Λ) [33]: The generator
vectors {v∗i }ni=1 characterize the lattice Λ like a parity check equation
characterizes a linear block code, and have the following property:
all labels in L(Λ) are orthogonal to every vector vi in {v∗i }ni=1, i.e.,
v∗i
T
L(Λ) = 0 mod lcm(g1, g2, · · · , gm) (26)
where lcm(·, . . . , ·) is the least common multiple.
6w1=b1, wi=bi−
∑i−1
j=1 µijwj , i=2, . . .,m, µij
def
= 〈bi,wj〉/〈wj ,wj〉.
v1
l2 l3l1 l4
l3+l4=0mod 2
l2+2l3=0mod 3
3l1+l2+5l3+3l4=0mod 6
v2 v3
Fig. 1. Tanner graph (not minimal) for D4 of Example 2, following [33];
relevant to decoding the 8-D lattice D4⊕D4∈R8 and the codes of Example 1.
5) Lattice (Label) Tanner Graph: The generator vectors {v∗i }ni=1
act as check equations for the label code L(Λ), according to (26).
Each coordinate of a label l corresponds to a variable node, and
each generator vector that defines a check equation involving several
label coordinates corresponds to a check node. A TG is constructed
according to the constraints placed on label coordinates by the
generator vectors {v∗i }ni=1. In general, the check equations are not
over GF (2), unless the cardinalities of the label groups Gi are all
two. Thereby, the TG of a lattice is, generally, non-binary.
Example 2: (checkerboard lattice, Λ=D4∈R4) The matrix
B =
 1 1 1 21 0 1 0
0 1 1 0
0 0 1 0
 (27)
is a generator for D4, with associated G-S vectors
w1 = [ 1, 1, 0, 0 ]
T
w2 = [ 1/2, −1/2, 1, 0 ]T
w3 = [ −1/3, 1/3, 1/3, 1 ]T
w4 = [ 1/2, −1/2, −1/2, 1/2 ]T (28)
In the coordinate system {Wi}4i=1 = span{wi}4i=1 the following
projections PWi(Λ) and cross-sections ΛWi are obtained:
PW1(Λ) =
Z√
2
w1
||w1|| ΛW1 =
√
2Z w1||w1||
PW2(Λ) =
Z√
6
w2
||w2|| ΛW2 =
√
6Z w2||w2||
PW3(Λ) =
Z√
3
w3
||w3|| ΛW3 = 2
√
3Z w3||w3||
PW4(Λ) = Z
w4
||w4|| ΛW4 = 2Z
w4
||w4|| .
This results in the following quotient groups for D4: G1(Λ) ={
0,
√
2
2
}
, G2(Λ) =
{
0,
√
6
6
,
√
6
3
,
√
6
2
, 2
√
6
3
, 5
√
6
6
}
, G3(Λ) ={
0,
√
3
3
, 2
√
3
3
,
√
3, 4
√
3
3
, 5
√
3
3
}
, G4(Λ)= {0, 1}. The label code L(Λ)
and its dual L∗(Λ)⊂Z2×Z6×Z6×Z2 are, respectively,
L(Λ) = {0000, 0031, 0220, 0251, 1300, 1331,
1520, 1551, 1140, 1111 0440, 0411} ,
L(Λ)∗ = {0000, 0240, 0420, 1511, 1300, 1331,
0451, 1540, 1151, 0031 1120, 0211}
[33]. The generator set for L(Λ)∗ is V∗={1151, 0240, 0031}. Since
lcm(g1, g2, g3, g4) = 6, the TG of label code L(Λ) can be con-
structed accordingly, as given in Fig. 1, where vj is the j-th check
node, and li is the i-th variable. The variable nodes associated with
generator vector v∗j are connected to vj ; e.g., check node v1 is
connected to all four variable nodes, because all variable nodes are
involved in the first check equation. 
6) Non-Binary BP [17] on a Lattice TG: PWi(xˆ) denotes the
projection of xˆ, which may not be in Λ, onto vector space Wi, i.e.
PWi(xˆ)=xˆ
Tw1/||w1||. In the lattice TG a value α ∈ {0, . . . , gi−1}
of the variable node li is associated with the hypothesis that xˆ is an
observation of a lattice point whose label has its i-th coordinate equal
to α (or, whose projection on the vector space Wi belongs to the coset
whose label has α as its i-th element); Pr(li=α) is the probability
of this hypothesis.
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Define messages qαji, rαji where subscripts i, j refer to i-th variable
node li respectively j-th check node vj . The quantity qαji is the
probability of the hypothesis that xˆ is an observation of a lattice point
whose label has i-th coordinate equal to α, given the information
obtained via check nodes other than vj ; rαji is the probability of
check vj being satisfied given that xˆ is an observation of a lattice
point whose label has i-th coordinate equal to α. Message passing—
adapted from [17]—is then:
rαji =
∑
l∈L(Λ)
v
∗
j
T
l≡0
li=α
∏
k∈N (j)\{i} q
lk
jk, (29)
qαji = Kjif
α
i
∏
k∈M(i)\{j} r
α
ki, (30)
where Kji are implicitly defined via
∑
α q
α
ji=1, N (j) is the set
of variable nodes involved in check equation vj , and M(i) is the
set of check nodes connected to variable node li; fαi is the initial
probability of event li=α given observation xˆ.
C. Initializations (in Projection and/or Probability Domains)
BP requires initializing fαi in the labels’ TG. A simple, memory-
less SISO module—relating lattice points to labels in state (or label)
space (Sec. II-D and Fig. 4)—requires lattice point (log-)likelihoods
for initialization. Most calculations are reusable—between BP and
SISO modules, since the orthogonal projectors wi preserve distances;
known approximations can be employed by judiciously exploiting
log-likelihoods, max-log (Jacobi-log) approximations, etc.. Notably,
after partitioning the infinite lattice into finitely many labeled cosets,
not all labels are necessarily used by points in R.
1) Projection Domain: The soft estimate xˆ obtained from the
LMMSE filters bank is projected onto vector spaces {Wi}mi=1
(Fig. 2); with σ2i of (21), fαi is initialized as follows:
i. ∀l ∈ L (C(Λ,u0,R)), find closest λ ∈ R ∩ {Λ(l) + u0}:
λmin(l)= argminλ∈Λ(l)
∑m
i=1 |PWi(xˆ)−PWi(λ)|2 (31)
ii. Calculate the probability of (subgroup with) label l via
Pr(l)=
exp
(−∑mi=1 d2i (λmin (l))/(2σ2i ))∑
ℓ∈L(C(Λ,u0,R)) exp
(−∑mi=1 d2i (λmin (ℓ))/(2σ2i ))
(32)
with di(λmin(l))=|PWi(xˆ)−PWi(λmin(l))|.
Remark 1: (Simpler initialization) One can separately test xˆ
along each Wi in isolation from others—i.e., no precau-
tion to verify that selecting the closest projection coordi-
nate in each direction Wi aggregates to a lattice point. Let
Si(ℓ) .=
{
x
∣∣x = λTwi/‖wi‖,∀λ∈Λ(ℓ)∩R} be the projections
onto wi/‖wi‖ of all lattice points in R that have label ℓ; ∀l:
Lower boundary Upper boundary
Coset 2:Coset 1:
d2
d1
Wi
PWi(xˆ)
Fig. 2. Illustrative projection of a point xˆ ∈ Rm on one of the orthogonal
directions Wi, i = 1, . . . ,m, whose label group has cardinality |Gi| = 2.
i. Find the closest coordinate projection along Wi
ti,min(l)=argmint∈Si(l) |t−PWi(xˆ| (33)
ii. Calculate the probability of (subgroup with) label l via
Pr(l) =
exp
(
−∑mi=1 d′i2 (ti,min (l))/(2σ2i ))∑
ℓ∈L(C(Λ,u0,R)) exp
(−∑mi=1 d′i2 (ti,min (ℓ))/(2σ2i ))
(34)
with d′i(·)= |· − PWi(xˆ)|. 
Lastly, fαi is initialized according to
fαi =
∑
l,li=α
Pr(l) (35)
Thereafter, qαji is initialized to fαi , and BP updates rαji and qαji
iteratively up to a predetermined number of iterations.
2) Probability Domain: The likelihoods of each valid coordinate7
value for x∈Λ at the k-th MIMO channel use can be calculated from
the soft estimates in xˆ.8 With K a constant,
P (xˆi|xi = cj) = K exp
(
−||xˆi − cj ||2/2σ2i
)
, (36)
where cj is the j-th valid value of the real i-th coordinate xi of
x∈Λ ∩ R. Then, the likelihood of each valid value of xi at k-th
MIMO channel use will supply the component Pk(cj ; I) of a vector
input Pk(c; I) to a SISO APP module (see below), following the
model and notations in [18]; as in [18], Cjk will denote a random
process enacted by a sequence of (coordinate) symbols taking values
in some alphabet {cj |j ∈ J }—which, nonetheless, may be non-
binary, i.e. |J | ≥ 2.
D. Extrinsic APP—either Point- or Coordinate-Wise—post BP
In order to implement iterative receivers it is necessary to compute
the a posteriori probability at the end of BP. After the last iteration, the
BP returns rαji and qαji, ∀α, i, j. Then, the total a posteriori probability
Pr(li = α) is computed as
Pr(li = α) = fαi
∏
j∈M(i) r
α
ji, (37)
and the total a posteriori probability of each label is given by
Pr(l = {α1, α2, · · · , αm}) =∏mi=1 Pr(li = αi). (38)
In Appendix A it is shown that when a lattice is represented by a TG,
the Markov process in Fig. 3 can be associated with the model for soft
detection of lattice points; also, that the extrinsic APPs PBPk (cj ; O),
PBPk (u
j ; O) after BP, corresponding to the k-th transition between
states, can be computed as:
PBPk (c
j ; O) =
∑
e:C
j
k
(e)=cj
Pr
(
lsS(e)
)∏m
i=1 Pk[u
i(e); I]
×∏mi=1;i6=j Pk[ci(e); I], (39)
PBPk (u
j ; O) =
∑
e:U
j
k
(e)=uj
Pr
(
lsS(e)
)∏m
i=1;i6=j Pk[u
i(e); I]
×∏mi=1 Pk[ci(e); I], (40)
where lsS(e) is the label indexed by the integer value of the starting
state sS(e) of edge e. Pk[ui(e); I], Pk(ci(e); I) are the a priori
probabilities of an unencoded, respectively encoded, symbol element
(in this case a coordinate9) at position i, which are associated
with edge e [18]. In a serial concatenation such as in Fig. 4, the
unencoded symbol elements are assumed to be identically distributed
according to a uniform distribution, and thereby Pk(ui(e); I) equal
7A real coordinate of a lattice point, not an integer coordinate of a label.
8The subscript k, which would indicate the time index of the relevant
MIMO channel use, is omitted here and in Fig. 4 for simplicity of notation.
9I.e., not necessarily a binary symbol, or bit.
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to other states
from other states from other states
        
denotes cluster of  parallel transitions (edges)
Legend:
i0 i1
|Λ(li0)| |Λ(li1)|
|Λ(li1)|
|Λ(li0)|
k
k
∀ edge e, u(e) = λ ∈ Λ(li) →
{
sE(e) = i, i ∈ {1, · · · , |L(Λ)|}
c(e) = u(e)
Fig. 3. State transition diagram for Markov process representing a sequence
of lattice points. Edges occur in clusters because every label generally covers
more than one point in the shaping region. States are label indices; the state
at any time is the index of the label that contains the most recent lattice point
output by the Markov source. When the Markov source outputs a new point
it transitions into the state indexing the label that contains the new point.
the reciprocal of the alphabet size at position i. Pk(ci(e); I) are the
likelihoods of lattice point coordinates, computable as in the TG
initialization step.
In the sense of [52]–[55], the trellis in Fig. 3 is proper, one-to-one,
but nonlinear (w.r.t. a finite subset of points carved from the infinite
lattice); the edge label alphabet is the real alphabet that describes the
real and imaginary coordinates of the skewed lattice.
Example 3: For the super-orthogonal lattice code from R8 (see
Example 1) the size of the trellis edge label alphabet is q = 3,
because the nonzero realizations of χ, χ′ are all of the sixteen
4-dimensional vectors with elements ±1, and there are four null
coordinates. However, when restricted to each direct sum lattice term
D4 the edge alphabet is binary (±1). 
III. APPLICATION TO THE DETECTION OF A 2×2 MIMO
SUPER-ORTHOGONAL LATTICE SPACE-TIME CODE
The algorithm devised in Sec. II is illustrated, in combination
with hypothesis testing, on the size-32, super-orthogonal, space-time
constellation identified in Example 1 as (carved from) a lattice in
R
8 [1], [2], [5]–[9]. Per Sec. I-A3 notation, this lattice code is
C(D4 ⊕ D4,0,R ⊕ R) ∈ R8, in short C, where R is a shaping
region that carves out the set D (within second shell of D4, see
Example 1) from the whole of D4. One of the two most useful 4-D
lattices, D4 has rich structure, and is iso-dual [57, Sec. 7.2] with
gain γ(D4) = 1.414—i.e., within 3% of the maximum gain in 4-D
(Hermite’s constant).
Remark 2: If C is combined with a channel code, or used in trellis
coded modulation—natural scenarios if operating near capacity is a
goal—then it is the FEC code’s redundancy (memory) that ultimately
determines whether one or the other direct-sum D4 terms is selected
during space-time modulation (as in the trellis space-time codes from
[1], [2], [8]). The illustrative example below does not rely on an actual
channel code, since FEC codes are relatively well-understood, while
the focus herein is on the lattice search. Adding a channel code would
be an otherwise straightforward effort, and the extrinsic soft outputs in
Fig. 4 are precisely meant for enabling such purpose—with flexibility
for iterating between FEC decoder(s) (possibly concatenated) and
(MIMO) detectors. Herein, the log2 |C| = 5 bits to be simultaneously
mapped to C are parsed in 1- and 4-bit subsets; the former selects
one or the other D4 lattices, independently of the remaining four
bits; thus, absent FEC, the latter (four) bits do not carry information
about the fifth bit, which can be demodulated separately. As it turns
out, but not dwelled upon herein, the latter bits do convey extrinsic
information about each other due to the structure of lattice points in
C; see Example 1. 
A. Receiver for Quasistatic Scenarios
Consider the superorthogonal space-time code given in Example
1. The ML receiver for x⊕ is given by
x⊕;ML = argminx⊕ ||y −H⊕x⊕||2. (41)
The ML receiver is usually computationally complicated since it
needs to examine all valid lattice points (complexity grows expo-
nentially). The algorithm introduced in Section II offers a computa-
tionally efficient solution.
Recall that for a superorthogonal space-time code (see Example 1),
either all χl or all χ′l are zeros, which identifies two hypotheses:
hypothesis H1 is that χ′l vanish, and the basis matrices C are chosen;
hypothesis H2 is that χl vanish, and basis matrices C′ are chosen.
When hypotheses H1, H2 are true, the transmission model (13)
becomes, respectively,
y=
{
H1⊕ χ+ n, H1 true
H2⊕ χ
′ + n, H2 true
(42)
Due to the orthogonality of matrices Hk⊕, k = 1, 2, the MMSE
filters for χ, χ′ are the corresponding matched filters
M
k = α−1Hk⊕
H
, k = 1, 2 (43)
where Mk is the MMSE filter for hypothesis Hk. The outputs of
MMSE filters for hypotheses H1, H2 become
χˆ = M1y = α−1H1⊕
H
y = χ+ n˜1 (44)
χ̂′ = M2y = α−1H2⊕
H
y=χ′ + n˜2 (45)
where n˜1 and n˜2 are estimation noise after filtering for hypothesis
H1 respectively H2. It is not difficult to see that n˜k, k=1, 2 are
white multivariate Gaussian random vectors, i.e. n˜k∼N (0, N0
2α
I).
Note that IC is unnecessary is this scenario, and the estimates of
(44), (45) are interference-free estimates of χ respectively χ′, due
to orthogonality of Hk⊕. The a posteriori probability of H1 given y
is (in log-domain):
log (Pr(H1|y)) = log
(∑
χ Pr(H1,χ|y)
)
. (46)
Summing over all valid χ patterns in (46) becomes infeasible as
the length of χ increases. One can re-write (46) using the well-
known max-log approximation log
∑
j aj ≈ maxj log aj (or, the
more accurate Jac-log approximation, see, e.g., [24])
Pr(H1|y) ≈ maxχ Pr(H1,χ|y) ∼ p(y|H1⊕,χmax) (47)
(back in probability domain, for convenience) with
χmax = argmaxχ p
(
y
∣∣H1⊕,χ)=argminχ ∥∥y−H1⊕χ∥∥2
= argmin
χ
∥∥∥H1⊕H (y−H1⊕χ)∥∥∥2
= argminχ α
2‖χˆ − χ‖2=sign (χˆ) (48)
where χˆ is the H1 hypothesis statistic of (44). (48) used the facts
that H1⊕ is unitary (up to a scalar, see (15)), and that the nonzero
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Fig. 4. Generic iterative receiver for decoding a lattice on its TG, with BP on the lattice performed in the presence of coordinate interleaving, and extrinsic
soft information on lattice coordinates; uncoded case—lattice constellation employed per se, without additional coding gain derived from FEC encoding.
realizations of χ, χ′ are all of the sixteen 4-dimensional vectors with
elements ±1 (Example 1). Similarly,
Pr (H2|y) ≈ maxχ′ Pr (H2,χ′|y) ∼ p(y|H2⊕,χ′max) (49)
χ′max
def
= argminχ′ ‖y −H2⊕χ′‖2 = sign (χ̂′). (50)
The log-likelihood hypotheses ratio is (after the max-log approxima-
tions (47), (49), see [24, Sec. II.C])
L(H) = log Pr(H1|y)
Pr(H2|y) ≈ log
p(y|H1⊕,χmax)
p(y|H2⊕,χ′max)
=
2α
N0
(||y −H2⊕χ′max||2 − ||y −H1⊕χmax||2)
=
4α
N0
(
y
H
H
2
⊕χmax − yHH1⊕χ′max
)
=
4α2
N0
(
χˆ
H
χmax − χ̂′
H
χ
′
max
)
(51)
Substituting (48) and (49) into (51) yields
L(H) =
(
ABS (χˆ)− ABS(χ̂′)
)
4α2/N0 (52)
where ABS(a) =
∑ |ai|. Consequently, the probability of hypothe-
ses H1, H2 can be obtained from L(H)
Pr(Hk|y) = 1/(1 + exp(∓L(H))), k = 1, 2. (53)
For each winning hypothesis one can apply the lattice detection
algorithm of Section II—simply treat the information bearing vector
χ as from a lattice with generator matrix B, i.e., χ=Bu; e.g., the
equivalent model for detecting lattice point χ is χˆ=Bu+n˜1, where
χˆ is the output of matched filtering of hypothesis H1. Since χ is from
a D4 lattice, its generator matrix is B of (27). APPs are obtained
per Section II.
B. Iterative Receiver for Coordinate Interleaving in Fast Fading
Coordinate interleaving, along with the outer iteration loop in
Fig. 4, is now considered; the real and imaginary parts of all complex
symbols in a frame are collectively scrambled before transmission
[20]. Y = {y1,y2, · · · ,yN} denotes a frame spanning N MIMO
channel uses at the MIMO channel output (before deinterleaving).
Note that the structure of the superorthogonal lattice code is removed
during transmission, and has to be recovered before detection. The
applicable receive equation is (6) rather than (13); the iterative IC-
MMSE attempts to iteratively remove the cross-antenna interference,
i.e. to undo the channel H on a per MIMO channel use basis.
During the first iteration, the soft feedback from the detector/decoder
is null. The output of IC-MMSE is always deinterleaved, thus
restoring the superorthogonal structure and yielding the soft-output
Xˆ = {xˆ1, xˆ2, · · · , xˆN} with
xˆt = Γχ⊕;t + n˜t. (54)
Since the information-bearing vector χ⊕;t is a direct sum of two
D4 lattices, and the effective channel gain matrix Γ is unitary,
the equalization approach in Section III-A applies to eq. (54).
Pr(Hk|xˆt), k = 1, 2, are associated with the following transmission
models upon removing Γ1, Γ2 respectively:
H1 : χ˜t = But + n˜1t (55)
H2 : χ˜′t = Bu′t + n˜2t (56)
where χ˜t = 12Γ
T
1 xˆt, χ˜
′
t =
1
2
Γ
T
2 xˆt, n˜
1
t =
1
2
Γ
T
1 n˜t and n˜2t =
1
2
Γ
T
2 n˜t. The generator matrix B is given in (27). For each hypoth-
esis, the lattice decoding algorithm can be applied to compute the
extrinsic APPs P (u; O) and P (c; O).
Inner-loop iterative decoding between SISO and BP, as shown
in Fig. 4, can further improve the overall performance, especially
in the presence of FEC coding, when decoding follows detection.
Herein, only an uncoded system is considered in order to illustrate
the concept. Even then one can perform inner loop iterations between
PBP(c; O) from the BP module and P (u; I) from the SISO block;
more benefit is derived when a decoder is part of the inner-loop.
IV. SIMULATION AND DISCUSSIONS
The decoding of a 32-point super-orthogonal space-time lattice
constellation C ∈ R (Example 1) using the above algorithm is
illustrated in both iterative and non-iterative scenarios. Each half
of C belongs to a D4 lattice, implicitly defining a shaping region;
only six of the twelve L(Λ) labels listed in Example 2 (see Table
I) are needed to cover the lattice points in the shaping region.
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MMSE−BP: two survivinng labels
MMSE−BP:simplified initialization
Fig. 5. Super-orthogonal space-time lattice code, MMSE filtering followed
by BP. ML and BP with one and two surviving labels are identical. Curve
with square markers illustrates effect of simplified initialization.
The algorithm’s efficiency was separately tested by retaining (post
BP) only the most likely label (or two labels); others receive zero
probabilities (re-normalization performed after setting to zero the
probabilities of discarded labels). Bit 5-tuples are mapped to one
of the thirty-two codewords, then transmitted over two channels uses
(2.5 bits/channel use). A (depth-eight, block) coordinate interleaver
can scramble the coordinates of many space-time codewords before
transmission. If b bits are sent per channel use, and Es is the
symbol energy then Eb/N0[dB] = Es/N0[dB]+10∗log10 ((Nr/b))
[21]. The channel is constant over T = 2 uses. A data packet
has 500 super-orthogonal codewords; a plotted point in Figs. 5, 6
averages 2000 packets. Fig. 5 shows the frame error rate (FER)10
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w/CI: MMSE+BP (6 lbl.) (interf. free)
w/CI: MMSE+BP(2 lbl.),nIC=0 iter.
w/CI: MMSE+BP(2 lbl), nIC=4 iter.
w/CI: MMSE+BP(6 lbl.), nIC= 0 iter.
w/CI: MMSE+BP(6 lbl.), nIC=4 iter.
w/CI: LSD, nIC=0 iter.
w/CI: LSD, nIC=4 iter.
Fig. 6. Iterative decoding based on MMSE-IC followed by BP for super-
orthogonal space-time lattice code with coordinate interleaver; nIC denotes
the number of iterations in the outer loop (feedback to MMSE-IC).
vs. Eb/N0 for both ML and MMSE-BP algorithm when coordinate
interleaving is absent (πCI is the identical permutation). The ML
algorithm searches all possible valid codewords then selects the one
that maximizes the likelihood; ML’s optimal performance serves as
benchmark. The MMSE-BP algorithm runs one11 full iteration on
10Here, frame refers to one super-orthogonal space-time codeword.
11Depending on the structure of the underlying lattice, additional BP
iteration(s) may be warranted; see also [25, Example 7.3, L1256 vs. L2256].
the TG (complete, two-way message passing between check and
variable nodes), and collects the probabilities of label coordinates.
The options of retaining one surviving label and two surviving
labels—i.e., the most likely one(s)—are examined. The MMSE-BP
algorithm achieves ML performance, regardless of the number of
surviving labels. When simplified initialization is used for BP on the
lattice TG (reduced complexity) and two surviving labels are retained,
a 0.5dB performance loss is observed relative to ML at low SNR. As
SNR increases, the loss is gradually reduced and the algorithm using
simplified initialization matches the ML performance asymptotically.
Fig. 6 illustrates the iterative scenario with coordinate interleaving,
per Fig. 4. Two inner iterations are run between the SISO module and
the BP module; one full iteration is run on the lattice TG inside the BP
block. Ideal, interference-free MMSE-BP is shown as performance
benchmark—the feedback vector xe identically replicates the trans-
mitted vector in the first IC pass. When feedback from outer decoder
to inner decoder is absent, performance with six surviving labels is
slightly better than that with two surviving labels, but it is about 3
dB away from interference-free MMSE-BP at FER = 0.005. After
four iterations between inner decoder and outer decoder, MMSE-
BP performance is improved; the subtle difference between two
labels and six surviving labels suggests that practical simplifications
are possible as lattice dimensionality increases. LSD [24], shown
for performance comparison, essentially tracks MMSE-BP; a slight
difference from [24] is that the sphere was centered on xˆ (see (25))
instead of the unconstrained ML estimate sˆ of [24, eq. (15)].
As stated in Remark 2, the extrinsic information associated with
coordinates of lattice points (rather than with labels)—as generated
at the BP module output(s)—allows one to naturally expand the
iterative decoding structure in Fig. 4 so as to accommodate, in an
iterative receiver, a separate FEC code that might be used with any
(MIMO) lattice constellation. This is achievable by employing the
extrinsic soft-information supplied at the outputs of the BP module in
manners similar, e.g., to hybrid concatenations of SISO modules [18];
puncturing the FEC code or adjusting its rate, or the constellation
order, fit naturally with the soft-output lattice detector.
A. Relation with State-of-the-Art
For comparing the proposed algorithm and the state-of-the-art in
sphere decoding, some common ground with enough flexibility for
comparisons needs to be established. The sequel (loosely) denotes by
n the size of an observation vector (e.g. y in (57)), and the lattice
dimensionality by m—not discerning real from complex dimensions,
since O(κg)=O(g) if κ6=0.
The IC-MMSE soft-equalizer is not central per se to the algorithm
developed in Sec. II, as it only aims to avoid the distorting effects of
the channel matrix on the lattice generating matrix (see discussion
leading to Sec. I-A); as discussed (ibid.) this is not a limitation
in principle of the proposed search philosophy, since the lattice
structure could be inferred in real time (as was the case in [24], [35],
[38]). Such additional complexity cost at the receiver—in response
to the fact that the underlying lattice does change with every use of
the channel—would have a complexity comparable to the O(mn2)
computations of computing the unconstrained LS estimate or similar
methods (see below), i.e. not exponential in m. Thus, the IC-MMSE
equalizer (if used) will not dominate algorithmic complexity.
1) Comparison Space: Two related approaches exist in the lit-
erature at the manuscript’s time of submission: the mature sphere
decoding algorithm (Fincke and Pohst), and a reported use of a lattice
model for a high-dimensional LDPC block code in order to perform
message passing on its lattice TG [25]; the latter was comparatively
assessed in Sec. I.
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Sphere decoding is, in essence, an efficient algorithm for solving
an integer LS problem like mins∈Zm∩M ‖y−Hs‖2 (real case), i.e.
finding the LS solution in the countable (constellation) set M to the
problem
y = Hs+ n (57)
When speaking of (57) as an integer LS problem y∈Cn×1,
H∈Cn×m, s∈M⊂Zm+jZm, and M is a constellation in m (com-
plex12) dimensions. Often, M ⊂ Zm is a cubic or skewed integer
lattice, hence the name, but in the most general receive model (57) the
countable constellation M can be some other lattice, or no lattice at
all—in which case ‘rounding,’ (or ‘slicing,’ discussed below) would
occur to the closest M point, instead of integer. As well-known,
zero forcing (ZF) equalization approaches demodulation by first
attempting to reverse the channel effect via the channel pseudoinverse
matrix, H+ .=
(
HHH
)−1
HH, although this generally results in
noise enhancement; the unconstrained LS solution sˆml def= H+y
need not belong to the finite modulator constellation M, and would
have to be reduced modulo M by finding the M point closest to
sˆml. When the lattice M verifies s ∈ M ⊂ Zm, such reduction
simply amounts to replacing each coordinate of the unconstrained
ZF solution by the closest valid integer, which is also known as the
Babai estimate. Unfortunately, for the modulo-M problem, slicing
the unconstrained LS ML solution is generally not optimal w.r.t.
M in the ML sense. Nevertheless, ML optimality is preserved by
reduction modulo M (rounding, or ‘slicing’), to a limited extent, in
some cases—i.e., when H of (57) has orthogonal columns. ZF may
be improved upon by decision feedback or cancellation and ordering
(or VBLAST, see discussion on sphere decoding literature in Sec. I).
Proposition 1: [ML optimality of M-constrained solution to (57)]
If H in (57) has orthogonal columns then finding the closest M point
to the unconstrained LS ML solution to (57) preserves optimality in
the constrained ML sense.
Proof: Appendix C sketches, for quick reference, a self-
contained proof of this otherwise known result, stressing that M
need not be an integer lattice, or even a lattice at all.
Finally, the search sphere center may be placed (albeit not nec-
essarily [31]) at the unconstrained LS solution. This is the case
with LSD [24], and we proceed from this perspective—in order
to facilitate certain points of comparison with the LSD algorithm,
which is the closest counterpart when concerned with MIMO lattice
constellations, and with incorporating soft-information in the lattice
search algorithm. One relevant aspect concerns the initialization of
the label probabilities (Sec. II-C). Soft-outputs were also pursued
by Boutros et al. [37] and by Studer et al. [38], who compute bit
log-likelihood ratios by refining a tree-traversal strategy (cf. op. cit.
and references)—but do not accommodate a priori information; [38]
used Schnorr-Euchner’s version of Pohst’s algorithm [30] with radius
reduction (whereas LSD keeps the radius constant).
2) Differentiation and Advantages of Proposed Algorithm: The
new idea is to approach a soft-output search within a finite set of
points carved from a lattice as a 3-pronged strategy:
1) replace the (more or less) ad hoc sphere method of containing
the search space by a mechanism that naturally, inherently, and
automatically leverages on the intimate structure of the lattice
(vis-a`-vis the label cosets),
2) avoid inadvertently discarding the closest lattice point, seek the
maximum a posteriori (MAP) point ‘around’ it;
3) parse the intrinsic mechanisms that can generate extrinsic infor-
mation on lattice points or coordinates into two tiers:
12If using a real equivalent model,H∈R2n×2m, y∈R2n×1, s∈M⊂R2m.
☞ one that quantifies the mutual information between lattice
points—or their coordinates—on one hand, and the labels
on another hand (the Markov process of Sec. II-D, or SISO
module in Fig. 4); and
☞ another that reflects the source of redundancy, i.e. the under-
lying Abelian block label code (BP per se).
In one aspect, the burden of efficiently confining the search volume
within the m-dimensional lattice space—e.g., by finding and manag-
ing a search radius, or a parallelogram [26], or a candidate list (in
LSD), in order to preclude an exponential increase in complexity—
is naturally replaced in the proposed algorithm by monitoring one
or more labeled cosets (the labels being from the lattice label code
L(Λ)). Modifying the search radius in the classic sphere decoding
algorithm simply corresponds to modifying the number of monitored
(surviving) labels; this is, of course, the case irrespective of whether
the lattice generating matrix changes with the channel use, or not.
Remark 3: In the view of [34], sphere decoding per se need not
decisively address the initial determination of a sphere radius, which
is left to other mechanisms—e.g., use of the lattice covering radius
(NP hard), or of a value arising from a noise model. [34, Sec. IV.A]
does propose to iteratively discover a good radius based on a noise
confidence interval—should an initial setting yield no lattice point;
this hints to some correlation between radius and the lattice geometry
itself. LSD, too, advocates the estimation of a noise mean power—
albeit, in addition to a radius component that models the lumped
effect of both the channel matrix and (indirectly) the lattice generating
matrix [24, eq. (28)] 
It is now apparent that the method of Sec. II naturally links the
size of the reduced search space to lattice geometry via the inherent
structure of the labeled cosets (rather than a sphere). Ultimately,
confining the search space is efficient only to the extent that it does
not inadvertently eliminate the closest lattice point, and can keep
enough of its neighbors to include nearby points that may maximize
the MAP probability. (For that same reason, LSD does not reduce
the search radius as new lattice points are found.)
Understanding this aspect requires another look at the physical
meaning of the unconstrained LS solution computed w.r.t. Λ—when
viewed from the perspective of the projections PWi(Λ), i=1, . . . , m.
By virtue of Proposition 1, although PWΛ .= WTΛ is not a sub-
lattice, the LS ML solution constrained toM .= PWΛ is, nonetheless,
the closest point from PWΛ to the orthogonal projection—onto W—
of y13; y could be the unconstrained LS solution w.r.t. Λ, or xˆ of
Sec. II-A. Since W is orthogonal, the projections PWi(Λ) can be
obtained dimension-wise, with complexity O(m). More importantly,
the coordinates of the constrained ML point in PWΛ are, thereby,
obtained—as in Sec. II-C1—simply as the closest points in PWi(Λ)
to the respective projections on Wi of some unconstrained ML
statistic (e.g., the unconstrained LS solution w.r.t. Λ, or xˆ).
Example 4: Computing Pr(l) of (32), (34) depends on the
(squared) distances in (31) respectively (33). When (32) is used, a
squared distance as in (31) must be computed as many times as∑
l(|Λ(l)|m) = m
∑
l |Λ(l)| = m|Λ|; in the latter case a squared
distance is computed
∑
l
∑m
i=1 |Si(l)| times (see Remark 1). For
the superorthogonal constellation at hand—taking into account that
one of the two direct-sum lattice terms D4 is selected prior to label
probability computations—|Λ|=16, m=4, and |Si(l)| are listed in
Table I (only six labels are needed for the shaping region R). Use of
13If M⊂Zm in (57) then H plays the role of a lattice generating matrix,
and may include the effect of some channel matrix, lumped with the true
lattice generating matrix; either way, Hs .= λ˘ can be viewed as a point in
some skewed lattice Λ˘. Since y = WWHλ˘+n =WPW λ˘+n, with W
orthogonal, the LS ML solution constrained to PW Λ˘ is simply the closest
point from PW Λ˘ to the projection of y onto W .
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(34) can reduce complexity—to an extent that generally depends on
the actual lattice—by a factor ranging, in this case, from 64
36
(when
all labels are used, i.e. no attempt is made to reduce the search space)
to 64
7
(one surviving label is preserved); e.g., if two surviving labels
are preserved then the complexity reduction is by a factor between
64
14
and 64
8
. 
The importance of this aspect is appreciated when initializing label
probabilities: it insures that the largest likelihood is preserved among
the projections PWi(Λ)—even when the max-log approximation
is used (for coset probabilities). This guarantees that the coset
containing the ML lattice point is promoted as the most likely coset—
when iterations start. In restricting the search to the points labeled
with the most likely label(s), the algorithm will not inadvertently
discard the closest lattice point. This remains true if more than one
label is retained—given that the closest lattice point may not be the
one that maximizes a posteriori extrinsic information.14
Proposition 2: No information about the closest lattice point is
lost in restricting the search to the lattice points associated with the
most likely labels(s). The algorithm in Sec. II will not inadvertently
discard the closest lattice point, and the additional points associated
with the most likely label(s) provide for the possibility that the closest
lattice point may not be the one that maximizes a posteriori extrinsic
information.
At last, the iterative discovery of the MAP solution is allocated
between two functionalities: one that quantifies the mutual informa-
tion between labels and the labeled points, and one that iterates on
label probabilities (BP on the TG).
In conclusion, by replacing the sphere—in the classic sphere
decoding or LSD algorithms—with one or more label(s), or coset(s),
the management of the search space is greatly simplified, without
losing information about the closest lattice point, and with well-
behaved complexity (see next subsection).
B. Concerning Algorithmic Complexity
Apart from label probability initialization—which is related to find-
ing an intermediate solution to the constrained problem w.r.t. PWΛ,
and has complexity O(m), see above—complexity is influenced by
SISO APP and BP on the label TG.
The generic SISO MAP algorithm is known to have a complexity
linear in the state complexity of the trellis [51]. State complexity
s is a fundamental descriptive characteristic of a (block) code,
comparable to its length, rate, and minimum distance (cf. [52], [53]
and references). Notably, when normalized to the block length—and
referred to as relative trellis complexity ς—it coincides with all other
measures of complexity (branch- or edge-complexity, total number of
merges, etc.) asymptotically as the length tends to ∞ [53, Sec. VI,
14Even if the likelihood order for the remaining points (other than the ML
one) is spoiled by the constrained LS solution, the redundancy present in the
lattice and/or FEC will iteratively restore the a posteriori order, as long as
the algorithm proceeds with the correct search scope.
TABLE I
|Si(l)| VS. l ∈ L(C(Λ,u0,R))
l |S1(l)| |S2(l)| |S3(l)| |S4(l)| |Λ(l)|
0440 3 2 1 1 3
0411 3 2 1 1 3
0251 3 2 1 1 3
0220 3 2 1 1 3
0031 1 1 1 1 2
0000 1 1 1 1 2
p. 1952]; 15 it is the asymptotic behavior, after all, that matters in the
limit as m→∞.
State complexity is upper bounded—for both linear [52, Sec.
IV], [53, eq. (1)] and nonlinear16 trellises [55, eq. (2)], [53]—by
maxi∈I
(
logq |Si|
)
= maxi∈I
(
log |Si| logq 2
) ≤ maxi∈I log |Si|,
where q ≥ 2 denotes edge label alphabet size and Si is simply the
set of states at time (trellis section) i.
Because the number of states in the SISO module equals the num-
ber of labels (Sec. II-D), complexity will be eventually determined
by the logarithm of the number of labels log(|L(Λ)|). Per [33, Sec.
V-B.1], |L(Λ)| = |G|/|L(Λ)∗| ≤ |G|, with |G| = ∏mi=1 gi; take
|G| as a measure of complexity, as done in fact in [33], too. Using
[33, Prop. 6, Corollaries 2, 3], and [59], the limiting behavior of
decoding complexity as m → ∞ is captured in Table II for several
important lattices.
Thereby, there exist lattices for which complexity is not exponential
in m; contrast this with the mean algorithmic complexity of classic
sphere decoding, shown [34, Sec. III.B.1] to be exponential in lattice
dimensionality—in the sense of the mean number of visited points
(fixed lattice, arbitrary noise).
TABLE II
ASYMPTOTIC COMPLEXITY IN LATTICE DIMENSIONALITYm FOR
CHECKERBOARD, BARNES-WALL AND ROOT LATTICES
lattice Λ log(|G(Λ)|) = log (|L(Λ)||L(Λ)∗|) ∈ . . . Refer-
ence
Dm O(m) [33]
BWm, m
.
= 2m0 ,
m0 even
O
(
logmm/2
)
= O(m logm) [33]
BWm, m
.
= 2m0 ,
m0 odd
O
(
log(2−m/2mm/2)
)
= O(m logm) [33]
Am (m logm)/2+O(m)+(m logm)/2+O(m) =
O(m logm)
[32]
A simple observation vis-a`-vis the lattice coding gain γ(Λ) [57],
[33, eq. (9)] and Hermite’s number theoretic constant γm .= 4δ2/mm
[57, p. 20]—with δm being the densest lattice packing in Rm—allows
one to extend the above conclusion to general lattices. The gain of an
arbitrary lattice is γ(Λ) .= λ2(Λ)[V (Λ)]−2/m, where V (Λ) denotes
the volume of the fundamental (Voronoi) region17, and λ(Λ) is the
shortest nonzero vector in Λ. Per [33, Corollary 3]18,
|G| ≥
⌈
γ(Λ)1/2γ(Λ∗)1/2
⌉m
(58)
It can be shown that γ(Λ) = 4δ2/m [57, p. 73 & eq. (20)], where δ
is Λ’s center density; but γ lower-bounds γm—as δm is the center
density of the densest lattice—which in turn verifies γm
m
. 1.744
2pie
.
=
C for large m [57, eq. (48)]. Applying this inequality to both γ(Λ),
γ(Λ∗) yields19 |G|. (mC)m and
log |G(Λ)| ∈ O(m logm+m logC) = O(m logm) (59)
15Thereby, although the discussion continues below in terms of s, a parallel
limiting behavior argument can be made w.r.t. all measures of relative, or
normalized, complexity via ς—perhaps more meaningfully, because normal-
ization relates the complexity to some physical symbol duration.
16The minimization over all one-to-one trellises [55, eq. (2)] is superfluous
if the trellis on which decoding is to be performed is given.
17Caution as to the definition of V (Λ); in [57, p. 4] it is the square root
of detΛ, as opposed to det Λ in [33, eq. (9)]. This is inconsequential, as
the respective definitions of det Λ revert the discrepancy, and in both cases
V (Λ) equals the determinant of the generating matrix—if latter is square.
18Equality achieved for many known lattices and optimal coordinates[33].
19Rigorously speaking, we assume that Λ is appropriately represented so
as to achieve equality in (58), or a tight enough approximation; e.g., |G| ∈
O
(⌈
γ(Λ)1/2γ(Λ∗)1/2
⌉m)
would suffice to assess limiting behavior. This
is possible at least for some ‘good’ known lattices, see footnote 18.
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Complexity is at most log-linear in lattice dimensionality m—and
better than cubic (O(m3), cf. [34], [24]), for arbitrary Λ.
Lastly, the complexity of BP on the TG was characterized in [33]—
measured by |G(Λ)|, whose limiting behavior was discussed above.
Alternatively, it is well known that a lattice can be decoded on its
trellis—which is well-defined, finite, and based on its quotient group
Λ/Λ′ [58]. The same discussion on state complexity applies, with
the slight difference that now complexity would be measured by
|L(Λ)| < |G(Λ)|. Each distinct path through the trellis corresponds
to a coset, and in the limit with m → ∞ the complexity of BP on
the TG cannot be worse than log-linear, per above discussion.
Thereby, the aggregate complexity of the proposed algorithm is at
most log-linear in lattice dimensionality.
V. CONCLUSION
A soft-output MAP point search in lattices was introduced, via a
form of BP on a lattice. Due to the coding gain associated with a
lattice, structural relations exist between certain lattice points, which
can be associated via an equivalence relation for detection purposes.
This leads to a soft-output detection algorithm, which can generate
both total and extrinsic a posteriori probability at the detector’s
output. The new idea is to approach a soft-output search within a
finite set of points carved from a lattice as a 3-pronged strategy,
as discussed in Sec. IV-A2. The backtrack artifact of classic sphere
decoding is absent, and complexity is at most log-linear in the lattice
dimensionality.
APPENDIX A
FINDING EXTRINSIC a posteriori PROBABILITIES POST BP
Herein, the expressions for extrinsic a posteriori probabilities
(39), (40), at the BP detector’s output, are derived; the extrinsic
probabilities are needed in iterative receivers. Here, the goal of
detection is to provide soft information about valid channel alphabet
symbols, i.e. real coordinates of the complex symbols from the
modulation constellations used on various transmit antennas; this
information about coordinates can be used to revert the effect of a
coordinate interleaver, or can be forwarded directly to a soft decoder
for some coded modulation encoder. Alternatively, it can be used for
soft or hard demodulation, e.g. in the case of bit interleaved coded
modulation, or with plain uncoded transmission.
When a lattice is represented by a TG, it is possible to associate a
Markov process with the model for soft detection of lattice points
in a natural way. This is enabled by first viewing the sequence
of lattice points passed through the channel as a Markov source.
Another observation is that, in general, simple detection (with or
without soft information) is by itself memoryless; thereby, one should
expect the Markov process to be somehow degenerated, in order
to reflect the memoryless nature of simple (non-iterative) detection.
The objective of detection is to determine the a posteriori (total or
extrinsic) probabilities of the output of the Markov source. In order
to leverage off of known results—even in the case of plain, uncoded
transmission (no FEC redundancy added by encoding)—one can view
the output c of the Markov source (a lattice point, i.e. a vector of
lattice coordinates) as the result of mapping with rate one (i.e. no
additional redundancy) an identical replica of the input u=c; this
is a degenerated Markov process where even the dependence of the
future on the present is removed. The only remaining structure to be
captured for the Markov source, in the case when the candidate points
are from a lattice, must reflect the partitioning in labeled cosets, as
discussed in Section II-B. To this end, note that the labels themselves
can be associated with states having integer values by virtue of the
following convention: the state Sk−1 at time k−1 is the index of the
label that contains the most recent lattice point output by the Markov
source, i.e. at time k−1; when the Markov source outputs a new point
at time k it transitions into state Sk equal to the integer indexing
the label that contains the new point. Alternatively, with respect
to the mapping u7→c and omitting the time index, when u=λ∈Λ
occurs at the rate-one block input, the Markov process transitions
into the state whose (integer) value indexes the label containing λ.
This is depicted in Fig. 3, where e denotes an edge from starting
state sS(e) to ending state sE(e). Formally, for any edge e, at any
time, if u(e)=λ∈Λ(li)⊂Λ, where i∈{1, . . . |L(Λ)|} indexes one of
the |L(Λ)| labels, then the ending state sE(e)=i and the Markov
source outputs c(e)=u(e). A bijective map ℓ from integer states to
labels s ℓ7→ls exists such that, for any integer state s∈{1, . . . |L(Λ)|},
ℓ(s)
def
=ls is the label associated with s.
The Markov sequence of random points selected from the lattice
can be thus viewed as triggered by state transitions triggered by
u=λ∈Λ; although the realizations of u on the lattice grid are
random, a state model arises as a result of partitioning the lattice
in equivalence classes. That is, there exist certain structural relations
between certain points, which can be associated via an equivalence
relation. The state probabilities, used in a posteriori probability
calculations, are seen to be associated with the probabilities of these
equivalence classes (or their labels), which can be obtained, in turn,
separately from BP on the lattice’s TG, as shown next.
In general, for a Markov process generated by triggering state
transitions via some input (e.g. a classical convolutional code), the
new state depends on the current input and several previous inputs;
in the case at hand the new state depends only on the current input.
This illustrates the degenerated nature of the Markov process at hand,
seen thereby to be memoryless.
The memoryless nature of the Markov process is apparent in the
fact that any state can be reached in one transition from any state, and
the state probability distribution does not depend on time; it depends
only on the probability distribution for u, and so does the probability
distribution of the output of the Markov process. The output of the
Markov process does not depend on the current state, but rather on
the input u; the input determines both the new output and the new
state—i.e. the output at any time does not depend on any previous
state.
The state transition diagram for the Markov process forming the
object of detection is shown in Fig. 3; the results in [18], [19] apply.
Following [18], the extrinsic APPs PBPk (cj ; O) and PBPk (uj ; O)
during the k-th transition between states are
PBPk (c
j ; O) =
∑
e:C
j
k
(e)=cj
Ak−1[sS(e)]
∏m
i=1 Pk[u
i(e); I]
×∏mi=1;i6=j Pk[ci(e); I]Bk[sE(e)], (60)
PBPk (u
j ; O) =
∑
e:U
j
k
(e)=uj
Ak−1[sS(e)]
∏m
i=1
i6=j
Pk[u
i(e); I]
×∏mi=1 Pk[ci(e); I]Bk[sE(e)], (61)
where Ak−1[sS(e)] and Bk[sE(e)] are the probabilities of the current
state and the new state that are associated with edge e. Following the
well-known results and notation in [19] and using the memoryless
nature of the Markov process in Fig. 3,
Ak[s]
def
= Pr{Sk=s;yk1} = Pr{Sk = s;yk;yk−11 }
= Pr{Sk=s;yk|yk−11 }Pr{yk−11 } (62)
= Pr{Sk=s;yk}Pr{yk−11 }=Pr{Sk=s;yk}κ0, (63)
where, following [19], yτ0 denotes the observations of the relevant
Markov process, as taken at the output of a discrete memoryless
channel at time instants 0, . . ., τ . Most importantly, the factor κ0
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does not depend on state s, and is thus canceled out during the nor-
malization step that enforces
∑
sAk[s]=1. Due to the isomorphism
between states and labels it follows that Pr{Sk=s;yk} is the label
probability Pr {ℓ(s)}=Pr {ls} computed as in (38). (39), (40) follow
from [19] and properties of the degenerated Markov process, since
Bk[s]
def
= Pr{yτk+1|Sk = s} = Pr{yτk+1} (64)
does not depend on state s and behaves as a constant (canceled out
during the normalization step enforcing
∑
sBk[s]=1).
APPENDIX B
Example 5: (Linear dispersion codes) A linear dispersion code
[13] defines a mapping of a complex vector s = [s0, s1, · · · , sK−1]T
to a T ×Nt complex matrix S as follows:
S =
∑K−1
l=0 (slP l + sl
HQl) (65)
where {P l}K−1l=0 , {Ql}K−1l=0 are T × Nt complex valued matrices.
The linear dispersion code can be further rearranged as
S =
∑K−1
l=0
(
ℜ(sl)P˜ l + ℑ(sl)Q˜l
)
(66)
with P˜ l=P l+Ql, Q˜l=iP l−iQl. Letting χ=I(s) one can express
the linear dispersion code linearly in terms of χ and a matrix set
Cdef={Cl}2K−1l=0 =
{
P˜ 0, · · ·,P˜K−1,Q˜0, · · ·,Q˜K−1
}
as
S=
∑2K−1
i=0 χiCi. (67)
If Γ def= [φ(CT0 ), · · · , φ(CT2K−1)] then ST is φ-isomorphic with
x
def
= φ(ST) =
∑2K−1
i=0 χiφ(Ci
T) = Γχ (68)
Letting χ in (68) be proportional to a vector of integers implies that
a linear dispersion code is a lattice code with generator matrix Γ;
this is the case when s is from a particular modulation constellation,
e.g. PAM or QAM. In general, χ is not an integer vector, e.g. when
the elements of s are from a PSK constellation. However, if, by
construction of the linear dispersion code, s is selected to be from a
lattice Λ′ then the points χ are carved from Λ′ via shaping region
R ∈ Rm; i.e., χ ∈ Λ′⋂R where Λ′ = {Bu : u ∈ Zm} and
B is the generator matrix of Λ′, while the linear dispersion code
is a lattice space-time code with generator matrix ΓB. One may
find different pairs of lattice Λ′ and shaping region R defining the
same χs; the choice of Λ′ and R will influence the complexity of
the corresponding decoder, as discussed in [33] (unless some basis
reduction approach is used to process the generator matrix). The real
transmission model becomes
y =HΓBu+ n, (69)
and is equivalent to using a lattice with generator matrix ΓB.
APPENDIX C
PROOF OF PROPOSITION 1
Lemma 1: A matrix H∈Cn×m is left (right) diagonalizable by a
unitary matrix iff H has orthogonal columns (rows).
Proof: Let {i}x, x{i} be the i-th row, respectively column vector,
of some matrix X. For the direct implication, H has orthogonal
columns, thus HHH is diagonal. By SVD, H = VΣWH, where
V ∈ Cn×n, W ∈ Cm×m are unitary, and Σ ∈ Rn×m is
diagonal with non-negative diagonal entries (non-negative square
roots of eigenvalues of HHH, equal in turn to ‖h{i}‖2, i = 1 . . .m,
per assumed orthogonality). Thus HHH = WΣHVHVΣWH =
WDW
H
, where D .= ΣHΣ = ΣΣ ∈ Rm×m is diagonal with
diagonal elements di = ‖h{i}‖2, i=1 . . .m, and HHHW = WD.
But ∀X,
Xdiag([δ1,· · · ,δm]) =
[
x{1} . . . x{m}
]
diag([δ1,· · · ,δm])
=
[
δ1x{1} . . . δmx{m}
] (70)
diag([δ1,· · · ,δm])X =
[(
δ1{1}x
)T
. . .
(
δm{m}x
)T]T (71)
Apply (71), (70) to i-th columns of HHHW respectively WD ‖h{1}‖
2w1i
.
.
.
‖h{m}‖2wmi
 =
 d1w1i..
.
dmwmi
 = di
 w1i..
.
wmi
 (72)
If ∃(HHH)−1 and di are all-distinct (eigenvalues), then necessarily
wii = 1, and wij = 0 ∀i 6= j, i.e. W = I is the unique m × m
matrix in the SVD. W = I remains a valid choice in the SVD,
albeit not unique, even when HHH is singular or has eigenvalues of
multiplicity greater than one. Either way, H = VΣ and ∃ a unitary
matrix that diagonalizes H on the left. Conversely, if H=VΣ then
H
H
H=ΣHVHVΣ=ΣΣ. Q.E.D. 
The unconstrained LS solution to (57) is sˆml = H+y =
(HHH)−1HHHs+H+n, and ∃ V∈Cn×n unitary
χ
def
= VHy = VHHs+VHn = H`s+ n′ (73)
C
n×m ∋ H` =
[
diag(h`11, . . . , h`mm)
0(n−m)×m
]
(74)
and h`ii ≥ 0; (57) and (73) are equivalent (χ is a sufficient statistic),
and H` has pseudoinverse H`+=(H`HH`)−1H`H
H`
+
= diag
([
h`
−2
11 . . .h`
−2
mm
]) [
diag
([
h`11. . .h`mm
])
0m×(n−m)
]
=
[
diag
([
h`
−1
11 . . .h`
−1
mm
])
0m×(n−m)
]
(75)
Then the unconstrained LS solution is
sˆml = H`
+
χ = diag
([
h`
−1
11 . . .h`
−1
mm
]) [
χ1· · ·χm
]T (76)
The constrained ML solution sˆcML .=argmins∈M‖χ−Hs‖2
sˆcML = arg min
s∈M
{∑m
i=1 |χi − h`iisi|2 +
∑n
i=m+1 |χi|2
}
= argmins∈M
{∑m
i=1 |h`ii|2|h`
−1
ii χi − si|2
}
= argmins∈M
{∑m
i=1 |h`ii|2|si − sˆml,i|2
}
(77)
The minimum in (77) corresponds to the constrained ML solution
(closest s∈M to the sufficient statistic χ), obtainable as the closest
s∈M to the unconstrained LS solution sˆml (76); should M be a
lattice, rounding sˆml to nearest integers (Babai estimate) yields the
exact integer LS solution to (57). 
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