Abstract. We prove that for any commutative ring R of Krull dimension zero, n ≥ 3 and A = R[X ±1 1 , . . . , X ±1 k , X k+1 , . . . , Xm], the group En(A) acts transitively on Umn(A). In particular, we obtain that every stably free module over A is free, i.e., A is Hermite ring.
Introduction
We denote by R a commutative ring with unity and N the set of non-negative integers. Um n (R) is the set of unimodular rows of length n over R, that is all (x 0 , . . . , x n−1 ) ∈ R n such that x 0 R + ⋅ ⋅ ⋅ + x n−1 R = R. If u, v ∈ Um n (R) and G is a subgroup of GL n (R), we write u ∼ G v if there exists g in G such that v = ug. Recall that E n (R) denotes the subgroup of GL n (R), generated by all E ij (a) ∶= I n + ae ij (where i ≠ j, a ∈ R and e ij denotes the n × n-matrix whose only non-zero entry is 1 on the (i, j)-th place). We abbreviate the notation u ∼ En(R) v to u ∼ E v. We say that a ring R is Hermite if any finitely generated stably free R-module is free. We write dim(R) = d if R has Krull dimension d.
In this article, we study the action of the group E n (A) on Um n (A), where
Assume that R is a Noetherian ring and
Then for n ≥ max (3, dim(R) + 2), the group E n (A) acts transitively on Um n (A).
It is natural to ask if Suslin's theorem still true for non-Noetherian rings R. In this case, we have the following results:
In this article we prove:
Assume that R is a zero-dimensional ring and
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Then for n ≥ 3, the group E n (A) acts transitively on Um n (A).
Proof of the main theorem
We begin with some notations. Let f ∈ R[X, X −1 ] be a nonzero Laurent polynomial. We denote by hdeg(f ) and ldeg(f ) the highest and the lowest degree of f , respectively. Let hc(f ) and lc(f ) denote respectively the coefficients of the highest and the lowest degree term of f .
We recall the following results of R.Rao and M.Roitman:
Lemma 2.2. ([[3], Lemma 1])
Let (a 1 , . . . , a n ) ∈ Um n (R), n ≥ 3, and let t be an element of R which is invertible
Let a = (a 1 , . . . , a n ) ∈ Um n (R), where n ≥ 2. If a ∼ En(R I) e 1 , where Nil(R) ⊇ I ⊴ R, then there exists a matrix M ∈ E n (R I) such that (a 1 , . . . , a n ) ⋅ M = (1, 0, . . . , 0). If we lift this matrix, we obtain that
and so a ∼ En(R) e 1 . This show that in the proof of the main theorem, we may assume that R is reduced ring. So we are interested in von-Neumann regular rings, i.e., reduced rings of dimension zero. We list the following well-known facts about von-Neumann regular rings that we will use. Proposition 2.3. For any ring R, the following are equivalent:
(1) R m is a field for every maximal ideal m.
(2) R is reduced and has Krull dimension 0. (3) For every a ∈ R, there exists r ∈ R such that a = a 2 r. (4) For every a ∈ R, there exists u ∈ U(R) such that a = a 2 u.
Theorem 2.4. Assume that R is a zero-dimensional ring and
Proof. We may suppose that R is reduced ring. Let f = (f 1 , . . . , f n ) ∈ Um n (A) where n ≥ 3. We prove the theorem by induction on the number N of the non-zero coefficients of the polynomial f 1 , . . . , f n . Starting with N = 1. Let N > 1, and
where a i ∈ R and i 1 , . . . , i m ∈ N. Let I ∋ j = (j 1 , . . . , j m ) such that
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Denote by a j = H f1 . We may assume that H f1 ∈ U(R). For otherwise, by the inductive assumption with respect to the ring A a j A, we can obtain from f a row ≡ (1, 0, . . . , 0) mod a j A using elementary transformations. We can perform such transformations so that at every stage the row contains a polynomial h such that a t j = H h , where t ∈ N. Indeed, if we have to perform, e.g., the elementary transformation (g 1 , . . . , g n ) → (g 1 , g 2 + hg 1 , . . . , g n ) and H g2 = a t j , then we replace this elementary transformation by the two transformations:
So assume that (f 1 , . . . , f n ) ≡ (1, 0, . . . , 0) mod a j A and a k j = H fi , where k ∈ N and 1 ≤ i ≤ n. If i = 1, then replace f 2 by f 2 + a j X s 1 f 1 , for some sufficiently large s. So we assume that a
We can replace f 1 by f 1 + X s 1 g 2 , for sufficiently large s. So we may assume that H f1 ∈ U(R). Let k be an integer greater than all involved i l and r j = k j−1 . By making the change of variables:
for sufficiently large k, f 1 becomes an unitary polynomial in X m . So by (2.1), f ∼ E e 1 .
Theorem 2.5. Assume that R is a zero-dimensional ring and
Proof. We may suppose that R is reduced ring. First we consider the case k = m. Let f = (f 1 , . . . , f n ) ∈ Um n (A) where n ≥ 3. We prove the theorem by induction on the number N of the non-zero coefficients of the polynomial f 1 , . . . , f n . Starting with N = 1. Let N > 1, and
where a i ∈ R and i 1 , . . . , i m ∈ Z. Let I ∋ j = (j 1 , . . . , j m ) such that
Denote by a j = L f1 . We may assume that a j ∈ U(R). For otherwise, by the inductive assumption with respect to the ring A a j A, we can obtain from f a row ≡ (1, 0, . . . , 0) mod a j A using elementary transformations. We can perform such transformations so that at every stage the row contains a polynomial h such that a k j = L h , where k ∈ N. So assume that f ≡ (1, 0, . . . , 0) mod a j A and a k j = L f2 , where k ∈ N. By (2.3) , a k j = a j v, where v ∈ U(R). So f 2 = a j g 2 and f 3 = a j g 3 , where L g2 = v. By (2.2), g 2 , g 3 , f 4 , . . . , f n ).
We can replace f 1 by f 1 + a j X −s 1 g 2 , for sufficiently large s and obtain L f1 ∈ U(R). By making a change of variables of the form:
we obtain lc(f 1 ) ∈ U(A), as a Laurent polynomial in X 1 . By (2.2), we obtain
as a Laurent polynomials in X 1 . By adding suitable multiples of f 1 to f 2 , f 3 , . . . , f n , we finally assume that f i ≡ 0 mod X 1 for all i = 2, 3, . . . , n. We choose a sufficiently large natural number k and make the change of variables
Then 
