In this paper we investigate the global convergence property of the affine scaling method under the assumption of dual nondegeneracy. The behavior of the method near degenerate vertices is analyzed in detail on the basis of the equivalence between the affine scaling methods for homogeneous LP problems and Karmarkar's method. It is shown that the step-size 1/8, where the displacement vector is normalized with respect to the distance in the scaled space, is sufficient to guarantee the global convergence for dual nondegenerate LP problems. The result can be regarded as a counterpart to Dikin's global convergence result on the affine scaling method assuming primal nondegeneracy. We put the following assumption throughout the paper.
As opposed to the simplicity of the methods and the promising experimental results, there are several basic questions to be answered from the viewpoint of theory. One of the most interesting open problems may be whether or not they are polynomial-time algorithms. It was shown by Megiddo and Shub [11] that the trajectory of the continuous version of the primal affine scaling method may visit the neighborhoods of all the vertices of the Klee-Minty cube, and hence many of the researchers feel that the methods do not have the polynomial property. The global convergence property is a weaker, but a more fundamental property that should be guaranteed in any algorithm for continuous optimization. However, the existence of degenerate problems makes the problem difficult, and hence still no proof is given for the global convergence of these affine scaling methods in the case where both primal and dual degeneracy take place. All the known global convergence results are dealing with the primal affine scaling method and assume primal nonde-generacy condition [7] , ( [20] is a detailed and elucidative paper on Dikin's proof [7] in English), or both primal and dual nondegeneracy conditions [4, 19] . In [3] , global convergence was shown for the continuous version of the method without assuming nondegeneracy conditions.
In this paper we give a proof for the global convergence property of the dual affine scaling method which requires only dual nondegeneracy condition. The behavior of the method near degenerate vertices is analyzed in detail on the basis of the equivalence between the affine scaling methods for homogeneous linear programming problems and Karmarkar's method [5, 8, 15, 16, 21] . Applying the technique developed and used for the local analysis of several interior point methods under the existence of degeneracy [17, 18] and the global analysis of dynamical systems related to Karmarkar's method [14] , we show that the stepsize 1/8, where the displacement vector is normalized with respect to the distance in the scaled space, is sufficient to guarantee the global convergence for dual nondegenerate linear programming problems.
Though our result is for the dual standard form set-up, it can be directly applied to show the global convergence of the primal affine scaling method under the assumption of dual nondegeneracy as well. In this sense our result can be regarded as a counterpart to Dikin's result [7] , which proved the global convergence of the primal affine scaling method under the assumption of primal nondegeneracy.
Problem. In this paper we deal with the dual standard form linear programming problem (D):
minimize ctx, subject to x E 49, We put the following assumption throughout the paper.
(1) The feasible region 4 has an interior point and Rank(A) = n. This is a conventional assumption assumed in most of the literatures of the interior point methods.
In addition, we require the following two assumptions in Lemma 6.1 and Theorem 2.1, the main theorem of this paper:
(2) The set of the optimal solution(s) of (D) is nonempty; (3) The objective function is not constant on any face of 9 except for the vertices. In particular, assumption (3) plays a substantial role in this paper. This assumption is sometimes referred to as "the assumption of dual nondegeneracy". We prove the global convergence of the dual affine scaling method [1] 
under assumptions (1)-(3).
To this end, we proceed as follows. In ?2 we introduce the dual affine scaling method and explain our main result in detail. In ?3, we provide several notations and propositions regarding the elementary theory of polyhedra, and introduce a new coordinate by choosing independent slack variables. Section 4 is devoted to derive an asymptotic formula of the projection matrix which appears in the iterative formula of the dual affine scaling method represented in the space of slack variables. In ?5 we introduce the concept of local Karmarkar potential functions which are associated with dual degenerate faces, and prove a key lemma of this paper that relates the dual affine scaling method and the reduction of the local Karmarkar potential functions. In ?6, making use of the assumption of dual nondegeneracy, we observe that the sequence converges to a vertex. Amalgamating the results obtained in ??5 and 6, we prove in ?7 that the limiting vertex is the optimal solution, which proves global 1 and I denote the vector of all ones and the identity matrix of proper dimension, respectively. We use 11 -1 (without subscript) for the 2 norm. For the sequence {x(^)} (v = 1,...; x( e E Rn), we abbreviate {f(x(^))}, {g(x()))}, etc. as {f(v)}, {g()}, etc. We denote by x+ the new point obtained by performing one iterative step at the point x E Rn, and use f+, g+, etc. to denote f(x+), g(x+), etc. We do not indicate arguments of functions when they are obvious from the context. As we will show in Lemma 2.2, x(+ ) is also an interior feasible solution if we choose 0 < (v) < 1, so that the iteration can be continued recursively. Since G(x) is a positive definite matrix, we easily see that the method is a descendent method for ctx. If we assume assumptions (2) and (3), the set {x E 6lctx < ctx(} is compact, and hence the sequence generated by (2.1) always has an accumulation point. The main result of this paper is written as follows:
THEOREM 2.1. Let (D) be a linear programming problem satisfying assumptions (1)-(3). If we choose the step-size A() = 1/8 and apply the dual affine scaling method (2.1) to (D), the generated sequence converges to the optimal solution which is a vertex of 9.
We will prove this theorem in ?7. Some readers may be confused in comparing this result with the existing results on the global convergence property given by Dikin [7] , Barnes [4] , and Vanderbei et al. [19] , since we deal with the dual affine scaling method for the dual standard form linear programming problems while the others work with the primal affine scaling method for the standard form linear programming problems. Barnes [4] and Vanderbei et al. [19] independently proved the global convergence of the primal affine scaling method in the case where both primal nondegeneracy condition and dual nondegeneracy condition are satisfied. The best convergence result obtained so far is the one by Dikin [7] , who proved the global convergence of the primal affine scaling method under the assumption of primal nondegeneracy. Though our result is 529 for the dual standard form linear programming problems, it can be directly applied to show the global convergence of the primal affine scaling method under the assumption of dual nondegeneracy. (Strictly speaking, our condition on dual nondegeneracy is slightly weaker than the one in [4] and [19] .) Hence, our result may be regarded as a counterpart to Dikin's convergence result. A brief discussion of this point is given in the Appendix.
Before concluding, we prove Lemma 2.2. Preliminaries. In this section we introduce further notations regarding polyhedra, together with preliminary propositions and concepts which will be used in the remainder of this paper.
(1) We use X, s ,..., ? to denote the faces of a. We do not treat the empty set as a face. We denote by v the set of the optimal solution(s) of (D), if it exists. If assumptions (2) and (3) are satisfied, Y is a vertex of ,9. For a face S" of ?, we denote by E(g') the set of indices of the constraints which are always satisfied with equality on the face. We sometimes abbreviate E(Sg) as E when the face ' which associates with the notation E is obvious from the context. with an appropriate matrix TBR, and hence F-= P(B).
A face F of 4 is referred to as a "dual degenerate face" if the objective function ctx is constant on the face. We include vertices also as dual degenerate faces. Dual degenerate faces are characterized as follows.
PROPOSITION 3.2. A face F of ~ is a dual degenerate face if and only if c E Im(AE(y)).
PROOF. It is an easy exercise, hence we omit the proof. El By definition, the set of the optimal solution(s) is a dual degenerate face. We note that a dual degenerate face does not necessarily contain an optimal solution. Any face S of 5 that is contained in a hyperplane {xlctx = cO} with appropriate co is a dual degenerate face. For example, every nonoptimal vertex is a dual degenerate face.
In terms of the notations introduced above, the assumptions on degeneracy concerned with the linear programming problem (D) is written as follows:
( This means that the value of each slack variable is multiplied at most by a factor of (1 + ,L) at each step of iteration (2.1).
In the analysis of the global convergence of the dual affine scaling method, it is important to investigate the asymptotic properties of the projection matrix P(x) when the sequence (or its subsequence) approaches a face or diverges to infinity. (Under assumptions (2) and (3), it easily follows that the sequence is bounded and every accumulation point is on a face. But, for further extensions, we consider the general case here.) The following lemma gives a useful expression of P(x) for our purpose. LEMMA 
Let F be an index set, and choose a pair of basis index sets (B(F), B(F)) associated with F to take the slack coordinate (GB(F), 6B(F)). Let x be an interior point of 9 and let the slack variable ((x) be put in order as x(X) = (F(X), xB(F)( ), N(F)(W ) = ( R(F)(X), IB(F)(X), xB(F)(X), xN(F))).
Then the matrix P(x) is written as follows. (A matrix with a pair of index sets as the lower indices (say, Cz z2) represents a matrix whose rows and columns are associated with the first index set (Z1) and the second (Z2), respectively. We use this convention throughout the paper.) infinity while the numerator is bounded. We note that Lemma 4.2 holds also in the latter situation. One of the interesting and important cases in applying these lemmas is the case where F is chosen to be E(F~), the index set consisting of the indices corresponding to the "always-active constraints" of the face F of ?9. We obtain the following lemma, which plays an important role in the consecutive analysis. In order to analyze the behavior of iteration (2.1) near the dual degenerate face ,, we define the local Karmarkar potential function for the face S? as ( 
LEMMA 4.3. Let F be a face of <, and apply Lemma 4.1 with F '= E(F). Then the projection matrix PFF(x) appearing in (4.4) has the following property: (4.30) PFF(x)lF = 1 (or, equivalently, PE(f)E(y)l)E()= 1E(()).

PROOF. Since the basis index sets (B(E(-F)), B(E(-F)) for applying Lemma 4.1 is associated with E(SF), due to
5.1) f=(I(x)) =IE(?-)Ilog(ctx -co) -log(ax -bi), ieE( ) where E(') is the set of indices of constraints satisfied with equality at 9, and IE(S)l is the number of those constraints. Note that IE(')l can be greater than n in the case where the face is primal degenerate.
Roughly speaking, the purpose of this section is to show that one iteration of the dual affine scaling method at the current iterate x reduces the potential (5.1) by a positive constant as long as ctx -co > 0, if S' is a dual degenerate face that does not contain the whole set of the optimal solutions of (D) and x is in the vicinity of the face S2. This fact is described more precisely as Lemma 5.1 shown below. 
<0
Note that this lemma can be applied to the case where S' is a nonoptimal dual degenerate face which is possibly not a vertex, and it holds, in the case where an optimal solution exists, even if ' is a face which is a proper subset of the whole set . of the optimal solution(s) of (D>. The latter property may be useful for the local analysis of the dual affine scaling method. The proof of the lemma is given at the end of this section after providing several preliminary lemmas. holds for all r.
In the following we observe several basic relations. We denote IE(S)I by k, and abbreviate E(g2) as E. We determine a slack coordinate (GB(E(r)), 6B(E(t))) associated with the index set E(t'), and choose a vector y E Rm such that (AE(-o)YE(o)
=
{(E PEEE}
PROOF. Since the set {x E Ylctx < ctx()} is compact due to assumptions (2) and (3), the sequence {x)) has accumulation point(s). Noting this fact, we prove the lemma in several steps. The following is the content of the proof.
TAKASHI TSUCHIYA
Step 1. We show that every accumulation point of {x()} is a vertex, say, Y, for which we can choose the subsequence {x('^)} such that x() -> " as -* oo and ctG(x(^))c/llC,E()ll2 > 8' holds for all r, where 8' is an appropriate positive constant. To prove this fact, we proceed as follows:
Step 1.1. We choose an accumulation point x, and denote by " the face that contain x in its interior. We choose a vertex 7 of '. We show the existence of a subsequence {x ( Step 2.. We prove that the sequence {x})) has a unique accumulation point. Together with Step 1, we see the vertex 7 (= ,) is the limit point of {x() with the sequence {x(VT)) satisfying the condition of the lemma. This completes the proof of the lemma. 
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converges to zero as r tends to infinity, we have E(g) = E(Y). Together with E(g) c E(T), this implies that E(g) c E(U), i.e., Yc '. Then X is a dual nondegenerate face, because ' is not a vertex.
In the following, we show that 
