INTRODUCTION
The world is being changed by information technology (IT). Science and technology created this changing force, and science and technology are also being fundamentally changed by IT. Because of the fundamental change being driven by IT, scientists and technologists who wish to stay close to the cutting edge of their disciplines are increasingly required to understand where IT developments are heading. This paper will present an historical perspective on IT advances of the past, look at recent and projected IT advances, and comment on the growing impact of IT on science and technology in the future.
HISTORICAL PERSPECTIVE ON IT ADVANCES
In a simplified view of human history, there have been three eras: hunter-gatherer, agricultural, and automation (this division is similar to the stone age, bronze age, iron age division of history). The hunter-gatherer era could be said to have begun five million years ago when our species separated from the other primates, and it lasted until 10,000 years ago when agriculture was first invented in the Middle East. By creating settled communities and food surpluses, the agricultural era gave rise to the artifacts of historical times including written language, mathematics, and city-states. By domesticating animals, the agricultural era created a ready source of food, a major advance in warfare, and also a new source of energy for transportation and industry.
The era of automation began only about 250 years ago when the creation and use of the steam engine began to supplement the natural sources of energy (human and animal labor, and wind and water mills). It would be difficult to overstate the importance of the steam engine, which heralded the beginning of a new era that has brought perhaps as much change to humanity as agriculture did.
If the era of automation began with the automation of muscle and motive power, it has continued more recently with the automation of mind power. In particular, the nineteenth and twentieth centuries have seen the rise of what we now call information technologies. First in telecommunication with the telegraph, telephone, and wireless technologies, and then in the storage and processing of information beginning with the mechanical and then electro-mechanical devices invented to process data from the 1890 census (which was the beginning of the IBM Corporation).
The wireless telecommunication technologies of the early twentieth century gave rise to electronics (diode tubes and then triode tubes). By the 1930's and 1940's, scientists and engineers were seeking ways to apply this new technology to the processing of information. Laboratory experiments of those times led to the programmable electronic digital computer, which was ready for sale by mid-century. (One of the first organizations to purchase such a machine was the US Bureau the of Census.)
Within 15 years of the emergence of the digital computer industry, telecommunications officials were introducing digital transmission into telephone systems, with the goal of improving on analog voice communications. As discussed further below, this convergence of electronic digital technologies also facilitated telecommunication between computers as well as between humans and has led to today's "networked world."
It is too early from an historical perspective to understand all the changes being wrought by automation. Even the muscle automation of the last several centuries, and certainly the mind automation of the last several decades seem to introduce new changes daily. Three authors who have attempted to take a long look at the history of IT are Douglas Robertson (in The New Renaissance) and Michael Hobart and Zachary Schiffrnan (in Information Ages). Robertson sees four "information explosions" in human history and Hobart and Schiffrnan see three "information ages."
Information Explosions
Somewhere along the evolutionary path of our five million years of hunting and gathering, humans learned to speak. Surely the information explosion caused by this novel form of communication among the hairless primates remains the greatest advance in "IT" of all time.
About 5000 years ago, humans learned how to "freeze" spoken language onto surfaces of clay tablets and parchments and thus to produce written language. No longer did all information have to be communicated face-to-face and memorized if it were to be retained. This second information explosion has been named "the dawn of history" (prehistorical times being those for which there are no written records).
A mere 500 years ago, the information technology of printing with moveable type was invented in Europe. Books began to decline in price from two years of a typical workman's wages to the $10 paperback of today. Clearly this produced a third information explosion. An accompanying rise in literacy rates (in Europe) began, enabling people to read (first the Bible, then, to the dismay of priests, many other books). It has been suggested by some historians that our age of science could not have occurred without the information technology of printing to cheaply and accurately distribute the growing body of scientific information.
Speech, writing, and printing are certainly major milestones in human progress. Robertson believes that a fourth information explosion has begun with the advent of the electronic digital computer. He predicts that the eventual results of this information explosion will be at least as great as the previous three.
Information Ages
Hobart and Schiffrnan parse the world history of information somewhat differently. They point out that the first written languages were "only" accounting tools, making it possible to collect taxes and perform the other administrative activities of city-states. It wasn't until perhaps 2,500 years after the creation of written language (about 500 BC) that it became the general literary tool that we know today and the world entered the age of literacy. They see the creation of the Greek alphabet as underlying the first fully functional written language (perhaps the first to have both vowels and consonants, for example). This language tool gave the Greeks the ability (or greatly augmented their natural inclinations) to express themselves in modes such as literature, science, and philosophy. The use of written language for classification theory, as codified by Aristotle, was an important tool for understanding the world. Until the mid-twentieth century, classification theory was the main tool of biologists and geologists. Hobart and Schiffman thus remind us that science has its "literary roots" from the age of literacy.
Of course, science also has mathematical roots. And since mathematics had arisen at about the same time and place as written language, it has an equally long history of development. But whereas written language achieved a full functionality 2,500 years ago, Hobart and Schiffman suggest that a comparable functionality did not emerge for mathematics until after the time of the creation of printing 500 years ago. Perhaps this is because mathematics, like science, required the inexpensive and accurate transmission of its knowledge among practitioners. Mathematics has made great strides over the last 500 years (which they calls the age of numeracy), first with the acceptance in Europe of the Indian (aka Arabic) number system and then with the creation of algebra, analytic geometry, calculus, and all the miracles of modern mathematics. The application of mathematics has fueled the science and technology revolution of the last three centuries.
And now, science has a third root in a third information age with which to continue its progress. The third information age that Hobart and Schiffman identify is, of course, the same as the fourth information explosion that Robertson identifies: the age of the computer. Computers give science the ability to simulate and model complex systems that goes well beyond what can be done with classical mathematics (of course, much of the simulation is based on classical mathematics). Enthusiasts speak of "computational science" as now taking its place along side of traditional experimental and theoretical science as a "third mode" of scientific inquiry.
Regardless of whether computational science will ultimately be viewed as a third mode of science or as a way to combine and enhance new and traditional theoretical methods with experimental methods, few people would doubt the importance of computing for the scientific enterprise. Thus this latest information age/explosion is bringing great opportunities for the advancement of science and technology (as indeed it is bringing great opportunities for society at large).
For the 50 years of the computer age, science and technology have been at the forefront of developing and utilizing IT tools and services. This leadership seems likely to continue, given the readiness of science and technology fields to adopt the new capabilities offered by IT. And since IT continues to change and advance so quickly, it behooves scientists who want to stay close to the cutting edge of their disciplines to keep a close eye on projected IT advances.
Converging Technologies
One important characteristic of modern IT development is called "convergence of technologies." This can be seen by the move "from stovepipe IT industries to a layered IT mega industry". Three traditional stovepipe IT industries are telecommunications, information, and computing. The telecommunications industry began with the telegraph and within 50 years had advanced to the telephone. Wireless telegraph and telephone followed within another 50 years. The information (or media) industry, broadly defined to include the provision of all modes of information, began with printing (books, magazines, newspapers) and expanded to include photography. Photography led to motion pictures, and wireless communications led to radio and television. The computing industry perhaps began with cash registers and bookkeeping machines in the 19 th century, advanced to data processing machines in the early twentieth century, and to electronic digital computers by the mid-twentieth century. These various industries were indeed distinct stovepipes until recently. Both the telecommunication industries and the information industries have been adopting the digital forms of the computing industry. It is this adoption that is at the heart of the convergence of the various IT industries. Digital telephony, begun in 1965, is now complete except for the "last mile" from the home to the central office where analog to digital conversion takes place. Digital printing has come of age over the last quarter century. Digital television (high density TV) is just emerging at this time, as is digital photography.
The significance of this convergence is that "all information" is assuming digital format and can be transmitted around the world via digital telecommunications and processed by the billions of computers that now exist. Therefore, the same infrastructure will be providing access to collaborators, access to information, and access to computational facilities. This commonality will yield benefits that we are only beginning to understand.
Four Phases of a Technology
In addition to commonality of infrastructure, IT appears to be heading towards a ubiquitous presence in society such as electricity and automobiles achieved in the twentieth century. One way to classify the progress of a technology towards ubiquity is the following. New technologies are first experimental (not available for purchase); then some become exotic (purchasable, but expensive); some of those may then become manufacturable (can be made and bought cheaply); and finally a few may become ubiquitous (you really miss it when it is not available: like when the lights go out or the car doesn't start). Computers were experimental up to 1950; exotic until about 1975, when computer chip technology emerged; manufacturable until 2000 when, it might be argued, personal computers are becoming ubiquitous. The Internet got a later start and was experimental until 1990 when PSI and UUNet began selling Internet services. (Computer type-specific networking was available 20 years earlier but has been largely replaced by the Internet.) The Internet was an exotic technology during the 1990s. Perhaps it is becoming "manufacturable" with the emergency of DSL and high-speed cable modem services to the home. By the end of this decade these services will be widely deployed and wireless Internet will be common as well. In any event, it won't be too long into the twenty-first century before networked computers will also be ubiquitous. Such ubiquity will prove to be of great use to science and technology as well as to society at large.
A recently overheard definition of technology is: something that has been invented in your own lifetime (everything else is just part of the woodwork). With respect to that tongue-in-cheek definition, language, printing, and mathematics certainly would not be information technologies. In the longer view, of course, they most certainly are information technologies. It may be useful to keep the longer view in mind for several reasons. First, much language (spoken and written) processing, most printing, and a lot of applied mathematics are now accomplished via computer age IT. Second, computer age IT has often been driven by these earlier age information technologies (language as an artificial intelligence driver, printing as a graphics driver, mathematics as a supercomputing driver, etc.). And third, as discussed above, spoken language, written language, and mathematics can be understood to underlie the three broad areas of computer age IT: communication of information, storage of information, and transformation of information. Having taken this look backward over all information ages, however, the rest of this paper will focus on recent and projected IT advances of this third, contemporary, information age.
RECENT AND PROJECTED IT ADVANCES
In one sense, IT has been "doing things the same way" since the beginning, it's just done them faster. That is, computing, storage, and telecommunications continue to transform, store and retrieve, and transmit information. But qualitative changes have been introduced into society nevertheless. IT is an example of an area where quantitative improvements yield qualitative changes. So is transportation, even though twentieth century (jet) speeds are "only" 100 times faster than eighteenth century (horse) speeds, quantitative improvement certainly brought about qualitative change. And in computing, where the computers of today are a million times faster or a million times cheaper than those of three or four decades ago, qualitative changes in society are being wrought. (Computer input-output is one area that has changed qualitatively over that same period, advancing from card readers and line printers to graphics, pointing and clicking, and remote sensing.) Unfortunately, today's software remains too similar to that of earlier days, being neither quantitatively nor qualitatively improved very much. We will review in turn recent advances and anticipated advances in each of these dimensions of IT capabilities.
Computing
In the early 1970s, a computer that could process one million operations per second (one megaops) cost about $1 million. In the early 2000s, a computer processing one billion operations per second (one gigaops) costs about $1 thousand, and a one trillion instruction per second (one teraops) computer costs several million dollars. (Perhaps as significantly for society as a whole, a one megaops computer chip of today costs about one dollar.) These figures illustrate the factor-of-a-million improvement in price-performance referred to earlier. Such improvements are, of course, based on the miracle technology of the computer chip and its "Moore's Law" of improvement which has (for more than 30 years) accurately predicted the doubling of the number of transistors on a chip every two years or so. In 1971 several thousand transistors per chip was state of the art; in 1981 it was several hundred thousand; in 1991 several million, and in 2001 almost 50 million. Before the end of this decade, chances are good for a billion-transistor chip.
In addition to desktop computers for $1000, state-of-the-art IT is yielding supercomputing projects of extraordinary power. The National Science Foundation is investing about $100 million over four years in a project that should yield computing power of at least 20 teraops; the Japanese Earth Simulator supercomputer, which cost about $500 million over the last five years, is currently operating at 40 teraops; and the DoE Advanced Scientific Computing Initiative is investing $500 million per year with the goal of achieving more than 100 teraops by mid-decade (along with smaller machines leading up to that level).
If the billion-transistor chip is reached by 2010, so also should a supercomputer of 1000 teraops power (one petaops). These astronomical numbers have real scientific consequences. The most important function of such computers is to simulate and model complex systems, both natural and artificial. Systems such as cells, organisms, ecosystems, and galaxies soak up all available computing power and scientists anxiously await the new generation's more powerful processors. (It appears that science will always have potential applications waiting for more processing power.) Desktop computer users can look forward to important improvements as well. When petaops machines become high-end, teraops machines will be found on the desktop.
It has been observed that we may face the end of Moore's Law improvements in chips around 2015. By that time, the projected size of the transistors and wires on a chip will be so small that quantum effects take over and normal chip functioning ceases. History shows that we are usually able to extend the life of a technology beyond forecasted end dates. Nevertheless, the laws of physics will ultimately cause computer chip improvements to level off. Fortunately, there is another family of revolutionary technologies on the horizon that could keep a Moore's Law-level of computing improvements continuing for additional decades: nanotechnology.
Nanotechnology (which has many other applications beyond providing technology for computers of the future) involves building structures "one atom or molecule at a time." Such tiny structures blur the distinction between materials and devices, and they offer extraordinary possibilities in decreased size and increased performance for IT. One type of nano-computers makes use of the same properties of quantum physics that will limit chip size. Quantum computers could bring the mathematics of nanoscale physics to the macro physical world. The quantum concept of state entanglement provides a method to do computation in an extremely parallel manner. In fact, proponents of this potential new computing technology suggest that it may take us as far beyond electronic computing as electronic computing took us beyond electromechanical computing.
And quantum computing is just one of the technologies that may emerge. Chemical computers, which store bits in chemical bonds, are under investigation as are biologically inspired computers, including ones that compute by evaluating DNA sequences. One or more of these revolutionary technologies will make the computers of 2025 millions of times more powerful than those of today. It is also probable that low-end computers of that time will cost less than a cent making possible truly ubiquitous computing in virtually all parts of our environment.
Computer storage and memory have become increasingly important for scientific computation as their capabilities have increased. Although use of these terms varies, "storage" usually refers to "secondary storage," now almost entirely composed of magnetic disk drives (in the past magnetic tape and drum devices were also used, and in the deep past punched paper cards and tape were used). "Memory" usually refers to "primary memory" which is made out of chips like the processors themselves. (In the early 1970s, "computer chip" meant computer memory chip as these simpler chips emerged from the laboratory before processor chips did.)
Both memory and storage have grown as rapidly as processing power. Early computers had a few thousand characters of memory and perhaps a few million of secondary storage. Early personal computers of the 1980s had as much memory and storage as mainframes of 20 years earlier: several tens of thousands of characters of memory and five to ten million characters of disk storage. Today's personal computer memories are approaching one billion characters, and their disk storage drives are approaching 100 billion characters. Supercomputers of today are up to 1000 times larger with main memories approaching one trillion characters and disk farms of 100 to 1000 trillion characters (100 terabytes to one petabyte).
These astronomical numbers may seem unnecessary and/or unsurpassable, but they are neither. Regarding their necessity, the supercomputing jobs of today (which are the desktop jobs of tomorrow) produce huge amounts of output as they simulate and model complex systems such as the earth's climate and thermonuclear explosions. This output then must be organized to serve as input to further supercomputer processing. Regarding surpassability, one needn't even look to nanotechnologies to see additional huge increases in size. Moore's law for computer chips will supply us with main memories 1000 times larger (both for desktop and supercomputers), and new magnetic recording technologies will do the same for disks. A recent breakthrough promises to take today's disk densities of one billion bits per square inch to a trillion bits per square inch, probably in this decade.
One way of describing the vastness of the computer storage to be available is that soon newborn babies could have cameras and microphones attached to them that could record everything they saw and heard over their lifetimes of 100 years. Another interesting measure is that annual disk production (which is about one exabyte: 10**18 characters) is large enough to hold all (multimedia) information produced by all human societies since the beginning of time. Since annual disk production ten years from now is likely to be a thousand to a million times more voluminous, we appear to be "falling behind" by producing more storage space than information.
Of course, the costs of disk storage have been going down as fast as capacities are going up. Early disks (in the 1950s) cost on the order of a dollar per character. Today, we are approaching a dollar per gigabyte (a billion characters). As with all dimensions of IT hardware, remarkable increases in price-performance, not just in price or in performance, are pushing the technology towards ubiquity.
Perhaps the most revolutionary aspect of modern disk storage has to do more with networking technology than with the disk technology itself. Due to the Internet, we are heading towards there being "just one big disk farm" distributed over hundreds of million (soon to be billions) of computer systems around the world. Since the delays in accessing data on a single electromechanical disk are similar to the delays introduced by the speed of light around the world, performance of the "global disk farm" is (increasingly) similar to what it would be if all those disks were gathered into one room. This independence of location will increasingly be the case as network performance (discussed below) improves from mere gigabits per second to terabits per second.
Whether the disks are in one room or in one world, there is an unsolved problem of how to find the information once it is written. We are in danger of having "write only" information that we can store but not retrieve, because merely indexing the data (which is easy even with huge sizes) doesn't provide the pattern matching and general searching that is required to solve many problems. The research topics of data warehousing and data mining are aimed at solving this problem.
Networking
The interconnection of computers and/or computer components over long distances has a history almost as long as the digital computer itself. In the 1950s, such interconnections were sufficiently expensive that national defense provided the only feasible applications. In the 1960s, computer vendor-specific telecommunications began as did research (under national defense fimding) that led to the computer vendor-neutral telecommunications eventually called the Internet.
Internet backbones were limited to 56 kilobits per second (the bandwidth of a circuit that could carry one telephone communication) until 1988, and computer connections to these backbones were usually much less than that-initially less than one kilobit per second. Beginning in 1998 with the NSFnet, Internet backbones began a remarkable growth: 1.5 megabits per second (mbps); 45 mbps in 1991; 155mbps in 1995; 2.4 gigabits per second (gbps) in 1998; 10 gbps in 2000; and 40 gbps in 2002. This increase of almost one million in less than 15 years was made possible by another "miracle technology"~the combination of fiber optic cables and laser light sources.
Individual computer connection speeds to the Internet have improved similarly. Today, gigabit ethernet connections are common in institutions of higher education, and one-megabit connections are increasingly common to homes. More than 100 million, soon to be billions, of computers are connected to the global Internet.
In this case as well, these astronomical numbers are soon to be eclipsed by even larger ones. Not only is the speed of individual light pulses on fiber optic cables continuing to increase (from 10 gbps today to 100 gbps later this decade), but an increasingly large number of light pulses of different colors can be transmitted on the same cable simultaneously. A typical bundle of 100 cables each with 100 colors of 100 gbps data will yield a petabit per second of data traveling down a single bundle. The United States is already criss-crossed with hundreds of thousands of miles of such bundles, so the transporting of huge data sets will become easy.
In addition to these improvements in networking, a change in how information is routed across a network will lower the cost of network services. Currently, at each routing point in a network, the light pulses are converted back into electronic bits for computerlike processing in the router. Once the next path is determined, the electronic bits are reconverted into light pulses. These continual conversions are expensive and timeconsuming. The new technology of all-optical switching will make such conversions unnecessary and computer-to-computer communication will be in the form of optical bits from one end to the other. The combination of higher bit rates and optical switching will help drive home computer networking costs from $20 per month for a 50 kilobit per second (modem) connection to $20 per month for a 50 megabit per second connection.
Before such networking price-performance can come about, several non-technical issues in the networking business will have to "catch up" with the technologies of networking. In 2000, the "dot com bubble" burst and the whole telecom industry entered a bust-phase much like (and for much the same reasons) as the U. S. railroads did in the 1880s. Consolidations and bankruptcies are occurring and will probably continue for several more years before the industry regains its momentum. Also, there is little competition in "the last mile" between buildings (homes, offices, etc.) and the network backbones. Until competition exists, there is no incentive for network prices to follow the downward direction of network costs.
One potential source of competition and at the same time a source of entirely new networking applications is wireless networking. Wireless networking is an "access method" in the sense that it provides an alternate last mile path from a computer to a fiber optic backbone. Currently, wireless networking is in its infancy, serving mostly for telephone data. As the technology matures and performance increases, mobile Internet services will emerge which will support entirely new applications.
Sensors and Displays
Sensors and displays are modern forms of computer input and output. As mentioned above, input/output has changed considerably in quality as well as quantity over the 50 years of the computer age. Throughout the scientific age, scientists have collected data, often from sensors of some type. Originally such data was recorded manually; then auxiliary tape units were attached to the experimental devices for carrying to computers for processing. Now computers may be embedded in the experimental apparatus and/or the apparatus may be viewed as an input device directly connected to a computer, which may be remote from the apparatus.
From a computer scientist's viewpoint, telescopes, particle accelerators, microscopes, etc., are now sensor-type input devices for computers. This network-enabled change in perspective will be increasingly important for many sciences. Just as the move from batch processing to timesharing computers three decades ago greatly improved the efficiency of programmers by giving them instant notification of their mistakes, the instant input of experimental data will allow scientists to steer the experimental process in real time, greatly improving the efficiency of the apparatus.
Moreover, many new sensors are about to arrive on the computing scene. Sensors of the types mentioned above might be called "macro sensors" because they tend to be large and expensive. Just around the corner is a class of "micro sensors," which will allow new types of data to be collected for analysis. Nanotechnology will ultimately yield "nano sensors", but the microchip technology of today is being augmented to produce micro electromechanical devices (MEMS) that will sense and actuate in the world while at the same time being input/output devices for remote computers connected by wireless networks to the micro devices.
Examples of such devices include heat and gas sensors that can be dropped into forest fires; materials sensors that can be embedded into buildings and other structures; and various bio-sensors that can be used to instrument ecosystems. Since such devises will be small and cheap, they will revolutionize the sensing field just as microcomputers revolutionized computing.
Not all new sensors will be small. The very large and expensive large hadron collider (LHC) under construction at CERN in Switzerland will produce about a petabyte of data per second and save a petabyte per month. Much of that huge data repository will then be transmitted electronically to waiting workstations in every physics laboratory in the world for distributed processing.
Novel forms of computer output have also begun to affect scientific computing. Much supercomputing output, for example, is too voluminous to be useful as raw numbers. When such data can be put into a visual format, however, human visual processing can be symbiotically coupled with computer processing. Such visual processing has progressed over the last several decades from two-dimensional pictures and movies to three-dimensional "virtual reality." By way of several different technologies, scientists can be put "into the output," wearing glasses or goggles to achieve the stereoscopic 3d effect. In some cases the glasses coordinate with computers projections on walls (called a CAVE); in other cases the projection system is contained in the goggles themselves. In the case of the CAVE, the computing support for the projection costs about $1 million today, thus limiting the applications that can be pursued. In the future, when such computing support will cost $1 thousand, many more applications (including entertainment) will become feasible.
Even more exotic forms of output are coming into use. Multimedia output that taps into three out of the five human senses (seeing, hearing and touching) are becoming common. Perhaps smelling and tasting will follow some day. Even more futuristic are computer outputs that bypass the sense organs altogether. Hearing prostheses that tap directly into the auditory nerve are making good progress. Devices that tap into the inner ear are already commercially available. Seeing prostheses are further off because the retina is really composed of four layers of brain cells, all of whose functions scientists are still seeking to understand. A recent article suggests that they're about halfway there.
Although such exotic output technologies are currently only thought of as replacements for disabilities, who knows what uses the future may bring?
Software
Unfortunately, there is no Moore's Law for software improvement. Thus, given all the progress in IT hardware, the progress in IT software has been disappointing. With reference to the four phases of a technology described in the first part of this paper (where IT hardware was said to be moving from the manufacturable to the ubiquitous stage), IT software appears to be somewhere between the exotic and the manufacturable stage. Some observers have said even that software is "in crisis" (this author first heard that cry in 1967). More recently, in 1999, the Presidential IT Advisory Committee stated that its biggest three concerns were "software, software, and software." So it could be said that the IT progress centers around hardware, and the IT problems center around software. Why might this be?
In the first place, software is very easy to change. "Patches" to software, for purposes of correcting problems and for modifying functions, are easily created and applied. In part because of this ease of making corrections, many software vendors believe "early to market with bugs" is better than "late to market bug-free." After all, the early users can then perform valuable service as debuggers. And because of the ease of making changes in function, many software projects are rescoped as they proceed. Thus, cost and time overruns are much more frequent in software projects than in hardware projects.
Perhaps a more basic reason for the disappointing state of software is its complexity. Software determines and implements system properties and performance, whereas hardware can usually be viewed as components. Thus, the creation of a large software project is itself the creation of a complex system. Since the purpose of many large scientific software projects is to simulate and model complex systems, the difficulty is doubled.
Of course, the news isn't all bad. High-level programming languages and operating systems make today's computers much easier to use than the original "machine language" monsters of early computing days or the batch processing mainframes of 25 years ago, and software engineering has made some progress as a discipline (but not nearly as much as hardware engineering). Unfortunately, it seems that whenever software and software engineering catch up to the hardware of the day, new improved hardware is developed which is so much bigger and faster that the existing software and software engineering techniques can't scale up to the new level.
It is possible to write good software. It just takes a lot of time and money to do so (exotic phase). Today, you can have good software or cheap software, but not good cheap software. For IT to become truly ubiquitous, software and software engineering will have to be truly manufacturable. A prime example of the cheap-but-not-good problem is academic software. Computational dissertations and theses often require graduate students (a traditional source of cheap labor) to write large programs. These programs are often not transferable to the next students working in the area, because the code is too poorly written to be understood and modified.
Modern techniques in software are beginning to address some of these problems. "Digital objects," for example, are pieces of software that are composable with other pieces of software and, hence, do not have to be rewritten. They are like subroutines in a subroutine library in that they can be added to a program that is under development. However, digital objects do more: they modularize the data as well as the code and hence are closer to the "reusable components" that characterize other engineering/manufacturing disciplines.
Also, the concept of "free and open source software" (FOSS) has recently become of interest. This network-enabled approach makes it possible for a distributed group to work on software development projects of mutual interest. It may be of particular use to scientists who wish to develop "community codes" for which there is insufficient demand to stimulate commercial interest in providing such codes.
Some new challenges for the software community are presenting themselves at this time. IT security, which has been ignored far longer than was reasonable, is perhaps first among these challenges. The Internet has made both IT mischief making and IT criminal activity much easier than in the days of isolated computers locked in basement rooms. Security, like software, is a systems property and not a property of the components. Perhaps the development of more secure IT systems will lead to generally useful software development techniques.
The Internet is also leading to new levels of what were traditionally called operating systems. Concepts such as "middleware" and "grids" are software research and development projects attempting to make whole segments of the Internet as coherent and as easy to use as a single computer. That is, middleware/grids are to the network what operating systems are to individual computers. These developments illustrate the point that it is software that pulls components together to make ever larger and more comprehensive IT systems.
THE GROWING IMPACT OF IT ON SCIENCE AND TECHNOLOGY
As stated several times in this paper, due to the fundamental changes being wrought by IT in science and engineering, scientists who wish to stay close to the cutting edge of their disciplines are increasingly required to understand where IT developments are heading. Computational models of scientific and technological phenomena represent one of the biggest changes. Trust in such models is replacing skepticism in many disciplines. Recently a scientist said, "we used to tell colleagues to 'check their [computational] model against the data'; now we tell them to 'check their data against the model'". This reversal represents a growing confidence in computational models as a fundamental part of the science and technology enterprise.
In the past, computational models were of limited impact because so many of the science and technology phenomena have been beyond the capability of IT to model and simulate. Although this inability has sometimes been the case because scientists didn't know how to perform the modeling and simulation, more often is was because of insufficient speed and/or size of the IT tools at hand. This paper has attempted to illustrate the exponential increases in the speed and size of IT tools. Because of these enabling increases in power, science and technology results are going to be increasingly expressed in terms of computational models.
Some observers even predict that computational models will supercede mathematical models as the principle tool of science and technology (e.g., see A New Kind of Science by Steven Wolfram). And as mentioned above, other observers call computational science the "third mode", theory and experiment being the two original modes of science. Other researchers see computational models as a third mode of theory, the original two being literary (e.g., classification theory) and mathematical (e.g., Newton's equations or Maxwell's equations). Hopefully, such discussions of terminology will not detract from importance of these new capabilities.
Scientists, along with everyone else, must work in the present. It is nevertheless entertaining and may even be helpful to know IT predictions (made by scientists). For examples: computers will reach the (raw) power of the human brain by 2020; all work will be done by robots/knobots by 2050; and new laws will be required for ex-human cyborgs by 2100. Predictions such as these perhaps illustrate the adage that "we overestimate the importance of our technologies in the short run, and we underestimate their importance in the long run." That is, the ultimate impact of IT may be more than we can comprehend at this time.
The working scientist needs to use the tools we have today, and look towards the tools that the rapidly advancing IT age will be providing for us tomorrow. Increasingly, the disciplinary leaders will be those individuals who best prepare for and first deploy the new IT tools to the service of their science.
