Introduction. The classical Feynman-Kac formula is given by the function space integral u(x, t) = Ex [exp (fo V(x(s)) ds)f(x(t))
where x(t) is a Markov process with a locally compact, second countable, Hausdorff state space E, V is a bounded, measurable function on E and EX is the expectation with respect to the initial distribution Px. This function space integral is a solution to the initial value problem (1) au/at = Au + V(x) u,
u(O) =f, where A is the infinitesimal generator of the process x(t). The operator-valued Feynman-Kac formula is given by a path space integral which gives a solution to (1), where for each x E E, V(x) is an operator on a linear subspace, D(V(x)), of a Banach space, A is the infinitesimal generator of a strongly continuous semigroup of operators on that Banach space and for each (t, x), u(t, x) E D(V(x)).
In [9] Hersh and Papanicolaou have shown that under some conditions (1) has a solution and they exhibit a solution. They do not, however, set out what the conditions are. In [6] Griego and Hersh show (1) has a solution in the case E is a finite set.
We shall give sufficient conditions on the operators V(x) and on the initial conditions so that a solution to (1) exists.
PROOF. First notice that T(t)f: E --L is defmed up to a set of m-measure zero, hence, it makes sense to say T(t)f E LP(E, L, m).
In order to show that T(t)f is Borel measurable we define In order to show that T(t) is a semigroup of operators on LP(E, L, m), we first need two lemmas. P(t, x, A) for all A E E, t > 0 and x E E. LEMMA 3.8. Iff E LP(E, L, m), 1 < p < oo, then f(y)P(t + s, x, dy) = fE fEf(z)P(t, y, dz)P(s, x, dy). We now state and prove the main result of this section. PROOF. The fact that T(t) is a contraction map from LP(E, L, m) into itself was established in Theorem 3.6. The strong continuity follows from Theorem 3.9, where our multiplicative operator functional is given by M(t, co) = I (the identity operator on LP(E, L, m)) for all t and co. Notice that this is the first time the reflexivity of L is used. It remains to show that {(Rt), t > 01 is a semigroup. We have We need some lemmas. In defining our expectation semigroup we shall use a multiplicative operator functional which will be given by the solution operators to a random evolution equation. We now proceed to set up the desired evolution equations.
JEx(f(x(t))), if Ex(I1f(x(t))IIP) < oo,
Suppose that for each x E E we have a strongly continuous contraction semigroup of operators {TX(t), t > 01 on L. Denote by V(x) the infinitesimal generator of this semigroup and denote the domain of V(x) by D(V(x)).
We shall find it necessary to make the following assumptions which we number for convenience. that Lf -gil < e. Now we have
IITX (t)f-Tx(t)gI1 IITx (Of-Tx (t)gI1 + IITx (Og-Tx(tg hITx (t)x llf -g91 + hITXs(t)g -Tx()gh1
? e + IITx (t)g -TX(t)gI1.
Hence Lim supn IITxn(t)f -Tx(t)gll < e. Finally we consider the following:
ITxn(t)f-TX(t)fII <? IT I (t)f-TX(t)g1I + IIT (t)g-T( (t)f II + IITX (t)f-TX(t)gUI and hence
Lim sup IITx (t)f -Tx(t)f 1 ll e + Lim sup IlTxn(t)f -Tx(t)gI I 2e. It should be noted that assumption (A-2) can be weakened, but it is convenient to make the assumption later on and it will hold for the example we wish to consider.
Observe that we have shown that the map co --+ M(a, b, c) p(co) is strongly measurable relative to the a-field , but we have the following corollary. (s, r, )M(t, s, c) =M(t, r, co) for each co E Q and 0 S t 6 s < r.
PROQF. The only thing not shown by Goldstein is (a), but it is obvious because each operator TX(t) is a contraction map.
We shall use the solution operators to define what we call a random evolution, which we will then use to define the expectation semigroup. 
M(s, W)M(t, Osc)at = M(0 s, sW)(s, t + s, Co)a =M(, t + s, C)a = M(t + s, W)a.
This is the desired result. 
PROOF. Let x, y E E, s > O and a E D; then, Tx(t)TY(s) -Ty(s)ct TY(s)TX(t)t -TY(s)t V(x)TY(s)a = lim = 1im

Tx(t)a -a = TY(s) lim Tx= Ty(s)V(x)a. t-+O COROLLARY 4.12. If x e E, t, h > 0, o E Q and a E D, then V(x)M(t, t + h, of)a = M(t, t + h, co)V(x)a.
PROOF. This follows immediately from Lemma 4.11 and the construction of M(t, t + h, w).
We are now ready to define the expectation semigroup. DEFINITION 
Let f E LP(E, L, m), 1 < p < oo; then define (T(t)f)(x) = Ex(M(t)f(x(t))) for each x E E, where the integral on the right exists as a Bochner integral.
PROOF. The proof that T(t)f is measurable is exactly the same as in the proof of Theorem 3.6. Clearly, T(t) is linear. We now show IIT(t)fIIP < oo, if f E LP(E, L, m). We have II(t)fP = j IIJjf(t) I)IP dm(x) = IIEx(M(t)f(x(t)))IIP dm(x) t{Ex(11M(t)&t(t))11)T dm(x) S g{Ex(jjf(x(t))jj))P dm(x) < Ex(ILf(x(t))IIP) dm(x) = fE I1f(x)IjPmP(t, dx)
< ljf(x)IIP dm(x) = llpP < oo.
Hence, T(t)f E LP(E, L, m). This completes the proof.
The above shows IIT(t)II 6 1. This proof is given for completeness. It can be found in more generality in Griego [5] .
We now prove the main theorem of this section. PROOF. The strong continuity follows from Theorem 3.9. We have already shown that T(t) is a contraction map for each t > 0. It remains to show the semigroup property.
We have
iT(t + s)f(x) = Ex(M(t + s)f(x(t + s))) =Ex(M(s)M(t) o0f(x(t) o ES)) (by Proposition 4.9) -
Ex(Ex(M(s)M(t) ? O3f(x(t) ? os)IMs)) -
Ex(M(s)Ex(M(t) o Osf(x(t) o Os)I,s)) (by Corollary 4.4) -EX(M(s)Ex(s)(M(t)f(x(t)))) -
Ex(M(s)T(t)f(x(s))) = T(s)T(t)f(x).
Further, T(O)f (x) = Ex(M(O)f(x(O))) = f(x)
. Hence, {T(t), t > 01 is a semigroup, which is the desired result. P(t, , -), the fact that L is separable and reflexive, and assumptions  (A-1) through (A-3) .
The operator-valued
Before we proceed to the derivation of the Feynman-Kac formula we need to define one more operator on a subspace of LP(E, L, m). We are now ready to define the space to which we shall restrict ourselves. 
Now taking expectations we get EX(II V(x(s))T(h)f(x(t))II) < Ex(II V(x(s))f(x(t + h))II) < F(s, t + h, f, x).
Letting F(s, t, 1(h)f, x) = F(s, t + h, f, x), we obtain the desired result. This completes the proof. We now need to show that T(h)f satisfies the defining inequality for 0'. Using Corollary 4.12 we obtain 
EX (I I V(x (s)) T(h)f ((t)) ) ) = Ex (I I V(x (s))EX (t) (M(h)X (h))) I I) = Ex(IIEx(t)(V(X(S))M(h)f(x(h)
)
