Abstract. This paper is concerned with the solution of ill-conditioned Systems of Linear Equations (SLE's) via the solution of equivalent SLE's which are well-conditioned. A matrix is first constructed from that of the given ill-conditioned system. Then, an adequate right-hand side is computed to make up the instance of an equivalent system. Formulae and algorithms for computing an instance of this equivalent SLE and solving it will be given and illustrated.
Introduction
Ill-conditioned systems of linear equations (SLE's) are notoriously difficult to solve to any useful accuracy, [5] . Their matrices are characterized by large condition numbers. The difficulty may be negotiated by solving different but equivalent systems which are well-conditioned; well-conditioned SLE's have matrices with small condition numbers. The approach we put forward here constructs a new matrix and a new right-hand side that constitute an instance of an equivalent SLE to the one given which is ill-conditioned. Moreover, this new matrix has a small condition number compared to that of the matrix of the initial SLE. This means that solving this equivalent system must be better than solving the original one by virtue of the difference in the magnitude of the condition numbers of their matrices.
Before embarking in the derivation of the necessary formulae and algorithms to construct such equivalent SLE's, let us first motivate this approach.
Consider the following system of linear equations (SLE) in two variables.
x + y = 2,
x + 1.0001y = 2.
It has solution x = 2, y = 0. If we change its RHS to (2.0001, 2) the solution becomes (3.0001, −1). These results, undoubtedly, bear the hallmark of an ill-conditioned SLE. Let us see why this is so. Draw the lines corresponding to each equation with a blunt pencil, (Figure 1 ). The intersection of the two lines is a set of points. Because the lines are nearly parallel, the candidate for solution, as can be seen in Figure 1 , may vary wildly from (2, 0). Nearparallelism is what exacerbates inaccuracy by creating a potentially very large set of solutions from which to pick. If we sharpen our pencil well and draw again the two lines, the "intersection set" will be reduced dramatically, but there will still be a lot of points to pick from, ( Figure 2 ). The sharp pencil here may be interpreted as calculations with high accuracy, while a blunt one represents low accuracy calculations. Now, if we cannot do much to the accuracy we have at our disposition, i.e., we have exhausted the capabilities of our computer, for instance, and as ill-conditioning is independent of accuracy, then what else can we do? Since near-parallelism is really the issue, an obvious way is to replace one of the nearparallel lines by a perpendicular line to either of them, but passing through the "point of intersection" of the near-parallel lines. If such a line could be found, then the drawing will have a better defined intersection set particularly if the pencil is really sharp! (See Figure 3) . Note that, although there is only one perpendicular line to the one we decide to keep passing through the solution, at that point there is an infinite near parallel lines, each of which being a perfectly valid replacement to one of the problematic lines. Let us try this idea on our system. Note that the condition number of the initial system is ≈ 4002. If we replace the 2 nd equation of this system with one the line of which is perpendicular to that of this 2 nd equation, such as
the condition number of the matrix of this new system is 1. However, we still do not know equation 2 explicitly; its RHS, b ′ , must be calculated first, and in such a way that this new system be equivalent to the initial one. Write the new system as
and denote it as
This gives
Putting the values of A ′ , A −1 , and b in (2), we find
) , which gives us b ′ 2 = 2. With this RHS, the new system has the same solution as the initial one, and, importantly, it is well-conditioned. If we change the RHS to (2, 2.0001) and solve, the solution is (2, −0.0001) which is very close to that of the system before perturbation of the RHS. This simple motivation for our approach to improving solvability of SLE's through reducing the condition number of their matrices can be extended to any ill-conditioned SLE as follows. Consider, without loss of generality, the extreme case where the matrix of the given SLE is singular. This can be explained by the presence of at least two parallel equations leading to the loss of the matrix full-rank. Removing this parallelism by replacing one of the parallel lines with another which is not parallel to either of them, or indeed to any other equation in the system, will restore the matrix of the SLE to full-rank, making it non-singular. This means that it has a condition number less than infinity. It is therefore clear that removing the parallelism in a matrix reduces its condition number and hence ill-conditioning.
In the following, we will present a general approach to generating wellconditioned SLE's equivalent to square ill-conditioned ones of any dimension.
General approach
Consider the linear algebraic system Ax=b or Σa ij x j = b i , i = 1, . . . , n, and j = 1, . . . , n. Assume that the last equation is nearly similar (parallel) to any one of the other equations. We want to replace it with another one (perpendicular to it), resulting in an equivalent system, A ′ x=b ′ , of the form:
We, therefore, need to find the left-hand side row vector a 
Finding the left-hand side vector: Algorithm
Finding a suitable row vector (a
T , is straightforward and can be done as follows.
Algorithm. 1. Generate random numbers a
Note that the random numbers a
, should be of the same magnitude as a n1 , a n2 , . . . , a nn .
Computing the right-hand side last entry b ′ n
Since Ax=b and A ′ x=b ′ are equivalent, we have
where
A ij and A ′ ij represent the cofactors of corresponding elements of A and A ′ respectively, for all i and j. Since only the n th row of the original system has been changed, it is clear that the cofactors of a n1 , a
As the two systems are equivalent, b ′ can be calculated as in (2) . More explicitly, we can write
Now, by identification we have
The problem, of course, with calculating b ′ n in this way is the need to compute △ or A −1 first, which we know are not easy to calculate because of the illconditioning of A. If we can avoid these calculations when computing b ′ , then that would improve this formula a great deal. Note that we do not need to compute A −1 explicitly to find b ′ n .
A better approach to computing b ′
The above method may not be as workable as one would wish it to be for the simple reason that it relies, although only implicitly, on A −1 , the inverse of the matrix of the original system to find the RHS of the equivalent system with a better behaved matrix. Here we suggest an alternative approach which relies on the A ′−1 to do the same. This is much better since, numerically, A ′ is more stable. We follow the same methodology. Consider (1) again. Write (2) as:
More explicitly, we can write
By comparison we get
Multiplying both sides by △ ′ , we get
Proof. The proof is straightforward since both (3) and (5) are derived from the equivalence between Ax=b and A ′ x=b ′ and the equation
The positive definite case
We have considered the case of a general system. It is interesting, however, to know if gains can be made if the system has a Symmetric Positive Definite matrix. This case is treated differently in [4] . Here, we can deal with it as follows. Write the system Ax=b in factored form as (6) LL T x=b.
Then, extract the equivalent system from (6) as
The system Ax=b and (7) are now equivalent and the condition number of L or L T is the square root of the condition number of A. If the condition number of L or L T is still considered to be large, then we can improve it by using the general approach of Section 2, and better still, that of Section 3.
A new approach
The above two approaches to compute the RHS of the equivalent but better behaved system to the one given initially, may not be as practical as one may wish because of their dependence on the inverse of the coefficient matrices. Here we suggest a new approach which does not depend on the inverse of either matrix. This approach relies on the bordering method of Faddeeva, [3] . Since the ill-conditioning is caused by the last row of the coefficient matrix, so the given matrix A can be regarded as a result of bordering the (n − 1) × (n − 1) submatrix of A with the offending row and the last column. We partition our system as follows assuming that the (n − 1) × (n − 1) submatrix of A is well behaved.
The above system can be written in a more compact form as follows
where A n−1 , u, v, b n−1 are as per the partition in (8) above and
By the bordering method of Faddeeva [3] we have
,
Note that x n−1 and y should not be confused with each other. They are different as the former is the solution of the incomplete problem while the latter is the n − 1 entries of the solution to the original problem. Now replacing the last row of (8), the corresponding equivalent system is as follows
. a
which can also be written as
Again using the bordering approach of Faddeeva, [3] , the solution to the equivalent system is
But, since (8) and (10) are equivalent, from (9) and (11) we can write
Theorem 5.1. Expressions (9) and (11) are equivalent.
Proof. Putting the value of b ′ n in (11) and simplifying we get the result in (9). To prove the other part, from (12)
Putting this value of b n in (9) we get (11). □
Illustration 1
To illustrate, consider the partitioned system 
where A n−1 , u, v, b n−1 have obvious values and κ(A) = 6.295709e +005 . By (9) we obtain x = 1.0e
Now replacing the last row of (13) by the one which is perpendicular to the first, the new system will be (14)
where b ′ n is to be computed. Using equation (12), we find
Now solving (14) with this new RHS and using result (11)
with κ( A ′ ) = 10.259081. We can see that for the solution of the equivalent new system we only need a few vector operations because we already have all the relevant information to solve this new system. It is more stable compared to the original system, at least from the point of view of condition numbers.
Computational complexity
Looking at the bordering approach of Faddeeva, [3] , again we can conclude that, provided the offending row is detected beforehand, the solution to an ill-conditioned n × n linear system of equations, the ill-conditioning of which is caused by the said offending row or equation, is equivalent to the solution of the (n − 1) × (n − 1) subsystem of linear equations with 2 right hand sides.
Therefore, computationally, the solution of the system is equivalent to solving the incomplete (well-behaved) subsystem of dimension n−1 with two righthand sides. More explicitly, since the complexity of an n dimensional SLE is O(n 3 ), and given that the product of an n×n matrix with an n-vector is O(n 2 ), the time complexity of this approach is O(n 3 ).
Extending the method to handle multiple near-parallel rows of matrix A
In Section 5 we proposed a method which deals with SLE with two offending equations (near-parallel). However, if we replace more than one row of A, i.e., n−k rows, then we need to calculate the corresponding n−k RHS components of the equivalent system. To do this we use the idea of block matrices and partition matrix A such that each block of A is a matrix of compatible dimensions. Suppose we have an SLE which is ill-conditioned and this ill-conditioning is caused by the last n − k rows of the system. Then it can be written as
or, in a more compact form as
where A k is a square matrix of dimension k, U a matrix of dimension k×(n−k), V a matrix of dimension (n−k)×k and M a matrix of dimension (n−k)×(n−k) and both A k and M are regular. If we set
which is the Schur complement [1, 6] of A k in A and is of the same dimension as M, then using the block bordering method of Brezinski [2] which is a generalization of the bordering method of Faddeeva, [3] , the solution of system (15) is
where 0 is the zero vector. Now if we replace the last n − k rows of system (15) which cause ill-conditioning, the new equivalent system will be
System (18) can be written in a compact form as
k U, which is the Schur complement [1, 6] of A k in A ′ and is of the same dimension as M ′ . However, f ′ needs to be determined. Again using the block bordering method of [2] , the solution of (19) will be
Since (16) and (19) are equivalent, so from (17) and (20), after simplification, we get 
Conclusion
The near-parallelism of the hyperplanes corresponding to two or more equations of a SLE causes the matrix of this system to have a large condition number and to be generally ill-conditioned. By removing this parallelism, an equivalent SLE can be constructed which is well-conditioned. We have derived appropriate formulae and algorithms for this purpose and illustrated them. Although the computational complexity of our approach, as provided in Section 5.2 shows that it is only O(n 3 ), it remains, however, to check how practical this approach is on large scale SLE's. This work is in progress.
