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En la ingenieŕıa de procesos, se busca el desarrollo de procesos eficientes, seguros y ren-
tables. Para lograr esto, primero se debe obtener el entendimiento de los fenómenos que
intervienen en estos sistemas y aśı aplicarlo en el diseño, optimización y control de procesos.
La dinámica de fluidos computacional (CFD) es una herramienta atractiva que se puede
emplear para resolver estos problemas de manera eficiente y económica, brindando el enten-
dimiento necesario del comportamiento de estos sistemas. En este trabajo se busca estudiar
la aplicación de CFD en diferentes sistemas, aśı como adaptar y evaluar una metodoloǵıa
para la implementación de simulaciones, usando el software COMSOL Multiphysics R©. Con
el fin de involucrar desde hidráulica simple hasta casos multif́ısicos, se seleccionaron cuatro
casos de estudio diferentes con relevancia en ingenieŕıa qúımica. Los sistemas estudiados fue-
ron: un floculador, tanques agitados, un reactor de lecho empacado (PBR) y un dispositivo
de separación de fases inmiscibles en micro-canales.
El caso de estudio que se tiene como eje central de este trabajo es acerca de la separación
de fases inmiscibles en micro-canales. Se ha demostrado que empleando membranas ĺıquidas
en flujo de Taylor (LMTF), se ha mejorado el desempeño del sistema de extracción en com-
paración con diseños convencionales (Pérez-Ávila, 2014). Teniendo en cuenta la importancia
de las etapas de separación en los bio-procesos, se cree que el mecanismo de separación de
fases estudiado puede ser útil para el desarrollo del sistema de perstracción. Se emplearon
simulaciones en CFD para evaluar diferentes diseños y configuraciones de un dispositivo de
separación basado en la mojabilidad preferencial de los fluidos hacia ciertos materiales. Es-
tos resultados fueron aprovechados para la construcción y posterior prueba de un prototipo
experimental.
A través de simulaciones en CFD fue posible también estudiar diferentes geometŕıas de un
floculador hidráulico, identificando aśı configuraciones que permiten mejorar el desempeño
del proceso. Adicionalmente, se estudió y comparó con otra aproximación de CFD el com-
portamiento del flujo en sistemas agitados. Se estudió un PBR empleando simulaciones en
CFD y 1D en MATLAB R©, donde se tuvo en cuenta los múltiples fenómenos del sistema y
la resistencia de transferencia de calor y masa intrapart́ıcula. Se considera que tanto la me-
todoloǵıa como los casos de estudio van a ser una base para el fortalecimiento en fenómenos
de transporte para diseño y optimización de procesos en ingenieŕıa qúımica.
Palabras clave: dinámica de fluidos computacional, Simulación numérica, Comsol Mul-




In process engineering, the development of efficient, safe and profitable processes is sought.
To accomplish this, the understanding of the phenomena that intervene in these systems
must be obtained and so apply it in the design, optimization and control of the process.
Computational fluid dynamics (CFD) is an attractive tool that can be used to solve these
problems efficiently and economically providing the necessary understanding about these
systems behavior. In this work it is wanted to study the application of CFD in different
systems and adapt a methodology for the implementation of simulations, using the software
COMSOL Multiphysics R©. In order to involve from simple hydraulics to multiphysics cases,
four different cases with relevance in chemical engineering were selected. The studied systems
were: a flocculator, stirred tanks, a packed bed reactor and a micro-channel immiscible phase
separation device.
The central case study in this work is about the separation of immiscible phases in micro-
channels. Recently it has been shown that using microchannel liquid membranes in Taylor
flow (LMTF), the separation performance is intensified compared to conventional designs
(Pérez-Ávila, 2014). Having into account the importance of the separation stages in bio-
processes, it is believed that the phase separation mechanism studied will be useful for the
development for the perstraction system. CFD simulation were employed to evaluate diffe-
rent designs and configurations of a separation device based on the preferential wettability
of fluids to certain materials. These results were used for the construction and subsequent
testing of an experimental prototype.
Through CFD simulations it was also possible to study different geometries of a hydraulic
flocculator, thus identifying configurations that improve process performance. Additionally,
the behavior of the flow in agitated systems was studied and compared with another CFD
approach. A PBR was studied using simulations in CFD and the 1D models in MATLAB R©,
where the multiple phenomena of the system and the intraparticle heat and mass transfer re-
sistance were having into account. It is considered that the methodology and the case studies
will be a basis for the strengthening of transport phenomena for the design and optimization
of processes in chemical engineering.
Keywords: computational fluid dynamics, Numerical simulation, Comsol multiphysics,
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La ingenieŕıa de procesos se encarga de desarrollar, diseñar, controlar y optimizar proce-
sos, que permitan generar productos para satisfacer las necesidades de la sociedad. En este
sentido, la ingenieŕıa de procesos cubre un rango amplio de áreas, incluyendo procesos far-
macéuticos, petroqúımicos, bioqúımicos, ambientales, energéticos, entre otros (Mart́ın and
Grossmann, 2015). Esto hace de la ingenieŕıa de procesos un área vital en el desarrollo tec-
nológico y en el mejoramiento de la calidad de vida del hombre. Los ingenieros se deben
asegurar que las operaciones realizadas en estas industrias se realicen de la manera más
segura, rentable y con el menor impacto ambiental posible. Para lograr esto, la investiga-
ción de procesos, permite proveer entendimiento de los sistemas, para de esta manera poder
aprovechar este conocimiento en el diseño, optimización y control de procesos.
Usualmente las operaciones en las industrias de procesos qúımicos involucran fenómenos de
transporte de calor y masa, reacción qúımica y dinámica de fluidos en función del tiempo, la
geometŕıa del sistema y las propiedades inherentes del sistema. La solución de las ecuacio-
nes que se utilizan para describir estos fenómenos puede ser compleja, pues puede implicar
resolver IPDAEs (ecuaciones integrales acopladas con diferenciales parciales y algebraicas).
En muchos casos, no hay solución anaĺıtica o esta es muy compleja. Debido a esto se deben
emplear métodos numéricos, para disminuir la complejidad del problema, a expensas de ob-
tener una solución aproximada. Como alternativa a la implementación de un algoritmo para
la solución numérica del problema en un software matemático, los programas de simulación
de fluido-dinámica computacional (CFD) contienen las ecuaciones requeridas para modelar
la dinámica de fluidos, acoplando otros fenómenos como: reacción qúımica y transporte de
calor y masa. Adicionalmente, posee los métodos numéricos necesarios para solucionar estas
ecuaciones a través de todo dominio del sistema. No obstante, la precisión de los resultados
dependerá de las suposiciones establecidas y del tamaño, número y forma con que se con-
figure el mallado (Linfield and Mudry, 2008). Por estas razones, la aplicación de CFD es
atractiva para la solución de este tipo de problemas. Teniendo en cuenta antecedentes, las
simulaciones en CFD pueden llegar a ser una herramienta relevante en la ingeniaŕıa qúımica,
pues se pueden utilizar para lograr el entendimiento de los fenómenos que ocurren en un
sistema. Además se puede emplear para diseñar, predecir y optimizar procesos. A través de
CFD se han simulado diferentes procesos como: reactores, biorreactores, lechos fluidizados,
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calderas, secadores, unidades de enfriamiento, intercambiadores de calor, mezcladores, cen-
trifugas, membranas, cromatógrafos, entre otros (Norton and Sun, 2006; Sharma et al., 2011;
Bhutta et al., 2012; Khan et al., 2014; Pan et al., 2016; Zhao et al., 2016).
La popularidad de las herramientas de CFD ha aumentado debido al avance en el área
informática que se ha presentado en las últimas décadas. Entre las ventajas se encuentran
(Linfield and Mudry, 2008; Pan et al., 2016):
• Las simulaciones realizadas empleando CFD generalmente son más económicas y rápi-
das que las aproximaciones experimentales, permitiendo al mismo tiempo ahorrar es-
fuerzos y enerǵıa en la construcción de experimentos.
• A diferencia de las simulaciones en CFD, muchos prototipos experimentales deben
realizarse a escalas menores a las reales, donde la experimentación puede estar limitada
por la seguridad humana y la precisión de los sistemas de medición que se empleen.
• Muchos problemas que involucran transferencia de calor, no pueden ser solucionados de
manera acertada por medio de una aproximación experimental. Por lo que la aplicación
de CFD puede ser una solución para este tipo de problemas.
• Otra ventaja que presenta CFD sobre algunos otros métodos o software de simulación,
es la visualización de los resultados. Pues estos se pueden visualizar de forma gráfica o
por medio de animaciones, permitiendo el análisis de magnitudes o vectores en cualquier
punto dentro del dominio.
Por tanto, CFD se ha consolidado como una herramienta viable para resolver problemas
de flujo de manera eficiente y económica (Norton and Sun, 2006). Basado en lo anterior,
el propósito principal de este trabajo es tener el entendimiento de procesos relevantes en el
área de ingenieŕıa qúımica, a través de la aplicación de CFD en diferentes casos de estudio.
Adicionalmente, en este trabajo se desea además adaptar y evaluar una metodoloǵıa para la
aplicación de esta herramienta. Se identificaron 4 casos de estudio: una unidad de floculación,
sistemas de agitación en tanques a diferentes escalas, un reactor de lecho empacado y un
dispositivo de separación de fases inmiscibles en micro-canales.
El caso de estudio principal de este trabajo es el diseño y análisis de un sistema de separación
de fases inmiscibles por medio de CFD. Esto, con el fin de dar continuidad al trabajo previo
realizado en el grupo de investigación enfocado al desarrollo de un proceso de extracción.
Las operaciones de separación se suelen caracterizar por hacer parte importante de los costos
de producción, lo que hace importante un mejoramiento de estos mecanismos de separación
(Garnier, 2014). Estas operaciones son de vital importancia en bioprocesos, pues estos a
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menudo requieren mecanismos que permitan separar sustancias diluidas. Las operaciones
con membranas, tienen el potencial para lograr la extracción de estos bioproductos con alta
selectividad y productividad. Recientemente se ha encontrado que empleando membranas
ĺıquidas a través de micro-canales en régimen de flujo de Taylor, es posible mejorar el desem-
peño de estos sistemas (Pérez-Ávila, 2014). El interés de las industrias en el uso potencial
de micro-fluidos multifase para la implementación de micro-procesos, ha aumentado recien-
temente (Scheiff et al., 2011). No obstante, pese a sus aplicaciones, el comportamiento de
fluidos inmiscibles en micro-canales no ha sido muy explorado (Tsaoulidis, 2015; Kralj et al.,
2007).
En los sistemas de micro-fluidos, los principios f́ısicos funcionan diferente en comparación
a las escalas mayores. Por consiguiente para realizar la separación de fases se requieren
otros principios diferentes a los utilizados convencionalmente (Scheiff et al., 2011; Kralj
et al., 2007). El flujo de Taylor es interesante para su uso en membranas ĺıquidas, debido
al incremento de la transferencia de masa, alta recirculación interna, entre otras ventajas
(Pérez-Ávila, 2014). Sin embargo, la separación de fases puede resultar ser más dif́ıcil, si se
compara con la separación de otros tipos de flujo (Aljbour et al., 2009). Se propone evaluar
diferentes diseños de dispositivos de separación de fases, tomando como base la mojabilidad
preferencial de los fluidos.
Se tiene interés además, en otros casos de estudio que involucren además de dinámica de
fluidos, fenómenos de transferencia de calor y masa. Uno de estos casos en los que se quiere
estudiar, es la aplicación de CFD en el área de la ingenieŕıa ambiental. En este aspecto, se
tiene en cuenta que el agua es una sustancia esencial para la vida, aun aśı en muchos páıses
como en Colombia, no toda la población tiene acceso a agua potable. En adición, el incre-
mento de la población que genera un aumento en la demanda de agua, el cambio climático y
el deterioro progresivo de la calidad del agua, son un obstáculo cada vez mayor que impide
distribuir el agua potable a toda las personas (Qu et al., 2013). Lo que conduce a la nece-
sidad de revisar en detalle las tecnoloǵıas convencionales de potabilización del agua en aras
de mejorar el diseño. Teniendo en cuenta la importancia de los procesos de coagulación y
floculación en la potabilización de agua potable (Bratby, 2016), se ha propuesto evaluar por
medio de CFD el comportamiento hidrodinámico del agua en un floculador hidráulico tipo
Cox. Las simulaciones se realizaron empleando un trazador y cambiando la configuración del
equipo de floculación.
Complementando las aplicaciones se tiene la investigación de un sistema de agitación. La
mayoŕıa de procesos qúımicos realizados en la industria involucran en alguna parte una ope-
ración de agitación o mezcla. La importancia de estas operaciones radica en que en muchos de
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estos casos, el desempeño del proceso depende de una apropiada agitación (Uribe-Ramı́rez
et al., 2012). Por lo que para asegurar una correcta agitación, es importante estudiar el
compartimento del flujo de fluidos en estas unidades. Con el fin de comparar dos métodos
numéricos de CFD diferentes, se propone implementar simulaciones de dos casos de agitación
reportados en la literatura (Larsson, 2015).
Por otro lado, también se tiene interés en el estudio de reactores heterogéneos de lecho fijo
(PBR). Los reactores son el centro de las plantas de procesos y desde el descubrimiento de
los catalizadores, se han dado grandes avances en la aplicación de catalizadores sólidos en
reactores qúımicos (Froment et al., 2011). Los costos relacionados a los reactores no suelen
ser tan altos en comparación con otras unidades de los procesos qúımicos. Aun aśı, los costos
de la separación de productos y acondicionamiento de ĺıneas de recirculación dependen de
los efluentes del reactor. La composición de estos efluentes está limitada por el equilibrio
cinético, equilibrio termodinámico y por la selectividad alcanzada en el reactor. Lo que im-
plica que para disminuir estos costos, los reactores deben ser operados de manera que se
alcance el mayor rendimiento del producto (Eigenberger and Ruppel, 2000). En este sentido
se propone evaluar un PBR por medio de simulaciones de CFD y compararlos con los mo-
delos pseudo-homogéneo y heterogéneo en 1D aśı como con un caso reportado en la literatura.
Teniendo en cuenta los propósitos principales, este trabajo está organizado de la siguiente
manera: en el caṕıtulo 1 se realiza una introducción general sobre el proyecto y se listan las
contribuciones conseguidas mediante la realización del mismo. En el caṕıtulo 2 se hace una
revisión sobre aspectos principales de CFD, tales como las ecuaciones principales, métodos
numéricos y los software de CFD disponibles. En este caṕıtulo también se presenta la me-
todoloǵıa adaptada con base en los casos de estudio, para la elaboración de simulaciones
en CFD. En el caṕıtulo 3 se presenta el caso de separación de fases inmiscibles en micro-
canales. Por ser el caso principal de este proyecto, este caṕıtulo cuenta con una sección de
antecedentes espećıfico para este caso de interés. En los caṕıtulos 4, 5 y 6 se muestra el desa-
rrollo de los casos donde se evaluaron floculadores hidráulicos, tanques agitados y un reactor
de lecho empacado, respectivamente. Las conclusiones y recomendaciones generales de to-
do el trabajo, incluyendo el desarrollo de todos los casos de estudio se realiza en el caṕıtulo 7.
Se espera que el presente trabajo pueda servir como ĺınea base para otros trabajos en el área
de la ingenieŕıa qúımica, en donde por medio de la aplicación de simulaciones en CFD se
pueda dar solución a problemas de diseño u optimización de procesos.
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1.1. Productos
Las contribuciones realizadas mediante la elaboración de este trabajo, se ven reflejadas en
las siguientes publicaciones y aportes:
• Presentaciones en conferencias:
– Presentación de Poster:
 Carlos E. Llano-Serna, Javier Fontalvo-Alzate, Oscar A. Prado-Rubio, 2017.
Developing bioprocesses downstream using Computational Fluidynamics Tools
- Membrane bioreactors. BIOPRO World talent campus, 17-24 de Agosto,
Sorø, Dinamarca.
 Carlos E. Llano, Javier Fontalvo, Oscar A. Prado, 2017. Fluido-Dinámica
Computacional para el Modelamiento y Simulación de Nuevos Procesos. 29◦
Congreso Colombiano de Ingenieŕıa Qúımica y Profesiones Afines, 18-20 de
Octubre, Manizales, Colombia.
– Presentación Oral:
 Carlos E. Llano-Serna, Javier Fontalvo-Alzate, Oscar A. Prado-Rubio, 2017.
Evaluation of an Immiscible Drop Separation System in Micro-channels using
CFD. 27th European Symposium on Computer Aided Process Engineering,
3 de Octubre, Barcelona, España.
• Publicaciones en revistas indexadas:
– Carlos E. Llano-Serna, Javier Fontalvo-Alzate, Oscar A. Prado-Rubio, 2017. Eva-
luation of an Immiscible Drop Separation System in Micro-channels using CFD.
27th European Symposium on Computer Aided Process Engineering, 40:1195 −
1200. doi: 10.1016/b978− 0− 444− 63965− 3.50201− 4. ISBN: 9780444639653.
– Carlos E. Llano-Serna, Jeison A. Coral-Portillo, Javier Fontalvo-Alzate, Oscar A.
Prado-Rubio, 2018. CFD assisted analysis and design of hydraulic flocculators.
Art́ıculo aceptado para publicación en la Revista Mexicana de Ingenieŕıa Qúımica.
– Carlos E. Llano-Serna, Javier Fontalvo-Alzate, Oscar A. Prado-Rubio, 2018. CFD
and experimental evaluation of an Immiscible Drop Separation System in Micro-
channels. Art́ıculo en construcción.
• Contribuciones académicas:
– Metodoloǵıa: la metodoloǵıa propuesta con base a los casos de estudio abor-
dados para la implementación de simulaciones en CFD empleando especialmente
8 1 Introducción
el software COMSOL Multiphysics R©, se toma como parte de las contribuciones
realizadas en este trabajo.
– Casos de estudio demostrativos: se espera que los casos de estudio también
sirvan de base para estudiar por medio de CFD sistemas análogos o que involucren
una fenomenoloǵıa similar.
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1.2. Lista de śımbolos
Abreviaturas
Abreviatura Término
CFD Dinámica de fluidos computacional
DME Dimetiléter
IPDAE Ecuaciones integrales diferenciales parciales algebraicas
LMTF Membrana ĺıquida en flujo de Taylor
PBR Reactor de lecho empacado
2 Antecedentes y Metodoloǵıa
2.1. Fluido-Dinámica Computacional
La dinámica de fluidos computacional (CFD) se ha convertido recientemente en una he-
rramienta poderosa, con un gran potencial para la investigación y aplicaciones industriales
en una variedad de áreas, desde la ingenieŕıa civil, ambiental y aeroespacial hasta las cien-
cias biomédicas y los procesos qúımicos (Tu et al., 2013a). CFD se puede definir como una
herramienta empleada para resolver y analizar problemas complejos de flujo de fluidos, por
medio de las ecuaciones que gobiernan el comportamiento de los fluidos y métodos numéricos
(Sharma and Kalamkar, 2016). Por lo tanto, integra tres ciencias diferentes: la mecánica de
fluidos, las matemáticas y las ciencias de la computación (Tu et al., 2013a).
Las aproximaciones en CFD se enfocan en la dinámica de fluidos y en su efecto en otros
fenómenos como la transferencia de calor y masa y la reacción qúımica (Tu et al., 2013a).
Los fenómenos son descritos generalmente por medio de ecuaciones matemáticas, principal-
mente ecuaciones diferenciales parciales acopladas. Dichas ecuaciones solo pueden resolverse
anaĺıticamente para condiciones muy ideales y geometŕıas simples, por lo que se deben obte-
ner soluciones aproximadas por medio de métodos numéricos (Bird et al., 2006). La solución
numérica requiere la discretización del sistema, lo que involucra dividir el dominio de flujo
en dominios más pequeños. Entonces se reformulan las ecuaciones diferenciales en ecuaciones
ordinarias, las cuales pueden ser distribuidas en todos los pequeños dominios (Nielsen et al.,
2016). La implementación de simulaciones en CFD se pueden dividir en tres partes principa-
les: Pre-procesamiento (Generación de la geometŕıa y el mallado), Solucionador (Selección
de propiedades, fenómenos f́ısicos, condiciones de frontera e inicialización del solucionador
iterativo) y Pos-procesamiento (Visualización de resultados) (Tu et al., 2013b).
En la tabla 2.1 se presentan diferentes sistemas estudiados mediante simulaciones en CFD.
Alĺı, se muestra además una revisión de los principales ajustes y condiciones empleadas aśı
como los resultados más importantes obtenidos en cada estudio. En muchos de estos casos se
emplea la dinámica de fluidos acoplada con otros fenómenos, permitiendo estudiar el efecto
que tienen los diferentes fenómenos en el sistema. También, se puede ver el potencial que
tiene esta herramienta en cuanto al diseño y optimización de procesos, debido a que permite
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comparar los resultados obtenidos de un sistema al modificar diferentes parámetros. La vi-
sión que ofrece CFD, permite visualizar y por lo tanto analizar diferentes vectores, ĺıneas de
flujo, y magnitudes. Esto permite obtener un entendimiento del sistema que no es posible
por medio de prototipos u otras pruebas experimentales. En la mayoŕıa de estos estudios
se comprobaron las simulaciones por medio de prototipos experimentales, encontrando una
buen aproximación entre los resultados experimentales y los encontrados en CFD. En cuanto
a las configuraciones de las simulaciones, se puede observar que a través de estas herramien-
tas hay libertad en cuanto a la elección de la configuración de la simulación. Es posible elegir
diferentes modelos, geometŕıas, mallados, tipos de estudio, dependiendo de la rigurosidad
con la que se quiera realizar las simulaciones.
Las aproximaciones en CFD son una alternativa eficiente y económica, que puede comple-
mentar los estudios realizados con aproximaciones anaĺıticas o experimentales. Los estudios
de CFD mostraron las ventajas de las simulaciones, por ejemplo: permiten simular condi-
ciones que no pueden modelarse experimentalmente (Tu et al., 2013a). También permiten
mejorar la estrategia de optimización, mediante la automatización de las simulaciones. Las
soluciones generadas con CFD comúnmente pueden ser obtenidas en un tiempo menor al
que tardaŕıa realizar las pruebas experimentales. Además es posible evaluar diferentes es-
cenarios para un sistema de manera simultánea, ya que se pueden resolver las simulaciones
en diferentes computadores paralelamente. Los resultados pueden ser obtenidos de forma
gráfica, permitiendo visualizar un gran número de vectores y magnitudes dentro del dominio
del sistema. Adicionalmente, muchos problemas que involucran transferencia de calor, no
pueden ser solucionados por medio del modelamiento experimental. Esto se debe a que en
muchas ocasiones a través del dominio circula aire a temperatura ambiente, impidiendo que
se alcance la temperatura requerida. En las simulaciones en CFD esta temperatura siempre
puede ser alcanzada, por lo que se puede tener en cuenta el efecto de la temperatura sobre













Tabla 2.1: Sistemas simulados en CFD.
A: Área, F: Fenómeno, P: Programa, G: Geometŕıa, E: Estudio, M: Materiales, Mo: Modelo, Ma: Malla y
Me: Método.











A: mecánica de fluidos El modelo laminar pre-
dijo mejor el flujo que
los modelos para flu-
jo turbulento evalua-
dos. Las burbujas de
menor tamaño mostra-
ron incrementar el hol-
dup del gas, lo que au-
mento la velocidad de














2)F: dinámica de fluidos
P: FLUENT
G: 2D, 2D eje-simétrico y 3D
E: transiente (supusieron estado pseudo-estacionario cuando las fluctuaciones
globales de retención de gas se estabilizaron)
M: gas-ĺıquido-sólido
Mo: modelo de Euler, modelo turbulento k-ε formulaciones standard, RNG y
realizable y el modelo laminar
Ma: cuadrado refinado en la sección de fluidización (FLUENT) y mallado más
grueso en el resto del dominio (GAMBIT)
Me: solucionador tridimensional basado en presión utilizando la formulación
transitoria impĺıcita de segundo orden. El acoplamiento velocidad-presión se















les. La presencia de
part́ıculas genera un









F: dinámica de fluidos
P: FLUENT
G: 3D


























de las burbujas genera-
das y la disminución de
su velocidad de ascen-
so. El ángulo de con-
tacto del material de
la boquilla mostró afec-
tar considerablemente










Mo: modelo volumen de fluido (VOF), modelo de part́ıculas discretas (DPM)
Ma: malla de tamaño de 0.5 mm en la región del medio (sección de las burbujas
de gas) y 1 mm en las otras áreas (GAMBIT)
Me: para separar y resolver las ecuaciones del modelo utilizaron el método
aritmético de desacoplamiento. El acoplamiento velocidad presión, la discre-
tización de presión y la discretización de momentum se realizó empleando el





























les. Al adicionar las
part́ıculas sólidas al
ĺıquido, el tiempo de se-
paración y la longitud
de las burbujas dismi-
nuyeron. Por medio de
la modificación de los
ángulos de contacto de












F: dinámica de fluidos
P: FLUENT
G: 3D
E: transiente (tamaño de paso 5x10−6 y 5x10−7 s para part́ıculas sólidas)
M: gas-ĺıquido-sólido
Mo: modelo volumen de fluido (VOF), modelo de part́ıculas discretas (DPM)
Ma: diferentes mallados con tamaños de cuadricula: 5x10−5, 2.5x10−5 y
1.25x10−5 m. Refinaron el mallado cerca a la pared interna (4x10−6 m)
Me: para separar y resolver las ecuaciones del modelo utilizaron el método
aritmético de desacoplamiento. El acoplamiento velocidad presión, la discre-
tización de presión y la discretización del momento se realizó empleando el









































estado estable la cáıda
de presión, el campo
de flujo promediado en
el tiempo y la distri-
bución de temperatu-












E: transiente (tamaño de paso: 1x10−3 s)
M: gas-sólido
Mo: modelo Euleriano-Euleriano de dos fases, modelo turbulento k-ε, modelo
de transferencia de calor, modelo de arrastre EMMS.
Ma: emplearon una malla cuadrada, con un total de 15520 celdas (para un
dominio rectangular de 0.33x0.99 m).
Me: el acoplamiento velocidad-presión se realizó a través del algoritmo SIM-
























significativa en la dis-
tribución de part́ıculas
en la parte inferior del
reactor (región más
densa). En la parte
superior la influencia es
pequeña. La influencia
de la electroestática



















Mo: modelo Euleriano-Euleriano, modelo electrostático desarrollado por Rok-
kam et al. (2010), modelo de cinética de reacción 14-lump, Modelo Syamlal de
arrastre part́ıcula-part́ıcula modificado.
Ma: mallado más fino en la parte inferior del reactor y uno más grueso en la
parte superior (GAMBIT).
Me: los códigos de los términos requeridos fueron especificados como funciones
por medio de código en el lenguaje de programación C, posteriormente se



































El modelo predijo apro-
piadamente el compor-
tamiento del flujo y el
progreso de la reacción.
Los modelos empleados
para la difusión intra-
particular presentaron
poca influencia en los
















Mo: modelo Euleriano-Euleriano de dos fases, Modelo de una sola part́ıcula
(SPM), modelo de reacción qúımica, modelo de difusión de: Wilke y Wilke-
Bosanquet.
Ma: malla cuadrada uniforme, con tamaño de celda de 0.01 m y un total de
20x75 celdas (GAMBIT). Este mallado permitió la conservación de la masa.
Me: las ecuaciones del modelo de CFD se discretizaron por medio del método
del volumen finito. Todos los términos en el modelo de CFD fueron discretiza-
dos usando un método upwind de primer orden. La presión y la velocidad se
acoplaron utilizando el algoritmo SIMPLE. Las ecuaciones y términos del SPM







A: transferencia de calor La cáıda de presión, la
distribución de tempe-
ratura en los tubos, el
aumento de la tempera-
tura del aire y la tasa
de transferencia de ca-









1)F: dinámica de fluidos, transferencia de calor, reacción qúımica (combustión)
P: FLUENT































s Mo: modelo turbulento k-ε, modelo de flujo transitorio, modelo SST k-ω,





en la distribución de
temperaturas en la











Ma: tubo en forma de U: cuadricula en 1D en la longitud axial, creada usando
coordenadas de mapeo. Zona de coraza: cuadricula de medio poroso uniforme.
En las zonas de 2D y 3D se empleó un total de 3,5 millones de elementos
aproximadamente.
Me: la simulación se basó en la aproximación de medio semi-poroso. La trans-
ferencia de calor entre el interior y exterior del tubo se acopló utilizando código
UDF. Implementaron un módulo de control para iterar alternadamente e in-












A: mecánica de fluidos
Las curvas de RTD se
aproximaron a los re-
sultados experimenta-
les. Sin embargo, el va-
lor máximo de la curva
se encontró en un tiem-
po diferente. El flui-
do presentó una mez-
cla continua, debido a
que el tubo de salida de
las celdas actúa como
un mezclador. Las ve-
locidades en cada celda
fueron diferentes debi-


















Mo: modelo turbulento k-ε y ecuaciones de difusión-convección junto al mo-
delo de Kays-Crawford (Weigand et al., 1997).
Ma: malla tetraédrica con aproximadamente 180000 elementos en todo el do-
minio.
Me: las ecuaciones se resolvieron por medio del método del elemento finito.


































predichos y medidos ex-
perimentalmente en to-
das las posiciones valo-
radas. Sin embargo, la
temperatura del punto
más cercano al disco ca-
liente se desvió durante
el periodo de evapora-
ción. El setpoint de la
temperatura mostró te-
ner un efecto significa-
tivo en los perfiles de

















Mo: modelo de transferencia de calor y transferencia de masa (para el agua
ĺıquida y vapor de agua) descritos por Huang et al. (2007), y reacción qúımica
(analoǵıa con evaporación).
Ma: realizaron una serie de simulaciones utilizando mallados más finos, hasta
que el mallado no afectó la solución del sistema. La malla generada fue refinada
en las fronteras para aumentar la exactitud de los resultados.
Me: las ecuaciones del modelo se resolvieron usando el método del elemento
finito. Calcularon los parámetros desconocidos del modelo por medio del méto-
do de mı́nimos cuadrados, comparando los perfiles de temperatura simulados
y experimentales. Para la minimización de la función objetivo se empleó el








A: mecánica de fluidos Los resultados de las
simulaciones concorda-
ron con el estudio expe-
rimental. Encontraron
dos remolinos de re-
circulación en el sedi-











F: dinámica de fluidos, transferencia de masa.
P: COMSOL Multiphysics
G: 2D




















or Mo: modelo Eureliano-Eureliano, modelo turbulento k-ε, modelo de segui-
miento de part́ıculas.
un deflector ajustable)
y uno de área pequeña
(sin emplear el deflec-
tor). La mayor eficien-
cia se obtuvo con el











Ma: mallado triangular especialmente fino en los deflectores, placas y bordes
del tanque. Implementaron 100000 elementos de mallado y 2800 elementos de
contorno.
Me: las ecuaciones se resolvieron usando el método del elemento finito. Las
soluciones alcanzaron la convergencia cuando los cambios en las variables de
interés en dos intervalos de tiempo diferentes fueron inferiores a O(10−6).
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2.2. Ecuaciones Gobernantes de CFD
2.2.1. Dinámica de Fluidos
La dinámica de los fluidos es descrita matemáticamente por las ecuaciones de Navier-Stokes,
las cuales son un conjunto de ecuaciones diferenciales no lineales acopladas. Estas ecuaciones
son la base de CFD ya que contienen las expresiones para la conservación de la masa, el
movimiento y la enerǵıa (Sharma et al., 2011). Para un fluido en 3D las ecuaciones de


















+∇ · (µ∇w) + Fz (2.3)
Donde D es la derivada sustancial, t el tiempo, ρ la densidad, µ la viscosidad, P la presión,
u,v y w son los componentes de la velocidad en los ejes x,y y z, respectivamente. Fx, Fy y
Fz representan las fuerzas de volumen, las cuales añaden contribuciones debido a las fuerzas
del cuerpo, como por ejemplo las fuerzas gravitacionales (−ρg). La parte izquierda de la
ecuación contiene el cambio de velocidad en el tiempo y el termino convectivo. Mientras
que la parte derecha añade las fuerzas de volumen debido a la presión hidrostática, las
fuerzas gravitacionales y el término de difusión controlada por la viscosidad. La Derivada
sustancial, simboliza D/Dt = ∂/∂t + u · ∇. Lo que significa que la velocidad de variación
respecto al tiempo se reporta a medida que el observador se mueve con la sustancia (Bird
et al., 2006). Las ecuaciones de la conservación de cantidad de movimiento deben ir acopladas
a las ecuaciones de continuidad, es decir a las ecuaciones de conservación de la masa. Para
un fluido compresible la ecuación de continuidad es (Versteeg and Malalasekera, 2007a):
∂ρ
∂t
+ (∇ · (ρu)) = 0 (2.4)
Donde u es el vector de velocidad. El primer elemento de esta ecuación describe el cambio de
la densidad en el tiempo. El segundo término es denominado termino convectivo y representa
el flujo neto de masa que sale a través de los ĺımites de un elemento finito de volumen. Para
flujo incomprensible (ρ constante), la ecuación de continuidad se reduce a (Versteeg and
Malalasekera, 2007a):
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Las ecuaciones de Navier-Stokes se pueden resolver directamente para flujos en régimen la-
minar. Sin embargo, no es posible obtener solución para la dinámica de los fluidos en las
micro-escalas de Kolmogorov (Norton and Sun, 2006). La escala de Kolmogorov hace refe-
rencia a las escalas más pequeñas de movimiento en un flujo turbulento donde dominan las
fuerzas viscosas. En los remolinos pequeños formados debido al flujo turbulento, las fuerzas
inerciales y los efectos viscosos poseen por lo tanto fuerzas similares. Por lo que la enerǵıa
de estos es disipada y convertida en enerǵıa térmica, debido a que se realiza trabajo contra
la acción de los refuerzos viscosos. Debido a la importancia de predecir los efectos del flujo
turbulento, se han desarrollado diferentes métodos para su modelamiento. Estos métodos se
pueden dividir en tres grupos (Versteeg and Malalasekera, 2007b):
• Modelo de turbulencia de las ecuaciones de Navier-Stokes y Reynolds me-
dias (RANS): describe los efectos de la turbulencia sobre el flujo promedio. La im-
plementación de este modelo implica promediar en el tiempo las ecuaciones de Navier-
Stokes. En las ecuaciones promediadas en el tiempo para el transporte escalar y la
ecuación de continuidad, aparecen nuevos términos desconocidos, (los esfuerzos de
Reynolds). Estos términos extra son obtenidos por medio de modelos como: el modelo
k-ε, modelo k-ω, modelo de esfuerzo de Reynolds y el modelo de esfuerzo algebrai-
co. Para obtener resultados exactos por medio de este modelo, se requieren recursos
computacionales modestos.
• Simulación de remolinos grandes (LES): el modelo emplea un filtrado espacial
de la ecuación de Navier-Stokes en estado no estacionario para separar los remolinos
grandes de los pequeños. Se usa una función de filtrado y una medida de corte, con
el fin de seleccionar los remolinos de longitud superior a la medida de corte para los
que se resolverán las ecuaciones de flujo. Los efectos de los remolinos pequeños son
incluidos por medio del modelo de esfuerzos a escala sub-malla (SGS). Como para la
ejecución de este modelo se requieren resolver un sistema de ecuaciones de flujo no
estacionario, se requieren recursos computacionales altos en cuanto al almacenamiento
y el volumen de los cálculos.
• Simulación numérica directa (DNS): en este modelo se emplea un mallado lo su-
ficientemente fino y un paso de tiempo lo suficientemente pequeño para resolver las
ecuaciones de continuidad y de Navier-Stokes en estado no estacionario para los remo-
linos más pequeños y las fluctuaciones más rápidas. Este modelo no suele ser usado en
aplicaciones industriales debido que la demanda computacional requerida es muy alta.
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Para modelar flujos de dos fases, se requiere añadir ecuaciones adicionales que permitan
describir el comportamiento de la interface. Han sido propuestas diferentes técnicas para
describir la interface de fluidos en movimiento, las tres aproximaciones principales son:
• Método Lagrangiano: resuelve las ecuaciones de movimiento para la fase disper-
sa considerando los efectos de las colisiones de part́ıculas y las fuerzas ejercidas por
otras fases. Se emplean además marcadores para hacer seguimiento de la interface
(Grzybowski and Mosdorf, 2014). Esta aproximación permite modelar las interaccio-
nes part́ıcula-pared y part́ıcula-part́ıcula de una manera más realista (Pan et al., 2016).
• Método Eureliano: en este método las fases son tratadas como fases continuas in-
terpenetradas, donde en todas las fases se usan las mismas ecuaciones de conservación
(Pan et al., 2016). La interfaz es capturada por un isocontorno de una función defini-
da globalmente. El método Eureliano se adapta más fácilmente a la fusión y ruptura
de interfaces y a los contornos irregulares y afilados en comparación con el método
Lagrangiano. Entre las técnicas Eurelianas más empleadas se encuentran los modelos
level-set, volumen de fluido (VOF) y phase field (Grzybowski and Mosdorf, 2014).
• Simulación numérica directa (DNS): se emplean aproximaciones impĺıcitas o
expĺıcitas para describir la interface en movimiento (la interfaz en realidad existe).
En donde resaltan el método de cuadricula móvil, cuadricula fija, y de cuadricula li-
bre. Comúnmente se emplea un tamaño de malla menor al de la fase dispersa (Pan
et al., 2016).
2.2.2. Transferencia de Calor
La ecuación de la conservación de la enerǵıa se deriva de la primera ley de la termodinámica.
Esta establece que el cambio de la enerǵıa de un fluido es igual a la adición de calor al
fluido más la velocidad de trabajo realizado sobre una part́ıcula del fluido (Versteeg and
Malalasekera, 2007a). Considerando flujo incompresible, con calor especifico (Cp) constante
y despreciando la enerǵıa cinética y el termino de disipación (el cual describe los efectos de
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Donde T es la temperatura, Cp es el calor especifico y λ es la conductividad térmica. Supo-
niendo que la conductividad térmica es constate y añadiendo el termino de generación, la































Donde ∆Hrxn es la entalṕıa de reacción, R es el término de generación por reacción qúımica
y V es el volumen. La parte izquierda de esta ecuación describe como la temperatura cambia
en el tiempo y en el espacio, mientras que la parte derecha representa el flujo de calor debido
a la conducción de calor.
2.2.3. Transferencia de Masa
Para un proceso de transferencia de masa interfacial, el balance diferencial para la continui-
dad de la masa de la especie i, es (Taylor and Krishna, 1993):
∂ρi
∂t
+∇ni = R (2.8)
Donde ρi es la densidad del componente i, ni es el flujo másico del componente i y R es el
término de generación causada por reacción qúımica. El flujo másico ni, está compuesto por
el flujo de másico por convección y difusión. Reemplazando se obtiene:
∂ρi
∂t
+∇ · (ρiν) = −∇ · ji +R (2.9)
Donde ν es la velocidad másica promedio de la mezcla y ji es el flujo de difusión másica
del componente i relativo al flujo de la mezcla. El flujo de difusión másica j, puede ser
descrito por la ecuación de Maxwell–Stefan, ecuación más general, o por una ecuación más
simplificada de esta, como la ecuación de Nernst-Planck. Para la mezcla total el balance para
la continuidad de la masa es:
∂ρt
∂t
+∇ · (ρtν) =
∂ρt
∂t
+ ρt∇ · ν + ν · ∇ρt = 0 (2.10)
Donde ρt es la densidad de la mezcla. El primer componente de la ecuación describe la velo-
cidad de incremento de materia por unidad de volumen. Mientras que ∇· (ρtν) representa la
velocidad neta con que sale o se emite la densidad de flujo de materia por unidad de volumen
(Bird et al., 2006).
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2.3. Métodos numéricos para la solución de ecuaciones
diferenciales
En ingenieŕıa se suelen emplear los métodos de diferencias finitas, volumen finito (FVM) y
elemento finito (FEM) para la solución de ecuaciones diferenciales parciales. A continuación
se describe brevemente en qué consisten.
2.3.1. Método de las diferencias finitas
En este método las derivadas de las ecuaciones originales son aproximadas por diferenciales
finitos, derivados de la serie de Taylor. Esto permite convertir las ecuaciones diferenciales en
ecuaciones algebraicas que se pueden resolver por diferentes métodos. El método implica di-
vidir el dominio en cuadriculas, como se muestra en la figura 2.1 y aplicar las aproximaciones
de las ecuaciones diferenciales entre nodos adyacentes. Para los nodos externos se requieren
emplear ecuaciones diferentes que contengan las condiciones de frontera. La exactitud de
la solución depende de los tamaños de paso y del orden de la serie de Taylor (Chapra and
Canale, 2010).
Figura 2.1: Representación del mallado estructurado obtenido en la discretización del método
de diferencias finitas. (Khan et al., 2011).
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2.3.2. Método del volumen finito (FVM)
Este método se basa en que las leyes de conservación pueden ser representadas de manera
precisa, cuando estas se emplean en su forma integral. Para lograr esto, es necesario dis-
cretizar las ecuaciones de manera integral. Las ecuaciones gobernantes del sistema se deben
escribir entonces de manera que se puedan resolver para un volumen finito (Jeong and Seong,
2014). Esto requiere que el campo de flujo o dominio también sea subdividido en un conjunto
de celdas. En la figura 2.2a se presenta una representación de la discretización de este méto-
do. El método no requiere emplear una función de espacio y los nodos pueden ser elegidos
de una manera que no se necesite una estructura de interpolación. Un paso importante es
la elección de los volúmenes de control sobre los que se aplican las leyes de conservación.
Estos volúmenes pueden estar solapados y coincidir o no con las celdas. No obstante, se debe
cumplir con que el flujo que sale de un volumen de control debe entrar en otro. El método
presenta dificultades en la definición de derivadas y en la obtención de precisión de orden
superior. (Dick, 2009a).
2.3.3. Método del elemento finito (FEM)
Análogamente a las diferencias finitas, la implementación de este método también requiere
la discretización del dominio en cuadriculas denominadas elementos. La figura 2.2b muestra
una discretización realizada para este método, donde se ve que la aproximación de la solución
es obtenida para un punto (nodo). Para cada uno de estos elementos se obtiene una solución
aproximada. La solución total del sistema puede obtenerse entonces al ensamblar todas las
soluciones individuales, asegurando que haya continuidad entre los ĺımites de los elementos.
A continuación se listan los pasos generales en la implementación del método del elemento
finito (Chapra and Canale, 2010):
1. Discretización: el dominio se divide en elementos muy finos.
2. Ecuaciones de los elementos: se obtienen ecuaciones con soluciones aproximadas para
cada uno de los elementos. Esto con el fin de obtener una función de interpolación
y las ecuaciones gobernantes en forma de ecuaciones algebraicas las cuales se pueden
expresar matricialmente. Para este propósito se emplean métodos como la aproximación
directa, el método de los residuales ponderados y la aproximación variacional.
3. Ensamble: con el fin de obtener el comportamiento del sistema entero, las ecuaciones
desarrolladas para cada elemento deben ser ensambladas. Los valores o derivadas des-
conocidas en los nodos de los elementos contiguos deben ser equivalentes, de manera
que haya continuidad.
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4. Condiciones de frontera: las ecuaciones obtenidas en el punto anterior deben ser mo-
dificadas para añadir las condiciones de frontera.
5. Solución: se debe resolver el sistema de ecuaciones lineales obtenidas. Se pueden em-
plear métodos como el de descomposición LU.
6. Post-procesamiento: Los valores obtenidos en la solución del problema pueden ser mos-
trados en tablas o por medio de gráficas.
(a) FVM (b) FEM
Figura 2.2: Representación del mallado estructurado obtenido en la discretización de los
métodos: (a) volumen finito (FVM), (b) elemento finito (FEM). (Jeong and
Seong, 2014).
Una de las ventajas de FEM, es la facilidad para obtener precisiones de orden más alto y
de implementar las condiciones de contorno. En los FEM los elementos del mallado suelen
ser triangulares o cuadrados, además pueden ser rectiĺıneos o curvos y la malla no tiene
que ser estructurada. Por tanto, este método al igual que el de FVM se adapta fácilmente
a geometŕıas complejas, a diferencia del método de diferencias finitas. Adicionalmente, la
exactitud de los FEM es mayor que la de los FVM. Debido a estas ventajas, el FEM se em-
plea ampliamente en las aplicaciones en CFD. Sin embargo, al desarrollarse nuevos avances
en CFD, usualmente toma más tiempo incorporar el FEM en estos avances, en comparación
con los otros métodos (Dick, 2009b).
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2.4. Software de CFD
Actualmente existe una variedad de programas de computación comerciales para la solución
de problemas de CFD (Sharma and Kalamkar, 2016). Algunos de estos se muestran en las
tablas 2.2 y 2.3, para software licenciado y libre, respectivamente.
Tabla 2.2: Lista de software de CFD licenciados. Donde SW: software.
















• dinámica de fluidos Amplificadores de tubo de onda progresiva (Bi-
lla et al., 2016), Sistemas h́ıbridos fotovoltaicos
y térmicos (Bayoumi et al., 2016), reactor fil-
tro prensa (Sandoval et al., 2016), horneado por
contacto (Feyissa et al., 2011), Sedimentador
(Guo et al., 2017), tratamientos térmicos para el
control de plagas (Alfaifi et al., 2014), extracción
de ADN micro-flúıdico utilizando part́ıculas su-
perparamagnéticas (Samla et al., 2016), dispen-
sador de gotas en micro-fluidos (Jin et al., 2014),
microbombas a base de fibras flexibles inclinadas
(Hancock et al., 2015).
• flujo multifase
• difusión


















• dinámica de fluidos Sistema de ventilación de túneles (Calautit and
Hughes, 2014), destiladores solares tubulares
(Rahbar et al., 2015), mezcla de flujo en una
unión en “T” (Smith et al., 2013), turbina de
viento de eje horizontal (Lanzafame et al., 2013),
formación de burbujas de Taylor en un microca-
nal (Dang et al., 2015), lechos fluidizados (Xu











on • dinámica de fluidos
Fuerza aerodinámica para una placa inmersa en
una corriente de aire (Nedelcu et al., 2011), flujo
en sistema de riego agŕıcola (Celik et al., 2011),• transferencia de calor




















flujo alrededor de un rotor Savonius (Driss et al.,
2015), desempeño térmico de colectores solares
con tubos evacuados (Bellos et al., 2015), adsor-
ción en gránulos de gel de śılice en una columna











• dinámica de fluidos Filtro de células de tipo linfocitos T en microflui-
dos (Quiroga et al., 2016), modelo térmico del
circuito electromagnético de máquinas eléctricas
giratorias (Bedkowski and Madej, 2015), flujo
de aire en sistemas de refrigeración de motores
eléctricos (Madej and Bedkowski, 2013), venti-
lador centŕıfugo (Chaudhary and Kansal, 2013),
análisis de tensiones y deformaciones en una me-
sa de pruebas (Shuhada, 2016).
• flujo multifase
• transferencia de calor










• dinámica de fluidos Transferencia de calor en sistemas de enfria-
miento por aspersión (Jafari, 2014), diseño de la
boquilla de rociado para combustión (Noël et al.,
2017), ala de alta elevación (Shankara and Sny-
der, 2012), flujo en la curva alveolar (pulmones)
(van Ertbruggen et al., 2008), transferencia de
calor de sistemas electrónicos utilizando aire for-
zado (Anderson et al., 2013), flujo en el impul-
sor de una bomba (Manivannan, 2010), turbina
eólica de eje vertical Savonius (Zhou and Remp-
fer, 2013), tubo de aspiración de una turbina
hidráulica (Rajak et al., 2013), refrigeración de
un reactor nuclear (Chatharaju, 2011).
• flujo multifase
• transferencia de calor
• flujo de part́ıculas
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Tabla 2.3: Lista de software de CFD libre. Donde SW: software.









• dinámica de fluidos (tur-
bulencias)
Atomización y pulverización acoplada (forma-
ción de aspersión) (Gjesing et al., 2009), encen-
dido y combustión de un spray diésel (Novella
et al., 2011), bomba centŕıfuga (Petit and Nils-
son, 2013), flujo viscoelástico bifásicos (Habla
et al., 2011), hidrodinámica de un reactor de le-
cho fluidizado gas-sólido (Herzog et al., 2012),
enfriamiento evaporativo en una torre de vien-
to (Saffari and Hosseinnia, 2009), dispersión de
contaminantes en pozos abiertos (Flores et al.,
2014).
• flujo multifase
• transferencia de calor
• reacciones qúımicas
• combustión
• seguimiento de part́ıculas
• mecánica de sólidos
• electromagnetismo




• dinámica de fluidos Diseño de aeronave a gran escala (Palacios et al.,
2015), perfiles aerodinámicos de turbinas de
viento (Vaithiyanathasamy, 2017), flujos com-
presibles a través de boquillas y turbinas (Gori
et al., 2015) (énfasis en problemas relacionados
con la optimización de formas aerodinámicas).
• aerodinámica









• dinámica de fluidos Decaimiento del vórtice Taylor-Green, advección
de vórtice isentrópico, flujo turbulento sobre un
cilindro circular y sobre un perfil aerodinámico
(Vermeire et al., 2017), ondas acústicas en un
flujo compresible (Iyer and Vincent, 2016).
• advección-difusión










• dinámica de fluidos Turbulencia en el campo próximo a una de tur-
bina mareomotriz de flujo axial (Mcnaughton,
2013), modelado de turbinas de viento (Nedjari
et al., 2017), transferencia de enerǵıa de un plas-
ma térmico de soldadura al baño de soldadura
(Borel et al., 2014), difusor de flujo (Xu et al.,
2016), mezcla térmica en una unión en forma de
“T”, con paredes de latón (la transferencia de
• flujo multifásico
• transferencia de calor
• combustión
• seguimiento de part́ıcula
• arco eléctrico
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• (EDF, 2017) calor fluido-sólido es modelada con Syrthes).












• dinámica de fluidos
Flujos impulsados por presión a través de cana-
les y tubeŕıas (Aristov et al., 2012), predicción
del espesor de la peĺıcula en un flujo tapón (Lan-
gewisch and Buongiorno, 2015), mezcla y bom-
beo inducidos electrohidrodinámicamente (Cim-
peanu and Papageorgiou, 2014), atomización
primaria en spray diesel (Salvador et al., 2016),
absorción de gotitas en medios porosos (Tan,










• dinámica de fluidos Permeabilidad en materiales granulares (Daigle
and Reece, 2015), flujo de un ŕıo (Parmigiani
et al., 2013), mezcla de micro-fluidos en unión
en forma de “T”(Lobur and Dmytryshyn, 2013),
desgasificación en fundiciones rioĺıticas (Martel
and Iacono-Marziano, 2015), flujo de fluido en
hidrociclones (Bhamjee et al., 2014).
• flujos multifase
• flujo térmico (transferencia
de calor convectiva)
• interacción fluido-part́ıcula









• dinámica de fluidos Flujo en micromezcladores (Mierka et al., 2017),
propagación de vórtices de Görtler (Boiko et al.,
2016), flujo segmentado ĺıquido-ĺıquido (Kashid
et al., 2008), fluidos viscoelásticos (Damanik,
2011), intercambiador de calor de tipo termo-
sifón (Fernandez-Rivas and Piedra-Diaz, 2005).




• flujo multifase Hidrodinámica de un reactor de lecho fluidizado
gas-sólido (Herzog et al., 2012), flujo en part́ıcu-
las Laden (Dufek and Bergantz, 2007), Flujos
reactivos multifásicos en lechos fluidizados (Xie
et al., 2004).
• transferencia de calor
• reacciones qúımicas hete-
rogéneas
• seguimiento de interface
• polidispersidad
• aglomeración de part́ıculas
• desgaste de part́ıculas








Solución de ecuaciones dife-
renciales, aplicaciones en:
Transferencia de calor y humedad en paredes
macizas de hormigón de un reactor nuclear (So-
lin et al., 2010), propagación de llama (Dubcová
and Soĺın, 2010), calentamiento por microondas
(Dubcova et al., 2010), separación triboeléctrica
de part́ıculas de plástico en un campo eléctri-
co (Mach et al., 2012), flujo ĺıquido calentado
inductivamente en una tubeŕıa (Dolezel et al.,
2010), calentamiento por inducción de giro de
palanquillas ciĺındricas (Karban et al., 2013).
• dinámica de fluidos
• flujo multifase
• transporte de masa
• transferencia de calor






Solución de ecuaciones di-
ferenciales (aplicaciones en
CFD) (FEniCS, 2017).
Ondas de presión y temperatura en un sensor
de trazas de gas fotoacústico (Brennan et al.,
2013), flujo turbulento multifásico en modela-
miento de drenaje de aguas pluviales e impacto
de olas (ingenieŕıa naval) (Krishnasamy et al.,
2016), interacción fluido-estructura de sangre en
una vena (Lofink and Müller, 2013), flujo vis-





Solución de ecuaciones dife-
renciales, aplicaciones en:
Flujo y transporte en medios porosos (Flemisch
et al., 2007), desempeño y fenómenos de de-
gradación qúımica en membranas de PFSA re-
forzadas (Futter et al., 2015), flujo combinado
de calor, agua ĺıquida y vapor en un sistema
subterráneo de transmisión de enerǵıa (Kroener
et al., 2014), flujo multifásico con fase de equili-
brio (Neumann et al., 2013).
• dinámica de fluidos
• electromagnetismo
• mecánica estructural






Solución de ecuaciones di-
ferenciales (aplicaciones en
CFD) (Bangerth et al., 2017)
Flujo en medios porosos (Kanschat et al., 2017),
interacción fluido-estructura (Wick, 2013), dis-
tribución de temperatura en materiales po-
liméricos durante el proceso de fusión (Riedl-
bauer et al., 2014), simulaciones de la dinámica
del manto de la tierra (He et al., 2015).
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El modelamiento de muchos sistemas requiere acoplar la dinámica de fluidos a otros fenóme-
nos f́ısicos. Entre los software de simulación de CFD más empleados para estos casos se
encuentran COMSOL Multiphysics R© y Ansys R© Fluent. A continuación se describen breve-
mente:
COMSOL Multiphysics R©: es un programa empleado para el modelamiento de diferentes
tipos de sistemas. El software resuelve los modelos basándose en el método del elemento
finito. Por medio de COMSOL Multiphysics R© se pueden extender modelos convencionales
con un solo tipo de fenómeno f́ısico, a modelos multif́ısicos, en los cuales se resuelven los
fenómenos f́ısicos acoplados de manera simultánea. Los modelos se pueden implementar uti-
lizando los modelos f́ısicos incorporados, las propiedades de los materiales y las magnitudes
de las condiciones ĺımite. Como no requiere emplear directamente las ecuaciones que descri-
ben los fenómenos f́ısicos y las condiciones de frontera, no es necesario poseer conocimientos
profundos en matemáticas. Se pueden realizar diferentes tipos de estudios como: estudios
estacionarios, temporales (transitorios), lineales, no lineales, modal, de frecuencia propia y
de respuesta de frecuencia. Los estudios pueden hacer uso de sistemas multiprocesador y
computación en clúster, y puede ejecutar trabajos por lotes y barridos paramétricos. El ac-
ceso a COMSOL Multiphysics R© se puede hacer a través de una interfaz de usuario (GUI) o
por medio de programación en Java R© o en Matlab R© (COMSOL Multiphysics R©, 2017c).
ANSYS R© Fluent: ANSYS R© Fluent es un programa informático empleado modelar el flujo
de fluidos, transferencia de calor y reacciones qúımicas en geometŕıas complejas. Los solu-
cionadores de CFD de ANSYS R© se basan en el método del volumen finito. El programa está
escrito en lenguaje C, lo que permite asignación de memoria dinámica verdadera, estructuras
de datos eficientes y control del solucionador. El software proporciona flexibilidad completa
de la malla, incluyendo la capacidad de resolver problemas de flujo usando mallas no es-
tructuradas. El solucionador en serie gestiona los cálculos de entrada y salida de archivos,
almacenamiento de datos y cálculo de flujo utilizando un solo proceso del solucionador en
un solo ordenador (Ansys R©, 2013).
2.5. Casos de estudio
En primera instancia los casos de estudio fueron seleccionados por su relevancia en ingenieŕıa
qúımica. Con el objetivo de estudiar desde los casos más sencillos hasta los más complejos,
se incluyó desde hidráulica simple hasta casos multif́ısicos con reacción qúımica acoplada a
otros fenómenos. El caso de separación de fases inmiscibles en micro-canales es tomado como
el caso principal de esta investigación, pues hace parte de un proyecto más grande que se está
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realizando en el grupo de investigación. En total los cuatro casos de estudio considerados en
este trabajo son:
• Separación de fases inmiscibles en micro-canales: las operaciones de separación
son determinantes para alcanzar la viabilidad de los bioprocesos. Recientemente se ha
demostrado que usando membranas ĺıquidas en flujo de Taylor (LMTF) a través de
micro-canales, es posible mejorar el desempeño de los sistemas de separación, en compa-
ración con diseños convencionales (Pérez-Ávila, 2014). El desafió actual en el desarrollo
de esta tecnoloǵıa es el diseño de un mecanismo que permita separar eficientemente las
tres fases inmiscibles. Teniendo en cuenta que los fenómenos f́ısicos funcionan de forma
diferente en micro escala en comparación con las escalas convencionales, resulta más
conveniente basarse en la afinidad de los fluidos hacia diferentes materiales para llevar
a cabo la separación de fases. Con el fin de reducir esfuerzos en ensayos experimentales,
en este caso se quiere emplear CFD para evaluar diferentes diseños y configuraciones
que permitan mejorar la eficiencia de la separación. Se efectuó un análisis de sensibili-
dad paramétrico para investigar el efecto de diferentes geometŕıas, ángulos de contacto
y de la dirección de la gravedad en la separación de fases. Los casos más favorables
sirvieron de base para construir y posteriormente probar el prototipo experimental.
• Floculador: debido a problemas ambientales y a la falta de acceso a agua potable
por parte de muchas personas, las unidades de potabilización de agua requieren un
mejoramiento continuo. A través de CFD es posible estudiar alternativas de diseños que
permitan mejorar el desempeño de estas unidades. Por lo tanto, se quiere explorar su
aplicación para estudiar el comportamiento hidrodinámico de un floculador hidráulico
tipo Cox empleado en una planta real de potabilización de agua. Se evaluó el efecto
de la geométrica y el caudal de alimentación en el comportamiento hidrodinámico del
floculador. Como variables de desempeño se emplearon los gradientes de velocidad y
el tiempo de residencia. Para esto se utilizó una prueba de trazador.
• Tanques agitados: los tanques agitados son empleados en la mayoŕıa de procesos
para diversos fines, de esta forma un determinado fin requerirá un determinado patrón
diferente de flujo, el cual dependerá de las variables de diseño del tanque. Esto impli-
ca la importancia de determinar el comportamiento de los fluidos en estos sistemas.
Por lo cual se seleccionaron dos casos relacionados a tanques agitados: un recipiente
agitado magnéticamente y un tanque agitado piloto. Con el propósito de comparar los
resultados con los obtenidos por medio de otro método numérico, las simulaciones se
realizaron con base a las realizadas por Larsson (2015). Las componentes de velocidad,
los patrones de flujo y las variables turbulentas desarrolladas por el flujo fueron tenidos
en cuenta para comparar ambas aproximaciones.
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• Reactor de lecho empacado (PBR): los reactores son considerados la parte central
de las plantas qúımicas. Esto, debido a que la eficiencia de todo el proceso depende
de estos. Sin embargo, La conversión en los reactores se ve limitada por los equili-
brios cinético y termodinámico, la selectividad y en el caso de reactores heterogéneos
por la difusión de los reactantes hasta los sitios activos dentro del catalizador. Lo que
hace importante el modelamiento de estos sistemas. Por esta razón, en este caso se
quiso evaluar un PBR empleado para la producción de dimetiléter por medio de di-
ferentes aproximaciones: simulaciones de CFD en 2D considerando los fenómenos de
transferencia de calor y masa, dinámica de fluidos, y reacción qúımica y los modelos
pseudo-homogéneo y heterogéneo en 1D. En todos los casos el reactor se consideró
adiabático y también se tuvo en cuenta el efecto difusión intrapart́ıcula de las especies.
Los resultados son comparados con datos reportados en la literatura.
2.6. Metodoloǵıa
En primera instancia se quiere evaluar una metodoloǵıa para facilitar el uso de simulaciones
en CFD. Una metodoloǵıa permite ejecutar de manera lógica y eficiente todos los aspectos
necesarios para simular exitosamente el sistema objetivo. El modelamiento de un sistema en
CFD, requiere llevar a cabo varios pasos. En la figura 2.3 se muestra la metodoloǵıa pro-
puesta para implementar simulaciones en CFD, la cual fue planteada con base en los casos
de estudio investigados en este trabajo. Esta metodoloǵıa se ha adaptado principalmente
para el modelamiento en el programa de CFD COMSOL Multiphysics R©. Sin embargo, otros
programas de CFD requerirán realizar una serie de pasos análogos. Para acceder a COM-
SOL Multiphysics R© es posible utilizar una interfaz gráfica de usuario (GUI) o por medio de
programación de scripts en lenguaje Java R© o MATLAB R©.
La metodoloǵıa mostrada en la figura 2.3 se construyó teniendo en cuenta la metodoloǵıa
de modelamiento propuesta por Hangos and Cameron (2001). Esta se divide en tres etapas:
formulación conceptual, implementación de la simulación y validación de resultados. El ob-
jetivo de la primera etapa (formulación conceptual) consiste en identificar el sistema que se
va a estudiar, con el fin de seleccionar los aspectos más relevantes a tener en cuenta. Esto se
puede realizar tomando como base estudios experimentales o lo encontrado en la literatura.
La segunda etapa consiste en configurar las simulaciones en el software de CFD, basándose
en lo establecido en la etapa anterior. Esta etapa de la metodoloǵıa se divide en tres zonas,
donde se distinguen de arriba hacia abajo los pasos referentes a la geometŕıa, los modelos
de los fenómenos y a los solucionadores del sistema de ecuaciones. Algunos cuadros están
ubicados además en medio de dos de estas zonas indicando que el paso está relacionado a dos













Figura 2.3: Metodoloǵıa propuesta para la implementación de simulaciones en CFD (Hangos and Cameron, 2001;
Valencia-Isaza, 2017). Las flechas negras indican el paso siguiente a realizar, mientras que las flechas grises
indican que se debe volver a un paso anterior.
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obtenidos en las simulaciones. En caso que los resultados no sean los esperados, puede ser
necesario reconsiderar las configuraciones del modelo implementado.
Para alcanzar el objetivo de cada etapa de la metodoloǵıa es necesario llevar a cabo ciertos
pasos (como se ve en la figura 2.3). A continuación se describen los pasos de cada etapa
(Hangos and Cameron, 2001; Valencia-Isaza, 2017; COMSOL Multiphysics R©, 2017a):
2.6.1. Formulación conceptual
• Definición de problema: en primer lugar se propone escoger el sistema a modelar aśı
como definir de manera clara el alcance y el objetivo de la simulación. La importancia
de este paso radica en que las decisiones tomadas en los casos siguientes dependerán
de lo establecido aqúı.
• Identificación de fenómenos, volumen de control y suposiciones: una vez el
caso de estudio ha sido definido, se debe realizar un análisis del sistema con el fin de
determinar los fenómenos que intervienen en el sistema y como estos interactúan entre
śı, el dominio del sistema a tener en cuenta en las simulaciones y las suposiciones que
pueden ser válidas para dicho sistema.
2.6.2. Implementación de la simulación
• Definición de dimensiones: el software permite realizar simulaciones en 6 dimen-
siones espaciales: 0D, 1D, 1D con simetŕıa axial, 2D, 2D con simetŕıa axial y 3D. La
dimensión 0D corresponde a un punto, la 1D a una ĺınea, la 2D a una figura en un
plano y 3D a una figura con un volumen definido. El concepto de simetŕıa axial impli-
ca dividir una geometŕıa simétrica en dos por medio de un punto o ĺınea de simetŕıa.
De manera que el software realiza los cálculos para una de las mitades y reproduce
los mismos valores para el otro lado simétrico (efecto espejo). Esto permite reducir el
tiempo y la memoria que se requiere para solucionar la simulación.
• Selección de modelos: este paso involucra traducir los fenómenos dominantes iden-
tificados en el sistema a ecuaciones matemáticas (modelos) por medio de leyes de
conservación y relaciones constitutivas. Para esto, el software cuenta con diferentes
modelos (identificados como f́ısicas), los cuales se pueden resolver acoplada o desaco-
pladamente. Si el sistema requiere más de un modelo, se puede recomendar agregar los
modelos escalonadamente, empezando con el modelo fundamental, de manera que se
pueda verificar que para cada modelo la simulación converja.
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• Selección del tipo de estudio: la mayoŕıa de los tipos de estudio se emplean para
controlar las formas de las ecuaciones de los modelos que se incluyen en el cálculo. La
disponibilidad de estos depende de los modelos o fenomenoloǵıas seleccionadas. Entre
estos se encuentran: estacionario, dependiente del tiempo, eigenfrecuencia o eigenva-
lores y dominio de la frecuencia. Los estudios estacionario y dependiente del tiempo
pueden ser los más relevantes para casos de áreas relacionadas a la ingenieŕıa qúımica.
El estudio en estado estacionario permite conocer las condiciones con las que el siste-
ma permanecerá a lo largo del tiempo, mientras que estudios en estado transitorio son
utilizados cuando se quiere observar la evolución de un sistema a lo largo del tiempo.
• Introducción de parámetros, variables y funciones: la definición de estos puede
ser útil para definir más adelante propiedades de sustancias o materiales, dimensiones
de la geometŕıa, condiciones iniciales y de frontera, entre otros. Dentro del programa se
definen como parámetros las propiedades o caracteŕısticas del sistema que permanece
constante durante la simulación, mientras que la variable es una propiedad cuyo valor
cambia durante de la simulación y por ende puede depender de una o más variables del
modelo. Entre las funciones que se pueden definir, el software COMSOL Multiphysics R©
contiene funciones como rampa, rectángulo, paso, interpolación, imagen, LiveLink for
Matlab R©, entre otras.
• Diseño de la geometŕıa: en este paso es necesario generar la geometŕıa del sistema.
Esta dependerá del número de dimensiones seleccionadas. Para dimensiones en 2D y
3D el software contiene diferentes figuras básicas y herramientas que permiten construir
la geometŕıa. También existe la posibilidad de importar y exportar geometŕıas. Entre
los formatos de geometŕıas que pueden ser importados, se encuentran archivos DXF,
STL, VRML, NASTRAN, CAD y ECAD.
• Definir las propiedades de las sustancias: las propiedades requeridas para solucio-
nar la simulación dependen de los modelos seleccionados. Para esto es posible definir
un material o sustancia de la base de datos que ofrece el software. Adicionalmente
también es posible especificar propiedades de sustancias que no contenga el software.
• Definir las condiciones iniciales y ĺımite: para resolver las ecuaciones del sistema,
es necesario definir condiciones de contorno, caracteŕısticas de dominio y condiciones
iniciales. Estas dependerán de los modelos seleccionados y deben seleccionarse a través
de la geometŕıa empleada.
• Generación del mallado: el mallado consta de la generación de nodos sobre la
geometŕıa del sistema, en cada uno de estos nodos se aplican y resuelven las ecuaciones
del modelo. Para esto, como método de discretización COMSOL Multiphysics R© posee
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varios algoritmos basados en el método de Galerkin (COMSOL Multiphysics R©, 2017c).
El software cuenta también con diferentes herramientas para la implementación de
mallas en 2D y 3D, permitiendo generar mallados con diferentes formas y diferentes
tamaños. Las mallas también pueden ser importadas desde diferentes tipos de archivos,
incluyendo STL, VRML y NASTRAN. Entre más cercanos se encuentren los nodos,
más fina será la malla. Los resultados tendrán una mayor resolución, el tiempo y la
memoria necesaria para resolver la simulación será mayor.
• Configurar los solucionadores del modelo: este paso implica definir como se re-
solverán las ecuaciones del modelo. Las configuraciones generales dependerán del tipo
de estudio seleccionado. Para estudios en estado transiente es necesario especificar el
intervalo de tiempo de la simulación. Es posible además modificar las configuraciones
relacionadas a las variables a resolver, el almacenamiento intermedio de las soluciones
y configuraciones especificas del solucionador. Sin embargo, en una primera instancia
es aconsejable dejar las configuraciones del solucionador por defecto y modificarlas solo
en caso de presentarse errores de convergencia.
• Solucionar el modelo: una vez definidos todos los aspectos requeridos, se debe correr
la simulación. El tiempo que tardará la compilación de las ecuaciones del modelo
dependerá de que tan demandante sea el sistema de ecuaciones a resolver. Por tanto,
para algunos casos este podŕıa ser el paso que tome un mayor tiempo.
2.6.3. Validación de resultados
• Visualización de resultados: cuando la simulación ha convergido, el software gene-
ra por defecto gráficas donde se puede visualizar el comportamiento de las variables
principales de los modelos. En muchos casos es necesario hacer cálculos adicionales
empleando las variables de salida de la simulación, para lo cual el software cuenta con
diferentes herramientas, operadores y funciones matemáticas. Estos resultados pueden
ser presentados en tablas, figuras o animaciones en diferentes dimensiones.
• Verificación estructural: en este paso es necesario verificar el efecto del mallado
y de la tolerancia en la solución del sistema de ecuaciones. Para esto, se aconseja
evaluar el comportamiento del sistema, cuando se disminuye el tamaño del mallado
y el valor de la tolerancia en las configuraciones de la simulación. De esta manera se
puede seleccionar una configuración que no tenga un efecto importante en la solución
de la simulación. En algunos casos, puede requerirse hacer un balance con el tiempo de
solución, pues mallas de tamaños muy pequeños, puede requerir tiempos de compilación
demasiado largos. Una vez seleccionado el mallado y la tolerancia, se deben corroborar
los resultados obtenidos a través de la comparación con estudios previos y/o datos
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experimentales obtenidos de casos similares. Si los resultados no son los esperados, se
debe determinar si la diferencia se debe a errores numéricos (problemas de convergencia
o estabilidad) o a errores estructurales (no se obtiene el comportamiento esperado). Si
el error es numérico, se recomienda revisar la implementación de la simulación con el
fin de asegurarse que las condiciones de la simulación son consistentes. Por otro lado, si
el error es estructural puede recomendarse en primer lugar verificar los signos y valores
empleados en los parámetros y ecuaciones que se ingresaron al programa. Si el problema
persiste puede requerirse revaluar los modelos y dimensiones seleccionados, ya que estos
podŕıan tener restricciones que no permitan reproducir algunos comportamientos del
sistema.
• Validación: la validación del modelo implica asegurarse que las simulaciones permitan
reproducir satisfactoriamente datos experimentales. En caso que los resultados del
modelo no concuerden con los experimentales, se recomienda verificar la formulación
conceptual del caso de estudio. Pues se pudieron incluir u omitir fenómenos importantes
o incluso realizar suposiciones incorrectas.
2.7 Lista de śımbolos 39
2.7. Lista de śımbolos
Śımbolos con letras latinas




















P Presión Pa −






T Temperatura ◦C −
t Tiempo s −
u Vector de velocidad m
s
−
u Componente de velocidad en el eje x m
s
−
V Volumen m3 −
v Componente de velocidad en el eje y m
s
−
w Componente de velocidad en el eje z m
s
−
Śımbolos con letras griegas
Śımbolo Término Unidad SI Definición




λ Conductividad térmica W
Km
−
µ Viscosidad dinámica Pa ∗ s −
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Sub́ındices
Sub́ındice Término
i Propiedad o parámetro referente al componente i
t Propiedad o parámetro referente a la mezcla total
x Componente en el eje x
y Componente en el eje y



























* Con f = fxi+ fyj + fzw, (Schey, 1997).
** i, j y k son vectores unitarios representando los ejes de las coordenadas cartesianas (Schey,
1997).
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Abreviaturas
Abreviatura Término
CFD Dinámica de fluidos computacional
DME Dimetiléter
DNS Simulación numérica directa
DPM Modelo de part́ıculas discretas
DQMOM Direct quadrature method of moments
EMMS Energy minimization multi-scale
FEM Método del elemento finito
FPQMOM Fixed pivot quadrature method of moments
FVM Método del volumen finito
GMRES Generalized minimal residual method
GUI Interfaz gráfica de usuario
LES Simulación de remolinos grandes
LMTF Membrana ĺıquida en flujo de Taylor
PBR Reactor de lecho empacado
PFSA Ácido perfluorosulfónico
PRESTO Pressure staggering option
QMOM Quadrature method of moments
QUICK Quadratic upstream interpolation for convective kinematics
RANS Reynolds averaged Navier-Stokes
RNG Grupo de re-normalización
RTD Distribución del tiempo de residencia
SGS Esfuerzos a escala sub-malla
SIMPLE Semi-implicit method for pressure linked equations
SPM Single-particle model
SST Menter shear stress transport
SW Software
UDF Función definida por el usuario
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Abreviatura Término
V OF Modelo volumen de fluido
3 Separación de fases inmiscibles en
micro-canales
Resumen
En general la viabilidad tecno-económica de los bioprocesos está limitada usualmente por
los procesos de separación. Recientemente se ha demostrado que usando membranas ĺıquidas
en flujo de Taylor (LMTF) a través de micro-canales, se puede mejorar el desempeño de los
sistemas de separación, en comparación con diseños convencionales (Pérez-Ávila, 2014). El
desafió actual en el desarrollo de la tecnoloǵıa es el diseño de un mecanismo de separación
eficiente para las tres fases inmiscibles involucradas en esta tecnoloǵıa. En este caso, se evalúa
usando dinámica fluido-dinámica computacional (CFD) la separación de gotas inmiscibles
(fase acuosa) de la fase continua (fase orgánica) a través de un micro-canal, tomando como
base la diferencia de mojabilidad en un dispositivo en forma de “Y”. Con el fin de evaluar
diferentes diseños, se explora el efecto de la geometŕıa del dispositivo, los ángulos de contacto
de las ramificaciones y la orientación espacial del dispositivo en el desempeño de la sepa-
ración de fases. Estos resultados son aprovechados para la construcción y posterior prueba
de un prototipo experimental. Las simulaciones indicaron que bajos ángulos de contacto de
la ramificación hidrof́ılica y de la división, permiten obtener un mejor desempeño. En los
mejores escenarios, fue posible obtener una separación completa de fases.
Experimentalmente, se mostró que la relación del flujo de alimentación tiene un efecto con-
siderable en la eficiencia de la separación. Para flujos altos de alimentación de fase acuosa se
pudo obtener hasta un 87 % en pureza de fase acuosa en la salida del dispositivo, mientras
que fue posible obtener purezas de hasta 100 % para la fase orgánica, cuando se alimentó fase
orgánica en mayores proporciones. Las pruebas experimentales concuerdan con las simula-
ciones cuando se emplea un ángulo de contacto de 90◦ para la ramificación hidrof́ılica. Los
resultados experimentales indicaron la dificultad de obtener una separación de fases comple-
ta en un solo dispositivo de separación. Por tanto, es importante evaluar otros mecanismos
para incrementar la eficiencia de la separación.
44 3 Separación de fases inmiscibles en micro-canales
3.1. Introducción
Los micro-fluidos han sido utilizados en una gran variedad de aplicaciones, debido a las ven-
tajas que pueden presentar, tales como la reducción de los volúmenes de muestras, reactivos
y desechos, menor requerimiento de espacio y aumento del área espećıfica y el aumento de la
transferencia de masa (Tsaoulidis, 2015). Por este motivo, la industria qúımica y bioqúımica
ha mostrado un creciente interés en las aplicaciones potenciales de los micro-fluidos multifase
en la implementación de micro-reactores y micro-procesos (Scheiff et al., 2011). Sin embargo,
la implementación de cualquier proceso requiere el desarrollo de mecanismos de separación
adecuados que permitan su viabilidad tecno-económica. Por esta razón, los procesos de se-
paración de membranas son interesantes debido a que tienen el potencial para extraer in situ
bioproductos con alta selectividad y productividad. Entre las opciones, las membranas ĺıqui-
das han sido propuestas para la remoción in situ de productos (ISPR), como una alternativa
a la extracción con solventes. Sin embargo, las configuraciones convencionales de procesos de
membranas ĺıquidas presentan algunas desventajas: las emulsiones tienen usualmente pro-
blemas de estabilidad, la etapa de separación de fases puede ser dif́ıcil y en las membranas
soportadas hay pérdidas de membrana. Recientemente se demostró que a través del uso de
membranas ĺıquidas en régimen de flujo de Taylor (LMTF), se puede mejorar el desempeño
de los sistemas de perstracción (i.e. de extracción con membrana) y de esta manera superar
los problemas que presentan las membranas ĺıquidas en emulsión y soportadas (Pérez-Ávila,
2014). Este sistema está compuesto de tres fases inmiscibles: una fase orgánica continua (fase
membrana) y dos fases acuosas discontinuas, una aceptora y la otra donadora. En el proceso
de perstracción, los ácidos orgánicos en la fase donadora son transferidos por medio de trans-
porte facilitado a la fase aceptora a través de la membrana inmiscible (como se puede ver
en la figura 3.1). El régimen de flujo de Taylor permite aumentar la transferencia de masa
entre estas tres fases debido a la recirculación que ocurren en las fases (Gupta et al., 2009).
Este régimen de flujo ocurre en ambientes donde las fuerzas capilares son dominantes, lo
cual ocurre en mini y micro-canales a velocidades de flujo moderadas (Mehta et al., 2011).
Figura 3.1: Representación del transporte facilitado de una membrana ĺıquida en régimen de
flujo de Taylor (LMTF) (Pérez-Ávila, 2014). Donde, C: carrier o transportador
y AO: ácido orgánico.
3.1 Introducción 45
Pese a su importancia, el comportamiento de fluidos inmiscibles en micro-canales y sus tec-
noloǵıas de separación correspondientes, no han sido realmente muy explorados (Kralj et al.,
2007; Cervera Padrell et al., 2012; Tsaoulidis, 2015). Por tanto, el desaf́ıo actual aparece
después que el proceso de perstracción ha sido llevado a cabo, donde se requiere una sepa-
ración de fases selectiva adecuada para micro-fluidos que evite el uso de sistemas mecánicos
complejos, los cuales aumentaŕıan los costos de separación. Convencionalmente, las técnicas
de separación para sistemas multi-fase en micro-escala están basados en las fuerzas gravi-
tacionales y centrifugas. Esas fuerzas impulsoras no son adecuadas para los micro-fluidos,
pues las fuerzas de superficie dominan sobre las fuerzas gravitacionales y viscosas. Por consi-
guiente, los métodos f́ısicos basados en la afinidad son preferibles debido a que la separación
de fases es inducida por las fuerzas interfaciales dominantes (Scheiff et al., 2011). Diferentes
mecanismos para la separación de mezclas bifásicas inmiscibles en micro-canales han sido
propuestos tomando como base la mojabilidad preferencial que tienen los fluidos sobre cier-
tos materiales (Kashid et al., 2007; Scheiff et al., 2011; Gaakeer et al., 2012). Basándose en
estos esfuerzos previos, es razonable extrapolar los métodos basados en la mojabilidad pa-
ra la separación de fases y aplicarlos en los sistemas las membranas ĺıquidas en flujo de Taylor.
Algunos autores han estudiado la generación del flujo de Taylor empleando simulaciones en
CFD. Gupta et al. (2009) estudió el comportamiento de un sistema gas-ĺıquido en flujo de
Taylor. En este, fue posible capturar la delgada capa alrededor de la burbuja, usando un
mallado con alta resolución cerca de la pared del tubo. Por otro lado, Kashid et al. (2010)
describió los pasos de la formación del flujo en slug de un sistema ĺıquido-ĺıquido por medio
de una conjunción en forma de “T”. Adicionalmente, compararon dos casos, en un caso la
gota moja completamente la pared y en otro caso la gota mojaba parcialmente esta. En
ambos casos la capa ĺıquida alrededor del slug fue observada. Mehta et al. (2011) estudió los
efectos de diferentes parámetros en la generación de un sistema gas-ĺıquido en flujo de Taylor.
Se compararon geometŕıas en 2D y 3D, donde encontraron que las aproximaciones 2D no
proveen resultados realistas. En este último caso no fue posible reproducir la existencia de la
capa de ĺıquido alrededor de las burbujas porque emplearon una malla muy gruesa cerca a la
pared. Sin embargo, esta capa alrededor de las gotas ha sido predicha teóricamente (Gupta
et al., 2010; Talimi et al., 2014; Langewisch and Buongiorno, 2015)
El objetivo de esta contribución es investigar un sistema de separación de fases en el régimen
de flujo de Taylor, a través de simulaciones en CFD. Basándose en análisis preliminares, el
sistema a investigar se basa en la mojabilidad preferencial de los fluidos sobre ciertos ma-
teriales en una división en forma de “Y”. Con el fin proponer un diseño que permita una
separación fases, se evaluó la influencia de la geometŕıa, modelos y propiedades del fluido y
materiales del tubo.
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3.2. Antecedentes
Los sistemas de micro-fluidos suelen ser caracterizados por su escala de longitud menor a
un miĺımetro. En estas pequeñas escalas, el flujo laminar es un aspecto importante, pues
este se da en capas paralelas de movimiento constante con un perfil de velocidad parabólico,
lo que hace que el comportamiento de los fluidos sea bien definido (van der Velden, 2014).
En pequeños conductos, las operaciones de separación de fases convencionales basadas en
fuerzas gravitacionales o viscosas no son aplicables, pues las fuerzas superficiales dominan
sobre estas (Kashid et al., 2007). Debido a esto, se han realizado distintos estudios sobre la
separación de fases en micro-fluidos basados en otros principios.
En pequeñas escalas, los métodos de separación basados en la mojabilidad son preferibles,
ya que la separación de fases se induce por fuerzas interfaciales (Bannock et al., 2013). La
mojabilidad se describe comúnmente en términos del ángulo de contacto de tres fases, que
forma una superficie sólida con la interface ĺıquido-ĺıquido (θ). Entre menor sea el ángulo,
mayor será la afinidad (Paunov, 2003).
Gaakeer et al. (2012), reportó un dispositivo de separación basado en la diferencia de mo-
jabilidad de las fases hacia las paredes de los conductos. El dispositivo está constituido por
dos capilares cuadrados, uno hidrofóbico y otro hidrof́ılico. Estos conductos capilares son
obtenidos utilizando dos barras de teflón y dos barras de vidrio colocadas de tal forma que
se permita una abertura entre ambas barras del mismo material, como se muestra en la
figura 3.2.
El funcionamiento del separador se probó utilizando un flujo segmentado de agua y n-
heptano. La separación se basa en la propiedad de mojabilidad preferencial que tienen los
fluidos sobre los materiales con que están construidos los capilares, por lo que la fase acuosa
debe continuar por la ranura de vidrio (hidrof́ılica), mientras que el n-heptano debe conti-
nuar por la ranura de teflón (hidrofóbico). Para alcanzar una correcta separación, se debe
asegurar que la presión capilar sea lo suficientemente grande para contrarrestar la presión
hidrostática, lo cual se puede lograr al encontrar las dimensiones correctas de los conductos
que proporcionen estas condiciones. Gaakeer et al. (2012) encontraron que para flujos gran-
des con diferencias de presión mı́nimas entre las salidas, se obteńıan las mejores separaciones
cuando las aberturas teńıan alturas relativamente grandes, pues permit́ıan una menor pre-
sión hidráulica.
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Figura 3.2: Vista transversal del dispositivo para la separación de fluidos segmentados por
medio de aberturas cuadradas entre barras de teflón y vidrio (Gaakeer et al.,
2012)
Kashid et al. (2007) empleó un método de separación de fases basado de igual forma en
la mojabilidad de los componentes, utilizando un dispositivo en forma de un tubo en “Y”,
con una salida en teflón y la otra en acero. El separador fue utilizado para la separación
de flujo segmentado de sistemas butanol-agua y queroseno-agua. En este caso, el agua pre-
senta afinidad hacia el acero, mientras que la fase orgánica al teflón. Compararon además
dos geometŕıas diferentes para realizar la separación: un divisor en “Y” con dos salidas, y
otro divisor con tres salidas, una central en acero y dos laterales en teflón. Los esquemas de
ambos dispositivos son presentados en la figura 3.3, encontrando que el dispositivo en “Y”
produce mejores resultados.
(a) Dos ramificaciones (b) Tres ramificaciones
Figura 3.3: Geometŕıas utilizadas para la separación de micro-fluidos: (a) divisor en “Y” con
dos salidas en acero y en teflón, (b) divisor con tres salidas, una central en acero
y dos laterales en teflón (Kashid et al., 2007).
El mecanismo de funcionamiento del divisor en “Y” es esquematizado en la figura 3.4, donde
se ve que cuando las gotas de agua entran en contacto con la conjunción de acero - teflón, es-
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tas prosiguen por el conducto de acero debido a la fuerte afinidad. Cabe agregar que aunque
siempre pudieron obtener un flujo puro de la fase orgánica, en algunas ocasiones observaron
pequeñas gotas de la fase orgánica atrapadas en el flujo de la fase acuosa. Además, al ali-
mentar flujos grandes en proporciones desiguales para ambas fases, la salida de la fase con
un menor flujo de alimentación, recib́ıa parte de la fase con mayor flujo. Esto debido a que
las fuerzas de mojabilidad para la fase con menor flujo son anuladas por las fuerzas inerciales
del flujo.
Figura 3.4: Mecanismo de operación del divisor en “Y” para la separación de fases segmen-
tadas (Kashid et al., 2007).
Scheiff et al. (2011) presentó otro separador de gotas, el cual se usó para la separación de
los sistemas queroseno – agua y aceite mineral – agua. El separador se obtiene por medio
de la perforación de la pared lateral de un capilar de plástico con una aguja hipodérmica de
acero hidrof́ılico, por la cual se extrae la fase acuosa. La fase orgánica continúa por el capilar
de plástico el cual es hidrofóbico. Se encontró que la eficiencia de la separación depende en
gran medida del balance de presiones entre ambas corrientes de salida del dispositivo. Este
balance de presión puede ser modificado, al realizar cambios en la geometŕıa de las salidas
del separador. Por otro lado, el ángulo y el grado de penetración de la aguja en el capilar
mostraron tener poca influencia sobre la eficiencia de la separación. En este caso, se identi-
ficaron dos mecanismos de separación los cuales se muestran en la figura 3.5, en el A el cual
corresponde al sistema agua - queroseno, la punta del alfiler permanece cubierta por el agua.
En el mecanismo B, correspondiente al sistema agua - aceite mineral, la punta del alfiler es
expuesta a la fase orgánica por algunos periodos de tiempo, permitiendo que parte de esta
fase orgánica fluya a través de la aguja de acero, contaminando la fase acuosa.
Liu et al. (2017) utilizó una aguja de acero inoxidable insertada en un tubo de teflón (hi-
drofóbico) en forma de “T”, como se muestra en la figura 3.6. La aguja empleada fue tratada
qúımicamente para aumentar su carácter hidrof́ılico y la boca fue bloqueada para evitar el
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(a) Mecanismo A. Queroseno – Agua
(b) Mecanismo B. Aceite Mineral - Agua
Figura 3.5: Mecanismos de separación del dispositivo compuesto de un capilar de plástico
y una aguja de acero (de color negro), el mecanismo A corresponde al sistema
queroseno - agua, y el B al sistema aceite mineral - agua (Scheiff et al., 2011).
ingreso del fluido a la misma. Al entrar en contacto con la punta de la aguja, la gota se ve
forzada a coalescer, formando una peĺıcula delgada alrededor de la aguja (figura 3.6). Con
el fin de guiar la fase acuosa a su salida, la aguja no está alineada con el eje central del tubo
principal, sino que está ubicada más cerca de la ramificación por donde se espera que salga
el agua. Para evitar arrastre, el dispositivo también requirió regulación de la presión. El
dispositivo fue probado en sistemas bi-fásicos segmentados compuestos por agua junto con
n-hexano, tolueno, n-octanol y n-butanol como fase orgánica, respectivamente. Fue posible
obtener una separación completa de fases en todos los flujos de alimentación empleados, con
excepción de los casos donde se emplearon flujos muy bajos. No obstante, este mecanismo
de separación no es adecuado para flujo emulsionado donde las gotas acuosas son muy pe-
queñas, pues debido a la pequeña área de la sección transversal de la aguja, muchas gotas
pequeñas no pueden entrar en contacto fácilmente con la aguja.
Otro dispositivo utilizado por diferentes autores para la separación de gotas, consiste en el
uso de múltiples capilares adheridos perpendicularmente al conducto principal. El disposi-
tivo de separación es esquematizado en la figura 3.7a. van der Velden (2014) utilizó esta
geometŕıa para separar gotas de agua de un flujo de tolueno. El dispositivo utiliza capilares
de śılice fundida flexible, incrustadas perpendicularmente a un canal de silicio-vidrio. Debido
a la diferencia de mojabilidad solamente el tolueno ingresa por los capilares. Angelescu et al.
(2010) empleó un dispositivo con una geometŕıa similar, pero utilizando múltiples capilares
de polidimetilsiloxano (PDMS), para separar una emulsión de agua en aceite de silicona.
Para evitar que la fase acuosa entrara por los capilares, la presión a través de estos debe
mantenerse por debajo de cierto ĺımite. Aunque pudieron obtener condiciones que les per-
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Figura 3.6: Esquema del mecanismo de separación de fases empleando aguja hidrof́ılica (Liu
et al., 2017).
mitiera una separación completa de las fases, el proceso fue dif́ıcil de controlar. Esto debido
principalmente a que esta presión ĺımite es muy baja para el tipo de capilares utilizados
en el dispositivo experimental (capilares de sección cuadrada de 15 µm). Assmann and von
Rohr (2011) modificaron la eficiencia de un separador con esta misma geometŕıa, mediante
la adición de una fase dispersa de gas inerte, figura 3.7b. El separador utilizado es consti-
tuido por un conducto principal de polidimetilsiloxano (PDMS) unido a múltiples capilares
de polieteretercetona (PEEK), utilizado de forma similar para la separación de un flujo seg-
mentado tolueno - agua, con nitrógeno como gas inerte. Al adicionar la fase gas se logra
que el tolueno, quien es la fase continua, se distribuya completamente como una peĺıcula,
evitando aśı la existencia de segmentos de tolueno entre las gotas de agua. Esto permite que
el tolueno ingrese por los capilares de una manera más homogénea.
(a) (b)
Figura 3.7: Dispositivos de separación de fases (a) con múltiples capilares insertados en el
conducto principal (Angelescu et al., 2010), (b) inyección de fase gas inerte en
flujo inmiscible ĺıquido-ĺıquido, para mejorar la separación de la fase orgánica
(Assmann and von Rohr, 2011).
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Holbach and Kockmann (2013) emplearon un mecanismo en el cual se combinó la fuerza de
gravedad con las fuerzas capilares y de superficie, para separar un flujo compuesto de gotas
de fase orgánica en una fase acuosa continua. En este dispositivo los fluidos son guiados hasta
una sección donde el conducto es expandido. Alĺı se encuentran un tamiz de acero inoxidable.
Debido a la afinidad, la fase acuosa ingresa por los poros de dicho tamiz, mientras que la
fase membrana asciende por un conducto de PEEK. En la figura 3.8a se muestra el disposi-
tivo empelado. Teniendo en cuenta la combinación de fuerzas gravitacionales con fuerzas de
superficie, el dispositivo mostró funcionar para un rango amplio de flujos de alimentación.
Kurt et al. (2016) probó un dispositivo basado en el anterior para separar un sistema de butil
acetato como fase continua con agua como fase dispersa. Las gotas acuosas ingresan de igual
manera por los poros de un tamiz de acero inoxidable. La fase orgánica se separa empleando
un tubo de policlorotrifluoroetileno (PCTFE). El esquema de funcionamiento del dispositivo
de separación es mostrado en la figura 3.8b. Kurt et al. (2016) pudieron determinar que la
eficiencia del dispositivo pod́ıa disminuir cuando se empleaban flujos volumétricos mayores
a cierto ĺımite. Notaron además, que la eficiencia también se redućıa, al disminuir el tamaño
de las gotas de agua que ingresan al dispositivo.
(a) (b)
Figura 3.8: Esquema del mecanismo de separación de fases empleando un tamiz de acero
inoxidable: (a) dispositivo inicial propuesto por Holbach and Kockmann (2013),
(b) versión modificada empleada por Kurt et al. (2016).
Otra forma de separar mezclas inmiscibles, tomando como base las diferencias de mojabili-
dad de las fases, es por medio de membranas micro-porosas. Cervera Padrell et al. (2012)
utilizaron una membrana micro-porosa hidrofóbica de teflón para la separación de una fase
acuosa con contenido de sales de Mg y una disolución de tetrahidrofurano con contenido de
ingredientes farmacéuticos activos (API). La membrana es ubicada entre dos discos de ace-
52 3 Separación de fases inmiscibles en micro-canales
ro inoxidable, los cuales poseen unos micro-canales rectangulares para la conducción de los
fluidos. En la figura 3.9a, se muestran ambos discos utilizados en el montaje del dispositivo.
Los micro-canales son construidos de un tamaño relativamente grande, obteniendo una cáıda
de presión despreciable entre ambas fases, evitando de esta forma que se afecte la interface
y la presión de Laplace. La membrana contiene además un número de poros elevado por
unidad de área por lo que ofrece una presión capilar alta, permitiendo aśı la separación de
las fases. La optimización de este proceso de separación, requiere por lo tanto un control
sobre el tamaño de la distribución de los poros y sobre la cáıda de presión. Esta última
debe ser repartida uniformemente a través de los poros de la membrana, lo que se consigue
optimizando el diseño de la estructura del soporte de la membrana. Para esto, Angelescu
et al. (2010) por ejemplo, utilizó un soporte en fractal H, el cual se muestra en la figura
3.9b. Asegurando aśı una presión uniforme en toda la superficie de la membrana. Emplearon
también una membrana de teflón, para la separación de emulsiones de mezclas de aceites de
hidrocarburos industriales, con agua desionizada.
(a) Soporte de discos (b) Soporte fractal en H
Figura 3.9: Dispositivos para la separación de fases empleando membranas micro-porosas:
(a) montaje de discos (Cervera Padrell et al., 2012), (b) soporte fractal en H
(Angelescu et al., 2010).
Por otro lado Bremond et al. (2008) reportó un dispositivo utilizado para generar la coales-
cencia de gotas en emulsiones, sin utilizar surfactantes. Como se muestra en la figura 3.10,
las gotas inicialmente circulan por un conducto angosto, que posteriormente es expandido
súbitamente, obligando las gotas a colisionar y a adoptar forma circular. A continuación el
ancho del conducto es reducido nuevamente y la primera gota es succionada en la contracción
del tubo, de manera que las gotas se deforman y luego coalescen. Esta unión entre ambas
gotas es guiada por la tensión interfacial. Se observó además que la unión de dos gotas si-
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tuadas en un tren compacto de gotas, estimula la coalescencia de las demás gotas cercanas,
lo que se puede notar en la figura 3.10.
Figura 3.10: Secuencia de tiempo de la desestabilización de emulsiones por medio de una
cámara de coalescencia simétrica (Bremond et al., 2008).
Aljbour et al. (2009) modificó el patrón de flujo para facilitar la separación de fases. Esto
con el fin de no permitir la creación de un flujo segmentado, sino que en su lugar obtener
un flujo en paralelo. En el momento de la formación de las dos fases, adicionaron un sur-
factante. De esta manera, se puede realizar la separación fácilmente utilizando una división
en “Y”, como se ve en la figura 3.11. Cuando las fuerzas interfaciales son menores o igua-
les a las fuerzas viscosas, se da la formación de una interface larga y estable entre ambas fases.
Figura 3.11: Separador en “Y” de un flujo en paralelo, obtenido por medio de la adición de
surfactantes a un flujo segmentado (Aljbour et al., 2009).
La aplicación de campos eléctricos también ha sido empleada en diferentes publicaciones
para separar emulsiones, como Fidalgo et al. (2008), quien utilizó un campo eléctrico para
forzar a una gota a coalescer con una corriente acuosa paralela a la corriente con el flujo
segmentado. Dos electrodos a ambos lados del canal activan el campo eléctrico, el cual altera
la trayectoria de las gotas y polariza las interfaces. Cuando este está por encima de cierto
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ĺımite, induce la coalescencia entre las gotas y la fase acuosa continua. Sin embargo, cuando
el campo eléctrico no está activado, las gotas no se ven afectadas por la corriente acuosa y
siguen su curso a través de la fase orgánica (como se puede ver en la figura 3.12).
Figura 3.12: Sistema de separación de emulsiones por medio de electro-coalescencia. (a) es-
quema general del dispositivo, (b) campo eléctrico apagado, (c) campo eléctrico
encendido (Fidalgo et al., 2008).
Roman et al. (2008) desarrolló un dispositivo en forma de “K”, para el muestreo de emulsio-
nes. En este dispositivo se hace circular el flujo segmentado por el conducto recto, mientras
que por el conducto transversal se hace circular una solución acuosa amortiguadora. Esto
permite la formación de una interface aceite-agua estable, como se puede ver en la figura
3.13. Cuando las gotas acuosas entran en contacto con la interface, coalescen con la solución
amortiguadora. La gota es llevada por el flujo transversal, hasta un canal estrecho, donde
una parte de la muestra es arrastrada en ese canal por el campo eléctrico aplicado.
Wójcik et al. (2015) reportó un método para separar selectivamente emulsiones acuosas en
aceite, por medio de dielectroforesis. Las emulsiones acuosas de interés son marcadas con
fluorescencia. El dispositivo posee un sensor de láser que cuando detecta la fluorescencia ac-
tiva el campo eléctrico. Al entrar en contacto con el campo eléctrico, las gotas se polarizan.
Posteriormente, estas gotas polarizadas llegan a un divisor en “Y” donde se pueden mover
en dos direcciones. Si la constante dieléctrica de la gota es mayor que la conductividad de la
corriente eléctrica, la gota se moverá en la dirección en la que aumente el campo eléctrico.
Por el contrario si la constante dieléctrica de la gota es menor, esta se mueve lejos de las
regiones con alto campo eléctrico. El sistema de separación se ilustra en la figura 3.14.
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Figura 3.13: Muestreo de emulsiones, por medio de electroforesis (Roman et al., 2008).
Figura 3.14: Separación selectiva de emulsiones por medio de dielectroferesis. Las gotas que
transportan las células de interés son mostradas en verde (Wójcik et al., 2015).
3.3. Metodoloǵıa
Con el fin de proponer configuraciones para la implementación del prototipo del dispositi-
vo de separación de fases inmiscibles, se propuso emplear una aproximación en CFD para
estudiar el comportamiento de dicho sistema bajo diferentes geometŕıas y condiciones. Por
consiguiente la metodoloǵıa se divide en las siguientes partes: en la subsección 3.3.1 se pre-
sentan las geometŕıas y ángulos de contacto empleados en las simulaciones. En la subsección
3.3.2 se muestra el modelo, las propiedades y las condiciones con las que se resolvieron las
simulaciones. En la subsección 3.3.3 se presentan los números adimensionales tenidos en
cuenta para verificar las condiciones de flujo. En la subsección 3.3.4, se hace una descripción
del procedimiento y montaje empleado para la evaluación del prototipo experimental del dis-
positivo construido con base a resultados de las simulaciones en CFD. En la subsección 3.3.5,
se explican las ecuaciones y aproximaciones empleadas para estimar el desempeño del dis-
positivo de separación tanto en las simulaciones de CFD como en las pruebas experimentales.
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3.3.1. Configuración: geometŕıa y parámetros
En primer lugar se investigó el efecto de las geometŕıas en 2D y 3D en la generación del
flujo segmentado. En estas simulaciones se empleó solamente una tubo en forma de “T”
para la generación del flujo. Tomando como base los resultados encontrados, para evaluar
la separación de fases se realizaron simulaciones empleando una geometŕıa en 3D con eje de
simetŕıa. La geometŕıa empleada se presenta en la figura 3.15.
Figura 3.15: Geometŕıa del dispositivo de separación empleado en las simulaciones en CFD.
Donde, FA: fase acuosa, FO: fase orgánica, β1 y β2: ángulos de la división. El
diagrama está en escala 2:1.
Esta consiste en un tubo principal de 2.5 mm de diámetro, el cual cuenta también con una
conjunción en forma de “T”. La fase continua circula inicialmente por el tubo principal,
mientras que la fase dispersa es inyectada mediante la conjunción en “T”. Al final del con-
ducto se sitúa la división en forma de “Y”, donde se da la separación de fases. Esta es
inducida por la diferencia de afinidad de los fluidos hacia las paredes de los tubos.
El efecto de los materiales de los tubos en la separación es investigado a través de la modifi-
cación de los ángulos de contacto (θ). Para generar diferentes afinidades hacia las paredes, se
deben emplear ángulos de contacto diferentes para los dos tubos de la ramificación. También
se evaluó el efecto de la geometŕıa de la división, modificando los ángulos de la división, β1 y
β2 (ver figura 3.15). Con el fin de observar el efecto de los ángulos de contacto y los ángulos
en la división, se llevó a cabo un análisis de sensibilidad paramétrico.
En la tabla 3.1 se presentan los diferentes ángulos de contacto empleados para ambas rami-
ficaciones en las simulaciones. Los ángulos de contacto 153.5◦ y 174◦ fueron empleados para
la ramificación hidrofóbica, mientras que los ángulos de contacto restantes fueron usados
para la ramificación hidrof́ılica. En todas las simulaciones se empleó un ángulo de contacto
de 153.5◦ para el tubo principal y el tubo de inyección de la fase acuosa. En la tabla 3.2,
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se muestran los valores empleados para los ángulos de la división en “Y”. El efecto de la
gravedad en el desempeño del sistema también fue evaluado cambiando la dirección en la
que se ejerce la gravedad. Se evaluó el efecto de la fuerza de la gravedad en las direcciones
−y y −z (ver ejes en la figura 3.15).
Tabla 3.1: Ángulos de contacto (θ) empleados en el análisis paramétrico para las ramifica-
ciones de la división en “Y”. Los valores del ángulo de contacto corresponden a
diferentes mezclas inmiscibles agua-aceite.
θ (grados) Afinidad Superficie Referencia
52 Hidrof́ılico
Latón Nickelsen et al. (2015)
Acero inoxidable Silva et al. (2017)
70 Hidrof́ılico
Vidrio Ozkan and Erbil (2017)
Hastelloy Nickelsen et al. (2015)
80 Hidrof́ılico Acero inoxidable Silva et al. (2017)
90 Ĺımite Polimetilmetacrilato Ozkan and Erbil (2017)
153.5 Hidrofóbico Poliuretano Medido manualmente
174 Hidrofóbico Teflón
Carroll (1976)
Ozkan and Erbil (2017)
3.3.2. Solucionador y modelo matemático
Para simular el comportamiento de este sistema, es necesario emplear un modelo que per-
mita acoplar la dinámica de fluidos junto con el seguimiento de la interface entre las dos
fases. A continuación se describe el modelo de COMSOL Multiphysics R© empleado en las
simulaciones realizadas para evaluar los diseños de separación de fases inmiscibles, junto con
las ecuaciones principales, las condiciones de frontera y los dominios empleados:
Dinámica de fluidos, módulo: flujo bifásico laminar, level set
Esta aproximación se emplea para realizar un seguimiento de la posición de la interfaz entre
dos fluidos inmiscibles. En este caso, se utiliza flujo laminar, lo que corresponde a valores
del número de Reynolds bajos (Condición que fue validada). Para modelar movimiento de
los fluidos, este módulo emplea las ecuaciones de cantidad de movimiento de Navier-Stokes
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Tabla 3.2: Ángulos de la división en “Y” empleados en el análisis paramétrico.
Geometŕıa
Ángulo del divisor (grados)








y de continuidad (ecuaciones 2.1 a 2.3 y 2.5, para flujo incompresible). Debido a la fuerza
que ejerce la tensión interfacial sobre la interfaz, en este módulo se añade una contribución
adicional al término de fuerzas (F) en las ecuaciones de cantidad de movimiento. La particu-
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Donde φ es la función de level set, u es el vector de velocidad, t es el tiempo, γ es el paráme-
tro de re-inicialización y ε es el parámetro de control del espesor de la interfaz. La función
de level set (φ), puede tomar valores desde 0 hasta 1, siendo φ = 0 para el fluido 1 y φ = 1
para el fluido 2. De manera que valores intermedios de φ corresponden a la interfaz difusa
entre los dos fluidos. La densidad (ρ) y la viscosidad (µ), requeridas para resolver las ecua-
ciones de Navier-Stokes, son calculadas además como una función de φ y de las densidades
y viscosidades de las sustancias puras.
Las propiedades requeridas para los fluidos junto con los flujos de entrada se especifican
en la tabla 3.3. Las propiedades de las sustancias puras son mantenidas constantes durante
todo el tiempo de la simulación. Como condición inicial, se supone que inicialmente el tubo
principal y la ramificación hidrofóbica están llenas de fase orgánica, mientras que el tubo de
inyección de la fase acuosa y en algunos casos la ramificación hidrof́ılica, están llenas de la
fase acuosa.
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Tabla 3.3: Propiedades y condiciones de entrada de los fluidos usados en las simulaciones. Los




Fase orgánica Fase acuosa
Densidad kg/m3 855.3 1023.52
Viscosidad Pa∗s 0.01702 0.001147
Tensión interfacial N/m 0.069
Flujo volumétrico de entrada m3/s 7.5x10−8 3.33x10−8
La solución de cualquier simulación en CFD, implica establecer diferentes condiciones de
frontera y dominios en el sistema a resolver. A continuación se enumeran las condiciones de
frontera y los dominios empleados:
a) Condiciones de frontera:
• Pared: las paredes del tubo se definieron empleando la condición de pared mojada.
Esta condición de frontera se emplea cuando la interfaz entre ambos fluidos está en
contacto con las paredes y la interfaz se mueve a lo largo de estas. En esta condición
se debe establecer el ángulo de contacto (θ) de la interfaz con las paredes (valores
en tabla 3.1). Para obtener diferentes afinidades de los fluidos a las paredes, se
emplearon diferentes valores para θ en diferentes condiciones de frontera de pared.
Esta condición de frontera no fija el componente de la velocidad tangencial a cero.
Para estimar la velocidad se requiere definir la longitud de desliz (b), la cual es
la distancia (fuera del dominio) a la cual la velocidad tangencial extrapolada es
cero. Debido a que no es encontró información acerca de este valor, la longitud de
desliz se dejó en su valor por defecto (β = 5x10−6 m). Esto, teniendo en cuenta
que esta longitud es muy pequeña, lo que implica que la velocidad del fluido es
aproximadamente cero en la pared. De esta manera, esta condición se asemeja a
pared no deslizante, la cual es una condición usualmente usada para definir fronteras
de pared.
• Entrada: en las fronteras de entrada de los dos fluidos se escogió la condición flujo
laminar de entrada. Para cada fluido en sus fronteras de entrada correspondientes,
se definió el flujo volumétrico de entrada (V ) (tabla 3.3). Se debe definir además, la
longitud de entrada (Lentrada), esta longitud corresponde a la longitud que debeŕıa
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recorrer el fluido antes de entrar al dominio del sistema para desarrollar el flujo la-
minar. Se fijó un Lentrada de 0.3 m, el cual es en este caso, un valor lo suficientemente
grande para desarrollar el flujo laminar en la entrada (COMSOL Multiphysics R©,
2017a). Para cada entrada se debe seleccionar la composición en fracción volumétri-
ca que entra por cada frontera, en este caso ambos fluidos ingresan puros al sistema
(ver la figura 3.15).
• Salida: como condición de salida para los fluidos se fijó la presión atmosférica en
ambas fronteras de salida en las ramificaciones de la división. Se seleccionó además
la opción suprimir reflujo. Esta opción permite ajustar la presión de salida para
evitar que debido a la presión en el resto del dominio, el fluido entre por la frontera
de salida.
• Interfaz inicial: se emplea para definir la interfaz inicial entre las dos fases en el
tubo de inyección y en la ramificación hidrof́ılica, en los casos donde se asumió que
esta estaba inicialmente llena de fase acuosa.
• Simetŕıa: esta condición fija la velocidad normal a la frontera seleccionada como
cero. Además, permite emplear solamente la mitad de la geometŕıa, con el fin de
disminuir la complejidad del modelo a resolver. Por lo que en este caso la condición
de simetŕıa es utilizada en el plano de corte realizado a la geometŕıa.
b) Condiciones adicionales:
• Valores iniciales: se especifica el vector de velocidad (u) y la presión (p) inicial
de los fluidos dentro del dominio del sistema. Se supuso que los fluidos dentro del
dominio estaban inicialmente inmóviles. También es necesario seleccionar el fluido
que ocupa inicialmente cada dominio.
• Propiedades de los fluidos: se emplea para definir las propiedades de los dos
fluidos en todo el dominio. Se especifican las densidades (ρ) y viscosidades (µ) de
ambos fluidos y la tensión interfacial de la interfaz (σ). Se deben establecer además
los parámetros de level set: el parámetro de reinicialización (γ), el cual se aconseja
emplear el valor de la velocidad máxima del sistema (en este caso se empleó γ = 0.05
m/s) y el parámetro de control del espesor de la interfaz (ε), el cual se dejó a su
valor por defecto como la mitad del tamaño de elemento (h) máximo en el modelo.
El software aconseja emplear este valor por defecto, el cual generalmente permite
obtener resultados con una precisión óptima.
• Gravedad: esta condición añade la fuerza ejercida por la gravedad (gρ) en el lado
derecho de la ecuación del balance de cantidad de momento. La constante de grave-
dad es por defecto 9.8066 m/s2. Para probar el efecto de la disposición espacial del
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dispositivo en la separación, la gravedad se empleó en dos direcciones −z y −y (los
ejes se muestran en la figura 3.15).
Las ecuaciones del modelo fueron resueltos empleando el solucionador iterativo GMRES con
una tolerancia del error de 1x10−3. En todo el domino, se empleó un mallado tetragonal
recomendado para dinámica de fluidos y definido como más fino, con un total de 410757
elementos, una calidad promedio de elementos de 0.7088 aproximadamente y un tamaño de
elemento (h) entre 1.67x10−2 mm y 1.68x10−1 mm. Este mallado se seleccionó por medio
de pruebas preliminares, en donde se probaron mallados de diferentes tamaños. Se encontró
que este mallado no tiene un efecto significante en la solución de la simulación. Debido a
que el sistema a resolver es muy demandante en términos computacionales, en este caso fue
necesario tener en cuenta un balance con el tiempo de compilación. Esto, considerando que
mallados muy finos requeŕıan tiempos de simulación demasiado largos. Respecto al paso de
tiempo, se seleccionó un tamaño de paso de 0.01 s, con un tiempo total de 3 s para las
simulaciones iniciales y 7 s para las simulaciones empleadas en el análisis paramétrico de los
ángulos de contacto y los ángulos del divisor.
3.3.3. Verificación de condiciones de flujo
Con el fin de asegurar que las condiciones de flujo sean las indicadas, es decir que se cumplan
las condiciones de micro-fluidos y que el flujo este en el régimen laminar, se evaluó el número
de Reynolds (Re), número de Capilaridad (Ca) y el número de Bond (Bo). Las ecuaciones
empleadas para cada uno de estos números adimensionales, corresponden a las ecuaciones
3.2, 3.3 y 3.4, respectivamente. El número de Reynolds se define como la relación entre las
fuerzas inerciales y las fuerzas viscosas. Tanto en micro como en macro escalas, la transición
de flujo laminar a turbulento ocurre a valores de Re de 2100 a 2500 (Rands et al., 2006;
van der Velden, 2014). El número de Capilaridad por otro lado, indica la relación entre las
fuerzas viscosas y la tensión interfacial. En los sistemas de micro-fluidos, el valor de este
parámetro debe ser menor a 1, indicando que la tensión interfacial prevalece sobre las demás
fuerzas (Zhao et al., 2010; van der Velden, 2014). Finalmente, el número de Bond, indica
la importancia de las fuerzas gravitacionales con relación a las fuerzas de superficie. Para
asegurar que la tensión superficial domine sobre el peso del fluido (gravedad), es necesario














Donde ρ es la densidad del fluido, µ es la viscosidad del fluido, σ es la tensión interfacial
entre los dos fluidos, ū es la velocidad media de flujo, g es la aceleración de la gravedad, dT
es el diámetro del tubo y rT es el radio del tubo.
3.3.4. Evaluación del prototipo experimental
Basado en los resultados obtenidos en las simulaciones, se construyó el dispositivo de se-
paración de fases basado en una división en forma de “Y” junto con el montaje para la
generación del flujo segmentado. En la figura 3.16, se muestra el montaje empleado para la
evaluación experimental del dispositivo. El flujo segmentado se genera en una conjunción
en forma de “T” ubicado aguas arriba del dispositivo de separación. La fase membrana es
inyectada usando una bomba de HPLC Waters 501, mientras que para inyectar la fase acuo-
sa se usó una bomba de jeringa EW-74905-50, Cole-Parmer. Inicialmente la fase orgánica
y acuosa se alimentaron a un flujo de 4.5 y 2 ml/min, respectivamente (flujos empleados
en las simulaciones en CFD). Sin embargo, con el fin de generar diferentes relaciones de
alimentación, posteriormente se realizaron pruebas variando ambos flujos de alimentación.
Los flujos empleados son mostrados en la tabla 3.4.
Una vez se genera el flujo segmentado, este debe fluir por 45 cm de un tubo de poliuretano de
diámetro interno de 2.5 mm, hasta llegar a la división en “Y” donde se efectúa la separación
(como se ve en la figura 3.16). La división fue construida empleando un tubo de un material
hidrof́ılico como una de las ramificaciones y dos tubos de poliuretano, los cuales se emplearon
como conducto principal y como ramificación hidrofóbica. Ambos tubos empleados son de 2.5
mm de diámetro interno y 4 mm de diámetro externo. Con el fin de evaluar el material que
diera una mejor separación de fases, como ramificación hidrof́ılica se probó un tubo de vidrio
y un tubo de acero inoxidable. Las pruebas restantes se realizaron con el tubo que permitió
obtener los mejores resultados. Los tubos de vidrio y acero inoxidable fueron desengrasados
previo a su uso empleando una solución de hidróxido de sodio (NaOH) y posteriormente una
solución hirviendo de peróxido de hidrógeno (H2O2) al 30 %. Esto debido a que pequeñas
cantidades de contaminantes orgánicos pueden adherirse a las superficies de vidrio y óxidos
de metales, generando cambios considerables en el ángulo de contacto y por lo tanto a la
afinidad a ciertos fluidos (Drelich et al., 2011).
Como soporte para la división se empleó una base con las ranuras necesarias para insertar
los tubos, formando aśı la división en “Y” con los ángulos requeridos. Las geometŕıas de
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Figura 3.16: Diagrama del montaje empleado para la prueba experimental de los dispositivos
de separación de fases. Donde, FA: fase acuosa y FO: fase orgánica.
Tabla 3.4: Flujos de alimentación de fase orgánica (FO) y fase acuosa (FA) empleados en la
evaluación de los prototipos experimentales.







las divisiones se escogieron con base a los resultados de las simulaciones. En la figura 3.17
se muestran los soportes construidos para dos geometŕıas diferentes. Estos soportes fueron
construidos empleando un equipo láser Epilog Laser Mini 24 de 60 W, en el Process and Sys-
tems Engineering Center (PROSYS), Department of Chemical and Biochemical Engineering,
Technical University of Denmark. Cada uno de estos soportes está constituido de tres placas
de polimetilmetacrilato (PMMA), como se muestra en la figura 3.18. Estas placas son unidas
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empleando tornillos y en las zonas donde se observaron fugas, se empleó polidimetilsiloxano
(PDMS) para sellar las pequeñas aberturas.
(a) Soporte 1, β1 =
30◦, β2 = 30
◦
(b) Soporte 2, β1 =
20◦, β2 = 20
◦
Figura 3.17: Soportes empleados para la construcción de la división en “Y”: (a) soporte 1,
con división β1 = 30
◦, β2 = 30
◦, (b) soporte 2 con división β1 = 20
◦, β2 = 20
◦.
(a) Soporte 1, β1 = 30
◦, β2 = 30
◦
(b) Soporte 2, β1 = 20
◦, β2 = 20
◦
Figura 3.18: Placas empleadas para la formación del soporte de la división en “Y”: (a) soporte
1, con división β1 = 30
◦, β2 = 30
◦, (b) soporte 2 con división β1 = 20
◦, β2 = 20
◦.
Adicionalmente, tomando como base el dispositivo de separación de fases reportado por Liu
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et al. (2017), se realizaron pruebas insertando en uno de los soportes una aguja de acero
inoxidable. Esto, con el fin de observar si es posible inducir a las gotas a entrar a la ramifi-
cación hidrof́ılica. Como modificación al dispositivo original (figura 3.6), la aguja se insertó
en el tubo de acero inoxidable, de forma que la punta quedara en el medio de la división,
como se ve en la figura 3.19.
Figura 3.19: Representación de la división en “Y” con la aguja de acero inoxidable insertada
en el tubo hidrof́ılico.
La temperatura del sistema se mantuvo a 37 ◦C +/−1◦C empleando un termostato. El mon-
taje se ubicó de tal manera que la fuerza de la gravedad fuera ejercida en la dirección −y
(ver ejes en la figura 3.16). Sin embargo, se realizaron pruebas girando solamente la división
en “Y”, de tal manera que la gravedad se ejerciera en las direcciones −y y −z (ver ejes en
el cuadro de la figura 3.16). Las salidas de ambas ramificaciones fueron dejadas abiertas al
ambiente y ambos flujos de salida fueron recogidos en dos recipientes diferentes con el fin de
medir el volumen de cada fase obtenido por cada salida. Para cada configuración evaluada
experimentalmente se realizaron varias repeticiones.
3.3.5. Cuantificación del grado de separación
Con el fin de medir el grado de separación tanto en las simulaciones en CFD como en las
pruebas experimentales, se midieron las composiciones másicas de los flujos de salida de
ambas ramificaciones. En las pruebas experimentales se recogió el flujo de salida de ambas
ramificaciones en dos recipientes. Para medir posteriormente los volúmenes recogidos de am-
bas sustancias en cada recipiente (teniendo en cuenta que las fases son inmiscibles). Estos
volúmenes se emplearon entonces para estimar las composiciones másicas empleando las den-
sidades medidas para las dos fases. En las simulaciones de CFD, por otro lado, se definió en
cada ramificación un corte transversal en donde, se calculó por medio de la integral de área
de la velocidad en la dirección a la salida de la ramificación, el flujo volumétrico de salida
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de cada componente para cada paso de tiempo, según la ecuación 3.5. La velocidad de flujo
en la dirección a la salida del tubo, es estimada empleando los componentes de velocidad en
los ejes z y x y el teorema de Pitágoras.
Vi,j =
∫ ∫ √
w2 + u2 ∗ υi dAt (3.5)
Donde Vi,j es el flujo volumétrico del compuesto i que sale por la ramificación j, w y u son
los componentes de velocidad en el eje z y x, respectivamente, υi es la fracción volumétrica
del compuesto i y At es el área transversal del tubo. El sub́ındice i hace referencia a la
fase orgánica o acuosa, mientras que el sub́ındice j se refiere a la ramificación hidrof́ılica
o hidrofóbica. Una vez obtenidos los flujos volumétricos de salida en función del tiempo,
los datos fueron exportados a Matlab R© para calcular el volumen total de ambas sustancias
para cada ramificación empleando una integral numérica. Las masas de ambas sustancias se
estimaron entonces empleando las densidades respectivas.
Las composiciones másicas obtenidas en las simulaciones y en los experimentos se emplea-
ron para la estimación de la pureza de los productos y el porcentaje de recuperación de
las sustancias, según las ecuaciones 3.6 y 3.7 (Seader et al., 2011). Estos parámetros fueron
calculados teniendo en cuenta que la fase acuosa debe salir por la ramificación hidrof́ılica
mientras que la fase orgánica debe salir por la hidrofóbica. Por consiguiente, el porcentaje
de pureza y recuperación de la fase acuosa, se refieren a la fase acuosa obtenida en el tubo
hidrof́ılico. De manera análoga, los valores de la fase orgánica se calculan con base a lo ob-









Donde %Recuperacióni es el porcentaje de recuperación del compuesto i, %Purezai es la
pureza del compuesto i después de la separación de fases, Mi,j es la masa del compuesto i
que sale por la ramificación j, MTotal,j es la masa total que sale por la ramificación j y Mi,feed
es la masa del compuesto i alimentada al dispositivo de separación. Teniendo en cuenta la
conservación de la materia, el parámetro Mi,feed se determinó como la suma de la masa del
compuesto i que sale por ambas ramificaciones.
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3.4. Resultados
3.4.1. Simulaciones en CFD
3.4.1.1. Simulaciones preliminares
La formación de las gotas de fase acuosa (FA) en la fase orgánica (FO) continua en una
conjunción en forma de “T” se investigó primero, empleando modelos en 2D y 3D. Aun-
que configuraciones y propiedades similares fueron empleados en ambos casos, los resultados
muestran que se obtuvieron diferentes patrones de flujo. Esto se debe a la etapa temprana
en la investigación tomando como referencia investigación previa (Arango-Grisales, 2016).
En la figura 3.20 se muestra como es inyectada la FA para ambos casos.
En el caso del modelo en 3D (figuras 3.20g a 3.20l), la FA entra a través del tubo perpen-
dicular al tubo principal, interrumpiendo y bloqueando el flujo de la FO en este. A medida
que la fase dispersa crece, el cuello que la une a la FA continua en el tubo vertical se va
estrangulando, hasta que finalmente se rompe, formando gotas que viajan a través de la FO
continua en el tubo principal. Los pasos de generación de gotas observados aqúı, concuerdan
con los encontrados por Kashid et al. (2010) mediante simulaciones en 2D para la generación
de un sistema en slug ĺıquido-ĺıquido mediante una conjunción en forma de “T”.
En el modelo en 2D, pasa inicialmente algo similar a lo anterior. Al entrar al tubo principal
la FA solo bloquea parcialmente el flujo de la FO. Sin embargo, el cuello no se rompe, por lo
que se forma una capa continua de la FA que ingresa por el conducto vertical sobre el otro
fluido. La diferencia encontrada en el patrón de flujo descrito por ambos modelos, se debe
a las simplificaciones que se realizan al implementar modelos en 2D. Mehta et al. (2011)
comparó la generación de un sistema en slug gas-ĺıquido, empleando simulaciones en CFD
en 2D y 3D. Encontraron diferencias considerables entre los resultados obtenidos con ambos
modelos. Aunque ellos śı pudieron obtener el mismo patrón de flujo, con el modelo en 2D
obtuvieron un menor número de burbujas de gas pero de un mayor tamaño en comparación
a las obtenidas con el modelo 3D. Esta diferencia es atribuida a que como en los modelos en
2D la curvatura de la superficie existe solamente en una dimensión, los componentes de la
tensión superficial a cada lado del fluido apuntan en dirección opuesta, estabilizándose. Esto
explica como un modelo en 3D puede capturar mejor el comportamiento de un sistema de
flujo segmentado. Debido a estas diferencias encontradas en la interface fluido-fluido predicha
por ambos modelos, las siguientes simulaciones se realizaron empleando geometŕıas en 3D.
Con el fin de determinar la estabilidad de este modelo seleccionado, se evaluó el número de
Courant (Co). Obteniéndose un valor máximo de 0.119 aproximadamente, lo que asegura la

























Figura 3.20: Comparación de la generación del flujo en slug en una conjunción en forma de
“T” empleando geometŕıas en 2D y 3D. El color rojo representa la fase orgánica
y el azul la fase acuosa. Secuencia de tiempo: geometŕıa 2D: (a) 0s, (b) 0.005s,
(c) 0.01s, (d) 0.025s, (e) 0.05s y (f) 0.1s, geometŕıa 3D: (g) 0s, (h) 0.15s, (i)
0.3s, (j) 0.35s, (k) 0.39s y (l) 0.43s.
estabilidad del sistema (Co< 1) (Atmakidis and Kenig, 2010). Cabe resaltar que este valor
fue calculado empleando los tamaños de paso tomados por el solucionador, los cuales fueron
del orden de 10−4 s. Estos son diferentes a los señalados en la sección 3.3.2, los cuales se
refieren a los pasos de tiempo para los que se guardan los valores de las variables obtenidos
como solución del sistema.
3.4.1.2. Verificación de las condiciones de flujo
Con el fin de asegurar que se cumplan las condiciones de flujo laminar y de micro-fluidos
en el flujo obtenido a través del modelo seleccionado (3D), se estimaron los números de
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Reynolds (Re), de Capilaridad (Ca) y de Bond (Bo). Los valores de Re y Ca máximos
obtenidos por el flujo después de la formación de la gota fueron de aproximadamente 180
y 0.026, respectivamente (como se ve en la figura 3.21). Un valor de 0.0373 se estimó para Bo.
(a) Re (b) Ca
Figura 3.21: Distribución de los parámetros empleados para caracterizar el flujo después de
la formación de la gota: (a) Número de Reynolds y (b) Número de Capilaridad.
Esto indica que el flujo es laminar y tiene condiciones de micro-fluidos. Aunque se notó que
los valores de Re y Ca pueden aumentar un poco en el momento de la generación de la
gota o al acercarse a la división en “Y” (hasta 630 y 0.086, respectivamente), estos siguen
estando por debajo de los valores ĺımites para obtener las condiciones de flujo requeridas.
No obstante, el flujo de Taylor se caracteriza por la formación de una micro-capa de fase
orgánica entre la gota y la pared del conducto (Gupta et al., 2009). En simulación, no fue
posible obtener la formación de esta micro-capa, como se anticipa para un flujo de Taylor
(Arango-Grisales, 2016). En su lugar, la gota toca completamente la pared del tubo a medi-
da que avanza a través de este. Se considera que esto es resultado del modelo level set que
considera una interfaz difusa entre los fluidos.
3.4.1.3. Valoración de la separación
En las simulaciones subsecuentes, se instaló la división en “Y” al final del tubo principal.
Inicialmente, se probó una división con unos ángulos β1 = 60
◦ y β2 = 60
◦ y se utilizaron
tres ángulos de contacto diferentes para la ramificación superior (θA). La fuerza de la gra-
vedad no fue tenida en cuenta en estas simulaciones preliminares (debido a la condición de
micro-fluidos). Además, ambas ramificaciones se llenaron con fase orgánica. Para tener un
punto de comparación, se realizó una simulación empleando ambas ramificaciones hidrofóbi-
cas (θA = θB = 153.5
◦). En las otras simulaciones se configuró un valor de 52◦ y 90◦ para θA.
Estas simulaciones se realizaron por un tiempo total de 3 s, tardando un tiempo promedio
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de calculó de 3 d́ıas, 19 horas en un procesador Intel R© CoreTM i7− 7700, 3.60 GHz y 8 GB
de RAM.
En las figuras 3.22, 3.23 y 3.24 se muestra cómo se comporta la gota acuosa en los tres casos
al llegar a la división en “Y”. En el caso donde se dejaron ambas ramificaciones con un valor
de θ hidrofóbico (figura 3.22), la gota al llegar a la división choca contra esta sin parecer
presentar una preferencia a ninguno de los ductos, como se ve en las figuras 3.22b y c. La
primera gota es empujada hacia la ramificación superior (figuras 3.22d y e). Sin embargo,
la gota siguiente, como se ve en la figura 3.22f es empujada por la ramificación inferior. Al
llegar a la división en “Y”, las gotas siguientes tienen un comportamiento similar, demos-
trando que las gotas no tienen ninguna preferencia hacia ninguno de los dos tubos. Las gotas
acuosas en cada ramificación son empujadas hacia la salida por la corriente de fase orgánica.
(a) θA = 153.5
◦
t = 0.67s
(b) θA = 153.5
◦
t = 0.72s
(c) θA = 153.5
◦
t = 0.77s
(d) θA = 153.5
◦
t = 0.9s
(e) θA = 153.5
◦
t = 1s
(f) θA = 153.5
◦
t = 1.1s
Figura 3.22: Comportamiento de la gota acuosa al acercarse a la división en “Y” con β1 =
60◦, β2 = 60
◦ para un ángulo de contacto para la ramificación superior (θA) de
153◦. Los resultados son obtenidos a través de simulaciones en 3D. El color rojo
representa la fase orgánica y el azul la fase acuosa. Secuencia de tiempo: (a)
t = 0.67s, (b) t = 0.72s, (c) t = 0.77s, (d) t = 0.9s, (e) t = 1s y (f) t = 1.1s.
En cuanto a los dos casos con la ramificación superior hidrof́ılica, (figuras 3.23 y 3.24), cuan-
do la gota entra en contacto con las paredes hidrof́ılicas de la ramificación superior, en ambos
casos se nota que esta tiene la tendencia a entrar por esta ramificación (figuras 3.23b y c y
3.24b y c). Debido a la afinidad, la gota no alcanza a chocar con la división, a diferencia del
caso hidrofóbico. El comportamiento de las gotas al llegar a la división y entrar en contacto
con el material hidrof́ılico también fue observado por Kashid et al. (2007), quienes estudiaron
experimentalmente el comportamiento de un sistemas de separación de fases similar.
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Como se ve en las figuras 3.23d y 3.24d, una vez la gota entra completamente a la ramificación
hidrof́ılica, se queda estancada en la parte inicial tubo. La fase orgánica en el tubo principal
continúa por la ramificación hidrofóbica inferior, sin empujar la fase acuosa. La fase orgánica
atrapada en el tubo hidrof́ılico arrastrada por la gota acuosa no presenta ningún vector de
velocidad hacia la salida del tubo, también se queda estancado. Cuando las siguientes gotas
llegan a la división, se unen a la fase acuosa, empujándola y forzando a los ĺıquidos a fluir
hacia la salida de la ramificación superior (figuras 3.23e y 3.24e). Después de que varias gotas
alcanzaran la división, la ramificación hidrof́ılica se llena de fase acuosa, como se ve en la
figura 3.24f. En el caso en el que se empleó el ángulo de contacto menor (más hidrof́ılico),
no se observó ninguna contaminación apreciable en la ramificación superior hidrof́ılica.
En el caso donde θA = 90
◦ es empleado, la ramificación superior también se llena de fase
acuosa. En algunos momentos se observa la presencia de gotas de fase orgánica en la rami-
ficación superior, como se ve en la figura 3.23f. Esto es debido a que en algunas ocasiones
porciones de fase orgánica son empujados por la fase acuosa a entrar por dicha ramificación.
Teniendo en cuenta el estancamiento y la posterior unión de las gotas de fase acuosa en el
tubo hidrof́ılico, las siguientes simulaciones se realizaron llenando inicialmente esta ramifi-
cación con FA.
(a) θA = 90
◦
t = 0.67s
(b) θA = 90
◦
t = 0.72s
(c) θA = 90
◦
t = 0.77s
(d) θA = 90
◦
t = 0.9s
(e) θA = 90
◦
t = 1s
(f) θA = 90
◦
t = 1.5s
Figura 3.23: Comportamiento de la gota acuosa al acercarse a la división en “Y” con β1 =
60◦, β2 = 60
◦ para un ángulo de contacto para la ramificación superior (θA) de
90◦. Los resultados son obtenidos a través de simulaciones en 3D. El color rojo
representa la fase orgánica y el azul la fase acuosa. Secuencia de tiempo: (a)
t = 0.67s, (b) t = 0.72s, (c) t = 0.77s, (d) t = 0.9s, (e) t = 1s y (f) t = 1.5s.
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(a) θA = 52
◦
t = 0.67s
(b) θA = 52
◦
t = 0.72s
(c) θA = 52
◦
t = 0.77s
(d) θA = 52
◦
t = 0.9s
(e) θA = 52
◦
t = 1s
(f) θA = 52
◦
t = 1.5s
Figura 3.24: Comportamiento de la gota acuosa al acercarse a la división en “Y” con β1 =
60◦, β2 = 60
◦ para un ángulo de contacto para la ramificación superior (θA) de
52◦. Los resultados son obtenidos a través de simulaciones en 3D. El color rojo
representa la fase orgánica y el azul la fase acuosa. Secuencia de tiempo: (a)
t = 0.67s, (b) t = 0.72s, (c) t = 0.77s, (d) t = 0.9s, (e) t = 1s y (f) t = 1.5s.
Con el fin de cuantificar el desempeño de la separación, en la figura 3.25 se presentan los
porcentajes de pureza y de recuperación de cada fase, obtenidos para los tres θA evaluados.
La simulación con θA = 52
◦ presenta el mejor desempeño al presentar los porcentajes de
pureza y de recuperación más altos. Estos resultados muestran que para las escenarios eva-
luados, la eficiencia de la separación es inversamente proporcional al ángulo de contacto de
la ramificación hidrof́ılica (θA).
Por otro lado, el porcentaje de pureza de la FO y de recuperación de FA son levemente afec-
tados cuando el valor de θA es incrementado de 52
◦ a 90◦. Sin embargo estos dos indicadores
de desempeño disminuyen substancialmente al incrementar θA a 153.5
◦. Se puede observar
además que el porcentaje de recuperación de la fase acuosa es de alrededor del 50 % cuando
θA = 153.5
◦ (exactamente 51.13 %). Lo que demuestra que las gotas acuosas son repartidas
equitativamente entre ambas ramificaciones y por lo tanto estas no presentan preferencia
hacia ninguna ramificación cuando ambas presentan el mismo θA.
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Figura 3.25: Desempeño del dispositivo de separación para diferentes ángulos de contacto
para la ramificación superior, empleando una geometŕıa β1 = 60
◦, β2 = 60
◦ y
θB = 153.5
◦. Ambas ramificaciones están llenas de la fase orgánica inicialmente.
3.4.1.4. Influencia de la gravedad
Debido a la condición de micro-fluidos, el efecto de la gravedad no fue tenido en cuenta
en las simulaciones anteriores. Con el fin de probar el efecto de la orientación espacial del
dispositivo, se realizaron simulaciones ejerciendo la fuerza de la gravedad en dirección −z y
−y (ver ejes en la figura 3.15). Basados en los mejores resultados de la sección anterior, los
efectos de las fuerzas gravitacionales en la separación de fases se evaluaron asumiendo los
ángulos de contacto θA = 52
◦ y θB = 153.5
◦ para las ramificaciones. Se tuvieron en cuenta
dos geometŕıas para la división en “Y”: β1 = 30
◦-β2 = 30
◦ y β1 = 60
◦-β2 = 60
◦. En las
figuras 3.26 y 3.27 se muestra como es el comportamiento de las gotas acuosas al alcanzar
la división en “Y”, al ejercer la gravedad en direcciones diferentes.
Estos resultados muestran que cuando la geometŕıa β1 = 30
◦-β2 = 30
◦ es empleada (figura
3.26), es posible obtener separación de fases sin importar la dirección de la gravedad. Cuan-
do la gravedad se ejerce en dirección −y, la fuerza de gravedad es aplicada de igual manera
para los fluidos en ambas ramificaciones. Entonces los fluidos no presentan preferencia hacia
ninguna ramificación debido a efectos gravitaciones. Sin embargo, al observar la figura 3.26e,
donde la gravedad es ejercida en la dirección −z, se puede ver que la gota en la división en
“Y”, tiene una leve tendencia por la ramificación inferior. En este caso, la fase acuosa por
ser más densa debe tener cierta tendencia por la ramificación inferior.
Cuando la geometŕıa del divisor β1 = 60
◦-β2 = 60
◦ es empleada (figura 3.27), la dirección
de la gravedad presenta un efecto mucho mayor sobre la separación. Para la dirección −y, la
separación de fases es posible. Sin embargo, si se aplica en dirección −z, las gotas acuosas
al llegar a la división se unen temporalmente a la fase acuosa de la ramificación superior sin
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(a) g = −y
β = 30◦ − 30◦
t = 0.9s
(b) g = −y
β = 30◦ − 30◦
t = 1s
(c) g = −y
β = 30◦ − 30◦
t = 1.02s
(d) g = −z
β = 30◦ − 30◦
t = 0.9s
(e) g = −z
β = 30◦ − 30◦
t = 1s
(f) g = −z
β = 30◦ − 30◦
t = 1.02s
Figura 3.26: Efecto de la dirección de la gravedad en la separación de fases para una geo-
metŕıa β1 = 30
◦-β2 = 30
◦. Los resultados son obtenidos a través de simulaciones
en 3D. Secuencia de tiempo, dirección de la gravedad −y: (a) 0.9s, (b) 1s, (c)
1.02s, dirección de la gravedad −z: (d) 0.9s, (e) 1s, (f) 1.02s. Los ángulos de
contacto para las ramificaciones fueron de θA = 52
◦ y θB = 153.5
◦ en todas las
pruebas.
empujarla. Después de la colisión ellas continúan por la ramificación inferior. El cambio en
el efecto de la gravedad entre ambas geometŕıas, se debe a que al emplear una geometŕıa
β1 = 60
◦-β2 = 60
◦, las ramificaciones se encuentran más inclinadas hacia el eje z. Por lo que,
las fuerzas gravitacionales en dirección −z tienen un mayor efecto.
Estos resultados pueden explicarse debido a que el diámetro del canal está en el ĺımite supe-
rior de lo que generalmente se tiene como micro-fluido, a pesar de los resultados obtenidos
para Ca y Bo. Por tanto, hay indicios que la gravedad tiene un efecto importante en el
sistema.
En la figura 3.28 se comparan los parámetros de desempeño para las diferentes configura-
ciones evaluadas para investigar el efecto de la gravedad. La figura muestra que para todas
las configuraciones es posible obtener una separación, con excepción del caso en el que se
evaluó la geometŕıa β1 = 60
◦-β2 = 60
◦ con la gravedad en dirección −z. En este caso la
recuperación de fase acuosa y la pureza de la fase orgánica son bajas, debido a las múltiples
gotas acuosas que entran por la ramificación hidrofóbica (en la cual solo debeŕıa salir fase
orgánica). En ambos casos en los que se empleó la gravedad en dirección −y, fue posible
obtener separación de fases. Los resultados indican que para aprovechar la fuerza de la gra-
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(a) g = −y
β = 60◦ − 60◦
t = 0.9s
(b) g = −y
β = 60◦ − 60◦
t = 0.96s
(c) g = −y
β = 60◦ − 60◦
t = 1s
(d) g = −z
β = 60◦ − 60◦
t = 0.9s
(e) g = −z
β = 60◦ − 60◦
t = 1s
(f) g = −z
β = 60◦ − 60◦
t = 1.1s
Figura 3.27: Efecto de la dirección de la gravedad en la separación de fases para una geo-
metŕıa β1 = 60
◦-β2 = 60
◦. Los resultados son obtenidos a través de simulaciones
en 3D. Secuencia de tiempo, dirección de la gravedad −y: (a) 0.9s, (b) 0.96s,
(c) 1s, dirección de la gravedad −z: (d) 0.9s, (e) 1s, (f) 1.1s. Los ángulos de
contacto para las ramificaciones fueron de θA = 52
◦ y θB = 153.5
◦ en todas las
pruebas.
vedad en la separación de fases, el dispositivo debe ser ubicado de manera que la fuerza de
gravedad se ejerza en esta dirección.
Figura 3.28: Efecto de la gravedad en el desempeño del dispositivo de separación para di-
ferentes ángulos del divisor. Geometŕıa β1 = 30
◦, β2 = 30
◦, dirección de la
gravedad: (a) −y, (b)−z, geometŕıa β1 = 60◦, β2 = 60◦, dirección de la grave-
dad (c) −y y (d) −z. Los ángulos de contacto para las ramificaciones fueron de
θA = 52
◦ y θB = 153.5
◦ en todas las pruebas.
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3.4.1.5. Análisis refinado de sensibilidad
Teniendo en cuenta los resultados de las simulaciones anteriores, se realizó un análisis de
sensibilidad paramétrico empleando diferentes ángulos para la división en “Y” (β1 − β2) y
diferentes ángulos de contacto para la ramificación hidrof́ılica (θA). En todas las pruebas
de este análisis paramétrico se empleó un ángulo de contacto de 153.5◦ para la ramificación
inferior (hidrofóbica). La ramificación hidrof́ılica se llenó inicialmente con fase acuosa y la
fuerza de la gravedad se ejerció en la dirección −y. Cada simulación se realizó por un tiempo
total de 7 s, teniendo un efecto significativo en el tiempo de ejecución. En promedio cada
simulación tardó 8 d́ıas, 5 horas, con un tiempo mı́nimo de 4 d́ıas, 20 horas y un tiempo
máximo de 12 d́ıas, 10 horas. Las simulaciones en las que se obtuvieron impurezas en las
ramificaciones de la división tardaron mucho más que los otros casos, debido a que en estas
aumenta el número de interfaces ĺıquido-ĺıquido, lo que aumenta la complejidad del modelo.
En la figura 3.29 se muestran los parámetros de desempeño de la separación estimados para
cada configuración. Las simulaciones muestran que para todas las geometŕıas, excepto para
β1 = 80
◦-β2 = 80
◦, la eficiencia de la separación no es influenciada al modificar θA por deba-
jo de 70◦. Para valores superiores, la eficiencia disminuye al aumentar el valor de θA. Estos
resultados indican que existe un valor de θA mı́nimo para cada geometŕıa, el cual permite
una separación completa de fases (Como se ve en la figura 3.29). Si se supera este valor de
θA, la eficiencia de la separación empieza a disminuir al aumentar θA.
Al emplear valores de β bajos fue posible obtener una separación casi completa de fases.
Las geometŕıas 20◦ − 20◦, 30◦ − 30◦ y 40◦ − 40◦ presentaron el mejor desempeño, siendo la
geometŕıa 20◦ − 20◦ en la mayoŕıa de casos la primera de estas por una ligera diferencia.
Empleando estas tres geometŕıas fue posible obtener para todos los valores de θA evaluados
una fase orgánica con prácticamente un 100 % de pureza y con un 100 % de recuperación de
la fase acuosa. Sin embargo, la pureza de la fase acuosa y la recuperación de fase orgánica
disminuyen marcadamente desde el 100 % al aumentar el valor de θA. Los resultados indican
que para estas condiciones de flujo, es posible obtener una fase orgánica de alta pureza.
Las geometŕıas 60◦ − 60◦ y 80◦ − 80◦ presentan una mayor sensibilidad al modificar el valor
de θA, aśı como eficiencias de separación de fases más bajas. Para valores de θA altos no
es posible además obtener una fase orgánica totalmente pura, a diferencia de las otras tres
geometŕıas evaluadas. El principal problema son las pequeñas porciones de fase orgánica que
son introducidas en la ramificación hidrof́ılica como impurezas.
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(a) %Pureza de la fase acuosa (b) %Pureza de la fase orgánica
(c) %Recuperación de la fase acuosa (d) %Recuperación de la fase orgánica
Figura 3.29: Desempeño del dispositivo de separación para diferentes ángulos del divisor
(β1 − β2) y diferentes ángulos de contacto (θA) para la ramificación hidrof́ılica:
(a) %Pureza de la fase acuosa en la ramificación hidrof́ılica, (b) %Pureza de
la fase orgánica en la ramificación hidrofóbica, (c) %Recuperación de la fase
acuosa en la ramificación hidrof́ılica, (d) %Recuperación de la fase orgánica
en la ramificación hidrofóbica. Las ĺıneas negras punteadas representan el valor
ĺımite de θA a partir del cual no es posible obtener una separación completa.
Las simulaciones se realizaron con θB = 153.5
◦. Los resultados son obtenidos a
través de simulaciones en 3D.
Con el fin de evaluar si es posible modificar el comportamiento de las gotas en la división
para aśı incrementar la eficiencia del dispositivo, se probaron nuevas geometŕıas adicionales
con ángulos asimétricos, β1 = 30
◦ − β2 = 60◦ y β1 = 60◦ − β2 = 30◦. En la figura 3.30 se
comparan los desempeños de las divisiones asimétricas con las divisiones simétricas corres-
pondientes.
Los resultados de la figura 3.30 muestran que para todos los valores de θA evaluados, la
geométrica simétrica β1 = 30
◦ − β2 = 30◦ sigue dando el mejor desempeño. Respecto a
las otras geometŕıas, no parece haber una relación clara, pues cuando se emplea θA = 70
◦,
las geometŕıas asimétricas presentan un rendimiento inferior al del de la geometŕıa β1 =
60◦ − β2 = 60◦. Sin embargo, cuando se aumenta el valor de θA a 80◦ ambas geometŕıas
asimétricas presentan un mejor desempeño. Lo que indica que dependiendo del material
puede ser necesario explorar geometŕıas asimétricas.
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(a) %Pureza de la fase acuosa (b) %Pureza de la fase orgánica
(c) %Recuperación de la fase acuosa (d) %Recuperación de la fase orgánica
Figura 3.30: Desempeño del dispositivo de separación para ángulos del divisor asimétricos
(β1 − β2) y diferentes ángulos de contacto (θA) para la ramificación hidrof́ılica:
(a) %Pureza de la fase acuosa en la ramificación hidrof́ılica, (b) %Pureza de
la fase orgánica en la ramificación hidrofóbica, (c) %Recuperación de la fase
acuosa en la ramificación hidrof́ılica, (d) %Recuperación de la fase orgánica en
la ramificación hidrofóbica. Las simulaciones se realizaron con θB = 153.5
◦. Los
resultados son obtenidos a través de simulaciones en 3D.
3.4.1.6. Influencia de la ramificación hidrofóbica
Como en las simulaciones anteriores el ángulo de contacto de la ramificación hidrofóbica
(θB) se dejó constante e igual al empleado para el tubo principal (θB = 153.5
◦), se evaluó
el comportamiento del dispositivo empleando un valor de θB mayor (más hidrofóbico). En
las figura 3.31 se comparan los resultados obtenidos del dispositivo de separación con dos
valores diferentes de θB para varias geometŕıas. Los resultados muestran que al modificar
θB, el cambio en el desempeño del dispositivo es insignificante. La mayoŕıa de parámetros
de desempeño muestran una diferencia menor al 2 %, al modificar el valor de θB. Con la
excepción de un solo parámetro donde se obtuvo una diferencia del 5.5 %. Estos resultados
muestran además que como ramificación hidrofóbica se puede emplear un tubo del mismo
material hidrofóbico del que está compuesto el tubo principal.
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(a) %Pureza de la fase acuosa (b) %Pureza de la fase orgánica
(c) %Recuperación de la fase acuosa (d) %Recuperación de la fase orgánica
Figura 3.31: Desempeño del dispositivo de separación para diferentes ángulos de contac-
to (θB) para la ramificación hidrofóbica: (a) %Pureza de la fase acuosa en la
ramificación hidrof́ılica, (b) %Pureza de la fase orgánica en la ramificación hi-
drofóbica, (c) %Recuperación de la fase acuosa en la ramificación hidrof́ılica,
(d) %Recuperación de la fase orgánica en la ramificación hidrofóbica. Las si-
mulaciones se realizaron con θA = 80
◦. Los resultados son obtenidos a través de
simulaciones en 3D.
3.4.2. Evaluación experimental del dispositivo de separación
Teniendo en cuenta los resultados encontrados mediante las simulaciones en CFD, se propuso
el diseño para el prototipo experimental. Se construyeron dos de las geometŕıas que permi-
tieron obtener las mejores separaciones de fases, β1 = 20
◦ − β2 = 20◦ y β1 = 30◦ − β2 = 30◦.
Como ramificación hidrofóbica y tubo principal se emplearon tubos de poliuretano. La divi-
sión en “Y” se orientó de manera que la fuerza de gravedad se ejerciera en dirección −y (ver
figura 3.16). También se realizaron pruebas permitiendo que la gravedad se aplicara en la
dirección −z. Sin embargo, para este último caso, no se muestran resultados, pues no se ob-
tuvo separación, debido a que todo el flujo siguió por la ramificación inferior. Esto se debe a
que a pesar de estar en micro-escala, el flujo se ve influenciado por las fuerzas gravitacionales.
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3.4.2.1. Influencia del tubo hidrof́ılico
Como ramificación hidrof́ılica inicialmente se probaron dos tubos de materiales diferentes,
vidrio y acero inoxidable. Los resultados se muestran en la figura 3.32, donde se compara el
desempeño del dispositivo con ambos materiales.
Figura 3.32: Comparación del desempeño experimental del dispositivo de separación em-
pleando materiales diferentes para la ramificación hidrof́ılica. Ambas pruebas
fueron realizadas con la geometŕıa β1 = 30
◦, β2 = 30
◦, y un flujo de alimentación
de FO y FA de 4.5 y 2 ml/min, respectivamente.
Al emplear la ramificación de acero fue posible obtener una pureza de FO y recuperación
de FA del 100 %. A diferencia del tubo de vidrio el cual solo permitió obtener purezas y
recuperaciones por debajo del 85 %. El porcentaje de pureza de FA también mejoró un 5 %
al emplear el tubo de acero inoxidable, solo el porcentaje de recuperación de FO disminuyó
un 13 % al cambiar la ramificación de vidrio por la de acero. Globalmente la ramificación de
acero tuvo un mejor desempeño. Además, como se tiene un mayor interés en la fase acuosa,
por ser la que transporta el producto deseado, el tubo de acero inoxidable fue seleccionado
para llevar a cabo los siguientes experimentos con ambos soportes.
3.4.2.2. Influencia de la geometŕıa y los flujos volumétricos
Empleando el tubo de acero inoxidable como ramificación hidrof́ılica, se realizaron experi-
mentos empleando ambos soportes y diferentes relaciones de flujo de alimentación. En una
de las pruebas también se insertó una aguja de acero para intentar inducir la coalescencia
de las gotas y entrar por la ramificación hidrof́ılica. Los resultados de los experimentos son
mostrados y comparados con los resultados reportados por Kashid et al. (2007) en la figura
3.33.
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(a) %Pureza de la fase acuosa (b) %Pureza de la fase orgánica
(c) %Recuperación de la fase acuosa (d) %Recuperación de la fase orgánica
Figura 3.33: Desempeño experimental del dispositivo de separación empleando diferentes
relaciones de flujo de alimentación. (a) %Pureza de la fase acuosa en la ra-
mificación hidrof́ılica, (b) %Pureza de la fase orgánica en la ramificación hi-
drofóbica, (c) %Recuperación de la fase acuosa en la ramificación hidrof́ılica,
(d) %Recuperación de la fase orgánica en la ramificación hidrofóbica. Todas las
pruebas se realizaron empleando un tubo de acero inoxidable como ramificación
hidrof́ılica.
Los resultados indican que al aumentar la alimentación de la fase acuosa en los tres casos
es posible aumentar la pureza de la FA hasta el 80 y el 87 %. Sin embargo, esto también
significa disminuir la pureza de la FO y el porcentaje de recuperación de FA. Para las re-
laciones de alimentación de FA/FO más bajas es posible obtener una FO 100 % pura. Al
aumentar el flujo de FA, disminuye el ingreso de FO a la ramificación hidrof́ılica, mientras
que al mismo tiempo aumenta el ingreso de FA a la ramificación hidrofóbica, disminuyendo
la pureza de la FO. El dispositivo de separación estudiado por (Kashid et al., 2007) también
mostró permitir obtener un FO de alta pureza más fácilmente en comparación con la FA.
Encontraron además que el sistema presenta un comportamiento similar al variar los flujos
de alimentación de las fases. En estos casos cuando los flujos de alimentación de las fases son
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desiguales, las fuerzas inerciales prevalecen sobre las fuerzas de humectación del fluido con
un menor flujo. Por ejemplo, cuando el flujo de alimentación de la FO es menor, la salida
hidrofóbica recibe parte de la FA, la cual lleva un mayor flujo (Kashid et al., 2007).
La figura 3.33 muestra además que para relaciones de alimentación de FA/FO menores a 1,
el soporte 1 (β1 = 30
◦ − β2 = 30◦) con la aguja, permitió obtener los mejores resultados,
con una pureza de FA de hasta el 78 % y una pureza de FO mayor al 92 %. Sin embargo,
al emplear la relación más alta, se obtuvo una FA ligeramente más pura con el soporte 1
sin la aguja (alrededor del 2.3 % más), aunque con un menor porcentaje de recuperación
(5.7 % menos). Análogamente, al emplear el soporte 2 (β1 = 20
◦ − β2 = 20◦) también fue
posible obtener para relaciones de alimentación menores a 1 una FA un poco más pura que
con el soporte 1 (sin aguja). A diferencia de las otras configuraciones, con el soporte 2 no fue
posible obtener para ninguna relación de alimentación una FO completamente pura. Para la
relación FA/FO más alta empleada, el soporte 2 muestra el menor desempeño de separación
de fases.
Para las relaciones de flujo probadas aqúı, el dispositivo probado por Kashid et al. (2007)
mostró que además de tener un mejor desempeño, este se ve menos afectado por la relación
de los flujos alimentados. Esto puede ser explicado ya que, el diámetro de tubo empelado
por ellos (1 mm) es menor que el empleado aqúı (2.5 mm). En conductos más pequeños
las fuerzas de superficie son dominantes, por lo que puede esperarse que este mecanismo de
separación tenga un mejor desempeño y que además las fuerzas inerciales tengan un menor
efecto sobre el sistema. Cabe agregar que para relaciones de FA/FO mayores, encontraron
una mayor variación en el desempeño de la separación.
El aumento del flujo de alimentación de FA respecto al de FO, aunque puede permitir au-
mentar la pureza de la FA obtenida a la salida, puede tener efectos negativos en el proceso
de extracción del que precede el flujo. Pérez-Ávila (2014) estudió el desempeño del sistema
de MLFT para diferentes longitudes del slug (longitud de FO). Encontró que para cierta
longitud de las gotas existe una longitud óptima del slug que permite obtener una extrac-
ción máxima de los ácidos orgánicos. Esto debido a que cuando los slugs son muy cortos,
los vórtices son interrumpidos por las gotas, generando una disminución del transporte de
materia. Por otro lado, cuando los slugs son muy largos, las gotas se encontrarán alejadas a
los vórtices y cercanas a zonas estancadas del slug donde los fenómenos de transporte son
mı́nimos. En este régimen de flujo la transferencia de masa no solo se ve favorecida por los
vórtices generados, sino también por el área de contacto entre las fases. De esta manera,
la generación de gotas y slugs más cortos pueden aumentar el área interfacial, dando paso
a su vez un aumento de la transferencia de masa (Abiev et al., 2017). Lo anterior implica
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que al aumentar el flujo de la FA, se puede estar sacrificando el rendimiento del proceso de
extracción para favorecer la etapa de separación de fases.
Al variar las relaciones de alimentación, cabe anotar que no se mantuvo constante el flujo
total de entrada al sistema. Esto implica que la velocidad de los fluidos en los conductos
del sistema también varió. Kashid et al. (2007) estudió el comportamiento empleando va-
rios flujos totales de entrada. La calidad de la separación resultó ser casi independiente del
flujo total, cuando la relación del flujo alimentación entre las fases es igual. Por lo que se
espera que en los experimentos realizados aqúı, el efecto del flujo total de entrada en el
comportamiento de los fluidos en la división y por lo tanto en el desempeño de la separación
sea mı́nimo, siempre y cuando la relación entre los flujos de alimentación de cada fase sea
constante.
El régimen de flujo de Taylor es caracterizado por la existencia de una fina capa de FO alre-
dedor de las gotas de la FA. Tanto en los experimentos como en las simulaciones se observó
la presencia constante de gotas de FO como contaminación en el tubo hidrof́ılico. Lo que
indica que el tubo empleado como ramificación hidrof́ılica está constantemente expuesto a
la FO. Debido a esto, se debe tener en cuenta que las caracteŕısticas de mojabilidad de una
superficie hidrof́ılica pueden ser alteradas en una proporción considerable por la presencia
de pequeñas cantidades de contaminantes orgánicos. De esta manera, el valor del ángulo de
contacto de la superficie de un material puede verse incluso afectado por sustancias orgánicas
transportadas por el aire o part́ıculas de polvo. Se ha observado por ejemplo, un incremento
en el valor del ángulo de contacto del agua sobre diferentes superficies después de estas es-
tar expuestos al ambiente durante cierto tiempo (Drelich et al., 2011). Takeda et al. (1999)
reportó el incremento del valor de θ desde casi cero hasta 15− 20◦ para superficies de mica
y ńıquel y de hasta 32− 37◦ para aluminio y nicromo, después de estar expuestas de 10− 20
horas al aire de un laboratorio. White (1970), también reportó el incremento del valor de
θ del agua desde 20◦ hasta valores por encima de 50◦ para superficies de vidrio expuestas
al ambiente durante de 3 a 4 d́ıas. Cuando las superficies de vidrio o de óxidos de meta-
les son limpiadas correctamente, el agua muestra un ángulo de contacto de unos cuantos
grados. Por lo que para conseguir el grado de separación más favorable posible, es nece-
sario limpiar cada cierto tiempo el tubo empleado como ramificación hidrof́ılica. A través
de diferentes estudios se ha demostrado además, que la velocidad y el grado en el que una
superficie es contaminada puede diferir. La adsorción de estos contaminantes es guiada por
la interacción entre la molécula y la superficie (Miller and Berger, 1966; White, 1970). En
los casos evaluados experimentalmente no se sabe exactamente cuan afectada se puede ver
la mojabilidad del tubo hidrof́ılico por el contacto continuo con la fase orgánica. Sin embar-
go, es claro que para una operación en continuo, el sistema debe ser limpiado con regularidad.
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3.4.3. Comparación
Debido a que no se tiene certeza acerca del ángulo de contacto θ de las sustancias sobre el
material empleado en los experimentos para la ramificación hidrof́ılica (acero inoxidable), se
compararon las pruebas experimentales con las simulaciones realizadas con diferentes valores
de θA, bajo las mismas geometŕıas y condiciones de flujo. En la figura 3.34 se comparan los
valores de los parámetros empleados para medir el desempeño de la separación obtenidos en
las simulaciones y experimentalmente. En la figura 3.35 se muestra el porcentaje de error
estimado teniendo en cuenta los resultados obtenidos para ambas aproximaciones. Las figu-
ras muestran que la simulación que más se acerca a los resultados experimentales es en la
que se empleó θA = 90
◦, el valor menos hidrof́ılico. Donde porcentajes de error menores al
7 % fueron estimados para ambas purezas y para la recuperación de FA obtenidas empleando
ambas geometŕıas. No obstante, para estos casos, la recuperación de la fase orgánica presenta
un error mayor, 22.3 y 29.5 % al emplear el soporte 1 y el soporte 2, respectivamente.
(a) Soporte 1, β1 = 30
◦-β2 = 30
◦ (b) Soporte 2, β1 = 20
◦-β2 = 20
◦
Figura 3.34: Comparación entre los resultados experimentales y las simulaciones en CFD
con diferentes ángulos de contacto para la ramificación hidrof́ılica. Ángulos de
la división en “Y”: (a) β1 = 30
◦-β2 = 30
◦, (b) β1 = 20
◦-β2 = 20
◦.
En los experimentos no se pudo conseguir que la gota acuosa se estancara en la ramificación
hidrof́ılica de acero inoxidable, inclusive aunque esta ramificación se llenara con FA inicial-
mente. En vez de esto las gotas eran la mayoŕıa de veces empujadas por la fase orgánica, por
lo que, como se ve en los resultados experimentales no fue posible obtener una fase acuosa
100 % pura. A diferencia de las simulaciones, en donde śı se observó el estancamiento de la
fase acuosa en esta ramificación y donde al emplear valores de θA más favorables (más hi-
drof́ılicos), fue posible obtener incluso ambas fases casi completamente puras. Esto se puede
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(a) Soporte 1, β1 = 30
◦-β2 = 30
◦ (b) Soporte 2, β1 = 20
◦-β2 = 20
◦
Figura 3.35: Porcentaje de error entre los resultados experimentales y las simulaciones en
CFD con diferentes ángulos de contacto para la ramificación hidrof́ılica. Ángulos
de la división en “Y”: (a) β1 = 30
◦-β2 = 30
◦, (b) β1 = 20
◦-β2 = 20
◦.
explicar ya que la hidrofilicidad de los materiales puede disminuir debido al ensuciamiento.
Debido al ingreso constante de pequeñas gotas de fase orgánica a la ramificación hidrof́ılica,
cambios en el θ de la ramificación hidrof́ılica pudieron haber ocasionado una disminución en
la eficiencia del proceso de separación. Por consiguiente, las simulaciones mostraron predecir
acertadamente la pureza de FO y la recuperación de FA, mientras que no tuvo un buen
poder predictivo para los parámetros restantes, mostrando errores cercanos al 40 %.
Tanto las simulaciones como las pruebas experimentales indican además que para las condi-
ciones evaluadas, la FA entra casi en su totalidad por la ramificación hidrof́ılica, permitiendo
obtener recuperaciones altas de FA aśı como purezas altas de FO. Mientras que el principal
inconveniente son las impurezas de FO que entran a la ramificación hidrof́ılica. Puesto que
en los experimentos y en algunas simulaciones se obtuvieron valores bajos para la pureza
de FA y para la recuperación de FO. Lo que puede indicar que una separación con una
recuperación del 100 % de ambas fases no es posible empleando una sola división.
Como alternativa para obtener un producto de mayor pureza se podŕıa sugerir una separa-
ción por etapas, en donde los fluidos de salida del dispositivo con presencia de impurezas,
principalmente el de FA, se alimenten posteriormente a uno o a una serie de dispositivos de
separación con el fin de retirar el mayor número de impurezas. En consecuencia, los flujos
de salida contendrán cada vez mayor cantidad de FA que de FO. Según las pruebas experi-
mentales realizadas para diferentes relaciones de flujo, será posible obtener una FA de mayor
pureza. Aunque esto último puede implicar una reducción en el porcentaje global de FA
recuperada.
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3.5. Conclusiones
Con el fin de disminuir trabajo experimental inicial, se propuso emplear aproximaciones en
CFD para la evaluación de diferentes configuraciones para un sistema de separación de fases.
Estas sirvieron de base para la construcción y evaluación del dispositivo experimental. Las
simulaciones indicaron que es posible realizar la separación de fases por medio de este meca-
nismo. Aśı mismo, la geometŕıa y los ángulos de contacto pueden tener un efecto importante
en la separación de fases.
Los ángulos de contacto de la ramificación hidrof́ılica (θA) mostraron que dada la geometŕıa
existe un valor ĺımite de θA que permite obtener una separación de fases completa. Para va-
lores mayores a este ĺımite, el desempeño de la separación es inversamente proporcional a θA.
Las simulaciones también indicaron que el material de la ramificación hidrofóbica puede ser
el mismo material del tubo principal. Ya que no se observaron cambios apreciables en la efi-
ciencia de la separación al aumentar el valor del ángulo de contacto de esta ramificación (θB).
Las dos geometŕıas con ángulos mayores de la división (β1 = 60
◦-β2 = 60
◦ y β1 = 80
◦-
β2 = 80
◦) mostraron el menor desempeño, especialmente para valores altos de θA. Mientras
que casi no se encontró diferencia entre las tres geometŕıas con los menores ángulos de la
división (β1 = 20
◦-β2 = 20
◦, β1 = 30
◦-β2 = 30
◦ y β1 = 40
◦-β2 = 40
◦). Para estos fue posible
obtener una separación completa. Las geometŕıas evaluadas con ángulos asimétricos mostra-
ron un menor desempeño en comparación con las geometŕıas simétricas. Las simulaciones
también indicaron que el dispositivo se debe ubicar de manera que la gravedad afecte ambas
ramificaciones de igual manera, para aśı no afectar desfavorablemente la separación.
Los resultados experimentales encontrados para los dos soportes mostraron que la eficiencia
de la separación depende en gran medida de la relación de alimentación de las fases. Al
aumentar el flujo de alimentación de la fase acuosa es posible aumentar la pureza de esta
a la salida del dispositivo mientras se disminuye la de la fase orgánica. De este modo para
flujos más pequeños de fase acuosa, es posible obtener una fase orgánica con una pureza
del 100 %. Por otro lado, para flujos de alimentación de fase acuosa mayores que los de fase
orgánica, la pureza máxima obtenida para la fase acuosa fue del 87 %. Como consecuencia,
con un solo dispositivo de separación no es posible obtener una separación de fases completa.
Tanto las pruebas experimentales como las simulaciones mostraron que el principal inconve-
niente en la separación de fases para las condiciones de alimentación del sistema de MLFT,
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es la formación de gotas de fase orgánica en la ramificación hidrof́ılica. Por lo que se obtiene
una fase acuosa con una cantidad considerable de fase orgánica, mientras que es más sencillo
obtener una fase orgánica de alta pureza (100 % aprox.). Los resultados de las simulacio-
nes en CFD presentaron un buen acercamiento a los resultados experimentales solo cuando
se emplea el ángulo de contacto de la ramificación hidrof́ılica de mayor valor (θA = 90
◦).
Esto puede explicarse por la contaminación de las paredes del conducto hidrof́ılico. Con el
fin de mejorar las simulaciones, de forma que estas representen la realidad de una manera
más aproximada, puede sugerirse tener una medición real de propiedades como la tensión
interfacial o los ángulos de contacto. Incluso, se podŕıa intentar incorporar un modelo de en-
suciamiento que permita tener en cuenta el cambio de los ángulos de contacto en el tiempo.
También puede ser necesario refinar los experimentos, de forma que se obtengan en la mayor
medida posible las mismas condiciones de las simulaciones. Lo cual podŕıa requerir evitar el
ensuciamiento del tubo y mejorar la unión de los tubos en la división en “Y”. Esto debido a
la pequeña escala, donde diferencias en la geometŕıa del dispositivo menores a 1 mm pueden
tomar una mayor relevancia en el comportamiento del sistema.
Basados en los resultados obtenidos mediante esta investigación, se pueden plantear nuevas
configuraciones que involucren diferentes diseños o múltiples dispositivos en serie, en aras de
conseguir una separación completa de fases. La relación de los diámetros de las ramificacio-
nes tiene además potencial para ser optimizada para diferentes relaciones de alimentación.
Aunque la implementación de estas simulaciones podŕıa tener un costo comunicacional alto,
si las geometŕıas construidas contienen secciones en punta o muy angostas, debido al acopla-
miento de los tubos de diferente diámetro. Como estrategia a futuro para encontrar diseños
que permitan mejorar la eficiencia de la separación, el software COMSOL Multiphysics R©
cuenta con un módulo de optimización de geometŕıas, el cual puede ser explotado para este
propósito. Sin embargo, esto se puede ver limitado por la demanda de poder computacional
que esta simulación requiere. En este trabajo se mostró como explorar diferentes diseños de
dispositivos de separación basados en el principio de la mojabilidad. En trabajos subsecuen-
tes puede ser de interés estudiar otros mecanismos, como los basados en la aplicación de
campos eléctricos o magnéticos. En estos casos, aproximaciones en CFD también pueden ser
empleadas para estudiarlos, de manera que se puedan encontrar diseños y configuraciones
que permitan mejorar la eficiencia de la separación de fases.
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3.6. Lista de śımbolos
Śımbolos con letras latinas
Śımbolo Término Unidad SI Definición
At Área transversal del tubo m
2 −
Bo Número de Bond 1
ρgr2t
σ
b Longitud de desliz m −
Ca Número de Capilaridad 1 µū
σ
Co Número de Courant 1 ū∆t
h
dt Diámetro interno del tubo m −






h Tamaño de elemento mm −
Lentrada Longitud de entrada m −
Mi,j Masa del compuesto i en la ramificación j kg −
MTotal,j Masa total que sale por la ramificación j kg −
Mi,feed Masa del compuesto i alimentada al dispositivo kg −
de separación
P Presión Pa −
Re Número de Reynolds de flujo en un tubo circular 1 ρūdT
µ
t Tiempo s −
∆t Paso de tiempo tomado por el solucionador s −
rT Radio del tubo m −
u Vector de velocidad m
s
−
ū Velocidad media de flujo m
s
−
u Componente de velocidad en el eje x m
s
−




v Componente de velocidad en el eje y m
s
−
w Componente de velocidad en el eje z m
s
−
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Śımbolos con letras griegas
Śımbolo Término Unidad SI Definición
β1,2 Ángulo de la división en “Y” grados −
γ Parámetro de reinicialización m
s
−
ε Parámetro de control del espesor de la interfaz m −
θ Ángulo de contacto grados −
θA Ángulo de contacto de la ramificación hidrof́ılica grados −
θB Ángulo de contacto de la ramificación hidrofóbica grados −




σ Tensión interfacial N
m
−
υi Fracción volumétrica del compuesto i 1 −
φ Función de level set 1 −
Sub́ındices
Sub́ındice Término
0 Propiedad o parámetro inicial
i Propiedad o parámetro referente a la fase i
j Propiedad o parámetro referente a la ramificación j
x Componente en el eje x
y Componente en el eje y





























I Matriz identidad [1 0 ; 0 1] , [1 0 0 ; 0 1 0 ; 0 0 1] ...
* Con f = fxi+ fyj + fzw, (Schey, 1997).
** i, j y k son vectores unitarios representando los ejes de las coordenadas cartesianas (Schey,
1997).




API Ingredientes farmacéuticos activos
C Carrier o transportador
CFD Dinámica de fluidos computacional
FA Fase acuosa
FO Fase orgánica
GMRES Generalized minimal residual method
ISPR Remoción in situ de productos






En este caso se estudió la hidrodinámica de un floculador hidráulico tipo Cox empleado en el
tratamiento de agua potable. La geométrica se tomó del diseño de un floculador empleado en
una planta real. Con el fin de encontrar un diseño que permitiera un mejor comportamiento
hidrodinámico, se propusieron varias geometŕıas y se evaluaron por medio de simulaciones en
CFD. El caso de estudió fue aceptado para publicación en la revista Mexicana de Ingenieŕıa
Qúımica. A continuación se anexa dicho art́ıculo.
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Abstract8
In water treatment processes, the hydrodynamic behavior in a flocculation unit is critical in order to achieve9
flocs with appropriate characteristics that allow their subsequent separation. In this contribution computational10
fluid dynamics (CFD) was used to investigate the flow characteristics of a Cox type hydraulic flocculator at the11
water purification plant in Viterbo, Colombia. In order to improve the original design, the effect of the windows12
configurations and the inlet volumetric flow was investigated. For the configurations performance assessment, the13
local velocity gradient and residence time distribution were calculated. The simulation results indicate that the14
window position have a considerable effect on the velocity gradient and retention time distribution, while the number15
of windows showed a negligible effect on the retention time. It was possible to decrease the local gradient mean error16
between 10 and 20% by employing 2 windows instead of 1. The best hydrodynamic performance was obtained by17
locating the windows horizontally aligned and using 2 windows between chambers. These results are encouraging18
to systematically improve the plant design thus performance.19
Keywords: flocculation, computational fluid dynamics, potable water treatment.20
Resumen21
En los procesos de tratamiento de agua, el comportamiento hidrodinámico en las unidades de floculación es crı́tico22
para conseguir partı́culas de caracterı́sticas adecuadas, que permitan su posterior separación. En esta contribución23
se empleó dinámica de fluidos computacional (CFD) para nv stig r las car cterı́sticas del flujo en un floculador24
hidráulico tipo Cox ubicado en la planta de potabilización de agua de Viterbo, Colombia. En aras de mejorar el25
diseño original, se investigó el efecto de la configuración de las ventanas y del flujo volumétrico de entrada. Para26
valorar el desempeño de las configuraciones, se estimaron los gradientes locales de velocidad y la distribución del27
tiempo de residencia. Los resultados de las simulaciones indicaron que la posición de los pasajes puede tener efectos28
considerables en la distribución del gradiente de velocidad y el tiempo de retención. Si bien el número de ventanas29
mostró un efecto insignificante sobre el tie po de retención, fue posible disminuir el error medio del gradiente30
local entre 10 y 20%, al emplear 2 pasajes en lugar de 1. El mejor rendimiento hidrodinámico se obtuvo ubicando31
las ventanas alineadas horizontalmente y usando 2 ventanas entre cámaras. Estos resultados son alentadores para32
mejorar sistemáticamente el diseño de la planta y por lo tanto su rendimiento.33
Palabras clave: floculación, dinámica de fluidos computacional, tratamiento de agua potable.34
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1 Introduction35
In low and middle income countries a mean of 12% of the population uses drinking water directly from unimproved36
sources without any purification treatment. As a result of the poor water quality caused by factors as pollution,37
502, 000 deaths were attributed to unsafe and insufficient drinking water in 2012 (World Health Organization, 2014).38
In order to overcome this water public health issue, the water potabilization plants should be designed and operated39
in an economic and efficient way, guaranteeing at the same time a secure and continuous supply of water with an40
adequate quality for consumption and domestic use (Romero-Rojas, 2006). Among the units operation that are part41
of water potabilization process, coagulation and flocculation are extremely important. These are also essential in42
others areas as the biochemistry and waste water treatment (Bratby, 2016). The main purpose of these processes is to43
agglomerate the particles that are present in the water as colloids or solution. Thus, remove them using solid-liquid44
separation process as filtration or sedimentation. Through the processes, the flocs acquire the adequate size and45
characteristics to be retained in the filter and achieve an adequate settling velocity in the sedimetator (Cheremisinoff,46
2002; Pérez-Parra, 2006).47
The colloids surface possess an electric charged surface, which produce repulsive forces between these particles,48
keeping them as a suspension (Sharma, 2007; Bratby, 2016). In the coagulation stage the particles are destabilized by49
means of the addition of a substance (coagulant) that allows to reduce the colloids surface electric charge. Then, the50
agglutinated particles (so called flocs) are obtained by the aggregation of the destabilized particles. In the process, the51
coagulant addition should be accompanied of a rapid mixing stage, in order to achieve a rapid and uniform mixing.52
Subsequently, an additional process where the particles are induced to get closer to each other is required (Romero-53
Rojas, 2006). The probability of collision between coagulated particles can be increased improving the particles54
transport (Pérez-Parra, 2006; Bratby, 2016). In a flocculator, the particle transport is enhanced by means of velocity55
gradients which can be induced in the fluid by means of mechanical stirrers (mechanical flocculators) or by using the56
available hydraulic energy through the headloss in the structure (hydraulic flocculators). Hydraulic flocculators do57
not require electrical equipment. This gives rise to a lower power consumption, a minimum maintenance requirement58
and invulnerability to electrical failures. However, in comparison with the mechanical flocculators, these usually59
require a largest installation area and allow a reduced control flexibility of the degree of mixing (Pérez-Parra, 2006;60
Romero-Rojas, 2006). In some cases, different types of flocculants as responsive polymers (Contreras-Andrade61
et al., 2015) or environmentally friendly agents based on starches (López-Vidal et al., 2014), among others, are62
added in order to improve the flocculation performance.63
The most common hydraulic flocculators are the horizontal and vertical baffled flocculators (Romero-Rojas,64
2006). However, alternative designs have also been proposed, as the Cox flocculators. Those are widely used in65
Latin-America and in comparison with the baffled flocculators usually occupy a lower space. A Cox flocculator is66
composed of different chambers of square horizontal section connected in series. The water enters and leaves the67
chambers through windows located in the top and bottom of each chamber alternately. In this way, the flow ascend68
in a chamber and descend in the next one. In both hydraulic and mechanical flocculators, the velocity gradient is69
decreased gradually as the fluid go through the chambers. In the Cox flocculators, the gradients are obtained due70
to the velocity that the water obtains when it pass through the windows. In order to obtain the gradual velocity71
decreasing, the windows transversal area is increased gradually (Pérez-Parra, 2006; Lozano-Rivas and Lozano-72
Bravo, 2015). It was found, in previous studies (Castellanos, 1982), that using two windows between chambers73
instead of one, could increase notably the flocculation efficiency. Besides, the windows shape does not affect the74
process appreciably Lozano-Rivas and Lozano-Bravo (2015).75
The flocculation performance can be affected by different factors as pH, temperature and input floc size and76
concentration. As the effect of these variables has not been fully theoretically defined, a previous experimental77
test is necessary in order to find the best operation condition, for a certain water quality. During operation, water78
characteristics could also change markedly depending of factors as the supply, pollution and climatological factors79
(Romero-Rojas, 2006). Therefore, the mean velocity gradient and the retention time are the process main variables,80
since these both are the most manipulable (Pérez-Parra, 2006). Specifically, retention times shorter than the optimal81
are not enough for a complete floc formation, while long periods could increase the floc rupture. On other hand,82
low velocity gradients do not allow the particles to approach each other, while a high gradient could increase83
the hydrodynamic shear forces, which trigger the flocs rupture (Pérez-Parra, 2006; Romero-Rojas, 2006). The84
turbulence variation is critical, since the floc disintegration could occur in the system zones where the turbulence is85
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excessive (Haarhoff and van der Walt, 2001). Therefore, ensuring that the optimal operation conditions are really86
obtained in the flocculation unit is necessary to obtain an appropriate flocculation.87
For the aforementioned reasons, a detailed hydrodynamic characterization of these and all the water treatment88
units is very important. Conventionally, the design of the water treatment units is performed using the mean values89
of the required flow parameters and lumped design equations. On the other hand, the experimental determination90
of the flow characteristics is usually limited by the precision and the availability of adequate measurement systems91
(Pan et al., 2016). Therefore, by means of these conventional methods, the determination of the flow parameters92
variability through the whole structure is not straightforward. However, computational fluid dynamics (CFD) has93
shown the potential to provide reliable results for problems with different types of fluid flow (Raffo-Durán et al.,94
2014) and consequently can assist this kind of characterization. The CFD approach can be applied to perform95
dynamic simulations of the hydrodynamic behavior through 3D structures, providing the necessary understanding96
about the flow distribution, velocity gradients and retention times. This makes it a valuable tool to economically97
and efficiently evaluate these systems and propose design and operational improvements (Norton and Sun, 2006).98
Although the advantages, these tools have not been exploited yet as it should (Daigger, 2011).99
CFD has been used in other studies to investigate the hydrodynamic flocculators performance. Haarhoff and100
van der Walt (2001) employed CFD to optimize three geometrical design ratios of an around-the-end barriers101
hydraulic flocculator (horizontal baffled flocculator). As performance indicators, the Morril index, dispersion102
coefficient and the local gradient variability (with relation to the mean gradient) were used. They found that103
the highest impact is produced by the slot width ratio (with respect to the channel width between baffles), while104
the depth ratio effect at constant flow velocity was insignificant. Bridgeman et al. (2010) simulated a Laboratory105
scale flocculation jar tester and two full scale flocculators: a mechanical flocculator and a vertical baffled hydraulic106
flocculator. A significant difference in the local gradient distribution was found in all of them. They also identified107
recirculation loops and dead spots at the cells between baffles in the hydraulic flocculator. Vadasarukkai et al. (2011)108
evaluated through a CFD approach a three-stage tapered hydraulic flocculator used in a water treatment plant. Their109
study indicated a inadequate mixing in the flocculation tanks. The G-values decreased drastically from the first110
to the second tank while a minimum difference between the last two tanks was observed. Due to the existence of111
stagnant zones inside the tanks, a mean retention time lower than the theoretical was found. Mohammadighavam112
et al. (2016) used CFD to optimize a hydraulic flocculator used for the peat extraction runoff water treatment. In113
order to select between the best types of barrier designs and geometry designs ratios, the local velocity gradient114
value and distribution through the structure were employed as optimization parameters. The optimum range value115
found in jar tests were taken as basis. The around-the-end barriers hydraulic flocculator showed the best G-value116
uniformity. They stated that in order to obtain the desired velocity gradient, the geometry ratios should be adjusted,117
based on the design discharge. Oliveira and Teixeira (2017) evaluated different configurations of a helically coiled118
tube hydraulic flocculator. However, in order to characterize appropriately this kind of units (where the streamlines119
has a quasi-periodic behavior), they proposed a hydraulic parameter indicator based on representatives streamlines.120
In comparison with the velocity gradient, the proposed indicator showed a better adjustment with relation to the121
turbidity removal efficiency found experimentally.122
Due to the high impact of the flow behavior on the flocculation efficiency and encouraging previous research,123
in this contribution it is desired to compare and evaluate the hydrodynamic behavior of a Cox flocculator under124
different geometry and inflow conditions by means of CFD, using the software COMSOL Multiphysics R©. The125
local velocity gradients and retention times are also evaluated and compared. It has been shown that by means126
of this systems modeling, it is possible to find configurations that allow systematically improving the flocculation127
process performance. Since the Cox flocculators are common between the Latin-American communities, applying128
this approach leads to the improvement of the water treatment plants designs and a higher economic efficiency.129





The simulations were performed in COMSOL Multiphysics R© software, using the mixture model in turbulent flow133
with the k-ε turbulence model, due to the turbulent characteristics of the flow (70000 <Re< 120000 in the passages134
between chambers). This turbulence model has been used and validated in previous hydrodynamic studies of135
flocculation systems (Bridgeman et al., 2010; Vadasarukkai et al., 2011; Mohammadighavam et al., 2016). In order136
to describe the fluid dynamics, this approach uses a set of the Navier-Stockes equations for the mixture (Eq 1).137
The conservation of momentum equation is shown in Eq 1 and the mass conservation equation is shown in Eq 4138
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+ ρc (∇ · u) = 0 (4)
140
where t is the time, u is the mixture velocity vector, uslip is the relative velocity vector between the two phases, ρ is141
the mixture density, µ is the mixture dynamic viscosity, µT is the turbulent dynamic viscosity, P is the pressure, Dmd142
is the turbulent dispersion coefficient, g is the gravity, F is the additional volume force vector, τGm is the sum of the143
viscous and turbulent stresses, σT is the turbulent particle Schmidt number, cd is the mass fraction of the dispersed144
phase, φd is the volume fraction of the dispersed phase, k is the turbulent kinetic energy, mdc is the mass transfer145
from dispersed to continuous phase, ρc and ρd are the densities of the continuous and dispersed phase, respectively.146
For the relative velocity, the slip model homogeneous flow was assumed (uslip = 0) and mass transfer between the147
phases was not taken into account (mdc = 0). For the turbulent particle Schmidt number (σT ), the default value148








where ud is the velocity vector of the dispersed phase. The mixture density is estimated as the two phases volumetric152
mean density, while the mixture viscosity is estimated using the semi-empirical equation proposed by Krieger and153
Dougherty (Selvakumar and Dhinakaran, 2017). In order to estimate the turbulence dynamic viscosity, as shown in154
Eq 6, the k-ε turbulence model uses two additional transport equation, Eq 7 and 9. The turbulent kinetic energy (k)155
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where Pk is the production term and Cµ, Cε1, Cε2, σk andσε are the model dimensionless constants, whose numerical158
values were recommended by Launder et al. (1973) according experimental data as: 0.09, 1.44, 1.92, 1.0 and 1.3,159
respectively (Wilcox, 1998; COMSOL Multiphysics R©, 2017).160
2.1.2 Geometry161
The geometries used in the simulation were built in 3D based on the Cox hydraulic flocculator at the water162
purification plant in Viterbo, Colombia. Figure 1 shows the 3D geometry used in the simulations for the original163
design. The studied unit consists of 6 squared horizontal section compartments with an inverted pyramid bottom164
(chute), as shown in figures 2 and 3. The flocculator chambers main dimensions values are shown in table 1. The165
b2 parameter corresponds to the lower side length of the inverted pyramid bottom, which corresponds to the area166
where the drainage tubes would be installed vertically downwards. The water input window was supposed to be167
completely submerged. The height of this window corresponds to the crest height of the design volumetric inflow168
through a rectangular weir of 0.5 m width.169
The windows are expected to have a high impact on the flocculation performance, since the highest velocity170
gradients are generated there. Therefore, in order to evaluate the fluid flow behavior, the windows number and171
location were modified in this research. The windows horizontal position (on the x axis) were changed, an alternately172
and an aligned arrangement were implemented as is shown in the figure 2a and 2b. A number of 1 and 2 windows173
between chambers were also investigated, as shown in figures 3a and 3b. The calculation of the windows area was174
performed so that in both cases the obtained mean velocity gradient decrease between chambers would be the same,175
taking as basis the design volumetric input. The areas were estimated using the equations indicated by Lozano-Rivas176
and Lozano-Bravo (2015). The dimensions of the windows are shown in table 2. In the case where 2 windows were177
used, both windows were implemented using the same dimensions. The second window was located above the first,178
separated by a distance equal to half of the height of each pair of windows. This configuration allows having a179
proportional separation between them (reducing the design degrees of freedom), without compromising structure180
stability. Only one input and output window to the flocculator domain were used in all cases. The windows located181
on top of chambers are 0.25 m away from the surface, with the exception of the input and output windows which182
are at 0.051 m and 0.51 m, respectively. Additionally, the windows at the bottom are just above the chute.183
The boundary conditions used through the geometry were: 1. No slip wall, on the flocculators windows and184
chambers walls. 2. Slip wall, on water surface (where the water is supposed to be in contact with air). 3. Inlet185
flow, in the flocculator input window. 4. Output atmospheric pressure, in the output channel. From preliminary186
simulations, it was noticed that the output condition has a considerable effect on the nearby fluid flow. Then, a long187
output channel was installed and the output results variables were taken at the channel cross section located 0.2 m188
from the last chamber and the output channel conjunction. Initially, the fluid in the system domain does not contain189
dispersed phase. The gravity force was also applied through the whole geometry domain in the -z direction (see Fig.190
3).191
2.1.4 Simulation parameters192
In order to track the injected dispersed phase for the tracer test, dynamic simulations were performed. Table 3 shows193
the parameters and the properties of each phase in the simulations. The continuous and dispersed phases properties194
correspond to water and a salt (Sodium chloride), respectively. For the sake of simplicity, it was assumed that the195
salt is only one species in water. To introduce the dispersed phase, a single square pulse of 1 s width was used on the196
flocculator input. During which the volumetric fraction of the dispersed phase in the inflow was set as 0.1. In order197
to evaluate different conditions, two different input flow rates were evaluated. Besides the input flow, two geometric198
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parameters (the windows number and location) were also taken into account for the flocculator assessment. Table 4199
summarizes the conditions under which all the cases were carried out.200
2.1.3 Numerical methods201
The system equations were solved by the finite element method in COMSOL Multiphysics R© with GMRES iterative202
solver and an absolute error tolerance of 5x10−4. For the chambers, a triangular mesh recommended for fluid203
dynamics and defined as fine with element size between O(0.0316) < h < O(0.167) m. As higher velocity gradients204
are expected around the passages between the chambers, a triangular mesh defined as extra fine with O(0.00474)205
< h < O(0.0727) m was used on these. A number of 3 and 2 boundary layers were also implemented at chambers206
and conducts walls, respectively. This configuration is aligned with the different meshing of the chambers and207
passages, finer at the passages, in order to avoid high simulation time. The number of elements and the average208
element quality used in each case are shown in table 4. The mesh used for the geometry of the flocculator original209
design is shown in the figure 4. In order to develop the fluid flow through the geometry, for each configuration a210
preliminary simulation with no dispersed phase was executed for a total time of 2000 s. The last step time of these211
preliminary simulations was used as initial condition in the simulations where the dispersed phase was tracked, those212
were performed for times between 10000 and 12000 s, for the cases where the design and operation inlet flow were213
employed, respectively. Small time steps of 1 s were taken in the first 50 s, as initially the tracer concentration in the214
first chamber changes drastically. Subsequently, larger time steps were taken (between 20 and 50 s).215
2.2 System performance indexes216
2.2.1 Velocity gradient217
The velocity gradient is used in flocculation to characterize the mixing degree. Traditionally, this parameter is218
estimated as an average value, due to its simple calculation (Bridgeman et al., 2009). In a Cox hydraulic flocculator219
the mean velocity gradient (G ) can be estimated considering each window as a rectangular submerged orifice, as220







Where f is the Darcy friction factor, v is the fluid mean velocity perpendicular to the window, Rh is the hydraulic223
radius and ν is the kinematic viscosity. However, the flocs are not subjected to this single average velocity gradient,224
since these are not uniform through the system volume. By means of the local velocity gradient (GL), the effect of225
the turbulence in specific zones on the floc formation can be estimated. The local velocity gradient is estimated as226







The ε value is calculated from the κ-ε turbulence model in each node inside the system domain. The GL distribution229
is very valuable to asses the flocculation performance since it controls particle suspension, distribution, coalescence230
and floc breakage (Essemiani and de Traversay, 2002). As performance indicator, the 95th percentile of the231
normalized G distribution proposed by Haarhoff and van der Walt (2001) was also analyzed. This indicator indicates232
the GL value that is only exceeded in 5% of the total flocculator volume.233
2.2.2 Residence time distribution234
The theoretical hydraulic residence time was calculated using Eq 12, as the ratio between the entire flocculator235
volume (V) and the volumetric input flow (Q). The theoretical hydraulic residence time per chamber was also236
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238
A tracer study allows estimating the residence time distribution, from which is possible to identify the flow defects239
as the stagnant zones and bypassing flow (Fogler, 2008). As representation of the residence time distribution, the240
E (t) function is used. This function is a measure of the bulk flow patterns in a vessel (Bridgeman et al., 2009) and241
is calculated based on the tracer concentrations taken over time, as follows:242
E (t) =
C (t)
∫ ∞0 C (t) dt
(13)
243
where C (t) is a concentration measure of the tracer at the measurement point as function of time. The mean residence244





tE (t) dt (14)
246
In the last eq, tm is the mean hydraulic residence time and t is the time since addition of tracer. The integration in Eq247
13 was calculated using the software OriginPro 8, by means of numerical integration approaches as the trapezoidal248
rule, good approximations can also be obtained.249
3 Results and discussion250
Through the estimation of the local velocity gradients and the hydraulic residence time for each case, the variables251
as flow velocities, energy dissipation rate and tracer concentration were exported to Microsoft Excel (according to252
table 4). The simulation performed to obtain the initial flow conditions, required a computation time approximately253
of 5 h for the cases 2, 4, 5 and 6, while it took 12 h for the cases 1 and 3. Additionally, the final simulations in which254
the tracer particles were tracked required a computation time of around 40 h for the cases 1 and 3 and between 10255
h and 15 h for the remaining cases. All the simulation were compiled in an Intel R© CoreTM i7 − 7700 3.60 GHz256
processor and 8 GB of RAM.257
3.1 Flow velocity258
Figure 5 shows horizontal cutting planes of the flow velocity magnitudes for the case 2 at different heights, and259
Figure 6 shows the velocity magnitude isocontours in the chambers for the case 2. Both figures show how in each260
chamber the flow enters throughout the passages with a relatively high velocity and then crash against the wall in261
front of the inlet window, were the velocity is reduced (see Fig 6d). The velocity vectors in the figure 5 seems262
to follow a recirculation pattern, showing the existence of swirls inside the chambers. The probability of collision263
between the flocs can be increased by changes in the flow velocity. The swirls can generate changes in the radial264
and axial velocities and therefore generate adequate conditions for the flocs agglutination (Fan et al., 2015).265
The lowest velocity magnitudes are observed mainly in the center of these swirls and in some of the chamber266
corners where velocity lower than 0.5 m/s are obtained (for case 2). These minimum velocity magnitudes and the267
velocity vectors orientation show the existence of stagnant zones in some of these corners (as the upper right corner268
of the chamber 4 in Fig. 5). The stagnant zones can result in the floc sedimentation and reduces the unit effective269
volume, which generate that the residence time of some particles in the flocculator decreases. The existence of270
stagnant zones around these areas (tank corners) has also been reported in others studies, where although others271
flocculation unit types where evaluated, rectangular cross section tanks were also employed (Vadasarukkai et al.,272
2011; Bridgeman et al., 2010). Mohammadighavam et al. (2016) for example, could observe stagnant zones at the273
corners between the baffles and the walls in a horizontal baffled flocculator. Bridgeman et al. (2010) compared274
the hydrodynamic performance of a stirred pilot flocculation tank using two vessels a square and a cylindrical tank275
using CFD. The cylindrical tank showed a better flow distribution while stagnant zones were not found within this,276
unlike the square shaped tank where stagnant zones were observed in the tank corners. Therefore, an improvement277
in the hydrodynamic performance of the Cox flocculators can be expected by implementing cylindrical chambers278
instead of rectangular since sedimentation undesired could be avoid. Although the construction of the flocculation279
chambers and passages could not be straightforward and corresponds to a mayor modification to the existing plant.280
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Figure 7 shows the flow stream lines obtained for the cases 1, 2 and 4. In these figures the flow recirculation281
patterns can also be seen in the focculators chambers. After reaching the steady state, is possible to observe these282
similar flow behavior in all the cases studied. At the cases where the windows are interleaved (cases 4 and 6), was283
possible to see in some chambers how a portion of the stream lines after getting into the chamber and crashing284
against the wall, do not join the whirl. Instead these go directly to the outlet window towards the next chamber285
(bypassing flow). Due to the bypassing flow a portion of the flow do not go through the entire volume available at286
the chambers.287
Figures 8 and 9 show the mean and the maximum flow velocities obtained for each passage and chamber,288
respectively. The dashed lines in these figures represent the mean flow velocity needed in each window to obtain the289
theoretical mean velocity gradients shown in table 2. Since the used wall condition fixes the velocity of the flow at290
the wall to zero, the minimum velocities were not evaluated. In the cases 5 and 6 two windows between chambers291
were implemented, hence for these cases a velocity for each window is shown (referred to as upper and lower). The292
figure 8a shows the mean velocities through the windows. Due to the lower inlet flow for the cases 1 and 3, those293
present an appreciable difference with respect to the theoretical value. As shown in the figure 8b, for the cases 1294
and 3 the maximum velocities are still not high enough to reach the theoretical velocities. In the other cases, the295
theoretical velocity is surpassed between 20 and up to 60%. Where the case 4 presents the highest velocity values296
while the case 5 shows the lowest maximum velocities, and thus is the closest to the theoretical velocities. The297
maximum velocities in the chamber are also higher than the mean the theoretical velocities at the corresponding298
window. This is expected due to velocity profile created by the wall boundary condition, where the flow velocity299
leaving the window is the lowest adjacent to the walls and the highest at the sine of the fluid. As is shown in the300
figure 6, the maximum velocities are obtained mainly around the inlet area due to the lower cross section of the301
windows. Pérez-Parra (2006) suggests that in order to avoid the flocs rupture and sedimentation in the flocculation302
unit, the mean velocity should be lower than 0.6 m/s and higher than 0.1 m/s, respectively. In all the cases, the mean303
velocity in all the chambers is lower than 0.1 m/s, with the exception of the chamber 1 in some cases (on the other304
hand, velocities higher than 0.6 m/s are only obtained in the cases 2, 4, 5, and 6 at the chamber 1. This indicates305
that for all cases, the flocs sedimentation should be occurring in some proportion in the flocculation chambers).306
Then, the flow velocity only seem to be higher enough to break the floc in the zones around the inlet window at the307
chamber 1 in all the cases with the exception of cases 1 and 3, were low velocities were obtained.308
3.2 Velocity gradient309
In order to get a general insight of the velocity gradient, the mean gradients per chamber and global average, are310
compared with the theoretical gradients in table 5. Due to the lower inflow in the cases 1 and 3, lower gradients than311
the required are obtained. These low gradients can cause the non-floc formation and sedimentation in the chambers,312
causing an increasing in the water turbidity and therefore a decrease in the unit efficiency. In the other cases, with313
the design inflow, mainly higher gradients than the theoretical were obtained (with the exception of the passage 3−4314
in the cases 2 and 5). Although in the cases 4 and 6 the design inflow was employed, a higher difference with the315
theoretical value in comparison with the case 1 and 3 was observed. The cases 2 and 5 (in which the aligned window316
arrangement was implemented) show the lowest difference with the theoretical G value. Among them, the case 5317
showed the smallest (where two windows were used). Differences on the velocity gradient values higher than 35%318
over theoretical values were only observed in the passages 4 − 5 and in the system output.319
According to the 0330 Colombian Resolution of 2017 “Technical regulation for the drinking water and basic320
sanitation sector− RAS”, the gradients should be between 70 and 10 s−1 to guarantee an adequate flocculation, in321
hydraulic flocculation systems. Only gradients lower than 10 s−1 are seen in the last passages of the cases with322
the lower inflow (cases 1 and 3), while gradients higher than 70 s−1 were mainly obtained in the first and second323
passage of the case 4 and only in the first in the cases 2, 5 and 6. This implies that in the later passages the324
flocculation conditions are not the optimal and flocs disruption can take place inside these sections. The G values in325
the remaining passages are within the recommended range.326
In order to promote floc growth and to avoid their destruction, the gradient values should also be decreasing327
as it is shown in theoretical data in table 5. Thus, more collisions are required at the beginning of the process to328
increase the flocs size, while at the end, less collisions are preferred to avoid breaking. In cases 1, 2, 5 and 6 there329
is a reduction in the mean G value until the step 3 − 4, which is followed by a sudden gradient increase in the330
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step 4 − 5 (which can cause the breaking of previous formed flocs). This issue is not seen in the cases 3 and 4 in331
which the windows horizontal position was alternated. In these two cases, the gradient raising occurs in the exit332
passage. This gradient decrease issue is related with the location of this passage, which in order to connect passages333
3 and 4 is located in a different way in comparison with the other passages. However, these results indicate that a334
configuration with a better hydrodynamic performance could be achieved by modifying the window location in the335
troubled passage (in this case the passage 3 − 4).336
In the figure 10 the GL magnitudes through the flocculation chambers and passages for the cases 1, 2 and 5 are337
shown. In figure 10 n and p, in which 2 windows were used, it can be seen that slightly higher gradients values338
are obtained in the lower window at the downward passages. In accordance with the velocity magnitudes, higher339
gradients in each chamber are obtained close to the input passages and in the front wall where the fluid hits (see340
figure 10 j and l). The gradient increases again around the output window due to the narrow area, while the GL341
values seem to be relatively low in the remaining areas of each tank. This results show a high spatial variation of GL342
in the flocculation chambers. This is a problem since the flocs can be subjected to zones with high and low velocity343
gradients inside the same chamber. The spatial non-uniformity of ε and therefore of GL in hydraulic and mechanical344
flocculators has also been reported by others authors (Haarhoff and van der Walt, 2001; Bridgeman et al., 2010;345
Vadasarukkai et al., 2011; Mohammadighavam et al., 2016; He et al., 2018).346
In figure 11, the local gradient cumulative occurrence (GL) for different passages for cases 4 and 5 are shown.347
This quantity indicates the maximum GL value obtained for an accumulated percentage of volume in a passage. In348
case 4, the gradient distribution is adequate until the exit passage unlike case 5 where there is an abrupt increase in349
the passage 4 − 5. In case 5, the highest gradients are obtained in the passage 1 − 2 where gradients between 129.1350
and 168.8 s−1 are obtained in the 1% of the volume. For case 4, GL values from 138.7 to 190.2 s−1 were obtained351
for the 1% of volume of the first step. However, in this case the highest gradients were obtained at the passage 4− 5,352
with a GL range between 86.72 and 239.8 s−1. Which shows a high GL variability at this passage. Vadasarukkai et al.353
(2011) reported a the GL distribution for each tank of a tapered hydraulic flocculator. They found higher maximum354
GL values at the high turbulence zones, since for the first tank in 1% of the tank volume GL values from 254.8 and355
up to 1, 230.5 s−1 were reported. This indicates that the large variability generated by high values of G at turbulence356
zones is a issue in most of hydraulic flocculators.357
In order to present the GL distribution in a more simplified way, in tables 6 and 7 the obtained GL value are358
shown for 25, 50 and 95% of accumulated frequency per passage for all the cases. For the cases where two windows359
were used, both windows distribution were estimated as one. In cases 2 and 5, 50% of the volume in the passage360
1− 2 presents gradients of 62 s−1 or lower, while in cases 4 and 6 the 50% of the volume presents gradients up to 73361
s−1. These high gradients favor the flocculation process during the initial period of floc formation. From other side,362
for cases 1 and 3 (lower volumetric inflow), the GL value for all the percentiles are lower than their corresponding363
theoretical value. This means that even in the highest turbulent zones, the floc is submitted to a GL lower than the364
required. Thus, a poor flocs approach and agglutination is expected. For the remaining cases, G values significantly365
higher than theoretical values were obtained for the 95% percentile. For cases 2 and 5, lower or closest GL values366
to the theoretical were obtained for the 25 and 50 percentile, unlike the cases 4 and 6 were the highest values were367
obtained. Thus, the cases with the interleaved arrangement, showed the highest GL percentiles values, and therefore368
these are the most distant to the required theoretical value, with a mean GL error of 85.7 and 67.4% for the cases369
4 and 6, respectively. When comparing the performance of the cases with 1 window per chamber (i.e. cases 2 and370
4) with the cases with 2 windows (cases 5 and 6), an improvement in the GL values was observed when using 2371
windows, since the mean error decreased between 10 and 20%, by employing 2 windows instead of 1. The case372
5, where the passages horizontal position was kept alienated and 2 windows were used, showed the GL percentile373
values closest to the theoretical, with an error of 42.2%. While for the case 2 a mean error of 52.7% was obtained374
for the gradient distribution.375
The improvement in the GL distribution obtained by increasing the number of windows could be related to the376
increase of the contact area between the fluid and the solids walls at the passages and to the wall boundary condition377
used. The no-slip wall boundary condition fixes the flow velocity to zero, thus the flow velocity increases sharply378
from zero at the wall to the velocity at the sine of the fluid. Therefore, right at the wall the turbulence is zero and in379
the close vicinity of the wall the molecular effects become more dominant than the turbulent properties of the flow380
(Dewan, 2011). Since the passages transversal area was kept constant when the number of windows was increased,381
the resulting wall/fluid contact area increase could contribute to some extent to control and decrease the flow high382
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turbulences developed in the passages.383
In some scenarios, a considerable difference between the values obtained for each percentile in tables 6 and 7384
is observed. This implies the existence of some gradient variabilities inside the passages. The difference between385
the 25 and 50 percentiles for case 4, 5 and 6 are around 8 and 20%, respectively. This indicates that the changes are386
small and have almost uniform gradients. However, higher differences are obtained when comparing the 50 and 95387
percentile, where differences between 36 and 70% are estimated.388
3.3 Residence time distribution389
The theoretical hydraulic residence time was used as basis for comparing the residence times estimated from the390
CFD simulations. Table 8 shows the theoretical hydraulic residence times calculated for the whole flocculation391
system and for each flocculation chamber employing a flocculation unit total useful volume of 48.74 m3. Two392
different hydraulic residence times are also obtained for each one of these since two input flows were evaluated.393
In order to analyze the particles residence time inside the system, a tracer was injected and subsequently tracked.394
Figure 12 shows the tracer volume fraction through the flocculation chambers at different times for the case 2. Taking395
into account that the relative accuracy (eps) of the CFD software is approximately 2.22x10−16, only tracer volume396
fractions larger than 10−20 were considered, since values of an order of magnitude of 10−20 are small enough to be397
considered as zero (COMSOL Multiphysics R©, 2017). The figures show as after 1 s, all the tracer is already inside398
the first chamber (Figure 12a). The tracer is then dragged by the fluid flow through the chamber volume and get399
into the next one (Figure 12b and c). A similar behavior is repeated sequentially in all the chambers until finally all400
the tracer reach the exit passage at the last chamber. However, as all the particles do not leave a certain chamber at401
the same time, a considerable variability in the residence time is anticipated. The variability of the residence time is402
also expected to be increasing chamber to chamber, due to the spreading in the previous chambers. A similar tracer403
concentration distribution is also obtained in the other cases, aside from the cases 1 and 3 were in order that the404
tracer particles leave the flocculation unit domain, higher hydraulic residence times are required.405
The table 8 shows the mean global hydraulic residence time (tm), its error and standard deviation (SD) obtained406
using the tracer mean concentrations profiles through the last flocculator chamber. The global residence time error407
is calculated taking as basis the respective theoretical hydraulic residence time (tt). It can be seen that although the408
global tm increase for the cases where the lowest inflow is used (cases 1 and 3), the error with the theoretical value409
is lower in comparison with the cases where the highest input flow was used (cases 2 and 4). Vadasarukkai et al.410
(2011) employed a particle track model to evaluate the residence time distribution in a three-stage tapered hydraulic411
flocculation unit. A considerable difference between the mean residence time and the theoretical residence time was412
observed. They reported a tt and tm of 154 and 107.9 min, respectively. This results in a error of 30%, which it413
is slightly higher than the maximum difference found here. However, they reported a considerably lower standard414
deviation (6.82 min) in comparison with the observed in this study.415
On the other hand, the cases 1, 2 and 5, where the windows are located aligned, present the lowest difference416
with basis to tt with errors lower than 5%. In the remaining cases, where the windows are interleaved, errors highest417
than 14% and up to 26% were obtained. An increase in the global tm between 10% and 17% was also observed418
by modifying only the windows position from aligned to interleaved. The windows interleaved arrangement, is419
supposed to make the water to travel a longer path in each chamber until reach the passage window to the next420
chamber, thus, higher tm can be expected for this arrangement. With respect to the number of windows, a less421
considerable difference was observed between the two arrangements evaluated. When 2 windows are used instead of422
1, the error rate is reduced slightly when comparing the cases 2 and 5 and a little more pronounced when comparing423
cases 4 and 6 (with a decreasing of 0.34% and 4.51%, respectively). A decrease in the global tm of 0.33% and 3.5%424
(between the cases 2 − 5 and 4 − 6, respectively) was also obtained by only increasing the number of windows from425
1 to 2. These global results indicate that the windows horizontal location has considerable influence on the global426
hydraulic residence time, while the number of windows between chambers has little effect on the global hydraulic427
residence time as long as the passage area between chambers is kept constant.428
The table 8 also shows the coefficient of variation (CV) of each case, aimed to measure the dispersion, understood429
as the relation between deviation and median. The highest coefficient appears in case 4, which means that the430
hydraulic residence time in this case has higher variation (its residence time is higher than the theoretical). Therefore,431
the presence of hydraulic problems as stagnant zones are expected for this case, mainly in the chambers corners432
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where the flow velocity is close to zero. On the other side, it is appreciated in case 1 the lowest variation coefficient433
(followed of case 5), although it evinces the presence of dead zones. In these two cases, there is a better flow434
distribution in the chambers even though the CV value is still significant. In general, the variation coefficients435
shown in table 8 are really high, which implicates significant hydraulic issues. These can be caused mainly by the436
presence of dead zones, which increases the residence time and hence decreases the efficiency of the flocculation437
process. It is important to highlight that given the geometry of the systems, great hydraulic issues appear caused by438
the water stagnation in corners or by the high crashing velocity that the fluid describes at the moment of entering the439
chamber (which can cause the floc breaking).440
In the figure 13a and b are shown the hydraulic residence times (tm) estimated per chamber with the operational441
and design volumetric input. The residence times in each chamber can be higher or lower than the theoretical value442
(which is indicated with a dashed line). This indicates that some particles stay in each chamber longer or shorter time443
than the required. Therefore, it shows the existence of dead spaces and bypassing flow in some chambers. The tm444
error rate per chamber is also shown in the figure 14, where error rate values highest than the global obtained for each445
case can be seen. These results indicate that dead spaces and bypassing flow obtained in each chamber compensate446
each other, allowing obtaining a global tm closest to the theoretical and therefore a lower global error. However, this447
means that the time that the flow will be subjected to a certain velocity gradient in each chamber is not supposed to448
be the same, since in some chambers higher or lower residence times than the appropriate can be achieved. For these449
reason, a special attention has also been paid to the tm per chamber. A similar situation was found experimentally by450
Macı́as-Quiroga (2016), who used a tracers test to evaluate different designs of an electrocoagulation system. The451
configuration in which dead zones and bypassing flow were identified simultaneously, also showed the tm closest to452
the expected tt.453
The cases 1, 2 and 5, where the windows have been located horizontally alienated, present a similar behavior454
with respect to the tm. As is shown in the figure 13a and b, the tm in the first three chambers is closer to the tt,455
with errors lower than 8% (Fig. 14). In this cases the tm slightly increases from the first until the third chamber.456
In the chambers 4 and 6, the tm reaches values more markedly above the theoretical, with errors between 23% and457
30%. However, at the chamber 5 the tm decreases below tt, where errors between 19% and 23% are achieved. The458
pronounced difference in the behavior of the tm between the first three chambers (1 to 3) and the last chambers (4459
to 6) in the cases 1, 2 and 3 can be explained by the location of the window 3 − 4. As it is shown in the figure460
2a, in order to connect the chambers 3 and 4, this window is located in a different position in comparison with the461
other windows. The modification of this window location should modify the flow path in the chamber, causing that462
the hydraulic residence time in the following chambers change. Therefore, it is thought that in order to avoid this463
increasing in the tm a better arrangement for the passage between chambers 3 and 4 could be found.464
For other side, in cases 3, 4 and 6, in which the windows were located horizontally interleaved, a change in the465
tm behavior due to the passage 3 − 4 was not observed. As seen in the figure 13b, in comparison with the previous466
cases, highest tm per chamber are obtained in cases 4 and 6, mainly in the chambers 1, 2, 4 and 6, where errors from467
27% and up to 49% can be obtained. In case 3, the same chambers also presented tm values above the theoretical but468
with lower error rates (from 7% until 34%). In these three cases, the tm in the chamber 3 is lower than tt with errors469
between 20% and 27%. The chamber 5 has the lowest error for the cases 4 and 6 (< 8%) while the chambers 2 and470
5 present the lowest error in the case 3 (< 9%). There is not a clear similar behavior between the three interleaved471
window cases. The highest similarities can be seen between the cases 4 and 6, which only differ in the number of472
windows between chambers. On the other hand, cases 3 and 4, which only differ in the inlet volumetric flow, show473
a marked difference in the tm per chambers.474
The tm values obtained per chamber confirm the stated with the tm global results. The number of chambers has475
not a significant effect on the hydraulic residence time, while the horizontal location arrangement showed a high476
effect. The cases 2 and 5 present the best tm distribution since, the lower difference with tt and the lower standard477
deviation are obtained with these arrangements. The interleaved arrangement showed the global and per chamber478
tm values more distant from the theoretical values. While the cases with the largest input flow showed the highest479
standard deviation values.480
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4 Conclusions481
In this contribution a CFD approach is proposed in order to evaluate and compare the hydrodynamic behavior of a482
Cox hydraulic flocculator under different geometry and inflow conditions. Through these CFD simulations, it was483
possible to obtain a better description of the main variables distribution inside the flocculator chambers and passages484
than conventional approaches.485
The simulation results indicate that the inlet flow rate has a high effect on the flocculation performance. When a486
lower value than the design one was used, higher hydraulic residence times than the theoretical were observed while487
lower gradients and flow velocities. Due to the rectangular geometry proposed, the presence of stagnant zones in488
most of the tanks were identificated mainly at the chambers corners. The occurrence of stagnant zones is related489
with the high values for the residence time coefficient of variation estimated for all the cases, which implicates490
significant hydraulic issues. The gradient distribution also showed high variance in the flocculation chambers, since491
high gradients were observed around the windows and close to the wall where the flow crashes. Additionally, low492
flow velocities and gradients were identificated in the other sections of the chambers, which can lead to the floc493
sedimentation inside the flocculation chambers.494
The horizontal location and quantity of the windows also showed a high effect on the velocity gradient495
distribution. By modifying the window location from interleaved to aligned and by increasing the number of496
windows from 1 to 2, it was possible to decrease the global gradient error rate. On the other hand, the number497
of windows between chambers showed a negligible effect on the hydraulic residence time (as long as the passage498
area between chambers is kept constant), while the windows horizontal location showed to have a considerable effect499
on it. By using the aligned windows instead of the interleaved arrangement, it was possible to decrease the global500
residence time standard deviations, coefficients of variation and error rates (as most of the hydraulic residence time501
error rates per chamber). The hydraulic residence time distribution showed a negligible improvement when using 2502
windows instead of 1.503
In case 5, where the passages horizontal position was kept alienated and 2 windows were used, showed the504
best GL and tm distribution. However, in the aligned arrangement cases (1, 2 and 5) a sudden increase of the GL505
distribution values was observed around the step 3 − 4. Since this can induce the previous formed flocs breaking,506
a new configuration for this problematic step can be proposed in order to obtain a better gradient distribution for507
case 5, which presented the best hydrodynamic behavior. Through this research, CFD has shown its potential to508
evaluate different flocculator designs of an unit used in a real water purification plant. This approach eliminated509
the need to implement modifications to the real structures and employ mean values to characterize the system.510
Therefore, it was possible to find designs parameters that allow increasing the flocculation unit performance for511
future implementation.512
Nomenclature513
b1 side length of the chamber cross section, m
b2 side length of the chute drainage cross section, m
Cε1, Cε2, Cµ k-ε turbulence model constants, dimensionless
cd mass fraction of the dispersed phase, dimensionless
CV coefficient of variation, dimensionless
Dmd turbulent dispersion coefficient, m2s−1
E(t) fluid exit age distribution, s−1
F volume force, Nm−3
f Darcy friction factor, dimensionless
G mean velocity gradient, s−1
GL local velocity gradient, s−1
g gravity, ms−2
H1 height of the chamber upper section, m
H2 height of the chute, m
h element size, m
12 Manuscrito sometido a la Revista Mexicana de Ingenierı́a Quı́mica
Llano-Serna et al.
mdc mass transfer from dispersed to continuous phase, kgm−3s−1
P pressure, Pa
Pk production term, kg m −1 s−3
Q volumetric flow rate, m3s−1
Rh hydraulic radius, m
SD standard deviation, min
t time, s or min
tt theoretical hydraulic residence time, s
tm mean hydraulic residence time, s
u mixture velocity vector, ms−1
ud velocity vector of the dispersed phase, ms−1
uslip relative velocity between the two phases, ms−1
V volume, m3
v fluid mean velocity perpendicular to the window, ms−1
wt wall thickness, m
Greek symbols514
β inclination angle of the chute, deegres
ε energy dissipation rate per unit mass, m2s−3
κ turbulent kinetic energy, m2s−2
µ mixture dynamic viscosity, Pa·s
µT turbulent viscosity, Pa·s
ν fluid kinematic viscosity, m2s−1
ρ mixture density, kg m−3
ρc continuous phase density, kg m−3
ρd dispersed phase density, kg m−3
σT turbulent particle Schmidt number, dimensionless
σk, σε k-ε turbulence model constants , dimensionless
τGm sum of the viscous and turbulent stresses, kg m−1 s−2
φd volume fraction of the dispersed phase, dimensionless
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Cheremisinoff, N. P. (2002). Handbook of water and wastewater treatment technologies. USA: Butterworth -526
Heinemann.527
Manuscrito sometido a la Revista Mexicana de Ingenierı́a Quı́mica 13
Llano-Serna et al.
COMSOL Multiphysics R© (2017). CFD module users guide.528
Contreras-Andrade, I., Licea-Claverı́e, A., Sarmiento-Sánchez, J., Aguilar-Aguirre, M., Quiñonez-Angulo, M., and529
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Table 1: Main dimensions of the flocculation chambers
Parameter Value Units





















input upward 0.1094 0.1094 0.5 89.83
1 − 2 downward 0.25 0.13 0.3 59.14
2 − 3 upward 0.3 0.15 0.3 42.90
3 − 4 downward 0.35 0.18 0.3 32.80
4 − 5 upward 0.4 0.2 0.3 26.06
5 − 6 downward 0.45 0.22 0.3 21.32
output upward 0.5 0.5 0.4 10.64
* The mean theoretical velocity gradient (G) for the input was calculated for a weir (whose surface is open
to the atmosphere), while for the remaining windows, the G was estimated as for a submerged orifice. In
both cases, Eq.10 was used.
Table 3: Properties and input flows used in the simulations
Parameters Value UnitsContinuous P. Dispersed P.
Density 999.62 2.17x103 kg/m3
Dynamic viscosity 1.01x10−3 − Pa·s
Particle diameter − 1x10−3 m
Inlet volumetric fraction − 0.1 1
Injection time − 1 s
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Table 4: Flocculation conditions and meshes used in the cases evaluated through the simulations
Case 1 2 3 4 5 6
Volumetric inflow operation design operation design design design
Windows horizontal
location aligned aligned interleaved interleaved aligned interleaved
Number of windows
beetween chambers 1 1 1 1 2 2
Number of elements 517, 153 517, 153 519, 497 519, 497 518, 568 520, 456
Average element
quality 0.6458 0.6458 0.644 0.644 0.6447 0.6424
Table 5: Average local gradients per passage
Passages Theoretical Average local gradient (s
−1)
Case 1 Case 2 Case 3 Case 4 Case 5 Case 6
1 − 2 59.14 21.97 77.87 22.96 80.11 79.12 89.22
2 − 3 42.9 13.23 49.19 20.82 74.69 47.53 44.23
3 − 4 32.8 7.81 7.49 15.15 53.09 30.04 52.67
4 − 5 26.06 12.2 43.26 13.34 50.45 43.36 76.61
5 − 6 21.32 6.15 21.4 7.66 24.13 25.17 31.21
Output 10.64 5.26 19.28 12.04 33.34 17.68 19.46
Global 32.14 11.1 36.41 15.33 52.63 40.48 52.23
Table 6: Percentiles of the local gradients values per passage for the cases 1, 2 and 3
Passages Case 1 Case 2 Case 325% 50% 95% 25% 50% 95% 25% 50% 95%
1 − 2 17 22 42 51 62 105 18 20 31
2 − 3 9 10 24 30 35 98 18.2 20.2 30
3 − 4 3.8 5 12 12.5 18 42 9.7 12 21
4 − 5 7.7 8.8 15 24 30 55 5.9 10.7 16
5 − 6 3.2 4.5 10 13 16 36 5.8 6.6 11
Output 3.9 4.6 9 13 16 32 9.7 10.5 18
Table 7: Percentiles of the local gradients values per passage for the cases 4, 5 and 6
Passages Case 4 Case 5 Case 625% 50% 95% 25% 50% 95% 25% 50% 95%
1 − 2 62 71 115 57 63 104.2 65 73 115
2 − 3 61.7 70 110 28 32 54 26 30 84.9
3 − 4 34.8 43 75 13 15 38.4 35 40.8 70.2
4 − 5 28 33 63 22 25 45.8 49 55.2 84
5 − 6 17.8 19.5 32.5 13 15 33.8 20.4 24.9 42
Output 28 32.8 50 13 14.8 29 13.6 16 27
18 Manuscrito sometido a la Revista Mexicana de Ingenierı́a Quı́mica
Llano-Serna et al.
Table 8: Theoretical hydraulic residence times, mean hydraulic residence times, error rates, standard deviations (SD)
and coefficients of variation (CV) obtained for the flocculators cases. D and O represent the design and operation
inflow, respectively.
Cases 1 2 3 4 5 6
Volumetric inflow O D O D D D
tt (min)
Global 58.99 25.51 58.99 25.51 25.51 25.51
Chamber 9.83 4.25 9.83 4.25 4.25 4.25
Global tm (min) 61.23 26.78 67.47 32.25 26.69 31.10
Error rate (%) 3.80 4.98 14.39 26.44 4.64 21.93
SD (min) 24.92 11.23 29.89 14.95 10.97 13.50
CV (%) 40.7 41.95 44.3 46.37 41.09 43.4
Fig. 1: 3D geometry of the Cox hydraulic flocculator original design used in the CFD simulations. The cyan blocks
represent the passages.
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(a) Windows aligned horizontally
(b) Windows interleaved horizontally
Fig. 2: Plant view from the top of the Cox hydraulic flocculator. Location of the windows: (a) Windows




Fig. 3: Transversal view of the Cox hydraulic flocculator. Number of windows between chambers: (a) 1, (b) 2.
The blue discontinuous diagonal lines represent the flocculator passages, while the gray diagonal lines indicate the
passages of the chambers located behind the chambers shown in the view.
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Fig. 4: Mesh used in the CFD simulations for the hydraulic flocculator original design.
(a) z= 0.2 m (b) z= 0.7 m (c) z= 1.4 m (d) z= 1.9 m (e) z= 2.2 m
Fig. 5: Views from the top of the flow velocity magnitudes horizontal plans at different heights in the z axis for the
case 2. Heights in the z axis: (a) 0.2 m, (b) 0.7 m, (c) 1.4 m, (d) 1.9 m and (e) 2.2 m. The velocity magnitudes are
in m/s and the black arrows represent the velocity vectors.
(a) Chamber 1 (b) Chamber 2 (c) Chamber 3
(d) Chamber 4 (e) Chamber 5 (f) Chamber 6
Fig. 6: Velocity magnitudes obtained in each chamber for the case 2. Chambers: (a) 1, (b) 2, (c) 3, (d) 4, (e) 5 and
(f) 6. The velocity magnitudes are in m/s.
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(a) Case 1 (b) Case 2 (c) Case 4
Fig. 7: Plant view from the top of the stream lines in: (a) case 1 (b) case 2 and (c) case 4. The flow lines color
represents the flow velocity in m/s.
(a) Mean velocity (b) Maximum velocity
Fig. 8: Velocity magnitudes in the flocculator passages: (a) mean velocities and (b) maximum velocities. The
velocity magnitudes are in m/s and the dashed black line represents the theoretical velocities (consistent with the
Eq. 10).
Fig. 9: Mean and maximum velocity magnitudes in the flocculator chambers. The velocity magnitudes are in m/s
and the dashed black line represents the passages theoretical velocities (consistent with the Eq. 10).






































Fig. 10: Local gradient magnitudes obtained in each chamber for the cases 1, 2 and 5. Cases−chambers: (a) 1 − 1,
(b) 1− 2, (c) 1− 3, (d) 1− 4, (e) 1− 5, (f) 1− 6, (g) 2− 1, (h) 2− 2, (i) 2− 3, (j) 2− 4, (k) 2− 5, (l) 2− 6, (m) 5− 1,
(n) 5 − 2, (o) 5 − 3, (p) 5 − 4, (q) 5 − 5 and (r) 5 − 6. The local gradient magnitudes are in s−1.
Manuscrito sometido a la Revista Mexicana de Ingenierı́a Quı́mica 23
Llano-Serna et al.
(a) Case 4 (b) Case 5
Fig. 11: Distribution of the local velocity gradient per each chamber: (a) case 4 and (b) case 5.
(a) 1 s (b) 10 s (c) 20 s (d) 30 s (e) 50 s (f) 75 s
(g) 100 s (h) 150 s (i) 300 s (j) 500 s (k) 800 s (l) 1500 s
(m) 2000 s (n) 3000 s (o) 4000 s (p) 5000 s (q) 6000 s (r) 7000 s
Fig. 12: Plant view from the top of the logarithm of tracer volume fraction (log10(φd)) as a function of time for the
case 2. time: (a) 1 s, (b) 10 s, (c) 20 s, (d) 30 s, (e) 45 s, (f) 75 s, (g) 100 s, (h) 150 s, (i) 300 s, (j) 500 s, (k) 800 s,
(l) 1500 s, (m) 2000 s, (n) 3000 s, (o) 4000 s, (p) 5000 s, (q) 6000 s, (r) 7000 s.
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(a) Operation inflow (b) Design inflow
Fig. 13: Mean hydraulic residence time per chamber with a) Operation inflow and b) Design inflow. The 6 bars in
each case represent from left to right the chambers 1 to 6 and the dashed lines correspond to the theoretical hydraulic
residence time per chamber with both volumetric inflows.
Fig. 14: Error rate of the hydraulic residence time per chamber with basis to the theoretical value. The 6 bars in
each case represent from left to right the chambers 1 to 6.
Fig. 15: Standard deviation of the hydraulic residence time per chamber. The 6 bars in each case represent from left
to right the chambers 1 to 6.
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5 Tanques agitados
Resumen
Las unidades de agitación son de gran importancia en la industria qúımica, pues estos pueden
ser usados para una variedad de fines y en muchos casos de estos depende el desempeño del
proceso. Dependiendo del tipo de patrón de flujo alcanzado, la agitación puede ser empleada
para diferentes finalidades. Teniendo en cuenta las limitaciones que restringen la caracteri-
zación experimental del patrón de flujo de un sistema agitado, el propósito de este caso es
evaluar y comparar dos sistemas de tanques agitados implementados en dos programas dife-
rentes. Las simulaciones se realizaron empleando COMSOL Multiphysics R©, tomando como
referencia los resultados reportados por Larsson (2015), quien empleó Ansys R© CFX para es-
tudiar estos sistemas. Con el fin de representar diferentes escalas, dos casos de agitación son
investigados usando CFD: un recipiente agitado magnéticamente y un tanque agitado escala
piloto. Los resultados mostraron que hay similitudes entre los patrones de flujo obtenidos
por medio de ambas aproximaciones. Los componentes de velocidad del flujo son análogos
con excepción de la componente de velocidad tangencial, la cual presento la mayor diferencia
en comparación con el caso tomado como referencia.
Para algunas simulaciones, se encontraron en este trabajo valores más bajos para las variables
turbulentas. Las diferencias encontradas son el aliciente para promover más investigación de
este tipo de sistemas para consolidar resultados.
5.1. Introducción
Las operaciones de agitación y mezclado son necesarias en la mayoŕıa de procesos qúımicos.
Por lo que el éxito de muchas operaciones industriales depende de una apropiada y eficaz
etapa de agitación o mezcla (Uribe-Ramı́rez et al., 2012). La agitación de ĺıquidos se realiza
para diferentes fines, tales como la suspensión de part́ıculas sólidas, el mezclado de fases
ĺıquidas inmiscibles, la dispersión de un gas en un ĺıquido, mejorar el contacto entre los
reactivos en un reactor, aumentar la transferencia de calor hacia o desde el ĺıquido, entre
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otras. En muchas ocasiones el agitador cubre varios de estos propósitos simultáneamente
(McCabe et al., 1993; Uribe-Ramı́rez et al., 2012).
La agitación hace referencia al movimiento inducido de un material de una manera espećıfica.
Esto se realiza generalmente en tanques de forma ciĺındrica, los cuales cuentan con un rodete
suspendido accionado a un motor. Aśı, la rotación del rodete genera un modelo de flujo en
el sistema, dando lugar a la circulación del flujo a través del tanque. El buen desempeño de
una unidad de agitación depende del diseño apropiado de los elementos de que componen
el sistema. El flujo alcanzado dependerá del tipo de rodete, propiedades del fluido, medidas
del tanque y de la configuración de las placas deflectoras (McCabe et al., 1993), por lo que
diferentes aplicaciones requerirán flujos con caracteŕısticas diferentes. Para aplicaciones de
mezclado, la turbulencia es más importante que la velocidad de circulación, pues permite
generar que todo el ĺıquido del sistema se incorpore continuamente a la corriente del sistema
(Uribe-Ramı́rez et al., 2012).
El tipo de flujo alcanzado depende de los tres componentes que componen la velocidad en
cualquier punto dentro del tanque: velocidad radial, longitudinal y tangencial. Las primeras
dos actúan en dirección perpendicular y paralela al eje del rodete, mientras que la última
actúa en dirección tangencial a la trayectoria circular descrita por el rodete. Para que se dé
la mezcla, las componentes radial y longitudinal son las más importantes (Uribe-Ramı́rez
et al., 2012).
Los parámetros de estos sistemas agitados suelen estimarse experimentalmente empleando
modelos a escala de tanques construidos con paredes transparentes. No obstante, la deter-
minación de los patrones de flujo puede ser dif́ıcil debido a la rapidez con que suceden los
fenómenos en estos sistemas y a la limitación de los sistemas de medición y observación
experimental (Uribe-Ramı́rez et al., 2012). La aplicación de herramientas computacionales
como la dinámica de fluidos computacional (CFD), permiten predecir y estudiar el compor-
tamiento hidrodinámico y de otros fenómenos de una gran cantidad de sistemas incluyendo
toda clase de sistemas agitados. Esto la hace una herramienta muy valiosa para el estudio
de las estructuras de flujo, mezclado y transferencia de masa en los sistemas de reactores
qúımicos y bioqúımicos.
Para este propósito, dos casos de mezclado son investigados en este caṕıtulo usando CFD:
un recipiente agitado magnéticamente y un tanque agitado escala piloto. Se tiene interés
además en realizar una comparación entre dos métodos numéricos empleados en CFD. Co-
mo este trabajo fue realizado en colaboración con el Process and Systems Engineering Center
(PROSYS), Department of Chemical and Biochemical Engineering, Technical University of
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Denmark, las simulaciones realizadas por Larsson (2015) empleando Ansys R© CFX fueron
tomadas como base para implementar simulaciones en COMSOL Multiphysics R© y poste-
riormente realizar la comparación. Por consiguiente, el propósito principal de este trabajo
es usar CFD para realizar una comparación entre dos programas de CFD, por medio de
simulaciones de casos de tanques agitados.
5.2. Metodoloǵıa
Con el fin de comparar las diferentes aproximaciones provistas por dos programas diferentes
de CFD en sistemas agitados, se realizó una comparación con los resultados reportados por
Larsson (2015) quien estudió 4 sistemas agitados diferentes teniendo en cuenta 1 y 2 fases
(agua y aire), empleando el software de CFD Ansys R© CFX y el software ICEM CFD 14.0
y 15.0 para la creación de la malla. De estas simulaciones se seleccionaron 2 sistemas, un
recipiente agitado magnéticamente y un tanque agitado escala piloto. Ambos sistemas se
simularon de una manera semejante en el software COMSOL Multiphysics R© teniendo en
cuenta solamente la fase ĺıquida (agua). De esta manera, ambas geometŕıas empleadas en
las simulaciones fueron construidas en 3D con base a las usadas por Larsson (2015). Con el
fin de comparar las variables de flujo turbulento, se emplearon además ĺıneas de medición
en diferentes posiciones de la geométrica. Las geometŕıas empleadas junto con las ĺıneas de
medición empleadas son mostradas en la figura 5.1. A diferencia de las simulaciones realiza-
das por Larsson (2015), en este caso se emplearon las geometŕıas completas de los sistemas a
simular. La geometŕıa del tanque agitado magnéticamente consta de un contenedor de forma
ciĺındrica de diámetro de 19 mm y altura de 40 mm, el cual se encuentra lleno de agua hasta
una altura de 28 mm, aproximadamente. En la parte inferior de este contenedor se encuentra
el agitador magnético, el cual tiene una longitud de 10 mm y un diámetro de 4 mm (como
se ve en la figura 5.1a).
La geometŕıa empleada en las simulaciones del tanque agitado escala piloto fue implemen-
tada usando las geometŕıas predefinidas en la libreŕıa de partes del módulo de mezclado
de COMSOL Multiphysics R©. Esta geometŕıa consta de un tanque ciĺındrico con fondo con
forma de cono con 4 deflectores y una turbina tipo Rushton con 6 aspas de 7.5 cm de largo y
6 cm de ancho cada una. Con el fin de tener en cuenta el efecto que tendŕıa el anillo aspersor
en las ĺıneas de flujo, se implementó además un anillo de diámetro de 20 cm formado con
un tubo de 3 cm de diámetro. Este fue ubicado debajo del impulsor, como se muestra en
la figura 5.1b. En esta geometŕıa se definió además un dominio dentro de este tanque como
dominio giratorio. La turbina junto con su eje y el anillo aspersor se dejaron dentro de este
dominio. En la tabla 5.1 se presentan las condiciones empleadas en las simulaciones para los
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sistemas agitados. Con el fin de tener en cuenta dos diferentes escalas de mezclado, ambos
sistemas agitados presentan diferentes volúmenes.
(a) Tanque agitado magnéticamente (b) Tanque agitado piloto
Figura 5.1: Geometŕıas empleadas en la simulación de los casos de los tanque agitados. Las
geometŕıas se construyeron con base a las geometŕıas empleadas por Larsson
(2015). Las ĺıneas de color verde y rojo representan las ĺıneas de medición.




V No. de elementos de mallado
(rpm) (L) Larsson (2015) Este trabajo
Agitador Magnético 300 807 0.008 142, 458 247, 463
Planta piloto
286 386, 521
680 209, 998 543, 727
174 292, 412
Por otro lado, también se presenta en la tabla 5.1 el número de elementos del mallado em-
pleado en ambas aproximaciones. A diferencia de Larsson (2015) quien empleó la mitad de
la geometŕıa junto con la condición de periodicidad rotacional, en este caso se empleó un
mayor número de elementos pues se emplearon las geometŕıas completas. Esta es una especie
de condición de simetŕıa para sistemas giratorios. Para el tanque agitado magnéticamente,
se definió una malla tetraédrica con un tamaño de elemento (h) entre 0.076 y 0.703 mm en
la sección inferior del contenedor donde se encuentran el agitador magnético y por lo tanto
el dominio rotativo. Mientras que en la superficie superior, se definió un mallado mapeado,
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barrido para las secciones restantes de la geometŕıa (0.076 <h< 0.703 mm). Por otro lado
para el tanque agitado piloto, se empleó un mallado tetraédrico recomendado para dinámica
de fluidos de tamaño definido como fino, con un tamaño de elementos de malla (h) entre
0.00967 y 0.0512 m. Finalmente, se implementaron 5 capas de contorno en las paredes del
tanque. En ambos casos, el mallado se seleccionó por medio de simulaciones preliminares,
donde se examinó el efecto del tamaño de los elementos del mallado en la solución del siste-
ma. De esta manera, se eligió un mallado que mostró no tener un efecto significativo en la
distribución de los componentes de velocidad. Los mallados obtenidos para ambos casos son
mostrados en la figura 5.2.
(a) Tanque agitado magnéticamente (b) Tanque agitado piloto
Figura 5.2: Mallas empleadas en la simulación de los casos de los tanques agitados.
Debido a los altos números de Reynolds (tabla 5.1), se debe incluir un modelo de turbulencia
al modelo de dinámica de fluidos. Para la simulación de los sistemas agitados, Larsson (2015)
empleó dos modelos turbulentos, el k-ε y el shear stress transport (SST). El modelo SST
puede decirse que es una combinación del modelo k-ε y el modelo k-ω. De manera que este
modelo se comporta como el k-ω cerca de las paredes y como el k-ε en las regiones del flujo
más alejadas de las paredes (Larsson, 2015). En las simulaciones realizadas en este trabajo,
se empleó el modelo maquinara rotativa, flujo turbulento, usando el modelo turbulento k-ε.
Este modelo contiene una condición de frontera de superficie libre, la cual permite seguir
la trayectoria de una interface de dos fases. Sin embargo, esta condición de frontera esta
solo disponible para simulaciones dependientes del tiempo. Por lo tanto, las simulaciones
del agitador magnético se realizaron sin tener en cuenta la frontera de superficie libre. Las
ecuaciones del modelo fueron solucionadas con del método del elemento finito en el programa
COMSOL Multiphysics R©, empleando el solucionador GMRES, con una tolerancia absoluta
de 0.001 (valor por defecto). Para el fluido se definieron propiedades correspondientes a las
del agua (densidad de 997 kg/m3 y viscosidad dinámica de 9.899x10−4 Pa·s).
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A continuación se explica un poco más afondo la fenomenoloǵıa empleada en las simulaciones:
Dinámica de fluidos, módulo: maquinaria rotativa, flujo turbulento
Esta interfaz es empleada para modelar flujos a números de Reynolds altos en geometŕıas
con una o más partes rotativas, tales como tanques agitados, mezcladores o bombas. El ba-
lance de momento es gobernado por las ecuaciones de Navier-Stokes y la conservación de
masa es gobernada por la ecuación de continuidad. Las simulaciones fueron resueltas em-
pleando el tipo de estudio rotor congelado. Esta aproximación da una solución aproximada
de estado pseudo-estable a sistemas con partes rotativas. En este estudio las partes rotativas
son mantenidas congeladas en su posición inicial, mientras que la rotación es solo tenida en
cuenta para incluir las fuerzas centrifugas y de coriolis. Por tanto, la solución depende de la
posición en el que el rotor esta congelado y el método no puede capturar efectos transien-
tes. Adicionalmente se supone que el fluido en el dominio giratorio esta completamente
desarrollado. Para esta clase de estudio, las ecuaciones de Navier-Stokes a resolver para la
conservación de la masa y la cantidad de movimiento son (COMSOL Multiphysics R©, 2017a):
∇ · (ρv) = 0 (5.1)
ρ (v · ∇) v + 2ρΩ× v = ∇ · [−P I + τ ] + F− ρΩ× (Ω× r) (5.2)
Donde ρ es la densidad del fluido, v es el vector de velocidad en el sistema de coordenadas
rotativo, Ω es el vector de velocidad angular, P es la presión, τ es el tensor de esfuerzo
viscoso, F son las Fuerzas de volumen y r es el vector de posición. En los dominios no rotati-
vos se resuelven las ecuaciones estacionarias de Navier-Stokes. Los efectos de la turbulencia
son modelados usando las dos ecuaciones estándar del modelo k-ε. Este modelo emplea dos
ecuaciones de transporte adicionales (ecuaciones 5.4 y 5.6). En donde con el fin de estimar la
viscosidad dinámica turbulenta (µT ) según la ecuación 5.3, la enerǵıa cinética turbulenta (k)






























ρk∇ · u (5.5)



















Donde Pk es el término de producción, t
∗ es el tiempo de rotor congelado y Cµ, Cε1, Cε2, σk
y σε son las constantes adimensionales del modelo, cuyos valores numéricos fueron estimados
por Launder et al. (1973) según datos experimentales como 0.09, 1.44, 1.92, 1.0 y 1.3, respec-
tivamente (Wilcox, 1998; COMSOL Multiphysics R©, 2017a). El parámetro t∗ es definido para
hacer equivalente las ecuaciones de continuidad y momento para la aproximación de rotor
congelado con las ecuaciones de continuidad y momento en estado transiente. Por defecto es
definido como cero.
En los casos estudiados, la geometŕıa del modelo fue dividida en dos: un dominio rotativo en
el que se encuentran las partes giratorias del sistema y un dominio no rotativo para las partes
fijas, como las paredes o los deflectores. En el caso del tanque agitado magnéticamente, fue
necesario emplear una condición de continuidad de flujo, en las fronteras entre el dominio
rotativo y el resto del dominio del sistema. En la superficie se empleó un punto de restricción
de presión, para fijar la presión atmosférica. Para resolver este problema se requieren definir
diferentes condiciones de frontera y dominios a través del sistema.
A continuación se enumeran y describen las condiciones de frontera y dominios empleados
en las simulaciones de los tanques agitados:
a) Condiciones de frontera:
• Pared: es empleada para indicar las condiciones de flujo en las paredes. En este
caso se seleccionó la condición de frontera funciones de pared. Esta condición re-
emplaza en ciertos modelos de turbulencia como el modelo k-ε la condición de no
deslizamiento en paredes sólidas. Es decir, indica que el fluido en la pared no tiene
movimiento (u = 0). En las simulaciones se seleccionaron las paredes de los tanques
agitados y en el caso del tanque piloto se seleccionó además el anillo de aspersión.
• Pared interna: esta condición es similar a la condición de frontera de pared, con
la excepción que esta es aplicada a ambos lados de las fronteras ubicadas dentro
del dominio del sistema. Esto permite la discontinuidad de velocidad, presión y de
las variables turbulentas a través de la frontera. Esta condición fue aplicada a los
deflectores del reactor de la planta piloto, seleccionando la opción de funciones de
pared.
• Pared rotativa: esta función es aplicada a fronteras externas de un dominio ro-
tativo. Para los modelos de turbulencia se utilizan funciones de pared, las cuales
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prescriben las condiciones que dan cuenta de la rotación de la pared. Esta condi-
ción fue aplicada al vástago o eje de la turbina del reactor de la planta piloto y al
agitador magnético del caso del tanque agitado magnéticamente.
• Pared rotativa interna: es empleada para prescribir condiciones de paredes ro-
tativas en paredes (infinitamente delgadas) dentro de un dominio rotativo. Lo que
permite discontinuidades de las variables dependientes a través de dichas fronteras.
Esta condición fue empleada en las paletas de la turbina del tanque agitado de la
planta piloto.
• Simetŕıa: esta condición de frontera establece no penetración del flujo y desvanece
los tensores de esfuerzo. Esta condición se empleó en las fronteras superiores de los
tanques (superficie del ĺıquido).
b) Dominios:
• Valores iniciales: esta condición es empleada para definir el estimado inicial de
velocidad, presión y las variables de turbulencia. Estas variables se dejaron en su
valor por defecto (u = 0 y P = 0).
• Propiedades del fluido: es empleado para añadir las ecuaciones de cantidad de
momento, continuidad y las ecuaciones de transporte de las variables turbulentas.
Es necesario especificar las propiedades del fluido (densidad y viscosidad).
• Dominio rotativo: esta condición de dominio se emplea para definir la rotación de
dicho dominio con respecto a un sistema coordinado estacionario. La malla dentro
del dominio, incluyendo fronteras externas o internas, están definidas para rotar
como un cuerpo sólido. Para esta condición es necesario definir la velocidad angular,
la dirección y el eje de rotación. Si hay más de un dominio de rotación, estos no
se deben interceptar. En ambos casos como eje de rotación se seleccionó el eje z.
Adicionalmente, se emplearon las velocidades angulares mostradas en la tabla 5.1
en el sentido contrario a las manecillas del reloj.
• Fuerza de volumen: este nodo se emplea para añadir fuerzas de volumen en la
ecuación de cantidad de momento. En este caso, esta fue empleada para para añadir
la fuerza de la gravedad en dirección al eje z en todo el dominio como −ρg. Donde
g es la aceleración de la gravedad (9.8066 m/s2).
5.3. Resultados
Teniendo en cuenta que se estudiaron dos sistemas agitados diferentes, los resultados de ca-
da sistema se presentan de forma separada. Con el fin de comparar los resultados obtenidos
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por medio de ambas aproximaciones, una vez las simulaciones convergieron, se evaluaron los
valores en las ĺıneas de medición y promedio en todo el sistema. La simulación del sistema
con el agitador magnético tomó 40 minutos para alcanzar la convergencia. Mientras que
ambas simulaciones del tanque agitado tomaron alrededor de 16 horas y 50 minutos en un
procesador Intel R© CoreTM i7− 7700 con 3.60 GHz y 8 GB de RAM.
5.3.1. Tanque agitado magnéticamente
Con el fin de tener una visión general acerca de las velocidades alcanzadas en los sistemas
agitados, en la figura 5.3 se comparan los vectores y magnitudes de velocidad en coordena-
das ciĺındricas obtenidos en un plano longitudinal del agitador magnético. Las velocidades
mostradas del agitador magnético corresponden al modelo turbulento k−ε. Como los vecto-
res de velocidad en COMSOL Multiphysics R© son obtenidos en coordenadas cartesianas, fue
necesario emplear ecuaciones complementarias para convertir estos vectores a coordenadas
ciĺındricas.
En las figuras 5.3a y e, donde se comparan los vectores de velocidad obtenidos con el sistema
agitado magnéticamente, se puede ver la analoǵıa. En ambos casos dos zonas de recirculación
se forman a ambos lados del contenedor cerca al agitador. Los vectores indican que el fluido
desciende junto a las paredes del tanque y asciende en la zona central. La distribución de las
velocidades axiales se muestran en las figuras 5.3b y f, donde se ve que en ambas aproxima-
ciones hay dos zonas cerca al agitador magnético de forma casi circular donde se alcanza una
velocidad de hasta −0.05 m/s y −0.04 m/s. En ambas simulaciones se obtienen velocidades
de entre 0 m/s y 0.024 m/s en las paredes del contenedor, mientras que en el centro se obtie-
nen velocidades entre 0 m/s y −0.03 m/s. En las figuras 5.3c y g se comparan las magnitudes
de velocidad radial. En este caso las velocidades máximas son obtenidas en la parte inferior,
en ambos lados del agitador. Sin embargo, aqúı se obtuvieron valores más grandes (de 0.06
hasta 0.1 m/s) en comparación de los encontrados por Larsson (2015) (aproximadamente
de 0.022 hasta 0.044 m/s). En la parte superior del contenedor, se obtienen magnitudes de
velocidad radial más bajas en ambos casos.
En las figuras 5.3d y h se muestran las magnitudes de la velocidad tangencial. En ambos ca-
sos, velocidades altas de alrededor de 0.1 m/s son obtenidos junto al agitador. Sin embargo,
en la zona central del contenedor las velocidades son de hasta 0.4 m/s, a diferencia de las
simulaciones reportadas por Larsson (2015), donde estas son cerca a los 0 m/s aproximada-
mente. En todos los casos, las velocidades cerca a la interfaz no son similares debido a que
en esta simulación no fue tenida en cuenta la interfaz gas/ĺıquido.
5.3 Resultados 127
















Figura 5.3: Comparación de los vectores y magnitudes de velocidad axial, radial y tangencial
en el tanque agitado magnéticamente con una velocidad de agitación de 300 rpm
con el modelo k − ε. Los figuras ubicadas en la parte superior fueron obtenidas
empleando COMSOL Multiphysics R©, mientras que las imágenes de la parte in-
ferior son obtenidas usando Ansys R© CFX (Larsson, 2015). Las magnitudes de
velocidad están en m/s.
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En la figura 5.4 se presenta la viscosidad turbulenta (µT ) y la tasa de disipación de la enerǵıa
cinética turbulenta ε en las ĺıneas de medición mostradas en la figura 5.1. La ĺınea verde co-
rresponde a la ĺınea horizontal y la roja a la ĺınea semicircular. Los valores de ε muestran
(figura 5.4b) una buena concordancia con los valores encontrados con por Larsson (2015)
con el modelo k − ε. A diferencia del modelo SST, los resultados no siguen una tendencia
similar que la de las otras dos aproximaciones. Respecto a la viscosidad turbulenta, las tres
aproximaciones muestran valores de diferentes órdenes de magnitud. Se puede ver que en las
tres simulaciones el valor de µT no cambia apreciablemente (aunque la ĺınea de medición se





Figura 5.4: Comparación de la viscosidad turbulenta y la tasa de disipación de la enerǵıa
cinética turbulenta en las ĺıneas de medición horizontal y semicircular en el tan-
que agitado magnéticamente con una velocidad de agitación de 300 rpm. Los
resultados obtenidos con Ansys R© CFX fueron tomados de Larsson (2015).
Con el fin de presentar una medición global del sistema agitado, en la tabla 5.2 se comparan
el valor promedio y máximo de la tasa de disipación turbulenta ε evaluada a través de todo el
dominio del tanque agitado. Los valores promedio de ε son muy cercanos los reportados por
Larsson (2015), con una diferencia del 23 y del 15 % con respecto a los otras aproximaciones
con los modelos k − ε y SST, respectivamente. El valor máximo presenta un porcentaje de
error de alrededor del 40 % en comparación que el modelo SST.
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Tabla 5.2: Comparación de la tasa de disipación turbulenta promedio y máxima para el





Comsol k − ε 0.00229 0.169 Este trabajo
Ansys CFX k − ε 0.003 0.0982
Larsson (2015)
Ansys CFX SST 0.002 0.101
5.3.2. Tanque agitado escala piloto
En las figura 5.5 se comparan los vectores y magnitudes de velocidad en coordenadas ciĺındri-
cas obtenidos en un plano longitudinal del agitador del tanque agitado escala piloto con una
velocidad de agitación de 286 rpm. Las distribuciones de velocidad reportadas por Larsson
(2015) fueron obtenidas empleando el modelo turbulento SST, mientras que las encontradas
en este trabajo se obtuvieron con el modelo k−ε. En este caso también fue necesario emplear
ecuaciones complementarias para convertir los componentes de los vectores de velocidad de
coordenadas cartesianas a ciĺındricas.
En las figuras 5.5a y e, se muestran los vectores de velocidad obtenidos con ambas aproxima-
ciones. Ambas figuras muestran la formación de 4 zonas de recirculación dentro del dominio
de los tanques, donde 2 de estas recirculaciones se forman en la parte superior del tanque,
mientras otras dos más pequeñas se forman en la parte inferior (por debajo de la altura
del impulsor). Según ambas aproximaciones, el fluido a ambos lados del impulsor choca las
paredes, de manera que parte del fluido desciende cerca a la pared por debajo del rodete para
luego retornar a este por el medio del tanque. El flujo restante, después de chocar contra
la pared asciende cerca de esta, para luego retornar igualmente al rodete por el centro del
tanque. Este patrón de flujo coincide con el esperado para un tanque agitado con un rodete
de palas planas (McCabe et al., 1993).
Las magnitudes de velocidad axial se muestran en las figuras 5.3b y f. Las zonas con altas
velocidades, es decir junto a las paredes y al rededor del impulsor, concuerdan en ambos
casos. Sin embargo, en este trabajo se encontraron valores de la velocidad axial menores.
Mientras en los resultados obtenidos por Larsson (2015) se muestran velocidades axiales de
hasta 1.640 m/s, aqúı la velocidad mayor encontrada es de 1.5 m/s. La distribución de las
magnitudes de la velocidad radial se muestra en las 5.3c y g. Las velocidades radiales máxi-
mas son obtenidas junto a los impulsores. En este caso, se obtuvieron velocidades más altas,


























Figura 5.5: Comparación de los vectores y magnitudes de velocidad axial, radial y tangencial en el tanque agitado piloto
con una velocidad de agitación de 286 rpm. Los figuras ubicadas en la parte superior fueron obtenidas con
el modelo k − ε en Comsol Multiphysics R©, mientras que las imágenes de la parte inferior son obtenidas con
el modelo SST en Ansys R© CFX (Larsson, 2015). Las magnitudes de velocidad están en m/s.
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los impulsores, mientras que los resultados obtenidos por Larsson (2015) magnitudes desde
1.15 hasta 2.47 m/s son mostradas en estas zonas. Velocidades radiales muy bajas (cerca
de 0 m/s) son obtenidas en el resto de ambos sistemas, con excepción del fondo de ambos
tanques donde el valor absoluto de las velocidades aumenta alrededor de 1 m/s para las si-
mulaciones desarrolladas en este trabajo y cerca de −0.820 m/s en los resultados reportados.
Cabe agregar que debido a la forma de la ecuación para encontrar las velocidades radiales
a partir de velocidades cartesianas, no es posible obtener velocidades radiales con valores
negativos. Lo que explica la diferencia del signo (o dirección) de las velocidades en estas
zonas del tanque.
En las figuras 5.5d y h se muestran las magnitudes de la velocidad tangencial. Entre estas
dos figuras se puede ver la mayor diferencia respecto a la distribución de velocidad. Según
los resultados reportados por Larsson (2015), las velocidades tangenciales más altas son de
hasta 1.640 m/s obtenidos en las zonas más cercanas a los impulsores. En este trabajo, las
velocidades tangenciales más altas son obtenidas en 6 zonas ubicadas a ambos lados del eje
central del impulsor con valores absolutos de velocidad de hasta 1.5 m/s.
En la figura 5.6 se muestran la distribuciones obtenidas con ambas aproximaciones de la
viscosidad turbulenta (µT ) en el plano longitudinal del tanque agitado piloto con una velo-
cidad de agitación de 286 rpm. Zonas con altas µT son obtenidas en la parte superior del
tanque, mientras que en la parte inferior se obtienen valores de µT menores a 1.8 Pa·s. En
este trabajo se obtuvieron valores de µT de hasta 4.5 Pa·s, mientras que los resultados de
Larsson (2015) muestran un valor máximo de µT de 6 Pa·s. Lo que significa que hay una
diferencia del 25 % para la µT máxima obtenida con ambas aproximaciones.
(a) Este trabajo (b) Larsson (2015)
Figura 5.6: Comparación de la viscosidad turbulenta en el tanque agitado piloto con una
velocidad de agitación de 286 rpm. Las viscosidades turbulentas están en Pa·s.
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En la figura 5.7 se muestran el perfil de velocidades axiales y tangenciales obtenidos en la
ĺınea de medición vertical (figura 5.1b) con una velocidades de rotación de 286 y 174 rpm.
Con ambas velocidades de rotación, se puede observar una buena aproximación entre las ve-
locidades axiales obtenidas mediante las tres aproximaciones (figuras 5.7a y c). Sin embargo,
en este trabajo se encontraron velocidades axiales un poco más bajas en comparación con
las otras aproximaciones. Por otro lado, la velocidad tangencial obtenida aqúı, mostrada en










Figura 5.7: Comparación de las velocidades axiales y tangenciales obtenidas en la ĺınea
de medición vertical en el tanque agitado piloto. Los resultados obtenidos con
Ansys R© CFX fueron tomados de Larsson (2015).
Los valores de la viscosidad turbulenta (µT ) y la tasa de disipación de la enerǵıa cinética
turbulenta (ε) en las ĺıneas de medición son presentadas en la figura 5.8. En la mayoŕıa de
los puntos, los valores de µT y ε encontrados aqúı son más bajos que los encontrados por
medio de las otras aproximaciones. Con excepción de los valores µT en la ĺınea de medición








Figura 5.8: Comparación de la viscosidad turbulenta y la tasa de disipación de la enerǵıa
cinética turbulenta en las ĺıneas de medición vertical y horizontal en el tanque
agitado piloto con una velocidad de agitación de 286 rpm. Los resultados obte-
nidos con Ansys R© CFX fueron tomados de Larsson (2015).
En la tabla 5.3 se presentan los valores promedio y máximo de la tasa de disipación turbu-
lenta (ε) obtenidos por medio de las tres aproximaciones para todo el dominio del tanque
agitado con ambas velocidades de rotación evaluadas. Los valores promedio encontrados aqúı
con ambas velocidades de rotación se encuentran un orden de magnitud por debajo que los
encontrados por medio de las otras dos aproximaciones. Mientras que los valores máximos
de ε encontrados en este trabajo se aproximan más a los encontrados con el modelo SST, con
un 35.4 % de diferencia con ambas velocidades de rotación. Sin embargo, los valores máximos
de ε encontrados por Larsson (2015) empleando el modelo k − ε son mucho más altos en
comparación a los encontrados con las dos aproximaciones restantes.
Tabla 5.3: Comparación de tasa de disipación turbulenta promedio y máxima para el tanque




174 rpm 286 rpm 174 rpm 286 rpm
Comsol k − ε 0.0391 0.177 22.927 102.74 Este trabajo
Ansys CFX k − ε 0.248 1.085 207.01 897.42
Larsson (2015)
Ansys CFX SST 0.295 1.014 35.50 159.02
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5.4. Conclusiones
A través de CFD fue posible estudiar y comparar los patrones de flujo, los componentes de
velocidad y las variables turbulentas de dos tanques agitados. Los patrones de flujo encon-
trados por medio de ambas aproximaciones coinciden para los dos casos, en donde se pudo
observar el mismo número de zonas de recirculación.
Los componentes de velocidad obtenidos por ambas aproximaciones para el tanque agitado
magnéticamente, presentan la mejor semejanza entre los dos sistemas agitados estudiados.
Sin embargo, la distribución del componente de velocidad tangencial posee algunos proble-
mas en algunas secciones cercanas al agitador. En el caso del tanque piloto, el patrón de
flujo obtenido concuerda con el esperado para el tipo de rodete empleado. A pesar de las
similitudes en cuanto a la distribución de los componentes de velocidad axial y radial, se
encontraron grandes diferencias para el componente tangencial. En ambos sistemas, la dis-
tribución de la velocidad tangencial es la que presenta la mayor diferencia. Se considera que
estas diferencias se deben al cambio de coordenadas que se realizó de forma manual.
La tasa de disipación turbulenta y la viscosidad turbulenta en las ĺıneas de medición y los
valores medios y máximo de estas, concuerdan relativamente bien en el contenedor agitado
magnéticamente cuando el mismo modelo (k − ε) es usado. Por otro lado, para el tanque
piloto se notó una diferencia más notable, principalmente en las variables medidas en la
ĺınea horizontal y los valores medio y máximo. En estos se lograron obtener funciones con
tendencias similares, sin embargo, los valores de las variables encontradas aqúı fueron consi-
derablemente menores a lo de los casos tomados como referencia.
Las diferencias obtenidas por ambas aproximaciones, pueden deberse a los diferentes méto-
dos de solución empleados por ambos programas. De esta manera, diferentes parámetros
inherentes, algoritmos y parámetros de los solucionadores, pueden generar discrepancias en
la solución numérica de las simulaciones.
Se cree que a través del estudio de las aproximaciones de CFD en este tipo de problemas,
puede ser útil para determinar las caracteŕısticas del flujo y aśı proponer configuraciones que
permitan obtener las condiciones de agitación adecuadas según la aplicación.
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5.5. Lista de śımbolos
Śımbolos con letras latinas
Śımbolo Término Unidad SI Definición
Cε1, Cε2, Constantes adimensionales del modelo k-ε 1 1.44, 1.92
Cµ Constate de la ecuación de la viscosidad 1 0.09
turbulenta
F Fuerzas de volumen N
m3
−




h Tamaño de elemento m −




N Velocidad de rotación rev
s
−
P Presión Pa −




r Vector de posición m −




t Tiempo s −
t∗ Tiempo congelado s −
u Vector de velocidad m
s
−
u Componente de velocidad en el eje x m
s
−








v Componente de velocidad en el eje y m
s
−
w Componente de velocidad en el eje z m
s
−
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Śımbolos con letras griegas
Śımbolo Término Unidad SI Definición




µ Viscosidad dinámica del fluido Pa ∗ s −
µT Viscosidad turbulenta Pa ∗ s ρCµ κ
2
ε
ρ Densidad del fluido kg
m3
σk, σε Constantes adimensionales del modelo k-ε 1 1.0, 1.3
τ Tensor de esfuerzo viscoso Pa −





























I Matriz identidad [1 0 ; 0 1] , [1 0 0 ; 0 1 0 ; 0 0 1] ...
a× b Producto cruz ‖a‖ ‖b‖Sin (θ) n ***
* Con f = fxi+ fyj + fzw, (Schey, 1997).
** i, j y k son vectores unitarios representando los ejes de las coordenadas cartesianas (Schey,
1997).
*** Donde θ es el ángulo entre los vectores a y b, ‖a‖ y ‖b‖ son las magnitudes de los vectores
a y b y n es el vector unitario (Zill and Cullen, 2006).
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Abreviaturas
Abreviatura Término
CFD Dinámica de fluidos computacional
SST Shear stress transport
6 Reactor de lecho empacado
Resumen
El dimetiléter (DME) es un combustible alternativo muy prometedor, que como muchos
otros compuestos son producidos mediante reacciones catalizadas heterogéneamente (Gha-
vipour and Behbahani, 2014). En este tipo de reacciones las especies deben difundirse desde
el seno del fluido hasta el interior del catalizador, donde se da la reacción. La resistencia a
la difusión producida por el transporte de los compuestos al interior de la part́ıcula gene-
ra que la velocidad de reacción varié a lo largo del recorrido (Garćıa et al., 2008; Froment
et al., 2011). Debido a esto, se tiene interés en estudiar y comparar con un caso reportado
en la literatura (Farsi et al., 2010), tres aproximaciones diferentes para el modelamiento de
un reactor de lecho empacado (PBR) adiabático empleado para la producción de DME. Se
utilizaron dos modelos en 1D: uno pseudo-homogéneo y otro heterogéneo (Froment et al.,
2011), los cuales son implementados en el software Matlab R©. Además, simulación 2D en
CFD utilizando COMSOL Multiphysics R©, donde también se comparan tres aproximaciones
para el balance de enerǵıa: solo fase fluida, equilibrio térmico y no-equilibrio térmico. Los
resultados obtenidos mediante las aproximaciones de CFD presentaron una mayor diferencia
en el perfil de temperatura a lo largo del reactor en comparación con los resultados obte-
nidos en Matlab R© y reportados en la literatura. Sin embargo, el modelo de CFD en el que
se consideró solamente la fase gaseosa presentó el mejor acercamiento a las otras aproxi-
maciones. Las suposiciones de cada modelo resultaron ser determinantes para reproducir
de manera adecuada el comportamiento del sistema reactivo. Se cree que a través de una
nueva estimación de los modelos de CFD en 2D, se puede lograr representar mejor el sistema.
6.1. Introducción
Algunas reacciones qúımicas requieren llevarse a cabo en presencia de catalizadores para
que sean viables. La mayoŕıa de procesos cataĺıticos se realizan en reactores tubulares de
lecho empacado (PBR), haciendo uso de catalizadores heterogéneos porosos. En estos tipos
de reactores, las especies reactivas deben transportarse desde el seno del fluido hasta los
sitios activos al interior del catalizador, donde se da la reacción. Esto implica que el reactivo
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se difunde desde el seno del fluido hasta la superficie externa de la part́ıcula a través de
una peĺıcula, para después difundirse a través de los poros del catalizador hasta las inme-
diaciones de la superficie cataĺıtica interna y entonces reaccionar (Garćıa et al., 2008). Los
productos generados de esta reacción deben seguir entonces el camino contrario al recorrido
por los reactivos. De este modo, los productos deben difundirse desde la superficie interna
cataĺıtica, a través de los poros del catalizador y posteriormente a través de la peĺıcula en
la superficie externa del catalizador hasta alcanzar el seno del fluido. Esta resistencia a la
difusión provoca que se genere un perfil tanto de concentración y temperatura desde el seno
del fluido hasta el interior del gránulo de catalizador (Froment et al., 2011). En consecuencia,
la velocidad de reacción vaŕıa en el recorrido. Con el fin de tener en cuenta las variaciones
de concentración dentro del gránulo y su influencia en el desempeño del reactor, se utiliza el
factor de efectividad (ηefec). El factor de efectividad se define como el cociente de la velocidad
de reacción total en la part́ıcula entre la velocidad de reacción en la superficie externa de la
misma. Por consiguiente, indica hasta qué punto el reactante se difunde en los gránulos de
catalizador antes de reaccionar (Fogler, 2004). En los balances de materia y enerǵıa, el factor
de efectividad es multiplicado por la velocidad de reacción a las condiciones de la superficie
de part́ıcula. De esta manera, se calcula la velocidad de reacción que se experimenta real-
mente cuando las condiciones dentro de la part́ıcula de catalizador son diferentes (Froment
et al., 2011).
Entre los compuestos que se producen en la industria mediante reacciones cataĺıticas he-
terogéneas se encuentra el dimetiléter (DME). El DME es un combustible alternativo muy
prometedor, pues no presenta problemas apreciables de toxicidad, producción ni de trans-
porte. Además, Puede ser quemado sin la emisión de holĺın y la emisión de óxidos de azufre
y nitrógeno es muy baja (Semelsberger et al., 2006; Fazlollahnejad et al., 2009). El DME
tiene una amplia de variedad de aplicaciones, algunas de estas son: sustituto de gas licuado
de petróleo (GLP), combustible de transporte, combustible sustituto en electrodomésticos,
propelente en productos en aerosol, materia prima qúımica y como alimentación rica en
hidrógeno de celdas de combustible (Fazlollahnejad et al., 2009; Ghavipour and Behbahani,
2014). Este compuesto es producido tradicionalmente por medio de dos v́ıas: la śıntesis di-
recta, donde se emplea gas de śıntesis sobre catalizadores h́ıbridos y la śıntesis indirecta, a
través de deshidratación del metanol. Tradicionalmente, el DME se produce por medio de
la śıntesis indirecta (Ghavipour and Behbahani, 2014). Esta, es una reacción de equilibrio y
exotérmica (4Hrxn = −23.4kJ/mol), esta está dada por (Farsi et al., 2010):
2CH3OH 
 CH3OCH3 +H2O (6.1)
Entre los catalizadores más empleados para llevar a cabo esta reacción se encuentran los cata-
lizadores sólidos γ-Alúmina y HZSM-5 (Ghavipour and Behbahani, 2014). Por consiguiente,
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este proceso se realiza generalmente en un reactor de lecho empacado, con catalizadores poro-
sos (Farsi et al., 2010). Debido a lo anterior, el propósito de este caso es estudiar y comparar
diferentes aproximaciones empleadas convencionalmente para el modelamiento de un reactor
de lecho empacado. Los coeficientes de la ecuación de la velocidad y algunas caracteŕısti-
cas de part́ıcula del catalizador usados en las simulaciones fueron estimados mediante una
regresión de mı́nimos cuadrados en Matlab R© empleando datos reportados en la literatura
(Bercic and Levec, 1993, 1992). Se emplean dos modelos 1D: uno pseudo-homogéneo y otro
heterogéneo(Froment et al., 2011), los cuales son implementados en el software Matlab R©. Por
otro lado, también es implementada una simulación en 2D en CFD empleando COMSOL
Multiphysics R©. Los resultados de estas aproximaciones son comparados con los resultados re-
portados por Bercic and Levec (1993), quien empleó un reactor de lecho empacado adiabático.
6.2. Metodoloǵıa
Además de los modelos matemáticos para la simulación del sistema reactivo, también se
requiere definir la configuración del reactor y las relaciones adicionales para las propiedades
del sistema. Por esta razón, la metodoloǵıa de este caso, está dividida aśı: en la subsección
6.2.1 se define el diseño del reactor y las condiciones de la alimentación empleadas en las
simulaciones. Las ecuaciones empleadas en las simulaciones de los modelos homogéneo y
heterogéneo en 1D son mostradas en las subsecciones 6.2.2 y 6.2.3, respectivamente. Por
otro lado, en la subsección 6.2.4 se explican los módulos y las configuraciones empleadas en
las simulaciones de CFD. Teniendo en cuenta que para este caso se tuvieron que emplear
diferentes ecuaciones complementarias para la estimación de las propiedades y parámetros
del sistema, en la sección 6.2.5 se muestran todas las relaciones adicionales empleadas.
6.2.1. Configuración del reactor
Con el fin de tener un punto de comparación, el reactor fue configurado de una manera
similar a como fue empleado por Bercic and Levec (1993). En la tabla 6.1 se presentan las
condiciones de alimentación al reactor. Teniendo en cuenta que esta reacción es exotérmica,
se alimenta a una temperatura de operación relativamente baja dentro del rango de opera-
ción del proceso. Esto con el fin de aprovechar el calor generado en la reacción para calentar
el flujo reactivo. La reacción de deshidratación de metanol se suele llevar a cabo a tempera-
turas entre 200 y 400 ◦C y presiones de hasta 20 bar (Golshadi et al., 2013). Además, debido
a la naturaleza hidrof́ılica de la γ-alúmina, esta tiende a absorber agua sobre su superficie,
lo que genera que el catalizador pierda su actividad (Raoof et al., 2008). Sin embargo, si
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se alimenta metanol puro la desactivan se da muy lentamente (Ghavipour and Behbahani,
2014). Por esta razón, la alimentación debe contener la menor concentración de agua posible.
Además, que en este caso las concentraciones de producto en la alimentación generan que
disminuya la velocidad de reacción directa.
Tabla 6.1: Condiciones del flujo de alimentación al reactor de lecho empacado (Bercic and
Levec, 1993)
Parámetro Unidades Valor
Flujo volumétrico m3/s 0.1206x10−5 y 0.1872x10−5
Temperatura (T ) K 551.15 y 561.15





En la tabla 6.2 se muestran los parámetros de diseño del reactor de lecho empacado. Por
otro lado, las propiedades empleadas para el catalizador γ-alúmina y la pared del tubo son
presentadas en la tabla 6.3. Los valores de la tortuosidad y el radio de poro de las part́ıculas
de catalizador fueron estimados por regresión de mı́nimos cuadrados empleando la función
lsqcurvefit de Matlab R© para el modelo heterogéneo del PBR. Como datos experimentales
se emplearon los datos reportados por Bercic and Levec (1993). Se supuso que el tubo del
reactor está construido de acero inoxidable, un material que es empleado generalmente para
la construcción de reactores. El espesor de la pared del tubo se tomó como el espesor re-
portado por un fabricante de láminas de acero inoxidable. Para considerar flujo pistón, se
requieren velocidades altas y una relación del diámetro del tubo con respecto al diámetro de
la part́ıcula de al menos 10 (dt/dp ≥ 10). Esto con el fin de evitar cortocircuitos a lo largo
de la pared, donde la porosidad es mayor que en el centro del lecho. Cabe agregar, que el
diámetro del tubo no debe ser muy grande con el fin de evitar gradientes radiales de tempera-
tura y presión (Froment et al., 2011). Para asegurar la distribución axial, la relación entre la
longitud y el diámetro de part́ıcula, debe ser mayor a 50 (Lt/dp > 50) (Mollavali et al., 2008).
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Tabla 6.2: Disposición del reactor de lecho empacado (Bercic and Levec, 1993).
Parámetro Unidades Valor
Diámetro de part́ıcula medio (dp) m 3x10
−3
Longitud (L) m 0.45
Diámetro del tubo (dt) m 0.078
Densidad de part́ıcula (ρp) kg/m
3 1.47x103
Porosidad (εp) - 0.40
Densidad del lecho (ρB) kg/m
3 1.47x103
Tabla 6.3: Propiedades y caracteŕısticas f́ısicas del catalizador γ-alúmina
Parámetro Unidades Valor Referencia
Capacidad caloŕıfica (Cp) J/kgK 880 Accuratus c© (2017)
Conductividad térmica del catalizador (λ) W/mK 1.73 Valencia and Alzate (1999)
Espesor de Pared (epared) m 0.003 ImporinoxS.A.S. (2017)
Conductividad térmica de la pared (λpared) W/mK 16.3 Goodfellow c© (2017)
6.2.2. Modelo pseudo-homogéneo en una dimensión
Los modelos pseudohomogéneos no explican expĺıcitamente la presencia de catalizador. Por
lo que solo se tienen en cuenta las ecuaciones de balance de calor y masa para la fase fluida.
En este modelo básico se supone además flujo pistón (i.e. se supone que los gradientes de
presión y temperatura solo ocurren en la dirección axial). Para el estado estable, una sola
reacción y asumiendo un fluido de servicio de temperatura constante, las ecuaciones de con-
servación de masa por componente y de enerǵıa, aśı como la ecuación de la cáıda de presión







= (−∆Hrxn)RiρB − 4
U
dt









Las ecuaciones diferenciales se deben resolver empleando las siguientes condiciones de fron-
tera:
C.F. en z = 0, Ci = Ci0
T = T0
P = P0
Donde Ci es la concentración molar del componente i, uS es la velocidad superficial del flui-
do, Ri es la velocidad de reacción, ρB es la densidad del lecho, ρf es la densidad del fluido,
Cp,f es la capacidad caloŕıfica del fluido, ∆Hrxn es la entalṕıa de reacción, U es el coeficiente
global de transferencia de calor, dt es el diámetro del tubo, Tr es la temperatura del fluido de
servicio, P es la presión total, dp es el diámetro de part́ıcula equivalente. En algunos casos
uS ,ρf y Cp,f pueden ser considerados constantes (Froment et al., 2011).
En este caso las propiedades de la mezcla gaseosa se calculan para cada elemento diferencial.
La solución de estas ecuaciones diferenciales ordinarias se realiza de una manera sencilla,
mediante un método de Runge-Kutta de 2do y 3er orden (ODE23), empleando un solucio-
nador de ecuaciones diferenciales ordinarias en Matlab R©.
6.2.3. Modelo heterogéneo en una dimensión con gradientes
interfaciales e intrapart́ıcula
En este modelo, el efecto de la resistencia a la difusión de los reactivos y productos, se tiene
en cuenta en las ecuaciones de conservación por medio de la inclusión del factor de efecti-
vidad. El cálculo de este coeficiente, implica que se deben emplear ecuaciones adicionales
que describan el transporte de masa y enerǵıa en la part́ıcula de catalizador. En la figura
6.1 se muestra el algoritmo de solución empleado para resolver las ecuaciones del modelo
heterogéneo en 1D discretizando las ecuaciones diferenciales ordinarias por el método de
Runge-Kutta. Primero, se deben definir los parámetros de diseño del reactor y las condi-
ciones de frontera en la entrada del reactor. Posteriormente, se resuelven las ecuaciones 6.9
y 6.10 por el método del disparo, para encontrar el perfil de concentración y temperatura
dentro de la part́ıcula de catalizador. El factor de efectividad se estima entonces mediante
la ecuación 6.20. Luego, haciendo uso de las ecuaciones de conservación: 6.5 hasta 6.8 junto
con el factor de efectividad y con la ecuación 6.4 para la cáıda de presión, se estiman las
concentraciones, temperatura y presión del siguiente elemento diferencial. El ciclo se repite
para cada elemento diferencial (Ll), hasta alcanzar la longitud total del reactor (LT ), como
se ve en la figura 6.1. Obteniendo los estados del sistema en función de la longitud del lecho.
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Figura 6.1: Algoritmo de solución del modelo heterogéneo en 1D del PBR, teniendo en cuenta
los gradientes interfaciales e intrapart́ıcula.
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6.2.3.1. Balances de materia y enerǵıa para el fluido y el catalizador
A diferencia de los modelos homogéneos, en estos modelos se emplean ecuaciones de conser-
vación separadas para el fluido y para el catalizador. Para reacciones muy rápidas con un
importante efecto de calor, puede ser necesario distinguir entre las condiciones del fluido y
del catalizador. Para una reacción llevada a cabo en un reactor ciĺındrico en estado estacio-
nario y suponiendo flujo pistón, se tienen las siguientes ecuaciones (Froment et al., 2011):








= hfav (Tsup − T )−
4U
dt
(T − Tr) (6.6)
• Para una sección del lecho sólido incluyendo sólido y fluido:
ηefecρBRi = kfav (Cf − Csup) (6.7)
ηefecρB (−∆Hrxn)Ri = hfav (Tsup − T ) (6.8)
Con las condiciones de frontera:
C.F. en z = 0, Ci = Ci0
T = T0
P = P0
Donde kf es el coeficiente de transferencia de masa, hf es el coeficiente de transferencia de
calor, av es el área externa de la part́ıcula de catalizador por unidad de masa, Csup es la
concentración en la superficie de la part́ıcula y Tsup es la temperatura en la superficie de
la part́ıcula. Para estimar la cáıda de presión, en este caso también se empleó la ecuación
6.4. Este modelo no proporciona ningún acoplamiento axial explicito para la fase sólida. Por
lo tanto, en la dirección axial el calor solo se transfiere a través del fluido. Por otro lado,
la transferencia de calor con el fluido de servicio, el cual se da a través de la pared, se da
totalmente hacia la fase fluida. En este caso, el factor de efectividad (ηefec) debe ser estimado
para cada elemento diferencial del reactor.
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6.2.3.2. Estimación del factor de efectividad
Para calcular el factor de efectividad es necesario resolver acopladamente las ecuaciones que
describen la transferencia de masa y calor involucrando la generación por reacción qúımica
















= φ2βf (y, θ) (6.10)
Donde c, θ, x y f (y, θ) son las variables adimensionales de concentración, temperatura,
longitud y velocidad de reacción dentro de la part́ıcula con respecto a la superficie de la










, f (c, θ) = −Rpart,i
−Ri
(6.11)
El parámetro s es un factor de forma, el cual es igual a 0, 1 y 2 para placas, cilindros o
esferas, respectivamente. Las part́ıculas de catalizador son esféricas, por lo que se emplea
s = 2. Las dos ecuaciones diferenciales (ecuaciones 6.9 y 6.10) se resuelven empleando las
siguientes condiciones de frontera:






C.F.2 en x = 1, dc
dx
= Bim (1− csup)
dθ
dx
= Bih (1− θsup)
Las condiciones de frontera en x = 0 representa la simetŕıa en el centro de la part́ıcula.
Mientras que las condiciones en el ĺımite exterior de la part́ıcula (x = 1) se emplean cuando
hay resistencia a la transferencia de masa y calor externa. Bim y Bih son el número Biot de








El parámetro φ es denominado como el módulo de Thiele. Este relaciona la velocidad de
reacción superficial y la velocidad de difusión a través del gránulo de catalizador. El módulo







El parámetro β en la ecuación de transferencia de calor (ecuación 6.10) es el número de
Prater. Este parámetro representa la diferencia de temperatura máxima que puede existir






Para una sola reacción qúımica solo es necesario resolver la ecuación de transferencia de
masa en la part́ıcula para un solo componente. La composición de los demás componentes
se calcula como:





(ci − csup,i) (6.15)
Donde σi y σj son los coeficientes estequiométricos de las especies i y j respectivamente.
Para resolver el sistema de ecuaciones diferenciales de segundo orden, se hace un cambio
de variables (z1 = dc/dx y z2 = dθ/dx). De manera que se puedan resolver como cuatro
ecuaciones diferenciales acopladas de primer orden. Las cuales pueden resolverse por medio
de un método de Runge–Kutta de 4to y 5to orden (ODE45), empleando un solucionador


















La solución de las ecuaciones de transferencia de calor y masa en la part́ıcula se resolvieron
empleando el método del disparo. Este método consiste en convertir el problema de valor de
frontera en un problema de valor inicial equivalente (Chapra and Canale, 2010). Para esto, se
supone una concentración y temperatura adimensional en el centro de la part́ıcula (x = 0).
Posteriormente se resuelven las ecuaciones diferenciales y se corrobora que se cumplan las
condiciones de frontera en x = 1. Como condición de convergencia se estable un valor de
tolerancia. Si no se cumple esta tolerancia, se requiere suponer otras condiciones iniciales y
volver a resolver el sistema de ecuaciones, hasta que se encuentren unos valores ińıciales que
permitan que se cumpla la tolerancia establecida en la parte externa de la part́ıcula (x = 1).
Este método se programó en Matlab R© empleando el solucionador ODE acoplado con un
optimizador fmincon. Para facilitar la solución del problema se fijaron ĺımites para ambos
parámetros adimensionales en el centro de la part́ıcula. La concentración adimensional del
reactivo en la part́ıcula debe ser menor a 1, pues este se debe difundir desde el seno del
fluido hasta el interior del catalizador. Por lo que se fijó que la concentración adimensional
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de metanol en el centro de la part́ıcula esta entre 0 < z1 < 1. En el caso de la temperatura, se
tiene en cuenta que la reacción se da en el catalizador y al ser esta exotérmica, la temperatura
del catalizador debe ser mayor o al menos igual a la temperatura del seno del fluido. Por
consiguiente, se supone que la temperatura adimensional en la part́ıcula debe estar entre
0.9 < z1 < 1.5. Para determinar si se ha alcanzado la convergencia, se evalúan las condiciones
ĺımite en la parte externa de la part́ıcula, las cuales indican que no hay acumulación en la










−Bih (1− θsup) = 0 (6.19)
Una vez obtenidos los perfiles de concentración y temperatura en el interior de la part́ıcula,
se calcula el factor de efectividad. Este puede ser calculado por medio de una forma integral
o diferencial, ecuaciones 6.20 y 6.21 respectivamente (Garćıa et al., 2008). En este caso la
integral en de la ecuación 6.20 se evaluó numéricamente.














6.2.4. Modelamiento en CFD
El sistema estudiado involucra varios fenómenos, lo que hace necesario emplear varios mode-
los f́ısicos acoplados entre śı. En consecuencia, el sistema de ecuaciones a resolver es altamente
no lineal (COMSOL Multiphysics R©, 2017b). Con el fin de disminuir el nivel de complejidad
de este caso de estudio, las simulaciones se realizaron en 2D. El sistema de ecuaciones fue
solucionado empleando el solucionador directo PARDISO, con una tolerancia absoluta de
0.001 (valor por defecto). La geométrica empleada en las simulaciones se muestra en la figu-
ra 6.2. Las simulaciones se propusieron inicialmente en el estado estable. Sin embargo, estas
simulaciones no convergieron. Posiblemente debido a la complejidad del sistema es más dif́ıcil
resolver las ecuaciones algebraicas del estado estacionario, que resolver las ecuaciones dife-
renciales de estado transiente. Las simulaciones se resolvieron entonces en estado transiente,
empleando tiempos suficientemente largos (alrededor de 6500 s). De manera que, cuando
los perfiles de concentración y temperatura no cambiaran más, estos se tomaran como los
perfiles de estado estable.
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Figura 6.2: Geometŕıa empleada en las simulaciones del reactor de lecho empacado en CFD
La malla establecida para los primeros 0.45 m del dominio del reactor se presenta en la
figura 6.3. Se seleccionó una malla mapeada definida como fina para dinámica de fluidos,
con un total de 2300 elementos, una calidad promedio de elementos de 1.0 y un tamaño de
elemento (h) entre 1.56x10−4 m y 3.51x10−3 m. Se empleó una distribución en la dirección
longitudinal del reactor de 100 elementos con una proporción de elementos de 0.01. Esto
permite generar una malla más pequeña en la parte inicial del reactor donde la velocidad de
reacción es mucho mayor. Mientras que el tamaño de la malla es mucho más grande en la
parte final donde la reacción ya se ha dado casi en su totalidad. Cabe agregar que el tamaño
de los elementos en la dirección radial se mantiene constante a lo largo del reactor, como se
muestra en la figura 6.3. Este mallado se seleccionó teniendo en cuenta que se observó que
al emplear mallados más finos, el comportamiento de las variables principales del sistema no
cambió significativamente.
Figura 6.3: Mallado empleado en las simulaciones del reactor de lecho empacado en CFD
La simulación del reactor requiere el acoplamiento de diferentes fenómenos juntos. En la
figura 6.4 se muestran los fenómenos empleados y como estos interaccionan entre śı. Las
ĺıneas y letras negras indican los acoples que fueron tenidos en cuenta en las simulaciones
en CFD. Mientras que las de color gris indican los acoples que, si bien no fueron tenidos
en cuenta, si pueden ser configurados. Aunque esto implicaŕıa que el sistema a resolver por
el software sea más robusto. La dirección de las flechas indica que los estados que salen de
un módulo, se utilizan en otro módulo. A continuación, se explica brevemente como es la
interacción de los fenómenos del sistema reactivo:
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• Transferencia de enerǵıa: en cuanto a la transferencia de enerǵıa se usaron tres
módulos diferentes: transferencia de calor en fluidos, lo cual implica tener en cuenta
solo la fase gaseosa y obviar el catalizador, transferencia de enerǵıa en medios porosos,
la que implica suponer que hay equilibrio térmico entre las dos fases y equilibrio local
no térmico, en la cual no se supone equilibrio térmico. En el caso donde hay equilibrio
térmico (figura 6.4.a) la temperatura de la fase fluida es igual al de la fase sólida.
Mientras que cuando no hay equilibrio térmico (figura 6.4.b), la temperatura de estas
dos fases puede ser diferente y se acoplan entre śı por medio de un flujo de calor (qsf ),
que depende del gradiente de temperatura entre las fases. La temperatura del sólido
donde se da la reacción qúımica, depende del calor generado por la reacción qúımica
(Qrxn). Por otro lado, la temperatura del fluido depende de la velocidad del fluido
(para el cálculo del transporte de enerǵıa por convección) y de la presión, las cuales
son calculadas por las ecuaciones empleadas en el módulo de dinámica de fluidos.
• Transferencia de masa: las concentraciones de las especies en el fluido y en la part́ıcu-
la dependen de los coeficientes de difusividad, los cuales también son función de la
temperatura, la presión y la composición. Por otro lado, la desaparición y aparición
de compuestos también depende de la velocidad de reacción. La velocidad del fluido se
emplea para la estimación del transporte convectivo de masa. Además, la concentración
depende de la presión, debido a que el fluido está en fase gaseosa.
• Dinámica de fluido: las ecuaciones que describen el comportamiento de los fluidos
dependen de las propiedades de este (ρf y µf ). Estas propiedades son a su vez función
de la composición y la temperatura del fluido.
• Reacción qúımica: en este caso, la velocidad de reacción depende de la temperatura
del sólido y de las concentraciones de los compuestos en las part́ıculas de catalizador,
estas últimas se obtienen del modelo de transferencia de masa.
Las condiciones de frontera y los dominios empleados en cada uno de los módulos empleados
en las simulaciones en COMSOL Multiphysics R© se muestran en las tablas 6.4 y 6.5. Como
se dijo, se probaron módulos diferentes para la transferencia de enerǵıa. Cabe agregar que
estos módulos no fueron empelados simultáneamente, sino que se emplearon en simulaciones
diferentes con el fin de comparar los resultados obtenidos empleando diferentes aproximacio-
nes del modelamiento del balance de enerǵıa. Como el reactor se considera adiabático, en las
paredes se empleó la condición de aislamiento térmico. En caso de considerar un fluido de
servicio de enfriamiento, es posible emplear una condición de flujo de calor en las paredes.
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(a) Con equilibrio térmico
(b) Sin equilibrio térmico
Figura 6.4: Acoplamiento de los fenómenos empleados en la simulación en CFD del PBR,
empleando dos aproximaciones para la transferencia de enerǵıa: (a) con equilibrio














Tabla 6.4: Condiciones de frontera empleadas en las simulaciones del reactor PBR en CFD




y en medios porosos





Transporte de Sin flujo Paredes
especies diluidas flujo de entrada Entrada













Equilibrio local en sólidos Salida
no térmico Transferencia Aislamiento térmico Paredes
de enerǵıa Temperatura Entrada







Tabla 6.5: Dominios empleados en las simulaciones del reactor PBR en CFD
Fenómeno Módulo Condición Dominio






Propiedades del fluido Todos los dominios




Transporte de Propiedades de transporte
especies diluidas de matriz porosa Todos los dominios
en medios porosos Reacción
Lecho empacado reactivo
Transferencia Valores iniciales
de enerǵıa Medio poroso Todos los dominios





de enerǵıa de enerǵıa Sólido
en sólidos Fuente de calor Todos los dominios
Transferencia de Valores iniciales
enerǵıa en fluidos Fluido
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A continuación se describen los modelos de COMSOL Multiphysics R© empleados en la si-
mulación del reactor, las ecuaciones principales que predominan en cada uno, aśı como las
condiciones de frontera y los dominios empleados:
• Fenómeno: reacción qúımica, módulo: qúımica
Esta interfaz es empleada para la definición de cinéticas de reacción y fuentes de calor
por reacción qúımica, los cuales son usados en los balances de materia y enerǵıa.
También se puede emplear para estimar propiedades variables de los materiales, para su
uso en ecuaciones de transporte. Para una reacción reversible o irreversible, la cinética
de reacción está dada por (COMSOL Multiphysics R©, 2017b):
Rk,i = σiRk (6.22)
Donde Rk es la velocidad de reacción para la reacción k, Rk,i es la velocidad de reacción
respecto al compuesto i y σk,i es el coeficiente estequiométrico del compuesto i. El calor
de reacción se calcula como:
Qrxn = −∆HrxnRk (6.23)
Donde Qrxn es la cantidad de calor generado por reacción qúımica y ∆Hrxn es la en-
talṕıa de reacción.
El único dominio empleado en esta interfaz es reacción, en el cual se define la fórmula
de la cinética de reacción y la entalṕıa de la reacción.
• Fenómeno: dinámica de fluidos, módulo: flujo libre y en medios porosos
Esta interfaz es usada para encontrar los perfiles de velocidad y presión de un flujo
de una sola fase, el cual está fluyendo a través de un medio poroso. Para los dominios
no seleccionados como medios porosos, esta interfaz resuelve las ecuaciones de Navier-
Stokes (ecuaciones 2.1, 2.2, 2.3 y 2.5, para flujo incompresible). Mientras que para los
dominios que se definen como medios porosos, este modelo utiliza las ecuaciones de
Brinkman (ecuaciones 6.24 y 6.25). Para la conservación de la cantidad de movimiento
del fluido a través de lechos porosos, el modelo emplea la ecuación 6.24. Mientras
que para la conservación de masa para flujo compresible, se emplea la ecuación 6.25
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(εpρ) +∇ · (ρu) = Qm (6.25)
Donde εp es la porosidad del medio poroso, κ es la permeabilidad y Qm es la cantidad
de masa generada. Este último parámetro, se utiliza para tener en cuenta la creación
o depósito de masa en los dominós porosos. En este problema, no se tuvo en cuenta la
fuente de masa (Qm = 0).
Los dominios y condiciones de frontera empelados en este modelo son:
Condiciones de frontera:
– Pared: es definida como condición de no deslizamiento (u = 0). Es decir, el fluido
próximo a la pared no está en movimiento.
– Entrada: se emplea para definir la entrada de un flujo desde un dominio. Se
define la presión de entrada del fluido.
– Salida: se emplea para definir la salida de un flujo a un dominio. Se define la
velocidad superficial de flujo.
Dominios:
– Valores iniciales: se emplea para definir la presión y velocidad inicial del fluido
en el dominio. Se supone que inicialmente el fluido dentro del dominio no posee
movimiento (u = 0).
– Propiedades del fluido y de la matriz porosa: se emplea para seleccionar
los dominios que contienen la matriz porosa, por la cual fluye el fluido. Se deben
definir las propiedades de ambas fases. Para el fluido se debe definir la densidad
(ρf ) y viscosidad (µf ), mientras que para la matriz porosa se define la porosidad
(εp) y permeabilidad (κ). El valor de la permeabilidad se dejó por defecto (κ =
1.88x10−10m2).
• Fenómeno: transferencia de masa, módulo: transporte de especies diluidas
en medios porosos
Esta interfaz es empleada para describir el transporte y reacción de especies a través
de lechos porosos. Se utiliza cuando se quiere estudiar una o más especies diluidas
o soluto que se mueven principalmente con un fluido, el cual llena los vaćıos de un
medio poroso sólido. La interfaz transporte de especies diluidas es recomendada para
describir el transporte de especies en mezclas diluidas. Para describir el transporte de
especies por difusión, esta emplea la ley de Fick, por lo que no tiene en cuenta los
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efectos difusionales generados por el transporte multi-componente.
El balance de masa para todos los componentes del flujo reactivo es representado
empleando la ecuación 6.26. Esta ecuación tiene en cuenta el transporte por difusión
y convección más la generación por reacción qúımica. Para estimar la contribución
del transporte de masa por convección, se arrastra el campo de velocidad de otra
interfaz f́ısica que describa el movimiento del fluido, en este caso flujo en medios porosos




+∇ · (−Db,i∇Ci) + u · ∇Ci = Rk,i (6.26)
Donde εp es la porosidad del medio poroso, Ci es la concentración del fluido alrededor
de los gránulos de catalizador, Rk,i es la velocidad de reacción y Di es el coeficiente de
difusión de la especie i. Para el cálculo de los flujos másicos se emplea el vector de flujo
de masa (Ni), el cual está asociado con la ecuación 6.26. Este parámetro es calculado
usando la ecuación 6.27.
Ni = −Di∇Ci + uCi (6.27)
Para calcular la concentración dentro las part́ıculas de catalizador, este modelo emplea
una dimensión adicional para cada punto dentro del domino del lecho reactivo. Esta
dimensión extra, corresponde al radio interno de cada part́ıcula, donde se estima la
concentración empleando la ecuación 6.28. Lo que implica suponer que las part́ıculas
son esféricas y que el cambio en la concentración solo se da radialmente. Cabe agregar,














Donde N es el número de gránulos por unidad de volumen de lecho, rpe es el radio de
la part́ıcula de catalizador, r es el radio adimensional de la part́ıcula, Dpe,i es la difu-
sividad efectiva, Cpe,i es la concentración y Rpe,i la velocidad de reacción de la especie
i dentro de la part́ıcula.




– Sin flujo: representa los ĺımites del sistema donde no hay flujos de masa hacia
afuera o dentro de la condición ĺımite. En este caso se seleccionan las paredes del
tubo.
– Flujo de entrada: se definieron las concentraciones de las especies en la condición
de contorno donde se da el flujo de alimentación al reactor.
– Flujo de salida: define la salida de las especies que son transportados fuera del
dominio por el movimiento del fluido. Se supone que la convección es el mecanismo
de transporte dominante a través de la frontera de salida.
Dominios:
– Valores iniciales: se especifican las concentraciones iniciales de las especies. En
este caso se supone que las concentraciones iniciales en todo el dominio del reactor
son iguales a las de la entrada.
– Propiedades de transporte de matriz porosa: se emplea para modelar la
concentración de las especies transportadas por los intersticios de una matriz
porosa. Se define la porosidad del lecho (εp), el factor de tortuosidad (τ) y los
coeficientes de difusividad de los compuestos (Di).
– Lecho empacado reactivo: se emplea para modelar reactores heterogéneos con
part́ıculas cataĺıticas. Se definen además la porosidad (εp), el radio de part́ıcula
(dp/2), los coeficientes de difusión en la part́ıcula (Di,ef ) y las velocidades de
reacción para cada compuesto.
• Fenómeno: transferencia de enerǵıa, módulo: transferencia de enerǵıa en
medios porosos
La ecuación para el balance de enerǵıa empleada por este modelo, se obtiene combi-
nando las ecuaciones de calor de la fase fluida y de la matriz porosa sólida, aplicando
reglas de mezclado. Por lo tanto, en este modelo se supone que la temperatura del
sólido es igual que al del fluido. Es decir, no hay resistencia a la transferencia de calor





+ ρCpu · ∇T +∇ · q = Qc (6.29)
q = −λef∇T (6.30)
donde (ρCp)ef es la capacidad caloŕıfica volumétrica efectiva, q es el flujo de calor con-
ductivo, Qc es la cantidad de calor generado y λef es la conductividad térmica efectiva.
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Las propiedades efectivas en este caso, hacen referencia las propiedades termodinámi-
cas promedio que representen ambos materiales.
Los dominios y condiciones de frontera que fueron empleados son:
Condiciones de frontera:
– Aislamiento térmico: debido a que el reactor se supone que opera adiabática-
mente, esta condición permite que no haya transferencia de calor a través de las
paredes del sistema.
– Temperatura: se usa para especificar la temperatura del fluido a la entrada.
– Flujo de salida: esta condición de frontera es empleada para los ĺımites donde
la transferencia de calor es dominada por la convección. Es decir, el calor que sale
es debido al flujo del fluido que sale del sistema.
Dominios:
– Valores iniciales: se define la temperatura inicial del fluido y de la matriz po-
rosa. Se supone que esta temperatura es igual a la temperatura del fluido en la
alimentación.
– Medio poroso: se emplea para usar la ecuación de transferencia de calor para una
matriz porosa, la cual se encuentra llena de un fluido. Se debe definir la fracción
volumétrica de sólido (θp), además de la densidad (ρs y ρf ), conductividad (λs
y λf ) y la capacidad caloŕıfica (Cp,s y Cp,f ) de la matriz porosa y del fluido,
respectivamente.
– Fuente de calor: esta condición permite describir la generación de enerǵıa en
un dominio. En este caso la fuente de calor corresponde al calor generado por la
reacción qúımica.
• Fenómeno: transferencia de enerǵıa, módulo: no-equilibrio térmico local
Este modelo es empleado cuando la matriz porosa y el fluido que la atraviesa poseen
diferentes temperaturas. Para esto, se emplean las ecuaciones de conservación de calor
para la fase sólida y fluida por separado, multiplicadas por la fracción volumétrica
del sólido (θp) y del fluido (1− θp). Estas ecuaciones también tienen en cuenta una
fuente de intercambio de calor, de manera que el calor que sale de una fase entra en la





+∇ · qs = qsf (Tf − Ts) + θpQs (6.31)
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+(1− θp) ρfCp,fuf ·∇Tf+∇·qf = qsf (Ts − Tf )+(1− θp)Qf (6.33)
qf = − (1− θp)λf∇Tf (6.34)
Donde θp es la fracción volumétrica de sólido, ρs es la densidad del sólido, ρf es la
densidad del fluido, Cp,s es la capacidad caloŕıfica del sólido, Cp,f es la capacidad ca-
loŕıfica del fluido, qs es el flujo de calor conductivo en el sólido, qf es el flujo de calor
conductivo en el fluido, Qs es la fuente de calor en el sólido, Qf es la fuente de calor
en el fluido, uf es el vector de velocidad del fluido, qsf es el coeficiente de transferencia
de calor convectivo intersticial, λs es conductividad térmica del sólido y λf es la con-
ductividad térmica del fluido.
En este modelo se deben emplear condiciones y dominios diferentes tanto para la fase
sólida como para la fase gaseosa, más la condición de no equilibrio térmico, la cual
acopla la transferencia de calor de ambas fases. A continuación, se enumeran las con-
diciones de frontera y los dominios empleados para cada uno de estos modelos:
Condiciones de frontera para la fase sólida:
– Aislamiento térmico: esta condición de frontera supone que no hay transferen-
cia de calor a través de los dominios externos del dominio del reactor.
Dominios para la fase sólida:
– Valores iniciales: se especifica la temperatura inicial de la fase sólida.
– Sólido: este dominio permite empelar la ecuación de transferencia de calor de
sólidos. Se especifican además las propiedades de transferencia de calor del sólido
(ρs, λs y Cp,s).
– Fuente de calor: para reacciones cataĺıticas exotérmicas, las reacciones se dan
en la parte interna de la part́ıcula de catalizador. Por lo tanto, la generación de
calor también se da en las part́ıculas sólidas. Por consiguiente, se define la fuente
de calor por reacción qúımica en la fase sólida.
Condiciones de frontera para la fase fluida:
– Aislamiento térmico: como el sistema se supone adiabático y no se emplea
ningún fluido de servicio, se define esta condición en las paredes del reactor, de
manera que no haya transferencia de calor a través de estas.
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– Flujo de salida: esta condición de frontera es empleada para los ĺımites donde
la transferencia de calor es dominada por la convección. Es decir, el calor que sale
del sistema es debido al flujo del fluido que sale del sistema.
– Temperatura: se usa para especificar la temperatura del fluido en el ĺımite de
entrada
Dominios para la fase fluida:
– Valores iniciales: se especifica la temperatura inicial de la fase fluida.
– Fluido: este dominio permite emplear la ecuación de transferencia de calor en
fluidos. Se deben especificar además las propiedades de transferencia de calor del
fluido (ρf , λf y Cp,f ).
Acoplamientos:
– No-equilibrio térmico local: esta condición de acoplamiento se emplea para
acoplar la transferencia de calor en dominios porosos donde las temperaturas de
los sólidos y los fluidos no están en equilibrio. Esta condición proporciona un
término de transferencia de calor entre las dos fases. Se especificó la fracción
volumétrica de sólido (θp) y el coeficiente de transferencia de calor intersticial
(hsf ).
6.2.5. Estimación de propiedades y parámetros
6.2.5.1. Velocidad de reacción
El mecanismo de reacción de la deshidratación de metanol y la naturaleza de los intermedia-
rios, no han sido completamente entendidos (Blaszkowski and van Santen, 1997; Mas et al.,
2006; Ghavipour and Behbahani, 2014). Sin embargo, este ha sido estudiado extensivamente
y por consiguiente diferentes ecuaciones de velocidad han sido desarrolladas (Figueras et al.,
1971; Padmanabhan and Eastburn, 1972; Lu et al., 2004; Mollavali et al., 2008; Moradi et al.,
2010; Zhang et al., 2011). La cinética de reacción desarrollada por Bercic and Levec (1993)
es una de las más empleadas (Golshadi et al., 2013). Por esta razón es la cinética empleada
para el desarrollo de este trabajo. La velocidad de reacción está dada por (Bercic and Levec,









Donde k es la constante cinética de reacción, Keq es la constante de equilibrio, CCH3OH ,
CC2H6O y CH2O son las concentraciones de metanol, dimetiléter y agua, respectivamente,
6.2 Metodoloǵıa 161
KCH3OH y KH2O son las constantes de adsorción de Langmuir de metanol y del agua, res-












− 761.555 (T − 298) + 1.127955
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Las constantes de la cinética de reacción son estimadas empleando la ecuación de Arrhenius,
ecuación 6.37. Debido a que no se pudieron encontrar resultados razonables empleando las
constantes cinéticas reportadas, se realizó una estimación de parámetros, empleando datos
experimentales de concentración y temperatura reportados igualmente en la literatura (Ber-
cic and Levec, 1992, 1993). Esta estimación de parámetros se realizó empleando el curve
fitting toolboxTM y la función lsqcurvefit de Matlab R© empleando la cinética de reacción (Ec.
6.35) y el modelo pseudo-homogéneo del reactor junto con los datos reportados por Bercic







Donde k0 es el factor pre-exponencial, Ea es la enerǵıa de activación y RG es la constante
universal de los gases.
6.2.5.2. Capacidad caloŕıfica, Conductividad Térmica y Viscosidad
La capacidad caloŕıfica, conductividad térmica y viscosidad dinámica de las sustancias puras
se estimaron empleando las ecuaciones 6.38, 6.39 y 6.40 (donde la temperatura, T , está en












= A+BT + CT 2 (6.39)
µ (µP ) = A+BT + CT 2 (6.40)
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Donde Cp,i es la capacidad caloŕıfica del compuesto puro i y wi es la fracción molar del
componente i. Para calcular la viscosidad y la conductividad térmica de la mezcla se empleó





























Donde wi y wj son las fracciones molares de los compuestos i y j y PMi y PMj son los pesos
moleculares de los compuestos i y j respectivamente.
6.2.5.3. Densidad y Concentración total
La densidad y la concentración total de la mezcla gaseosa se estimaron usando la ecuación
de gas ideal (Bishop, 2009):
ρgas =
P ∗ PMprom




RG ∗ T ∗ Z
(6.45)
Donde P es la presión del gas, PMprom es el peso molecular de la mezcla, RG es la constante
universal de los gases, T es la temperatura del gas y Z es el factor de compresibilidad. El
factor de compresibilidad es calculado empleando la ecuación de estado de Peng Robinson.
La ecuación cúbica de estado de Peng Robinson en función del factor de compresibilidad e
igualada a 0 es (Valencia and Alzate, 1999; Poling et al., 2001):
Z3 − (1 +B∗ − 2B∗)Z2 +
(
A∗ −B∗2 − 2B∗ − 2B∗2
)
Z − A∗B∗ +B∗2 +B∗3 = 0 (6.46)
Los parámetros A∗ y B∗ en la ecuación cúbica de estado son calculados empleando las
















Tabla 6.6: Coeficientes para el cálculo de la capacidad caloŕıfica (Cp), conductividad térmica (λ) y viscosidad dinámica
(µ) de las sustancias puras en estado gaseoso (Yaws, 1999; Ghavipour and Behbahani, 2014).





Dimetiléter 1.1010x105 −1.5747x102 5.1853x10−1 0 0
Metanol 1.0580x105 −3.6223x102 9.3790x10−1 0 0





Dimetiléter −0.0315 1.5032x10−4 1.3879x10−9 0 0
Metanol 0.00234 5.434x10−6 1.3154x10−7 0 0
Agua 5.3x10−4 4.7093x10−5 4.9551x10−8 0 0
µ
(µP )
Dimetiléter −4.276 0.3026 6.3528x10−5 0 0
Metanol −14.236 0.3893 −6.2762x10−5 0 0
Agua −36.826 0.429 −1.62x10−5 0 0
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Para estimar los parámetros a y b de mezcla (am y bm), se emplearon las siguientes ecuaciones












Donde Tc es la temperatura critica, Pc es la presión critica, ω es el factor acéntrico y Tr
es la temperatura reducida. Los valores para la temperatura y presión cŕıtica y los factores
acéntricos de los compuestos son mostrados en la tabla 6.7.
Tabla 6.7: Factor acéntrico, temperatura y presión critica de los compuestos puros (Poling
et al., 2001).
Compuesto ω Tc(K) Pc(Pa)
Dimetiléter 0.2 400.1 5.40x10−6
Metanol 0.565 512.64 8.10x10−6
Agua 0.344 647.14 2.21x10−7
La solución de la ecuación cúbica de estado (ecuación 6.46) lleva a encontrar tres ráıces. De
las cuales, es posible que para ciertas condiciones dos de estas sean números complejos. No
obstante, las ráıces con significado f́ısico siempre son valores reales positivos. La ráız menor
corresponde al estado ĺıquido y la mayor al estado gaseoso de la mezcla (en este caso se toma
la ráız mayor). Mientras que la tercer ráız, la cual está en el medio, carece de significado
f́ısico (Smith et al., 2007).
6.2.5.4. Coeficientes de transferencia de calor y masa
Los coeficientes de transferencia de calor y masa de peĺıcula fueron estimados empleando las














Donde Rep es el número de Reynolds de part́ıcula, Sci es el número de Schmidt del compo-
nente i, Pr es el número de Prandtl, εp es la porosidad del catalizador y uS es la velocidad
del gas.
6.2.5.5. Factor de fricción en un lecho empacado
La ecuación de Ergun es la ecuación más popular para la estimación de la cáıda de presión de
flujos en lechos empacados. En esta ecuación se considera que el lecho empacado consiste en











Donde f es el factor de fricción, εp es la porosidad del lecho empacado. Los parámetros a y
b son constantes que equivalen a 1.75 y 150, respectivamente.
6.2.5.6. Conductividad térmica efectiva
Para calcular la conductividad térmica efectiva, se deben estimar dos contribuciones de la
transferencia de calor, una estática y otra dinámica. La contribución estática se calculó según
la ecuación (Gates, 1985; Valencia and Alzate, 1999):
λ0ef = λgasεp + λgas (1− εp) ∗
(
βb
τ + (2/3) (λgas/λcat)
)
(6.57)
Donde βb es el cociente de la distancia efectiva entre part́ıculas y el diámetro de part́ıcula.
Siendo igual a 1 para empaque suelto y a 0.895 para empaque denso. El factor τ1,2 se calcula
como:




Donde τ1 y τ2 son función de las conductividades térmicas del gas y del catalizador. Valen-
cia and Alzate (1999) realizaron una linealización para estos dos parámetros. La ecuación
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(6.59)
Donde el parámetro k puede ser 1 ó 2, de manera que se puedan calcular los parámetros τ1
y τ2 de la ecuación 6.58. Los coeficientes de esta ecuación son mostrados en la tabla 6.8.
















De esta manera, la conductividad térmica efectiva puede ser definida como (Gates, 1985;







Para estimar los coeficientes de difusividad se empleó la Correlación de Fuller, Schettler y






















Donde DAB es la difusividad de gas binario de los compuestos A y B en cm
2/s, Patm es la
presión total en atm, T es la temperatura en K,
∑
Vi es la suma de los volúmenes de difu-
sión para el componente i y PMi es el peso molecular del componente i. En este caso
∑
Vi
corresponde a 29.9, 12.7 y 46.4 para el metanol, el agua y el dimetiléter, respectivamente.
Por otro lado, para una reacción de la forma aA→ sS + rR, la difusividad binaria media se

























Donde DAm es la difusividad binaria media del componente A, wi es la fracción molar del
compuesto i y δA es la expansión por mol de referencia al componente A . El factor δA se
calcula como (Froment et al., 2011):
δA = (r + s− a) /a (6.64)
El flujo de difusión Knudsen se da cuando la trayectoria libre de los componentes es mucho
mayor que las dimensiones de los poros, la transferencia de momento proviene principalmen-
te de colisiones con las paredes de los poros. Este régimen se da principalmente cuando se
trabajan presiones por debajo de 5 bar y tamaños de poro entre 3 y 200 nm. El flujo de difu-
sión de Knudsen del componente A es independiente de los flujos de los otros componentes.








Donde Dk,A es la difusividad de Knudsen del componente A y rporo es el radio del poro.
Empleando el coeficiente de difusividad media y el coeficiente de difusividad de Knudsen, la










Debido al camino tortuoso que deben recorrer las especies para llegar hasta el centro de la
part́ıcula de catalizador. El gradiente de concentración basado en la coordenada radial de la
part́ıcula debe ser corregido por un factor de tortuosidad. Lo que da lugar a una difusividad





Donde τ es el factor de tortuosidad (τ > 1) y DA,ef es la difusividad efectiva de componente
A.
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6.2.5.8. Estimación de las propiedades empleadas en las simulaciones en CFD
Algunos de las propiedades y parámetros usados en las simulaciones en CFD fueron definidos
en Matlab R© y arrastrados mediante el LiveLink for Matlab R© de COMSOL Multiphysics R©.
En la tabla 6.9 se presentan los parámetros que fueron transferidos desde Matlab R©. La
columna de argumentos indica los parámetros que se requieren para el cálculo de las propie-
dades y por consiguiente deben ser alimentadas por el software de CFD. En este caso, los
valores exportados a Matlab R©, corresponden a los estados del sistema, por lo que también
deben definirse las derivadas parciales de estas propiedades en función de cada uno de los
estados alimentados. Los valores de estas derivadas parciales también fueron definidos en
Matlab R© usando la función jacobian y transferidos a COMSOL Multiphysics R©. En el caso
del factor de compresibilidad (Z), como este es calculado de una ecuación cúbica de estado,
las derivadas parciales son calculadas impĺıcitamente y despejadas de la ecuación. Debido a
la alta no linealidad del sistema de ecuaciones obtenidos en CFD, en algunos casos para las
difusividades se emplearon los valores promedios obtenidos de las simulaciones de Matlab R©.
Tabla 6.9: Parámetros y propiedades empleadas en la simulación del reactor de lecho empa-
cado en CFD
Parámetro Argumentos
Viscosidad dinámica del fluido (µf ) T , wm, wd
Conductividad térmica del fluido (λf ) T , wm, wd
Calor espećıfico del fluido (Cp,f ) T , wm, wd
Factor de comprensibilidad (Z) T , wm, wd, P
Difusividad del componente
i en la mezcla
Agua (Da,m) T , wm, wd, P
Metanol (Dm,m) T , wm, wd, P
DME (Dd,m) T , wm, wd, P
Difusividad efectiva
del componente i
Agua (Da,ef ) T , wm, wd, P
Metanol (Dm,ef ) T , wm, wd, P
DME (Dd,ef ) T , wm, wd, P
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6.3. Resultados
6.3.1. Estimación de parámetros
6.3.1.1. Parámetros cinéticos
En la tabla 6.10 se presentan los valores estimados para todos los parámetros cinéticos que
fueron empleados para la simulación del reactor. El factor preexponencial y la enerǵıa ex-
ponencial de la constante de absorción del metanol (KCH3OH) fueron estimados en primer
lugar usando el curve fitting toolboxTM de Matlab R©. Para este ajuste se emplearon los datos
experimentales reportados por Bercic and Levec (1992) quienes emplearon un reactor dife-
rencial para determinar la velocidad de reacción para un rango de temperaturas de 561.70K
a 632.56K y fracciones volumétricas de metanol de 0.15 a 0.9 empleando nitrógeno como
compuesto inerte. Como ecuación objetivo para el ajuste de los coeficientes se empleó la
ecuación de la cinética de reacción junto con la ecuación de Arrhenius, ecuaciones 6.37 y
6.35. El ajuste se realizó empleando el algoritmo “trust-region” con una tolerancia absoluta
de 3x10−5. En la figura 6.5 se comparan los resultados obtenidos con el ajuste y los datos
experimentales. Este ajuste preliminar arrojó con un coeficiente de determinación (R2) de
0.9979, los coeficientes de la ecuación de Arrhenius para KCH3OH son mostrados en la tabla
6.10. Debido a que los datos experimentales empleados en el ajuste solo incluyen datos de la
velocidad de reacción en función de la concentración de metanol, en esta primera aproxima-
ción no fue posible estimar los otros parámetros cinéticos.








3/kmol 1.051x10−5 K 1.077x104
KH2O m
3/kmol 1.501 K 2775
Con el fin de calcular los parámetros cinéticos restantes se empleó la función lsqcurvefit
de Matlab R© con el algoritmo “trust-region reflective” y una tolerancia de 10−10. El mode-
lo pseudo-homogéneo del PBR se usó como función objetivo para ajustar estos coeficientes
cinéticos a los datos de temperatura y conversión reportados por Bercic and Levec (1993).
Los cuales realizaron 4 experimentos empleando temperaturas y flujos de alimentación di-
ferentes (como se muestra en la tabla 6.1). Con un coeficiente de determinación (R2) de
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Figura 6.5: Comparación de la velocidad de reacción obtenida experimentalmente en un
reactor diferencial por Bercic and Levec (1992) y obtenida aqúı mediante el
ajuste de los coeficientes de Arrhenius para KCH3OH .
0.9591, los coeficientes cinéticos para la estimación de k y KH2O son mostrados en la ta-
bla 6.10. Como condiciones iniciales en ambas aproximaciones se emplearon los parámetros
cinéticos reportados por Bercic and Levec (1993).
6.3.1.2. Propiedades de part́ıcula
La tortuosidad (τ) y el diámetro del poro (rporo) de las part́ıculas de catalizador, los cua-
les son usados en la estimación de las difusividades de los compuestos, fueron estimados
empleando de igual manera la función lsqcurvefit de Matlab R©. En este caso se empleó el
modelo heterogéneo del PBR, junto con los datos experimentales a lo largo del reactor de
lecho empacado de Bercic and Levec (1993). Como estimados iniciales se empleó un rporo
de 5.4x10−7 m y una tortuosidad de 2.4 (Hogendoorn et al., 1994). De esta estimación de
parámetros se obtuvo un rporo de 3.56x10
−8 m y una tortuosidad de 3.25. En la figura 6.6
se muestra la comparación entre la distribución de temperatura y conversión a lo largo del
reactor encontradas aqúı con las propiedades cinéticas y de part́ıcula calculadas con la dis-
tribución encontrada por Bercic and Levec (1993). Este ajuste final de propiedades, permitió
obtener un R2 de 0.973.
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(a) Conversión (b) Temperatura
Figura 6.6: Comparación entre la distribución de a) conversión y b) temperatura a lo largo
del PBR entre el modelo heterogéneo y los datos encontrados por Bercic and
Levec (1993). Experimentos: 1. T0 = 551.15 K, Fvol = 4.34 L/h, 2. T0 = 561.15
K, Fvol = 4.34 L/h, 3. T0 = 551.15 K, Fvol = 6.74 L/h, 4. T0 = 561.15 K,
Fvol = 6.74 L/h.
6.3.2. Comparación de perfiles del PBR
Con el fin de comparar los resultados de una manera semejante entre los modelos 1D y 2D
desarrollados en Matlab R© y en CFD, en las geometŕıas de CFD en 2D se definió una ĺınea
a lo largo del centro del reactor. De manera que se pudieran representar estos resultados en
una sola dimensión. Para estos casos, de igual manera se muestran las distribuciones en 2D
de las principales variables del sistema reactivo.
En la figura 6.7 se muestra la distribución de temperatura y conversión obtenida por medio
de CFD empleando las tres aproximaciones para la transferencia de calor. Como la relación
estudiada es exotérmica, la temperatura del reactor aumenta a medida que los reactivos
reaccionan. En el caso donde los modelos de equilibrio térmico y no equilibrio térmico fueron
empleados, la temperatura solo aumenta unos pocos grados desde la temperatura de entrada
(desde 551.15 K hasta 564 y 557 K, respectivamente). A diferencia de cuando solo la fase
gas es tenida en cuenta en el balance de calor, donde la temperatura sube hasta los 612
K aproximadamente. Debido a que la velocidad de reacción aumenta inicialmente con la
temperatura, en este caso donde la temperatura es mayor se alcanza a obtener una mayor
conversión. Incluso se puede decir que se alcanza el equilibrio qúımico, pues la conversión
aumenta muy poco el tramo final del lecho. Debido a la baja temperatura, en los otros dos
casos, la conversión sigue aumentando muy lentamente hasta la parte final del lecho, por lo
que no se alcanza el equilibrio.













Figura 6.7: Comparación de la distribución de temperaturas del fluido y conversiones en el
reactor de lecho empacado estimadas mediante diferentes modelos para la trans-
ferencia de calor en CFD. Distribución de la temperatura: (a) solo fase fluida,
(b) equilibrio térmico y (c) no equilibrio térmico. Distribución de la conversión:
(d) solo fase fluida, (e) equilibrio térmico y (f) no equilibrio térmico. Las tempe-
raturas están en K.
En la figura 6.8 se comparan los perfiles de temperatura y de conversión obtenido a lo largo
del reactor con todas las aproximaciones estudiadas aqúı. Como se ve en la figura 6.8a, en
la mayoŕıa de los casos, inicialmente la temperatura aumenta rápidamente debido a que en
este primer tramo del reactor la concentración de reactivos es alta y la de productos es baja.
La velocidad de reacción también es muy alta, ya que esta es función de la temperatura y las
concentraciones. La temperatura obtenida con los modelos en CFD fue mucho más baja que
la reportada por Bercic and Levec (1993) (hasta 663 K). El perfil de temperaturas encon-
trado empleando el modelo heterogéneo presentó la mayor similitud con el perfil encontrado
en la literatura. Aunque en esta primera, la temperatura aumenta solamente hasta los 648 K.
En la figura 6.8b se presentan los perfiles de temperatura obtenidos para el sólido, para los
dos casos donde se emplearon balances de enerǵıa separados para la fase sólida y fluida. En
el caso del modelo heterogéneo, se empleó la temperatura promedio obtenida a lo largo del
radio de la part́ıcula. La reacción se da en el interior de la part́ıcula de catalizador, por lo que
como la reacción es exotérmica, la temperatura en la part́ıcula es mayor que la del seno del
fluido. Esta diferencia también se vio cuando se empleó el modelo de no-equilibrio-térmico,
aunque esta diferencia es muy poca y es dif́ıcil observar en las figuras mostradas. Las grandes
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(a) Temperatura del fluido (b) Temperatura del sólido (c) Conversión
Figura 6.8: Comparación del perfil de temperatura y conversión a lo largo del reactor de
lecho empacado: (a) temperatura de la fase fluida, (b) temperatura de la fase
sólida y (c) conversión. Las temperaturas están en K.
diferencias encontradas en las aproximaciones de CFD, se pueden deber a las suposiciones
que hace cada modelo de transferencia de calor. En los modelos de equilibrio-térmico y no-
equilibrio-térmico se tiene en cuenta la fase sólida (a diferencia del modelo del fluido). Como
el sólido tiene una gran densidad en comparación que el gas, requiere una mayor cantidad
de calor para aumentar de temperatura. Ya que la diferencia en la capacidad caloŕıfica de
ambas fases no es tan significativa. Lo que puede explicar en parte porque cuando se tiene
en cuenta solamente la fase gaseosa, la temperatura es mayor.
El perfil de conversión presentado en la figura 6.8c muestra que existe una mejor similitud en-
tre las diferentes aproximaciones. En los casos de CFD donde no se pudo obtener un aumento
adecuado de la temperatura, la conversión aumenta más lentamente a lo largo del reactor,
llegando hasta una conversión de alrededor el 70 %. El modelo heterogéneo y el modelo en
CFD con el balance de calor para el fluido, permitieron llegar hasta unas conversiones del 75
y el 80 %, respectivamente. Estas dos aproximaciones son las más cercanas a las reportadas
por Bercic and Levec (1993) donde la conversión máxima obtenida al final del lecho fue del
81 % aproximadamente. Aunque en estas dos aproximaciones la velocidad de reacción parece
ser mayor, pues la conversión aumenta más rápidamente.
Cabe agregar que como la reacción es de equilibrio y exotérmica, la conversión de equilibrio
disminuirá al aumentar la temperatura. Por lo que los casos con menores temperaturas de-
berán llegar a una conversión mayor. Lo que no pasa al compararlo con el caso reportado por
Bercic and Levec (1993), quienes obtuvieron una conversión un poco mayor a los casos don-
de se empleó el modelo heterogéneo y el modelo de CFD con el balance de calor para el fluido.
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También se puede observar que la conversión en el modelo heterogéneo es mayor que la del
homogéneo. Aunque el reactivo debe difundirse hasta el interior de las part́ıculas, la tem-
peratura en el interior de las part́ıculas es mayor que la del fluido externo. Esto debido a
que el calor de reacción se libera dentro de las part́ıculas de catalizador. Esto hace que en
un principio la velocidad de reacción aumente debido a una temperatura más alta. Conse-
cuentemente obtienen coeficientes de efectividad mayores a 1, los cuales permiten tener una
velocidad de reacción efectiva mayor.
Las distribuciones obtenidas mediante CFD para las concentración de reactivos y productos
en el seno del fluido a lo largo del PBR, son mostrados en la figura 6.9. La variación radial de
las concentraciones, aśı como de las temperaturas (mostradas en la figura 6.7) no es notable
a simple vista. Validando la condición de flujo pistón mencionado en la sección 6.2.1. Lo
que implica que para este sistema la suposición de flujo pistón puede ser válida. Cuando el
modelo de calor en el fluido fue usado solamente, las concentraciones de los productos (agua
y dimetiléter) y reactivos (metanol), incrementan y desaparecen rápidamente. En los dos
casos restantes la aparición y desaparición de reactivos y productos es mucho más lenta.
En la figura 6.10 se comparan los perfiles de las concentraciones obtenidas a lo largo del lecho,
empleando todas las aproximaciones estudiadas aqúı. Los modelos heterogéneo y CFD-fluido
parecen concordar bastante bien respecto a las concentraciones máximas alcanzadas, como
se vio en los perfiles de conversión (figura 6.7c).
La presión de flujo y las magnitudes y vectores de velocidad desarrolladas por el fluido a
través del lecho poroso, son presentados en la figura 6.11. Distribuciones similares para las
magnitudes de presión y velocidad se obtuvieron para las tres simulaciones de CFD. La
magnitud de velocidad en la figura 6.11a, se mantiene constante en casi todo el tubo. Esta
se aproxima a cero cerca de las paredes (debido a la condición de no deslizamiento), para
luego tener un ligero incremento y volver a disminuir hacia el centro del tubo. Esto se puede
deber al efecto del modelo del lecho poroso en el flujo de los fluidos.
En la figura 6.11b se presenta la distribución de la presión obtenida en las simulaciones en
CFD, mientras que en la figura 6.12 se compara con las otras aproximaciones. Según los
resultados obtenidos en CFD, a medida que el fluido gaseoso fluye por el lecho empacado, la
presión va disminuyendo de una manera aproximadamente lineal. En este caso la cáıda de
presión en 0.35 m de lecho es de aproximadamente 3.5 kPa. En las otras dos simulaciones,
donde se emplearon los modelos heterogéneo y homogéneo en 1D, la cáıda de presión es




















Figura 6.9: Comparación de la distribución de concentración del reactor de lecho empacado
estimadas mediante diferentes modelos para la transferencia de calor en CFD.
Solo fase fluida: concentración de (a) metanol, (b) dimetiléter y (c) agua. Equi-
librio térmico: (d) metanol, (e) dimetiléter y (f) agua. No equilibrio térmico: (g)
metanol, (h) dimetiléter y (i) agua. Las concentraciones están en mol/m3.
(a) CM (b) CD (c) CA
Figura 6.10: Comparación del perfil de concentraciones a lo largo del reactor de lecho em-
pacado: (a) concentración de metanol, (b) concentración de dimetiléter y (c)
concentración de agua.
madamente. También se pude observar que la presión solo vaŕıa en la dirección longitudinal
del tubo. En este caso al tratarse de un gas, la disminución de la presión ocasiona también
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una disminución en la concentración total y en la densidad del gas. Cabe agregar que en el
sistema estudiado no hay cambio en el número de moles por la reacción qúımica, por lo que
no hay efecto en la presión.
(a) Velocidad (b) Presión
Figura 6.11: Distribución de velocidad y presión en el reactor de lecho empacado encontrada
a través de CFD: (a) Velocidad del fluido, (b) Presión. La velocidad está en
m/s y la presión en Pa.
Figura 6.12: Comparación del perfil de presión a lo largo del reactor de lecho empacado
En la figura 6.13 se muestra cómo cambia el perfil de concentración de metanol, diemtiléter
y el agua en la part́ıcula de catalizador para diferentes longitudes del lecho. El metanol (el
reactivo) debe difundirse desde el seno del fluido hasta la parte interna de la part́ıcula, donde
se da la reacción. Esto concuerda con los resultados hallados para el metanol, puesto que,
para todas las longitudes del lecho evaluadas, la concentración de metanol es mayor en las
partes más externas de la peĺıcula que en el centro de esta. En el caso de los productos, estos
se generan en el centro de part́ıcula, para luego difundirse hasta el seno del fluido. Lo que
concuerda con lo mostrado para el dimetiléter y el agua, pues la concentración de estas es





























































Figura 6.13: Distribución de concentración de part́ıcula para diferentes longitudes del lecho empacado estimadas me-
diante diferentes modelos para la transferencia de calor en CFD. Concentración de metanol: Solo fase fluida:
(a) 0 m, (b) 0.2 m y (c) 0.35 m. Equilibrio térmico: (d) 0 m, (e) 0.2 m y (f) 0.35 m. Concentración de
dimetiléter: Solo fase fluida: (g) 0 m, (h) 0.2 m y (i) 0.35 m. Equilibrio térmico: (j) 0 m, (k) 0.2 m y (l)
0.35 m. Concentración de agua: Solo fase fluida: (m) 0, m (n) 0.2 m y (ñ) 0.35 m. Equilibrio térmico: (o) 0
m, (p) 0.2 m y (q) 0.35 m. Las concentraciones están en mol/m3.
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6.4. Conclusiones
Por medio de aproximaciones computacionales, fue posible realizar el modelamiento de un
reactor de lecho empacado para la producción de dimetiléter, teniendo en cuenta las resis-
tencias de transferencia de calor y masa en la part́ıcula. Las aproximaciones realizadas en
Matlab R© permitieron ajustar los perfiles de temperatura y conversión a los reportados por
Bercic and Levec (1993). Las simulaciones realizadas en COMSOL Multiphysics R© presen-
taron una mayor diferencia, debido principalmente a los modelos de transferencia de calor
empleados, en los cuales las suposiciones de cada uno no permitió que la temperatura del
reactor aumentara hasta los valores esperados. Solo la simulación en la que se empleó el
modelo de transferencia de calor para la fase gaseosa presentó un comportamiento similar
al de las otras aproximaciones, aunque la temperatura máxima alcanzada todav́ıa está por
debajo de la reportada.
La diferencia encontrada entre los modelos heterogéneo y homogéneo para el caso estudiado,
no es muy grande. Esto se puede ser atribuido a que la resistencia a la difusión de materia y
calor intrapart́ıcula es baja en sistemas reactivos como este, en el que el tamaño de part́ıcula
del catalizador es muy pequeño y en el que los coeficientes de difusividad estimados son re-
lativamente grandes (debido a que el fluido se encuentra en fase gas (Mostinsky, 2011)). Por
lo que para casos en los que se tengan part́ıculas de catalizador más grandes y las especies
presenten un menor coeficiente de difusividad, el desempeño del reactor no se verá limitado
por la velocidad de reacción, el equilibrio qúımico y la selectividad. Sino también por la
difusión de las especies reactivas desde el seno del fluido hasta los sitios activos en el centro
de las part́ıculas de catalizador, donde se da la reacción qúımica.
Los modelos en 1D se ven limitados por las simplificaciones con que las ecuaciones del
modelo son sintetizadas. Entonces, la incertidumbre estructural es trasmitida a las variables
o parámetros que son estimados utilizando dichos modelos. Teniendo en cuenta que algunos
de los parámetros usados en las simulaciones de CFD fueron estimados empleando estos
modelos más simplificados en 1D, se considera que una nueva estimación debe realizarse para
el modelo 2D de COMSOL Multiphysics R©, la cual se cree representara mejor los resultados.
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6.5. Lista de śımbolos
Śımbolos con letras latinas
Śımbolo Término Unidad SI Definición










Bih Número de Biot de transferencia de calor 1
hf rpe
λcat
Bim Número de Biot de transferencia de masa 1
kf rpe
Di,ef


















ci Concentración adimensional de la especie i 1
Ci
Csup,i























dp Diámetro de la part́ıcula m −
dt Diámetro interno del tubo m −




F Fuerzas de volumen N
m3
−





h Tamaño de elemento m −








JD Factor adimensional de transferencia de masa 1 −
JH Factor adimensional de transferencia de calor 1 −
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Śımbolo Término Unidad SI Definición








Keq Constante de equilibrio 1 −




k Constante de velocidad de reacción mol
kgcath
−











L Longitud del tubo m −
N Vector de flujo mol
m2s
−




P Presión Pa −
Patm Presión en atmosferas atm −
Pc Presión cŕıtica Pa −
PM Peso molecular g
mol
−




Pr Número de Prandtl 1
Cp,fµf
λf












q Flujo de calor conductivo W
m2
−









Re Número de Reynolds de flujo en un tubo circular 1
dtuSρf
µf
Rep Número de Reynolds de part́ıcula 1
dpuSρf
µf
RG Constante universal de los gases
J
mol∗K 8.3144
r Coordenada radial m −
rpe Radio de la part́ıcula de catalizador m −
6.5 Lista de śımbolos 181
Śımbolo Término Unidad SI Definición
Sc Número de Schmidt para la especie i 1
µf
ρfDim
s Factor de forma 1 0, 1ó2
T Temperatura ◦C −
Tc Temperatura cŕıtica
◦C −
Tr Temperatura reducida 1
T
Tc
Tsup Temperatura en la superficie de la part́ıcula
◦C −
t Tiempo s −
u Vector de velocidad m
s
−
u Componente de velocidad en el eje x m
s
−




v Componente de velocidad en el eje y m
s
−
w Componente de velocidad en el eje z m
s
−
wi Fracción molar del componente i 1
Ci
CT
wsup,i Fracción molar del componente i en 1
Csup,i
Csup,T
la superficie del catalizador
x Radio adimensional de part́ıcula 1 r
rpe
Z Factor de compresibilidad 1 1
z1 Gradiente de concentración adimensional en la part́ıcula 1
dc
dx
z2 Gradiente de temperatura adimensional en la part́ıcula 1
dθ
dx
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Śımbolos con letras griegas
Śımbolo Término Unidad SI Definición
β Número de Prater 1
CTwi,supDi,ef (−∆Hrxn)
Tλef
βb Cociente de la distancia efectiva entre 1 −
part́ıculas y el diámetro de part́ıcula








εp Porosidad del empaque 1 −
ηefec Factor de efectividad 1 −
θ Temperatura adimensional 1 Ti
Tsup,i
θp Fracción de volumen de sólido (1− εp) −
κ Permeabilidad m2 −
λ Conductividad térmica W
Km
−


















µ Viscosidad dinámica Pa ∗ s −










Vi Suma de los volúmenes de difusión para 1 −
la especie i
σ Coeficiente estequiométrico 1 −
τ Factor de tortuosidad 1 −
τ1,2 Factor para la estimación de la conductividad 1 −
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Śımbolo Término Unidad SI Definición
térmica efectiva




φij Parámetro de interacción de la ecuación de Wilke 1 −
ω Factor acéntrico 1 −
Sub́ındices
Sub́ındice Término
0 Propiedad o parámetro inicial
ef Propiedad o parámetro efectivo
f Propiedad o parámetro referente al seno del fluido
i Propiedad o parámetro referente al componente i
j Propiedad o parámetro referente al componente j
k Parámetro referente a la reacción k
part Propiedad o parámetro referente al interior part́ıcula
s Propiedad o parámetro referente a la fase sólida
sup Propiedad o parámetro referente a la superficie de la part́ıcula
t Propiedad o parámetro referente a la mezcla total
x Componente en el eje x
y Componente en el eje y
z Componente en el eje z



























I Matriz identidad [1 0 ; 0 1] , [1 0 0 ; 0 1 0 ; 0 0 1] ...
* Con f = fxi+ fyj + fzw, (Schey, 1997).
** i, j y k son vectores unitarios representando los ejes de las coordenadas cartesianas (Schey,
1997).
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Abreviaturas
Abreviatura Término
CFD Dinámica de fluidos computacional
C.F. Condiciones de frontera
DME Dimetiléter
PBR Reactor de lecho empacado
7 Conclusiones y recomendaciones
7.1. Conclusiones
En esta tesis se ha investigado el diseño y desempeño de diferentes sistemas usando una
aproximación de dinámica de fluidos computacional (CFD). En primera instancia se evaluó
y adaptó una metodoloǵıa para desarrollar simulaciones en CFD, la cual fue construida con
base en los casos de estudio investigados en este trabajo. Con el fin de tener en cuenta desde
los casos más simples hasta los más complejos, se tuvieron en cuenta casos que involucran
desde hidrodinámica simple hasta casos incluyendo múltiples fenómenos acoplados. Estos
casos de estudio incluyen: diseño de un dispositivo de separación de fases inmiscibles en
micro-fluidos, evaluación de configuraciones de un floculador hidráulico, evaluación de dos
tanques agitados donde se consideraron dos escalas diferentes y el análisis de un reactor de
lecho empacado (PBR). Cabe agregar que la metodoloǵıa fue desarrollada de una mane-
ra general con base en los casos estudiados aqúı mediante el programa de CFD COMSOL
Multiphysics R©, de forma que pudiera servir de base para casi cualquier caso de estudio. Sin
embargo, la aplicación de diferentes módulos o funciones en ciertos casos espećıficos, podŕıa
requerir algunos pasos adicionales no contemplados en la metodoloǵıa.
De acuerdo a los requerimientos de cada caso, se tuvieron en cuenta diferentes aproximacio-
nes para modelar la dinámica de fluidos, el cual es el eje central de las herramientas de CFD.
Se empleó desde flujo laminar y turbulento para flujos de dos fases inmiscibles, flujos con
sustancias diluidas, flujos en sistemas rotativos y flujos a través de lechos porosos. Debido
a la complejidad del caso del PBR, se emplearon además reacción qúımica y transporte de
especies en lechos porosos, donde se tuvo en cuenta la difusión de los compuestos en la parte
interna de los catalizadores. Respecto al balance de enerǵıa, se estudiaron tres aproximacio-
nes: solo fluido, equilibrio térmico y no-equilibrio térmico entre la fase fluida y la fase sólida.
También se hizo uso del módulo de livelink con Matlab R© para la estimación de parámetros y
propiedades en función de las variables del sistema. Los casos se estudiaron tanto en estado
transiente como en estado estacionario.
La diferencia entre las geometŕıas, escalas y fenómenos predominantes de cada caso de estu-
dio, muestra la versatilidad que posee esta herramienta. La fácil modificación de geometŕıas y
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parámetros del sistema, aśı como fácil extracción de datos y análisis de resultados muestra el
gran potencial que tiene esta herramienta para evaluar y describir el comportamiento de sis-
temas con diferentes diseños y configuraciones. Cabe agregar que para casos con geometŕıas
complejas o que involucren múltiples fenómenos acoplados, la estabilidad y el tamaño del
sistema de ecuaciones a resolver es una gran limitación, pues los solucionadores podŕıan no
converger o tardar tiempos muy largos para encontrar una solución que satisfaga la toleran-
cia establecida.
Estas herramientas cuentan además con una gran variedad de modelos para diferentes
fenómenos además de los utilizados aqúı. Por lo que tiene el potencial de permitir el modela-
miento de una gran diversidad de sistemas diferentes. Sin embargo, la diversidad de modelos
disponibles para describir un mismo fenómeno, aśı mismo como las diferencias encontradas
entre estos, demuestra que la elección de un modelo adecuado es determinante para encontrar
resultados razonables que reflejen el comportamiento real del sistema que se quiere modelar.
Lo que muestra la importancia de estudiar y conocer el sistema a simular con anterioridad.
Como caso principal de estudió de CFD, se propuso investigar un dispositivo de separación
de fases inmiscibles en micro-canales. A través de CFD se pudieron evaluar diferentes diseños
y configuraciones, los cuales sirvieron de base para construir un dispositivo experimental.
Aunque para los mejores casos en las simulaciones fue posible obtener una separación com-
pleta de fases, experimentalmente esto no fue posible. Debido a que este caso contribuye a
un esfuerzo conjunto llevado a cabo en el grupo de investigación, se espera que los resultados
obtenidos en este trabajo sirvan de base para el desarrollo de un dispositivo de fases eficien-
te que permita dar viabilidad al sistema de membrana ĺıquida en flujo de Taylor (LMTF).
Por otro lado, se espera que la metodoloǵıa propuesta, aśı como todos los casos de estudio
implementados en este trabajo sirvan de base para que las herramientas de CFD se sigan
aplicando para diferentes investigaciones futuras.
7.2. Recomendaciones
A través de los casos estudiados en esta tesis se pudo identificar ciertas problemáticas o
situaciones, las cuales no fue posible resolver debido a limitaciones de tiempo:
• En las pruebas experimentales del dispositivo de separación de fases no fue posible
alcanzar una separación completa. Con base en los resultados obtenidos en los ex-
perimentos y las simulaciones puede ser posible plantear configuraciones o diseños
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diferentes para mejorar el desempeño de la separación. El mecanismo de separación
evaluado se basa en la mojabilidad preferencial de los fluidos. Sin embargo, otros prin-
cipios también podŕıan ser explotados para llevar a cabo la separación de fases, como
lo son la aplicación de campos eléctricos o magnéticos.
• La validación de los resultados es un paso esencial para asegurar que los resultados de
las simulaciones predicen de forma aproximada el comportamiento real del sistema. En
este trabajo la mayoŕıa de casos estudiados fueron comparados con datos experimenta-
les obtenidos aqúı o en la literatura. En el caso del floculador, los resultados obtenidos
mediante las simulaciones en CFD fueron solamente comparados con los datos teóricos
obtenidos a través de las ecuaciones de diseño. Aunque se obtuvo una buena concordan-
cia entre los datos obtenidos de las simulaciones en CFD y de las ecuaciones de diseño,
puede ser necesario realizar pruebas experimentales, como por ejemplo de trazadores
en el equipo real para dar validez a los resultados encontrados en CFD.
• La comparación entre las dos aproximaciones de CFD (COMSOL Multiphysics R© y
Ansys R© CFX) empleadas para la simulación de sistemas agitados mostraron una dife-
rencia apreciable en la velocidad tangencial del flujo y en algunas variables turbulentas
principalmente en el caso del tanque agitado piloto. Esto implica que estas simulacio-
nes podŕıan refinarse aún más con el fin de reproducir unos resultados más cercanos al
caso tomado como base.
• A través de las simulaciones en CFD del reactor de lecho empacado (PBR), fue posible
encontrar en algunos casos perfiles de concentración similares a los encontrados en la
literatura y a los modelados en Matlab R© en 1D. Sin embargo, ninguna de las aproxi-
maciones empleadas para el balance de enerǵıa permitió obtener una distribución de
temperatura similar a la encontrada en estos casos base. Por lo que aún es necesario
encontrar configuraciones o modelos que permitan describir un balance de enerǵıa más
acorde al esperado.
• La metodoloǵıa fue adaptada y validada con base en la experiencia obtenida a través
del desarrollo de los 4 casos de estudio investigados en esta tesis. Estos se escogieron
teniendo en cuenta su relevancia en la ingenieŕıa qúımica. Por esta razón, solo se
exploraron algunos módulos del software de CFD COMSOL Multiphysics R©. Entonces,
con el fin de proponer una metodoloǵıa más espećıfica para ciertos casos especiales,
es necesario explorar más los módulos y funciones del programa no discutidos en este
trabajo.
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Garćıa, M. G., Alzate, J. F., and Cárdenas., J. G. (2008). Difusión y reacción en medios
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edition.
Mcnaughton, J. (2013). Turbulence modelling in the near-field of an axial flow tidal turbine
in CodeSaturne. PhD thesis, Manchester, UK, University of Manchester.
Mehta, H. B., Banerjee, J., Bambhania, M. P., and Desai, J. B. (2011). CFD analysis on
taylor slug flow through 3D vertical mini-channel. In ASME 9th International Conference
on Nanochannels, Microchannels, and Minichannel, volume 2, pages 309–315.
Mierka, O., Munir, M., Spille, C., Timmermann, J., Schlüter, M., and Turek, S. (2017). Reac-
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