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Abstract
In modern practical data centers, storage nodes are usually organized into equally sized
groups, which is called racks. The cost of cross-rack communication is much more ex-
pensive compared with the intra-rack communication cost. The codes for this system are
called rack-aware regenerating codes. Similar to standard minimum storage regenerating
(MSR) codes, it is a challenging task to construct minimum storage rack-aware regenerat-
ing (MSRR) codes achieving the cut-set bound. The known constructions of MSRR codes
achieving the cut-set bound give codes with alphabet size q exponential in the code length
n, more precisely, q = Ω(exp(nn)).
The main contribution of this paper is to provide explicit construction of MSRR codes
achieving the cut-set bound with the alphabet size linear in n. To achieve this goal, we first
present a general framework to repair Reed-Solomon codes. It turns out that the known
repairing schemes of Reed-Solomon codes can be realized under our general framework.
Several techniques are used in this paper. In particular, we use the degree decent method
to repair failure node. This technique allows us to get Reed-Solomon codes with the
alphabet size linear in n. The other techniques include choice of good polynomials. Note
that good polynomials are used for construction of locally repairable code in literature. To
the best of our knowledge, it is the first time in this paper to make use of good polynomials
for constructions of regenerating codes.
Keywods: Rack-aware model, Reed-solomon codes, minimum storage regenerating
codes.
1 Introduction
In a distributed storage system where data is written in a large number of physical storage
nodes, failure of a node or few nodes render a portion of the data inaccessible. Erasure error
correcting codes are widely used as a coding technique with good reliability and low storage
L. Jin is with Shanghai Key Laboratory of Intelligent Information Processing, School of Computer Science,
Fudan University, Shanghai 200433, P. R. China. Fudan-Zhongan Joint Laboratory of Blockchain and Infor-
mation Security, Shanghai Engineering Research Center of Blockchain, and Shanghai Institute of Intelligent
Electronics & Systems, Shanghai, P.R. China, Email: lfjin@fudan.edu.cn
G. Luo is with Department of Mathematics, Nanjing University of Aeronautics and Astronautics, Nanjing
211100, China. Email: gjluo1990@163.com
C. Xing is with School of Electronic Information and Electrical Engineering, Shanghai Jiao Tong University,
Shanghai 200240, China. He is also with School of Physical and Mathematical Sciences, Nanyang Technological
University, Singapore. Email: xingcp@ntu.edu.sg
1
redundancy compared with replication. When a node fails, one need to recover the information
in the failed node by connecting few other active nodes. Therefore, the repair bandwidth
is the total amount of the information that one need to download to complete the repair
procedure.The repair bandwidth and storage overhead are two important metrics for distributed
storage scheme.
For a data file, we usually divide the original file into k blocks where each block is an element
of a finite field F or a vector over F . Among all those erasure codes used in distributed storage,
Reed-Solomon (RS for short) codes are widely deployed which are maximum distance separable
(MDS) codes. We refer an [n, k] RS code as a code with length n and dimension k. An [n, k]
RS code encodes a data file of k blocks into n blocks by adding n − k redundancy and then
distribute n blocks into n physical storage nodes.
The fact that single node failure is the most common scenario makes the problem of repairing
one node failure as the most interesting problem. Therefore, we will focus on the recovery of
one failure node. If we encode the original file using a RS code, the conventional scheme is to
download any k active nodes to repair the failure node. In fact, the MDS property guarantees
that one can recover the whole data by downloading any k nodes. However, this naive repairing
scheme has bandwidth much larger than waht is needed for recovering one failure node and
hence it is not efficient for this scenario.
To minimize the repair bandwidth in the repairing procedure, the concept of regenerating
codes (RC) was formulated [5]. It was shown in [5] that there is a trade-off between storage and
repair bandwidth. Codes lying over this trade-off are called regenerating codes. There are two
special cases of regenerating codes that are interesting from the theoretical point of view. One
is called minimum bandwidth regenerating (MBR for short) code where the minimum repair
bandwidth is needed to repair the failed nodes. The other case is called minimum storage
regenerating (MSR for short) code that corresponds to the minimum storage. We refer the
reference [1] for an excellent survey on regenerating codes.
There are many follow-up studies on regenerating codes. In [20], the repair process for Reed-
Solomon codes was studied. A clever idea was introduced by Guruswami and Wootters [20]
using the trace function to repair any single erasure for Reed-Solomon codes, where one only
needs to download partial information from other helper nodes instead of downloading the
whole date in those nodes. Thus the repair bandwidth can be reduced. This idea was further
generalized by Tamo et al. [22]. The problem of recovering multiple erased nodes for RS codes
was also considered in [4].
However, classical regenerating codes are still limited in addressing the hierarchical nature
of data centers. In modern practical data centers, storage nodes are usually organized into
equally sized groups, which is called racks. Compared with the intra-rack communication
cost, the cross-rack communication cost is much more expensive. Therefore, within each group
nodes can communicate freely without taxing the system bandwidth and only the information
transmission from other racks counts. We can see that regenerating codes can be considered as
a special case in this rack-based model where each rack only contains one node. If each rack
contains more than one node, then the model distinguishes the communication costs between
intra-rack and cross-rack. Thus, classical regenerating codes can not minimize the cross-rack
repair bandwidth. Therefore, exploring the trade-off between storage overhead and cross-rack
repair bandwidth is of great interests in rack-aware model. It is easy to observe that the trade-
off of rack-aware regenerating codes can be degenerated to that for regenerating codes if each
rack only has one node.
2
1.1 System model
Assume a file of size M is divided into k blocks and then encoded using an error correcting
code C to tn symbols in a finite filed F . In the rack-based model, we assume that the system
center consists of n nodes which are equally divided into racks of size u. Thus there are r racks
in total (here we assume ur = n ). If one node fails, we can repair it by connecting at most d
racks (d ≤ r − 1). Those racks participating in the repair procedure is called helper racks and
d is called the repair degree. The rack where a node fails is called the host rack.
A single node repair works as follows. Let Xh,i be the i-th node in the h-th rack, h = 1, · · · , r,
i = 1, · · · , u. Without loss of generality, assume that the data in X1,1 is erased. We select a
special node Xh,1 which is called a relayer of rack h. A relayer can connect all the data in all
the available nodes in the same rack. Hence, if a data collector connects to a relayer, then it
connects to all the other nodes in the same rack. The repair procedure is to generate a new
node to store the lost data in X1,1 in the host rack. The repair process has two steps. In the
first step, we select any d helper racks and collect the relayers of these racks. In the second
step, we collects data from all the other surviving nodes in rack 1, i.e., X1,2, · · · ,X1,u. Then
we can regenerate the lost data in X1,1 by all the data from the u− 1 nodes in rack 1 and from
the other d ralayers from d helper racks.
In this rack-based model, we can ignore the intra-rack communication cost and specifically
focus on the minimization of cross-rack repair bandwidth (i.e., the total amount of information
downloaded from the other racks during a repair process). Furthermore the nodes within the
same rack can collaborate locally before being downloaded.
1.2 Known results
The rack model was previously discussed in [19, 2, 23, 8, 9]. Though the communication costs
between intra-rack and cross-racks are distinguished, the system model are not always the same.
Double regenerating codes (DRC) was proposed by Hu et al. [10] to minimize the cross-rack
repair bandwidth assuming that the minimum storage is achieved . The idea is rebuilding the
failed symbol partially within each rack and then combine them to recover the symbol across
racks. It was illustrated that the cross-rack repair bandwidth of double regenerating codes can
be less than that of regenerating codes for some code parameters. In fact, DRC are a special
example of MSRR codes with all the other r − 1 racks being helper racks to repair a failure
node. The minimum storage codes and minimum bandwidth code were also investigated in
[18]. But the parameter k must be a multiple of the number of nodes in each rack in their
model.
In a recent paper by Hou et al. [8], this model was studied both for minimum-storage (MSR)
and minimum bandwidth (MBR) scenarios while they have more flexility on the choice of
parameters. It was also shown that there exists codes with optimal repair bandwidth for a
wide-range of parameter. Similar to regenerating codes, exploring the tradeoff between storage
redundancy and cross-rack repair bandwidth is an interesting problem. Until now, few explicit
constructions of MSR codes are known for this model. A construction of minimum storage
rack-aware regenerating (MSRR) codes was given in [10], where the underlying field is of size
at most n2/u (n is the block length, u is the size of the rack). Very recently, Chen and Barg
[3] constructed MSRR codes for all parameters by designing suitable parity-check equations.
Furthermore, they also proposed a construction of MSRR codes from RS codes. However, the
alphabet size of RS codes given in [3] is exponential in the code length n. Thus reducing the
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alphabet size for MSRR codes which can achieve the cut-set bound is a challenging task.
1.3 Our contributions and techniques
The main contribution of this paper is to provide explicit construction of several classes of
MSRR codes achieving the cut-set bound with the alphabet size linear in n. The result and
technique of this paper can be summarized as follows.
1. Utilizing punctured Reed-Solomon codes, we provide a new general framework on repair-
ing Reed-Solomon codes in the rack-aware model where one can repair a failed node with
the help of any other d helper racks. It turns out that this repairing scheme is degen-
erated to a repairing scheme for regenerating codes if each rack contains only one node.
We show that many of previous repairing schemes for Reed-Solomon codes are examples
of our general framework. Furthermore, we also show that Chen and Barg’s [3] repairing
scheme for Reed-Solomon codes in the rack-aware model can be realized under our general
framework.
2. We present three classes of Reed-Solomon codes in the rack-aware model with repairing
schemes achieving the rack-aware cut-set bound and the field size is linear in the length
of these codes. In order to do so, we employ good polynomials introduced in [21] to
design the Reed-Solomon codes. Good polynomials, as a class of well known polynomials,
are widely used in the constructions of optimal locally recoverable codes [21, 13, 17] and
symmetric cryptography [16]. In this paper, we first use good polynomials to design
repairing schemes for Reed-Solomon codes in the rack-aware model which can deduce
the cross-rack repair bandwidth. Due to use of good polynomials, the degree of the
polynomial that we design to repair the failed node is very high and exceed the field
size of Reed-Solomon codes. To obtain a codeword in the dual code of a Reed-Solomon
code, we have to reduce a higher degree polynomial to a lower degree polynomial via
polynomial degree decent method. This is a fresh new idea that people have never used
in this topic. This is also why we can get a code with length linear in the field size.
Notably, the alphabet size of Reed-Solomon codes from Chen and Barg’s construction is
exponential in length n, i.e, Ω(exp(nn)).
In summary, in this paper, we (i) provide a framework to construct MSRR codes; (ii) explore
the idea of good polynomials in our construction; (iii) make use of degree decent method.
1.4 Organization of this paper
The rest of the paper is organized as follows. Section II provides some backgrounds on finite
fields, Reed-Solomon codes and rack-aware regenerating codes. In section III, we provide a
general framework on repairing Reed-Solomon codes in the rack-aware model. In section IV,
we run several examples of RS codes under the general framework. In the last section, we
employ some good polynomials satisfying the conditions required in the general framework to
obtain repairing scheme for RS codes meeting the rack-aware cut-set bound.
2 Preliminaries
In this section, we recall some relevant definitions and notations used in the following sections.
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2.1 Background on finite fields
Denote by [n] the set {1, 2, . . . , n}. Let p be a prime power and Fp a finite filed with p
elements. Assume that Fq/Fp is a field extension with [Fq : Fp] = t. The trace function is a
map from Fq to Fp defined by
TrFq/Fp(x) = x+ x
p + xp
2
+ · · ·+ xp
t−1
.
We simply denote TrFq/Fp by Tr if there is no confusion in the context. For any given Fp-basis
{η1, η2, · · · , ηt} of Fq, it is well known that there exists a dual Fp-basis {θ1, θ2, · · · , θt} (see
[14]), i.e,
Tr(ηiθj) =
{
1, for i = j,
0, for i 6= j.
Thus, one can express any element of Fq by a linear combination of trace functions. Precisely
speaking, for any element α ∈ Fq, let α =
∑t
i=1 aiθi with ai ∈ Fp. Then we have
Tr(αηj) =
t∑
i=1
aiTr(θiηj) = aj ,
for any j ∈ [t], i.e,
α =
t∑
i=1
Tr(αηi)θi. (1)
The above trace representation plays a key role in our framework of repairing the failed node.
For a subset S = {γ1, γ2, · · · , γn} of Fq, denote by SpanFp{γ1, γ2, · · · , γn} the linear span
over Fp generated by S, i.e.,
SpanFp{γ1, γ2, · · · , γn} =
{∑
z∈S
azz : az ∈ Fp
}
.
It is easy to see that SpanFp{γ1, γ2, · · · , γn} and SpanFp{αγ1, αγ2, · · · , αγn} have the same
dimension over Fp for any nonzero element α ∈ Fq.
Suppose that V is an Fp-subspace of Fq. Let LV (x) be the p-linearized polynomial defined
by
LV (x) =
∏
β∈V
(x− β).
Then LV (x) is an Fp-linear map from Fq to Fq given by α 7→ LV (α). Clearly, the kernel of LV (x)
is V and the image Im(LV ) forms an Fp-subspace of Fq with dimension equal to t− dimFp(V ).
2.2 Background on Reed-Solomon codes
Let C be an [n, k, d] linear code over Fq with dimension k and minimum Hamming distance
d. The linear code C is called an MDS code if n = k + d− 1. For a q-ary [n, k, d] linear code C
, the dual of C is defined by the set
C⊥ =
{
(x1, x2, · · · , xn) ∈ F
n
q :
n∑
i=1
cixi = 0, for all (c1, c2, · · · , cn) ∈ C
}
.
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Let α1, α2, · · · , αn be n distinct elements of Fq, where 1 < n ≤ q. For n nonzero fixed
elements v1, v2, · · · , vn of Fq (vi may not be distinct), the generalized Reed-Solomon code [15]
associated with a = (α1, α2, · · · , αn) and v = (v1, v2, · · · , vn) is defined by
GRSk(a,v) = {(v1f(α1), v2f(α2), · · · , vnf(αn)) : f(x) ∈ Fq[x], deg(f(x)) ≤ k − 1} . (2)
The code GRSk(a,v) is a q-ary [n, k, n− k+ 1]-MDS code [15, Th. 9.1.4]. If v = (1, 1, · · · , 1),
then the generalized Reed-Solomon code is termed as a Reed-Solomon code. The elements
α1, α2, · · · , αn are called the evaluation points of GRSk(a,v). It is well known that the dual
of GRSk(a,1) is GRSn−k(a,u) [11], where 1 stands for the all-one row vector of length n and
u = {u1, u2, · · · , un} with ui =
∏
1≤j≤n,j 6=i(αi − αj)
−1 for 1 ≤ i ≤ n.
2.3 Problem formulation
Assume that a file of size M = tk log p is divided into k blocks and each block stores an
element of Fq. Then these k blocks are encoded using an MDS code C of length n with each
node storing an element of Fq. The information in each node can be considered as an element
of Fq that is a t-dimensional vector over Fp. We suppose that the encoded erasure code is an
MDS code in this paper, i.e., it achieves the minimum storage property.
In the rack-aware model, we further assume that the nodes are organized into groups of size
u. Thus there are r = n/u racks in total (n is a multiple of u). Assume that the transmission
cost among the nodes in the same rack is negligible, i.e., cross-rack bandwidth is the major
concern. Data within a rack can be computed before being sent to the failure node. To repair a
failed node in a rack, the system downloads data from the other nodes in the host rack as well
as that in other arbitrary d (d ≤ r − 1) helper racks. The information within each rack can be
processed before sending for repairing the failed node. Then the failed node can be regenerated
by downloading s symbols of Fp in each of the d help racks as well as (u − 1)t symbols in the
host rack. Thus, the cross-rack repair bandwidth is ds log p. An encoding scheme that satisfies
all the above parameters n, k, d, t, s is called a rack-based storage system RSS(n, k, r, d, t, s). If
such a scheme satisfies the equality in [8, Theorem 1], then it is called a rack-aware regenerating
code RRC(n, k, r, d, a, b), where a = log q is data size stored in each node and b is the bandwidth
required to repair a failure node.
In this paper, we only consider the exact repair of rack-aware regenerating codes for one
failed node. Furthermore, the encoded erasure code is taken to be an MDS code in this paper,
i.e., it achieves the minimum storage property. An MSRR code RRC(n, k, r, d, a, b) is called
homogeneous if kr/n is an integer, otherwise it is called hybrid. As a homogeneous MSRR code
can be obtained via a MSR code, we focus on the construction of hybrid MSRR codes in the
following context.
The rack-aware version of the cut-set bound for rack-aware regenerating codes is given in
[10] through the information flow graph. It says that, to repair a failure node for a rack-aware
regenerating code RRC(n, k, r, d, a, b), one has to download b bits from helper racks with
b ≥
d log q
d− ⌊kr/n⌋+ 1
.
In the sequel, we call this bound the rack-aware cut-set bound. If u = n/r = 1, this bound is
degenerated to the cut-set bound for MSR codes.
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3 A general repair framework for Reed-Solomon codes
In this section, we present a general framework to repair Reed-Solomon codes in a rack-based
storage system.
For any two positive integers i ≤ j, we denote [i, j] = {i, i + 1, · · · , j}. Assume that p is a
prime power and q = pt.
Let a = (α1,1, α1,2, . . . , α1,u, . . . , αr,1, αr,2, . . . , αr,u) ∈ F
n
q with n = ur and αi,j being dis-
tinct elements of Fq. Let GRSk(a,1) be an [n = ur, k] Reed-Solomon code over Fq. Re-
call that in a rack-based system model, n nodes are divided into r racks. Each codeword
(f(α1,1), f(α1,2), . . . , f(α1,u), . . . , f(αr,1), f(αr,2), . . . , f(αr,u)) of GRSk(a,1) with f ∈ Fq[x]<k
can be equally divided into r racks, with u nodes in each rack as follows:
Rack 1 : f(α1,1), f(α1,2), · · · , f(α1,u),
Rack 2 : f(α2,1), f(α2,2), · · · , f(α2,u),
...
Rack r : f(αr,1), f(αr,2), · · · , f(αr,u).
(3)
This means the data at position (j, i) is the evaluation of the polynomial f(x) on the evaluation
point αj,i. Now we give a linear repairing scheme for Reed-Solomon codes in the rack-based
model.
Theorem 3.1. Assume that the Reed-Solomon code GRSk(a,1) is encoded for a rack-based
system model with r racks. Let {η1, η2, · · · , ηt} be a basis of Fq over Fp. Let 1 ≤ d ≤ r − 1.
For a given pair (s, j) ∈ [r] × [u], if there exist t polynomials ha(x) ∈ Fq[x] of degree at most
u(d + 1) − k − 1 such that ha(αs,j) = ηa for any a ∈ [t], then we can repair the j-th node of
the s-th rack with the help of any other d racks and the cross-rack repair bandwidth is given by
b = maxS⊆[r]\{s},|S|=d
∑
i∈S bi log p, where
bi = dimFp
(
SpanFp {(ha(αi,1), ha(αi,2) . . . , ha(αi,u)) : a = 1, 2 · · · , t}
)
.
Proof. Assume that the s-th rack is the host rack and the data at node (s, j) is erased. We
aim to repair f(αs,j).
Let S be a subset of [r] \ {s} of size d. Consider the following punctured code of GRSk(a,1)
Cd =
{
(f(αi,j))i∈{s}∪S, 1≤j≤u : f(x) ∈ Fq[x], deg(f(x)) ≤ k − 1
}
.
The dual code of Cd is
C⊥d =
{
(vi,jg(αi,j))i∈{s}∪S, 1≤j≤u : g(x) ∈ Fq[x], deg(g(x)) ≤ u(d+ 1)− k − 1
}
for some vi,j ∈ F
∗
q. Since deg(ha(x)) ≤ u(d+ 1)− k − 1, we have
0 =
∑
i∈{s}∪S
u∑
j=1
vi,jha(αi,j)f(αi,j),
for any a ∈ [t]. This gives
Tr(ηaf(αs,j)) = −
∑
1≤ℓ≤u,ℓ 6=j
Tr
(
vs,ℓ
vs,j
ha(αs,ℓ)f(αs,ℓ)
)
−
∑
i∈S
Tr
(
u∑
ℓ=1
vi,ℓ
vs,j
ha(αi,ℓ)f(αi,ℓ)
)
. (4)
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Suppose that {c1, c2, · · · , cbi} is an Fp-basis of SpanFp{(ha(αi,j))1≤j≤u : a = 1, 2 · · · , t}, where
i ∈ S. Then, for any (i, a) ∈ S × [t], there exist some eℓ,i,a ∈ Fp with 1 ≤ ℓ ≤ bi such that
(ha(αi,1), ha(αi,2), · · · , ha(αi,u)) =
bi∑
ℓ=1
eℓ,i,acℓ.
It follows from (4) that
Tr(ηaf(αs,j)) =
∑
1≤ℓ≤u,ℓ 6=j
Tr
(
vs,ℓ
vs,j
ha(αs,ℓ)f(αs,ℓ)
)
−
∑
i∈S
bi∑
ℓ=1
eℓ,i,aTr(fi · cℓ),
where fi =
(
vi,1
vs,j
f(αi,1),
vi,2
vs,j
f(αi,2), · · · ,
vi,u
vs,j
f(αi,u)
)
and fi · cℓ denotes the inner product of fi
with cℓ. Thus, by downloading{
Tr
(
vs,ℓ
vs,j
ha(αs,ℓ)f(αs,ℓ)
)
: ℓ ∈ [u] \ {j}, a ∈ [t]
}
from the host rack and {Tr(fi · cℓ) : i ∈ S, ℓ ∈ [bi]} from d helper racks, we can regenerate
Tr(ηaf(αs,j)) for all a ∈ [t]. Hence, f(αs,j) is repaired. It is easy to see that one needs to
download at most
∑
i∈S bi log p bits data in total from d helper racks.
Note that rack-aware regenerating codes can be reduced to regenerating codes if each rack
contains only one node, i.e., r = n. In this case, we get a linear repairing scheme for Reed-
Solomon codes from Theorem 3.1. The ideal of downloading a few elements from a small
subfield instead of a single element from Fq was initially proposed by Guruswami et al. [7].
This technique was further extended in [22, 12].
Corollary 3.2. Assume that the Reed-Solomon code GRSk(a,1) with a = (α1, α2, . . . , αn) is
encoded for a standard model, i.e., a degenerated rack-based system with n = r and u = 1.
Let {η1, η2, · · · , ηt} be a basis of Fq over Fp. Let 1 ≤ d ≤ n − 1. For a given j ∈ [n], if
there exist t polynomials ha(x) ∈ Fq[x] of degree at most d − k such that ha(αj) = ηa for any
a ∈ [t], then we can repair the j-th node with the help of any other d nodes and the bandwidth
is b = maxS⊆[n]\{j},|S|=d
∑
i∈S bi log p, where
bi = dimFp
(
SpanFp {ha(αi) : a = 1, 2 · · · , t}
)
.
4 Interpreting existing Examples under our general framework
In this section, we illustrate that the repairing schemes given in [7, 22, 3] can be realized
under our general framework introduced in Section III.
Let us first look at the two examples given by Guruswami et al. [7]. They presented two
constructions of RS codes and their corresponding repairing schemes. In the following, we show
that the repairing schemes in [7] can be realized in the framework of Corollary 3.2.
Proposition 4.1. [7, Theorem 1] Let p be a prime power and Fq/Fp be a field extension with
[Fq : Fp] = t. Label Fq = {α1, α2, . . . , αq}. Suppose that the Reed-Solomon code GRSk(a,1)
over Fq with a = (α1, α2, . . . , αq) is encoded for a standard model. If k ≤ q(1− 1/p), then one
can repair the j-th node with the help of any other q−1 nodes and the bandwidth is (q−1) log p.
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Proof. We assume that data at the j-th position is erased. Let {η1, η2, · · · , ηt} be a basis of Fq
over Fp. For any a ∈ [t], one can take ha(x) to be the polynomial
ha(x) =
Tr(ηa(x− αj))
x− αj
.
It is easy to verify that deg(ha(x)) ≤ q − 1− k and ha(αj) = ηa for any a ∈ [t]. Note that
SpanFp {ha(αi) : a = 1, 2 · · · , t} ⊆
1
αi − αj
Fp
for any i 6= j. By Corollary 3.2, we can repair the j-th node with the help of any other q − 1
nodes and the total bandwidth is b = (q − 1) log p,
Now we consider the second example given in [7].
Proposition 4.2. [7, Theorem 10] Let n ≤ 2(2s − 1) be an even number. Assume that q = 22s
and the evaluation points set {α1, · · · , αn} is consisted of n/2 points from F
∗
2s and n/2 points
from βF∗2s, where β is a primitive element of Fq. If k ≤ n − 2, then the Reed-Solomon code
GRSk(a,1) over Fq admits a linear exact repair scheme for a standard model with bandwidth
s(3n2 − 2).
Proof. Define h1(x) = 1 and
h2(x) =
{
x, if αj ∈ βF
∗
2s ,
β−1x, if αj ∈ F
∗
2s ,
where the j-th position is erased. It is easy to see that deg(ha(x)) ≤ n−k−1. If αj ∈ F
∗
2s , then
h1(αj) = 1 and h2(αj) = β
−1αj . Note that {1, β
−1αj} is a basis of F22s over F2s . It follows
from Corollary 3.2 that one can repair the j-th node with the help of the other n − 1 nodes
and the bandwidth is (3n2 − 2) log 2
s. The case where αj ∈ βF
∗
2s can be proved similarly.
Due to some limitations of RS codes, it seems very difficult to propose a linear repair scheme
for RS codes under a standard model that meets the cut-set bound with equality. To our best of
knowledge, there is only one construction of RS codes achieving the cut-set bound [22]. Again
we can show that RS codes in [22] can be repaired under our general framework of Corollary
3.2.
Proposition 4.3. [22, Theorem 7] Let n > d > k be positive integers. Then there exists a
RS code meeting the cut-set bound for the repair of any single node from any d helper nodes.
Furthermore, the alphabet size of the RS code is Ω(exp(nn)).
Proof. Suppose that p is a prime power and s = d− k + 1. By Dirichlet’s Theorem, there are
infinitely many primes ℓ with ℓ ≡ 1 (mod s). Choose distinct primes ℓ1, ℓ2, · · · , ℓn such that
ℓi ≡ 1 (mod s) and αi ∈ Fp such that [Fp(αi) : Fp] = ℓi. Define
F = Fp(α1, · · · , αn), Fi = Fp(αj : j 6= i).
Put pi = |Fi| = p
∏
j 6=i lj . Assume that Fq is an extension of F with degree s. Then q = n
Ω(n2).
Take the evaluation set of the RS code over Fq to be {α1, · · · , αn}. Assume that data at the
j-th position is erased. Due to the existence of an Fj-subspace of Fq such that
dimFjSj = ℓj, Sj + Sjαj + · · · + Sjα
s−1
j = Fq,
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one can define the polynomial
ha(x) = βvx
c,
for any a = cℓj + v with 1 ≤ v ≤ ℓj and 0 ≤ c ≤ s − 1 ,where β1, · · · , βℓj is an Fj-basis of Sj.
Since {βuα
v
j : u ∈ [ℓj ], v = 0, 1, · · · , s− 1} is an Fj-basis of Fq and deg(ha(x)) ≤ s− 1 = d− k,
by Corollary 3.2, the j-th position can be repaired with the help of any other d nodes by
downloading b = maxS∈[n]\{j},|S|=d
∑
i∈S bi log pj bits of data, where
bi = dimFjSpanFj {ha(αi) : a = 1, 2 · · · , sℓj} = dimFjSj = ℓj
since ha(αi) = βvx
c ∈ Sj . Hence the bandwidth is at most dℓj log pj. The cut-set bound shows
that
b ≥
d log q
d− k + 1
=
d log p
sℓj
j
s
= dℓj log pj.
Thus, the cut-set bound is achieved.
Very recently, by modifying the construction of RS codes in [22, Theorem 7], Chen and Barg
[3, Proposition V.2 of Section 5] proposed a construction of RS codes that meet the rack-
aware cut-set bound with equality. Now, we interpret their repairing scheme under our general
framework of Theorem 3.1.
Let q be a power of a prime. Suppose that u is the size of the rack with u | (q − 1). Let
k = mu+ v and s = d −m + 1, where 0 ≤ v ≤ u − 1. Assume that ℓ1, ℓ2, · · · , ℓr are distinct
primes such that ℓi ≡ 1 (mod s) and ℓi > u for any i ∈ [r]. Choose αi ∈ Fq such that
[Fq(αi) : Fq] = ℓi. Define
F = Fq(α1, · · · , αr), Fi = Fq(αj : j 6= i).
Then [F : Fq] =
∏r
i=1 ℓi and [F : Fi] = ℓi. Put pi = |Fi| = q
∏
j 6=i ℓj . Assume that K is an
extension of F with degree s. Further, suppose that α ∈ Fq is an element of multiplicative
order u. Consider the set of elements
αi,j = αiα
j−1, i = 1, · · · , r, j = 1, · · · , u.
Let GRSk(a,1) be the generalized RS code with parameters [n = ur, k] over the finite field
K defined in the rack-based model (3). To state the repair procedure, the following lemma is
necessary.
Lemma 4.4. [3] For any i ∈ [r], there exists an Fi-subspace of K such that
dimFiSi = ℓi, Si + Siα
u
i + · · ·+ Siα
u(s−1)
i = K,
where the operation + is the Minkowski sum of sets, T1 + T2 := {β1 + β2 : β1 ∈ T1, β2 ∈ T2}.
Assume that the Reed-Solomon code GRSk(a,1) is encoded for a rack-based system model
with r racks.
Proposition 4.5. [3, Proposition V.2] With the help of any d helper racks, the Reed-Solomon
code GRSk(a,1) defined above admits optimal repairing scheme with respect to the rack-aware
cut-set bound. Furthermore, the alphabet size of the RS code is Ω(exp(nn)).
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Proof. Let the index of the host rack be j and the index of the failed node in this rack be p,
where 1 ≤ j ≤ r and 1 ≤ p ≤ u. Consider the field extension K of Fj . Note that [K : Fj ] = sℓj.
Let β1, · · · , βℓj be an Fj-basis of Sj. For a = cℓj + v with 1 ≤ v ≤ ℓj and 0 ≤ c ≤ s − 1, put
ha(x) = βvx
uc. Then
deg(ha(x)) ≤ u(s − 1) = u(d−m)
≤ u(d+ 1)− um− v − 1 = u(d+ 1)− k − 1.
Observe that ha(αj,p) = βvα
uc
j for any 1 ≤ v ≤ ℓj and 0 ≤ c ≤ s − 1. By Lemma 4.4,
{βvα
uc
j : 1 ≤ v ≤ ℓj, 0 ≤ c ≤ s − 1} forms a Fj-basis of K. It follows from Theorem 3.1 that
we can repair the p-th node of the j-th rack with the help of any other d racks by downloading
b = maxS⊆[r]\{j},|S|=d
∑
w∈S bw log pj bits of data from any other d helper racks, where
bw = dimFj
(
SpanFj
{
(ha(αw,j))1≤j≤u : a = 1, 2 · · · , slj
})
.
Note that
SpanFj
{
(ha(αw,j))1≤j≤u : a = 1, 2 · · · , slj
}
⊆ Sj · (1, 1, · · · , 1).
Hence, the cross-rack repair bandwidth is at most b = dℓj log pj. The corresponding rack-aware
cut-set bound is
b ≥
d log |K|
d−m+ 1
=
d log p
slj
j
s
= dlj log pj.
Therefore, the rack-aware repairing scheme for any rack j is optimal.
5 Reed-Solomon codes meeting the rack-aware cut-set bound
The Reed-Solomon codes given in Proposition 4.5 have alphabet size exponential in the code
length n. In this section, we construct several classes of Reed-Solomon codes achieving the
rack-aware cut-set bound that have alphabet size linear in n.
Theorem 3.1 provides a framework for repairing RS codes. More precisely, to find a repairing
scheme for RS codes with one node failure, one needs to find polynomials ha(x) satisfying the
conditions in Theorem 3.1. In this section, we show via the above framework that RS codes
can be repaired with the cross-rack repair bandwidth meeting the rack-aware cut-set bound.
Firstly let us define what is a good polynomial. Such good polynomials have been used for
constructions of locally repairable codes, see [21]. Here we make use of good polynomials for
the construction of MSRR codes.
Lemma 5.1. Assume that A1, A2, · · · , Ar are r pairwise disjoint subsets of Fq with |Ai| = u
for i = 1, 2, . . . , r. Put n = ur and Ai = {αi,1, αi,2, · · · , αi,u}. A polynomial g(x) ∈ Fq[x] of
degree u is called a good polynomial if g(x) is equal to 0 in As for some s ∈ [r] and is constant
in each Ai for any i ∈ [r] \ s.
Let Fp be a subfield of Fq and let V be an Fp-subspace of Fq. Define the linearized polynomial
LV (x) =
∑
α∈V (x− α). Suppose that {η1, η2, · · · , ηt} is a basis of Fq over Fp. Now we use the
degree reduction technique to get a general construction.
11
Theorem 5.2. Let p be a prime power and let q = pt for some integer t ≥ 2. Let g(x) ∈ Fq[x] be
a good polynomial defined as lemma 5.1. Let V be an Fp-subspace of dimension ℓ of Fq and define
the linearized polynomial LV (x) =
∑
α∈V (x− α) and define the polynomial ha(x) :=
LV (g(x)ηa)
g(x)
(mod xq −x). If w ≤ u(d+1)− k− 1 with w = max{deg(ha(x)) : a ∈ [t]}, then one can repair
any node in the s-th rack for the generalized RS code GRSk(a,1) defined in the rack-based model
(3) with the cross-rack repair bandwidth d(t− ℓ) log p bits data.
Proof. Define the polynomial ha(x) :=
LV (g(x)ηa)
g(x) . It is easy to see that ha(αs,j) = ηa for
αs,j ∈ Fq. Since the degree of ha(x) is at most w, by Theorem 3.1 we can repair any node in
the s-th rack by downloading at most b = maxS⊆[r]\{s},|S|=d
∑
i∈S bi log p bits data, where
bi = dimFp
(
SpanFp {(ha(αi,1), ha(αi,2) . . . , ha(αi,u)) : a = 1, 2 · · · , t}
)
.
For any i ∈ S, we have
SpanFp {(ha(αi,1, ha(αi,2), . . . , ha(αi,u) : a = 1, 2 · · · , t}
= SpanFp
{(
LV (g(αi,1)ηa)
g(αi,1)
, · · · ,
LV (g(αi,u)ηa)
g(αi,u)
)
: a = 1, 2 · · · , t
}
= SpanFp
{(
LV (g(αi,1)ηa)
g(αi,1)
, · · · ,
LV (g(αi,u)ηa)
g(αi,1)
)
: a = 1, 2 · · · , t
}
⊆
(
1
g(αi,1)
, · · · ,
1
g(αi,1)
)
LV (Fq).
As LV (x) induces an Fp-linear map from Fq to Fq with kernel V , the space LV (x) has Fp-
dimension t − ℓ. This implies that bi ≤ t − ℓ. Hence, b = maxS⊆[r]\{s},|S|=d
∑
i∈S bi log p ≤
d(t− ℓ) log p. The proof is completed.
By choosing different good polynomials, we are going to present several explicit constructions
of RS codes meeting the rack-aware cut-set bound. Defining a good polynomial g(x) from an
additive subgroup of Fq, we derive the following result.
Theorem 5.3. Let p be a prime power. Assume that t > 2 is an even positive integer. Put
n = q = pt and we equally divide n nodes into r = p2 racks such that each rack contains
u = pt−2 nodes. Let m = ⌊k/pt−2⌋ and ℓ < t be a positive integer. If k ≤ pt − pt−1 + pt−2 − 1
and p2−m = tt−ℓ , then there exist an optimal rack-aware repairing scheme for GRSk(a,1) with
respect to the rack-aware cut-set bound.
Proof. Let W = {x ∈ Fpt : TrFpt/Fp2 (x) = 0}. Put r = p
2. Let A1, A2, . . . , Ar be r = p
2
pairwise distinct cosets of W in Fq. Define the polynomial g(x) = TrFpt/Fp2 (x) − TrFpt/Fp2 (β)
for some β ∈ As and ha(x) :=
LV (g(x)ηa)
g(x) . Then g(x) is constant in each Ai and g(x) is equal
to 0 in As. It is easy to check that deg(ha(x)) = p
t−2(p − 1). Observe that pt−2(p − 1) ≤
pt−2(p2 − 1 + 1)− k − 1.
Hence, it follows from Theorem 5.2 that the cross-rack repair bandwidth is at most (p2 −
1)(t− ℓ) log p. The rack-aware cut-set bound shows that
b ≥
(p2 − 1) log q
p2 −m
=
(p2 − 1)t log p
t/(t− ℓ)
= (p2 − 1)(t− ℓ) log p.
Therefore, the repairing scheme is optimal.
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In the following, we define the polynomial g(x) from a multiplicative subgroup of F∗q. Now
we obtain an optimal repairing scheme of generalized RS codes with respect to the rack-aware
cut-set bound.
Theorem 5.4. Let p be a prime power and q = pt for some integer t ≥ 2. Suppose that
1 ≤ a < t is an integer with a | t. We set n = q − 1 and equally divide n nodes into r = pa − 1
racks such that each rack contains u = p
t−1
pa−1 nodes. Assume that m =
⌊
k(pa−1)
pt−1
⌋
and ℓ < t is
a positive integer such that a + ℓ > t and pa − 1 −m = tt−ℓ . If k ≤ (p
t − pl) p
t−1
pt−pt−a
− 1, then
there exists a repairing scheme for GRSk(a,1) meeting the rack-aware cut-set bound.
Proof. Let H be a multiplicative subgroup of F∗q of order u. Let A1, A2, . . . , Ar be r = p
a − 1
pairwise distinct cosets of H in F∗q. Define the polynomial g(x) = x
u−βu for some β ∈ As and
ha(x) :=
LV (g(x)ηa)
g(x) . Then g(x) is constant in each Ai and g(x) is equal to 0 in As. It can be
easily seen that deg(ha(x)) = p
t − 1 + (pl − pt) p
t−1
pt−pt−a . Note that p
t − 1 + (pl − pt) p
t−1
pt−pt−a ≤
pt−1
pa−1(p
a − 2 + 1)− k − 1.
Therefore, by Theorem 5.2, the cross-rack repair bandwidth is at most (pa − 2)(t − ℓ) log p.
The rack-aware cut-set bound shows that
b ≥
(pa − 2) log q
pa − 1−m
=
(pa − 2)t log p
t/(t− ℓ)
= (pa − 2)(t− ℓ) log p,
i.e., the repairing scheme is optimal.
Combining an additive subgroup and a multiplication subgroup of the field Fpt, Tamo et al.
[21] provided a construction of good polynomials as follows. Let a, v be positive integers such
that a | t and pa mod v = 1. Assume that W is an additive subgroup of Fpt that is closed
under the multiplication by the field Fpa. Let β1, · · · , βv be the v-th degree roots of unity in
Fpt. Then the polynomial
G(x) =
v∏
i=1
∏
w∈W
(x+ w + βi) (5)
is constant on W and the cosets of the union ∪1≤i≤vW + αβi. That is to say, the field Fpt is
partitioned into (pt − |W |)/v|W | sets of v|W | and one set of size |W | by the polynomial g(x).
By using this polynomial, we propose a repairing scheme for the generalized RS codes achieving
the rack-aware cut-set bound.
Theorem 5.5. Let p be a prime power and q = pt for some integer t ≥ 2. Assume that a, v, s
are positive integers such that a | t, p | ta , v < p and p
a mod v = 1. Put n = q − pt−a and
equally divide n nodes into r = q−p
t−a
vpt−a
racks such that each rack contains u = vpt−a nodes. Let
m =
⌊
k
vpt−a
⌋
and ℓ < t be a positive integer. If k ≤ pt − vpt−1 − 1 and q−p
t−a
vpt−a −m =
t
t−ℓ , then
there exists an optimal repairing scheme for GRSk(a,1) with respect to the rack-aware cut-set
bound.
Proof. Define the set W = {x ∈ Fpt : TrFpt/Fpa (x) = 0}. Thanks to p |
t
a , it is easy to check
that W is an additive subgroup of Fpt that is closed under the multiplication by the field Fpa.
Let G(x) =
∏v
i=1
∏
w∈W (x+ w + βi) =
(
TrFpt/Fpa (x)
)v
be the polynomial defined by (5) and
A1, A2, . . . , Ar be r =
q−pt−a
vpt−a pairwise distinct cosets of ∪1≤i≤vW + αβi in Fq.
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Define the polynomial g(x) = G(x) − G(β) for some β ∈ As and ha(x) :=
LV (g(x)ηa)
g(x) . Then
g(x) is a good polynomial defined as in lemma 5.1. And deg(ha(x)) ≤ p
t−a(vpa−1 − 1). Note
that pt−a(vpa−1 − 1) ≤ vpt−a( q−p
t−a
vpt−a − 1 + 1) − k − 1. It follows from Theorem 5.2 that the
cross-rack repair bandwidth is at most ( q−p
t−a
vpt−a − 1)(t − ℓ) log p. This achieves the rack-aware
cut-set bound with equality.
References
[1] S. B. Balaji, M. N. Krishnan, M. Vajha, V. Ramkumar, B. Sasidharan and P. V. Kumar,
”Erasure coding for distributed dtorage: an overview,” Science China(Information Sciences),
2018, 61(10): 7-51.
[2] Z. Chen and A. Barg, “The repair problem under connectivity constraints: explicit MSR
codes for the rack-aware model of distributed storage,” 2018 56th Annual Allerton Con-
ference on Communication, Control, and Computing (Allerton) Allerton Park and Retreat
Center Monticello, IL, USA, October 2-5, 2018.
[3] Z. Chen and A. Barg, “Explicit constructions of MSR codes for clustered distributed storage:
The rack-aware storage model,” IEEE Trans. Inf. Theory, DOI 10.1109/TIT.2019.2941744.
[4] H. Dau, I. Duuesman, H. Kiah and O. Milenkovie, ”Repairing Reed-Solomon codes with
multiple erasures", IEEE Trans. Inf. Theory, vol. 64, no. 10, pp. 6567-6582, Oct. 2018.
[5] A. Dimakis, P. Godfrey, Y. Wu, M. Wainwright, and K. Ramchandran,“Network coding for
distributed storage systems,” IEEE Trans. Inf. Theory, vol. 56, no. 9, pp. 4539–4551, Sep.
2010.
[6] A. Dimakis, K. Ramchandran, Y. Wu, and C. Suh, “A survey on network codes for dis-
tributed storage,” Proc. IEEE, vol. 99, no. 3, pp. 476–489, 2011.
[7] V. Guruswami and M.Wootters, “Repairing Reed–Solomon codes,” IEEE Trans. Inf. Theory,
vol. 63, no. 9, pp. 5684–5698, 2016.
[8] H. Hou, P. Lee, K. Shum, and Y. Hu, “Rack-aware regenerating codes for data centers,”
IEEE Trans. Inf. Theory, vol. 65, no. 8, pp. 4730-4745, Aug. 2019.
[9] Y. Hu, X. Li, M. Zhang, P. Lee, X. Zhang, P. Zhou, and D. Feng, “Optimal repair layering
for erasure-coded data centers: From theory to practice,” ACM Transactions on Storage
(TOS), vol. 13, no. 4, 2017.
[10] Y. Hu, P. P. C. Lee, and X. Zhang, “Double regenerating codes for hierarchical data
centers,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), 2016, pp. 245–249.
[11] L. Jin, “Construction of MDS codes with complementary duals,” IEEE Trans. Inf. Theory,
vol. 63, no. 5, pp. 2843-2847, 2017.
[12] L. Jin, Y. Luo and C. Xing, “Repairing algebraic geometry codes,” IEEE Trans. Inf. Theory,
Vol. 64, no. 2, pp. 900-908 , Feb. 2018.
14
[13] J. Liu, S. Mesnager and L. Chen, “New constructions of optimal locally recoverable codes
via good polynomials,” IEEE Trans. Inf. Theory, vol. 64, no. 2, pp. 889-899, Feb. 2018.
[14] R. Lidl and H. Niederreiter, Finite Fields. Cambridge, U.K.:Cambridge Univ. Press, 2003.
[15] F. J. MacWilliams and N. J. A. Sloane, The theory of error-correcting codes, North-
Holland, Amsterdam (1977)
[16] S. Mesnager and L. Qu, “On two-to-one mappings over finite fields”, IEEE Trans. Inf.
Theory, DOI: 10.1109/TIT.2019.2933832.
[17] G. Micheli, “Constructions of locally recoverable codes which are optimal,” IEEE Trans.
Inf. Theory, DOI:10.1109/TIT.2019.2939464.
[18] N. Prakash, V. Abdrashitov and M. Me´dard, “The storage versus repair-bandwidth trade-
off for clustered storage systems,” IEEE Trans. Inf. Theory, vol. 64, no. 8, pp. 5783-5805,
Aug. 2018.
[19] J. Pernas, C. Yuen, B. Gastón, and J. Pujol, “Non-homogeneous two-rack model for
distributed storage systems,” in Proc. IEEE Int. Symp. Information Theory, 2013, pp.
1237–1241.
[20] K. Shanmugam, D. S. Papailiopoulos, A. G. Dimakis, and G. Caire, “A repair framework
for scalar MDS codes,” IEEE J. Selected Areas Comm. (JSAC), vol. 32, no. 5, pp. 998–1007,
2014.
[21] I. Tamo and A. Barg, “A family of optimal locally recoverable codes,” IEEE Trans. Inf.
Theory, vol. 60, no. 8, pp. 4661-4676, Aug. 2014.
[22] I. Tamo, M. Ye and A. Barg, “The repair problem for Reed-Solomon codes: Optimal repair
of single and multiple erasures with almost optimal node size,” IEEE Trans. Inf. Theory,
vol. 65, no. 5, pp. 2673-2695, 2019.
[23] M. A. Tebbi, T. H. Chan, and C. W. Sung, “A code design framework for multi-rack
distributed storage,” in Proc. IEEE Information Theory Workshop (ITW 2014), 2014, pp.
55–59.
15
