Information about the survival experience for a group of patients is almost exclusively conveyed using plots of the survival function. However, the hazard function provides information about the survival experience that is not readily evident from inspection of the survival function. The hazard function tracks the instantaneous failure rate over time among the surviving patients and can be readily estimated with available software. We illustrate how these estimates can be used in conjunction with estimates of the survival function to glean clinically relevant information from survival data.
take the limit of this rate as the length of the interval gets smaller and smaller (i.e., as x approaches zero) we get the instantaneous conditional death rate at time t (ref. 2, p. 11) . This is just the instantaneous death rate among the survivors at time t and we call this the hazard rate at time t. A plot of the hazard rates over time is called the hazard function and it conveys how the instantaneous death rate among the survivors changes over time.
So, while the survival function conveys the probability of surviving to time t (i.e., the probability of not dying before time t), the hazard function conveys the instantaneous conditional death rate at time t. The first obvious difference between these measures of risk is that the survival function relates to the probability of not dying while the hazard function relates to the probability of dying such that high survival probabilities suggest low hazard rates and vice versa. A second difference is that the survival function is unconditional while the hazard function is conditional. This just means that as a cohort is being followed over time, the survival function coveys information about risk of death at time t for the entire cohort, while the hazard function coveys information about risk of death at time t for only those patients remaining at risk at time t. A third difference is that the survival function conveys risk in terms of probability and the hazard function conveys risk in terms of an instantaneous rate. Average death rates over an interval of time measure the risk of death per unit time for that interval. Essentially, they are conveying the intensity of the death risk in that interval. An instantaneous death rate is just the limiting value of the average death rate as the interval gets smaller and smaller.
While the values of the survival function have a lower limit of 0 and an upper limit of 1 (since they are probabilities), the values of the hazard function have only a lower limit of 0 (since they are rates). The units of time from days to weeks, the values of the hazard rate will increase by a factor of 7 (since the denominator (time) has decreased by a factor of 7).
There is a complex mathematical relationship between the hazard function and the survival function (ref. 2, p. 12) . The hazard function is the negative of the first derivative of the logarithm of the survival function. From this relationship, we can see that it is difficult to judge the shape of the hazard function when viewing the survival function and vice versa. Since both functions are informative with respect to the patients' survival experience, it would seem prudent to estimate and graph both functions to gain insight into the properties of a given dataset.
Estimation
Historically, non-parametric estimates of the hazard function have been produced using the life table approach (3) . In this approach, the time scale is divided into discrete intervals and hazard rates are computed for each interval separately. This yields a piece-wise constant estimate that is similar in many respects to the familiar histogram used to estimate the density function for uncensored data. A similar approach is to divide the follow-up time into equal intervals and compute the hazard rate in each interval. If we assume the hazard rate is constant in the interval, we can estimate the hazard rate as the number of events observed in the interval divided by the sum of the follow-up times observed in the interval (ref. 2, p. 160).
More recently, however, we have been using kernel smoothing methods to produce smooth estimates in the performance of the kernel estimator, the bandwidth determines the degree of smoothness of the estimate. The larger the bandwidth used, the greater the smoothness. More smoothness leads to lower variability but also generally leads to increased bias (4).
Based on our experience, we start with a bandwidth equal to about 20% of the range of the survival times and then select the final bandwidth by trial and error, picking the value that gives the best compromise between over-smoothing and under-smoothing. Sometimes it is helpful to plot estimates computed with multiple bandwidths. We are careful not to plot the hazard function estimates when fewer than 15 to 20 patients remain at risk. Kernel estimates of the hazard function are available in many statistical programs including SAS, Stata, and R/S+ (using the muhaz library). Confidence intervals for these estimates can be constructed using bootstrap resampling (6). Figure 1a , but it begins to drop sooner and drops faster. Figure 2b is the kernel-based estimate of the corresponding hazard function computed using a bandwidth of 1 year. This estimate starts low, rises quickly to an initial peak toward the end of the second year and then drops -first quickly and then less quickly reaching a nadir around the middle of year five. Figure 2c shows kernel-based estimates of the recurrence-free survival hazard function using bandwidths of 0.5, 1.0, and 2.0 years. As the bandwidth increases, the initial peak becomes lower and shifts to the right while the second rising phase becomes more subtle. Figure 2d shows the kernel-based estimate for a 2-year bandwidth along with estimated 95% confidence intervals computed using bootstrap resampling (6) . The confidence intervals widen noticeably as fewer patients remain at risk. At 3 years where 331 patients remain at risk, the estimated survival functions cross after the fifth year, the hazard functions cross after the third year. This is due to the fact that the hazard functions represent instantaneous rates while the survival functions represent cumulative probabilities. Arguably the point of the crossing hazard functions is more clinically relevant since this is the point at which the failure rates among the surviving patients equalize. The crossing-point can change with the bandwidth used in the estimation process and is subject to sampling variability so care should be taken when assessing the crossing-point of the hazard functions.
Examples

Discussion
While the survival function plays a fundamental role in conveying how risk changes over time in terms of cumulative probabilities, the hazard function provides additional useful insight over and above what can be easily gotten from the survival function. It can be used to obtain more detailed information about the failure process for a single group of patients or when comparing groups. The hazard function conveys how risk changes over time in terms of the instantaneous death rate among the survivors. This instantaneous nature means that hazard functions respond more quickly to changes in risk associated with the failure process under investigation. However, their instantaneous nature makes hazard functions more difficult to estimate reliably.
While hazard function estimation requires investigators to specify the degree of smoothness, it can be insightful to generate estimates of varying degrees of smoothness. Less smooth estimates emphasize local features of the hazard function while smoother estimates emphasize more global features. Hazard function estimates can be unstable (i.e., highly variable) when too few patients remain at risk for failure and thus it is important to present the estimates along with confidence intervals or to avoid plotting estimates when fewer than 15 to 20 patients remain at risk. Nonetheless, the hazard function can provide important clinical insight and strengthen conclusions conveyed by typical survival analyses. 
