Synchronisation phase as an indicator of persistent quantum correlations
  between subsystems by Siwiak-Jaszek, Stefan et al.
Synchronisation phase as an indicator of persistent quantum correlations between
subsystems
Stefan Siwiak-Jaszek,∗ Thao P. Le, and Alexandra Olaya-Castro†
Department of Physics and Astronomy, University College London, London WC1E 6BT, United Kingdom
(Dated: June 30, 2020)
Spontaneous synchronisation is a collective phenomenon that can occur in both dynamical classi-
cal and quantum systems. Here, we analyse the spontaneous synchronisation dynamics of vibrations
assisting energy transfer in a bio-inspired system. We find the emergence of a constant non-zero
‘synchronisation phase’ between synchronised vibrational displacements as the natural frequencies
of the oscillators are detuned. This phase difference arises from the asymmetric participation of
local modes in the long-lived synchronised state. Furthermore, we investigate the relationships
between the synchronisation phase, detuning and the degree of quantum correlations between the
synchronising subsystems and find that the synchronisation phase captures how quantum corre-
lations persistently exceed classical correlations during the dynamics. We show that our analysis
applies to a variety of spontaneously synchronising open quantum systems. Our work therefore opens
up a promising avenue to investigate non-trivial quantum phenomena in complex biomolecular and
nano-scale chemical systems.
I. INTRODUCTION
When two oscillators interact, they can undergo syn-
chronisation where their frequencies align [1], usually
with a nonzero phase difference. Synchronisation is a well
studied classical phenomenon that appears recurrently
throughout the natural world [2, 3]. More recently it has
been explored for physical systems in the quantum do-
main [4–11]. Oscillating quantum systems with a stable
limit cycle can synchronise in the steady state to an ex-
ternal driving field [8] or to another quantum system [9].
The latter is often referred to as spontaneous synchroni-
sation [12]. In the absence of any external drive, quantum
systems can also undergo transient spontaneous quantum
synchronisation during the early time dynamics prior to
relaxation to the ground state [12–17]. The underlying
mechanisms leading to this transient behaviour are ef-
fective collective dissipation processes [14] or combined
local dissipation and system-system interactions [12, 16].
Transient spontaneous quantum synchronisation is par-
ticularly interesting in bio-inspired quantum settings as
it allows us to understand the possible roles of quantum
coherence in such systems [18]. Furthermore, transient
spontaneous synchronisation has been linked to the ap-
pearance of quantum correlations [12, 14, 16], suggest-
ing they may be necessary for synchronisation to occur
[12]. However, research on transient spontaneous quan-
tum synchronisation rarely focuses on the nature of phase
itself between synchronised systems, despite its classical
relevance.
Classically, the ‘robustness’ of synchronisation refers
to the ability of oscillators to lock in phase despite their
different natural frequencies: within a certain range of
detunings ∆ν, the oscillators are able to lock into a new
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resultant frequency that lies between the original fre-
quencies. The equation of motion for the phase difference
between two weakly coupled classical oscillators to first
order is [1]:
d∆φ(t)
dt
= −∆ν + f (∆φ(t)) , (1)
where ∆φ(t) is the phase difference between oscillations,
 is a constant proportional to their coupling strength,
and f(·) is a time-dependent periodic function. Synchro-
nisation can only occur if the detuning lies between the
min and max extrema of f (∆φ(t)):
min
φ
f (∆φ(t)) < ∆ν < max
φ
f (∆φ(t)) . (2)
Within this detuning region, there is at least one station-
ary solution to Eq. (1) corresponding to synchronisation.
In most cases this synchronisation occurs with a non-zero
phase. We will refer to this phase difference as the syn-
chronisation phase. As the detuning ∆ν increases, the
synchronisation degrades and eventually disappears.
Quantum mechanical oscillators typically exhibit anal-
ogous behaviour regarding detuning and synchronisation
to their classical counterparts as described above [14].
Analytic equations similar to Eq. (1) have been derived in
non-linear many-body quantum systems [19] and exciton-
polariton condensates [20]. However, in contrast to clas-
sical oscillators, detuning can enhance steady-state syn-
chronisation of Van der Pol oscillators operating in the
deep quantum regime [4]. Furthermore, synchronisation
phase can emerge for identical quantum harmonic oscil-
lators interacting with a common two-level system [17].
Here, we employ a modified version of the Pearson cor-
relation factor as a measure of synchronisation [18] to
investigate relationships between synchronisation phase,
detuning and quantum correlations in open quantum sys-
tems exhibiting transient spontaneous synchronisation.
In particular, we consider the synchronisation of vibra-
tional displacements in a bio-inspired system featuring
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2exciton-vibration interactions as observed in some pho-
tosynthetic complexes (see for example [21–24]). It has
been argued that these interactions are a mechanism
for sustaining coherent processes in such molecular com-
plexes [23–30]. Thus, investigating this bio-inspired vi-
bronic system can shed light on the synchronisation and
quantum correlation processes in biophysical systems op-
erating at the interface between the classical and quan-
tum regimes.
We study the dynamics of this bio-inspired system as-
suming a detuning between the natural frequencies of the
vibrations of interest and show the emergence of a con-
stant phase difference in their spontaneous synchronised
states. We discuss how the synchronisation phase occurs
due to the break of symmetry both in the Hamiltonian
and in the dynamics with respect to mode exchange. In
order to gain further insight into the information cap-
tured by the synchronisation phase, we investigate the
quantum correlations between the subsystems of inter-
est as measured by the quantum discord [31, 32]. We
show that for spontaneous quantum synchronisation to
emerge, the quantum discord must be greater than clas-
sical information at all times. We further show that our
synchronisation measure is able to capture a change in
quantum discord between subsystems as a function of
frequency detuning. By extending our analysis to the
model considered in Ref. [17], we note that the identi-
fied relationships between synchronisation, detuning and
quantum correlations hold in a variety of open quantum
system scenarios.
This paper is organised as follows: in Section II, we
describe the bio-inspired vibronic system, its open sys-
tem evolution, and the measure for transient spontaneous
synchronisation we employ. In Section III, we present the
effects of detuning on synchronisation in the dimer. In
Section IV, we study the relationship between quantum
correlations and synchronisation phase. In Section V,
we contrast our results with that of Ref. [17] in which
synchronisation phase occurs without dependence on de-
tuning. Finally, we conclude in Section VI.
Note that for the rest of the paper, we are focused
entirely on transient spontaneous quantum synchronisa-
tion, thus we will typically refer to it simply as synchro-
nisation.
II. MODELLING TRANSIENT SPONTANEOUS
SYNCHRONISATION IN EXCITON-VIBRATION
DIMERS
In Section II A we introduce the Hamiltonian for the
exciton-vibration dimer model. In Section II B we de-
scribe the Markovian master equation for the open quan-
tum system dynamics of the exciton-vibration dimer and
our numerical methods. In Section II C we describe the
measure used to quantify transient spontaneous quantum
synchronisation and discuss its limitations.
(a)
(b)
FIG. 1. (a) Schematic diagram of the exciton-vibration dimer.
Two chromophores (subscripts i = 1, 2) with single excited
states |ei〉 interact via dipole-dipole coupling of strength V .
Each electronic state is coupled linearly with strength gi
to a harmonic mode of energy ωi. The electronic subsys-
tem (central blue oval) experiences pure dephasing of rate
Γdeph, and each mode dissipates into separate thermal baths
(red ovals) of temperature kBT at rate Γth. (b) Value of
the transient spontaneous quantum synchronisation measure
Cf1,f2(∆t = 2pi/a) = cosφ [Eq. (18)] for two identical si-
nusoids f1, f2 as a function of their phase difference φ, where
f1 = sin(at), f2 = sin(at+ φ).
A. The exciton-vibration dimer with detuning
The exciton-vibration dimer is a prototype light-
harvesting unit formed by a pair of chromophores whose
local electronic excitations interact with quasi-coherent
vibrational modes [25, 29]. We have previously explored
synchronisation using this model in Ref. [18] and here
we introduce a modified version to allow us to explore
detuning and synchronisation.
The exciton-vibration dimer is composed of two chro-
mophores and two harmonic modes. The chromophores
have single excited states |ei=1,2〉 with energies ei=1,2,
and they interact via dipole-dipole coupling of strength
V . Each chromophore is then locally coupled to a quan-
tised intramolecular mode of energy ωi=1,2 with strength
gi=1,2. Fig. 1(a) contains a diagram of the dimer model.
3In this detuned situation, we must account properly for
the different reorganisation energy contributions to the
Hamiltonian [33–35], in order to accurately account for
the effects of different frequency modes on the dynamics
of the exciton-vibration dimer. For clarity, in the follow-
ing we explicitly derive the dimer Hamiltonian relevant
for our situation.
The Hamiltonian for a two-level electronic system,
with each site locally and linearly couples to a vibrational
mode [34, 36] can be written as follows:
H =
(
e1 +
1
2
ω21d
2
1
)
|e1〉〈e1|
+
(
e2 +
1
2
ω22d
2
2
)
|e2〉〈e2|
+
1
2
ω21 xˆ
2
1 +
1
2
pˆ21 +
1
2
ω22 xˆ
2
2 +
1
2
pˆ22
− ω21 xˆ1d1|e1〉〈e1| − ω22 xˆ2d2|e2〉〈e2|
+ V (|e2〉〈e1|+ |e1〉〈e2|) ,
(3)
where ei (i = 1, 2) are the energies of the bare electronic
states, xˆi and pˆi are the position and momentum opera-
tors of mode i coupled to site i, and di is the displacement
of the equilibrium position of mode i due to electronic
state |ei〉. This displacement is effectively the site-mode
coupling strength.
Now we can define the reorganisation energy λi =
1
2ω
2
i d
2
i = ωiSi contribution of the mode to the site en-
ergy, where Si is the Huang-Rhys factor which is experi-
mentally observable through measurements of the Stokes
shift [33]. If ω1 = ω2 and d1 = d2, the site energies are
both shifted by the same amount and the reorganisation
energy has no affect on dynamics. However, as we are
interested in ω1 6= ω2, the reorganisation energy contri-
butions to site energies cannot be discarded.
We can write the position and momentum opera-
tors in terms of the creation and annihilation operators:
xˆi =
1√
2
√
1
ωi
(
b†i + bi
)
and pˆi =
i√
2
√
ωi
(
b†i − bi
)
, where
b†i=1,2(bi=1,2) are the creation (annihilation) operators for
the modes. Substituting these into the previous expres-
sion Eq. (3), we obtain:
H = (e1 + ω1S1) |e1〉〈e1|+ (e2 + ω2S2) |e2〉〈e2|
+ ω1
(
b†1b1 +
1
2
)
+ ω2
(
b†2b2 +
1
2
)
− ω1
√
S1
(
b†1 + b1
)
|e1〉〈e1|
− ω2
√
S2
(
b†2 + b2
)
|e2〉〈e2|
+ V (|e2〉〈e1|+ |e1〉〈e2|) .
(4)
We then rotate into a new frequency-dependent exciton
basis with matrix U(θ˜(ω1, ω2))[33],
U =
(
cos θ˜ sin θ˜
− sin θ˜ cos θ˜
)
, (5)
where θ˜(ω1, ω2) =
1
2 arctan
(
2|V |
(e2+ω2S2)−(e1+ω1S1)
)
is the
mixing angle and can be used as a measure of electronic
delocalisation and hence the exciton size. We then shift
the ground state energy of mode 1 by ω12 and mode 2 by
ω2
2 . The final total Hamiltonian for our exciton-vibration
dimer is then:
H = + E1(ω1, ω2)|E1〉〈E1|+ E2(ω1, ω2)|E2〉〈E2|
+ ω1b
†
1b1 + ω2b
†
2b2
+ ω1
√
S1Θ˜1X1 + ω2
√
S2Θ˜2X2,
(6)
where each line corresponds to the exciton Hamiltonian,
vibrational Hamiltonian, and exciton-vibration interac-
tion Hamiltonian respectively. We have defined Θ˜ =
U
(
θ˜(ω1, ω2)
)
|ei〉〈ei|U †
(
θ˜(ω1, ω2)
)
, and the position op-
erator for each mode are Xi=1,2 = bi + b
†
i . The excitons
|Ed=1,2〉 have eigenenergies that are mode-frequency de-
pendent:
Ei=1,2(ω1, ω2) =
1
2
[
(e1 + ω1S1) + (e2 + ω2S2)
+ (−1)i
√
∆e2(ω1, ω2) + 4V 2
]
,
(7)
where ∆e(ω1, ω2) = (e2 + ω2S2)− (e1 + ω1S1).
The eigenstates of the total Hamiltonian H are
exciton-vibrational which we can write in the local ba-
sis as:
|ψj〉 =
∑
d=1,2
αd|Ed〉 ⊗
M∑
n1=1
βn1 |n1〉 ⊗
M∑
n2=1
γn2 |n2〉
=
∑
d,n1,n2
c(d, n1, n2)|Ed, n1, n2〉,
(8)
where eigenstates |ψj〉 are labelled in ascending energy,
and |n1〉 ⊗ |n2〉 where n are the Fock state numbers and
subscripts indicate the mode subspace. To obtain con-
vergent dynamics we account for a maximum occupation
M = 8 in each mode.
Note that by including the reorganisation energy, large
detunings will have a significant effect on the coherent dy-
namics of the dimer. In the following, the detunings and
associated reorganisation energies considered are small
enough for the overall features of the excitation dynamics
to be subtle yet they do affect the correlations involved
in the synchronisation process.
In this paper, we consider the regime of weak electronic
coupling where ∆E ≈ ω > g > V which is character-
istic of chromophore pairs present in a variety of light-
harvesting proteins [21, 25, 30, 37–41]. We investigate the
synchronisation of oscillations in the expectation value of
the position operators, 〈Xi〉, which we refer to as local
mode displacements. In the regime we consider, excitons
are not fully delocalised and excitonic energies are close
to the local energies. The vibronic eigenstates are of a
quasi-localised nature and an analysis of their dynamics
is therefore useful for understanding the synchronisation
of local mode displacements [18].
4∆e V ω g kBT Γth Γdeph
1042 92 1111 267.1 207.1 [1 ps]−1 [0.1 ps]−1
TABLE I. Parameters used for numerical calculations repre-
senting the central dimer in the cryptophyte photosynthetic
antennae PE545 [25, 40]. All units in spectroscopic wavenum-
bers cm−1 except for the rightmost two columns which are
specified in table.
B. Open quantum system model
Let ρ(t) be the density matrix of the exciton-vibration
dimer. In addition to its Hamiltonian from Eq. (6), the
dimer also undergoes relaxation caused by its surround-
ing environment. We consider this process to be Marko-
vian and of Lindblad form,
ρ˙(t) = −i[H, ρ(t)] +Ddeph[ρ(t)] +Dth[ρ(t)], (9)
where Ddeph and Dth are Lindblad superoperators of the
form:
Dν [ρ] = Γν
(
OνρO
†
ν −
1
2
ρO†νOν −
1
2
O†νOνρ
)
, (10)
for various operators Oν at rates Γν .
We assume that each electronic system undergoes lo-
cal pure dephasing [42, 43] with operators |e1〉〈e1| and
|e2〉〈e2| at equal rates of Γdeph = [0.1 ps]−1 such that ex-
citon coherence decays in approximately 0.5 ps, matching
the experimental evidence of algal photosynthetic pro-
teins. [21].
We assume that each mode undergoes relaxation
[43] due to thermal reservoirs at temperature 298 K
(207.1 cm−1). This corresponds to transition Lindblad
operators b1 and b2 at rate Γth(1 +B), and b
†
1 and b
†
2 at
rate ΓthB. Here B = (e
ω
kBT − 1)−1 is the mean number
of quanta in a thermally occupied mode of frequency ω
and Γth = [1 ps]
−1
is the rate at which modes equilibrate.
Table I summarises the various parameters.
To numerically simulate the model, we linearise the
master equation into an ordinary differential equation
|ρ˙(t)〉〉 = L|ρ(t)〉〉, (11)
where L is the Liouvillian superoperator and |ρ(t)〉〉 are
flattened density matrices, which can be solved with stan-
dard algorithms.
Our initial state is
ρ(0) = |E2〉〈E2| ⊗ ρth1 ⊗ ρth2 , (12)
where the electronic system starts in the higher en-
ergy excitonic state |E2〉, and both intramolecular modes
are initially in thermal equilibrium with their respec-
tive baths: ρthi =
∑
ni
Pni |ni〉〈ni| and Pni =
(
1 −
e
−ω
kBT
)
e
−niω
kBT .
C. Measuring transient spontaneous
synchronisation
Typically, the Pearson correlation factor is used in the
quantum synchronisation literature as it gives clear in-
dication of synchronisation and shows some information
about the timescales involved. For any two time depen-
dent functions f1(t) and f2(t), the Pearson correlation
coefficient is defined as follows [10]:
Cf1,f2 (t|∆t) =
∫ t+∆t
t
δf1δf2dt(∫ t+∆t
t
δf21 dt
∫ t+∆t
t
δf22 dt
)1/2 , (13)
where δf = f−f¯ , f¯ = 1∆t
∫ t+∆t
t
f (t′) dt′ is a time average
and ∆t is the averaging window.
However, the usual form of the Pearson correlation
factor does not give sufficient information about the
early-time transient dynamics before synchronisation is
reached, instead only indicating when it has occurred.
Here we present a modification to the Pearson correla-
tion factor that allows it to be used as a continuous mea-
sure of phase difference and therefore reveal information
about the early times and the emergence of synchronisa-
tion. This was first presented in Ref. [18]. To do so, we
make a particular choice of ∆t, such that our measure of
synchronisation is:
C〈X1〉,〈X2〉
(
t
∣∣∣∣∆t = 2piω1
)
, (14)
where ω1 is the frequency of oscillation of the first chro-
mophore, and 〈Xi〉 are the expectation values of the po-
sition operator for each mode. We explain how it works
in the remainder of this section.
The Pearson correlation factor returns a value of 1 for
positive spontaneous synchronisation (in-phase), −1 for
negative synchronisation (pi out of phase) and 0 for asyn-
chrony [10]. If we chose ∆t as close as possible to time
period T of the dominant frequency in f1, then the corre-
lation Cf1,f2 (t|∆t = T ) becomes a continuous measure of
phase difference between the two oscillating signals. This
function returns a continuous value in the range of −1 to
1 corresponding to a phase shift of pi to 0 respectively
between the functions f1 and f2.
We derive this relation analytically for two example
sinusoids in the following. Consider f1 = sinωt and f2 =
sin(ωt+φ) with identical frequencies and amplitudes that
lie within the same range. With the choice of ∆t = 2piω ,
we find that both time averages f¯1 and f¯2 are zero:
f¯1 =
ω
2pi
∫ t′+ 2piω
t′
sinωtdt = 0, (15)
f¯2 =
ω
2pi
∫ t′+ 2piω
t′
sin(ωt+ φ)dt = 0. (16)
Note that in general, the functions f1 and f2 can have
different amplitudes or be displaced from zero. Hence, in
50 20 40 60 80 100
Time (2 1 )
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
C
X 1
X 2
= 1.01
= 1.02
= 1.04
FIG. 2. Value of the transient spontaneous synchronisation
measure Cf1,f2(∆t = 2pi/ω1) for three sets of two uncoupled
sinusoids f1 = sin(ω1t), f2 = sin(ω2t + φ) with different fre-
quencies ∆ω = ω2/ω1 and constant phase difference φ.
general their time averages f¯1 and f¯2 are not zero. The
shifted functions δfi = fi− f¯i act to subtract the average
value of fi and center any oscillations around zero. This
emphasises the fluctuations around the mean and allows
more accurate measurement of phase. For our example
f1 and f2, we have δfi = fi. The integral of their product
is the main measure of synchronisation:∫ t′+ 2piω
t′
δf1δf2dt =
∫ t′+ 2piω
t′
sin(ωt) sin(ωt+ φ)dt
=
pi cosφ
ω
.
(17)
This shows that for a sliding window of one time period
T = 2piω and two perfect sinusoids, the time dependence
disappears. For any value of t, the measure returns a
constant value that depends only on the phase difference
φ between the signals.
The denominator in Eq. (13) normalises the measure
to the limits of 1 and −1. For our example oscillations
it takes value
(∫ t+∆t
t
δf21 dt
∫ t+∆t
t
δf22 dt
)1/2
= piω . To-
gether, this finally results in the synchronisation mea-
sure:
Cf1,f2 (∆t = T ) = cosφ. (18)
In Fig. 1(b), the value of the synchronisation func-
tion is plotted as a function of constant phase difference
φ. The synchronisation measure for three different sce-
narios is illustrated in Fig. 2. We observe that for two
waves of different frequency, the synchronisation mea-
sure Cf1,f2 (t|∆t = T1) does not stabilise and oscillates
as the phase relationship shifts over time. The frequency
of oscillation is proportional to the frequency difference
between the two oscillators.
These effects can be understood by analysing the form
of Eq. (17). For any two functions, Eq. (17) has a max-
imum when they are identical, and therefore has a max-
imum value of 1. For any phase shift or frequency shift
the integral of their product will be less than the square
root of the product of their integrals.
This measure is used repeatedly throughout the paper
as a dynamic measure of phase and allows us to connect
synchronisation phase to the Hamiltonian structure and
quantum correlations in novel ways. Other attempts to
develop a real-time phase measure between two oscillat-
ing signals have been conducted along the lines of sliding-
window discrete Fourier transform methods [44], Hilbert
transforms with data extension [45] and other correlation
functions [46].
III. EMERGENCE OF SYNCHRONISATION
PHASE
We first consider the effect of detuning in the exciton-
vibration dimer and find the emergence of a synchronisa-
tion phase in Section III A. Then, we determine the origin
of the synchronisation phase in Section III B, which for
our model is due to asymmetric vibronic interactions.
A. Detuning in the bio-inspired dimer
We define the detuning ∆ω = ω2/ω1 and choose to
change the frequency of ω2 only. This allows us to
fix the time window of the synchronisation measure,
C〈X1〉,〈X2〉(t|∆t), as ∆t = 2piω1 whilst still probing detun-
ing. For simplicity in the notation, from here on we de-
note our time-dependent measure for this time window
simply C〈X1〉,〈X2〉(t).
Using the initial state Eq. (12) and system parame-
ters listed in Table I, we show in Fig. 3 the effects on
the synchronisation measure for two different regimes of
detuning, ∆ω = 1.002 and ∆ω = 1.02. These are cho-
sen to illustrate two distinct scenarios in synchronisation
dynamics, namely synchronised and not synchronised re-
spectively. Recall that here, a constant C value of the
measure corresponds to synchronisation.
We find that for detuning ∆ω = 1.02, the synchronisa-
tion measure oscillates, indicating that the phase between
the two oscillators is continuously changing. Hence, the
frequencies at which the observables 〈X1〉 and 〈X2〉 os-
cillate are different and have not synchronised. We have
not shown here, but we also find that the phase oscilla-
tion frequencies are correlated with increased detuning.
This is as expected from classical dynamics of Eq. (1).
The phase relationship ∆φ(t) outside the synchronisa-
tion region would change at a rate proportional to their
detuning d with periodic fluctuations from q(∆φ(t)).
In contrast, we have synchronisation in the case of
small detuning: the straight line for ∆ω = 1.002 in Fig. 3
indicates that there is a constant, non-zero phase rela-
tionship between 〈X1〉 and 〈X2〉. Their frequencies have
synchronised but they are not perfectly aligned in phase.
This result also agrees with the predictions of Eq. (1)
within the synchronisation region.
60 2 4 6 8 10
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FIG. 3. Transient spontaneous synchronisation measure
C〈X1〉,〈X2〉(t) of the expectation value of mode positions
〈X1〉, 〈X2〉 for two regimes of detuning, with frequency dif-
ference ∆ω = 1.002 where synchronisation occurs, and ∆ω =
1.02 where it does not.
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FIG. 4. Transient spontaneous synchronisation measure
C〈X1〉,〈X2〉(t) of the expectation values of mode positions,
〈X1〉, 〈X2〉, revealing synchronisation phase as a function of
detuning, ∆ω (listed in-figure). To highlight the long-time
behaviour, the figure omits the very short-time regime.
To take a closer look at this relationship we calculate
the synchronisation dynamics for a range of detunings,
with results given in Fig. 4. The figure shows only the
detunings for which a synchronised state is reached, i.e.,
having a constant long-time C〈X1〉,〈X2〉 value. We see a
clear negative relationship between the magnitude of de-
tuning and the stable value of C〈X1〉,〈X2〉(t) reached, i.e.,
increasing detuning increases the synchronisation phase,
up to a breaking point where synchronisation can no
longer occur.
The overall dynamics of the synchronisation measure
C〈X1〉,〈X2〉(t) at different detunings presented in this sec-
tion are similar to what would be expected in the classical
case. There exists a window of detunings within which
synchronisation occurs and the time taken to reach a syn-
chronised state increases with detuning. The quantum
mechanical mechanism for this observed behaviour is ex-
plained fully in the following section.
B. Origin of synchronisation phase with detuning
The origin of the relationship between the synchroni-
sation phase and detuning can be understood by con-
sidering how the associated changes in the Hamiltonian
lead to an asymmetric participation of the local modes
in the collective vibronic eigenstates of the system and in
the dynamics. The equations of motion for each mode’s
average displacement are
〈X1〉 =
∑
j,k
ρjk(t)X1,kj ,
〈X2〉 =
∑
j,k
ρjk(t)X2,kj ,
(19)
where Xi,kj = 〈ψk|Xi|ψj〉 with the eigenstates |ψj〉 given
in Eq. (8). When ω1 = ω2, the elements Xi,kj were re-
stricted to either being equal or opposite upon mode ex-
change as thoroughly discussed in Ref. [18]. In this situa-
tion each mode participates equally or oppositely in every
vibronic coherence (c.f. Table 2 in Ref. [18], where the
values of Xi,kj are equal or scaled by -1). As synchronisa-
tion is the result of one specific vibronic coherence signif-
icantly out-living others, the resultant synchronisation
phase was restricted to either 0 (when C〈X1〉,〈X2〉 = 1)
or pi (when C〈X1〉,〈X2〉 = −1) depending on which co-
herence dominated. For the undetuned situation in our
bio-inspired system, mode displacements are found to be
perfectly synchronised and phase-matched in the long-
time regime. Later on in Section V we discuss how this
reflects a collective normal mode being effectively decou-
pled from the electronic dynamics.
With unequal frequencies ω1 6= ω2, the mode exchange
symmetry is broken leading to an asymmetric participa-
tion of each mode both in the vibronic eigenstates and
in the dynamics. In the far detuning extreme, one mode
may be so far off-resonance with the system energy scales
that it does not participate in system dynamics at all
and synchronisation cannot occur. In the smaller de-
tuning regime, the eigenstates structure do not restrict
X1,jk and X2,jk to be symmetric and anti-symmetric but
instead they have a range of amplitudes. The time de-
pendent parts of Eq. (19) are identical for 〈X1〉 and 〈X2〉
but the weights of each oscillating component changes
according to X1,jk and X2,jk. Within the region of syn-
chronisation, these amplitude differences are small and
manifest as a constant phase difference between the os-
cillations of each expected value 〈Xi〉. This can be seen
by expressing each amplitude as Xi,kj = exp(κi,kj) where
κ is in general a complex number thereby contributing a
phase to the signal. Outside the region of synchronisa-
tion, these differences are large, the signals are composed
of different frequencies and have an unstable phase dif-
ference.
7IV. QUANTUM CORRELATIONS
Given that the exciton-vibration dimer operates in the
quantum regime, a question of interest is: how much of its
behaviour is uniquely quantum? The quantitative rela-
tionships between spontaneous quantum synchronisation
and quantum discord, a measure of purely quantum cor-
relation, have been explored in a range of quantum syn-
chronisation settings [13–16, 19, 47–50]. For example,
Ref. [13] find that the emergence of spontaneous syn-
chronisation is correlated with the preservation of quan-
tum discord. Spontaneous synchronisation can also be
correlated with the generation of entanglement from an
initially unentangled state [15], and the quantum mutual
information has been proposed as a measure of synchroni-
sation that is capable of being used in both deep quantum
and semi-classical regimes [47].
In Section IV A, we introduce measures of quantum
correlations. In Section IV B, we investigate the dynam-
ics of quantum correlations between the spontaneously
synchronising subsystems, and find further evidence for
the connection between synchronisation and quantum
correlations. Specifically, we reveal that the synchronisa-
tion phase indicates a change in magnitude of quantum
discord between the synchronising subsystems. This sug-
gests that our adapted synchronisation measure can be
used to quantify a purely quantum feature.
A. Quantum correlation measures
The quantum mutual information I(A : B) is a mea-
sure of the total correlations between two subsystems A
and B of a bipartite quantum system AB and is defined
as:
I(A : B) = S(ρA) + S(ρB)− S(ρAB), (20)
where S(ρ) = − tr [ρ log ρ] is the von Neumann entropy
and density matrices ρA = trB [ρAB ], ρB = trA [ρAB ]
are subsystems of ρAB . This shared information can be
decomposed into classical correlations and quantum cor-
relations. The classical correlations are equivalently the
difference in von Neumann entropy of a subsystem before
and after a measurement is acted on the other subsystem:
J(B|A) = max
A†iAi
{
S(ρB)−
∑
i
piS(ρ
i
B)
}
, (21)
where
ρiB = trA
[
A†iAiρAB
]
/pi, (22)
is the residual state of B after measurement of A†iAi (pos-
itive operator valued measurements) on subsystem A and
pi = trAB
[
A†iAiρAB
]
is the probability of this outcome.
Numerically, the measurements A†iAi are generated ran-
domly until the sum of Eq. (21) satisfactorily converges
(a)
(b)
FIG. 5. Dynamics of quantum mutual information, quantum
discord and classical information between mode subsystems
in the exciton-vibration dimer model with PE545 parameters
(Table I) and initial state Eq. (12) for two detuning scenarios:
(a) ∆ω = 1.002 for which transient spontaneous synchronisa-
tion is achieved and (b) ∆ω = 1.02 for which it is not.
on its maximum. Note that this equation would be dif-
ferent for the classical correlations from subsystem A to
B, which we would label J(A|B).
The remaining portion of the mutual information that
is not classical must be quantum, i.e. the quantum dis-
cord D(B|A) [31, 32]:
D(B|A) = I(A : B)− J(B|A). (23)
B. Spontaneous synchronisation and quantum
correlations
Given the structure of our dimer model in Section II A,
the density matrices for the subsystems are accessible.
Hence, we can use Eqs. (21), (20) and (23) to calculate
the quantum correlations between mode subspaces. In-
tuitively we would expect some mutual information be-
tween modes to be maintained in a synchronised state as,
if they were completely uncorrelated, then they should
8oscillate at independent frequencies and phases. From
the work in Ref. [18], we know that in the systems consid-
ered, synchronisation requires vibronic eigenstates with
sufficient participation from both modes. We postulate
that these quantum correlations would not persist in the
long-time limit if synchronisation is not achieved. The
detuning scenarios introduced in this paper provide the
ideal regime to test this.
Fig. 5 shows numerical calculations of the mutual in-
formation, quantum discord and classical information be-
tween the two intramolecular modes with PE545 param-
eters and for two different scenarios: Fig. 5(a) considers
the case with detuning ∆ω = 1.002 in which synchro-
nisation occurs, while Fig. 5(b) considers ∆ω = 1.02 in
which synchronisation does not occur.
Two time-regimes emerge. Firstly, we notice a sharp
increase in all correlations from uncorrelated initial state
at 0 ps to a peak at around 0.2 ps. Note that the corre-
lations do not originate from the initial state—instead,
they must be generated by the coherent interactions in
our system. The peak at 0.2 ps coincides with the co-
herent excitation transfer period that is characteristic
of the dynamics in these bio-inspired vibronic dimers
(c.f. Fig. 8c from Ref. [18] and Fig. 10b from Ref. [25]).
The excitation transfer mechanism involves transitions
between vibronic eigenstates which involve both modes,
therefore it is unsurprising that the quantum correlations
between the modes also peak at the same time.
Secondly, we note the decay in correlations from 0.4 ps
onward. This behaviour is due to the decay of coher-
ent dynamics and the dominance of incoherent processes.
In the synchronising case of Fig. 5(a) we see that the
modes remain significantly correlated in the long time
limit whereas in Fig. 5(b) we see that correlations decay
rapidly to a much lower value. This clear correlation be-
tween synchronisation and the preservation of quantum
correlations is in agreement with previous findings.
Interestingly, we find that when the systems sponta-
neously synchronise, the majority fraction of the mutual
information consists of quantum discord at every instant
in time. In contrast, if the systems do not synchronise, we
see a time period in which classical information is greater
than quantum discord as it can been noticed in the 1 ps to
2 ps time interval of Fig. 5(b). This leads us to hypoth-
esise a novel dynamical relationship between transient
spontaneous synchronisation and quantum correlations:
for spontaneous quantum synchronisation to emerge, the
quantum discord must be greater than classical infor-
mation at all times, whereas for non-synchronising cases
there may exist time intervals where the greater fraction
of correlations are classical.
Now consider the in-between detuning regime for which
synchronisation phase is also achieved. In Fig. 6, we
plot the long-time value of quantum discord (normalised
to the discord at no detuning) and compare with the
long-time constant synchronisation measure C〈X1〉,〈X2〉.
We consider two different exciton delocalisation regimes
of our dimer model characterised by different values of
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FIG. 6. Long-time stable value of quantum discord between
mode subsystems plotted against long-time stable value of
transient spontaneous synchronisation measure C〈X1〉,〈X2〉(t)
of expectation value of mode positions. Each data point cor-
responds to a value of detuning and quantum discord is nor-
malised to 1 for zero detuning. Two degrees of excitonic del-
icalisation given by η = 2V/|∆e| are considered: (i) η = 0.17
corresponding to parameters as in Table I and (ii) adjusted
electronic values such that η = 0.5 but all remaining param-
eters are the same as in in Table I. Linear regressions are
plotted using standard methods to emphasise the relation-
ship.
η = 2V/|∆e| [18]: (i) the long blue line is for the parame-
ters and detunings from Fig. 4 giving η = 0.17 and (ii) the
short orange line for a slightly more delocalised regime
where ∆e and V are adjusted such that η = 0.5 but all the
remaining parameters are as in Table 1. Each point corre-
sponds to a different detuning that exhibits a synchroni-
sation phase (cf. Sec. III A). Hence, for our bio-inspired
system, a larger synchronisation phase upon detuning,
corresponding to a stable value 0 < C〈X1〉,〈X2〉 < 1, in-
dicates weaker quantum correlations between the modes.
This shows that our synchronisation measure is able to
capture the change in quantum discord between subsys-
tems as a function of frequency detuning. In the next
section we explore how general our observations are when
considering other forms of interaction between two-level
systems and Harmonic oscillators.
V. THE CASE OF MILITELLO ET AL.’S
MODEL
In order to understand how the emergence of the phase
synchronisation in the presence of detuning is linked to
the structure of Hamiltonian and to the dissipative dy-
namics the system experiences, we consider the study
by Militello et al. [17]. The authors demonstrate syn-
chronisation phase in a open quantum system that has
comparable features our bio-inspired model but that ex-
hibits a non-zero synchronisation phase in the absence
of detuning. We discuss the physical origin of their syn-
9chronisation phase and demonstrate the agreement with
our approach and predictions.
A. Synchronisation phase without detuning
The model considered by Militello et al. consists of a
two-level system with ground and excited stated denoted
as |e1〉 and |e2〉 respectively, and interacting with two
quantum harmonic oscillators whose associated lowering
operators are b1 and b2. The total Hamiltonian has a
Jaynes-Cummings form:
HMilitello = + e1|e1〉〈e1|+ e2|e2〉〈e2|
+ ω1b
†
1b1 + ω2b
†
2b2
+ g1
(
eiφ1b1 + e
−iφ1b†1
)
σx
+ g2
(
eiφ2b2 + e
−iφ2b†2
)
σx,
(24)
where σx = |e1〉〈e2| + |e2〉〈e1| and φ1 and φ2 are phases
in the range 0 ≤ φ ≤ pi. Each two-level system is also
coupled to a zero-temperature reservoir modelled by a
Markovian master equation of the form
ρ˙(t) = −i[HMilitello, ρ(t)] +Dσ− [ρ(t)], (25)
where Dσ− is a Lindblad superoperator of the form given
in Eq. (10) with transition operator σ− = |e1〉〈e2| and
rate Γσ− . The modes do not experience any direct dissi-
pation.
The authors find that when synchronisation occurs,
there is a constant phase difference between the two mode
displacement that is determined by the parameters φ1
and φ2 from H
Militello and obeys the relation
φS = pi − (φ1 − φ2). (26)
Note that their approximated synchronisation phase has
no dependence on detuning and is a function of the vari-
ables φ1 and φ2 only. Militello et al. derive this re-
lation by approximating the effects of dissipation on an
initial coherent state of the modes. Since synchronisation
phase for Militello et al.’s model can emerge for zero-
detuning and symmetric coupling strength, i.e. ω1 = ω2
and g1 = g2, it is important to understand the physi-
cal origin such a phase in this situation and how it is
subsequently altered as detuning is introduced.
In order to gain this understanding we focus on the
structure of the interaction part of the Hamiltonian in
Eq. (24) by fixing φ2 = 0 and letting φ1 control the spe-
cific form of the interaction between the modes and the
two-level subsystem:
HMilitelloI (φ1 = 0) = gσx (X2 +X1) (27a)
HMilitelloI
(
φ1 =
1
4
pi
)
= gσx
(
X2 − X1√
2
− P1√
2
)
(27b)
HMilitelloI
(
φ1 =
2
4
pi
)
= gσx (X2 + P1) (27c)
HMilitelloI
(
φ1 =
3
4
pi
)
= gσx
(
X2 +
X1√
2
+
P1√
2
)
(27d)
HMilitelloI (φ1 = pi) = gσx(X2 −X1), (27e)
where P1 is the dimensionless momentum operator for
mode 1. Evolution in each of these scenarios results in
synchronisation of the mode observables 〈Xi〉 with differ-
ent phase differences φS . In Fig. 7, we consider Militello
et al.’s model and plot the correlation C〈X1〉,〈X2〉(t) for
the five example interaction Hamiltonians in the set of
Eqs. (27). Using the relationship between C〈X1〉,〈X2〉 and
the synchronisation phase presented in Fig. 1(b), we can
see that our predictions for the synchronisation phase
agree in all cases with the predictions of Militello et al.
For every case in Eqs. (27) there are effective two
normal collective modes. As dissipation acts directly
only on the two-level sub-system, the dynamics of the
oscillators depend critically on which collective observ-
ables are involved in the interaction HMilitelloI . In the
case of Eq. (27a), the sum of the mode position opera-
tors, also known as the collective ‘centre-of-mass’ mode
X+ = (X1 +X2), is directly coupled to the two-level sub-
system. In this case, the collective ‘relative-displacement’
mode X− = (X1 − X2) is fully decoupled and is there-
fore free from dissipation. When evolving from an initial
coherent state that contains some amplitude in both of
these collective modes, the centre-of-mass motion decays
rapidly while the relative-displacement remains. As we
show in Fig. 7, survival of this collective mode in the
long-time regime implies perfectly anti-correlated mo-
tions (C〈X1〉,〈X2〉 = − 1) indicating a constant pi phase
between 〈X1〉 and 〈X2〉 in agreement with Eq. (26) i.e.
φS = pi − (0− 0) = pi.
Similar analysis holds for the case of Eq. (27e) where
the collective center-of-mass motion decouples from the
interaction with the two-level system and long-time syn-
chronisation of displacements is positive (C〈X1〉,〈X2〉 = 1)
with perfect phase match i.e. φS = 0. This case is com-
parable with our exciton-dimer model with zero-detuning
and symmetric coupling, i.e. ω1 = ω2 and g1 = g2 = g,
as it can be noted by expressing the interaction part of
Eq. (6) in terms of effective Pauli matrices for the exci-
tonic system [29]:
HI(dimer) = g(cos 2θσz + sin 2θσx)(X2 −X1), (28)
where θ = 12 arctan(2V/|∆e|). For the parameters of our
bio-inspired dimer, θ is small and the interaction with σz
dominates in contrast with HMilitelloI where the interac-
tion couples σx. The specificity of the σx or σz interac-
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FIG. 7. Synchronisation measure C〈X1〉,〈X2〉(t) of expecta-
tion value of mode positions for a different values of (oscilla-
tion difference) φ1 as shown in Eq. (27) for Militello et al.’s
model [17]. Initial state: ρ0 = |e1〉〈e1| ⊗ ρvacuum ⊗ ρcoherent.
Parameters ∆e = e2 − e1, ω = ∆e, g = ∆e, Γσ− = 0.2∆e.
tion manifests itself in different short-time synchronisa-
tion dynamics but the stable long-time synchronisation
phase is dominated by the effectively decoupled collective
mode as discussed above. We can then conclude that
for each in-between value of φ1 and the corresponding
Hamiltonians, i.e. Eqs. (27b)-(27d), there exists a col-
lective mode that is decoupled both from the two-level
system and from the collective mode entering HMilitelloI ,
and which dominates the long-time synchronisation dy-
namics as it is indeed discussed by Militello et al. (cf.
Eqs. (7) and (8) in [17]).
In summary, the syncnronisation phase predicted by
Ref. [17] for zero-detuning is entirely determined by the
relative phases of the collective mode that decouples fully
both from the two-level system and from the collective
mode entering HMilitelloI . When frequency detuning is
introduced, the local mode exchange symmetry is broken
leading to their asymmetric participation in dynamics
and to collective modes which cannot be decoupled from
each other (cf. Eq. (3a) in Ref. [17].) In the presence
of a small detuning, synchronisation is still determined
by a collective mode that decouples from the two-level
system but that remains weakly coupled to the collective
mode entering the interaction and therefore undergoes
indirect dissipation. Thus, a shift in the synchronisation
phase given by Eq. (26) shall be expected as a function
of detuning as we show in the next subsection.
B. Detuning in Militello et al.’s model
We now investigate how detuning further influences
the synchronisation phase in Militelo et al.’s model. To
understand this we consider the Hamiltonian in Eq. (24)
with φ1 = pi and φ2 = 0 and detune the mode frequencies
such that ∆ω = ω2/ω1 > 1. The results are reported in
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FIG. 8. Transient spontaneous synchronisation measure
C〈X1〉,〈X2〉(t) of expectation value of mode positions for two
regimes of detuning in Militello et al.’s model [17]: detuning
∆ω = 1.2 where synchronisation occurs and ∆ω = 1.35 where
it does not. Initial state: ρ0 = |e1〉〈e1| ⊗ ρvacuum ⊗ ρcoherent.
Parameters ∆e = e2 − e1, ω = ∆e, g = ∆e, Γσ− = 0.2∆e.
Fig. 8 and they strongly resemble the behaviour shown
in Fig. 3 whereby a small detuning i.e. ∆ω = 1.2 renders
a synchronised state with a long-time constant value of
C〈X1〉,〈X2〉 slightly less than 1 thereby signalling a non-
zero phase synchronisation. As expected, a larger detun-
ing prevents synchronisation.
We expect a similar behaviour for all values of φ1 and
φ2 when including detuning, with the understanding that
the undetuned situation sets the level from which the
shift in the synchronisation phase should be measured.
The results in Fig. 8 also support the understanding that
the synchronisation phase in the presence of detuning ac-
counts for the asymmetric participation of the modes in
the eigenstates and dynamics such that no collective de-
gree of freedom is fully isolated from dissipation. Our
analysis then shows that the observations in Section III A
are not exclusive to the exciton-vibration dimer and ap-
ply to a variety of spontaneously synchronising quantum
systems.
C. Quantum correlations in Militello et al.’s model
In the following we measure the quantum correlations
between undetuned modes spontaneously synchronising
with a constant phase as produced by Militello et al.’s
Hamiltonian Eq. (24) with identical mode frequencies
and interaction strengths.
In Fig. 9 we plot the long-time stable values of quan-
tum mutual information, classical information and quan-
tum discord for a range of φ1 alongside the correspond-
ing long-time stable value C〈X1〉,〈X2〉 which quantifies the
synchronisation phase. We find that the long time corre-
lations are unchanged by the phase φ1 introduced in the
interaction Hamiltonian. This is expected since changes
in φ1 do not change the coupling strengths or individ-
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FIG. 9. Long-time limit stable values of quantum mutual
information, quantum discord and classical information be-
tween mode subsystems as functions of φ1 for Militello et al.’s
interaction Hamiltonian given in Eq. (24) with φ2 = 0. Values
for these functions have been scaled by 10. Also shown is the
long-time limit stable value of the synchronisation function
C〈X1〉,〈X2〉 as function of φ1.
ual frequencies of the local modes, and hence shall not
affect the long-time correlations. The synchronisation
C〈X1〉,〈X2〉(t) dynamics presented as a function of φ1 is
exactly what we would expect from two sine functions
with a constant phase shift between them, as can be seen
in the characterisation of our synchronisation function
presented in Fig. 1(b). We do expect that for a fixed set
of φ1 and φ2 parameters, the long-time quantum correla-
tions and synchronisation phase will change for different
detunings as reported in Fig. 6.
Finally, in Fig. 10, we investigate the dynamics of
quantum and classical correlations in Militello et al’s
model with φ1 = pi and φ2 = 0 and for synchronising and
non-synchronising regimes. We find the same qualitative
relationship as in the exciton-vibration dimer model with
detuning reported in Fig. 5. This supports the generality
of the hypothesis introduced in Sec. IV B that for sponta-
neous synchronisation to emerge the dynamics must be
such that quantum discord is larger than the classical
information at all times, whereas in non-synchronising
systems classical information can outweigh quantum dis-
cord for non-zero time periods.
VI. CONCLUSION
In this paper we have defined a synchronisation mea-
sure that effectively quantifies the synchronisation phase
between oscillating signals and employ this measure to
investigate the dynamics of transient spontaneous syn-
chronisation as a function of detuning in a bio-inspired
vibronic dimer subjected to Markovian dissipation. We
also explore the quantum and classical nature of the in-
formation shared between synchronising subsystems and
(a)
(b)
FIG. 10. Dynamics of quantum mutual information, quantum
discord and classical information between mode subsystems
in Militello et al.’s model [17] for two detuning scenarios: (a)
where synchronisation is achieved ∆ω = 1 and (b) where it
is not ∆ω = 1.35. Initial state: ρ0 = |e1〉〈e1| ⊗ ρvacuum ⊗
ρcoherent. Parameters ∆e = e2 − e1, ω = ∆e, g = ∆e, Γσ− =
0.2∆e.
how this information dynamics is captured by our pro-
posed synchronisation measure.
For the bio-inspired quantum system of interest, where
local vibrational modes assist electronic energy transfer,
we determined the detune regime in which spontaneous
synchronisation can occur with a constant non-zero syn-
chronisation phase. Transient spontaneous synchronisa-
tion in this system reflects the fact that a collective mo-
tion undergoes very weak dissipation. In the case of equal
oscillator frequencies, the sychronised state in the long-
time regime renders zero phase difference between the
synchronising subsystems [18]. We showed that upon in-
troducing detuning, the synchronisation phase is shifted.
The origin of this phase shift can be traced back to the
asymmetric participation of the vibrations in the joint
vibronic eigenstates and in the dynamics. In a normal
mode picture this means that collective normal motions
are now coupled to each other such that no collective
mode is entirely decoupled from dissipative processes
thereby affecting the phase at which local vibrations syn-
12
crhonise. Through the study of Militello et al.’s model
[17], we showed that the mechanisms affecting the shift
in the synchronisation phase under detuned conditions
applies to a variety of synchronising open quantum sys-
tems.
We then investigated the relationship between tran-
sient spontaneous synchronisation and quantum corre-
lations, in both our exciton-vibronic dimer and in the
model of Militello et al. [17]. We found that if synchroni-
sation occurs, then the shared information between syn-
chronising subsystems is primarily quantum discord at all
times, whereas in the non-synchronising cases classical in-
formation may some times be the larger fraction. We also
found that as a function of the detuning, the quantum
discord between synchronising subsystems decreases lin-
early as the synchronisation measure decreases, that is,
the shift in the synchornisation phase upon detuning im-
plies that quantum correlations between the subsystems
persist but are diminished. Our results then suggest that
our measure is capable of capturing information about a
purely quantum property of synchronising subsystems,
and that the measure can indicate the persistent pres-
ence and change in quantum discord.
We have considered the simplest bio-inspired quantum
scenario capturing key features present in a variety of
natural photosynthetic light-harvesting complexes to il-
lustrate that quantum synchronisation analysis provides
a insightful route for understanding truly quantum phe-
nomena in such systems. Thus, our work opens up a
promising avenue to investigate non-trivial quantum phe-
nomena in a variety of complex biomolecular and chem-
ical systems.
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