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ABSTRACT
Emergent behaviors in networks of locally interacting dynamical systems have been
a topic of great interest in recent years. As the complexity of these systems increases, so
does the range of emergent properties that they exhibit. Due to recent developments in areas
such as synthetic biology and multi-agent robotics, there has been a growing necessity for
a formal and automated framework for studying global behaviors in such networks. We
propose a formal methods approach for describing, verifying, and synthesizing complex
spatial and temporal network properties.
Two novel logics are introduced in the first part of this dissertation: Tree Spatial Su-
perposition Logic (TSSL) and Spatial Temporal Logic (SpaTeL). The former is a purely
spatial logic capable of formally describing global spatial patterns. The latter is a temporal
extension of TSSL and is ideal for expressing how patterns evolve over time. We demon-
strate how machine learning techniques can be utilized to learn logical descriptors from
labeled and unlabeled system outputs. Moreover, these logics are equipped with quantita-
tive semantics and thus provide a metric for distance to satisfaction for randomly generated
vii
system trajectories. We illustrate how this metric is used in a statistical model checking
framework for verification of networks of stochastic systems.
The parameter synthesis problem is considered in the second part, where the goal is to
determine static system parameters that lead to the emergence of desired global behaviors.
We use quantitative semantics to formulate optimization procedures with the purpose of
tuning system inputs. Particle swarm optimization is employed to efficiently solve these
optimization problems, and the efficacy of this framework is demonstrated in two applica-
tions: biological cell networks and smart power grids.
The focus of the third part is the control synthesis problem, where the objective is to
find time-varying control strategies. We propose two approaches to solve this problem: an
exact solution based on mixed integer linear programming, and an approximate solution
based on gradient descent. These algorithms are not restricted to the logics introduced in
this dissertation and can be applied to other existing logics in the literature. Finally, the
capabilities of our framework are shown in the context of multi-agent robotics and robotic
swarms.
viii
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1Chapter 1
Introduction
1.1 Motivation
A networked system can be roughly defined as a system whose components are distributed
across space and connected via a communication network. Examples include electrical
power grids, teams of robots, gene networks, and groups of animals. The complicated dy-
namics of individual system components, e.g. the stochastic power consumption demand of
individual buildings in a neighborhood, and the interactions between these components via
the network, e.g. load balancing between neighborhoods, allow networked systems to pro-
duce rich, complicated behaviors, e.g. fulfilling the overall demand for power consumption
while ensuring that no load on the network is high enough to trip a blackout. Such dynamic
patterns have been studied by diverse communities including physics, biology and com-
puter science [Parrish and Edelstein-Keshet, 1999, Gollub and Langer, 1999]. However,
these approaches have been domain-specific and thus how to formally characterize and use
dynamic patterns is still an open question.
Spatio-temporal pattern formation is central to the understanding of how complex or-
ganisms develop and how self-organization arises out of locally interacting dynamical sys-
tems. Examples of spatial patterns are ubiquitous in nature: from the stripes of a zebra and
the spots on a leopard to the filaments (Anabaena) [Golden and Yoon, 1998], squares (Thio-
pedia rosea), and vortex (Paenibacillus) [Scherrer and Shull, 1986] formed by single-cell
organisms. Pattern formation is not only at the very origin of morphogenesis and devel-
2opmental biology, but it is also at the core of technologies such as self-assembly, tissue
engineering, and organoid formation [Darabi et al., 2008,Shkumatov et al., 2014]. Current
approaches to this problem in biology are usually application-specific [Rufino Ferreira and
Arcak, 2013].
Robotics swarm control is another area in which pattern formation is a central problem.
Robotic swarms have received a lot of attention from the robotics research community in
recent years [Mesbahi and Egerstedt, 2010]. Large teams of robots are suitable for a broad
range of applications such as distributed task allocation [Michael et al., 2008], area pa-
trolling and coverage [Cortes et al., 2004, Bullo et al., 2009], search and rescue missions
[Kantor et al., 2003], and simultaneous localization and mapping (SLAM) [Thrun and Liu,
2005].With the recent technological developments, producing a large number of inexpen-
sive robots that are equipped with sophisticated sensing, computation and communication
tools has become a reality [Rubenstein et al., 2014a, Rubenstein et al., 2014b]. Describing
complex spatial specifications for swarms is a non-trivial task. The existing methods rely
on spatial configurations generated from simple geometrical shapes, potential fields or sets
of target points [Chen and Wang, 2005]. However, it is practically easier to specify collec-
tive spatial behaviors of a swarm as opposed to specifying trajectories for each individual
robot [Winfield et al., 2005]. The existing approaches to specify collective behaviors lack
a formal framework for synthesizing control inputs for individual robots that result in the
emergence of the specified behaviors [Alonso-Mora et al., 2011].
Even though the study of spatial patterns has kindled the interest of several communi-
ties such as biology, robotics, computer science, and physics, the mechanisms responsible
for their formation are not yet well understood. Hence, there is a necessity for a formal
framework for specifying collective behaviors in networked dynamical systems that is not
specific to certain domains and can be easily applied to a wide range of applications. Ide-
ally, it should be straightforward to formally express complex behaviors in this framework.
3Moreover, it should be equipped with efficient model checking and synthesis algorithms,
capable of verifying whether a network is exhibiting desired spatio-temporal behaviors,
and determining local system inputs that lead to emergence of those behaviors. A formal
methods approach is proposed in this dissertation to address these challenges.
1.2 Objectives
The objective of this dissertation is to address the following questions:
1. Can dynamic patterns in networked systems be specified in a formal language with
well-defined syntax and semantics?
2. Can we develop algorithms for pattern detection from specifications given in such a
language? Can these algorithms be automated and with minimal user input?
3. Given a large collection of locally interacting agents, can we design parameter syn-
thesis rules, control and interaction strategies guaranteeing the emergence of global
spatio-temporal patterns?
Our goal is to answers to such questions by drawing inspiration from the field of com-
puter aided verification and model checking [Clarke Jr et al., 2018]. We develop a compre-
hensive framework that can handle the complete process from formally specifying patterns
to generating control policies that will guarantee that networks exhibit specified patterns.
Through numerous examples and case studies, we will demonstrate that our techniques are
not restricted to specific applications and can be applied in a wide range of scenarios, in-
cluding cellular biology, smart power networks, multi-agent robotics, and robotic swarms.
This dissertation is divided into three parts:
1. Logics for spatially distributed dynamical systems: We propose two novel spatial
and spatio-temporal logics with well-defined syntax and semantics. We show that
4formulae in this logics are capable of specifying rich and complex time-varying spa-
tial patterns in networked systems. We develop machine learning algorithms that can
automatically generate formal specifications in these languages that describe high-
level user-specified patterns. Finally, a statistical model checking algorithm is de-
veloped that can determine how likely it is that a given specification is satisfied by
system executions.
2. Parameter Synthesis: An algorithm is introduced that can automatically synthe-
size static system inputs with the purpose that global properties expressed by logical
formulae are satisfied, resulting in the emergence of behaviors described by those for-
mulae. We apply this algorithm in various domains, including biological and power
networks, and demonstrate that it can successfully generate pattern producing pa-
rameters in spatially distributed networks.
3. Control Synthesis: We develop algorithms that efficiently synthesize dynamic con-
trol strategies for networks under spatio-temporal constraints. These constrains are
expressed using the logics proposed in the first part. Applications in multi-agent
robotics and robotic swarms are presented.
1.3 Related Work
Pattern recognition is usually considered as a branch of machine learning [Bishop, 2006]
where patterns have a statistical characterization [Jain et al., 2000] or they are described
through a structural relationship among their features [Pavlidis, 2013]. Even though pattern
recognition has been successful in several application areas [Veltkamp and Hagedoorn,
2001], it still lacks of a formal foundation and a suitable high-level specification language
that can be used to specify patterns in a concise and intuitive way and to reason about them
in a systematic way.
5Pattern recognition is a well-established technique in machine learning. Given a data
set and a set of classes, the goal is to assign each data to one class, or to provide a most
likely matching of the data to the classes. The two main steps in pattern recognition are: (a)
to extract distinctive features [Dalal and Triggs, 2005] with relevant information from a set
of input data representing the pattern of interest and (b) to build, using one of the several
available machine learning techniques [Russell and Norvig, 2016], an accurate classifier
trained with the extracted features. The descriptor chosen in the feature extraction phase
depends on the application domain and the specific problem.
This work is related to pattern recognition in computer vision, where these descrip-
tors may assume different forms. Feature descriptors such as Textons [Julesz, 1981] and
Histograms of Oriented Gradients (HoG) [Dalal and Triggs, 2005] are concerned with
statistical information of color distributions of intensity gradients and edge directions. The
scale-invariant feature transform (SIFT), proposed by Lowe in [Lowe et al., 1999], is based
on the appearance of an object at particular interest points, and is invariant to image scale
and rotation. The shape context [Belongie et al., 2002] is another feature descriptor in-
tended to describe the shape of an object by the points of its contours and the surrounding
context.
In the last decade, formal methods have become powerful mathematical tools not only
for specification and verification of systems, but also to enable control engineers to move
beyond classical notions such as stability and safety, and to synthesize controllers that can
satisfy much richer specifications [Belta et al., 2017]. For example, temporal logics such
as Linear Temporal Logic (LTL) [Pnueli, 1977], Metric Temporal Logic (MTL) [Koymans,
1990], and Signal Temporal Logic (STL) [Maler and Nickovic, 2004] have been used to
define rich time-dependent constraints for control systems in a wide variety of applications,
ranging from biological networks to multi-agent robotics [Wongpiromsarn et al., 2012,
Annpureddy et al., 2011, Raman et al., 2015].
6The existing methods for temporal logic control can be divided into two general cate-
gories: automata-based [Belta et al., 2017] and optimization- based [Belta and Sadraddini,
2018]. In the first, a finite abstraction for the system and an automaton representing the
temporal logic specifications are computed. A controller is then synthesized by solving a
game over the product automaton [Belta et al., 2017]. Even though this approach has shown
some promising results, automata-based solutions are generally very expensive computa-
tionally. The second approach leverages the definition of quantitative semantics [Donze´
and Maler, 2010, Akazaki and Hasuo, 2015, Rodionova et al., 2016, Lindemann and Di-
marogonas, 2019, Mehdipour et al., 2019] for temporal logics that interpret a formula with
respect to a system trajectory by computing a real-value (called robustness) measuring how
strongly a specification is satisfied or violated. Consequently, the control problem becomes
an optimization problem with the goal of maximizing robustness.
In [Karaman et al., 2008], it is demonstrated that temporal logic control problems can
be formulated as mixed integer linear problems (MILP), avoiding the issues with state
space abstraction and dealing with systems in continuous space. Since this paper, many re-
searchers have adopted this technique and demonstrated Mixed Integer Linear or Quadratic
Programs (MILP/MIQP) are often more scalable and reliable than automata-based solu-
tions [Raman et al., 2014,Saha and Julius, 2016,Kim et al., 2017]. Although there has been
some success in applying this technique to large networks [Sadraddini et al., 2017], MILP
has an exponential complexity with respect to the number of its integer variables and the
computational times for MILP-based solutions are extremely unpredictable. These types
of solutions generally suffer when dealing with very large and nested specifications. More
recently, the authors in [Pant et al., 2017] have presented a technique to compute a smooth
abstraction for the traditional STL quantitative semantics defined in [Donze´ and Maler,
2010]. The authors show that control problems can be solved using smooth optimization
algorithms such as gradient descent in a much more time efficient way than MILP. This
7technique also works for any smooth nonlinear dynamics while MILP and MIQP require
the system dynamics to be linear or quadratic. Additionally, the same smoothing technique
enabled the authors in [Li et al., 2018] to solve reinforcement learning problems. Model
Predictive Control (MPC) has also been used in conjunction with mixed integer linear and
quadratic programs for temporal logic control [Bemporad and Morari, 1999, Raman et al.,
2014, Lindemann and Dimarogonas, 2019].
Recently, there has been increasing efforts in the area of temporal logic inference, in
which machine learning techniques are employed to generate temporal logic formulae from
examples of system outputs [Kong et al., 2014, Bombara et al., 2016, Bombara and Belta,
2017]. Our work can be considered a continuation of this literature as we study algorithms
that infer spatio-temporal formulae.
In this dissertation, we establish a connection between verification and pattern recog-
nition. Both classical verification [Donze´ and Maler, 2010, Donze´ et al., 2011, Clarke Jr
et al., 2018] and pattern recognition techniques aim to verify (and possibly quantify) the
emergence of a behavioral pattern. We propose logic formulas as pattern descriptors and
verification techniques as pattern classifiers. The logical nature of such descriptors allows
to reason about patterns and to infer interesting properties, such as spatial periodicity and
self-similar (fractal) texture. Furthermore, combining different pattern descriptors using
both modal and logical operators is quite intuitive.
Our work is an extension to [Grosu et al., 2009], where the authors introduced Linear
Spatial Superposition Logic, whose formulae were interpreted over quad-tree image parti-
tions. The existence of a pattern in an image corresponded to the existence of a path in the
corresponding tree from the root to the leaf corresponding to a representative point in the
image. As a consequence, the method was shown to work for spirals, for which the center
was chosen as the representative point. The logic proposed here is more general as it does
not depend on the choice of such a point and captures the pattern “globally”. For exam-
8ple, the patterns considered in this work cannot be expressed in linear spatial superposition
logic, because they rely on a tree representation rather than a path representation.
As opposed to [Grosu et al., 2009], we also define quantitative semantics for the logics,
which can be seen as a “distance” to satisfaction given an image and a formula. We use
this distance as fitness function in optimization problems to search for pattern-producing
conditions in a system. This quantitative semantics and the discounted model checking on
a computational tree are inspired from [De Alfaro et al., 2009], with the notable difference
that we do not need a metric distance, but rather a measure of satisfiability. Such measures
have also been used in [Donze´ and Maler, 2010, Donze´ et al., 2011]. While such mea-
sures exist for classical classifiers such as Support Vector Machines (SVM) [Bishop, 2006],
Fisher Linear Discriminants (FLD) [Bishop, 2006], and Kozinec’s hyperplane [Schlesinger
and Hlavac, 2002], in the form of the distance from an image to the classifying hyperplane
in the feature space, we show (through numerical experiments) that the measure induced
by the quantitative semantics is better suited for optimization algorithms.
Several logics have been proposed for specifying the behavior and the spatial structure
of concurrent systems [Caires and Cardelli, 2004] and for reasoning about the topologi-
cal [Bennett et al., 2002] or directional [Bresolin et al., 2010] aspects of the interacting
entities. In topological reasoning [Bennett et al., 2002], the spatial objects are sets of
points and the relation between them is preserved under translation, scaling and rotation.
In directional reasoning, the relation between objects depends on their relative position.
These logics are usually highly computationally complex [Bresolin et al., 2010] or even
undecidable [Marx and Reynolds, 1999]. Even though there has been a lot work done
in spatial logics and temporal logics with applications to several domains [Donze´ et al.,
2012, Bufo et al., 2014, Ciancia et al., 2016, Buonamici et al., 2019], spatiotemporal rea-
soning is scarcely explored. To the best of our knowledge, the available results are mainly
theoretical [Bennett et al., 2002, Bortolussi and Nenzi, 2014, Kontchakov et al., 2007] or
9domain-specific [Nenzi et al., 2015, Bartocci et al., 2017, Penedo et al., 2018]. Thus, they
lack real practical applications such as those provided in this work.
The authors in [Yang et al., 2008, Kloetzer and Belta, 2007] introduced a method for
controlling the abstract behavior of robotic swarms based on the first and second moments
of their spatial distribution. This is a useful approach to specify some simple patterns such
as ellipsoids and boxes. However, there is a necessity for a more powerful framework of
pattern specification that is not only easily definable and interpretable by the user, but is
also rich enough to capture a wide range of complex spatial patterns that are not express-
ible by merely statistical moments. Although temporal logic specifications in the context
of mobile robot control and motion planning have been recently explored in the literature,
there is very limited prior work in which complex requirements are expressed in both space
and time. The authors in [Kloetzer and Belta, 2007] attempt to solve a similar problem,
but spatial specifications are limited to statistical moments of the swarm in their work and
thus complex spatial patterns are not easily expressible. The authors in [Winfield et al.,
2005] introduced a procedure to specify emergent spatial behaviors in swarms by linear
temporal logic and used model checking techniques to verify such behaviors in swarms,
but the control problem is not discussed in that work. As opposed to linear temporal logic
multi-robot motion planning [Chen et al., 2012, Tumova and Dimarogonas, 2014, Ulusoy
et al., 2012,Diaz-Mercado et al., 2015], our solution is optimization-based which is advan-
tageous in the following ways. First, we are able to optimize a general cost function, which
is difficult to formalize in automata-based approaches. We are also able to deal with infea-
sibility by minimizing the distance of the swarm trajectory from satisfaction. Furthermore,
under some relaxations, the complexity of our approach is independent of the size of the
swarm. Therefore, our approach is easily applicable to large swarms. Although there has
been some work on using temporal logics for swarm control [Sahin et al., 2017], this work
is the first to take advantage of more complex spatio-temporal logics.
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This work is also related to the vast literature on consensus protocols [Ren and Beard,
2008, Bullo et al., 2009, Mesbahi and Egerstedt, 2010]. Asut in these works, here we con-
sider a network of locally interacting dynamical systems, and we are interested in achieving
a desired, emergent global behavior. However, as opposed to most works in this area, the
global behavior we consider is a spatially-distributed pattern, rather than an agreement on
some quantity. Moreover, rather than showing that some global behavior emerges from
given local interactions, we design a top-down approach in which we prescribe the global
behavior and then synthesize the local dynamics achieving it.
1.4 Organization and Highlights of Results
This dissertation is organized as follows.
Chapter 2: Temporal Logics (Preliminaries)
This chapter provides the necessary background on different categories of temporal logics,
and examples illustrating their benefits. The focus of this chapter is on signal temporal
logic, which is one of the main pieces of the logics introduced in this dissertation.
Chapter 3: Tree Spatial Superposition Logic
In this chapter, we introduce Tree Spatial Superposition Logic (TSSL), a formal framework
for specifying, detecting and generating spatial patterns in networked systems. The formal
definitions of TSSL syntax and semantics are presented. Furthermore, we show the effec-
tiveness of this logic in specifying and verifying high level and complex spatial patterns
through examples.
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Chapter 4: Learning from Data
We demonstrate how to use rule-based classifiers to efficiently learn spatial superposition
logic formulae for several types of patterns from positive and negative examples. In addi-
tion, we propose an unsupervised framework in order to infer spatial formulae that specify
global behaviors in pattern-producing networks in the absence of labeled examples.
Chapter 5: Spatial Temporal Logic
A new logic called Spatial-Temporal Logic (SpaTeL) is defined, that is a unification of
signal temporal logic (STL) and tree spatial superposition logic (TSSL). We provide formal
definitions of SpaTeL syntax, as well as qualitative and quantitative semantics. We prove
that these semantics are sound and correct, and provide an efficient formal mechanism for
describing how spatial patterns in networked systems evolve over time. Multiple illustrative
examples are presented.
Chapter 6: Verification
This chapter considers the model checking problem for stochastic and non-deterministic
systems. We present a statistical model checking procedure that evaluates the probability
with which a networked system satisfies a TSSL/SpaTeL formula. The theoretical time
complexity of this algorithm is also presented. Through a case study, we show that the
algorithm can efficiently compute probabilities of satisfaction for rich spatio-temporal be-
haviors in relatively complex and high-dimensional networks.
Chapter 7: Parameter Optimization
A parameter synthesis procedure is developed. Using particle swarm optimization and with
minimal user input, this procedure determines system parameters maximizing the average
degree of satisfaction, a continuous measure that quantifies how strongly a system execu-
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tion satisfies a given formula. This framework consists of extensive exploration of pos-
sible behaviors that can emerge in spatially distributed dynamical systems, dividing these
behaviors into groups of patterns using a clustering algorithm, and determining system
parameters for each pattern cluster through an optimization procedure.
Chapter 8: Applications in Biological and Power Networks
This chapter illustrates how our parameter synthesis framework can be utilized to solve
pattern formation problems in a wide variety of challenging real-world applications. We
consider spatio-temporal pattern formation in three different biological cases: a reaction
diffusion system, a 3-dimensional stem cell population with biochemical signaling, and a
2-dimensional stem cell population with mechanical signaling. Additionally, we demon-
strate that our parameter synthesis framework is capable of determining dynamic prices
for demand side management in a smart power grid under complex and high level global
spatial and temporal constraints.
Chapter 9: Robotic Swarm Control
In this chapter, we study the problem of controlling a two-dimensional robotic swarm with
the purpose of achieving high level and complex spatio-temporal patterns expressed as Spa-
TeL formulae. We develop a method to encode such formal specifications as a set of mixed
integer linear constraints, which are incorporated into a mixed integer linear programming
problem. We plan trajectories for each individual robot such that the whole swarm satisfies
the spatio-temporal requirements, while optimizing total robot movement and/or a metric
that shows how strongly the swarm trajectory resembles given spatio-temporal behaviors.
An illustrative case study is included.
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Chapter 10: Control with Cumulative Quantitative Semantics
A framework is presented to synthesize control policies for nonlinear and multi-agent
dynamical systems from complex temporal constraints specified in a rich temporal logic
called Signal Temporal Logic (STL). We propose a novel smooth and differentiable STL
quantitative semantics called cumulative robustness, and efficiently compute control poli-
cies through a series of smooth optimization problems that are solved using gradient ascent
algorithms. Furthermore, we demonstrate how these techniques can be incorporated in a
model predictive control framework in order to synthesize control policies over long time
horizons. The advantages of combining the cumulative robustness function with smooth
optimization methods as well as model predictive control are illustrated in the case of multi-
agent autonomous vehicles.
Chapter 11: Conclusions
This chapter summarizes the results of this thesis and outlines future research directions.
Preliminaries
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Chapter 2
Temporal Logics
In this chapter, we provide the necessary background on temporal logics and linear-time
specifications.
Remark 1 (Notation). In this dissertation, we use R, R+, N and N+ to denote the set of real
numbers, non-negative reals, integer numbers, and non-negative integers, respectively. For
any c ∈R and set S ⊆R, S>c := {x ∈ S | x > c}, and for any a,b ∈R, S[a,b] := {x ∈ S | a≤
x≤ b}
2.1 Linear and Metric Temporal Logic
Linear Temporal Logic (LTL) is the most basic type of temporal logics. The reader can refer
to [Pnueli, 1977] for formal definitions of LTL syntax and semantics. Here, we present an
overview of the logic through an example.
Given a finite set of atomic propositions Π= {pi1, · · · ,pi f | f ∈N}, a run is defined as an
infinite series o1o2o3 · · · where oi ∈Π, ∀i ∈ N. LTL formulae are constructed recursively
by atomic propositions, Boolean conjunction, disjunction, and negation, as well as temporal
operators Next (X), finally or eventually (F), globally or always G), and Until (U),
Example 1. Consider ϕ = GFpi1∧Fpi2, which is an LTL formula over Π = {pi1,pi2}, stat-
ing that “pi1 holds infinitely often, and pi2 eventually holds”. This formula is satisfied by
pi1pi2pi1pi1pi1 · · · and pi1pi2pi1pi2pi1pi2pi1 · · · . On the other hand, it is violated by pi1pi1pi1 · · ·
and pi2pi2pi2 · · · .
Metric temporal logic (MTL) was first introduced in [Koymans, 1990] for continuous-
time systems. However, its semantics still applies to discrete-time systems as well. MTL
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can be viewed as an extension to LTL with the main advantage of specifying time bounds
for temporal operators, for which semantics are naturally defined [Koymans, 1990].
Example 2. Given Π= {pi1,pi2}, ϕ1 = F[1,5]pi1∧G[6,10]pi2 is satisfied by a run in which pi1
appears at least once between indices 1 and 5, while all the words at indices between 6 and
10 are pi2.
2.2 Signal Temporal Logic
The logics proposed in this dissertation are built on top of Signal Temporal Logic (STL),
which was introduced in [Maler and Nickovic, 2004]. It is a variant of MTL with the main
difference that atomic propositions are replaced with predicates over real-valued signals.
Consider a discrete unbounded time series τ := {tk|k ∈Z≥0}. A signal is a function σ : τ→
Rn that maps each time point tk ∈ R≥0 to an n-dimensional vector of real values σ[k], with
σi[k] being the ith component. Given a signal σ and k ∈ Z≥0, σtk := {σ[k′]|k′ ≥ k} is the
portion of the signal starting at the kth time step of τ. The STL syntax is as follows:
Definition 1 (STL Syntax).
ϕ :=> | µ | ¬ϕ | ϕ1∧ϕ2 | ϕ1UIϕ2, (2.2.1)
where ϕ, ϕ1, ϕ2 are formulas and > stands for the Boolean constant True. We use the
standard notation for the Boolean operators. I = [k1,k2] denotes a bounded time interval
containing all time points (integers) starting from k1 up to k2 and k2 > k1≥ 0. More Boolean
and temporal operators are defined as follows:
ϕ1∨ϕ2 := ¬(¬ϕ1∧¬ϕ2), FIϕ :=>UIϕ,
GIϕ := ¬FI¬ϕ. (2.2.2)
The building blocks of STL formulas are predicates of the form µ := l(σ)≥ 0 where l is a
linear or nonlinear combination of the elements of σ (e.g., σ1+2σ2−3≥ 0 or σ21+σ22−1≥
0). In this dissertation, we assume that l is smooth and differentiable. In order to construct
a STL formula, different predicates (µ) or STL sub-formulas (ϕ) are recursively combined
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using Boolean logical operators (¬,∨,∧) as well as temporal operators. UI is the until
operator and ϕ1UIϕ2 is interpreted as ”ϕ2 must become true at least once in the future
within I and ϕ1 must be always true prior to that time”. Other temporal operator can also
be derived from UI . FI is the finally or eventually operator and FIϕ is interpreted as ”ϕ
must become true at least once in the future within I”. GI is the globally or always operator
and GIϕ is interpreted as ”ϕ must always be true during the interval I in the future”. For
instance, G[0,10](σ1 > 0) means σ1 must be positive all the time from now until 10 units
of time from now; F[0,5]G[0,10](σ1 > 0) means that σ1 must become positive within 5 units
of time in the future and stay positive for 10 steps after that; and (σ2 > 0)U[0,10](σ1 > 0)
means that σ1 should become positive at a time point within 10 units of time and σ2 must
be always positive before that.
STL has a qualitative semantics which can be used to determine whether a formula ϕ
with respect to a given signal σtk starting at the kth time step of τ is satisfied (σtk |= ϕ)
or violated (σtk 6|= ϕ) [Maler and Nickovic, 2004, Donze´ and Maler, 2010]. Additionally,
[Donze´ and Maler, 2010] introduces a quantitative semantics that can be interpreted as
”How much a signal satisfies or violates a formula”. The quantitative valuation of a STL
formula ϕ with respect to a signal σ at the kth time step is denoted by ρ(ϕ,σ, tk) and called
the robustness degree. The robustness degree for any STL formula at time tk ∈ τ with
respect to signal σ can be recursively computed using the following definition.
Definition 2 (STL robustness).
ρ(>,σ, tk) := +∞,
ρ(l(σ)≥ 0,σ, tk) := l(σ[k]),
ρ(¬ϕ,σ, tk) := −ρ(ϕ,σ, tk),
ρ(ψ∧ϕ,σ, tk) := min{ρ(ψ,σ, tk),ρ(ϕ,σ, tk)},
ρ(ψUIϕ,σ, tk) := max
k′∈I
(min{ρ(ϕ,σ, tk+k′),
min
k′′∈[k,k+k′]
ρ(ψ,σ, tk′′)}).
(2.2.3)
The robustness degree for ∨, FI , and GI can be easily derived [Donze´ and Maler, 2010].
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The robustness degree is sound, meaning that:
ρ(ϕ,σ, tk)> 0⇒ σtk |= ϕ,
ρ(ϕ,σ, tk)< 0⇒ σtk 6|= ϕ. (2.2.4)
As the absolute value of the STL robustness degree rises, higher disturbances in a signal
are required to change the status of a formula from satisfaction to violation or vice versa.
Therefore, robustness degree can be viewed as a measure of distance to satisfaction, and in
that sense, a signal with higher robustness degree better satisfies a STL specification.
A formal definition for the horizon of an STL formula is presented in [Belta and Sadrad-
dini, 2018].
Definition 3 (STL Horizon). The horizon of an STL formula ϕ, denoted by hϕ, is the time
length required to evaluate the satisfaction of ϕ, and is recursively computed as:
hl(σ)≥0 = 0,
h¬ϕ = hϕ,
hϕ1∧ϕ2 = max(hϕ1,hϕ2),
hϕ1U[k1,k2]ϕ2 = k2+max(hϕ1,hϕ2).
(2.2.5)
Informally, it is the smallest time step in the future for which signal values are needed to
compute the robustness for the current time point. For instance, the horizon of the formula
F[0,5]G[0,10](σ1 > 0) is 5+10 = 15.
In the rest of this dissertation, if we do not specify the time of satisfaction or violation
of a formula, we mean satisfaction or violation at time 0 (i.e., σ |= ϕ means σ0 |= ϕ).
Part I
Logics for Spatially Distributed
Dynamical Systems
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Chapter 3
Tree Spatial Superposition Logic
This chapter presents formal definitions for Tree Spatial Superposition Logic (TSSL) [Bar-
tocci et al., 2018]. We will demonstrate the expressiveness of this logic with illustrative
examples.
3.1 Quad-tree Spatial Representation
Assume that the observations of a network of systems can be represented as a matrixAk,k of
2k×2k elements ai, j with k ∈N>0. Each element corresponds to a small region in the space
and is defined as a tuple ai, j = 〈a(1)i, j , · · · ,a(o)i, j 〉 of values representing the concentration of
the observable species within an interval a(c)i, j ∈ [0,b], with b ∈ R+. Given a matrix Ak,k,
we use Ak,k[is, ie; js, je] to denote the sub-matrix formed by selecting the rows with indices
from is to ie and the columns with indices from js to je.
Definition 4. A quad-tree Q = (V,R) is a quaternary tree [Finkel and Bentley, 1974] repre-
sentation of Ak,k where each vertex v ∈ V represents a sub-matrix of Ak,k and the relation
R ⊂ V ×V defines the four children of each node v that is not a leaf. A vertex v is a leaf
when all the elements of the sub-matrix that it represents have the same values.
Figure 3·1 shows an example of a quadtree, where node v0 represents the entire matrix;
child v1 represents the sub-matrix {1, · · · ,2k−1}× {1, · · · ,2k−1}; child v7 represents the
sub-matrix {2k−2 + 1, · · · ,2k−1}×{2k−2 + 1, · · · ,2k−1}; etc. In Figure 3·1, we also label
each edge in the quad-tree with the direction of the sub-matrix represented by the child:
north west (NW), north east (NE), south west (SW), south east (SE).
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Figure 3·1: Quad-tree representation (b) of a matrix (a).
Definition 5. We define the mean function µc : V → [0,b] for sub-matrix Ak,k[is, ie; js, je]
represented by the vertex v ∈V of the quad-tree Q = (V,R) as follows:
µc(v) =
1
(ie− is+1)( je− js+1) ∑i, j∈{is,··· ,ie}×{ js,··· , je}
a(c)i, j . (3.1.1)
The function µc is the sample mean and an estimation for the expected value for an
observable variable with index c,1 ≤ c ≤ o in a particular region of the space represented
by the vertex v.
Definition 6. Two vertices va,vb ∈ V are said to be equivalent when the mean function
applied to the elements of the sub-matrices that they represent produce the same values:
va ≡ vb⇐⇒ µc(va) = µc(vb),∀c,1≤ c≤ o. (3.1.2)
We use the mean of the concentration of the observable species as a spatial abstraction
(superposition) of the observations in a particular region of the system, avoiding to enumer-
ate the observations of all locations. This approach is inspired by [Grosu et al., 2009,Kwon
and Agha, 2006], where the authors aim to combat the state-explosion problem that would
stem otherwise.
Proposition 1. Given a vertex v∈V of a quad-tree Q=(V,R) and its four children vNE ,vNW ,
22
vSE ,vSW the following property holds:
µc(v) =
µc(vNE)+µc(vNW )+µc(vSE)+µc(vSW )
4
. (3.1.3)
Proof. The proof can be easily derived by expanding the terms of Definition 5.
Proposition 2. The number of vertices needed for the quad-tree representation Q = (V,R)
of a matrix Ak,k is upper bounded by ∑ki=0 22i.
Proof. The proof follows from the fact that the worst case scenario is when all the elements
have different values. In this case the cardinality of the set V is equal to the cardinality of
a full and complete quaternary tree. For example, to represent the matrix A3,3, it would
require a max number of vertices |V | ≤ 1+4+16+64 = 85.
3.2 Quad Transition System
We now introduce the notion of quad transition system that extends the classical quad-tree
structure, allowing for a more compact exploration for model checking.
Definition 7. A Quad Transition System (QTS) is a tuple QT S = (S,sι,τ,Σ, [.],L), where:
1. S is a finite set of states with sι ∈ S the initial state;
2. τ ⊆ S× S is the transition relation. We require τ to be non-blocking and bounded-
branching:
• ∀s ∈ S,∃t ∈ S : (s, t) ∈ τ;
• ∀s ∈ S, if T (s) = {t : (s, t) ∈ τ} is the set of all successors of s, then the cardi-
nality |T (s)| ≤ 4;
3. Σ is a finite set of variables;
4. [.] is a function [.] : S→ (Σ→ [0,b]) that assigns to each state s ∈ S and a variable
m ∈ Σ a rational value [s](m) in [0,b] with b ∈ R+;
5. L is a labeling function for the transition L : τ→ 2D withD = {NW,NE,SE,SW} and
with the property that ∀(s, t),(s, t ′) ∈ τ, with t 6= t ′ it holds that L(s, t)∩L(s, t ′) = /0,⋃
∀t∈S:(s,t)∈τL(s, t) =D .
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The BUILDINGQUADTRANSITIONSYSTEM algorithm shows how to generate a QTS
starting from a quad-tree representation Q=(V,R) of a matrix Ak,k and a labeling function
LQ : R→D . After an initialization phase (line 1-4) the algorithm starts to partition the set
of equivalent leaves (line 5-6). Then for each element in the partition it creates a QTS state
with a self-loop transition (line 7-10) and a transition from the initial state if the element
represents a root’s child node in the quad-tree. Then it explores all non-leaf quad-tree nodes
in a breadth-first fashion and adds new states and transitions to QTS accordingly (line 12-
30). Equivalent quad-tree nodes are represented only by a single state in the QTS. The
resulting QTS is more compact than the initial quad-tree.
Proposition 3. The transition relation of the quad transition system (QTS) QT S = (S,sι,τ,Σ,
[.],L) generated by the BUILDINGQUADTRANSITIONSYSTEM algorithm has always a
least fixed point, that is ∃s ∈ S : T (s) = {s}.
Proof. This property holds because the algorithm BUILDINGQUADTRANSITIONSYSTEM
generates one (if the quad-tree has only one vertex) or more (if the quad-tree has multiple
leaves) states with only a self-loop transition.
Definition 8 (Labeled paths). Given a set B of labels representing the spatial directions, a
labeled path (lpath) of a QTS Q is an infinite sequence piB = s0s1s2 · · · of states such that
(si,si+1) ∈ τ ∧ L(si,si+1)∩B 6= /0, ∀i ∈ N. Given a state s, we denote LPathsB(s) the set of
all labeled paths starting in s, and with piBi the i-th element of a path piB ∈ LPathsB(s). For
example, in Figure 3·2, LPaths{NW,SE}(sι) = {sιs1s2s2 · · ·}.
3.3 TSSL Syntax and Semantics
Definition 9 ( TSSL syntax). The syntax of TSSL is defined as follows:
ϕ ::=>|⊥|m∼ d |¬ϕ |ϕ1∧ϕ2 | ∃B© ϕ |∀B© ϕ |∃Bϕ1Uk ϕ2 |∀Bϕ1Uk ϕ2 (3.3.4)
with ∼∈ {≤ , ≥}, d ∈ [0,b], b ∈R+, k ∈N>0, B⊆D : B 6= /0, and m ∈ Σ, with Σ the set of
variables.
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Algorithm BUILDINGQUADTRANSITIONSYSTEM
Input: Matrix Ak,k of 2k×2k of elements ai, j = 〈a(1)i, j , · · · ,a(o)i, j 〉,
its quad-tree Q=(V,R), the root v0 ∈V , and a labeling
function LQ : R→D = {NW,NE,SE,SW}
Output: Quad Transition System QT S = (S,sι,τ,Σ, [.],L)
1: Σ := {m1, · · · ,mo} . Initialize the set of variables Σ of QT S.
2: τ= /0 . Initialize the set τ of the transition relation τ of QT S.
3: S := {sι} . Initialize the set of states S of QT S.
4: T S := {〈sι,{v0}〉}
. Each tuple in TS contains a state in S and a set of vertices in V.
5: LF := {v ∈V | 6 ∃t ∈V : (v, t) ∈ R} . LF is the set of leaves of Q
6: PLF := {Pi ⊆ LF,1≤ i≤ n | Pi 6= /0∧∀va,vb ∈ Pi,∀vc ∈ Pj 6=i,va ≡ vb∧ va 6≡ vc}
. PLF is a partition of LF with equivalent leaves.
7: for each Pˆ ∈ PLF do
. For each partition element, create a state s′ with a self-loop and
. a transition to the state sι if Pˆ contains a child of v0.
8: add new state s′ to S and a tuple 〈s′, Pˆ〉 to T S
9: τ := τ∪{(s′,s′)}∪{(s,s′) : 〈s,V S〉 ∈ T S,
∃v ∈V S,∃v′ ∈ Pˆ : (v,v′) ∈ R}
10: end for
11: FS := {v ∈V |(v0,v) ∈ R}\LF
. explore the children of v0 that are not leaves.
12: while FS 6= /0 do . FS contains the frontier vertices to be explored.
13: LFS := {v ∈ FS | ∀v′ ∈V : (v,v′) ∈ R :
∃〈s,V S〉 ∈ T S∧ v′ ∈V S}
14: PLFS := {Pi∈I ⊆ LFS | I 6= /0,Pi 6= /0,∀va,vb ∈ Pi,∀vc ∈ Pj 6=i,va ≡ vb∧ va 6≡ vc}
15: for each Pˆ ∈ PLFS do
16: add new state s′ to S and a tuple 〈s′, Pˆ〉 to T S
17: τ := (⋃s:〈s,V S〉∈T S:∃v∈Pˆ,∃v′∈V S,(v,v′)∈R(s′,s))∪ τ
18: if ∃v ∈ Pˆ∧∃〈s,V S〉 : ∃v′ ∈V S∧ (v′,v) ∈ R then
19: τ := τ∪{(s,s′)}
20: end if
21: end for
22: for each vˆ ∈ FS\LFS do
23: add new state s′ to S and a tuple 〈s′,{vˆ}〉 to TS
24: τ := (⋃s:〈s,V S〉∈T S:∃v′∈V S,(vˆ,v′)∈R(s′,s))∪ τ
25: if ∃〈s,V S〉 : ∃v′ ∈V S∧ (v′, vˆ) ∈ R then
26: τ := τ∪{(s,s′)}
27: end if
28: end for
29: FS := {v ∈V | ∃v¯ ∈ FS,(v¯,v) ∈ R}\LF
30: end while
31: define func [.] as [s¯](mc¯) := µc¯(vs¯), c¯ ∈ {1, · · · ,o},
vs¯ ∈V S : 〈s¯,V S〉 ∈ T S
32: define func L as L(s, t) := (t = s)?D :⋃
v˜∈V˜ S,v¯∈ ¯V T :〈s,V˜ S〉,〈t, ¯V T 〉∈T S,(v˜,v¯)∈R LQ(v˜, v¯)
33: return S,sι,τ,Σ, [.],L
25
NW,NE,SE,SW 
(a)$
NW,NE,SE,SW 
NE,SW 
NE,NW,SE,SW 
sι
s1
s2
s3
(c)$(b)$
SE 
SE 
SE 
SE 
v0
v1 v2
v3 v4
v5 v6 v7 v8 v9 v10 v11 v12 v13 v14 v15 v16 v17 v18 v19 v20
B  =1/2 
W =1/2$
$
B  =1/2 
W =1/2$
$
B  = 1 
W = 0$
$
B  = 0 
W = 1$
$
Figure 3·2: A checkerboard pattern as a matrix of pixels (a), the quad-tree
representation (b) and the derived quad transition system (c), where B and
W denote black and white, respectively.
From this basic syntax one can derive other two temporal operators: the exist eventually
operator ∃BFk, the forall eventually operator ∀BFk, the exist globally operator ∃BGk, and the
forall globally operator ∀BGk defined such that:
∃BFkϕ := ∃B>Uk ϕ, (3.3.5)
∃BGk ϕ := ¬∀BFk¬ϕ, (3.3.6)
∀BFkϕ := ∀B>Uk ϕ, (3.3.7)
∀BGk ϕ := ¬∃BFk¬ϕ. (3.3.8)
TSSL resembles the classic CTL logic [Clarke and Emerson, 1981], with the main dif-
ference that the next and until are not temporal, but spatial operators meaning a change of
resolution (or zoom in). The set B selects the spatial directions in which the operator is
allowed to work and the parameter k limits the until (like bounded until in bounded model
checking [Biere et al., 2003]) to operate on a finite sequence of states. In the following we
provide the TSSL qualitative semantics that, given a spatial model and a formula represent-
ing the pattern to detect, provides a yes/no answer.
Definition 10 ( TSSL Qualitative Semantics). Let Q = (S,sι,τ,Σ, [.],L) be a QTS, Then, Q
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satisfies a TSSL formula ϕ, written Q |= ϕ, if and only if Q ,sι |= ϕ, where:
Q ,s |=>
Q ,s |= m∼ d
Q ,s |= ¬ϕ
Q ,s |= ϕ1∧ϕ2
Q ,s |= ∃B© ϕ
Q ,s |= ∀B© ϕ
Q ,s |= ∃Bϕ1Uk ϕ2
Q ,s |= ∀Bϕ1Uk ϕ2
and
⇔
⇔
⇔
⇔
⇔
⇔
⇔
Q,s 6|=⊥
[s](m)∼ d
Q ,s 6|= ϕ
Q ,s |= ϕ1∧Q ,s |= ϕ2
∃s′ : ((s,s′) ∈ τ∧L(s,s′)∩B 6= /0),Q ,s′ |= ϕ
∀s′ : ((s,s′) ∈ τ∧L(s,s′)∩B 6= /0),Q ,s′ |= ϕ
∃piB ∈ LPathsB(s) : ∃i,0 < i≤ k :
(Q,piBi |= ϕ2)∧ (∀ j < i,(Q,pi j |= ϕ1))
∀piB ∈ LPathsB(s) : ∃i,0 < i≤ k :
(Q,piBi |= ϕ2)∧ (∀ j < i,(Q,pi j |= ϕ1))
(3.3.9)
Example 3 (Checkerboard pattern). The checkerboard pattern from Figure 3·2 a) can be
characterized with the following TSSL formula (B∗ = {SW,NE,NW,SE}):
∀B∗© ((∀{SW,NE}© (m≥ 1))∧ (∀{NW,SE}© (m≤ 0))). (3.3.10)
The “eventually” operator can be used to define all the possible checkerboards of dif-
ferent sizes less or equal than 42 as follows:
∀B∗F1((∀{SW,NE}© (m≥ 1))∧ (∀{NW,SE}© (m≤ 0))). (3.3.11)
The qualitative semantics is useful to check if a given spatial model violates or satisfies
a pattern expressed in TSSL. However, it does not provide any information about how much
the property is violated or satisfied. This information may be useful to guide a simulation-
based parameter exploration for pattern generation. For this reason we equip our logic
also with a quantitative valuation that provides a measure of satisfiability in the same spirit
of [Donze´ et al., 2011]. Since the valuation of a TSSL formula with spatial operators
requires to traverse and to compare regions of space at different resolution, we apply a
discount factor of 14 on the result each time a transition is taken in QTS. We choose this
value to reflect that each node represents a partition of the space that is 14 smaller than its
predecessor. In the following, we provide the definition of the TSSL quantitative semantics
necessary to measure the satisfaction of a TSSL specification over a given QTS. We show
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that the sign of this measure indicates either the fulfilment (positive sign) or the violation
(negative sign) of a given specification. We then provide a notion of distance between
QTSs showing the relation between this distance and the TSSL qualitative and quantitative
semantics.
Definition 11 ( TSSL Quantitative Semantics). Let Q = (S,sι,τ,Σ, [.],L) be a QTS. The
quantitative valuation JϕK : S→ [−b,b] of a TSSL formula ϕ is defined as follows:
J>K(s) = bJ⊥K(s) = −bJm∼ dK(s) = (∼ is≥) ? ([s](m)−d) : (d− [s](m))J¬ϕK(s) = −JϕK(s)Jϕ1∧ϕ2K(s) = min(Jϕ1K(s),Jϕ2K(s))J∃B© ϕK(s) = 14 maxpiB∈LPathsB(s)JϕK(piB1 )J∀B© ϕK(s) = 14 minpiB∈LPathsB(s)JϕK(piB1 )J∃Bϕ1Uk ϕ2K(s) = suppiB∈LPathsB(s){min( 14i Jϕ2K(piBi ),
inf{ 14 j Jϕ1K(piBj ) | j < i}) | 0 < i≤ k}}J∀Bϕ1Uk ϕ2K(s) = infpiB∈LPathsB(s){min( 14i Jϕ2K(piBi ),
inf{ 14 j Jϕ1K(piBj ) | j < i}) | 0 < i≤ k}}
(3.3.12)
Theorem 1 (Soundness). Let Q = (S,sι,τ,Σ, [.],L) be a QTS, s ∈ S a state of Q , and ϕ a
TSSL formula. Then, the following properties hold for the two semantics:
JϕK(s)> 0 =⇒ Q ,s |= ϕ, JϕK(s)< 0 =⇒ Q ,s 6|= ϕ. (3.3.13)
Proof. The proof can be derived by structural induction on the operational semantics.
Remark 2. Theorem 1 provides the basis of the techniques for the parameter synthesis
discussed in the following sections. JϕK(s) enables the process of quantitative valuation
of a TSSL formula ϕ over a QTS by performing the recursive computation presented in
Definition. 11. The computational cost is linear in the QTS size and polynomial in the
length of the formula. It is worth to note that, in the case JϕK(s) = 0, it is not possible to
infer whether Q violates or satisfies a TSSL formula ϕ and only in this particular case we
need to resort to the qualitative semantics for determining it.
We now introduce a notion of distance between two given QTSs. This measure quan-
tifies, by recursively exploring the corresponding pair of nodes of two QTSs, the max
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absolute difference between the evaluation of the variables in the pair of nodes discounted
by a factor 1/4k. The term k is the recursion level of the explored pair of nodes. Higher
level leads to smaller partitions of the space that the pair of nodes represent. Consequently,
their max absolute difference is less important. Since the nodes correspond to partitions of
the space, the max distance computes the overall worst discrepancy between corresponding
partitions of the space.
Definition 12. (QTS Max Distance) The max distance of two QTSs Q(1)=(S(1),s(1)l ,τ
(1),Σ,
[.](1),L(1)) and Q(2) = (S(2),s(2)l ,τ
(2),Σ, [.](2),L(2)) is defined as:
d∞(Q(1),Q(2)) = n∞(s
(1)
l ,s
(2)
l ,0). (3.3.14)
where n∞ : S × S ×N→ [0,b] is the max distance between states of different QTSs such
that:
n∞(s(1),s(2),k) =

1
4k maxm∈Σ
|[s(1)](1)(m)− [s(2)](2)(m)|
if (s(1),s(1)) ∈ τ(1)∧ (s(2),s(2)) ∈ τ(2)
max
(s˜(1),s˜(2))∈S∗
n∞(s˜(1), s˜(2),k+1) otherwise
S∗ = {(s˜(1), s˜(2))|s˜(1) ∈ S(1), s˜(2) ∈ S(2)∧
L(1)(s(1), s˜(1))∩L(2)(s(2), s˜(2)) 6= /0}
(3.3.15)
It is worth noting that if two pictures are the same, but they have different number of
pixels then their QTS representations will be equivalent and their max difference will be
zero.
We now introduce a second theorem, showing the correctness of the qualitative seman-
tics w.r.t. the quantitative semantics. According this theorem if the max distance between
two QTSs is less than the quantitative valuation of a TSSL formula ϕ over the first QTS
satisfying ϕ, then we also know that the other QTS satisfies ϕ.
Theorem 2 (Correctness). Given a TSSL formula ϕ and two QTSs Q(1) = (S(1),s(1)l ,τ
(1),Σ,
[.](1),L(1)) and Q(2) = (S(2),s(2)l ,τ
(2),Σ, [.](2),L(2)) and two states s(1) ∈ S(1) and s(2) ∈ S(2).
If Q(1),s(1) satisfies the formula ϕ and the max distance n∞(s(1),s(2),0) is less than the quan-
titative evaluation JϕK(s(1)) of ϕ over Q(1) then also Q(2),s(2) satisfies the same formula ϕ.
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Formally:
Q(1),s(1) |= ϕ∧n∞(s(1),s(2),0)< JϕK(s(1))⇒ Q(2),s(2) |= ϕ. (3.3.16)
Proof. We can distinguish the following cases:
case ϕ :=>: in this case the theorem is true following the definition of the qualitative se-
mantics (see Definition 10) for which both Q(1),s(2) and Q(2),s(2) satisfy >.
case ϕ := m≥ d:
In this case we have that:
(a) n∞(s(1),s(2),0)< Jϕ= m≥ dK(s(1)) (see hypothesis)
(b) Jm≥ dK(s(1)) = [s(1)](1)(m)−d (Def. 11)
(c) [s(1)](1)(m)−n∞(s(1),s(2),0)−d > 0 (from (a) and (b))
(d) |[s(1)](1)(m)− [s(2)](2)(m)| ≤ n∞(s(1),s(2),0) (Def. 12)
If we substitute n∞(s(1),s(2),0) with |[s(1)](1)(m)− [s(2)](2)(m)| in (c), given (d), we can
safely obtain:
(e) [s(1)](1)(m)−|[s(1)](1)(m)− [s(2)](2)(m)|−d > 0
Using the property of the absolute difference, we have:
(f) [s(2)](2)(m)≥ [s(1)](1)(m)−|[s(1)](1)(m)− [s(2)](2)(m)|
If we substitute [s(2)](2)(m) with [s(1)](1)(m)− |[s(1)](1)(m)− [s(2)](2)(m)| in (e), given (f)
we have [s(2)](2)(m)−d > 0.
Finally, using the theorem 1 we obtain the following:
[s(2)](2)(m)−d > 0⇒ Jm≥ dK(s(2))> 0⇒ Q(2),s |= ϕ
case ϕ := m≤ d:
In this case we have that:
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(g) n∞(s(1),s(2),0)< Jϕ= m≤ dK(s(1)) (see hypothesis)
(h) Jm≤ dK(s(1)) = d− [s(1)](1)(m) (Def. 11)
(i) d− [s(1)](1)(m)−n∞(s(1),s(2),0)> 0 (from (g) and (h))
(j) |[s(1)](1)(m)− [s(2)](2)(m)| ≤ n∞(s(1),s(2),0) (Def. 12)
If we substitute n∞(s(1),s(2),0) with |[s(1)](1)(m)− [s(2)](2)(m)| in (i), given (j), we can
safely obtain:
(k) d− [s(1)](1)(m)−|[s(1)](1)(m)− [s(2)](2)(m)|> 0
Using the property of the absolute difference, we have:
(l) −[s(2)](2)(m)≥−[s(1)](1)(m)−|[s(1)](1)(m)− [s(2)](2)(m)|
If we substitute −[s(2)](2)(m) with −[s(1)](1)(m)−|[s(1)](1)(m)− [s(2)](2)(m)| in (k), given
(l) we have d− [s(2)](2)(m)> 0.
Finally, using Theorem 1 we obtain the following:
d− [s(2)](2)(m)> 0⇒ Jm≤ dK(s(2))> 0⇒ Q(2),s |= ϕ
all the other cases:
If Q(1),s(1) |= ϕ then we have:
JϕK(s(1)) =
 (1):
1
4 j b: j ∈ N
(2): 14 j ([s
(1)](1)(m(1))−d) : j ∈ N
Situation (1) may occur when one of the subformulae of ϕ is > and the proof is equiv-
alent to the case of ϕ := >. Situation (2) can be proved in a similar way as the case
ϕ := m∼ d.
Proposition 4. Given a TSSL formula ϕ and two QTSs Q(1) = (S(1),s(1)l ,τ
(1),Σ, [.](1),L(1))
and Q(2) = (S(2),s(2)l ,τ
(2),Σ, [.](2),L(2)) then:
Q(1) |= ϕ∧d∞(Q(1),Q(2))< JϕK(s(1)l )⇒ Q(2) |= ϕ
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Proof. This is a special case of Theorem 2 where s(1) and s(2) are the initial states s(1)l , s
(2)
l
of Q(1) and Q(2) respectively.
Remark 3. The correctness theorem implies that the higher the quantitative valuation of a
TSSL formula is with respect to a QTS, the harder it is to violate the formula by perturbing
the QTS since the maximum distance between the perturbation and the original QTS must
be at least equal to the quantitative valuation. In other words, a higher positive quantitative
valuation means a more robust satisfaction of a formula under QTS perturbations. That is
why the quantitative valuation of a TSSL formula is also called its robustness degree.
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Chapter 4
Learning from Data
A machine learning procedure for learning TSSL classifiers is detailed in this chapter. We
will present both supervised and unsupervised techniques in the context of a biochemi-
cal reaction-diffusion network. However, these methods are applicable to any network of
dynamical systems for which a mathematical model is available.
4.1 A Reaction-Diffusion Network
.
A reaction-diffusion network S is modeled as a spatially distributed and locally interact-
ing K×K rectangular grid of identical systems, where each location (i, j) ∈N[1,K]×N[1,K]
corresponds to a system:
Si, j :
dx(n)i, j
dt
= Dn(u
(n)
i, j − x(n)i, j )+ fn(xi, j,R), n = 1, . . . ,N, (4.1.1)
where xi, j = [x
(1)
i, j , . . . ,x
(N)
i, j ] is the N-dimensional state vector of system Si, j, which captures
the concentrations of all species of interest. Diffusion coefficients D = [D1, . . . ,DN ] ∈ RN+
and reaction constants R ∈ RP−N are the parameters of a system S. The local dynamics
fn : RN+×RP−N → R are defined by R for each of the species n = 1, . . . ,N. Note that
the parameters and dynamics are the same for all systems Si, j,(i, j) ∈ N[1,K]×N[1,K]. The
diffusion coefficient is strictly positive for diffusible species and it is 0 for non-diffusible
species. Finally, ui, j = [u
(1)
i, j , . . . ,u
(N)
i, j ] is the input of system Si, j from the neighboring
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systems:
u(n)i, j =
1
|νi, j| ∑v∈νi, j
x(n)v , (4.1.2)
νi, j denotes the set of indices of systems adjacent to Si, j.
Given a parameter vector p = [D,R] ∈ RP, we use S(p) to denote an instantiation of
a reaction-diffusion network. We use x(t) ∈ RK×K×N+ to denote the state of system S(p)
at time t, and xi, j(t) ∈ RN+ to denote the state of system S(p)i, j at time t. While the model
captures the dynamics of concentrations of all species of interest, we assume that a subset
{n1, . . . ,no} ⊆ {1, . . . ,N} of the species is observable through:
H : RK×K×N+ → RK×K×o[0,b] : y = H(x), (4.1.3)
for some b ∈ R+. For example, a subset of the genes in a gene network are tagged with
fluorescent reporters. The relative concentrations of the corresponding proteins can be
inferred by using fluorescence microscopy.
We are interested in analyzing the observations generated by system (4.1.1) in steady
state. Therefore, we focus on parameters that generate steady state behavior, which can be
easily checked through a running average:
K
∑
i=1
K
∑
j=1
N
∑
n=1
| x(n)i, j (t)− x(n)i, j |< ε, (4.1.4)
where x(n)i, j =
∫ t
t−T x
(n)
i, j (τ)dτ/T for a sufficiently large T ≤ t. The system is said to be in
steady state at time t¯, if (4.1.4) holds for all t ≥ t¯. In the rest of the dissertation, we will
simply call the observation of a trajectory at steady state as the observation of the trajectory,
and denote it as H(x(t¯)).
Example 4. We consider a 32×32 reaction-diffusion network with two species (i.e. K = 32,
34
N = 2):
dx(1)i, j
dt
= D1
(
u(1)i, j − x(1)i, j
)
+R1x
(1)
i, j x
(2)
i, j − x(1)i, j +R2,
dx(2)i, j
dt
= D2
(
u(2)i, j − x(2)i, j
)
+R3x
(1)
i, j x
(2)
i, j +R4. (4.1.5)
The system is inspired from Turing’s reaction-diffusion system [Turing, 1990], which is
presented as a model of the skin pigments of an animal. At a cell (location (i, j)), the
concentration of species 1, x(1)i, j , depends on the concentration of species 1 in this cell and
in its neighbors (if D1 > 0), and the concentration of species 2 in this cell only, i.e. x
(2)
i, j .
Similarly, x(2)i, j depends on the concentration of species 2 in this cell and in its neighbors (if
D2 > 0), and x
(1)
i, j (if R3 6= 0). We assume that species 1 is observable through the mapping
H : R32×32×2+ → R32×32[0,1] :
y = H(x), where yi, j =
x(1)i, j
maxm,n x
(1)
m,n
. (4.1.6)
We simulate the system from random initial conditions with parameters R= [1,−12,−1,16],
and different diffusion parameters D1 = [5.6,24.5], D2 = [0.2,20], and D3 = [1.4,5.3]. The
observed concentrations of species 1 at different time points are shown in Figure 4·1. At
time t = 50, all trajectories are in steady state. Note that, in all three cases, the spatial
distribution of the steady state concentrations of species 1 has some regularity, i.e. it forms
a “pattern”. We will use large spots (LS), fine patches (FP), and small spots (SS) to refer
to the patterns corresponding to D1, D2, and D3, respectively.
4.2 TSSL Pattern Classifiers
In this section, we aim to solve the following problem:
Problem 1. Given a reaction-diffusion network S as defined in (4.1.1), a finite set of initial
conditions X0 ⊂RK×K×N , a set of steady state observations Y+ = {yi}i=1,...,N+ that contain
a desired pattern, a set of steady state observations Y− = {yi}i=1,...,N− that do not contain
the pattern, find a TSSL formula that is satisfied by the observations in Y+ and violated by
the observations in Y−.
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(c)
Figure 4·1: Observations generated by system (4.1.5) with parameters R
and (a) D1, (b) D2, and (c) D3 from Example 4 (the concentration of species
1 is represented with shades of red). The steady state observations produce
(a) large spots (LS), (b) fine patches (FP), and (c) small spots (SS).
A QTS can be seen in the context of multi-resolution representation, since the nodes
that appear at deeper levels provide information for higher resolutions. Therefore, a TSSL
formula can effectively capture properties of an image. However, it is difficult to write
a formula that describes a desired property, such as a pattern. Here, we propose to use
machine-learning techniques to find such a formula from given sets of positive (Y+) and
negative (Y−) examples.
We first define a labeled data set from the given data sets Y+ and Y− as
L = {(Qy,+) | y ∈ Y+}∪{(Qy,−) | y ∈ Y−}, (4.2.7)
where Qy is the QTS generated from y. Then, we separate the data set L into disjoint
training and testing sets LL,LT . In machine-learning, the training set is used to learn a
classifier for a target class, e.g. +, and the testing set is used to measure the accuracy of the
classifier. We employ RIPPER [Cohen, 1995], a rule based learner, to learn a classifier from
LL, and then translate the classifier into a TSSL formula characterizing +. The classifier is
36
(a)
(b)
Figure 4·2: Sample sets of images from the sets (a) Y(1)+ and (b) Y(1)− for
the LS pattern.
composed of a set of rules. Each rule is described as:
ri : Ci⇒∼i, (4.2.8)
where Ci is a boolean formula over linear predicates over the variables of the states of a
QTS, e.g. [s](m) > d, and ∼i takes values from the label set {+,−}. A linear predicate
for a state s ∈ S can be written as a TSSL formula via the QTS path from the root sι to s as
a state s is uniquely represented using the existential (∃) and next (©) operators along the
path from sι to s. Therefore, each Ci can be translated into an equivalent TSSL formula Φi.
The classification rules are interpreted as nested if-else statements. Hence, an equivalent
TSSL formula for the desired property is defined as follows:
Φ+ :=
∨
j∈R+
(
Φ j∧
∧
i=1,..., j−1
¬Φi
)
, (4.2.9)
where R+ is the set of indices of rules ri with ∼i=+, and Φi is the TSSL formula obtained
from Ci.
Example 5. LS pattern. For the LS pattern from Example 4, we generate a data set Y(1)+
containing 8000 positive examples by simulating the reaction-diffusion system (4.1.5) from
random initial conditions with parameters R and D1. Similarly, to generate the data set
Y(1)− containing 8000 negative examples, we simulate system (4.1.5) from random initial
conditions. However, in this case we use R and randomly choose the diffusion coefficients
from R2[0,30]. As stated before, we only consider the observation of a system in steady-state,
for this reason, simulated trajectories that do not reach steady state-in 60 time units are
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discarded. A sample set of images from the sets Y(1)+ and Y
(1)
− is shown in Figure 4·2. We
generate a labeled set L(1) of QTS from these sets, and separate L(1) into L(1)L ,L
(1)
T . We
use the RIPPER algorithm implemented in Weka [Hall et al., 2009] to learn a classifier
from L(1)L . The learning step took 228.5sec on an iMac with a Intel Core i5 processor at
2.8GHz with 8GB of memory. The classifier consists of 24 rules. The first rule is
r1 : (R≥ 0.59)∧ (R≤ 0.70)∧ (R.NW.NW.NW.SE ≤ 0.75)∧
(R.NW.NW.NW.NW ≥ 0.45)⇒+, (4.2.10)
R denotes the root of a QTS, the labels of the children are shown in Figure 3·1, and +
indicates the presence of the pattern.
Rule r1 translates to the following TSSL formula:
Φ1 :(m≥ 0.59)∧ (m≤ 0.70)∧ (∃NW©∃NW©∃NW©∃SE©m≤ 0.75)∧
(∃NW©∃NW©∃NW©∃NW©m≥ 0.45). (4.2.11)
We define the TSSL formula Φ(1)+ characterizing the pattern as in (4.2.9), and model
check QTSs from L(1)T (|L(1)T | = 8000) against Φ(1)+ , which yields a high prediction accu-
racy (96.11%) with 311 miss-classified QTSs.
FP and SS patterns. We follow the above steps to generate data sets Y(i)+ ,Y
(i)
− , generate
labeled data sets L(i)L ,L
(i)
T , and finally learn formulas Φ
(i)
+ for the FP and SS patterns corre-
sponding to diffusion coefficient vectors Di, i = 2,3 from Example 4. The model checking
of the QTSs from the corresponding test sets yields high prediction accuracies 98.01%, and
93.13% for Φ(2)+ , and Φ
(3)
+ , respectively.
4.3 Comparison: TSSL and Linear Classifiers
In this section, we provide a comparison between TSSL and well-known learning algo-
rithms based on linear classifiers.
4.3.1 Linear Classifiers
Assume we have m data points (xi,yi) : i= 1,2, . . . ,m, where xi ∈Rd is a vector containing d
features that correspond to the ith example in the training set and yi ∈ {−1,+1} is the class
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label associated with xi. A linear classifier is a function of the form h(x) = sgn(wT x+b),
where w∈Rd is the normal vector corresponding to the hyperplane {x∈Rd : wT x+b= 0}
and b∈R is the hyperplane’s bias, and sgn is the signum indicator function. The Euclidean
distance between a point in the feature space and the hyperplane is called the geometric
margin, γ(x) = w
T x+b
||w|| . Notice that the geometric margin of a point can be viewed as a
distance to pattern satisfaction, since the class prediction of a testing point with a higher
geometric margin is stronger.
The goal of the learning problem is to find w and b such that h(x) correctly classifies
the training data points. Several algorithms have been proposed in the machine learning
literature to learn a classifying hyperplane for a given data set. In this section, we use three
such algorithms and compare the results with TSSL:
1. Support Vector Machines (SVM) [Bishop, 2006]: A hyperplane is chosen such that
the minimum margin among all the data points in the training set is maximized. It
is shown in [Bishop, 2006] that a SVM can be learned when the data is not linearly
separable by solving a quadratic programming problem (Soft Margin Method). Fur-
thermore, SVM can be kernelized, i.e., kernel functions can be used to map the orig-
inal data points to a higher dimensional space where the data is linearly separable,
which results in a nonlinear classifier in the original feature space.
2. Fisher Linear Discriminant (FLD) [Bishop, 2006]: A hyperplane is obtained by max-
imizing the between-class variance while minimizing the within-class variances.
3. Kozinec’s Algorithm [Schlesinger and Hlavac, 2002]: A separating hyperplane is
learnt in an iterative procedure that applies corrections to classify each point in the
training set.
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Figure 4·3: Examples of images used as training set to compare TSSL with
SVM. (a) Positive Examples (SS). (b) Negative Examples
4.3.2 Classification Rate
In this section, we compare the effectiveness of TSSL classifiers and the linear classifiers
described above. We created three distinct training sets for the LS, SS, and FP Turing
patterns using the procedure discussed in Section 4.2. Each set consists of 4000 positive
and 4000 negative examples. 8000 other images were generated to test the results.
We considered two types of features for the linear classifiers. First, we simply consid-
ered the normalized concentrations of species 1 in each cell of the grid (i.e., the feature
vector is 1024 - dimensional for our 32× 32 grid). Second, we used histograms of ori-
ented gradients, which were created according to the methodology presented in [Dalal and
Triggs, 2005]. For each type of linear classifier, and for each type of feature, we learnt the
classifier, tested it against the testing set, and kept the one with the best class-action rate to
compare it with TSSL. Table 4.1 shows the results of this comparison.
Remark 4. Learning a SVM requires determining particular design parameters (e.g., proper
kernel functions and their parameters, the so-called parameter C in the soft margin method,
proper features). These parameters need to be fine-tuned using techniques such as cross-
validation in order to learn an effective classifier. This is a difficult and time-consuming
process for a large number of data points and features. On the other hand, TSSL works
effectively without the need of tuning any parameters as shown in Table 4.1.
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Classifier Correct classification rates
LS FP SS
TSSL(RIPPER) 96.7 % 96.1 % 95.6 %
SVM hyperplane 94.5 % 91.7 % 95.3 %
FLD 96.5 % 93.9 % 92.8 %
Kozinec’s hyperplane 95.2 % 89.1 % 92.4 %
Table 4.1: Classification rates of TSSL (learned by RIPPER) compared
to linear classifiers (the classification rates are computed for a testing set
consisting of 8000 examples)
4.3.3 Distance to Pattern
A very important feature of TSSL is its quantitative semantics, which can be used as a
measure of “distance to satisfaction”. One can use this measure to compare two patterns
and determine which one is a “better”. Furthermore, this metric will be used later in this
thesis for particle swarm optimization to synthesize system parameters. It is interesting to
note that, for linear classifiers as described above, one can also view the (e.g., Euclidean)
distance between a data point and the classifier hyperplane (geometrical margin) as distance
to satisfaction. In this section, we hypothesize that the distance given by TSSL is more
meaningful and more useful for optimization based pattern synthesis than that given by
linear classifiers.
Figures 4·4, 4·5, and 4·6 show a comparison between the TSSL and SVM metrics.
Each figure shows the evolution of the metric over time for each of the three considered
patterns LS, FP, and SS. In all three cases, the TSSL quantitative valuation is better behaved.
Indeed, the TSSL curves have fewer local optima (e.g., Figure 4·5 and 4·6), and reach
global maxima at steady state (e.g., Figure 4·4 and 4·5).
4.4 Learning in the Absence of Labeled Datasets
In this section, we aim to solve the following problem:
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Figure 4·4: (a) Formation of LS in steady state (b) TSSL quantitative valu-
ation with respect to Φ(1)+ (see Eqn. (4.2.11)) at various time steps (c) SVM
geometric margin
Problem 2. Given a reaction-diffusion network S as defined in (4.1.1), and a finite set of
initial conditions X0 ⊂ RK×K×N :
1. Explore the state space for groups of steady state behaviors that are found to be
interesting patterns by an expert user.
2. If such patterns were found in the previous step, determine corresponding TSSL
formulae that are capable of classifying each pattern.
Note that problem 2 is different from problem 1 in the sense that in the latter problem
we assume that labeled datasets of network observations are not available. However, we
still aim to discover possible patterns and characterize them using TSSL. We solve this
problem in four steps:
1. Explore state space for steady state behaviors.
2. Cluster steady state observations.
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Figure 4·5: (a) Formation of FP in steady state (b) TSSL quantitative valu-
ation with respect to Φ(2)+ at various time steps (c) SVM geometric margin
3. Expert chooses clusters containing pattern(s) of interest.
4. Learn TSSL classifiers for chosen pattern(s).
4.4.1 State Space Exploration
The purpose of this section is to train TSSL classifiers in networks of locally interacting
dynamical systems without a priori knowledge of the patterns that the network is capable
of producing. Consequently, we need to start by exhaustive simulation of (4.1.1) with pa-
rameter values randomly chosen from a uniform distribution and random initial conditions
chosen from X0 in order to collect a large set of steady state behaviors. At the end of this
step, the set images demonstrating different steady state behaviors is saved and denoted
by Y , with |Y | being the total number of images and p(y) the parameterization that led to
image y ∈ Y .
The problem of how many simulations are needed to cover all possible steady state
behaviors falls under the general category of state space exploration [Hespanha et al., 2007,
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Figure 4·6: (a) Formation of SS in steady state (b) TSSL quantitative valu-
ation with respect to Φ3+ at various time steps (c) SVM geometric margin
Dwyer et al., 2007, Lin et al., 2009] which is an open problem, application-specific, and
out of the scope of this thesis. Here, we assume the total number of images |Y | is pre-
determined by an expert.
4.4.2 Similarity Measures and Clustering
Once the state space has been sampled, the task at hand is to determine similarity among
the images in Y so that we can learn the parameter values that give rise to patterns of
interest. Typically, an expert must label positive and negative samples for such a learning
task, but we propose a semi-supervised learning method to reduce the workload. This is
not only convenient for the expert, but also necessary from a technical standpoint, because
we assume no a priori knowledge of the various types of system output. Since a sufficiently
exhaustive exploration of the state space generates a large amount of data, categorizing the
output manually is, at the very least, a difficult task. Instead, we use a similarity distance
measure (SDM) from [Guha and Ward, 2014] to cluster images based on their similarity.
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The clustered data are presented to the expert, who may then decide if patterns of interest
are present, and therefore determine the positive samples for TSSL inference.
The SDM is inspired by the idea of Kolmogorov complexity [Li and Vita´nyi, 2009].
Essentially, two images are similar if one can be transformed into an approximation of the
other without much manipulation. We present an overview of SDM here, but readers are
directed to [Guha and Ward, 2014] for complete details.
Given an output image y1 from a steady-state system, we learn a dictionary D1 and
atoms a1 that approximate a solution to
y1 =D1a1 . (4.4.12)
The image’s sparse complexity S (y1,D1) is given by
S (y1,D1) =
1
k
k
∑
i=1
||a1|| , (4.4.13)
where k is the dimension of a1. To compare image y1 with a second image y2, the authors
compute the sparse complexity of each image with the dictionary learned for the other (i.e.,
S (y1,D2) and S (y2,D1)). Then the SDM of the two images is given by
SDM(y1,y2) =
S (y1,D2)+S (y2,D1)
S (y1,D1)+S (y2,D2)
. (4.4.14)
By computing the SDM for all pairwise sets of images, we may cluster the data hierarchi-
cally, using standard clustering techniques.
To cluster the data, we construct a dissimilarity matrix using the pairwise SDM for all
images. This allows us to merge images into clusters according to a measure of linkage
strength, which allows comparisons of clusters with more than one image, since SDM only
compares two individual images. Once the clustering is complete, the data can be organized
into a dendrogram, a tree-like graph that shows the organization of the clusters from a root
45
Figure 4·7: An example from the system of Example 4 of clustering images
into a dendrogram using SDM (4.4.14).
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with all the images to leaves containing only individual images (Figure 4·7). Interested
readers may find more information on clustering in many sources, such as [Friedman et al.,
2001].
Although this measure of image similarity fits our particular learning task, other tech-
niques can be used depending on the problem being examined. Other image similarity
tools can be used for similar problems [Chechik et al., 2010, Zhang et al., 2014], but any
measure of similarity that is relevant to the problem at hand and that can be used for clus-
tering would work within our framework. In this way, image similarity and clustering can
be thought of as a “black box.”
4.4.3 TSSL Classification
At this point, we have a dendrogram that divides steady state observations (Section 4.4.1)
into groups of similar images (Section 4.4.2). Next, an expert user needs to decide which
clusters are interesting for the purpose of pattern synthesis. This will be achieved through a
top-down approach. The root of the dendrogram corresponds to the set of all images that are
being considered. Nodes located on lower level correspond to smaller sets of images since
each vertex corresponds to a subset of its parent in the tree. The user will be consecutively
presented with lower level clusters until one or more clusters are found in which most of
the images demonstrate similar global patterns that would be of particular interest. These
clusters of images are denoted by Yi, i = {1, · · · ,C} where C is the total number of image
clusters chosen by the expert. Notice that since all the images were obtained by computer
simulations of (4.1.5) from constant parameter sets and initial conditions, we already have
a set of parameter sets from which it is possible to get steady state patterns belonging to
one of the chosen image clusters. The set of parameters from which the images of cluster
Yi were obtained are denoted by
Pi = {p( j)| j = 1, · · · , |Yi|}, (4.4.15)
47
where |Yi| is the cardinality of set Yi and p( j) is the parameter set that was used to obtain
the jth image in Yi. This gives us a labeled dataset for each cluster. The positive set would
be all the images obtained by the parameterization Pi and the negative set would be all the
remaining images. Hence, we can proceed by utilizing the methods presented in section
4.2 to learn a TSSL classifier for any given pattern (image cluster).
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Chapter 5
Spatial Temporal Logic
This chapter extends TSSL to a spatio-temporal logic called SpaTeL [Haghighi et al.,
2015]. We will prove the soundness and correctness of SpaTeL semantics and provide
illustrative examples.
5.1 Sequences of Quad Transition Systems and Traces
In this section, we formalize the notion of a networked dynamical system and describe the
process of abstracting such a system to a time-varying quad transition system (QTS), the
model with respect to which SpaTeL is defined. Recall that QTS has been already defined
in section 3.2 for the purpose fo introducing TSSL. Note that QTS in the context of TSSL
is time-independent. In this section, we extend the notion of QTS to an abstraction of
dynamical networks that evolve over time.
A networked system S can be modeled as a K×K square grid of K2 sub-systems Si, j.
We use x(t) ∈ RK×K×N+ to denote the state of the system at time t, t = 0, . . . ,T where
xi, j(t) ∈ RN+ denotes the state of sub-system Si, j. Each sub-system evolves according to
a (possibly non-deterministic) difference relation. Without loss of generality, we will as-
sume that K is a power of two, i.e. K = 2k. A square sub-system of S is a collection
of adjacent subsystems of S denoted Si1:i2, j1: j2 where 1 ≤ i1 ≤ i2 ≤ K, 1 ≤ j1 ≤ j2 ≤ K
and j2 − j1 = i2 − i1 is a power of 2. The state of Si1:i2, j1: j2 at time t is denoted as
xi1:i2, j1: j2(t) = [xi, j(t)]i=i1,...,i2, j= j1,..., j2 .
A time-varying quad tree is a representation of x(t) given as a quarternary tree structure
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T (t) = (V (t),R(t)) where each vertex v ∈V (t) represents the state of a square sub-system
of S. The set V (t) is constructed by recursively partitioning x(t) into quarters, e.g. if V (t)
is initially v1 = x(t), then v2 . . .v5, which represent four K/2×K/2 square subsystems of S
would be added to V . The recursive partitioning happens k = log2(K) times. The relation
R ⊂ V (t)×V (t) is defined such that (v,v′) ∈ R(t)⇔ v′ was constructed from partitioning
v. A time-varying quad transition system is a tuple QT S := (A,a0,τ,Σ, [.],L) where A is a
set of states, a0 ∈ A is an initial state, τ ⊆ A×A is a transition relation such that for every
state a ∈ A, 1 ≤ |{a|(a,a′) ∈ τ}| ≤ 4. Σ is a set of variables, and [.] : A→ (Σ→ [0,b]) is
a function that assigns to each state a ∈ A and variable m ∈ Σ a value [a](m) ∈ [0,b], and
L : τ→ 2D where D = {NW,NE,SW,SE} is a labeling function for the relation τ with the
extra constraint that only one successor exists for every direction.
From the state of the system S at time t, we can construct the QTS Q(t) := (A(t),a0(t),
τ(t),Σ, [.](t),L(t)) via the algorithm given in Section 3.2. Here, we suppress the depen-
dence of the relation [.](t) on time. We note that in contrast to transition systems typically
used in formal methods applications, the QTS constructed via this algorithm represents the
spatial relationships (patterns) of the system at a particular time. A trace corresponding to a
trajectory x : {0, . . . ,T}→RK×K×N+ is a function Q : {0, . . . ,T}→ Q where Q is the space
of quad transition systems. The set of all traces that a networked system S can produce is
called the language of S and is denoted as L(S).
Example 6. A 4 by 4 checkerboard can be characterized by the QTSs shown in Fig-
ure 5·1 . Each subsystem Si, j is the (i, j)th cell of the checkerboard with state xi, j(t) =
[Ki, j(t),Wi, j(t)] ∈ {0,1}2, where xi, j(t) = [1,0] if the square is black and xi, j(t) = [0,1] if
the square is white. The set of variables is defined as Σ= {K,W} which represent the pro-
portion of cells of a particular subsystem that are black and white, respectively. The QTS
is constructed from the quad tree by first aggregating all of the states on the bottom level
of the tree with equivalent values xi, j(t) into QTS states. The valuations of these states are
defined as [[a](K), [a](W )] = xi, j(t). a2(t) and a3(t) correspond to the black and white cells
of the checkerboard, respectively. Each of these states is assigned a self-transition. Next,
the states in the next highest level of the quad tree are aggregated into QTS states. States at
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this level of the tree with identical children are aggregated into the same QTS state. a1(t)
is the only QTS state constructed from this level because every state has identical children.
Transitions from a new QTS state to an existing QTS state are constructed if the existing
state represented a child of the new state in the quad tree. The transitions are annotated
with the direction of the child’s corresponding cell, e.g. the transition from a1(t) to a2(t)
is annotated with the directions NW,SE. The values of [a](C) for the new states a and
variables C ∈ Σ are calculated according to
[a](C) =
[aNW ](C)+ [aNE ](C)+ [aSE ](C)+ [aSW ](C)
4
(5.1.1)
where ad,d ∈D is such that (a,ad) ∈ τ and d ∈ L((a,ad)). This process continues until a
state a0(t) that denotes the root of the quad tree is constructed.
At some point t ∈ {0, . . . ,T}, the color of all of the cells inverts. This flipped colors are
represented by the QTS Q(t+1). Note that in this case, the states a0(t+1),a1(t+1) have
the same values of K and W and the same transition between them as a0(t),a1(t). This is
because both x(t) and x(t + 1) have the property that the neighbors of any given cell Si, j
are the opposite color from Si, j. However, the values of K and W associated with a2(t+1)
and a3(t+1) are the opposite of a2(t) and a3(t), which demonstrates the color inversion at
time t.
Definition 13 (Labeled paths). Given a set B of labels representing the spatial directions,
a labeled path (lpath) of a QTS is an infinite sequence piB = a0a1a2 . . . of states such that
(ai,ai+1) ∈ τ and L(ai,ai+1)∩B 6= 0, ∀i ∈N. We denote the set of all labeled paths starting
in state a(t) as LPathB(a(t)) and the i-th element of a path piB as piBi . For example, in Figure
5·1(c), LPathB(a0) = {a0a1a2a2 . . .} if B = {NW,SE}.
5.2 SpaTeL Syntax and Semantics
In this section, we define the syntax and qualitative and quantitative semantics of Spatial
Temporal Logic (SpaTeL).
SpaTeL has a nested syntax where inner spatial formulae are modified by temporal and
logical operators. Spatial formulae are assertions about the spatial properties (patterns) of
a networked system at a particular time instance, i.e. are defined with respect to a QTS
at a single time instance. When the spatial formulae are modified by temporal and logical
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operators, the resulting SpaTeL formula express behaviors of sequences of patterns, i.e. are
defined with respect to traces of a networked system.
Definition 14 (SpaTeL syntax). The syntax of a spatial formula is defined as
ϕ ::=>|m∼ d|¬ϕ|ϕ1∧ϕ2|∃B©ϕ|∀B©ϕ|∃Bϕ1Ukϕ2|∀Bϕ1Ukϕ2, (5.2.2)
where ∼∈ {≥,≤}, d ∈ [0,b], b ∈ R+, k ∈ N>0, B⊆D := {NW,NE,SE,SW} with B 6= /0,
and m ∈ Σ where Σ is as defined for a QTS. Uk and© are read as “until” and “next”. The
syntax of a SpaTeL formula is defined as
Φ ::= ϕ|¬Φ|Φ1∧Φ2|Φ1UIΦ2, (5.2.3)
where I is a time interval such that I := [I1, I2), I1, I2 are non-negative and finite, and ϕ is a
spatial formula.
Other spatial and temporal operators can be derived from the until operator as follows:
∃BFkϕ := ∃B>Ukϕ
∃BGkϕ := ¬∀BFk¬ϕ
∀BFkϕ := ∀B>Ukϕ
∀BGkϕ := ¬∃BFk¬ϕ
FIΦ :=>UIΦ
GIΦ := ¬FI¬Φ. (5.2.4)
At this point, it becomes clear that SpaTeL is an integration of TSSL and Signal Temporal
Logic (STL) [Maler and Nickovic, 2004]. Its spatial formulae share the same syntax with
TSSL, while the temporal operators are defined similarly to their STL counterparts with
predicates replaced by spatial formulae. At first glance, it may seem that requiring a spatial
formula to be nested inside a temporal formula unnecessarily diminishes the expressivity
of the logic, i.e. eliminates the interaction between temporal and spatial aspects. However,
as pointed out in [Kontchakov et al., 2007], allowing spatial and temporal operators to
be nested arbitrarily can lead to undecidable cases. To further combat undecidability, we
bounded time and space.
We define the qualitative semantics of SpaTeL as follows.
Definition 15. (Qualitative Semantics of SpaTeL) Let Q be a trace of a networked system.
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The qualitative semantics of SpaTeL are defined recursively as 1
(Q, t) |= ¬Φ⇔ (Q, t) 6|=Φ
(Q, t) |=Φ1∧Φ2⇔ (Q, t) |=Φ1∧ (Q, t) |=Φ2
(Q, t) |=Φ1U[I1,I2)Φ2⇔ ∃t ′ ∈ [t+ I1, t+ I2) : (Q, t ′) |=Φ2∧∀t ′′ ∈ [t, t ′),(Q, t ′′) |=Φ1
(Q, t) |= ϕ⇔ (Q,a0, t) |= ϕ
(Q,a, t) |=>
(Q,a, t) |= m∼ d⇔ [a(t)](m)∼ d
(Q,a, t) |= ϕ1∧ϕ2⇔ (Q,a, t) |= ϕ1∧ (Q,a, t) |= ϕ2
(Q,a, t) |= ¬ϕ⇔ (Q,a, t) 6|= ϕ
(Q,a, t) |= ∃B©ϕ⇔ ∃a′(t) : ((a(t),a′(t)) ∈ τ(t) ∧
L(t)(a(t),a′(t))∩B 6= /0),
(Q,a′, t) |= ϕ
(Q,a, t) |= ∀B©ϕ⇔ ∀a′(t) : ((a(t),a′(t)) ∈ τ(t) ∧
L(t)(a(t),a′(t))∩B 6= /0),
(Q,a′, t) |= ϕ
(Q,a, t) |= ∃Bϕ1Ukϕ2⇔ ∃piB ∈ LPathsB(a(t)) :
∃i ∈ (0,k] : (Q,piBi , t) |= ϕ2 ∧∀ j ∈ [0, i),(Q,pi j, t) |= ϕ1
(Q,a, t) |= ∀Bϕ1Ukϕ2⇔ ∀piB ∈ LPathsB(a(t)) :
∃i ∈ (0,k] : (Q,piBi , t) |= ϕ2 ∧∀ j ∈ [0, i),(Q,pi j, t) |= ϕ1.
(5.2.5)
The trace Q satisfies Φ if (Q,0) |= Φ. The qualitative semantics can be used to check
whether a model satisfies or violates a dynamic pattern expressed in SpaTeL. However, it
does not provide any information about how strongly the property is satisfied or violated.
Quantitative semantics were proposed in [Fainekos and Pappas, 2009] and [Donze´ and
Maler, 2010] to provide a measure of satisfiability of a trace with respect to a STL formula.
Similarly, We proposesd a quantitative semantics that measures satisfiability of a pattern
with respect to a TSSL formula in Chapter 3. In the following, we integrate these two sets
of semantics.
Definition 16. (Quantitative Semantics of SpaTeL) The quantitative valuation ρt of a Spa-
1(Q, t) is used to define the semantics of trace Q at time t (not to be confused with the value of Q at time
t, Q(t)). Similarly, (Q,a, t) is used to define the semantics of trace Q at time t and state a.
53
TeL spatial formula can be calculated according to the recursive quantitative semantics
ρt(¬Φ,Q, t) =−ρt(Φ,Q, t)
ρt(Φ1∧Φ2,Q, t) = min(ρt(Φ1,Q, t),ρt(Φ2,Q, t))
ρt(Φ1U[I1,I2)Φ2,Q, t) = supt ′∈[t+I1,t+I2)(min(ρt(Φ2,Q, t
′),
inft ′′∈[t+I1,t ′)ρt(Φ1,Q, t
′′)))
ρt(ϕ,Q, t) = ρs(ϕ,a0(t))
(5.2.6)
and
ρs(>,a) = b
ρs(m∼ d,a) = (∼ is ≥)?([m](a)−d) : (d− [m](a))
ρs(¬ϕ,a) =−ρs(ϕ,a)
ρs(ϕ1∧ϕ2,a) = min(ρs(ϕ1,a),ρs(ϕ2,a))
ρs(∃B©ϕ,a) = 0.25maxpiB∈LPathB(a)ρs(piB1 )
ρs(∀B©ϕ,a) = 0.25minpiB∈LPathB(a)ρs(piB1 )
ρs(∃Bϕ1Ukϕ2) = suppiB∈LPathB(a),i∈(0,k](min(0.25
ρs(ϕ2,piBi ), inf j∈[0,i) 0.25 jρs(ϕ1,piBj )))
ρs(∀Bϕ1Ukϕ2) = infpiB∈LPathB(a),i∈(0,k](min(0.25
ρs(ϕ2,piBi ), inf j∈[0,i) 0.25 jρs(ϕ1,piBj ))).
(5.2.7)
With a slight abuse of notation, the quantitative semantics of a formula Φ with respect
to a trace Q is denoted ρt(Φ,Q) = ρt(Φ,Q,0).
Remark 5. We restrict the spatial configuration to QTSs constructed from a system S mod-
eled as a K ×K grid. The syntax and semantics of SpaTeL can easily be modified to
describe a networked system with a spatial configuration that can be represented as a tran-
sition system constructed from a generic tree structure. Extension to systems with general
configurations will be studied in the future.
Remark 6. The absolute value of this quantitative valuation can be viewed as a measure
of ”distance to satisfaction”. In other words, larger values correspond to traces that satisfy
the formula better than traces with smaller quantitative valuation. Therefore, traces with
a larger quantitative valuation are expected to conform quite strongly to the spatial and
temporal patterns described by the given formula. For this reason, we refer to the value of
the quantitative semantics of a formula with respect to a trace as its degree of satisfaction
or robustness degree.
Remark 7. Discounting reduces the effect of deeper nodes in a quad tree, which correspond
to more local portions of the network. This leads to a better description of global patterns.
We now show that given a trace Q and a SpaTeL formula Φ the sign of the quantitative
evaluation ρt is consistent with the violation or satisfaction of the formula. That is, if
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ρt(Φ,Q,0) is positive, then Q satisfies Φ and if it is negative, Q does not satisfy Φ.
Theorem 3 (Soundness). Let Φ be a SpaTeL formula and Q be a trace of a networked
system. Then, the following properties hold for the two semantics:
ρt(Φ,Q,0)> 0⇒ Q |=Φ
ρt(Φ,Q,0)< 0⇒ Q 6|=Φ (5.2.8)
Proof. Our previous results in Chapter 3 showed that the following properties hold for the
spatial fragment of SpaTel:
ρs(ϕ,a0)> 0⇒ (Q,a, t) |= ϕ
ρs(ϕ,a0)< 0⇒ (Q,a, t) 6|= ϕ (5.2.9)
SpaTeL is a special case of STL [Donze´ et al., 2013] where the predicates defined over
signals are substituted with a TSSL spatial formula. The proof of soundness for STL can
be then derived by structural induction on the operational semantics following the ideas
from [Donze´ et al., 2013].
Now, we define the QTS max distance, a measure of similarity of two given time-
varying QTSs (traces).
Definition 17. (QTS Max Distance) The max distance of two QTSs Q(1)=(A(1),a(1)0 ,τ
(1),Σ,
[.](1),L(1)) and Q(2) = (A(2),a(2)0 ,τ
(2),Σ, [.](2),L(2)) is defined as:
d∞(Q(1),Q(2)) = n∞(a
(1)
0 ,a
(2)
0 ,0) (5.2.10)
where n∞ : A×A×N→ [0,b] such that:
n∞(a(1),a(2),k) =

1
4k maxm∈Σ
|[a(1)](1)(m)− [a(2)](2)(m)|
if (a(1),a(1)) ∈ τ(1)∧ (a(2),a(2)) ∈ τ(2)
maxd∈Dn∞(a
(1)
d ,a
(2)
d ,k+1) otherwise
(5.2.11)
We now introduce a second theorem, showing that given a property Φ, if two bounded
traces of QTS are similar enough, i.e. their max distance is less than the robustness value
for the given formula, then if one trace satisfies the formula Φ implies that the other trace
satisfies the same formula.
Theorem 4 (Correctness). Given two traces Q(1)(t) and Q(2)(t) of bounded length T then:
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(Q(1),0) |=Φ∧ ‖ D∞ ‖∞< ρt(Φ,Q(1),0)⇒ (Q(2),0) |=Φ (5.2.12)
with D∞ defined as:
D∞ = [d∞(Q(1)(0),Q(2)(0)), · · · ,d∞(Q(1)(T −1),Q(2)(T −1))] (5.2.13)
Proof. The proof for the temporal fragment of SpaTeL is analogous to the one for STL
in [Fainekos and Pappas, 2009]. The proof for the nested spatial fragment is the same as
the correctness proof for TSSL presented in Theorem 2.
Example 7. The original checkerboard pattern in Figure 5·1 can be described by a TSSL
formula
∀B∗F1((∀{SW,NE}© ((W ≥ 1))∧ (∀{NW,SE}© (W ≤ 0))) (5.2.14)
where B∗ = {SW,NE,NW,SE}. With SpaTeL, we can formulate the spatial-temporal
pattern “All the tiles in the checkerboard flip their colors simultaneously at some time
t ∈ (0,T ]” as
Φ := F(0,T ] ((∀B∗F1((∀{SW,NE}© (W ≥ 1))∧ (∀{NW,SE}© (W ≤ 0))))∧
G(0,1](∀B∗F1((∀{NW,SE}© (W ≥ 1))∧ (∀{SW,NE}© (W ≤ 0)))))).
(5.2.15)
Remark 8. The horizon of a SpaTeL formula is defined similar to STL [Dokhanchi et al.,
2014]. Intuitively, the horizon T of a SpaTeL formula Φ is the maximum time for which
some specification in Φ must be checked against Q(t). For instance, the time horizon of
G[0,20)F[0,5)∀L© (µ≥ 1) is T = 25.
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Figure 5·1: (a) Flipping checkerboard pattern. (b) A portion a the quad
tree corresponding to the pattern at time t. (c) The derived QTSs at time t
(before the flip) and t+1 (after the flip).
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Chapter 6
Verification
In this chapter we show that standard model checking algorithms presented in [Zuliani
et al., 2010] and [Donze´ and Maler, 2010] can easily be applied to SpaTeL. Note that since
a TSSL formula is a special case of a SpaTeL formula, all the techniques presented here
are applicable to TSSL as well.
We are interested in determining whether the traces produced by a networked system S
satisfy a given SpaTeL formula Φ. If the system S is deterministic, this problem reduces
to computing the quantitative valuation of a trace with respect to the specification. Ac-
cording to the soundness theorems presented in Chapters 3 and 5, a positive quantitative
valuation translates to satisfaction and a negative quantitative valuation corresponds to vio-
lation. However, S can be stochastic, in which case the question of satisfaction or violation
becomes a probabilistic one.
6.1 Statistical Model Checking
In general, a networked system produces traces non-deterministically due to variations in
initial conditions, system parameters, or un-modeled dynamics. Let the non-determinism
of the system be described by a random variable U with range space RU such that a given
realization u generates a unique trace Qu and L(S) =
⋃
u∈RU Qu. Enumerating each trace Qu
and checking Qu |=Φ is infeasible, as this set is (possibly) countably infinite. A traditional
model checking algorithm [Baier et al., 2008], in which a formal proof of whether or not
all traces produced by S satisfy Φ is generated, is also likely infeasible to implement due to
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the potential size and complexity of networked systems. Further, the question of whether or
not all traces of S satisfy Φ may be too narrow of an inquiry, as we may only be interested
in how frequently Φ is satisfied. Therefore, we propose to characterize the behavior of S
by using the model to randomly generate a finite number of traces and solving the broader
(and more feasible) statistical model checking problem.
Problem 3. A model of a networked dynamical system S and a SpaTeL formula Φ are
given. Let p = Pr[Q |= Φ], c ∈ (12 ,1) be a confidence level, and δ > 0 be a half-interval
size. Find an interval (p0, p1) where 0 ≤ p0 < p1 ≤ 1 and p1− p0 = 2δ such that Pr[p ∈
(p0, p1)]≥ c.
Problem 3 asks for a confidence interval (p0, p1) because this interval can be calculated
from a finite number of traces of S while explicitly calculating p in general would require
an infinite number of traces.
Example 8. Each of the tiles Si, j flips its color at a random time Ti, j distributed non-
uniformly over the range li, j, . . . ,hi, j. Let U be the random matrix [Ti, j]. We want to
estimate (via a confidence interval) the probability that all the tiles in the checkerboard
flip their color simultaneously at some time t, i.e. the probability of satisfying (5.2.15).
Our statistical model checking procedure is summarized in Algorithm 1. Algorithm
1 uses Bayesian Interval Estimation, an algorithm presented in [Zuliani et al., 2010] to
recursively construct a confidence interval for the mean of a Bernoulli random variable.
We define an i.i.d. sequence of Bernoulli random variables {χi}Ni=1 such that
χi = I(Qui |=Φ), (6.1.1)
where ui is a sample drawn from U and I is the indicator function. The sample mean of the
variables {χi}Ni=1 thus approaches p as defined in Problem 3 as N→ ∞. For a finite value
of N, we can estimate an interval [pˆ−δ, pˆ+δ] such that
Pr[p ∈ (pˆ−δ, pˆ+δ)]≥ c, (6.1.2)
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Algorithm 1: Statistical Model Checking
Input: Φ, S, δ ∈ (0,1/2), c ∈ (1/2,1), α,β
Output: (p0, p1)
1 n← 0 (number of traces drawn so far) ;
2 X ← 0 (number of traces satisfying Φ) ;
3 γ← 0 (coverage probability of the interval (p0, p1)) ;
4 while γ< c do
5 Qu← draw a sample trace of the system ;
6 n← n+1 ;
7 if (Qu |=Φ) then
8 X ← X +1;
9 end
10 pˆ← (X +α)/(n+α+β) (compute posterior mean) ;
11 (p0, p1)← (pˆ−δ, pˆ+δ) (interval estimate) ;
12 if p1 > 1 then
13 (p0, p1)← (1−2δ,1)
14 else
15 if p0 < 0 then
16 (p0, p1)← (0,2δ)
17 end
18 end
19 γ← Posterior probability of p ∈ (p0, p1) computed by (6.1.7)
20 end
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where δ and c are as defined in Problem 3. This interval is called the “100c percent
Bayesian interval estimate of p”. The Bayesian interval estimation algorithm proceeds
by collecting samples of χi and recursively applying Bayes’ rule
f (p|χi, . . . ,χn) = f (χ1, . . . ,χn|p)g(p)∫ 1
0 f (χ1, . . . ,χn|v)g(v)dv
, (6.1.3)
where f and g are probability density functions (pdfs), until the estimated interval achieves
the desired confidence level c. Recursively applying Bayes’ rule requires us to have some
prior pdf of p over the interval [0,1] before collecting the first sample χ1. We use β priors
as suggested in [Zuliani et al., 2010], where a β random variable has a pdf
∀p ∈ [0,1] g(p,α,β) = 1B(α,β) pα−1(1− p)β−1
B(α,β) =
∫ 1
0 t
α−1(1− t)β−1dt.
(6.1.4)
and a cumulative density function (cdf)
Fα,β(p) =
p∫
0
g(t,α,β)dt. (6.1.5)
In the absence of a principled guess of the prior density of p, we make the assumption of
uniform density, e.g. Fα,β(p) = p, by setting α= β= 1. If we use the β prior, the posterior
mean pˆ can be calculated as
pˆ =
X +α
n+α+β
(6.1.6)
where X = ∑ni=1χi. The posterior probability is:
Pr[p ∈ (p0, p1)] = F(X+α,n−X+β)(p1)−F(X+α,n−X+β)(p0). (6.1.7)
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6.2 Complexity
The time complexity of executing Algorithm 1 or is difficult to compute explicitly. This
algorithm proceeds in an iterative fashion until a convergence criterion is met. Thus, the
complexity depends on system-dependent convergence rates that can vary widely among
application areas. Here, we establish the complexity of computing the degree of satisfac-
tion for an execution trace of a networked dynamical system where the size of the network
is K×K and the traces have a length of T . This is the core computational procedure that
is executed during every iteration of each algorithm. The temporal and spatial portions of
SpaTeL are inspired by STL and TSSL, respectively. The worst-case complexity of com-
puting the degree of satisfaction of an STL formula was established as O(T 2lt ) in [Donze´
and Maler, 2010] where lt is the maximum number of nested temporal until operators in the
formula. The quantitative semantics of SpaTeL is defined in such a way that the quantitative
valuation for spatial and temporal until operators are computed using the same expressions.
Therefore, computing the spatial portion of the SpaTeL quantitative valuation for a given
quad tree has a complexity of O(4ns.n2lss ) where ns = logK is the depth of the tree and ls
is the maximum number of nested spatial until operators. Finally, constructing of a quad
tree from a K×K grid needs O(K2 logK) operations. Consequently, the total complexity
is O(T 2lt K4(logK)2ls+1).
6.3 Case Study: Reaction-Diffusion System
A biological reaction-diffusion system was introduced in Section 4.1. We showed that the
system in Examplerefex:system is capable of producing multiple steady state patterns such
as Large Spots (LS), Small Spots (SS), and Fine Patches (FP) (Figure 4·1). We also gen-
erate TSSL formulae for each pattern in Sectionsec:supervised. Let us call those formulae
ϕLS,ϕSS, and ϕFP, respectively.
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In this section, we show how the statistical model checking algorithm can be applied to
this system. These formulae are too long to be displayed here. SpaTeL, a richer logic, can
not only characterize these spatial patterns but also capture how they develop over time.
Consider the following formulae:
Φ1 : F[0,30)G[0,60)ϕSS (6.3.8)
Φ2 : F[0,30)G[0,60)ϕLS∧G[0,60)¬ϕSS. (6.3.9)
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Figure 6·1: Time evolution of TSSL quantitative semantics for an execution
of the reaction-diffusion system with parameter D = [D1,D2] = [5.6,24.5]
where LS emerges in steady state and SS emerges in transient state. (a)
Generated patterns (b)ρs(ϕLS,Q(t)) and ρs(ϕSS,Q(t)) with t = 0, . . . ,60.
Formula Φ1 specifies that the SS pattern appears within the first 30 seconds and persists
for 60 seconds after it emerges. FormulaΦ2 is the conjunction of an expression which states
that LS pattern emerges within the first 30 seconds and remains for the next 60 seconds and
an expression which specifies that the SS pattern never occurs during the first 60 seconds,
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(D1,D2) δ c pˆ n
(1.44,5.27)
0.05 0.95 0.95 156
0.05 0.99 0.95 538
0.01 0.95 0.95 3766
0.01 0.99 0.96 284
(5.6,24.5)
0.05 0.95 0.11 98
0.05 0.99 0.13 71
0.01 0.95 0.11 279
0.01 0.99 0.11 318
(0.2,20)
0.05 0.95 0.03 28
0.05 0.99 0.02 43
0.01 0.95 0.007 148
0.01 0.99 0.004 228
Table 6.1: Satisfaction probabilities for Φ1. Each iteration took on average
approximately 0.74 seconds on a machine with a 2.40 GHz processor and 8
GB RAM.
i.e. the large spots pattern is established unambiguously. The valuations of the quantitative
semantics of a system execution with respect to ϕLS and ϕSS are plotted over time in Figure
6·1(b). The figure shows that although this particular set of parameter lead to large spots
pattern in steady state, the small spots pattern occur transiently during the system evolution.
We applied the statistical model checking procedure (Algorithm 1) to estimate the prob-
ability that formula Φ1 holds for the Turing system. The results from using three different
sets of diffusion rates, two different confidence levels c, and two different half-interval sizes
δ are summarized in Table 6.1.
The system with the first set of parameters (1.44,5.27) (selected by an expert) satisfies
Φ1 with high probability. The other two parameterizations hold with very low probability.
We also see that as c increases and δ decreases, the number of traces, and consequently the
computation time, required to find the desired interval increases significantly.
Part II
Parameter Synthesis
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Chapter 7
Parameter Optimization
In this chapter, we formulate the parameter synthesis problem and present an iterative so-
lution based on particle swarm optimization. This solution requires minimal user input.
In other words, the availability of labeled examples of desired patterns is not assumed
[Haghighi et al., 2017].
7.1 Problem Statement
Consider a set of M×N identical interacting dynamical systems distributed on a grid. We
denote the system located on the mth row and nth column of the grid as Sm,n. The collection
of all the systems is denoted by S. The state of Sm,n is written as xm,n ∈ X ⊆ RNx and
evolves according to the differential equation
x˙m,n = f (xm,n,um,n, p), (7.1.1)
where um,n ∈ RNu is a set of inputs, p ∈Ω⊆ RNp is a set of parameters, and f : X ×RNu×
Ω→ RNx describes the dynamics of the system. The parameters p are constant for a given
system. The global behaviors of the network can be controlled by choosing proper values
for p. A set of observations ym,n ∈ RNy for each system is defined by
ym,n = h(xm,n), (7.1.2)
where h : X → RNy is an output (observation) function.
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While the output of an isolated system may be simple to analyze, the interaction of
M×N such systems may be infeasible to predict analytically. We consider the case in
which a user does not have a priori knowledge of the behavior the systems exhibit via
interaction with each other. If such a user wishes to analyze the systems’ behavior, it
may be necessary to empirically test the system. In this chapter, we consider such a case,
focusing on systems that have reached a steady state. We will henceforth call the spatial
configuration of steady state observations a pattern if that configuration is of interest to an
expert user based on the specific application.
The purpose of this chapter is to devise a framework that is capable of
1. determining whether a network is capable of producing patterns that are deemed
interesting by an expert user.
2. synthesizing network parameters p∗ that guarantee emergence of these identified pat-
terns.
Example 9. Consider a network of reaction-diffusion systems that was presented in Section
4.1 (Example 4). This system is an example of (7.1.1). The diffusion and reaction rates
are the set of parameters that can control pattern emergence in Example 4 (4.1.5), and the
diffusion and reaction rates are the parameter set.
p = 〈D1,D2,R1,R2,R3,R4〉. (7.1.3)
Our goal in this work is to automatically classify various global behaviors in these types
of networks with minimal user input. Further, we wish to identify the parameters that result
in the production of such patterns with high probability.
For a system such as that described in Example 9, we define the problem more formally
as follows.
Problem 4. Given a network of identical dynamical systems distributed on a grid S (7.1.1),
a range of initial conditions X ⊆ RNx , and a parameter search space Ω⊆ RNp:
1. Explore the state space for groups of steady state behaviors that are found to be
interesting patterns by an expert user.
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Figure 7·1: Overview of the parameter synthesis framework.
2. If such patterns were found, determine parameters p∗ ∈Ω such that the correspond-
ing steady state observations are guaranteed to resemble the desired patterns.
Our approach to Problem 6 can be summarized as follows (Figure 9·3). First, we collect
different possible steady state behaviors of (7.1.1) by extensively simulating it with random
initial conditions and parameters. Next, we use image similarity measures and a clustering
algorithm that divides the steady state images produced by simulation into groups of similar
patterns. At this point, an expert user identifies image clusters that are of particular interest
to them, based on the application. In the next step, we use a formal methods approach
presented in Section 4.2 to learn a descriptor for each cluster expressed in a formal language
called tree spatial superposition logic (TSSL). Recall that all the steps up to this point were
described in detail in Chapter 4. In this chapter, we will go through the remaining steps in
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solving the parameter synthesis problem.
TSSL is equipped with a metric that quantifies how far an image is from a pattern
(3.3.12). This metric is used to formulate an optimization procedure to synthesize system
parameters that maximize the emergence of patterns belonging to the clusters that were
previously identified by the user.
7.2 Solution
In Section 4.4, we presented a procedure to create a dendrogram that divides steady state
observations obtained from (7.1.1) (Section 4.4.1) into groups of similar images (Section
4.4.2). Next, an expert user needs to decide which clusters are interesting for the purpose
of pattern synthesis. This will be achieved through a top-down approach. The root of the
dendrogram corresponds to the set of all images that are being considered. Nodes located
on lower level correspond to smaller sets of images since each vertex corresponds to a
subset of its parent in the tree. The user will be consecutively presented with lower level
clusters until one or more clusters are found in which most of the images demonstrate
similar global patterns that would be of particular interest. These clusters of images are
denoted by Yi, i = {1, · · · ,C} where C is the total number of image clusters chosen by the
expert. Notice that since all the images were obtained by computer simulations of (7.1.1)
from constant parameter sets p and initial conditions, we already have a set of parameter
sets from which it is possible to get steady state patterns belonging to one of the chosen
image clusters. The set of parameters from which the images of cluster Yi were obtained
are denoted by
Pi = {p( j)| j = 1, · · · , |Yi|}, (7.2.4)
where |Yi| is the cardinality of set Yi and p( j) is the parameter set that was used to obtain
the jth image in Yi.
Next, we can infer a TSSL formula Φi for each cluster i using the procedure presented
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in Section 4.2. Hence, the problem reduces to finding the parameters that lead to satisfac-
tion of Φi with the highest possible quantitative valuation (robustness). At this point, we
are able to quantify how strongly a quad transition system driven from an image demon-
strating network observations satisfies or violates emergence of a pattern specified by a
TSSL formula. This metric can serve as the fitness function in an optimization process
over the parameter space Ω from (7.1.1). The goal is to determine the parameterization p∗i
that maximizes this metric on average:
p∗i = argmaxp∈Ω
E(ρ(Φi,v0)), (7.2.5)
where Φi is a TSSL formula that describes the pattern of cluster Yi learned using the proce-
dure that was explained earlier in this section. ρ is the robustness degree of a formula, and
E(ρ) is its expected value. We estimate the expectation by computing a sample mean
E(ρ(Φi,v0)) =
Ns
∑
j=1
ρ(Φi,v
( j)
0 ), (7.2.6)
where Ns is the sample size and v
( j)
0 is the root of the jth sample quad-tree. It is shown in
[Haghighi et al., 2015] that the expected robustness can usually be estimated by a relatively
small sample size in practice.
Off the shelf optimization techniques can be used to solve (7.2.5). We employ particle
swarm optimization (PSO) [Kennedy, 2010] to solve this problem. PSO is a heuristic
solution to unconstrained optimization problems that is capable of solving problems with
irregular search spaces and does not require the fitness function to be differentiable.
The PSO algorithm works as follows. The procedure begins by initializing a set of M
particles with positions z j ∈ Ω, j = 1, · · · ,M and velocities z′j. The position of a particle
is a candidate solution to (7.2.5), and the velocity is a search direction from the current
solution. Although the initialization of particle locations is usually random, we can utilize
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the fact that some potential candidates are already available since we know the original
parameterizations that were used to produce the images in each cluster Yi. Therefore, the
initial particle positions are:
z j = p( j) p( j) ∈ Pi, (7.2.7)
where Pi is the set of parameterizations used to create Yi.
Next, Ns quad-trees Qk(z j) k = 1, · · · ,Ns are produced for each particle by simulating
(7.1.1) Ns times from p= z j and a random initial conditions xm,n(0)∈ X and the robustness
degree is evaluated for each quad-tree. The position of the Jth particle that has performed
best so far is stored in the variable z∗J , and the optimal value of z∗J is denoted by z∗. After
all particles have been evaluated, the positions and velocities are updated according to:
z′j←Wz j +η(rp)(z∗J− z j)+η(rg)(z∗− z j)
z j← z j + z′j,
(7.2.8)
where η(r) is a random number uniformly distributed over [0,r] and the parameters W ∈
R,rp,rg are tuned by the user [Shi and Eberhart, 1998]. This iterative process continues
until a termination criterion is met.
At this point, the user is presented with the optimal solution p∗i as well as samples
of steady state behaviors that the optimal solution produces. If the resulting steady state
images are satisfactory (i.e., resemble the desired pattern cluster Yi well and frequently),
the algorithm is terminated. Otherwise, we can conclude that the TSSL descriptor Φi does
not represent the desired pattern well enough, which means that the learning set LL used to
learn Φi was not sufficient. In that case, we add the new images obtained from p∗i to the
set of negative images Y−, relearn Φi, and solve (7.2.5) with the new TSSL formula. This
iterative procedure is continued until the steady state behaviors satisfy the expert.
Remark 9. Since SpaTeL is also equipped with quantitative semantics, the procedure dis-
cussed in this chapter is also applicable to SpaTeL. Examples of parameter synthesis with
both TSSL and SpaTeL are provided in the next chapter.
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Chapter 8
Applications in Biological and Power Networks
8.1 Turing Patterns in Reaction-Diffusion Systems
8.1.1 Semi-supervised Pattern Synthesis
Consider the 32×32 biological reaction diffusion system described in Example 4 as a case
study. The initial concentration of the species and the parameter search space are
0≤ x(i)m,n(0)≤ 16 i = 1,2,
p = 〈D1,D2,R1,R2,R3,R4〉 ∈Ω,
Ω= [0,10]× [0,30]×{1}×{−12}×{−1}×{16}.
(8.1.1)
We start by exploring the state space and collecting steady state images. At every
iteration, parameter values and initial conditions are randomly chosen from (8.1.1), and
(4.1.5) is simulated five times using these values. If any of the five simulations reach
steady state within 60 seconds, the corresponding steady state images are added to Y . This
process is continued until |Y | ≥ 1000.
Next, we performed the clustering procedure of Section 4.4.2 on Y . The process of ex-
ploring the state space and simulating the system, computing pair-wise SDMs, and creating
the dendrogram took approximately 48 hours on a computing cluster with 16 processors at
2.1 GHz. Figure 8·1(a) and 8·2(a) demonstrate sample images from two different nodes of
the dendrogram. We call the patterns in Figure 8·1(a) “maze” and the patterns in Figure
8·2(a) “patches”. Now, we intend to determine parameterizations p∗maze and p∗patches that
result in frequent emergence of patterns as close to maze and patches as possible, respec-
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Figure 8·1: (a) Samples from the set of 186 positive images from steady
state observations belonging to the maze cluster (b) Samples from the set of
817 steady state observations not belonging to the maze cluster.
Figure 8·2: (a) Samples from the set of 344 positive images from steady
state observations belonging to the patch cluster (b) Samples from the set of
659 steady state observations not belonging to the patch cluster.
tively.
A TSSL formula (Φmaze) representing the Maze pattern was inferred using the frame-
work described in Section 4.2. We learned the patches TSSL formula Φpatches similarly.
As illustrated in Figure 8·2, we have 344 positive and 659 negative examples from which
75% were used for learning and the rest for testing. The learning procedure took 213 sec-
onds on an iMac with 2.8 GHz Core i5 processor and 32 GB RAM and Φpatches has 83%
classification rate on the testing set.
It took 46 minutes for the PSO algorithm to solve (7.2.5) forΦmaze. We used 10 samples
(Ns = 10) to compute (7.2.6) at each iteration. The optimal parameter values for the maze
pattern are
p∗maze = 〈2.9,30,1,−12,−1,16〉. (8.1.2)
73
Figure 8·3: Three sample trajectories of the Turing system (4.1.5) with
p∗maze.
Figure 8·3 illustrates three sample trajectories of (4.1.5) with the parameterization p∗maze
and different random initial conditions. It can be seen that the maze pattern emerges in all
three instances. We used the statistical model checking algorithm presented in [Zuliani
et al., 2010,Haghighi et al., 2015] to verify that the maze pattern emerges with this param-
eterization with a 97% probability.
The same procedure was performed for the patches pattern. It took 63 minutes for the
PSO algorithm to solve (7.2.5) for Φpatches. The optimal parameter values are
p∗patches1 = 〈0.01,2.9,1,−12,−1,16〉. (8.1.3)
Figure 8·4 illustrates three sample trajectories of (4.1.5) with the parameterization p∗patches1
and different random initial conditions. Although the steady state are relatively close to the
pattern we were looking for, they are a little darker and denser than what was expected. In
order to investigate whether we can improve the results and get finer patches, we added 30
examples of steady state images resulting from p∗patches1 to the set of negative examples Y−,
relearned the TSSL formula for the new set, and recalculated the optimal parameters
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Figure 8·4: Three sample trajectories of the Turing system (4.1.5) with
p∗patches1.
Figure 8·5: Three sample trajectories of the Turing system (4.1.5) with
p∗patches2.
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p∗patches2 = 〈0.3,30,1,−12,−1,16〉. (8.1.4)
Figure 8·5 illustrates three sample trajectories of (4.1.5) with the parameterization p∗patches2
and different random initial conditions. In all three cases, fine patches emerge at steady
state. We used the statistical model checking algorithm presented in [Zuliani et al., 2010,
Haghighi et al., 2015] to verify that the patches pattern emerges with this parameterization
with a 91% probability.
8.1.2 Higher-order Statistics in TSSL
In previous sections, TSSL formulae have been learned using the first moments as features
in nodes of the quad-trees (see Definition 5 in Chapter 3). In other words, we have assumed
that Σ= {m} in the definition of quad transition systems where m denotes mean values. In
this section, we study the effect of adding higher moments to the set of variables Σ. In
particular, we added variance of concentrations of specie 1 to the set of variables in the
QTS and investigated how it improves the results.
Assume that the set of variables in the QTS is Σ = {m,v} where m represents mean
values and v represents variance, respectively. We repeated the procedure presented earlier
in this section and observed that:
1. Improvement in pattern recognition: Adding variance significantly reduces the
length and number of RIPPER classification rules and thus the TSSL formula that
represents a given pattern will be much shorter. Although the enhancement in pre-
diction accuracy is limited and often negligible, this has a notable effect on the com-
putation time, since shorter classification rules are easier and faster to learn.
2. Improvement in pattern synthesis: The complexity of TSSL quantitative valuation
for a given formula is proportional to the length of the formula. Therefore, a shorter
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TSSL formula result in a faster computation of ρ in (7.2.5). Consequently, particle
swarm optimization is performed faster since we need to compute the quantitative
valuation at every iteration of PSO.
Example 10. LS pattern. We considered the experiment described in Example 5 (Section
4.2) and repeated the same procedure (Same training and testing sets and simulation vari-
ables) using both first and second order statistics for the LS pattern. The learning step took
23.3sec on the same computer described in Example 5. The classifier consists of 8 rules.
Note that the experiment of example 5 consisted of 24 rules which were learned in 228sec.
The classifier that is built using mean and variance of observed concentrations yields a high
prediction accuracy (98.27%).
8.2 Stem Cells with Biochemical Signaling
8.2.1 Stochastic Agent-Based Model
The purpose of performing parameter optimization using an agent-based model of 3D stem
cell differentiation is to explore the range of patterns that emerge from local interaction
rules. This includes synthesizing experimentally observed patterns or even de novo patterns
that were not observed experimentally. This enables biologists to better understand the
local mechanisms governing morphogenesis (e.g. paracrine signaling) and efficiently test
assumptions about these mechanisms.
In this section we assume local signaling regulates stem cell differentiation in embry-
oid bodies. We also assume differentiation can be described as the binary classification
that captures if a cell has lost the ability to specialize into any cell type (loss of pluripo-
tency)[Livigni and Brickman, 2013]. Differentiation can describe any transition down the
hierarchy of stem cell specialization [Morrison and Spradling, 2008], but this binary clas-
sification, Figure 8·6(a) and Figure 8·6(c), allows us to investigate early cell fate decisions
that likely influence tissue and organ development. Using the loss of pluripotency indicator,
the protein Oct4, [White et al., 2013] has shown that there is a time-dependent distribution
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Figure 8·6: Confocal microscopy multichannel images of EBs stained with
DAPI (nuclear stain, blue), phalloidin (red), and Oct4 (cyan) shown at a
depth of 25 um for EBs. (a) Early stem cell populations are primarily
pluripotent and uniformly express Oct4 (cyan). (b) Over multiple days,
a distribution of differentiation patterns are observed before every cell is
differentiated into an Oct4-negative status. These patterns are labeled as
inside-out (left),globular (center),and outside-in(right). (c) After 7 days
most stem cells have differentiated into specialized cell lineages (no Oct4,
loss of cyan).
of intermediate patterns (Figure 8·6(b)) before complete differentiation (Figure 8·6(c)).
The proposed stochastic agent-based model was introduced in [Briers et al., 2016]
and is a modified version of the approach described in [White et al., 2013, White et al.,
2015, Mehdipour et al., 2018], where it is assumed that stem cell differentiation is dictated
by basal stochasticity, local negative feed forward signaling, and positive feedback signal-
ing. Our modeling approach uses the same set of local differentiation rules. However,
two main modifications were made. First, we use a more efficient approach (KD-trees)
to identify a cell’s neighborhood. Second, embryoid bodies are analyzed as transparent
cross-sectional images. This approach is more in line with images that are produced exper-
imentally, such as Figure 8·6, where cells within a certain distance from cross-sections of
EBs are observable. This visualization approach allows for more accurate pattern classifi-
cation in images.
Consider a network of N(t) locally interacting stem cells in which each cell is labeled by
an integer i ∈ {1, · · · ,N(t)}, where N(t) is the number of stem cells at time t ∈ {0, · · · ,T}
and T is the earliest time at which all cells have differentiated. We represent this network
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of stem cells as a graph G(t) = (V (t), E(t)), where the vertex i ∈ V (t) represents the ith
cell at time t and (i, j) ∈ E(t) if the corresponding cells i and j are interacting neighbors at
time t.
Asynchronous Cell Division: A primary cell k ∈ {1, · · · ,N(0)}, which is present at the
start of a simulation, initially divides at a random time tk1 ∈ [0,δ], where δ is the length of
the cell cycle for a single cell. The set of time points that a primary cell k ∈ {1, · · · ,N(0)}
or its daughters divide is denoted by Dk = {tk1, tk2, · · · , tkM}, where
0≤ tkm ≤ T ∀m ∈ {1, · · · ,M}
tkm+1− tkm = δ ∀m ∈ {1, · · · ,M−1},
(8.2.5)
where m is the mth division, and Mis the final division of a cell during a simulation. Dk is
interpreted as the set of asynchronous division times for the initial population of stem cells.
Since experiments have shown that undifferentiated stem cells divide in approximately 19
hours [White et al., 2013], we assume that δ= 19 in embryonic stem cells.
The set of new cells introduced to the system at time t as a result of cell division is
denoted by
NEW (t) = {N(t−1)+1, · · · ,N(t)}. (8.2.6)
After each division, one daughter cell replaces the parent cell with the same label and
the other daughter cell is placed adjacently in a random direction. We define a mapping
P : NEW (t)→V (t−1) where P (i) is the parent cell from which i ∈ NEW (t) divided.
Cell Neighborhood: Each cell is assumed to be a sphere, with the center located at
li(t) ∈R3 for i ∈ {1, · · · ,N(t)} and constant radius r. Cell radius is assumed to be constant
since changes in the size of a cell over time are negligible [White et al., 2013]. We also
define the set of all cell locations at t as
L(t) = {l1(t), l2(t), · · · , lN(t)(t)}. (8.2.7)
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The Euclidean distance between two cells is denoted by d(li(t), l j(t)). Two cells i, j are
considered neighbors if they are in contact with one another. Therefore, we construct the
set of graph edges E(t) such that
(i, j) ∈ E(t)⊆V (t)×V (t) ⇐⇒ d(li(t), l j(t))≤ 2r.
The neighborhood of cell i is denoted by ei(t).
ei(t) = { j ∈ {1, · · · ,N(t)} | (i, j) ∈ E(t)}. (8.2.8)
Looping through every pair of vertices in V (t) to construct E(t) is exponential in |V (t)|.
Instead we use a space partitioning tree, KD-tree, to find neighboring cells. A KD-Tree is
a special case of the binary space partitioning tree, which is used to partition points in a
k-dimensional space, find nearest neighbors, and perform range queries.
Embryoid bodies are an in vitro system used to study stem cell differentiation in 3D.
To accurately capture the mechanical forces of an embryoid bodies, a mass-spring model
is employed. Like the model in [White et al., 2013], 1000 cells is the size of the initial
population. The radius, circularity, average connection length, average connection number,
and density of the simulated EB’s show these simulations resemble in vitro embryoid bodie
s [White et al., 2013]. This resulting structure represents the set of primary cells at the
initial time (t = 0).
Collisions and Interactions: Cells are represented as rigid spheres connected by springs.
The rigid spheres model the incompressibility of the cell nucleus, and the springs represent
the malleability of the cytoplasm. We enforce rigid sphere behavior for every pair of inter-
acting cells.
d(li(t), l j(t))≥ 2r, ∀(i, j) ∈ E(t). (8.2.9)
Equation (8.2.9) can be violated as a result of population growth. When cell i divides, a
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new cell j is randomly placed in the network such that d(li(t), l j(t)) = 2r. This can cause
cell j to overlap with some of the cells surrounding i. If the constraint in Equation (8.2.9)
is violated, then distance corrections Fi j for the pair of cells (i, j) are determined using the
equation:
Fi j =−X kc, (8.2.10)
where kc is a constant that represents the strength of the interaction, and X represents the
amount of displacement between the cytoplasm of two cells (X = d(li(t), l j(t))−2r). This
interaction system is solved iteratively until all pairs of cells satisfy Equation 8.2.9.
We chose to model stem cell differentiation as a 3-state process with differentiation
controlled by cell division. The state of cell i at time t ∈ {0, · · · ,T} is denoted by xi(t) ∈
{U,T ,D}, where xi(t) =U if cell i is undifferentiated, xi(t) = T if cell i is transitioning,
and xi(t) =D if a cell i is differentiated at time t.
At t = 0, every cell is initialized in state U. At each time step of the simulation, three
stochastic rules regulate the probability that a cell will differentiate. Biologically, these
stochastic rules represent basal stochasticity (random rule), the influence of undifferentiated
neighbors to cause a cell to change state (negative feed forward), and the influence of
differentiated neighbors to cause a cell to change state (positive feedback). These rules are
derived in [White et al., 2013, White et al., 2015].
Rule 1. (Basal Differentiation) The probability that a cell i changes its state from U to T ,
regardless of the state of its neighbors, is given by:
pi1 = α, (8.2.11)
where α ∈ (0,1) is a constant.
Rule 2. (Local Negative Feedforward) The probability that undifferentiated neighboring
cells cause a cell i to change its state from U to T is given by:
pi2 =
1
1+(Unorm,i/k1)
n1, (8.2.12)
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where k1 and n1 are tuning parameters and Unorm,i is defined as the percentage of neighbor-
ing cells of cell i that are undifferentiated or transitioning.
Rule 3. (Local Positive Feedback) The probability that differentiated neighboring cells
cause a cell i to change its state from U to T is given by:
pi3 =
Dn2norm,i
kn22 +D
n2
norm,i
, (8.2.13)
where k2 and n2 are tuning parameters and Dnorm,i is defined as the percentage of neighbor-
ing cells of cell i that are differentiated.
Three independent random variables {ri1,ri2,ri3} uniformly distributed between 0 and 1
are assigned to each cell i, i ∈ {1, · · · ,N(t)}. For a cell i in state xi(t) =U, the state of the
cell is set to T until the next cell division if
ri1 < p
i
1∨ ri2 < pi2∨ ri3 < pi3 (8.2.14)
evaluates to true. A cell at state xi(t) = T will change its state to D when the next cell
division occurs. This mimics the notion that cell division cycles control stem cell differ-
entiation. It important to realize that Equations 8.2.12 and 8.2.13 resemble Hill equations,
and their respective tuning parameters influence how many neighboring cells in a specific
state will cause a cell to differentiate.
For all cells that are differentiated (xi = D), the division time δ is approximately 51
hours [White et al., 2013].
8.2.2 Visualization
The model described above was implemented in Python as a simulation tool that receives
a list of parameters
Π= (α,k1,n1,k2,n2) ∈Ω, (8.2.15)
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Figure 8·7: Sample images from a simulation for the parameter set Π =
(0.01,0.1,25,0.3,25) at time (a) t = 0 (b) t = 5 (c) t = 10 (d) t = 15 (e) t =
20 (f) t = 30 (g) t = 60. Cells are colored red when in the undifferentiated
state, and black upon differentiation.
where
Ω= ωα×ωk1×ωn1×ωk2×ωn2, (8.2.16)
andω j⊆R is an allowed interval for parameter j. For a given set of parameter valuesΠ, the
simulator produces a sequence of images Yt(Π), where t ∈ {0,1, · · · ,T} denotes the time
point in hours. Figure 8·7 illustrates the output produced by a simulation. The simulator
produces red spheres for cells in undifferentiated or transitioning state (xi(t) 6= D) and
black spheres for differentiated cells (xi(t) =D).
Although cells were located in a 3 dimensional space, we visualized differentiation at
each time point t as a transparent cross-sectional image. Transparent 2D images allowed us
to accurately classify patterns in images without the computational complexity required to
represent 3D images. In cross-sectional experimental images (Figure 8·6), undifferentiated
cells appear cyan and differentiated cells appear blue. The choice of red and black instead
of cyan and blue was made in order to create a more significant contrast between the RGB
concentrations of differentiated and undifferentiated cells, making it easier to learn pattern
classifiers.
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Pattern Positive learning
images
Negative learning
images
Positive testing
images
Negative testing
images
Outside-in 6000 22000 2000 6000
Inside-out 6000 22000 2000 6000
Globular 8000 20000 2000 6000
Table 8.1: Number of samples generated to learn and test TSSL classifiers
8.2.3 Results
Now, we explore the parameter set Π ∈ Ω, (8.2.15), in the agent-based model of Section
8.2.1 with the purpose of determining valuations such that the simulations of the model
produce images that best resemble specific predetermined patterns. Specifically, we are
interested in inside-out, outside-in, and globular patterns similar to Figure 8·6(b).
Since in silico simulations of the model are very time-consuming, (approximately one
hour on average on a machine with a 2.4GHz core i7 CPU and 8 GB RAM), it is impractical
to explore the parameter space with a brute-force approach. Instead, we implement the
formal methods approach presented in Chapter 7 to solve this problem. In this approach,
desirable patterns are formally specified by logical formulas. These formulas are then
used to analyze the behavior of a dynamical system and synthesize desired spatio-temporal
behaviors.
We applied this framework to obtain classifiers for three classes of patterns: inside-out,
outside-in, and globular. First, a tool was developed that creates learning and testing sets
for these patterns by generating random images corresponding to different patterns as well
as images without any particular behavior. The sizes of the learning and testing sets for
each of the patterns are presented in Table 8.1.
Remark 10. As illustrated in figure 8·8, we chose to visualize undifferentiated cells by red
and differentiated cells by black spheres. This makes a more significant contrast between
the RGB concentrations of differentiated and undifferentiated cells and helps the RIPPER
algorithm to learn classification rules. Furthermore, we only need to store the mean and
variance of concentrations for red while constructing quad-trees since the green and blue
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Figure 8·8: Sample images from the training set, (a) + and (b) −, for the
outside-in pattern
concentrations are zero in every cell, resulting in a significant benefit in the memory needed
to store quad-trees as well as time.
Three learning sets L inside-outL , Loutside-inL , and L
globular
L were created by constructing
quad-trees with a depth d = 5 from these images. Next, RIPPER was employed to learn a
TSSL classifier for each pattern: Φinside-out, Φoutside-in, and Φglobular. The algorithm termi-
nated in 42 minutes for Φoutside-in, 74 minutes for Φinside-out, and 161 minutes for Φglobular,
using an iMac with 2.8 GHz Intel core i5 CPU and 32 GB RAM.
The classification rate for the testing sets in Table 8.1 are 99% for outside-in. 98% for
inside-out, and 96% for the globular pattern.
TSSL quantitative valuation is an effective tool to quantify emergence of a pattern in
an individual image. However, notice that the simulator of Section 8.2.1 produces a time
sequence of images, and patterns can emerge at any time point in general. Consequently,
we need to quantify the emergence of global behaviors in time-varying quad-trees. Hence,
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we should use SpaTeL to describe system behaviors. In this section, we focus on SpaTeL
formulas that are used to synthesize patterns at an unknown time. A SpaTeL formula is
formed by nesting TSSL formulas inside temporal operators. Consider a time sequence of
quad transition systems Q(t), where t ∈ {0,1, · · · ,T}, with the following specification: the
TSSL formula Φpattern must eventually be satisfied within the interval t ∈ {t1, · · · , t2}. This
specification can be formalized by the following SpaTeL formula:
Ψpattern = F[t1,t2)ϕpattern. (8.2.17)
SpaTeL is also equipped with quantitative semantics. The quantitative valuation forΨpattern
with respect to the sequence Q(t) is denoted by ρt(Ψpattern,Q, t) and can be derived from
(5.2.6):
ρt(Ψpattern,Q, t) = max
t∈{t1,··· ,t2}
ρs(ϕpattern,v0(t)), (8.2.18)
where v0(t) is the initial state (root) of Q(t).
Note that in (8.2.17), ρt(Ψpattern,Q, t) > 0 if the TSSL formula ϕpattern is satisfied by
at least one of the quad transition systems in {Q(t) | t1 ≤ t < t2}. Therefore, we can use
SpaTeL’s quantitative valuation for Ψpattern to quantify the emergence of a pattern (e.g.,
outside-in, inside-out, or globular) in a sequence of images simulated from the model of
Section 8.2.1.
At this point, we are able to quantify how strongly a sample trace from the simulator
described above satisfies or violates emergence of a pattern specified by the SpaTeL for-
mula (8.2.17). This metric can serve as the fitness function in an optimization process over
the parameter space from Equation (8.2.16). The goal is to determine the parameterization
Πpattern that maximizes this metric:
Πpattern = argmax
Π∈Ω
ρt(Ψpattern,Q, t) (8.2.19)
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Figure 8·9: Sample images of simulations derived from the optimized pa-
rameter values: (k1,k2) = (0.08,0.92) for outside-in, (k1,k2) = (0.33,0.09)
for inside-out, and (k1,k2) = (0.50,0.11) for globular.
The PSO procedure was performed for the three patterns inside-out, outside-in, and
globular. Inspired by earlier analysis of similar models in [White et al., 2013] and [White
et al., 2015], we chose to fix the values for α, n1, and n2 at 0.005, 25, and 25, respectively.
The PSO search algorithm was performed on parameters (k1,k2) ∈ [0,1]× [0,1]. The op-
timized parameter values are presented in Figure 8·9. The computation was distributed on
a cluster with 8 processors at 2.1GHz and the running time was about 30 hours for the
outside-in pattern, 11 hours for the inside-out pattern, and 16 hours for globular. Sample
simulations derived from these parameters are demonstrated in Figure 8·9. As illustrated in
this figure, the simulated traces resulting from these parameters qualitatively resemble the
patterns of Figure 8·6 at the transitioning stage.
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8.3 Stem Cells with Mechanical Signaling
During the early stages of embryonic development, patterned self-assembly of cells is es-
sential for the organization of primitive germ layers, multicellular tissues, and complex
organ systems [Montero and Heisenberg, 2004]. Similarly, human pluripotent stem cells
(hPSCs) maintain the ability to self-organize, differentiate to all three germ layers, and gen-
erate 3D organoids that replicate primitive tissue structure and function [Bredenoord et al.,
2017]. The ability to direct heterotypic cell self-organization and concurrently specify cell
fate can enable the possibility of directing organogenesis via novel cell-intrinsic routes.
Although several in vitro and in silico frameworks for multicellular patterning have
been independently developed, the ability to predict and direct de novo multicellular orga-
nization has yet to be demonstrated [Briers et al., 2019]. Theoretical in silico frameworks
have been developed to computationally model multicellular organization [Sharpe, 2017]
and automate the design of non-spatial cellular logic [Nielsen et al., 2016]. However, al-
though computational approaches can test general principles of biology in silico, it is often
difficult to directly map these models to specific in vitro mechanisms and perturbations,
making it challenging to systematically synthesize experimentally tractable perturbations
in silico that can be accurately reproduced in vitro.
In this study, we paired CRISPR interference (CRISPRi) driven genetic perturbations
of human induced pluripotent stem cells (hiPSCs) with the parameters synthesis framework
introduced earlier in this dissertation to facilitate a closed loop cycle of in silico hypothesis
generation that could be experimentally validated in vitro. To predict multicellular pattern
formation, we combined a multi-scale Cellular Potts model [Pir and Le Nove`re, 2016] of
mechanically driven cell sorting with our TSSL pattern synthesis procedure.
Pattern Synthesis requires two inputs: a model of hiPSC behavior, and images of the
desired pattern outcomes. First, A computational model of hiPSC colony organization as a
result of a single gene KD was developed [Briers et al., 2019]. Next, we generated images
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Design Parameter Parameter Domain
Cell Line 1 {CDH1-0,CDH1-70,CDH1-75,CDH1-90,
ROCK1-20, WT}
Cell Line 2 {CDH1-0,CDH1-70,CDH1-75,CDH1-90,
ROCK1-20, WT}
Knockdown Time of Cell Line 1 [-120 hours, 120 hours]
Knockdown Time of Cell Line 2 [-120 hours, 120 hours]
Abundance of Cell Line 2 [5%, 95%]
Table 8.2: Design parameters and domains for pattern synthesis in stem
cells with mechanical signaling.
of desired and undesired spatial patterns to train TSSL classifiers. Given these inputs,
we formalized pattern discovery as an optimization problem where the objective was to
maximize the TSSL score of images from our computational model to our desired spatial
pattern. The variation between different simulations was based upon five categories of in
vitro perturbations that could be readily created in hiPSC colonies (Table 8.2).
Given the success in matching the output of the computational model to experimental
data, we then introduced five new design parameters to simulate in vitro experimental per-
turbations, allowing us to model exponentially more permutations of experimental design
than would be feasible in vitro. The five design parameters were: the gene knockdown
target of cell population 1, the knockdown time for cell population 1, the gene knock-
down target of cell population 2, the knockdown time for cell population 2, and the ratio
of the distinct cell populations (Table 8.2). These design parameters allowed us to convert
trial-and-error based design into a mathematical optimization problem that could be com-
putationally solved in silico without time-consuming and costly additional experiments.
The mathematical model allows us to simulate more than 40,000 distinct parametric
conditions and study the emerging behaviors of hiPSCs much faster than in vitro experi-
ments. Distributing the computation over 12 processors at 2.1 GHz on a server cluster, it
only took approximately 5 minutes to simulate the evolution of one cell population over
120 hours, thereby making it possible to perform over 1300 in silico experiments in the
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Figure 8·10: Parameter synthesis procedure for stem cells with mechanical
signaling.
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same time required for a single in vitro experiment. The speed of simulation allowed us
to examine a wide range of different experimental conditions in a rapid and inexpensive
manner. However, due to the tens of thousands of experimental conditions to consider and
the resulting months of computation for such a large number of simulations, it is quickly
becomes impractical to simulate every possible set of conditions to identify parameter com-
binations that yield the highest robustness score(s). Thus, we employed PSO to determine
experimental conditions that result in the highest possible TSSL robustness scores.
We decided to first attempt a concentric ring (i.e. Bullseye) pattern, defined as one popu-
lation of 50 or more connected cells completely surrounded by a second population (Figure
8·10A). The annular Bullseye pattern was chosen because similar asymmetric cell organi-
zation occurs multiple times in human development. The second target was a Multi-Island
pattern, consisting of at least three distinct clusters of 25 or more cells completely sur-
rounded by a separate larger population (Figure 8·10B). To demonstrate that the automated
classifiers could reliably detect and distinguish between desired and undesired spatial pat-
terns, the classifiers were tested using an in silico set of 1,000 positive and 5,000 negative
images . The TSSL classifiers achieved a 98.2% classification accuracy for the Bullseye
and 96.9% classification accuracy for the Multi-Islands pattern.
In addition to automating the design of de novo spatial patterns, we could also deter-
mine the feasibility of any spatial pattern given the tunable conditions of the system. It
is noteworthy that the resulting robustness score could be negative (violating the pattern
specification), indicating that the cell population was unable to perfectly recapitulate the
desired spatial behavior. For example, the algorithm was able to determine that a perfectly
symmetrical Janus pattern (left-right) was not achievable with the primary experimental
variables (i.e. timing of CDH1/ROCK1 knockdowns and the ratio of cell types co-cultured
in an approximately 2D monolayer) (Figure 8·10C), indicating that additional parameters
such other gene KDs are necessary to yield such a pattern.
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The Patterning Synthesis algorithm yielded different sets of instructions to produce
either a Bullseye pattern or a Multi-Island pattern of hiPSCs (Figure 8·10D-F). The Pattern
Synthesis predicted that a mixture of 1:4 ROCK1 KD iPSCs to CDH1 KD iPSCs that were
independently pretreated with DOX for 6 days prior to mixing and cultured together for 4
days was needed in order to achieve a Bullseye pattern (Figure 8·10D) and that a mixture
of WT cells with CDH1 KD at a ratio of 1:4 with DOX pretreatment of iPSCs for 48h prior
to mixing was needed to create the Multi-Island Pattern (Figure 8·10E).
Based on these predictions, in vitro experiments were performed using the specified
conditions, and the incidence of pattern formation was independently analyzed for in silico
and in vitro results (Figure 8·10G-J). It can be seen that the experimental results closely
resemble the in silico predictions.
8.4 Smart Neighborhood Power Management
In this section, we apply our procedures to a simulation of a smart neighborhood electricity
grid whose power consumption is controlled by demand-side management (DSM). Due to
the growing share of fluctuating renewable sources such as wind and solar in power gener-
ation, it becomes increasingly difficult to maintain the balance between power production
and consumption by only managing power generation. Recent advent of the smart grid, a
more flexible and reliable grid, enables DSM systems to play a more active role in miti-
gating the effects of such intermittent resources [Saffre and Gedge, 2010]. A DSM system
controls power distribution in a network by varying the prices that consumers pay per unit
of consumed power in response to consumer demand. Thus, when the demand for elec-
tricity is high, only those members of the market (network) that highly prioritize power
consumption at that time will consume electricity.
Consider a Smart Neighborhood Operator that manages loads in commercial and resi-
dential buildings in a neighborhood as shown in Figure 8·11. The neighborhood has com-
92
commercial 
zone
residential 
zone
residential 
zone
residential 
zone
EV charging 
station
EV charging 
station
EV charging 
station
Figure 8·11: Smart neighborhood example: Configuration of the neighbor-
hood.
mercial buildings located at the northwestern quarter and residential buildings in the other
quarters. There is an electrical vehicle (EV) charging station at the southeastern corner of
each residential quarter.
Following [Caramanis et al., 2012], at time t, inside each building ni(t) appliances
are consuming actively with a rate ri kW with subscripts c, r and e denoting commer-
cial building, residential building and EV station, respectively. The arrival distribution
of appliances for building class i over the period [t, t +1] is Poisson distributed with a rate
λi(Ui− p j(t))/Ui, where Ui is the utility of an appliance of class i and p j(t) is the broadcast
price for neighborhood class j, j ∈ {c,r} with residential building and EV station charged
by the same price. Once connected, an appliance continues to consume for a period of time
τi which is exponentially distributed with rate µi. The goal of the SNO is to set the broad-
cast prices p j such that the loads of different areas and the whole neighborhood satisfy
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(RPD,RPN) δ c pˆ n
(3.0,5.0)
0.05 0.95 0.95 117
0.05 0.99 0.95 238
0.01 0.95 0.94 3207
0.01 0.99 0.94 3291
(3.3,4.7)
0.05 0.95 0.69 103
0.05 0.99 0.72 104
0.01 0.95 0.72 1201
0.01 0.99 0.72 1200
(4,4)
0.05 0.95 0.04 45
0.05 0.99 0.02 43
0.01 0.95 0.02 113
0.01 0.99 0.02 110
Table 8.3: Satisfaction probabilities for ΦSDM1. The price for the commer-
cial district is fixed at 19. Each iteration required on average 0.85 seconds.
certain specified load constraints.
The statistical model checking procedure was used to ensure that the power system
conformed to the specification “Always ensure that for each of the four ‘neighborhoods’,
the power consumption level m is below 300 and the power consumption is below 200 in
each of the neighborhoods’ quadrants at least once per hour. Ensure that after 6 hours, the
power consumption in all residential areas is above level 3.” This is written in SpaTeL as
ΦSDM1 := G[0,18)F[0,1)(∀(NW,NE,SW,SE)© (m≤ 300∧∀(NW,NE,SW,SE)©m≤ 200))∧
G[6,18)(∀(NE,SE,SW )©∀(NW,NE,SW )©m≥ 3).
(8.4.20)
Table 8.3 shows the probability of satisfaction for the above specification for different
choices of daytime and nighttime residential power prices (RPD,RPN). The parameters
(3,5) lead to a network that rarely violates the given specification. Altering these prices by
even a small amount will cause the specification to be violated often.
Now consider the case where we want to synthesize power prices so that: the total
power consumption of the commercial buildings is always less than 150; the power con-
sumption is below 150 in each EV station and below 25 in each of the residential neigh-
borhoods in the first 12 hours; after 12 hours, the power consumption of each EV station is
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N (RP∗D,RP∗N ,CP∗N) pˆ
1 (4.69,4.41,19.70) 0.43
10 (4.42,4.74,19.70) 0.75
20 (4.40,4.75,19.70) 0.73
50 (4.15,5.05,19.70) 0.90
Table 8.4: Synthesized power prices for the smart neighborhood example
with δ= 0.01 and c = 0.99.
between 30 and 200; after 15 hours, the power consumption in all residential areas is above
5. In SpaTeL, these requirements are
ΦSDM2 := G[0,18)(∀NW© (m≤ 150))∧G[0,12)(∀(NE,SE,SW )©
(∀(NW,NE,SW )©m < 25)∧ (∀SE©m≤ 150))∧
G[12,18)(∀(NE,SE,SW )©∀SE© (m≤ 200∧m≥ 30))
∧G[15,18)(∀(NE,SE,SW )©∀(NW,NE,SW )©m≥ 5).
(8.4.21)
The design parameters are daytime and nighttime prices of the residential areas RPD,RPN
and nighttime power price of commercial areas CPN . We fixed the daytime power price of
factories at 19. The SMC algorithm results in prices specified in Table 8.4. The demand
coefficients shift from daytime values λi,d to nighttime values λi,n. The values of the simu-
lation parameters were (rc,λc,d,λc,n,Uc) = (20,0.33,0.33,20),
(rr,λr,d,λr,n,Ur) = (4,0.28,1.02,6), and (re,λe,d,λe,n,Ue) = (9,0.28,1.02,8). Figure 8·12
illustrates a few traces that are executed with the final synthesized prices. The vast majority
of the simulated traces satisfy the required specifications.
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Figure 8·12: Traces generated the smart neighborhood model when
(RPD,RPN) = (4.15,5.05) and (CPD,CPN) = (19,19.70).
Part III
Control Synthesis
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Chapter 9
Robotic Swarm Control
This chapter presents a framework based on Mixed Integer Linear Programming (MILP)
to control robotic swarms under rich spatial and temporal constraints expressed as SpaTeL
formulae.
9.1 Problem Statement
Consider N homogenous planar robots with negligible sizes in a two-dimensional space.
The position of robot r at time t is denoted by xr(t) ∈ X , r = 1, · · · ,N, where X ⊂ R2 is
the workspace of the robots, which is assumed to be the following square: X := [−a2 , a2 ]×
[−a2 , a2 ], where a is the length of the square. Note that any rectangular workspace can
be normalized to meet this assumption. We denote the state of the swarm by x(t) =(
x1(t)T ,x2(t)T , · · · ,xN(t)T
)T . The kinematics of each individual robot is assumed as fol-
lows:
x˙r(t) = ur(t), r = 1, · · · ,N, (9.1.1)
where ur(t)∈U is the control applied to robot r at time t andU =
{
ur
∣∣‖u‖2 ≤ um}, where
um is the maximum speed that a robot can attain.
X is partitioned into 2D×2D number of equal-sized cells, where D is the depth of the
grid. A user expresses desirable patterns by defining shapes that are formed by unions of
cells in the workspace, defining thresholds for the number of agents populating each shape,
and expressing temporal requirements for those pre-identified patterns. The objective in
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Figure 9·1: (Left) A swarm of 21 robots in a square region. The square
is gridded into 16 cells. (Right) The matrix representing the number of the
robots in each cell.
this chapter is to synthesize a control policy for (9.1.1) such that the spatio-temporal re-
quirements expressed by the user are met. We will provide a formal formulation for this
problem later in this section.
We construct the matrixN (t)∈N2D×2D , where the value of each element is the number
of robots in the corresponding cell, as illustrated in an example in Figure 9·1. We construct
the time varying QTS Q(t) from N (t) using the procedure outlined in Section 3.2. Note
that the shapes defined by unions of cells can be easily expressed using the spatial next
operator in tree spatial superposition logic (see Example 11). Consequently, a SpaTeL
specification Φ can be automatically generated from the input specification.
Remark 11. A supervised learning algorithm was proposed in Section 4.2 for automatically
learning TSSL formulae that are satisfied by a set of positive spatial configurations (images)
and violated by a set of negative images. This method can be used to learn TSSL (and Spa-
TeL) formulas describing more complex high level patterns (circular clusters, ellipsoids,
etc). Although this is a very effective method to find SpaTeL descriptors for arbitrary
patterns, the resulting formulas are often too long and complex. Therefore, The mixed in-
teger linear programming problems that result from the framework presented in subsequent
sections become unsolvable by existing solvers. As a result, the input spatio-temporal re-
quirements in this chapter are limited to unions of squares. As explained in Section 5.2,
such requirements can be intuitively translated into TSSL/SpaTeL specifications and the
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Figure 9·2: An example of spatio-temporal patterning requirements for a
swarm: While avoiding the unsafe zone (red) at all times, attain the fol-
lowing formations in any order within 30 seconds: 1) form a checkerboard
pattern (green) by populating every other cell on the north east quadrant of
the workspace. 2) Populate one of the grey squares in the south west quad-
rant. After completing both tasks, gather in one of the L shaped upload
regions (cyan). All the tasks must be completed within 40 seconds and each
formation must be maintained for at least 3 seconds.
resulting formulae are small and manageable.
Example 11. An example of such a spatio-temporal specification is given in Figure 9·2. In
this figure, the swarm is required to achieve the following: While avoiding the unsafe zone
(red) at all times, attain the following formations in any order within 30 seconds: 1) form
a checkerboard pattern (green) by populating every other cell on the north east quadrant
of the workspace. 2) Populate one of the grey squares in the south west quadrant. After
completing both tasks, gather in one of the L shaped upload regions (cyan). All the tasks
must be completed within 40 seconds and each formation must be maintained for at least 3
seconds. Such specifications involve logical reasoning and provide different choices for the
swarm movement. A wide variety of complex patterns can be defined in this framework
that are not easily expressible by earlier work in the literature. However, specifications
of this type can be naturally expressed as spatial temporal logic (SpaTeL) formulas. The
specification above (Figure 9·2) is formalized by the following SpaTeL formula:
Φd = G[0,40)(¬ϕ1)∧ (F[0,30)G[0,3)ϕ2)∧ (F[0,30)G[0,3)ϕ3)∧ (F[30,40)ϕ4), (9.1.2)
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where ϕi are TSSL formulas describing different patterns illustrated in Figure 9·2: ϕ1
represents the red danger zone in Figure 9·2, ϕ2 specifies formation of a checkerboard
pattern in the north west quadrant, ϕ3 specifies gathering inside one of the grey cells in the
south west quadrant, and ϕ4 represents populating one of the L-shaped cyan regions. These
formulas are automatically generated by representing each cell in the gridded workspace
using appropriate spatial next operators of TSSL.
ϕ1 = ∀SE©∀NW© (µ≤ 0)∧∀SW©∀NE©∀{NW,NE}© (µ≤ 0)∧
∀SW©∀NW©∀NE© (µ≤ 0),
ϕ2 = ∀NE© (∀L©∀{NW,SE}© (µ≥ γ1)),
ϕ3 = ∀SW© (∀SW©∃L© (µ≥ γ2)),
ϕ4 = ∀NW© (ϕ5∨ϕ6),
ϕ5 = (∀NE©∀{NW,NE,SE}© (µ≥ γ3))∧ (∀SE©∀NE© (µ≥ γ4)),
ϕ6 = (∀SW©∀{NW,SW,SE}© (µ≥ γ5))∧ (∀NW©∀SW© (µ≥ γ6)),
(9.1.3)
where L = {NW,NE,SW,SE}, and µ is the the number of robots residing in a subregion
of the workspace identified by spatial operators and γ1−6 are thresholds for the minimum
number of robots that are required to populate each pattern.
We wish to find a control strategy that steers the swarm such that Φ is satisfied. Such a
policy is not usually unique. Therefore, we choose a policy that optimizes a cost function.
For instance, we can minimize the total number of robot displacements (one displacement
is defined as moving one robot from its current location to a neighboring cell). In addition,
a natural candidate for optimization is maximizing the SpaTeL robustness. The problem
that we consider in this chapter is formulated as follows:
Problem 5. Given a swarm of N agents with initial positions at x(0) and a SpaTeL formula
Φ that describes time varying spatial requirements of the user, find an optimal and correct
control strategy such that:
ur(t)
r=1,··· ,N,t∈[0,T ]
= argmin −α ρ(Φ,Q,0)+ J f (x(T ))+
∫ T
0 Jr(x(t),u(t))dt,
s.t. Q0 |=Φ,
(9.1.4)
where ρ is the SpaTeL robustness, Q0 is the QTS signal starting at time 0, J f : R2N → R,
Jr : R2N ×UN → R, are the endpoint cost and the running cost (Lagrangian), respectively.
The end time T is the time horizon of the SpaTeL formula and α is a positive constant
designating a weight for SpaTeL robustness.
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Our approach to problem 6 can be summarized as follows. First, we find N (t),0 ≤
t ≤ T such that Q0 |= Φ. It is known that this problem is undecidable in continuous time
[Raman et al., 2014]. Therefore, we (approximately) solve the problem in discrete time
assuming that at each time step, each robot can be displaced by one cell to its right, left, up
or down. Therefore, we choose a sampling time such that: ∆t ≥ a2D−1um . We assume that
the time intervals of the temporal operators of Φ are multiples of ∆t. This assumption can
be matched by increasing D such that the time intervals can be reasonably approximated
by multiples of ∆t. We also denote the last discrete time by K := T∆t . The matrix N at
time t = k∆t is denoted by N [k]. We construct a discrete time model for the evolution of
N [k]. Next, we find the required values at each time such that the SpaTeL specification
is satisfied using a MILP-based approach that is explained in the next section. Finally, we
find continuous time controls for each individual robot such that the number of each cell at
time t = k∆t matches its corresponding value in N [k].
9.2 Solution
9.2.1 Swarm Flow in Discrete Time
In this section, we develop a discrete time model that characterizes the evolution of N [k].
At each time step, each robot is only able to remain at its current cell or move to an adjacent
cell (The cell to its right, left, top, or down). All the robots move synchronously during one
time step. The flow of the robots between the cells can be thought as a network as depicted
in Figure 9·3. The index of each cell is represented by [i, j], where i is the row and j is
the column of the element in the matrix N [k]. The set of cells that are adjacent to [i, j]
is denoted by Ω([i, j]). We denote the number of robots in the cell [i, j] at time step k by
N[i, j][k]. The number of robots that move from cell [i, j] to an adjacent cell [i′, j′]∈Ω([i, j])
during time [k,k+1]∆t is denoted by f [i
′, j′]
[i, j] [k], which is a non-negative integer. The total
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Figure 9·3: A flow network with 16 cells. The robots are only able to move
from one cell to a neighboring cell in one time step.
number of robots that move out from cell [i, j] at time step k is:
f out[i, j][k] := ∑
[i′, j′]∈Ω([i, j])
f [i
′, j′]
[i, j] [k]. (9.2.5)
We add the following constraint:
N[i, j][k]≥ f out[i, j][k], (9.2.6)
which indicates that the number of robots moving out from a cell can not be more than the
number of robots in the cell. The number of robots that enter cell [i, j] at k is:
f in[i, j][k] := ∑
[i′, j′]∈Ω([i, j])
f [i, j][i′, j′][k]. (9.2.7)
The discrete time evolution of N [k] is:
N[i, j][k+1] =N[i, j][k]− f outi, j [k]+ f ini, j[k], (9.2.8)
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which is a function of decisions made on the values of f [i
′, j′]
[i, j] [k]. In a compact form, we
define the decision variable f [k] as the set:
f [k] =
{
f [i
′, j′]
[i, j]
∣∣∀[i′, j′] ∈Ω([i, j]),∀[i, j]} , (9.2.9)
and the discrete time evolution of N [k] is written as:
N [k+1] = F (N [k], f [k]). (9.2.10)
9.2.2 Mixed-Integer Formulation of SpaTeL Specifications
In this section, we explain how to recursively transform a SpaTeL formula into a set of
mixed-integer constraints. Our method is inspired by the binary mixed-integer encoding of
STL formulas presented in [Raman et al., 2014].
For a predicate of a SpaTeL formula σ = (µ ≥ c), a set of binary variables zσ[v,k] ∈
{0,1}, v ∈ V , 0 ≤ k ≤ K, is associated such that values 1 and 0 indicate True and False,
respectively. V is the set of QTS states and K is the horizon of the formula. The corre-
sponding mixed integer constraints are:{
µ[v,k]−Mzσ[v,k] ≤ c,
µ[v,k]+M(1− zσ[v,k]) ≥ c, (9.2.11)
where M is a sufficiently large positive number. Mixed integer constraints for all pred-
icates in the form of σ′ = (µ ≤ c) are defined similarly. For encoding a SpaTeL for-
mula, The following rules are used to map boolean, temporal, and spatial operators into
mixed integer constraints. These rules are derived from the definition of SpaTeL robust-
ness (5.2.6),(5.2.7).
• Negation:
Ψ= ¬Φ→ zΨ[v,k] = 1− zΦ[v,k];
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• Conjunction:
Ψ=
m∧
i=1
Φi→
 zΨ[v,k]≤ zΦi[v,k], i = 1, · · · ,m,zΨ[v,k]≥ 1−m+ m∑
i=1
zΦi[v,k];
• Disjunction:
Ψ=
m∨
i=1
Φi→
 zΨ[v,k]≥ zΦi[v,k],zΨ[v,k]≤ m∑
i=1
zΦi[v,k];
• There exists spatial next:
Ψ= ∃B©Φ→ zΨ[v,k] =
∨
pi∈λB (v)
zΦ[pi1,k];
• For all spatial next:
Ψ= ∀B©Φ→ zΨ[v,k] =
∧
pi∈λB (v)
zΦ[pi1,k];
• There exists spatial until:
Ψ= ∃BΦ1UκΦ2→
zΨ[v,k] =
∨
pi∈λB (v),i∈(0,κ]
(zΦ2[pii,k]∧
∧
j∈[0,i)
zΦ1[pi j,k]);
• For all spatial until:
Ψ= ∀BΦ1UκΦ2→
zΨ[v,k] =
∧
pi∈λB (v),i∈(0,κ]
(zΦ2[pii,k]∧
∧
j∈[0,i)
zΦ1[pi j,k]);
• Temporal eventually:
Ψ= F[k1∆t,k2∆t)Φ→ zΨ[v,k] =
∨
k′=k1,··· ,k2
zΦ[v,k′];
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• Temporal always:
Ψ= G[k1∆t,k2∆t)Φ→ zΨ[v,k] =
∧
k′=k1,··· ,k2
zΦ[v,k′];
• Temporal until:
Ψ=Φ1U[k1∆t,k2∆t)Φ2→
zΨ[v,k] =
∨
k′=k1,··· ,k2
(zΦ2[v,k
′]∧
∧
k′′=k1,··· ,k′
zΦ1[v,k
′′]).
Note that zΨ[v,k]∈ [0,1] is not required to be declared an integer since it is automatically
enforced to take binary values. Finally, the problem of satisfying a general SpaTeL formula,
Q0 |=Φ, reduces to the following constraint:
zΦ(vι,0) = 1, (9.2.12)
where vι is the root node of quad transition system.
9.2.3 Robustness-Based Encoding
In this section, we briefly explain how to incorporate SpaTeL robustness into the mixed-
integer encoding. The method is much in spirit of the method in [Sadraddini and Belta,
2015], where the authors characterize the changes in the satisfaction of the specification
with respect to the changes in the predicates. For a predicate in the form of σ= (µ∼ c), it
is straightforward to see from (5.2.6) and (5.2.7) that ∂ρ(Φ,Q0)∂c ∈ {0,1} (non-decreasing) or
∂ρ(Φ,Q0)
∂c ∈ {0,−1} (non-increasing), depending on the operators preceding the predicate.
Therefore, by increasing (decreasing) the value of c for a non-increasing (non-decreasing)
predicate, a constraint is tightened. Therefore, we alter the values of c in the predicates as
follows: {
c← c+ρ ∂ρ(Φ,Q0)∂c ∈ {0,−1},
c← c−ρ ∂ρ(Φ,Q0)∂c ∈ {0,1}.
(9.2.13)
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Next, we add the constraint ρ ≥ 0 to ensure satisfaction of Φ. It is easy to show that the
maximum ρ that renders Q0 |=Φ is equal to ρ(Φ,Q0).
9.2.4 High Level Planning
In the previous sections, we formulated the dynamics and SpaTeL objectives as mixed-
integer constraints. We formulate the discrete-time version of Problem 1 as the following
MILP:
f [k]
k=0,1,··· ,K
= argmin −α ρ+ J f (N [K])+∑K0 Jr(N [k], f [k]),
s.t. N [k+1] = F (N [k], f [k]),
zΦ(vι,0) = 1,
ρ≥ 0,
(9.2.14)
where J f and Jr are the discrete time versions of the endpoint and running cost, respectively.
Note that we assume the costs are linear functions. In this dissertation, we are particularly
interested in the following cost:
Jr(N [k], f [k]) =∑ f [k], (9.2.15)
which corresponds to the total number of robot displacements (energy). Note that all the
values of f are non-negative.
In case the MILP above is infeasible, no control strategy is able to satisfy the SpaTeL
formula. In this case, we relax the last constraint ρ≥ 0, and choose a very large value for α
(or remove the other costs). Therefore, the resulting solution solely maximizes the SpaTeL
robustness, which is a negative value. In other words, the SpaTeL violation is minimized.
9.2.5 Low Level Control Policy
The decision variables f [i
′, j′]
[i, j] [k] are obtained from the solution to (9.2.14). The only remain-
ing problem is to choose the set of individual robots that must be moved from cell [i, j] to
adjacent cells. For this purpose, we choose f [i
′, j′]
[i, j] [k] number of robots that are closest to the
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edge between [i, j] and [i′, j′] and move them with a constant velocity on a straight line. In
other words, if R[i, j][k] is the the set of robot indices that are located inside cell [i, j] at time
step k and R [i
′, j′]
[i, j] [k] is the set of robot indices that are supposed to be moved from [i, j] to
[i′, j′] ∈Ω([i, j]) at time step k, the control law would be:
ur(t) = a2D∆t .
(
j′− j
i− i′
)
, r ∈ R [i′, j′][i, j] [k], k∆t ≤ t < (k+1)∆t. (9.2.16)
Algorithm 2 presents the procedure to determine R [i
′, j′]
[i, j] [k].
Algorithm 2: How to assign robots to move from a cell to its neighbors
Data: [i, j] (cell index), R[i, j][k] (robots inside that cell), f [k] (flow variables)
Result: R [i
′, j′]
[i, j] [k] ( set of robots that are moved from [i, j] to a neighbor)
1 while ∑[i′, j′]∈Ω([i, j]) f
[i′, j′]
[i, j] [k]> 0 do
2 find robot r ∈ R[i, j][k] that has the minimum distance to the edges of [i, j];
3 add r to R [i
′, j′]
[i, j] [k] where [i
′, j′] is the neighbor of [i, j] that r was closest to;
4 remove r from R[i, j][k];
5 f [i
′, j′]
[i, j] [k]← f
[i′, j′]
[i, j] [k]−1;
6 end
Remark 12. As mentioned earlier, we do not consider physical sizes for robots in this chap-
ter. In practice, careful strategies are required for collision avoidance among the robots.
This issue will be further investigated in future work. As a preliminary solution, we pro-
pose the following approach. Let ncap be the maximum number of robots that can populate
one cell without physically overlapping one another. We basically add the specification
that for all cells the number of robots should not exceed ncap, which guarantees there is
always enough empty space for swarm movements. Localized policies such as the methods
in [Van Den Berg et al., 2011] can be used for guaranteeing collision avoidance.
9.2.6 Complexity
The worst case complexity of the framework outlined in previous sections depends on the
complexity of the MILP formulation in Section 9.2.2. The complexity of a MILP problem
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a) t = 0 b) t = 3 c) t = 7 d) t = 11 e) t = 16 f) t = 18
g) t = 21 h) t = 24 i) t = 27 j) t = 30 k) t = 32 l) t = 40
Figure 9·4: Case study: Snapshots of the optimal swarm movement satisfy-
ing SpaTel formula (9.1.2) starting from the initial condition shown in figure
a). First the robots are gathered in one cell in the grey region to satisfy ϕ3,
then robots move toward forming the checkerboard pattern, satisfying ϕ2.
Finally robots move to the populate the upper L-shaped pattern, satisfying
ϕ5.
grows exponentially, in the worst case, with respect to the number of integer variables and
polynomially with respect to the continuous variables. It is worth to note that for large
swarms, the flow variables can be approximated as continuous numbers and be rounded
off after obtaining the MILP solution. This approximation significantly reduces the com-
putational complexity without significantly altering the optimal solution and makes the
complexity independent from the total number of robots. The number of integer variables
in (9.2.14) is KP
∣∣V f ∣∣, where K is the total number of time steps, P is the number of linear
predicates in Φ, and |V f | is the number of cells in the gridded workspace. This suggests
that the framework might not be scalable for grids with high resolutions or extremely com-
plicated and long spatio-temporal requirements. However, as illustrated in the examples
in Section 9.3, quite complicated patterns are achievable in practice with relatively low
computation time.
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a) t = 0 b) t = 1 c) t = 3 d) t = 6 e) t = 10 f) t = 13
g) t = 15 h) t = 18 i) t = 20 j) t = 22 k) t = 31 l) t = 40
Figure 9·5: Case study: Snapshots of the optimal swarm movement sat-
isfying SpaTel formula (9.1.2) starting from the initial condition shown in
figure a). First the robots are forming the checkerboard pattern ϕ2, then they
gather in one grey cell to satisfy ϕ3, and finally robots move to the populate
the lower L-shaped pattern, satisfying ϕ6.
9.3 Case Study
640 robots in a workspace partitioned into a 8× 8 grid. The SpaTeL formula of (9.1.2)
corresponding to the specification of Figure 9·2 is the target, where we set γ1 = 80,γ2 =
640,γ3−6 = 160. The cost function that is minimized is the total number of robot displace-
ments given by (9.2.15). We demonstrate the results for two different initial conditions. A
movie illustrating both cases is available on https://youtu.be/x-uI8N9iN3I.
9.3.1 Case 1
We set the initial configuration of robots to be in the uniformly distributed in the SW quad-
rant of the SE quadrant (see Figure 9·4 a). We formulate (9.2.14) as a MILP, which we
solve using Gurobi 1. The MILP is solved in 54 seconds on a 3GHz Dual core Macbook
Pro. Next, we move the robots according to the plan obtained from the solution of the
MILP. Figure 9·4 shows snapshots of the swarm movement during its completion of the
1www.gurobi.com
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mission described by (9.1.2). It is seen that the swarm first satisfies ϕ3, then ϕ2 and then
ϕ5.
9.3.2 Case 2
Now we set the initial condition to be uniformly distributed in the NW quadrant of the NE
quadrant (see Figure 9·5 a).The MILP is solved in 43 seconds. The snapshots of the swarm
movement are shown in Figure 9·5. This time, the optimal plan is to satisfy ϕ2 first, then
ϕ3 and finally ϕ6.
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Chapter 10
Control with Cumulative Quantitative Semantics
An alternative definition of robustness degree for temporal logics is presented in this chap-
ter. The case studies will show the advantages of control synthesis using this robustness
degree in comparison with the conventional robustness definitions [Haghighi et al., 2019].
10.1 Problem Statement
Consider a discrete time continuous space dynamical system of the following form:
σ[k+1] = f (σ[k],u[k]),
σ[0] = γ, (10.1.1)
where σ[k] ∈ X ⊆ Rn is the state of the system at the kth time step of τ := {tk|k ∈ Z≥0}, X
is the state space, and γ ∈ X is the initial condition. u[k] ∈U ⊆ Rm is the control input at
time step k that belongs to a hyper-rectangle control space U = [U1,U′1]× . . .× [Um,U′m].
f is a smooth function representing the dynamics of the system. The ith component of σ, u,
f , and γ are denoted by σi, ui, fi, and γi, respectively. The system trajectory (n-dimensional
signal) produced by applying control policy u = {u[k]} is denoted by 〈σ,u〉.
A specification over the state of the system is given as a STL formula ϕwith horizon hϕ.
We also consider a cost function J : X ×U → R where J(σ[k],u[k]) is a smooth function
representing the cost of applying the control input u[k] at state σ[k]. In the first problem, we
intend to determine a control policy u∗ = {u∗[k]|k = 0, . . . ,hϕ−1} over the time horizon of
the specification ϕ, denoted by hϕ, such that ϕ is satisfied, while optimizing the cumulative
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cost.
Problem 6 (Finite Horizon Control).
u∗ = argmin
hϕ−1
∑
k=0
J(σ[k],u[k]),
s.t. 〈σ,u∗〉 |= ϕ.
(10.1.2)
Furthermore, we intend to find the control policy that results in highest possible robustness
degree.
Remark 13. A solution to Problem 6 based on mixed integer linear programming was pre-
sented in [Raman et al., 2014]. A smooth gradient descent solution was also provided in
[Pant et al., 2017]. In both cases, the quantitative semantics defined in [Donze´ and Maler,
2010] was used. In this chapter, we utilize an alternative quantitative semantics. We will
demonstrate in Section 10.6.2 that this will result in a better control synthesis in certain
types of applications.
Example 12. Consider an autonomous vehicle on a two dimensional square workspace
(Figure 10·1). The state of the vehicle consists of the horizontal and vertical position of its
center as well as the heading angle (σ = [x,y,θ]) The state space is X = [0,7]× [0,7]×R.
In Figure 10·1, the gray ellipse represents the vehicle. The state evolves according to the
following dynamics:
x[k+1] = x[k]+ cosθ[k]v[k]∆t,
y[k+1] = y[k]+ sinθ[k]v[k]∆t,
θ[k+1] = θ[k]+ v[k]ω[k]∆t,
(10.1.3)
where u[k] = [v[k],ω[k]] is the control input and belongs toU = [0,2]× [−0.75,0.75]. ∆t is
the time step size. We consider the cost function J(σ[k],u[k]) = ||σ[k+1]−σ[k]||22, assign-
ing higher costs to motions over longer distances. Consider the following specification:
”Eventually visit region 1 or 2 (cyan) within 6 seconds. Afterwards, move to region 3
(green) in at most 4 seconds and stay there for at least 2 seconds, while always avoiding
the unsafe region 4 (red).” Assuming ∆t = 0.1, this translates to:
ϕ1 = (G[0,40]¬µ4)U[0,60][(µ1∨µ2)∧ (F[0,40]G[0,20]µ3)], (10.1.4)
where µi is the logical formula representing region i:
µ1 = x > 4∧ x < 7∧ y > 0∧ y < 2,
µ2 = x > 0∧ x < 2∧ y > 4∧ y < 7,
µ3 = x > 5∧ x < 7∧ y > 5∧ y < 7,
µ4 = x > 2∧ x < 5∧ y > 2∧ y < 5.
(10.1.5)
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Figure 10·1: The workspace for the vehicle in Example 12. The goal is to
visit regions 1 or 2 (cyan) in 3 steps and go to region 3 (green) in 7 steps
after that and stay there for at least 2 steps, while avoiding region 4 (red).
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Note that the horizon of ϕ1 is hϕ1 = 60+40+20 = 120.
We intend to determine the control policy [v[k],ω[k]] over this time horizon that satisfies
this specification with highest possible robustness performance and minimum cost.
In the next problem, a time horizon hM is specified by the user such that hM ≥ hϕ and
we intend to find the control policy u∗= {u∗[k]|k= 0, . . . ,hM} that results in the satisfaction
of a given specification ϕ at all times.
Problem 7 (Model Predictive Control for Finite Horizon).
u∗ = argmin
hϕ+hM−1
∑
k=0
J(σ[k],u[k]),
s.t. 〈σ,u∗〉 |= G[0,hM ]ϕ.
(10.1.6)
Example 13. Consider a linear system as follows:
x[k+1] =
[1 0.5
0 0.8
]
x[k]+
[0
1
]
u[k], (10.1.7)
where x ∈ R2, x1[0] = x2[0] = 0, and u[k] ∈ R. Consider the following STL specification.
ϕ2 = F[0,4]µ5∧F[0,4]µ6, (10.1.8)
where µ5 = (x1 > 2∧ x1 < 4) and µ6 = (x1 < −2∧ x1 > −4). ϕ2 requires the value of x1
(the first component in x) to satisfy both µ5 and µ6 within 4 time steps in the future. Note
that in this example, hϕ2 = 4. Globally satisfying this specification for hM = 15 time steps
(G[0,15]ϕ2) means that we require x1 to periodically alternate between µ5 and µ6.
10.2 Smooth Approximation of STL Robustness Degree
The conventional STL robustness degree introduced in [Donze´ and Maler, 2010] is not dif-
ferentiable. This poses a challenge in solving optimal control problems using the robustness
degree as part of the objective function. The authors in [Pant et al., 2017] introduce a tech-
nique for computing smooth approximations of the robustness degree for Metric Temporal
Logic (MTL), which is based on smooth approximations of the max and min functions:
115
Definition 18 (Smooth Operators).
m˜axβ(a1, . . . ,am) := 1β ln∑
m
i=1 e
βai,
m˜inβ(a1, . . . ,am) :=−m˜ax(−a1, . . . ,−am).
(10.2.9)
It is easily shown that [Pant et al., 2017]:
0≤ m˜axβ(a1, . . . ,am)−max(a1, . . . ,am)≤ ln(m)β ,
0≤ m˜inβ(a1, . . . ,am)−min(a1, . . . ,am)≤ ln(m)β ,
(10.2.10)
Therefore, the approximation error approaches 0 as β goes to ∞.
STL robustness is similar to MTL in the sense that the cause of its non-smoothness is
the existence of max and min functions in the definition. Therefore, one can use 10.2.9 to
compute smooth approximations of STL robustness degree as well. We denote the smooth
approximation of any robustness function ρ by ρ˜.
10.3 Smooth Cumulative Robustness
The robustness degree from [Donze´ and Maler, 2010] has been widely used in the past
few years to solve control problems in various applications. Its soundness and correctness
properties have enabled researchers to reduce complex control problems to manageable op-
timization problems. However, this definition is very conservative, since it only considers
the system performance at the most critical time. Hence, any information about the perfor-
mance of the system at other times is lost. We introduce an alternative approach to compute
the STL robustness degree, which we call the cumulative robustness. This robustness is less
conservative than [Donze´ and Maler, 2010], and generally results in better performance if
employed to solve control problems such as (10.1.2) (see Section 10.6.2).
For any STL formula ϕ, we define a positive cumulative robustness ρ+(ϕ,σ, tk) ∈ R≥0
and a negative cumulative robustness ρ−(ϕ,σ, tk) ∈ R≤0. For this purpose, we use two
functions R+ : R→ R≥0 and R− : R→ R≤0, which we call the positive and negative
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rectifier, respectively.
Definition 19 (Rectifier Function).
R+(a) = max(0,a),
R−(a) = min(0,a). (10.3.11)
We can use (10.2.9) to smoothly approximate both rectifiers:
R˜+β (a) =
1
β ln(1+ e
βa),
R˜−β (a) =− 1β ln(1+ e−βa).
(10.3.12)
The positive and negative cumulative robustness are recursively defined as follows:
Definition 20 (STL Cumulative Robustness).
ρ+(l(σ)≥ 0,σ, tk) := R+(l(σ[k])),
ρ−(l(σ)≥ 0,σ, tk) := R−(l(σ[k])),
ρ+(¬ϕ,σ, tk) := −ρ−(ϕ,σ, tk),
ρ−(¬ϕ,σ, tk) := −ρ+(ϕ,σ, tk),
ρ+(ψ∨ϕ,σ, tk) := max{ρ+(ψ,σ, tk),ρ+(ϕ,σ, tk)},
ρ−(ψ∨ϕ,σ, tk) := max{ρ−(ψ,σ, tk),ρ−(ϕ,σ, tk)},
ρ+(ψ∧ϕ,σ, tk) := min{ρ+(ψ,σ, tk),ρ+(ϕ,σ, tk)},
ρ−(ψ∧ϕ,σ, tk) := min{ρ−(ψ,σ, tk),ρ−(ϕ,σ, tk)},
ρ+(FIϕ,σ, tk) := ∑
k′∈I
ρ+(ϕ,σ, tk+k′),
ρ−(FIϕ,σ, tk) := ∑
k′∈I
ρ−(ϕ,σ, tk+k′),
ρ+(GIϕ,σ, tk) := min
k′∈I
ρ+(ϕ,σ, tk+k′),
ρ−(GIϕ,σ, tk) := min
k′∈I
ρ−(ϕ,σ, tk+k′),
ρ+(ψUIϕ,σ, tk) := ∑
k′∈I
(min{ρ+(ϕ,σ, tk+k′),
min
k′′∈[k,k+k′]
ρ+(ψ,σ, tk′′)}),
ρ−(ψUIϕ,σ, tk) := ∑
k′∈I
(min{ρ−(ϕ,σ, tk+k′),
min
k′′∈[k,k+k′]
ρ−(ψ,σ, tk′′)}).
(10.3.13)
An extension to STL, called AvSTL, was introduced in [Akazaki and Hasuo, 2015]. The
authors employed AvSTL to solve falsification problems and did not consider the general
control problem in that work. The cumulative robustness for STL as defined in Defini-
tion 20 has two main differences from AvSTL. First, we consider signals in discrete time.
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Second, AvSTL computes the average robustness of FI and UI over their time intervals,
while we cumulate the robustness. Our purpose is to reward trajectories that satisfy the
specification in front of FI and UI for longer time periods.
The positive cumulative robustness can be interpreted as robustness for portions of the
signal that satisfy the formula and the negative cumulative robustness can be interpreted as
robustness for portions of the signal that violate the formula. Our motivation for defining
this alternative robustness degree was to modify the robustness of the finally operator in
order to cumulate the robustness for all the times in which the formula is true, whereas the
traditional robustness degree only considers the most critical time point and does not take
other portions of the signal into account. However, this cannot be done in one robustness
degree, since the positive and negative values of robustness cancel each other in time. We
divide the robustness into two separate positive and negative values to avoid this issue.
The following example shows the advantages of the cumulative robustness (10.3.13) in
comparison with [Donze´ and Maler, 2010].
Example 14. Consider the STL formula ϕe = F[0,10](σ> 1∧σ< 3) over a one dimensional
signal σ in a discrete time space τ = {0,1,2, . . .}. Figure 10·2 demonstrates two differ-
ent instances of this signal σ(1) and σ(2) starting at σ[0] = 0, both satisfying the formula.
ϕe has the same robustness score with respect to σ(1) and σ(2) at time 0, ρ(ϕe,σ(1),0) =
ρ(ϕe,σ(2),0) = 1. This is because the traditional robustness degree of the finally operator
FIψ only returns the robustness of ψ at the most critical time point in I, which is the same
for both instances in this case. However, the positive cumulative robustness of FIψ adds
the robustness at all times in which ψ is satisfied, hence rewarding signals that reach the
condition specified by ψ faster and stay in the satisfactory region longer. In this example,
ρ+(ϕe,σ(1),0) = 2.5 while ρ+(ϕe,σ(2),0) = 7.5. This is a desirable property in many con-
trol applications since by synthesizing controls that optimize the cumulative robustness for
the finally operator, we are producing a trajectory of the system that reaches the specified
condition as soon as possible and holds it true for as long as possible.
By comparing Definition 20 with Definition 2 (2.2.3), it is easy to see that a STL for-
mula is satisfied if the corresponding positive robustness is strictly positive.
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Figure 10·2: Two discrete time signals that satisfy ϕe = F[0,10](σ > 1∧
σ < 3) with similar robustness ρ(ϕ,σ,0) but different positive cumulative
robustness ρ+(ϕ,σ,0)
.
Proposition 5.
ρ+(ϕ,σ, tk)> 0⇔ ρ(ϕ,σ, tk)> 0⇒ σtk |= ϕ. (10.3.14)
Furthermore, by combining different operators according to Definition 20, it can be
proven that:
Proposition 6.
ρ+(¬(¬ϕ),σ, tk) = ρ+(ϕ,σ, tk),
ρ+(¬(ψ∧ϕ),σ, tk) = ρ+(¬ψ∨¬ϕ,σ, tk). (10.3.15)
The same properties hold for ρ− as well. This is important to consider since some of the
similar robustness notions, such as the one introduced in [Rodionova et al., 2016], neglect
these basic properties.
Remark 14. The causes of non-smoothness in (10.3.13) are the max, min, R+, and R−
functions. Therefore, any cumulative robustness function can be smoothly approximated by
replacing any appearance of these terms with their corresponding smooth approximations
from (10.2.9) and (10.3.12). The smooth approximation of ρ+ and ρ− are denoted by ρ˜+
and ρ˜−.
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Remark 15. Cumulative robustness prohibits the globally operator to be defined from fi-
nally, meaning that ρ+(GIϕ,σ, tk) is not the same as ρ+(¬FI¬ϕ,σ, tk). This is because
we are altering the interpretation of finally to mean ”as soon as possible”. In the rest of
this chapter, we assume that any given STL formula ϕ does not include ¬FIϕ. Any such
requirement can be specified with GI¬ϕ instead.
10.4 Smooth Optimization
In previous sections, we demonstrated that two different sound quantitative semantics (tra-
ditional robustness ρ and positive cumulative robustness ρ+) may be defined for STL spec-
ifications. Furthermore, they can be approximated as smooth functions, denoted by ρ˜ and
ρ˜+, respectively. In this section, our approach to solve Problem 6 is explained.
To ensure that the state σ always remains in the state space X , we add the following
requirement to specification ϕ:
ϕ← ϕ∧G[0,hϕ](σ ∈ X ). (10.4.16)
We aim to use ρ˜+ in a gradient ascent setting similar to [Pant et al., 2017] to solve
this problem. However, note that ρ+ = 0 any time that a formula is violated. Therefore,
∇ρ+= 0 when ρ+= 0 unless the formula is on the boundaries of violation and very close to
being satisfied. As a result, ρ˜+ is almost guaranteed to fall in its local minimum when one
initializes the gradient ascent algorithm for ρ˜+, unless there is significant a priori knowl-
edge about the system. The negative cumulative robustness ρ− is not helpful either since
there is no soundness theorem associated with it.
We can circumvent this setback if we initialize the gradient ascent algorithm such that
the specification is already satisfied and we only intend to maximize the level of satis-
faction and minimize the cost. For those reasons, we propose the three-stage algorithm
SMOOTHOPTIMIZATION (Algorithm 3). The first stage aims to find a control policy that
minimally satisfies ϕ, the second stage aims to maximize ρ˜+, and the third stage aims to
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minimize the cumulative cost. In each stage, one optimization problem is solved using the
GRADIENTASCENT subroutine (Algorithm 4).
Assume that we are given a generic smooth objective function Q(σ,u), an initial control
policy uι = {uι[k]|k = 1, . . . ,hϕ}, and a termination condition T , Algorithm 4 uses gradient
ascent [Bertsekas, 1999] to find the optimal control policy u∆. It starts by initializing a
control policy uι for every time step k ∈ {0, . . . ,hϕ}, and computing the corresponding
system trajectory 〈σ,u〉 from the system dynamics (10.1.1) (lines 1 to 5). At each gradient
ascent iteration i, it updates the control policy for every time step according to the following
rule (line 19).
u← u+αi∇Q, (10.4.17)
where αi > 0. In the case studies presented in this chapter, we used decreasing gradient
coefficients αi+1 < αi. However, one can employ other strategies that might work more
efficiently depending on the application [Bertsekas, 1999]. Each component of ∇Q can be
computed as (lines 8 to 18):
∇pQ[k] =
∂Q
∂up[k]
+
n
∑
q=1
( ∂Q
∂σq[k+1]
∂ fq[k+1]
∂up[k]
)
, (10.4.18)
for p = 1, . . . ,m and k = 0, . . . ,hϕ− 1. We continue this process until we find a control
policy u∆ that satisfies T .
Recall that the problem setup included constraints for both state (σ[k] ∈ X ) and control
inputs (u[k] ∈ U). We have already dealt with state constraints as part of the specifica-
tion (10.4.16). Considering the fact that U = [U1,U′1]× . . .× [Um,U′m] is assumed to
be a hyper-rectangle, the input constraints are included using a projected gradient (line
20) [Richter et al., 2009].
up[k]←max{min{up[k],U′p},Up}. (10.4.19)
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At any point in the optimization process, if a component of the control input up[k] falls
outside of the admissible interval [Up,U′p], we simply project it into the interval.
Algorithm 3: SMOOTHOPTIMIZATION
Input: STL Formula ϕ; Smooth Robustness Function ρ˜(ϕ,〈σ,u〉,0); Smooth
Positive Cumulative Robustness Function ρ˜+(ϕ,〈σ,u〉,0); Cost Function
J(σ[k],u[k]); Initial Control Policy u0; Smooth m-input n-output System
Dynamics f (σ[k],u[k]); Initial State γ; Coefficients αi
Output: Optimal Control Policy u∗
1 u∆1 ← GRADIENTASCENT(ρ˜;u0; ρ˜> 0; f ;γ;αi);
2 u∆2 ← GRADIENTASCENT(ρ˜+;u∆1;∇ρ˜+ < ε; f ;γ;αi);
3 u∗← GRADIENTASCENT(−∑k J;u∆2 ; ρ˜+ < ξ; f ;γ;αi);
In the first stage of SMOOTHOPTIMIZATION (Algorithm 3), we randomly initialize a
control policy u0 = {u0[k]|k = 0, . . . ,hϕ− 1} and use the smooth approximation for tradi-
tional robustness function ρ˜ as the objective function in GRADIENTASCENT, only to find a
control policy that minimally satisfies the specification (T is ρ˜> 0).
In the second stage, we use the policy that we get at stage 1 to initialize a second
GRADIENTASCENT with the objective function ρ˜+ and termination condition ∇ρ+ < ε
where ε is a small positive number. Note that ρ˜+ is guaranteed to be strictly positive at
the first iteration (i = 0) due to (10.3.14). Therefore, it will remain strictly positive as
we proceed in the gradient ascent algorithm since this algorithm is designed such that the
objective function only increases at each iteration [Bertsekas, 1999]. This prohibits the
algorithm to ever fall in a local minimum at ρ˜+ = 0.
At the end of the second stage, we have a control policy u∆2 with a maximal level
of cumulative robustness. However, we intend to minimize the cumulative cost ∑k J in
Problem 6. We perform a third GRADIENTASCNET with the objective function −∑k J and
control policy initialized at u∆2 . In other words, we are updating the entire control policy
gradually in order to decrease the cumulative cost at the expense of cumulative robustness.
This stage must terminate before the specification is violated (i.e., while the cumulative
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robustness is still strictly positive). Hence, the termination condition at this stage is ρ˜+ < ξ
with ξ> 0.
A small choice for ξ results in a control policy with an almost optimal cost that mini-
mally satisfies ϕ, while a large choice for ξ results in a control policy with a higher level of
cumulative robustness that is sub-optimal with respect to the cost. The user can tune ξ to
achieve the desirable balance between the level of satisfaction and cost-optimality.
It is common in the literature to combine the robustness degree and control cost in a
single optimization problem, using ξρ˜−∑J as the objective function [Pant et al., 2018].
We cannot do the same here since the combination of cumulative robustness ρ˜+ with cost
∑J in a single objective function can lead the value of ρ˜+ to become zero again in the
second stage of Algorithm 3. That is why we need to optimize cumulative robustness and
cost in two separate stages.
A smaller choice for β in (10.2.9) results in a smoother approximation with higher
approximation error. A practical approach to achieve a low error in a time-efficient manner
is to deploy a series of gradient ascent algorithms in the first two stages of Algorithm 3
as follows. We start by solving GRADIENTASCENT with a low β approximation for each
robustness function, which is relatively fast. Then, we gradually increase β multiple times
and deploy GRADIENTASCENT again. The control policy that we get from the previous
deployment of the algorithm is chosen as the initialization in the new GRADIENTASCENT.
As a result, we are gradually achieving better approximations and each GRADIENTASCENT
is relatively fast since its initialization is already quite close to the optimal solution.
Remark 16. If stage 1 does not terminate, it means that ϕ is infeasible and we do not need
to proceed to stage 2.
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Algorithm 4: GRADIENTASCENT
Input: Smooth Objective Function Q(σ,u); Initial Control Policy uι; Termination
Condition T ; Smooth m-input n-output System Dynamics f (σ[k],u[k]);
Initial State γ; Coefficients αi
Output: Control Policy u∆
1 u← uι;
2 σ[0]← γ;
3 for k← 1,2, . . . ,hϕ do
4 σ[k+1]← f (σ[k],u[k]);
5 end
6 i← 0;
7 while ¬T do
8 for p← 1,2, . . . ,n do
9 δp[hϕ]← ∂Q∂σp[hϕ] ;
10 end
11 for k← hϕ−1,hϕ−2, . . . ,1 do
12 for p← 1,2, . . . ,n do
13 δp[k]← ∂Q∂σp[k] +
n
∑
q=1
(
δq[k+1].
∂ fq[k+1]
∂σp[k]
)
;
14 end
15 end
16 for k← 0,1, . . . ,hϕ−1 do
17 for p← 1,2, . . . ,m do
18 ζp[k]← ∂Q∂up[k] +
n
∑
q=1
(
δq[k+1].
∂ fq[k+1]
∂up[k]
)
;
19 up[k]← up[k]+αiζp[k];
20 up[k]←max{min{up[k],U′p},Up};
21 end
22 end
23 for k← 1,2, . . . ,hϕ do
24 σ[k+1]← f (σ[k],u[k]);
25 end
26 i← i+1;
27 end
28 return u
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10.5 Model Predictive Control
In this section, we describe our solution to Problem 7. Note that while Problem 6 requires
specification ϕ to be satisfied at time 0 (i.e., 〈σ,u∗〉0 |= ϕ), Problem 7 requires it to be
satisfied at all times in a hM horizon (i.e., 〈σ,u∗〉tk |= ϕ ∀k ∈ {0, . . . ,hM} or equivalently
〈σ,u∗〉0 |= G[0,hM ]ϕ).
The following procedure is performed to solve this problem. For time step k = 0, we
fix σ[0] and use Algorithm 3 to synthesize control policy uh0 = {uh0[k′]|k′ = 0, . . . ,hϕ−1}.
This ensures that ϕ is satisfied at time t0. Now, we only execute uh0[0]. At time k = 1, we
fix σ[1], use Algorithm 3 to synthesize uh1 = {uh1 [k′]|k′ = 0, . . . ,hϕ−1}, and only execute
uh1[0], which ensure satisfaction of ϕ at time t1. We continue this process until we reach
k = hM. Consequently, G[0,hM ]ϕ is guaranteed to be satisfied for the following control
policy, assuming that it is feasible at all times.
u∗[k] = uhk [0] k = 0, . . .hM. (10.5.20)
The smooth optimization procedure becomes particularly advantageous when employed
instead of mixed integer programming in a model predictive control setting, since a separate
optimization problem needs to be solved at every time step and smooth optimization has a
much greater potential for being fast enough to be applied online. Moreover, MILP solvers
are very sensitive to the changes in the initial state γ, which is challenging since one has
to solve a new MILP from scratch for any changes that occur in γ. This becomes a much
more complex challenge when a MILP-based approach is used for multi-agent systems
[Haghighi et al., 2016]. On the other hand, smooth gradient ascent is much less sensitive
to small changes in individual variables such as initial state γ [Bertsekas, 1999].
Similar to [Raman et al., 2014], we can stitch together trajectories of length hM using
a receding horizon approach to produce trajectories that satisfy G[0,∞)ϕ. However, this
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does not guarantee recursive feasibility. In other words, we need to make sure that the
resulting trajectory from the optimal controller consists of a loop. If this is the case, we can
terminate the computation and keep repeating the control loop forever, which guarantees
the satisfaction of the specification at all times, since we know that each loop satisfies the
specification.
Formally, we add the following constraint to our optimization problem at every step.
∃k ∈ τ,∃K ∈ N s.t. σ[k+K] = σ[k],K > hϕ. (10.5.21)
This ensures that the resulting system trajectory contains a loop. If we find a solution
to the optimization problem with positive robustness (ρ > 0), this loop satisfies the given
specification ϕ. Therefore, repeating the control strategy that produced this loop forever
results in the satisfaction of the formula at all times, ensuring recursive feasibility.
We use a brute force approach to find k,K that satisfy (10.5.21). In other words, we start
by guessing values for these parameters and keep changing them until we find values for
which a solution to the optimization problem exists. Fixing the values of k and K eliminates
the quantifiers in (10.5.21) and turns it into a linear constraint which is handled easily by
any gradient descent solver through projection methods.
In the future, we plan to investigate other approaches to solve the problem with this
additional constraint.
10.6 Case Study
In this section, we illustrate how our algorithms are able to solve Examples 12 and 13 in
Section 10.1. All implementations were performed using MATLAB on a MacBook Pro
with a 3.3 GHz Intel Core i7 processor and 16 GB of RAM.
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Figure 10·3: The optimal path for two vehicles in Example 12 with: (a)
maximal cumulative robustness ρ˜+, (b) maximal traditional robustness ρ˜.
(The numbers next to each path indicate time.)
10.6.1 Path Planning for Autonomous Vehicles
Consider the system and specification of Example 12 with the dynamics of (10.1.3) and
specification ϕ1 presented in (10.1.4). We assume that there are two vehicles (Yielding a
6 dimensional state space). Each vehicle starts from a different initial position and orien-
tation, but follows the same dynamics. Both are required to follow the specification ϕ1
while avoiding collision. Recall that the objective is to visit one of the cyan regions in
6 seconds and go to the green destination in at most 4 seconds after that, while avoiding
the red region (Figure 10·1). We used Algorithm 3 to solve this problem. The solution
was computed in 18.3 seconds and the optimal path for each vehicle is shown in Figure
10·3(a). The optimal path with respect to the traditional robustness score was also com-
puted in 13.4 seconds and demonstrated in Figure 10·3(b). It is obvious from these figures
that optimizing the cumulative robustness results in paths in which the vehicles get to the
their respective destinations faster and remain there longer.
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Figure 10·4: Optimal control policies for Example 13.
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Figure 10·5: Evolution of x1 resulting from optimal control policies
10.6.2 MPC for a Linear System
Consider the system and specification of Example 13 with the dynamics shown in (10.1.7)
and specification ϕ2 presented in (10.1.8). We used Algorithm 3 in conjunction with the
MPC framework as described in Section 10.5 to solve Example 13 with optimal cumulative
robustness. The computation took 6.73 seconds. Additionally, we computed the control
policy derived from only optimizing the traditional robustness ρ˜. Figure 10·4 shows the
control policy derived by optimizing the smooth cumulative robustness function ρ˜+ with
dashed blue lines. The control policy derived from only optimizing the smooth approxima-
tion for the traditional robustness function ρ˜ was also computed, which is shown in Figure
10·4 by dotted black lines.
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The corresponding evolution of x1 according to the system dynamics (10.1.7) for both
cases is presented in Figure 10·5. According to (10.1.8), the goal is for x1 to periodically
visit both of the green regions in this figure, always visiting each region within at most 4
time steps in the future. Figure 10·5 shows that both control policies satisfy this require-
ment. However, the trajectory that results from optimizing ρ˜+ (dashed blue) tends to stay
in the green regions as long as possible. On the other hand, by optimizing the traditional
STL robustness ρ˜, we are only ensuring that the green regions are visited once every 4 time
steps, and do not have any control over the duration of satisfaction. Figure 10·5 shows that
the dotted black trajectory visits the green regions, but does not stay in them. In fact, it
goes beyond the green regions three times.
10.6.3 MPC for a Noisy Linear System
We have demonstrated in previous case studies that cumulative robustness has a more desir-
able performance than conventional STL robustness. Now, we discuss the possibility that
cumulative robustness can result in more robust control policies once noise is introduced
to the system. Intuitively, since cumulative robustness adds up STL robustness over time,
it may provide the added benefit of canceling out some of the perturbations caused by en-
vironmental noise over time. We investigate this phenomenon in this case study. Assume
that we introduce disturbance to the system considered in the previous example:
x[k+1] =
[
1 0.5
0 0.8
]
x[k]+
[
0
1
]
u[k]+w[k], (10.6.22)
where w[k] ∈ R2 and wi[k] ∼ N (0,0.1) represents system disturbances with a normal dis-
tribution of 0 mean and 0.1 variance. We consider the same specification as before (10.1.8).
We employed statistical model checking [Zuliani et al., 2010] to investigate how the
control policies that were synthesized in Section 10.6.2 perform if system disturbances
are considered. The Bayesian estimation algorithm from [Zuliani et al., 2010] was imple-
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Table 10.1: Probability that a noisy linear system (10.6.22) satisfies the
STL specification of (10.1.8).
Objective
Function
Probability of
Satisfaction
Simulation
Sample Size
Margin of
Error
Confidence
Level
ρ˜+ 44.9% 328 1% 95%
ρ˜ 10.5% 273 1% 95%
mented, which computes the probability that a stochastic system satisfies a given speci-
fication, given a pre-determined margin of error and confidence level (i.e., the likelihood
that the actual probability of satisfaction fall within the margin of error from the reported
probability of satisfaction by the algorithm). The results are presented in Table 10.1. Table
10.1 demonstrates that the specification is satisfied with a probability of 44.9± 1% if we
consider the control policy that was derived utilizing the concept of cumulative robustness
(ρ˜+) introduced in this chapter. On the other hand, the conventional robustness (ρ˜) yields a
satisfaction probability of only 10.5±1%.
Figure 10·6 illustrates 20 sample trajectories from the system of (10.6.22) resulting
from the control policies synthesized in the previous example (Section 10.6.2). Recall that
the specification was for x1 to reach the green regions periodically within 4 time steps.
Indeed, the trajectories derived from cumulative robustness (blue) are more resistant to
disturbances and follow the specification much more consistently.
Remark 17. The intention in this case study was merely to demonstrate that cumulative
robustness has the potential to improve controller performance under uncertainty and noise.
We plan to study a provably robust MPC framework for this robustness function in the
future.
Remark 18. A provably robust MPC framework for temporal logic control was introduced
in [Sadraddini and Belta, 2015]. Note that while [Sadraddini and Belta, 2015] uses mixed
integer linear programming and is only applicable to linear (or potentially quadratic) sys-
tems, our method is more general and applicable to nonlinear systems.
Remark 19. In this chapter, we introduced the notion of cumulative quantitative semantics
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Figure 10·6: The performance of control policies from Section 10.6.2 if
noise is added to the system dynamics (10.6.22).
for STL and showed how it can be used to solve control problems for discrete-time non-
linear dynamical systems. Since SpaTeL has the same temporal operators as STL, all the
techniques introduced in this chapter are easily applicable to SpaTeL as well.
Concluding Remarks
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Chapter 11
Conclusions
11.1 Summary of the Dissertation
The contributions of this dissertation can be summarized as follows.
• A novel spatial logic (TSSL), equipped with sound and correct quantitative seman-
tics, was introduced. The expressiveness of this logic for spatial patterns in net-
worked systems was demonstrated in several examples. It was also shown that the
quantitative semantics provides an effective verification framework for the purpose
of pattern recognition.
• Machine learning techniques were developed to automatically infer TSSL formulae
that describe desired network behaviors. Both supervised and unsupervised versions
of the problem were considered.
• A novel spatio-temporal logic (SpaTeL), equipped with sound and correct quantita-
tive semantics, was also proposed. It was shown that SpaTeL is derived by combin-
ing TSSL and STL. Similar to TSSL, the quantitative semantics of SpaTeL is a useful
verification tool.
• A statistical model checking algorithm for TSSL and SpaTeL specifications was pre-
sented. This algorithm enables users to efficiently compute the probability that net-
work executions satisfy or violate global spatio-temporal behaviors expressed by the
proposed logics.
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• The parameter synthesis problem was posed as an optimization problem and effi-
ciently solved using particle swarm optimization. It was shown that this technique
enables users to automatically generate system inputs that lead to emergence of de-
sired specifications. Applications of this algorithm in biology and smart power man-
agement were investigated.
• Two approaches for synthesizing control strategies in networks with spatio-temporal
specifications were presented. Both techniques formulate the control problem as
series of optimization problems. While the first approach is based on mixed integer
linear programming (MILP), the second solves the problem by taking advantages of
gradient ascent algorithms. It is noteworthy. that the MILP solution is exact, but the
gradient ascent solution is an approximation. However, the latter is computationally
faster since it solves optimization problems with smooth and differentiable objective
functions. Thus, there is a trade-off between accuracy and computational complexity
in choosing the appropriate approach.
• An alternative definition of STL and SpaTeL quantitative semantics, called cumu-
lative robustness, was proposed. It was shown that using this definition for solving
control problems enhances the performance of the system with respect to the under-
lying specifications.
11.2 Future Directions
Formal spatio-temporal verification and synthesis is a relatively new research topic with
numerous areas that are yet to be explored. Our efforts can be extended in multiple direc-
tions. Some areas that can be further investigated are included, but not limited to the the
cases discussed below.
While the experiments show that the current version of TSSL works quite well and
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can accommodate translational and rotational symmetries commonly found in biologcal
patterns, there are several directions of future work. For instance, we do not exploit the
full semantics of the logic in the applications considered in this work. One can consider
reasoning about multiple branches and using the “until” operator.
We presented a rules-based algorithm to learn TSSL descriptors from data. This can be
combined with temporal logic inference methods such as [Bombara et al., 2016] in order
to generate SpaTeL fomrulae from labeled collections of time series.
With respect to robotic swarm control, directions for future research include extending
the framework to under actuated swarms and developing distributed control strategies for
coordination of movements among robots. Furthermore, it would be interesting to incor-
porate machine learning methods in order to synthesize control policies for more complex
spatial patterns which are automatically learned from training data. However, this requires
improvements in the complexity of the proposed MILP-based solution. For example, there
might be fractions of SpaTeL for which MILP can be replaced with a series of Linear
Programs (LP). If this is achieved, a graphical user interface can be created in which a
potential user can define required patterns for execution. The user would draw the patterns
that they want to emerge and specify time requirements. The interface will use machine
learning techniques to generate SpaTeL formulae for those patterns. These formulae will
then be used by algorithms presented in this dissertation to synthesize control policies for
the swarm.
The control algorithms in this dissertation can be altered for other spatio-temporal log-
ics in the literature. For instance, it is possible to apply the method presented in Chapter
10 to the recently proposed logic STREL [Bartocci et al., 2017] with some minor modifi-
cations. The notion of cumulative robustness can naturally be utilized in STREL since its
temporal operators are similar to STL.
Finally, the benefits of cumulative robustness may be enhanced by investigating the
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performance of this methodology on noisy systems from a theoretical point of view. We
showed in an example that since cumulative robustness adds up STL robustness over time,
it may provide the added benefit of canceling out some of the perturbations caused by envi-
ronmental noise. Future research will focus on providing formal proofs for this hypothesis.
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