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Abstract 
Correct classification of arrhythmias by implantable cardio-defibrillators 
(ICDs) and automatic external defibrillators (AEDs) depend on the quality of the 
features used during classification.  Mutual Information provides a means of 
quantifying and assessing the quality of cardiac related features.  This paper 
proposes a novel algorithm called Weighted Mutual Information or WMI based on 
mutual information as a method for selecting cardiac related features for 
classification.  To evaluate the algorithm, a comparative analysis was conducted 
against the Principal Component Analysis (PCA) algorithm using two separate 
feature sets extracted from the MIT-BIH database: QRS based features and 
morphology based amplitude values (ECG amplitude values).  Two k Nearest 
Neighbor (k-NN) clustering algorithms were trained using features extracted 
using WMI and PCA to classify four event types: Normal, Ventricular Ectopic, 
Atrial Ectopic, and Fusion events.  The k-NNs trained using WMI produced a 
lower classification error when compared to the k-NNs trained using PCA with 
statistical significance (0.01 > p).  Lastly, the k-NN classifier trained on QRS 
based features outperformed the k-NN classifier trained only on morphology 
based features with a measurable significant difference. 
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1 Introduction 
In 2011, the American Heart Association estimated 326,200 people in the 
United States experienced sudden cardiac arrest (SCA) while outside of the 
hospital.  And in 2014, the number of SCA incidence in the U.S. increased to an 
estimated 424,000 (Cleveland Clinic, 2015). At this time, the treatment for SCA is 
an “electrical reset” or defibrillation of the heart and is delivered by either an 
Automated External Defibrillator (AED), or an Implantable Cardiac Defibrillator 
(ICD).  Without treatment, only 1 in 10 people survive (Cleveland Clinic, 2015).   
In the presence of SCA, AEDs and ICDs delivery lifesaving therapies but 
inappropriate therapies decreases patient quality of life, increases patient 
healthcare costs, and increases patient mortality.  For ICDs, a multicenter study 
in ICD treatment post myocardial infarction correlated inappropriate therapies 
with an increase in mortality rate (Daubert, 2008).   This relationship highlights 
the criticality of developing detection algorithms with both high sensitivity and 
specificity.  To achieve this, additional focus should be placed on the feature 
selection process. 
AEDs and ICDs rely on algorithms that employ various cardiac features, such 
as cardiac heart rate and heart pulse shape or morphology to identify cardiac 
arrhythmias. The success of these algorithms depends on the features used.  
Modern algorithms leverage principal component analysis and other linear 
methods to rank and create features for ECG event classification typically 
resulted in high sensitivity and specificity (Christov, 2006; Mark and Moody, 
1990; Swerdlow, 2001), however there remains room for improvement.  This 
paper proposes a novel feature ranking approach called weighted mutual 
information or WMI developed from Claude Shannon’s information theory and 
compares the approach to principal component analysis or PCA.  The WMI 
method is hypothesized to provide a more robust means of identifying features 
compared to PCA and will improve the sensitivity and specificity of a non-patient 
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specific classifier and will further the understanding of cardiac arrhythmias and 
their related features. 
2 Study Overview 
This paper documents the study and development of the WMI algorithm and 
the results of a comparative analysis between WMI and PCA.  The analysis 
conducted in this paper focused on identifying features from the 
electrocardiogram that help in the classification of normal cardiac events, 
ventricular ectopic events (events originating in the ventricles), atrial ectopic 
events (events originating in the atrium), and fusion events (events that are a 
fusion between an atrial and ventricular event).  The paper contains a qualitative 
analysis of the ECG signal (section 3.0 the ElectroCardioGram, section 6.0 The 
Database) and prior studies that focused on population based ECG classification 
(section 5.0 Literature Review).  It introduces mutual information (section 4.0 
Mutual Information) and highlights its benefits over linear based methods.  The 
remaining sections (section 7.0 – 10.0) provide detail of the comparative study 
analyzing two k-NN classifiers trained using either features identified through 
WMI or PCA.  
3 The ElectroCardioGram 
The classification algorithms employed by ICDs and AEDs use features 
extracted from the electrical activity of the heart captured by the 
electrocardiogram.  The Electrocardiogram or ECG was invented in the 1900s as 
a technique to record the electrical activity of the heart: a four chambered organ 
consisting of two atrial and two ventricular chambers.  The electrical signal or 
cardiac complex is created by the flow of potassium, calcium, and sodium 
through the cardiac muscle (Dubin, 2000; Ellenbogen, 2007).  For a typical 
cardiac complex, the electrical origin occurs at the Sinoatrial node (SA node), 
conducts through the atrial muscle to the Atrioventricular node (AV node), and 
travels rapidly down the Purkinje Fibers to the ventricular tissue.   
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This wave of depolarization may be decomposed into 6 unique segments.  
Note, as a rule of thumb, positive deflections in an ECG waveform are associated 
to cardiac electrical activity leading toward a positive electrode.  Each segment 
corresponds to a specific cardiac action or phase.  These phases are 
summarized in Table 1. 
Table 1: Explanation Cardiac Phases 
Phase Description 
P-wave 
The depolarization (contraction) and repolarization (relaxation) 
of the atrium 
PR Segment The conduction time from the atrium to the ventricles 
QRS Complex The depolarization of the Ventricles 
ST Segment The time between ventricular depolarization and repolarization 
T-wave Ventricular repolarization 
U-wave 
Speculated to correspond to the ventricular septum 
repolarization 
 
The standard 12 lead ECGs is collected from electrodes placed on the 
skin surface.  Each lead captures a different perspective of the cardiac phases 
and provides different diagnostic information.  The 12-Lead ECG is divided into 
the limb electrodes (I, II, III, aVR, aVL, and aVF) and the chest electrodes (V1, 
V2, V3, V4, V5, and V6) (Dubin, 2000).  The limb electrodes provide a view 
frontal plane view whereas the chest electrodes provide a horizontal plane view.   
Today, physicians analyze the ECG to help them understand cardiac 
health and diagnose cardiac ailments. They leverage heart rate and timing 
between cardiac complex phases to differentiate normal heart behaviors from 
abnormal heart behaviors (Dubin, 2000; Aliot, 2004; Heger, 1987).  As an 
example, when the heart is behaving normally, heart rates occur between 50 – 
100 beats per minute (bpm).  Heart rates falling below or above this range are 
classified as either bradycardic or tachycardic arrhythmias, respectively  (Dubin, 
2000) (Ellenbogen, 2007).  
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The ECG also captures the cardiac complex morphology changes caused 
by cardiac injury or electrical origin shifts. Cardiac conduction obstructions like 
Myocardium Infarction (MI) and Bundle Branch Block (BBB) impact the cardiac 
complex morphology (Dubin, 2000; Ellenbogen, 2007). Right Bundle Branch 
Block (RBBB), a cardiac conduction syndrome caused by a slowing down the 
right purkinje fiber pathway typically due to MI (myocardial tissue death), appears 
on the ECG as a triple peaked QRS complex in V1 and V2 or a double peaked 
positive QRS complex in the LII or V5 or V6 vectors (Dubin, 2000).  
Shifts in the electrical origin that occur during ventricular tachycardia 
appear in the ECG as wide QRS complexes.  Ventricular tachycardia exhibits a 
widening of the QRS complex due to an electrical origin change from the SA 
node to the ventricles.  A ventricular tachycardic event originating in the 
ventricular musculature first slowly conducts through the muscular structure 
before quickly conducting along the specialized conduction system (SA node, AV 
node, purkinje fibers, etc.).  This slow conduction through the ventricular 
musculature roughly adds 50 to 100 ms to the typical QRS width of 100 ms 
(Unterberg, 2000).  
Heart rate and morphological changes are examples of features used in 
event classifications used by ICDs and AEDs.  In this analysis, a set of features 
based on heart rate and morphology changes are ranked using mutual 
information and used to classify individual ECG events from the MIT-BIH 
database. 
4 Mutual Information 
The following sections review Claude Shannon’s information theory 
(Shannon, 1948) and provide a comparison between Mutual Information and 
linear relationship methods, as well as a rationale as to why mutual information 
was selected for this analysis.   
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4.1 Mutual Information 
Claude Shannon founded Information Theory in 1948 through his paper, A 
Mathematical Theory of Communication (Shannon, 1948).  In his paper, 
Shannon proposed a means of quantifying a messages’ uncertainty to help guide 
the design of communication channels with predictable reliability where a 
message was defined as a communication transmitted from point A to point B.  
His analysis demonstrated any message could be transmitted and correctly 
received if and only if the message’s uncertainty falls below a threshold.  
Shannon quantified a message’s uncertainty, or entropy in bits, with the following 
equation: 
ܪ௫ ൌ ܪሺܺሻ ൌ െ1 ∗ ∑ ܲሺݔ௜ሻ ∗ logଶ ܲሺݔ௜ሻ௜       [EQ 1] 
ݓ݄݁ݎ݁:	
ܪሺܺሻ ൌ 	݁݊ݐݎ݋݌ݕ	݅݊	ܾ݅ݐݏ	
ܲሺ ௜ܺሻ ൌ 	݉ܽݎ݈݃݅݊ܽ	݌ݎ݋ܾܾ݈ܽ݅݅ݐݕ	݋݂	 ௜ܺ	ܺ ൌ ܽ	ݏ݁ݐ	݋݂	ݎ݈݁ܽ	ݒ݈ܽݑ݁ݏ	݅݊݁ݔ݁݀	ܾݕ	݅ 
Shannon selected the log base two function due to its prevalence in the 
field of engineering and its ability to simplify complex probabilistic functions.  To 
help understand bits of uncertainty, Shannon defined “choice” which corresponds 
to the number of possible message combinations of an unknown message.  As 
choice increases, the entropy of the message increases.  As an example 
consider a discrete binary system consisting of only two choices with equal 
probability.  A mathematical representation of this system may be ଵܺ ∈ 	 ሾ0,1ሿ 
where ܲሺ ଵܺ ൌ 0ሻ ൌ ܲሺ ଵܺ ൌ 1ሻ ൌ 0.5.   The uncertainty or entropy of ଵܺ  is 
calculated as follows: 
ܪሺ ଵܺሻ ൌ െ1 ∗෍ ܲሺݔ௜ሻ ∗ logଶ ܲሺݔ௜ሻ௜ 	
ܪሺ ଵܺሻ ൌ െ1 ∗ ሺܲሺ ଵܺ ൌ 0ሻ ∗ logଶ ܲሺ ଵܺ ൌ 0ሻ ൅PሺXଵ ൌ 1ሻ ∗ logଶ ܲሺ ଵܺ ൌ 1ሻሻ	
HሺXଵሻ ൌ െ1 ∗ ሺ0.5 ∗ logଶ 0.5 ൅ 0.5 ∗ logଶ 0.5ሻ	
HሺXଵሻ ൌ െ1 ∗ ሺെ0.5 െ 0.5ሻ ൌ 1	bit 
Likewise a discrete uniform system consisting of 4 choices, ܺଶ ∈ ሾ0,1,2,3ሿ where 
ܲሺܺଶ ൌ 0ሻ ൌ ܲሺܺଶ ൌ 1ሻ ൌ ܲሺܺଶ ൌ 2ሻ ൌ ܲሺܺଶ ൌ 3ሻ ൌ 0.25  the resulting entropy of 
ܺଶ is equal to 2 bits. In systems where all choices are equally likely, the entropy 
of ଵܺ and ܺଶ can be calculated by the following equation: 
max൫ܪሺܺሻ൯ ൌ logଶሺ#	݋݂	݄ܿ݋݅ܿ݁ݏሻ             [EQ 2] 
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In instances where the distribution of choices is not uniform, EQ 2 is not a 
valid estimate of maximum entropy.  Consider a binary system, ܺଷ ∈ 	 ሾ0,1ሿ where 
ܲሺܺଷ ൌ 0ሻ ൌ 0.75 and ܲሺܺଷ ൌ 1ሻ ൌ 0.25.  The resulting entropy of ܺଷ is equal to 
0.81 bits.  Or a singular system, ܺସ ∈ ሾ0ሿ where ܲሺܺ ൌ 0ሻ ൌ 1.  The resulting 
entropy of ܺସ is 0 bits.  Therefore, as the probability of choices becomes less 
uniform the uncertainty of the system decreases. Through these examples two 
fundamental properties of ܪሺܺሻ are established: (1) ܪሺܺሻ may never be negative 
and (2) ܪሺܺሻ reaches its maximum when ܺ is uniform (Shannon, 1948). 
For non-discrete or continuous systems, entropy is calculated using the 
following equation:  
ܪሺܺሻ ൌ െ1 ∗ ׬ܲሺݔሻ ∗ logଶ ܲሺݔሻ      [EQ 3] 
For this analysis, which focuses on classification of event types into distinct 
groups, continuous entropy calculation is not pertinent.  
Shannon also proposed a measure of calculating joint entropy (the 
uncertainty present with multiple variables) and conditional entropy (the 
uncertainty of a random variable provided information about a second random 
variable) as shown below:  
ܪ௑௒ ൌ ܪሺܺ, ܻሻ ൌ െ1 ∗ ∑ ∑ ܲ൫ݔ௜, ݕ௝൯ ∗ logଶ ܲሺݔ௜, ݕ௝ሻ௜௝      [EQ 4] 
ݓ݄݁ݎ݁:		
ܪሺܺ, ܻሻ ൌ ݆݋݅݊ݐ	݁݊ݐݎ݋݌ݕ	݋݂	ܺ	ܽ݊݀	ܻ	
ܲ൫ݔ௜, ݕ௝൯ ൌ ݆݋݅݊ݐ	݀݅ݏݐݎܾ݅ݑݐ݅݋݊	݋݂	ܺ	ܽ݊݀	ܻ	
ܺ ൌ ܽ	ݏ݁ݐ	݋݂	ݎ݈ܽ	ݒ݈ܽݑ݁ݏ	݅݊݀݁ݔ݁݀	ܾݕ	݅	
ܻ ൌ ܽ	ݏ݁ݐ	݋݂	ݎ݈݁ܽ	ݒ݈ܽݑ݁ݏ	݅݊݀݁ݔ݁݀	ܾݕ	݆ 
ܪ௑|௒ ൌ ܪሺܺ	|	ܻሻ ൌ ∑ ∑ ܲ൫ݔ௜, ݕ௝൯ ∗ logଶ ௉൫௬ೕ൯௉൫௫೔,௬ೕ൯௜௝       [EQ 5] 
ݓ݄݁ݎ݁:	
ܪሺܺ	|	ܻሻ ൌ ܿ݋݊݀݅ݐ݅݋݈ܽ	݁݊ݐݎ݋݌ݕ	݋݂	ܺ	݃݅ݒ݁݊	ܻ	
ܲ൫ݔ௜, ݕ௝൯ ൌ ݆݋݅݊ݐ	݀݅ݏݐݎܾ݅ݑݐ݅݋݊	݋݂	ܺ	ܽ݊݀	ܻ	
ܲ൫ݕ௝൯ ൌ 	݉ܽݎ݈݃݅݊ܽ	݌ݎ݋ܾܾ݈ܽ݅݅ݐݕ	݋݂	ܻ	
ܺ ൌ ܽ	ݏ݁ݐ	݋݂	ݎ݈݁ܽ	ݒ݈ܽݑ݁ݏ	݅݊݀݁ݔ݁݀	ܾݕ	݅	
ܻ ൌ ܽ	ݏ݁ݐ	݋݂	ݎ݈݁ܽ	ݒ݈ܽݑ݁ݏ	݅݊݀݁ݔ݁݀	ܾݕ	݆ 
 
Joint entropy has the following properties: ܪሺܺ, ܻሻ ൑ ܪሺܺሻ ൅ ܪሺܻሻ, ܪሺܺ, ܻሻ ൒ 0, 
and ܪሺܺ, ܻሻ ൌ ܪሺܺሻ ൅ ܪሺܻሻ if and only if X and Y are independent (Shannon, 
1948).  Conditional entropy has the following properties: ܪሺܺ, ܻሻ ൌ ܪሺܻሻ ൅
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ܪሺܺ|ܻሻ and ܪሺܺሻ ൒ ܪሺܺ|ܻሻ,  ܪሺܺ|ܻሻ ൒ 0, and ܪሺܺ|ܻሻ ൌ ܪሺܺሻ if and only if X and 
Y are independent.   
From the conditional entropy and marginal entropy, mutual information is 
calculated as: 
ܫሺܺ; ܻሻ ൌ ܪሺܺሻ െ ܪሺܺ|ܻሻ       [EQ 6] 
When the equations for H(X|Y) and H(X) are substituted into EQ6, mutual 
information may be related to the marginal and joint probability of X and Y as 
shown below: 
ܫሺܺ; ܻሻ ൌ ∑ ∑ ݌ሺݔ, ݕሻ ∗ logଶ ቀ ௣ሺ௫,௬ሻ௣ሺ௫ሻ∗௣ሺ௬ሻቁ௬∈௒௫∈௑     [EQ 7] 
Mutual Information shares similar qualities to entropy: ܫሺܺ; ܻሻ ൒ 0  and 
ܫሺܺ; ܻሻ ൌ 0 if and only if X and Y are independent (Shannon, 1948).  The value 
will reach its maximum, ܪሺܺሻ, if and only if given Y, the uncertainty of X goes to 
0.  Consider the following scenario with a starting message taken from ܺ ∈ 	 ሾ0,1ሿ.  
The resulting message is sent across a communication channel and is 
interpreted as ܻ ∈ ሾ0,1ሿ .  If the message is ܺ ൌ ሾ0, 1, 0, 1ሿ  and is received as 
ܻ ൌ ሾ0, 1, 0, 1ሿ the resulting mutual information between X and Y is calculated as 
follows: 
ܫሺܺ; ܻሻ ൌ ∑ ∑ ݌ሺݔ, ݕሻ ∗ logଶ ቀ ௣ሺ௫,௬ሻ௣ሺ௫ሻ∗௣ሺ௬ሻቁ௬∈௒௫∈௑   
ܫሺܺ; ܻሻ ൌ ܲሺܺ ൌ 0, ܻ ൌ 0ሻ ∗ logଶ ܲሺܺ ൌ 0, ܻ ൌ 0ሻܲሺܺ ൌ 0ሻ ∗ ܲሺܻ ൌ 0ሻ ൅ ܲሺܺ ൌ 0, ܻ ൌ 1ሻ ∗ logଶ
ܲሺܺ ൌ 0, ܻ ൌ 1ሻ
ܲሺܺ ൌ 0ሻ ∗ ܲሺܻ ൌ 1ሻ
൅ ܲሺܺ ൌ 1, ܻ ൌ 0ሻ ∗ logଶ ܲሺܺ ൌ 1, ܻ ൌ 0ሻܲሺܺ ൌ 1ሻ ∗ ܲሺܻ ൌ 0ሻ ൅ ܲሺܺ ൌ 1, ܻ ൌ 1ሻ
∗ logଶ ܲሺܺ ൌ 1, ܻ ൌ 1ሻܲሺܺ ൌ 1ሻ ∗ ܲሺܻ ൌ 1ሻ 
ܫሺܺ; ܻሻ ൌ 0.5 ∗ logଶ 0.50.5 ∗ 0.5 ൅ 0 ൅ 0 ൅ 0.5 ∗ logଶ
0.5
0.5 ∗ 0.5	
ܫሺܺ; ܻሻ ൌ 1	ܾ݅ݐ 
Because ܫሺܺ; ܻሻ ൌ ܪሺܻሻ, X provides the maximum amount of information 
about Y.  If ܺ ൌ ሾ0, 1, 0, 1ሿ and ܻ ൌ ሾ0, 1, 1, 1ሿ, then ܫሺܺ; ܻሻ decreases to 0.5 bits 
and implies X provides less information about Y or the uncertainty of Y is not 
completely accounted by knowledge of X. 
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When used in a problem of classification, one can estimate the amount of 
information knowing a feature provides about a class.  This relationship is 
illustrated below: 
ܫ൫ܥ௜, ௝ܺ൯ ൌ ܪሺܥ௜ሻ െ ܪ൫ܥ௜ห ௝ܺ൯                          [EQ 8] 
ݓ݄݁ݎ݁:	
ܥ௜ ൌ ݈ܿܽݏݏ	݅݊݀݁ݔ݁݀	ܾݕ	݅		
௝ܺ ൌ ݂݁ܽݐݑݎ݁	݅݊݀݁ݔ݁݀	ܾݕ	݆ 
In this instance, the mutual information is at its maximum when feature ௝ܺ 
reduces the uncertainty of ܥ௜  to 0 and is at its minimum when feature ௝ܺ  is 
statistically independent of ܥ௜.  Therefore, by selecting features that contain the 
largest mutual information value relative to a class, it is possible to provide a 
feature set that will best assist in classifying the class (Williams, 1987). 
4.2 Mutual Information vs Linear Methods 
The relationship between the ECG features and the cardiac complex 
classification is considered non-linear (Kaplan, 1988).  Therefore, selecting 
features using techniques that rely on linear relationship measures like 
correlation and covariance may misrepresent class boundaries.  Mutual 
information performs better than covariance and correlation in predicting 
relationships between random variables when the relationship is non-linear (Li, 
1990; Battiti, 1994).   
Covariance is a measure of how variables change together.  It is 
calculated with the following equation:  
ܿ݋ݒሺܺ, ܻሻ ൌ ߪ௫௬ ൌ ܧൣሺܺ െ ߤ௫ሻ൫ܻ െ ߤ௬൯൧     [EQ 9] 
ݓ݄݁ݎ݁:	
ܧሺܺሻ ൌ ݐ݄݁	݁ݔ݌݁ܿݐܽݐ݅݋݊	݋݂	ܺ	
ߤ௫ ൌ ݐ݄݁	݉݁ܽ݊	݋݂	ܺ	ߤ௬ ൌ ݐ݄݁	݉݁ܽ݊	݋݂	ܻ 
Correlation as represented by Pearson’s correlation coefficient, provides a 
measure of linear dependence between variables.  It is calculated using the 
following equation:  
ܿ݋ݎݎሺܺ, ܻሻ ൌ ߩ௫௬ ൌ 	 ாൣሺ௑ିఓೣሻ൫௒ିఓ೤൯൧ఙೣఙ೤       [EQ 10] 
ݓ݄݁ݎ݁:	
௫ ൌ ݏݐܽ݊݀ܽݎ݀	݀݁ݒ݅ܽݐ݅݋݊	݋݂	ܺ	
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ߪ௬ ൌ ݏݐܽ݊݀ܽݎ݀	݀݁ݒ݅ܽݐ݅݋݊	݋݂	ܻ 
There is a subtle difference between the covariance and correlation; 
covariance is measured in units equal to the units of X * Y whereas correlation is 
unit less.  The measure of covariance is qualitatively based on the sign of the 
calculated covariance and not on the magnitude.  In contrast, correlation is 
dependent on both the sign and the magnitude and can only range from [-1, 1].   
Unfortunately, these statistics have their weaknesses.  The covariance and 
correlation estimators are strongly influenced by outliers, the random variable 
values and range, and large variable variances.  Additionally, these statistics 
perform poorly with non-linear relationships (Alpaydin, 2010; Cherkassky, 2013; 
Li, 1990).  Consider X, a random variable with zero mean and unit variance and 
ܻ ൌ ܺଶ.  Intuitively, Y is dependent on X, but the correlation and covariance are 
zero.  This is calculated below: 
ܺ ൌ ሾെ2, 0, 2ሿ	ܽ݊݀	ܻ ൌ ሾ4, 0, 4ሿ	
ܿ݋ݒሺܺ, ܻሻ ൌ ܧൣሺܺ െ ߤ௫ሻ൫ܻ െ ߤ௬൯൧ ൌ ܧሾെ8, 0, 8ሿ ൌ 	െ83 ൅
0
3 ൅
8
3 ൌ 0 
In contrast, Mutual Information, which relies on the marginal probabilities 
of X and Y, will be non-zero.  Using the same values for X and Y, the mutual 
information is calculated below: 
ܺ ൌ ሾെ2, 0, 2ሿ	ܽ݊݀	ܻ ൌ ሾ4, 0, 4ሿ	
ܫሺܺ; ܻሻ ൌ෍ ෍ ݌ሺݔ, ݕሻ ∗ logଶ ቆ ݌ሺݔ, ݕሻ݌ሺݔሻ ∗ ݌ሺݕሻቇ௬∈௒௫∈௑ 	
ܫሺܺ; ܻሻ ൌ 0.33 ∗ logଶ 0.330.33 ∗ 0.67 ൅ 0.33 ∗ logଶ
0.33
0.33 ∗ 0.33 ൅ 0.33 ∗ logଶ
0.33
0.33 ∗ 0.67	
ܫሺܺ; ܻሻ ൌ 0.92	ܾ݅ݐݏ	
ܪሺܻሻ ൌ െ1 ∗ ሺ0.67 ∗ logଶ 0.67 ൅ 0.33 ∗ logଶ 0.33ሻ	
ܪሺܻሻ ൌ 0.92	ܾ݅ݐݏ 
For this example, ܫሺܺ; ܻሻ ൌ ܪሺܻሻ which implies knowledge of X eliminates the 
uncertainty of Y (Shannon, 1948; Wikipedia, 2015).   
Both PCA and KL expansion use eigenvalues and eigenvectors that rely on 
correlation or covariance to achieve a reduction of dimensionality.  These 
techniques are unsupervised and translate a set of random variables or features 
into orthogonal dimensions.  This projection technique works well, but in some 
situations the resulting features provide limited clinical insight to the signal of 
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interest.  Other methods like Linear Discrimination Analysis (LDA) and Factor 
Analysis (FA) use similar methods to reduce dimensionality.  The LDA method 
assumes the input vectors are normally distributed and reduces dimensionality 
by maximizing between class variability and minimizing within class 
variability.  FA attempts to reduce the number of input values by identifying sets 
of input factors that may be related through an “unobserved” or “latent” factor 
(Alpaydin, 2010).  The FA technique uses the covariance between input vectors 
and the output to reduce the input set.  These linear techniques of dimension 
reduction work well in classification problems that are both linearly separable but 
perform poorly when the class boundaries are non-linear.  Lastly, outliers or input 
parameters with several standard deviations from the mean negatively impact the 
aforementioned linear methods.   
Multiple techniques may be employed to reduce the impact of these 
weaknesses.  For data sets with high variability, the data may be normalized to 
zero mean and unit variance or the covariance matrix may be substituted using 
the correlation matrix (Battiti, 1994; Alpaydin, 2010) as done in this analysis.  To 
remove outliers, "robust estimation" methods like determining the mahalanobis 
distance from each data point to the mean and throwing away outliers such as 
values that fall greater than 3 standard deviations from the mean for a guassian 
random variable.  In situations where the classes cannot be separated linearly, 
Maglaveras and Scholz have proposed non-linear PCA options that work with 
some success (Maglaveras, 1998; Scholz, 2008).   
5 Literature Review 
This section explores the feature selection process and classification 
techniques leveraged by four separate authors representing the most common 
selection and classification approaches. The papers by Yu Hen Hu and Ivaylo 
Christov provide insight into commonly used ECG features, ECG feature 
identification techniques, and ECG classification algorithms.  The feature sets 
and classification approaches used by these authors were leveraged for this 
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analysis.  The paper by Williams J Williams highlights the usefulness of 
leveraging mutual information relationships to select features prior to 
classification.  This paper provides an example of proper application of mutual 
information techniques.   
5.1 A Patient-Adaptable ECG Beat Classifier Using a Mixture of 
Experts Approach, by Hu 
In a study conducted by Yu Hen Hu, Surekha Palreddy, and Willis J. 
Tompkins, a Mixture of Experts classifier using Self Organizing Maps (SOM), 
Learning Vector Quantization (LVQ) and features derived from patient specific 
data and population based data was developed to classify ECG events.  Hu 
hypothesized his classifier performance would result in lower misclassification 
rates when compared to a classifier developed based on a population of patients.  
In his analysis, he concluded population based classifiers suffer from database 
bias, poorly account for patient-to-patient morphology variation, and result in an 
overly complicated solution.  Hu’s solution to these shortcomings was to combine 
a “global” classifier or classifier trained on a multi-patient database and a second 
“local" classifier or classifier trained on a patient specific ECG file.   
Hu used patient ECG files from MIT-BIH arrhythmia database to perform 
his analysis and excluded patient files that contained paced events and those 
that did not contain PVCs.  The ECG was down sampled from 360 Hz to 180 Hz 
for the analysis.  From this downsampled ECG, 11 features were extracted: 9 
ECG amplitude based features, the heart rate, and QRS width.  The 9 ECG 
amplitude based features were extracted using PCA from 29 consecutive ECG 
data points or approximately 161 ms centered over the QRS peak. The 16 event 
types in the MIT-BIH database were divided into 4 separate classes per the 
AAMI recommendations (AAMI – EC57 1982): Normal, ventricular ectopic, fusion 
beats, and unclassified beats.  The global classifier was trained using 19 patient 
files (records 100 – 124) and the local classifier was trained from five minutes of 
20 patient records (records 200 – 234).  Five minutes was selected based on the 
AAMI standard. 
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The features identified by Hu have varying strengths and weaknesses.  
The 161 ms window selected is not large enough to account for all event types 
with wide complexes such as PVCs, ectopic ventricular beats, and BBB events 
(Heger, 1987).  In these instances, the onset of the QRS complex is missed.  A 
study conducted by Rojo-Alverez has highlighted the onset of a QRS complex for 
their usefulness in discriminating ventricular based arrhythmias from supra-
ventricular based arrhythmias (Rojo-Alverez, 2003).  
Hu distilled the 161 ms window to nine features using PCA that introduced 
patient bias.  PCA focuses on creating a subset of features based upon linear 
combinations of terms with the largest variance.  By excluding a normalization 
step, Hu’s PCA calculation was impacted by a combination of inter patient 
amplitude variations and between patient amplitude variations.  Therefore, the 
resulting 9 features most likely over represented ECG points with large variations 
like the R-wave peak which varies greatly both between patients and within a 
single patient.  
With his MOE algorithm and feature set, Hu correctly classified 94% of the 
ECG waveforms in his MIT-BIH database test set consisting of patients files 200 
through 234.  In support of Hu’s hypothesis, the local classifier outperformed the 
global classifier with a correct classification rate of 94% and 62.2% 
respectively.  This performance difference is due to the feature set weaknesses 
cited above and the SOM design.  For both the local and global classifier, the 
SOM was comprised of 150 or 15 x 10 units.  With this many units, the author 
most likely experienced poor generalization of the global classifier due to 
overtraining (Alpaydin, 2010).  Hu’s analysis highlights the classification 
performance expected when heart rate, QRS width, and ECG amplitudes or 
morphology features are used.  
5.2 Comparative study of morphological and time-frequency ECG 
Descriptors for heartbeat classification by Christov 
In a study performed by Christov, et. al., a set of k-NN classifiers were 
developed to compare the classification performance of wavelet based features 
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versus QRS base features.  In addition, Christov explored the impact of training 
set size on a classifiers classification performance but this was ignored in this 
review as it doesn’t support or disprove the hypothesis. His study trained k-NN 
classifiers with different trainings set to classify five event types, normal events, 
RBBB events, LBBB events, paced events, and PVCs.  The performance of each 
classifier was measured using sensitivity, specificity, positive predictive value, 
negative predictive value, and classification error.  Like Hu, Christov performed 
his analysis with the MIT-BIH arrhythmia database.  But in contrast, Christov did 
not remove any patient files. 
Christov used both wavelet and morphological features to train a K-NN 
clustering algorithm.  This feature set included 11 unique morphological features 
and 10 wavelet coefficients for both ECG channels of each patient file in the MIT-
BIH database.  The morphological features included QRS width, maximum 
positive peak, minimum negative peak, positive area, negative area, total area, 
QRS slopes before and after the QRS peak, time between the QRS onset and 
the most positive and negative peaks, and a novel VCG vector magnitude and 
angle calculations.  The wavelet-based features were derived using the matching 
pursuits algorithm.  The matching pursuits algorithm developed by Stephane 
Mallot in 1993 compresses a signal into a set of time-frequency 
coefficients.  Christov used a 700 ms window encompassing the P, QRS, and T 
waveforms as inputs to the matching pursuits algorithm.  Two separate k-NN 
classifiers were trained: one using the morphological features and the other using 
the wavelet-based features. 
The output of the k-NN clustering algorithm for both the morphological and 
wavelet based features were compared.  Overall, the morphological and wavelet 
based algorithms performed equally with exception to the positive predictive 
values. Despite this marginal improvement, Christov concluded neither set of 
features provided notable classification improvements over the other.  Instead, 
he hypothesized a combination of wavelet based and morphological features 
were the best approach to event classification.  Notably, both k-NN classifiers 
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performed poorest when classifying, a problem when considering ventricular 
ectopic beats occur at the start of and during ventricular arrhythmias.   
Although Christov’s results demonstrated both feature sets can classify 
cardiac events into five distinct classes with low misclassification error, his study 
contained a few notable biases.  These biases included feature set size and the 
selected ECG classes for evaluation.  For his analysis, the morphological 
classifier required 22 features (11 features X 2 channels) whereas the wavelet 
based features required a total of 110 features (11 wavelet features X 2 channels 
X 5 event classes).  Based only on the quantity of features, one may conclude 
the morphological feature set outperformed the wavelet based features when an 
equivalent number of features are used and therefore the morphological features 
must contain more information than the wavelet based features.  In addition, 
selecting Normal, LBBB, RBBB, paced events, and PVCs only covers 5 out of 
the 16 event types in the MIT-BIH.  All of these events have unique 
discriminators that make them easy to differentiate.  LBBB and RBBB events 
have elongated QRS widths and double or triple peaked QRS complexes (Dubin, 
2000).  Like the BBB events, paced events and PVC events have widened QRS 
complexes as the stimulation starts outside of the specialized conduction 
pathway.   
The trained k-NN classifiers resulted in > 99% sensitivity and specificity and 
highlights the value of the QRS based features used by Christov.  Additionally, 
his supporting papers provide a methodology for detecting the onset and offset of 
the QRS complex.  In this analysis, both QRS based features and the onset and 
offset detection algorithm were used with minor changes. 
5.3 Information Modeling and Analysis of Event Related Potentials 
by Williams J Williams, Howard Shervin, and Robert E Marshall 
In the paper Information Modeling and Analysis of Event Related Potentials 
by Williams et. al., Event-Related Potentials, or ERPs, were collected while 
subjects were exposed to 4 classes of words (unpleasant, pleasant, and two 
categories pertaining to a subjects phobias) and analyzed.  These ERPs were 
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then analyzed using Mutual Information.  The study hypothesized mutual 
information techniques could be used to determine whether or not knowledge of 
the ERPs could help classify the words shown to the subjects.   ERPs are not 
cardiac signals but are derived from an Electroencephalography or EEG which 
measure the electrical fields created by the brain.  32 words were selected, 8 
from each category, and shown to subjects for different durations between 1 ms 
and 30 ms.  Words were not shown more than 6 times due to time limitations and 
subject comfort, leading to a small set of data.  From this set of data, ERPs were 
subdivided into time bins prior to analysis. 
To create a set of statistically significant data, the authors bootstrapped the 
data estimating the probabilities and deriving a conditional transinformation 
profile of the ERPs collected within a specific category of words.  The 
transformations were not free from bias as the bootstrapping method assumes a 
distribution.  Additionally, the resulting method may incorrectly represent the 
patient-to-patient variance.  The conditional transinformation profiles of the ERPs 
were averaged in an attempt to identify time points within the ERPs that contain 
the most information concerning the word category.  
The transinformation profiles were normalized such that the sum of all 
information from all time bins equaled zero.   A close analysis of these profiles 
helped differentiate ERPs between categories.  Although the results were not 
cardiac based, the general principal may be extended to cardiac waveforms to 
help identify areas along the QRS complex, which contain information concerning 
the disease state.  It was not clear whether or not the normalization helped with 
classification of the events with respect to non-normalized transinformation 
profiles.  But, the process and resulting model was resistant to random noise and 
gaussian inputs.   
6 The Database 
The MIT-BIH arrhythmia database was used for this analysis and has been 
used by multiple authors throughout the years.  It was started in 1980 and 
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contains 18 different event types contained in 48 half hour dual channel 
recordings from 47 patients (record 201 and 202 come from the same patient) 
collected at the Beth Israel Hospital.  The database has been used thoroughly by 
researchers in the field of ECG event detection and event classification (Hu, 
1997; Christov, 2006; Lagerholm, 2000; Mark and Moody, 1984, 1990).  All of the 
records were collected using a holter monitor, digitized at a rate of 360 Hz, and 
stored at 11-bit data with a +/- 5 mV range.  To remove EMI (electromagnetic 
interference) and high frequency muscle noise, the holter signal was filtered 
using a 0.1 Hz to 100 Hz band pass during the digitalization process.  All records 
were analyzed by a group of cardiologists and were reviewed by an external 
council of cardiologists.  The external council both adjudicated labels where all 
reviewers agreed and resolved event labeling conflicts.  Each record includes 
two channels of ECG, and annotation notes (including both event labels and 
arrhythmia labels) (Mark and Moody, 2001).  To obtain and interpret these record 
files the open source WFDB (WaveForm DataBase) Matlab tool suite was 
leveraged (Silva, 2014, Goldberger, 2000).  These tools facilitate the extraction of 
the data from the MIT-BIH arrhythmia database including RR interval, ECG 
channel data, and annotations in a Matlab readable format (Goldberg, 2000).   
The MIT-BIH database contains ECG data from the Modified Lead II, V1, V2, 
V4, and V5 lead data.  The Right shoulder (negative polarity) and the Left 
abdomen (positive polarity) electrodes form the Modified Lead II or MLII vector 
(Mark and Moody, 2001).  In the MLII vector, the P, QRS, and T waves are 
typically positive as the wave of depolarization moves toward the left leg 
electrode.  The V1, V2, V4, and V5 electrodes (positive polarities) and a 
grounded electrode (negative polarity) form the V1, V2, V4, and V5 leads.  The 
V1 and V2 vectors, also known as the “right” chest leads exhibit a typically 
negative QRS wave because the electrical conduction moves away from the 
positive electrodes.  The V4 vector is unique as it falls directly over the 
ventricular septum leading to a QRS complex comprised of both positive and 
negative deflections with roughly equal amplitudes.  Finally, the V5 lead also 
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known as the “left” chest lead, captures mainly a positive QRS wave deflection 
(Dubin, 2000).   
6.1 Notable Characteristics of MIT-BIH 
Due to its wide use, the MIT-BIH arrhythmia database characteristics are 
well documented.  These include inconsistent location of the event label, process 
induced channel delays, additive noise, and storage inconsistencies.  Initially, the 
placement of the markers with respect to the ECG signal varied between records 
and beats leading to inconsistent heart rate measurements.  In the last 20 years, 
these markers were updated to better align with the local maximum peak (or 
minimum peak where pertinent) allowing for more reliable heart rate 
measurements.   
Translating the MIT-BIH arrhythmia database from analog to digital 
introduced noise and delays.  The digitalization process added non-physiological 
noise to each record.  Noise associated to this process falls under 1 Hz with 
sources ranging from the analog recording drive train and tape real movement 
(Mark and Moody, 2001).  Additionally, during the digitalization process, 60 Hz 
power line noise (AC frequency of the USA transmission lines) and its harmonics 
were introduced into the recordings.    For some of the recordings that were 
digitized at 2x real time, the 60 Hz noise appears as 30 Hz noise.  These noise 
artifacts fall within the ECG signal frequency range and must be 
addressed.  Additionally, the digitalization process added delays between the two 
channels for a given patient recording.  This delay may be as high as 40 ms and 
varies per patient.  This introduces difficulties in identifying cross channel timing 
features to be used for event differentiation.   
The ECG vector stored for each patient varied between records.  The 
majority of the files contain both a Modified Lead II (MLII) that constitutes an 
electrode on the right arm to left leg and a V1 chest vector.  Other contained 
either a V5, V4, or V2 option in combination with the MLII and two V2 and V5 
combinations.    Features extracted from differing leads will introduce 
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inconsistencies into the feature distributions created from the training set (Moody 
and Mark, 2001).  
7 Methods 
The following section detailed the analysis steps to compare the features 
identified using MI versus PCA.  To compare WMI against PCA, two k-NN were 
developed based on the features identified by WMI and PCA and the 
misclassification rates were compared.  This analysis was performed twice using 
two separate feature types: a QRS feature set and ECG morphology set.  The 
analysis may be decomposed to the following:  
1) Pre-processing 
2) Feature Extraction 
3) Feature Processing (Ranking) 
4) Training 
5) Test 
The following sub-sections expand on each step. 
7.1 Pre-Processing 
In the pre-processing phase, the MIT-BIH database patient files were 
filtered, each ECG event was sorted into classes, and data points not pertinent to 
the study were removed.  From this filtered and sorted set, a training and test set 
was created.    
7.1.1 Signal Filtration 
To reduce the impact of non-physiological signal noise, a filtering method 
was developed for this analysis.  The resulting filtering method aligns with 
American College of Cardiology (ACC) recommendations of a 0.67 Hz high pass 
and 150 Hz low pass filter (Kligfield, 2007).  For this analysis, a subtractive 
median filter replaced the 0.67 Hz high pass filter and a 60 Hz and 120 Hz notch 
filter was added (Figure 1).  The filter poles were identified using synthesized 
waveforms that resembled the MIT-BIH QRS waveforms (Figure 2).   
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Figure 1: Filter stages for pre-processing MIT-BIH ECG 
 
Figure 2: Feature Extraction and Filter Development Synthesized Waveforms 
These waveforms were created to mimic some of the waveforms and frequencies 
encountered in the training set.  The following FFT of 40 MIT-BIH training 
waveforms and the six simulated waveforms are displayed in Figure 3. 
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Figure 3: FFT of Synthesized Waveforms versus FFT of Cardiac Waveforms 
 
A subtractive 500 ms median filter was used to remove low frequency 
content associated to motion artifact and database digitalization.  The original 
signal was first put through the median filter and the resulting output was 
subtracted from the original signal.  The medfilt1 Matlab function was leveraged.  
This function calculates the median of a 500 ms moving window by zero padding 
the beginning and end of the waveform (bode plot captured in Figure 4).  This 
was preferred over the ACC suggested 0.67 Hz high pass pole to reduce the 
resulting signal distortion.  A butterworth 0.67 Hz high pass filter distorted the 
falling edge of a 40 ms sine squared waveform and it was therefore believed to 
negatively distorted QRS complexes.  This distortion is shown Figure 5. 
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Figure 4: Median Filter bode plot 
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Figure 5: 0.67 Hz Butterworth HPF impact on 40 ms Sine Squared Pulse  
A notch filter was developed using simulated waveforms that contained 
various levels of 60 Hz noise expected in the MIT-BIH database files and the 
designfilt Matlab function.  This resulted in a subtractive 4th order 60 Hz filter with 
a 59 Hz and 61 Hz as the half power frequencies and a subtractive 2nd order 120 
Hz notch filter to reduce the 60 Hz first harmonic.  High order (high Q) notch 
filters distort frequencies near the notch.  This distortion presents as a low 
frequency ringing or overshoot.  This behavior can be minimized by selecting a 
lower order notch filter and by implementing the notch filter as a subtractive 
bandpass filter.  No filtration was implemented to eliminate the 30 Hz noise 
introduced during the digitalization process.  This frequency unfortunately falls 
within the cardiac frequency range and filtration at 30 Hz would have negatively 
impacted the cardiac signal.  A 30 Hz notch filter was experimented with but not 
pursued due to the QRS distortion. 
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7.1.2 Identifying Training Set 
38 out of the 48 MIT-BIH records were used in this analysis.  As stated 
before, the database contains a mixture of ECG vectors.  The V1 and V2 vectors 
(right sided vectors) capture the QRS depolarization as a negative deflection 
whereas the V4 and V5 capture the QRS complex as a biphasic and positive 
deflection.  Due to the anticipated vector differences, only patient files containing 
MLII and V1 vector combination were analyzed.  Lastly, MIT-BIH records 
containing paced and fusion-paced events were removed leaving a total of 38 
records for this analysis.   
The 38 MIT-BIH records were divided into a training and test 
set.  Approximately 1/3rd of the patient files were sorted into the Training Set and 
the remainder was sorted to the Test set.  Initially, an attempt was made to sort 
the data based upon gender, arrhythmia types, and noisy records.  Splitting the 
data in this manner led to un-even event distribution.  Instead, all of the events 
were combined in a general pool, randomized, and divided with one-third of the 
events being allocated to the training set and two-thirds of the events being 
allocated to the test set.  For the 38 patient records analyzed, there were 90481 
identified cardiac events.   Non-conducted P-waves (193 events) and 
unclassified events (15 events) were removed because the events were not 
associated to a ventricular depolarization.  The resulting 90352 events were 
randomly separated into 30118 events in the training set and 60234 events in the 
test set with equal representation of each event type in both groups.  The training 
and test set contained an identical distribution of event types as recommended 
by Cherkassky and Alpaydin as shown in Figure 6. 
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Figure 6: MIT-BIH Event Breakdown: Training vs Test Set 
 
Figure 7: MIT-BIH Event Breakdown: Training vs Test Set (Zoomed In) 
0
5000
10000
15000
20000
25000
30000
35000
40000
45000
50000
Training	Data
Test	Data
0
200
400
600
800
1000
1200
1400
1600
1800
2000
Training	Data
Test	Data
25 
 
Both approaches to dividing the data into training and test sets have their 
positives and negatives.  The first approach reduced the bias that gender, 
pharmacological differences, and arrhythmia distributions may have on the event 
classification.  This may be desired if such biases are expected to impact the 
results. For example, studies have identified gender variations in resting heart 
rate, QT interval, repolarization, and QRS width and amplitude (Larsen, 1998; 
Cha, 2014).  But, this analysis assumed that these differences will not impact the 
classifier performance.  Additionally, this assumption was made by prior authors: 
Hu, Lagerholm, Christov, Mark and Moody.  The second approach reduces the 
patient specific bias in the training and test set.   
7.1.2.1 Classes 
All of the events were divided into five classes defined by the AAMI 
Standard (AAMI, 1998): Normal (N), Supraventricular ectopic beat (S), 
Ventricular ectopic beat (V), Fusion (F), and Unknown or Paced (Q).  The 18 
MIT-BIH events were binned into the five AAMI categories as shown below: 
Table 2: AAMI to MIT-BIH Translation 
AAMI Label MIT-BIH Database Label 
Normal (N) Normal Beat (. or N) 
 Left Bundle Branch Block (L) 
 Right Bundle Branch Block (R) 
Supraventricular ectopic beat (S) Atrial Premature Beat (A) 
 Atrial Escape Beat (e) 
 Aberrated Atrial Premature Beat (a) 
 Supraventricular Premature Beat (S) 
 Nodal (Junctional) Premature Beat (J) 
 Nodal (Junctional) Escape Beat (j) 
Ventricular ectopic beat (V) Premature Ventricular Contraction (V) 
 Ventricular Escape Beat (E) 
 Ventricular Flutter Waveform (!) 
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Fusion (F) Fusion of Ventricular and Normal Beat 
(F) 
Unknown or Paced (Q) Paced Beat (/) 
 Fusion of Paced and Normal Beat (f) 
 Non-conducted P-wave or Blocked 
APB (x) 
 Isolated QRS-like Artifact (|) 
 Unclassified Beat (Q) 
 
Unknown or Paced (Q) events were ignored as they do not provide support to the 
hypothesis or analysis.  This reduces the classification problem to four classes 
and a maximum mutual information of 2 bits (Shannon, 1948).  But the MIT-BIH 
arrhythmia database that has a non-uniform event distribution (Figure 8), the 
maximum mutual information was 0.654 bits. 
 
Figure 8: Event Class Probability Distribution 
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7.1.3 Training and test data description 
The pre-processing phase resulted in two file sets: a training ECG snippet file 
and associated feature file and a test ECG snippet file and associated feature 
file.  The ECG snippet files contained 30,118 (training) and 60,234 (test) 400 ms 
wide ECG snippets centered on the QRS peak.  A 400 ms window was selected 
because it was wide enough to capture the largest anticipated QRS complex 
(200 ms) and P-wave and T-wave complexes.  Using the P-wave complex 
helped in differentiating atrial ectopic and ventricular ectopic events where P-
wave association is atypical.  The T-wave complex was desired to help 
differentiate between fusion and normal events.  The associated feature file was 
created during the Feature Extraction phase of the program.  Two separate 
feature files were created for the training and test data sets representing QRS 
based features (section 7.2.1) and morphology based features (section 7.2.2). 
7.2 Feature Extraction 
The following section describes the process and rationale for selecting the QRS 
based features and the morphology based features.   
7.2.1 QRS based features 
The QRS based features consisted of 28 measured values extracted from the 
QRS complex from each 400 ms ECG snippet for both the MLII and V1 vectors.  
The 28 features were selected based upon the literature review and roughly 
equal the features selected by Christov in his comparative analysis.  The 
extracted features are listed below and their clinical significance and the 
measurement approach is discussed in section 7.2.1.2 Feature clinical 
relevance.  All 28 features were extracted from the ECG snippets described 
above without additional filtering. 
1) ECG width (MLII and V1) 
2) Maximum peak amplitude (MLII and V1) 
3) Minimum peak amplitude (MLII and V1) 
4) Positive QRS Area between the onset and offset (MLII and V1) 
5) Negative QRS Area between the onset and offset (MLII and V1) 
6) Total QRS Area between the onset and offset (MLII and V1) 
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7) Sum of the absolute values of the 1st derivatives between onset and offset 
(MLII and V1) 
8) Time between the Onset to the Largest peak (MLII and V1) 
9) Time between the Largest Peak and the Offset (MLII and V1) 
10) Maximum Slope between the Onset and the Largest Peak (MLII and V1) 
11) Average Slope between the Onset and the Largest Peak (MLII and V1) 
12) VCG Maximum Peak  
13) Sine of the VCG Maximum Peak angle 
14) Cosine of the VCG Maximum Peak angle 
15) Heart Rate Interval 
16) Median of the last 12 Heart Rate Intervals 
17) Heart Rate Difference 
 
7.2.1.1 Onset and Offset Detection 
After filtering as described above, the 28 QRS based features were 
extracted from the QRS that was identified using an algorithm based on 
Christov’s onset and offset detection algorithm. Christov et. al. accurately 
extracted the onset and offset points in a 240 ms window centered on the 
Maximum QRS slope.  The onset point was identified by searching from the 
center of the window to where the ECG fell below 1% of the QRS peak, a value 
known as the CRIT.  This point is known as the isoelectric line and delineates the 
leftmost point for the onset search window.  The rightmost point was identified as 
the first slope or peak identified to the right of the isoelectric line.  Within this 
window, Christov identified the QRS onset by identifying a set of continuous 
points between the isoelectric line and QRS peak that contain the smallest angle.  
The offset point was identified using the same process but with a 50% increase 
in CRIT (Daskalov, 1999; Christov, 2004).   See Appendix A for a full disclosure 
of the Algorithm. 
Additional filtering was required to reduce onset and offset detection error 
and the parameters discussed in Appendix A were retrained.  To train the filter 
set and the onset and offset detection parameters, the simulated waveforms 
defined in section 7.1.1.  The onset and offset points were manually identified 
and are indicated in Figure 9.   
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Figure 9: Synthesized waveforms 
The onset and offset algorithm filter was trained using the simulated 
signals in Figure 9 without additive noise and with additive noise.  Noise was 
simulated using zero mean guassian white noise N(0 mV ,0.25 mV) and an 
additional 100 random continuous frequencies ranging between 25 Hz and 120 
Hz with an amplitude ranging between 0.01 mV and 0.1 mV.  This frequency 
range attempted to simulate the 30 Hz (down-sampled 60 Hz noise), 60 Hz, and 
120 Hz power line noise expected in the data.  Training without additive noise 
provides a measure of signal distortion.  Figure 11 shows an example of the 
training signals with additive noise. 
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Figure 10: Synthesized waveforms with additive noise 
To reduce the misclassification of noise as the onset and offset of the 
QRS complex, a Butterworth filter was trained.  The number of poles and -3 dB 
were selected based upon the sum of squared error between the original 
waveform and the resulting filter waveform.  The pole count was trained over a 
range of 1 to 6 and the -3 dB point was trained over a range of 30 Hz to 40 Hz in 
1 Hz steps.  To calculate the error, the original waveform and the filter waveform 
were aligned using the cross correlation xcorr Matlab function and a sum of 
squared error was calculated.  The filter with the lowest error was a 2-pole 
Butterworth filter with a -3 dB pole of 30 Hz.  As a note, this filter was only used 
to identify the QRS onset and offset points. 
Christov’s onset and offset algorithm parameters listed below and defined in 
Appendix A were trained using the new 2 pole, 30 Hz Butterworth filter and the 
synthesized waveforms with additive noise.   
1) CRIT value,  
2) Isoelectric Search Window,  
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3) Peak Search Window,  
4) Slope Search Window,  
5) Onset / Offset Search Window, AND 
6) Smoothing Window (the Moving Average Window size).   
 
Christov’s algorithm was started upon the maximum slope of the QRS complex.  
To identify the maximum slope an Annotation Search Window was defined.  To 
further reduce the false detection of the onset and offset points, Christov utilized 
a Savitzky-Golay smoothing filter.  For this implementation, a moving average 
filter was preferred over Christov’s Savitzky-Golay smoothing filtered because it 
better removed filtering artifacts introduced by the notch filter and the 30 Hz low 
pass filter.  Unfortunately, the moving average filter increased the QRS width by 
less than 10 ms.  
The parameters were trained together using a set of nested for loops for each 
combination of parameters.  The resulting set of parameters with the smallest 
onset/offset prediction error (calculated as actual onset/offset minus the 
predicted onset/offset prediction error) was selected.  A skewed error calculation 
was used to penalize predictions furthest away from the actual onset and offset 
points and predictions too close to the R-wave peak.  Predicted onset and offset 
points that fell closer to the QRS peak were penalized by a factor of 6, and errors 
larger than ~25 ms and ~50 ms were penalized by an additional factor of 2 and 4 
respectively.  Therefore, an onset prediction of -50 ms was penalized by a factor 
of 6*2*4=48.  This approach was preferred over linear error or sum of squared 
error because it penalized parameter sets that incorrectly detected the QRS peak 
or maximum slope or incorrectly detected of P-waves and T-waves.  The 
parameter set which produced the smallest error was selected and is captured in 
Table 3. 
Table 3: Onset/Offset Detection Parameters 
Parameter Name Result 
CRIT Value 
- Onset 
- Offset 
 
20% 
10% 
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Isoelectric Search Window ~22 ms (8 points) 
Peak Search Window ~14 ms (5 points) 
Slope Search Window ~17 ms (6 points) 
Onset \ Offset Search Window ~19 ms (7 points) 
Moving Average Window Size ~17 ms (6 points)  
Annotation Search Window ~22 ms (8 points) 
 
6000 simulated waveforms with additive noise were used to estimate the 
onset and offset error.  The resulting simulated waveforms had an average SNR 
of 3.03 (max: 6.59 and min: 0.51).  The mean onset and offset error was of 80 
ms and -80 ms with the distributions in Figure 11.  Therefore, the QRS width will 
be over estimated on average. 
 
Figure 11:  Onset/Offset Detection Error 
7.2.1.2 Feature clinical relevance  
The 28 features selected all have clinical significance.  This section 
touches on this clinical connection and describes the calculation method for each 
feature.  
7.2.1.2.1 EGM Width 
EGM or ECG QRS width is a leading discriminator between SVT 
arrhythmia and VT arrhythmia.  During ventricular arrhythmias, ectopic foci within 
the ventricles or the His-Purkinje fibers overdrive typical sinus conduction.  If the 
ectopic focus resides away from the Purkinje fibers, the depolarization wave 
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propagates slowly through the ventricular muscle mass leading to an elongated 
QRS complex.  Other cardiac events like PVCs or Ventricular Escapes share 
these characteristics.  But, ectopic foci located along this conduction path 
present issues for ECG discrimination.  These reentrant arrhythmias utilize the 
main conduction pathway and may more closely reflect the typical QRS width.  
Lastly, the QRS width value is dependent on patient posture, pharmacological 
regimen, and lead maturation.  These provide confounding factors leading to 
poor discrimination performance for some patients (Aloit, 2004) (Unterberg, 
2000) (Swerdlow, 2001). 
In the set of 28 features, six features provide different points of view around 
QRS width.  These six features were collected from the 2 pole 30 Hz butterworth 
filtered ECG snippet.  They are as follows: 
1) ECG width 
2) Positive QRS Area between the onset and offset 
3) Negative QRS Area between the onset and offset 
4) Total QRS Area between the onset and offset 
5) Time between the Onset to the Largest peak 
6) Time between the Largest Peak and the Offset 
 
The following features are calculated based upon the onset and offset points 
using the following equations: 
ܧܥܩ	ܹ݅݀ݐ݄ ൌ ݐ௢௙௙௦௘௧ െ ݐ௢௡௦௘௧      [EQ 11] 
ܣݎ݁ܽ௣௢௦௜௧௜௩௘ ൌ ∑ ா஼ீሺ௧೔ሻவ଴	௠௏೟సబ ௙ೞ   where ௦݂ ൌ 360	ܪݖ  [EQ 12] 
ܣݎ݁ܽ௡௘௚௔௧௜௩௘ ൌ ∑ ா஼ீሺ௧೔ሻழ଴	௏೟సబ ௙ೞ   where ௦݂ ൌ 360	ܪݖ   [EQ 13]	
ܣݎ݁ܽ௧௢௧௔௟ ൌ ܣݎ݁ܽ௣௢௦௜௧௜௩௘ ൅ ܣݎ݁ܽ௡௘௚௔௧௜௩௘    [EQ 14]		
ݐ௢௡ଶ௠௔௫௉௞ ൌ ݐ௠௔௫௉௞ െ ݐ௢௡௦௘௧      [EQ 15]	
ݐ௠௔௫௉௞ଶ௢௙௙ ൌ ݐ௢௙௙௦௘௧ െ ݐ௠௔௫௞     [EQ 16] 
7.2.1.3 Peak QRS Amplitude 
Different arrhythmias and heart tissue irregularities stemming from tissue 
death (infarct) or congenital heart problems are characterized by shifts in peak 
amplitude.  For example, in polymorphic VT or VF, the peak EGM amplitude may 
decrease anywhere from 5% to > 25% with respect to NSR (Ellenbogen, 2007).  
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But, due to the highly variable nature of cardiac amplitudes within a single patient 
and between patients, other feature characteristics are preferred for 
discrimination. 
To determine the R-wave peak and location, a peak search function 
identified the global maximum between the QRS onset and offset points.  First, 
all peaks between the QRS onset and offset were identified.  A peak was defined 
as the point where the slope prior and the slope after had different signs and are 
not equal to zero.  This definition reduced false peak detection caused by noise 
or clipped signals.  From this set of peaks, the minimum and maximum peak was 
identified.  The peak with the largest rectified amplitude was identified as the R-
wave.  
7.2.1.4 Frequency/Slope Changes 
Extensive characterization has been undertaken in an attempt to 
understand the frequency content of arrhythmias and events associated with 
arrhythmias.  For VF, Herbschleb et. al. discovered VF contains a significant 
frequency content at 12 Hz in animals and 6 Hz in humans (Herbschleb, 1979).  
Frequency content is also used to distinguish between the cardiac phases such 
as differentiating QRS complexes from T-waves and used to distinguish cardiac 
events from external interferers like Electromagnetic Interference (EMI).  
Methods like FFT are viable techniques to help discriminate between VF and 
normal sinus rhythm.  But, performing an FFT is seldom used in implantable 
devices because it is computationally intensive. 
For this analysis, three features were selected to represent slope and 
frequency content.  They are listed below:  
1) Sum of the absolute values of the 1st derivatives between onset and offset 
2) Maximum Slope between the Onset and the Largest Peak 
3) Average Slope between the Onset and the Largest Peak 
 
QRS complexes comprised of higher frequency content will have a larger 
absolute value 1st derivative sum.  This statistic should be larger in events that 
leveraged the specialized conduction network like atrial ectopic and normal 
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events.  These event types are also expected to have higher maximum and 
average slopes and R-wave peak amplitudes.  Ventricular ectopic events like 
PVCs that originate off of the specialized conduction pathway will have smaller 
slopes between the QRS onset and the largest peak.   
7.2.1.5 Vectorcardiogram 
Vectorcardiogram or VCG features have been used to identify heart 
structural issues like hypertrophic cardiomyopathy and to locate infarcts.  The 
use of VCG to discriminate or classify event types has not been widely adopted.  
Milpied, et. al. derived a signal similar to VCG to produce an SVT discriminator 
with a sensitivity and specificity of 98.8% and 91.3%, respectively (Milpied, 
2011). 
The VCG of a 12-lead ECG permit both a temporal and spatial analysis of 
a cardiac event.  In contrast to the standard 12 lead VCG, this algorithm was 
created with only the ML-II and V1 vectors.  The VCG was represented by a 
single maximum vector and an angle measure.  The vector was determined by 
adding the MLII and V1 leads together and searching for the absolute maximum. 
An angle of the vector was calculated referenced to the positive X axis with Y 
equal to zero.  The vector magnitude, cosine and sine of the angle were stored 
and used as VCG features. 
7.2.1.6 Heart Rate Calculation 
Heart rate is the most basic discriminator for differentiating arrhythmias 
from normal sinus rate.  Arrhythmias like atrial fibrillation, ventricular tachycardia, 
and ventricular fibrillation have heart rates > 100 bpm.  More advanced heart rate 
algorithms like Medtronic’s PR Logic and Stability leverage heart rate variability 
and patterns to discriminate between Supraventricular Tachycardias and normal 
sinus rhythm.   
The three heart rate parameters: heart rate interval, 12 beat heart rate 
median, and heart rate difference, were derived based upon the annotation 
points in the MIT-BIH database files.  The heart rate interval was calculated as 
the time difference between the prior event and the current event.  The heart rate 
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median was calculated using the last 12 consecutive heart rate intervals.  The 
standard Matlab median() function was used to make the calculation.  Finally, the 
heart rate difference was calculated as the difference between the heart rate 
median and heart rate interval measures.  This measurement was believed to be 
a rudimentary heart rate stability calculation to help identify atrial arrhythmia from 
ventricular arrhythmias. 
7.2.2 Morphology based features 
Morphology based features were extracted from each 400 ms ECG 
snippet in the ECG snippet file. This feature set was based on the literature 
review, which demonstrated morphology based features proved useful for 
classification (Hu, 1997).  The ECG amplitude feature set was created from the 
whole 400 ms snippet window.  These windows were aligned then rectified and 
normalized to a 0 and 1 range.  Normalization was used to reduce the impact of 
patient-to-patient amplitude variation.  It was achieved using the following 
equation:  
݊݋ݎ݈݉ܽ݅ݖ݁݀	ܧܥܩ ൌ ா஼ீሺ௜ሻି୫୧୬ሺா஼ீሻ୫ୟ୶ሺா஼ீሻି୫୧୬ሺா஼ீሻ     [EQ 17] 
All of the waveforms were aligned by calculating the cross correlation between a 
set of synthesized waveforms show in Figure 12 (boxed in red) and the 400 ms 
ECG snippet.  The cross correlation was calculated with the xcorr matlab function 
with lags set to 10 data points for the rectified and normalized synthesized 
waveform and 400 ms ECG snippet. 
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Figure 12: Synthesized waveforms used in alignment 
The synthesized waveforms were rectified and scaled prior to cross correlation 
analysis.  The ECG snippets were aligned with each of the three synthesized 
waveforms and the root mean squared error was calculated (EQ 18).  The 
alignment with the lowest root mean squared error was selected.  The snippet 
length was maintained by zero padding the left or right of the window (depending 
on the alignment). 
 ݁ݎݎ݋ݎ ൌ ට∑൫ܱܴܰܯሺܧܥܩሻ െ ܱܴܰܯሺܶܧܯܲܮܣܶܧሻ൯ଶ   [EQ 18] 
To reduce the impact of signal noise on the ECG amplitude feature 
distributions, the aligned, rectified, and normalized ECGs were divided into 
roughly 10 ms or 4-sample non-overlapping segments and averaged. Therefore 
the 400 ms window sampled at 360 Hz is compressed to 36 data points.  A 4-
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point window was preferred as it accommodated peak alignment errors of +/- 2 
samples.  
7.3 Dimension Reduction 
The sections below describe the PCA and MI process followed to reduce 
the dimensions to 15 or fewer features. 
7.3.1 Principal Component Analysis 
PCA was performed using the Matlab pca() function.  Prior to PCA 
processing all of the feature data was normalized to reduce the impact of outliers 
and feature variance.  The pca() function was set to use singular value 
decomposition (SVD) algorithm to determine the principal components.  
According to the Matlab documentation, SVD is slower but more stable and 
accurate than Eigenvalue decomposition (EVD).   Additionally, SVD does not 
require square matrices making it more stable when compared to EVD.  All 
feature data was normalized to 0 mean and unit variance using the pca() 
function.  This normalization technique uses the correlation matrix instead of the 
covariance to reduce the impact of outliers. 
The pca() function outputs the principal component coefficients, the score, 
principal component variances, a T-Squared statistic, and a percentage value 
which quantifies how much the variation is explained by each principal 
component.  For this analysis, only the score output was used.  The score value 
is the projection of the variables onto the principal component dimension.  The 
number of principal components was determined during the training phase.  A 
single warning was encountered while running the PCA analysis that related to 
the T-Squared statistic and was ignored, as it didn’t impact the outputs being 
monitored. 
7.3.2 Mutual Information Analysis 
The mutual information analysis followed two steps, estimating PDF and 
estimating MI.   For the QRS based features and the morphology based features, 
no normalization was performed prior to estimating Mutual Information. This is 
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valid because mutual information is not impacted by the variable values 
(Shannon, 1948; Li, 1990). 
 
7.3.2.1 Estimating Probability Density Functions (PDFs) 
To calculate the mutual information, the prior probabilities need to be 
known or estimated.  For this study the prior probability PDFs were estimated 
using histograms created from the training set.  Using the training data to 
estimate the prior probabilities feature PDFs may introduce bias, as the PDFs 
may not accurately represent the underlying feature distributions.  Because this 
analysis focused on comparing MI feature selection versus PCA, this bias was 
ignored.  
The Matlab histogram() function was leveraged to create the PDFs.  The 
number of histogram bins was limited to 15 as it simplified computational 
processing and it provided enough resolution to identify the distribution. The 
histogram of each of the 28 QRS based features is documented in Appendix B.  
The class PDF was estimated in a similar fashion.  The joint PDFs matrices were 
calculated based upon the feature and class PDFs (Figure 8).   
7.3.2.2 Estimating Mutual Information (MI) 
The resulting prior probabilities and Joint PDFs were used to estimate the 
MI for each feature relative to the 4 classes.  The MI was calculated using 
equations from section 4.1 Mutual Information.  The calculated maximum MI was 
calculated to be 0.654 bits.  
A Mutual Information function was created for this analysis and tested 
using fabricated waveforms.  Two random variables were synthesized using 
gaussian distributions.  The first random variable was centered on 1 with a 
standard deviation of 0.025 while the second random variable was centered on 
0.5 with a standard deviation of 0.025.  The second random variable was shifted 
to the right in 0.025 steps.  The graph in Figure 14 shows the mutual information 
calculated as the second distribution was shifted from 0.5 to 1.5.  When the two 
distributions overlap, the mutual information decreases as expected. 
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Figure 13: Mutual Information function verification 
7.3.3 Weighted Mutual Information Analysis 
The Weighted Mutual Information (WMI) feature ranking method was 
created to rank features based on the between feature entropy and feature to 
class mutual information.  This algorithm leverages the between feature 
conditional entropy to estimate the relationship between features.   This 
quantitative relationship is used to adjust the feature to class mutual information.  
This approach is very similar to greedy feature selection techniques that attempt 
to reduce the number of correlated features. 
The algorithm (1) ranks the mutual information statistics between features 
and classes, (2) selects the feature ( ଵܺ) with the most mutual information, (3) 
penalizes the remaining features relative to the between feature conditional 
entropy (ܹܯܫሺܺଶ| ଵܺሻ), and (4) then repeats.  The WMI value is calculated as 
follows: 
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ܹܯܫሺܺଶ| ଵܺሻ ൌ ு೉మ೉భு೉మ         [EQ 19]	ݓ݄݁ݎ݁:	
ܪ௑మ|௑భ ൌ ݐ݄݁	ܿ݋݊݀݅ݐ݅݋݈݊ܽ	݁݊ݐݎ݋݌ݕ	݋݂	ܺଶ݃݅ݒ݁݊	 ଵܺ	ܪ௑మ ൌ ݐ݄݁	݁݊ݐݎ݋݌ݕ	݋݂ܺଶ 
As defined earlier, ܪ௑మ|௑భ is at its maximum if ܪ௑మ|௑భ ൌ ܪ௑మ.  The resulting 
ܹܯܫሺܺଶ| ଵܺሻ  … ܹܯܫሺܺ௡| ଵܺሻ  is multiplied by the ܯܫሺܺ; ܥሻ .  Therefore, if 
ܹܯܫሺܺଶ|	 ଵܺሻ ൌ 23% then the value of ܫሺܺଶ; ܥሻ is reduced by 77%.  This makes it 
less likely to be subsequently selected.  
Consider the following example binary classification problem with two 
classes: ଵܻ~ܰሺ10, 1ሻ and ଶܻ~ܰሺ12, 1ሻ.   Represented graphically below:  
 
Figure 14: WMI Example: Y1 and Y2 PDF 
Next, the input variables ଵܺ …଻ are calculated as the following:  
(1) ଵܺ ൌ ܻ ൅ 5 
(2) ܺଶ~ܰሺ0, 1ሻ 
(3) ܺଷ ൌ √ܻ 
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(4) ܺସ~ܷሺെ1, 1ሻ 
(5) ܺହ ൌ ܻ െ ܰሺ0, 1ሻ 
(6) ܺ଺~ܰሺ2, 1ሻ 
(7) ܺ଻ ൌ ܻ െ 10 
Given the input variables ܺ and the output variables ܻ.  The process to rank the 
features is shown below: 
(1) Calculate ࡵሺࢄ; ࢅሻ array: 
ࡵሺࢄ; ࢅሻ ൌ ሾܫሺ ଵܺ; 	ܻሻ, ܫሺܺଶ; 	ܻሻ, … , ܫሺܺ଻; ܻሻሿ 
 
 
(2) Calculate ࡴࢄ࢏ array: 
ࡴࢄ࢏ ൌ ሾܪሺ ଵܺሻ, ܪሺܺଶሻ, … , ܪሺܺ଻ሻሿ 
(3) Calculate ࡴࢄ࢏|ࢄ࢐ matrix using EQ 5 
ࡴࢄ࢏|ࢄ࢐ ൌ ൥
ܪሺ ଵܺ| ଵܺሻ ⋯ ܪሺܺ଻| ଵܺሻ⋮ ⋱ ⋮
ܪሺ ଵܺ|ܺ଻ሻ ⋯ ܪሺܺ଻|ܺ଻ሻ
൩ 
(4) Select max(ࡵሺࢄ; ࢅሻ) 
ܫெ஺௑ ൌ max൫ࡵሺࢄ; ࢅሻ൯ ൌ ܫሺ ଵܺ; ܻሻ 
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(5) Calculate ࢃࡹࡵሺࢄ	|	ࢄ૚ሻ array 
ࢃࡹࡵሺࢄ	|ࢄ૚ሻ ൌ ࡴࢄ|ࢄ૚ࡴ  
(6) Multiply ࡵሺࢄ; ࢅሻ by ࢃࡹࡵሺࢄ|ࢄ૚ሻ	 
 
 
(7) Repeat step 4 through 6 until all features are ranked.  
7.3.4 k-NN Classifier 
A K-Nearest Neighbor model was created using the Matlab fitcknn() 
function within the Matlab Statistics and Machine Learning Package.  The k-NN 
algorithm was selected for its simplicity and its ability to accommodate non-linear 
class boundaries.  The k-NN algorithm measures an observation’s distance 
between it and ‘k’ adjacent points.  The point is then classified based on the 
highest likelihood or probability.  Self Organizing Maps (SOM) and Support 
Vector Machines (SVM) classifiers were considered but were not selected due to 
their computation complexity.  For this analysis, the k-NN classifier was sufficient 
to compare PCA versus WMI. 
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The Matlab fitcknn() function was used to develop the k-NN classifier 
because it provided sufficient performance and flexibility.  The distance measure, 
tiebreaking function, number of neighbors (‘k’ value), and the cost matrix were 
specified (defined in Table 4).  The distance between new observations and 
adjacent data points was represented as Euclidean distance.  Euclidean distance 
is measure between the unclassified point and other points and contrasts 
Mahalanobis distance, which measure the distance to the nearest cluster center.  
If ties existed, which should be impossible given that the k-value was trained only 
on odd values, they’re were resolved by randomly assigning the point to one of 
the four clusters with the lowest cost.   
Prior to training a k-NN model, all of the features were normalized to zero 
mean and unit variance.  This process is important as the k-NN selects clusters 
based upon distance and features with larger amplitudes and wider distributions 
will bias the k-NN classifier without this step (Cherkassky, 2013).  The number of 
neighbors or ‘K’ and the number of features were trained during the training 
phase using 10-fold cross validation. 10-fold cross validation was leveraged 
based on the recommendations in Alpaydin text and was executed using the 
crossval() Matlab function.  The training ranges for the number of neighbors was 
3 to 15 in steps of 2.  The training range for the number of features was 3 to 15.  
The upper limit of 15 was deemed as a reasonable maximum feature count 
based on prior experience.  The k-NN classifier with the lowest cross validation 
error was selected.  Other methods like ANOVA or using prior studies to select a 
number of neighbors were explored but ultimately not pursued.   
The predict() Matlab function was used to classify events once the k-NN 
classifier was trained. The function accepted the k-NN model object in addition to 
the input feature set.  The output comprised of the class label associated with 
each input vector.  This output was used to measure the performance for both 
the training and test set. 
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7.3.4.1 Classification cost 
The k-NN training function, fitcknn(), accepts a classification cost matrix 
for user defined misclassification cost.  The default classification error is 1, 
meaning each misclassification is penalized equally.  A custom cost matrix was 
defined to reduce the false negative and false positive occurrence rate for 
misclassifying ventricular ectopic events.  The cost matrix is defined in Table 4. 
Table 4: Misclassification Cost 
 Atrial Fusion Normal Ventricular 
Atrial 0 1 1 4 
Fusion 1 0 1 4 
Normal 1 1 0 4 
Ventricular 4 4 4 0 
 
The cost matrix defines the value of 4 as the false negative cost for 
classifying ventricular events as either Atrial, Fusion, or Normal events.  For this 
analysis, the cost of classifying other events as ventricular ectopic events was 
set to 4.  All other false negative and false positive costs were set to 1.  The 
value of 4 was selected based on the probabilistic event counters employed by 
ICD manufacturers. This does lead to a classifier that is more sensitive to 
Ventricular Ectopic beats with respect to the other three classes.  This behavior 
was desired as ventricular ectopic beats in this database are representative of 
both ventricular tachycardia and ventricular fibrillation.  Lastly, ventricular ectopic 
events like PVCs have been shown to precede ventricular tachycardic events. 
7.3.5 Statistical Analysis 
McNemar’s test was used to compare the performance of the MI trained k-
NN classifier to the PCA trained k-NN classifier and to compare the QRS based 
features and morphology based features.  McNemar’s test is a statistical test that 
compares the misclassification between two classifiers using a 2x2 contingency 
table as shown in the table below (Alpaydin, 2010). 
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Table 5: McNemar's Contigency Table 
e00: Number of instances misclassified 
by both  
e01: Number of instances misclassified 
by 1 but not 2 
e10: Number of instances misclassified 
by 2 but not 1 
e11: Number of instances correctly 
classified by both 
 
Statistical significance is analyzed by calculating the ܺଶ value using the 
equation and comparing it to the statistical significance limit.  The statistical 
significance limit is based on the degrees of freedom and can be pulled from a 
common chi-square distribution table.  For McNemar’s test, the degrees of 
freedom equals 1 calculated by ݂݀ ൌ ሺݎ݋ݓݏ െ 1ሻ ∗ ሺܿ݋݈ݑ݉݊ݏ െ 1ሻ or a ܺଶ value of 
3.84 with 95% confidence.  ܺଶ is calculated using the following equation: 
ܺଶ ൌ ሺ|ሺ௘଴ଵି௘ଵ଴ሻ|ିଵሻమ௘଴ଵା௘ଵ଴         [EQ 20]	
ݓ݄݁ݎ݁: ݁01	ܽ݊݀	݁10	ܽݎ	ݒ݈ܽݑ݁ݏ	݂ݎ݋݉	ݐ݄݁	ܿ݋݊ݐ݅݃݁݊ܿݕ	ݐܾ݈ܽ݁ 
If the ܺଶ value is greater than 3.84, the null hypothesis (the classifiers have equal 
misclassification rates) is rejected.  The McNemar’s test was conducted using the 
entire test set.  For this analysis, the cost matrix defined in Table 4. 
8 Results 
The trained k-NN classifier performance for both sets of features (QRS 
based and Morphology based features) and feature identification techniques 
(PCA and WMI) were compared.  For each feature set Sensitivity, Specificity, 
Negative Predictive Value (NPV), Positive Predictive Value (PPV), and 
Misclassification Rate was calculated.  The equations for each are captured 
below: 
ݏ݁݊ݏ݅ݐ݅ݒ݅ݐݕ ൌ #	௢௙	்௉	#	௢௙	்௉ା#	௢௙	ிே       [EQ 21] 
ݏ݌݂݁ܿ݅݅ܿ݅ݐݕ ൌ #	௢௙	்ே	#	௢௙	்ேା#	௢௙	ி௉       [EQ 22] 
݌݌ݒ ൌ #	௢௙	்௉	#	௢௙	்௉ା#	௢௙	ி௉         [EQ 23] 
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݌݌݊ ൌ #	௢௙	ி௉	#	௢௙	ி௉ା#	௢௙	்ே        [EQ 24]	
ܯ݅ݏݏ	ܥ݈ܽݏݏ݂݅݅ܿܽݐ݅݋݊ ൌ 1 െ #	௢௙	்௉#	௢௙	ா௩௘௡௧௦      [EQ 25] 
ܹ݄݁ݎ݁:	
#	݋݂	ܶܲ ∶ ܰݑܾ݉݁ݎ	݋݂	ܶݎݑ݁	ܲ݋ݏ݅ݐ݅ݒ݁ݏ	
#	݋݂	ܶܰ ∶ ܰݑܾ݉݁ݎ	݋݂	ܶݎݑ݁	ܰ݁݃ܽݐ݅ݒ݁ݏ	
#	݋݂	ܨܲ ∶ ܰݑ݉݁ݎ	݋݂	ܨ݈ܽݏ݁	ܲ݋ݏ݅ݐ݅ݒ݁ݏ	
#	݋݂	ܨܰ ∶ ܰݑܾ݉݁ݎ	݋݂	ܨ݈ܽݏ݁	ܰ݁݃ܽݐ݅ݒ݁ݏ 
 
These 5 performance metrics were calculated for the 4 event classes.  
Additionally, a total Misclassification Rate was calculated for each training and 
test run.  The results are summarized below. 
8.1.1 QRS based feature analysis 
The results of the k-NN training and test set for the PCA and MI analysis 
of QRS based features are captured in the tables below.  
Table 6: k-NN Classifier using Morphology features - Training 
Atrial 
Ectopic 
Fusion 
Event 
Normal 
Event 
Ventricular 
Ectopic 
PCA 
Trainin
g 
Results 
Sensitivity 83.0% 82.8% 99.6% 95.4% 
Specificity 99.8% 99.9% 92.7% 99.7% 
NPV 0.2% 0.1% 7.3% 0.3% 
PPV 94.2% 90.0% 99.0% 97.0% 
Misclassificatio
n 17.0% 17.2% 0.4% 4.6% 
MI 
Trainin
g 
Results 
Sensitivity 81.8% 82.4% 99.5% 94.5% 
Specificity 99.7% 99.9% 91.7% 99.7% 
NPV 0.3% 0.1% 8.3% 0.3% 
PPV 90.7% 91.5% 98.8% 97.0% 
Misclassificatio
n 18.2% 17.6% 0.5% 5.5% 
 
Table 7: k-NN Classifier using Morphology features - Test 
Atrial Fusion Normal Ventricular 
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Ectopic Event Event Ectopic 
PCA 
Test 
Result
s 
Sensitivity 76.9% 78.2% 99.3% 92.4% 
Specificity 99.6% 99.9% 89.9% 99.6% 
NPV 0.4% 0.1% 10.1% 0.4% 
PPV 86.3% 84.7% 98.6% 95.2% 
Misclassificatio
n 23.1% 21.8% 0.7% 7.6% 
MI 
Test 
Result
s 
Sensitivity 79.0% 81.5% 99.4% 92.0% 
Specificity 99.7% 99.9% 89.6% 99.7% 
NPV 0.3% 0.1% 10.4% 0.3% 
PPV 89.2% 87.3% 98.5% 96.3% 
Misclassificatio
n 21.0% 18.5% 0.6% 8.0% 
 
Table 8: k-NN Classifier using Morphology features - Misclassification 
Misclassification 
Error 
PCA Training - Total Misclassification 1.4% 
PCA Test - Total Misclassification 2.2% 
MI Training - Total Misclassification 1.6% 
MI Test - Total Misclassification 2.0% 
8.1.2 QRS based features statistical analysis 
The k-NN classifier trained using features identified by WMI outperformed 
the k-NN classifier trained using features identified by PCA with statistical 
significance.  Using McNemar’s test on the test set, an Xsquared value of 12.83 
and a P value of << 0.01 was measured from the 2x2 contingency table below.  
e00: 728 e01: 1016 
e10: 1156 e11: 57467 
ܺଶ ൌ ሺ|݁01 െ ݁10| െ 1ሻ
ଶ
݁01 ൅ ݁10 	
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ܺଶ ൌ ሺ|1016 െ 1156| െ 1ሻ
ଶ
1016 ൅ 1156 ൌ 8.90 ൐ 3.84 
8.1.3 Morphology based analysis 
The results of the k-NN training and test set for the PCA and MI analysis 
of Morphological based features are captured in the tables below. 
Table 9: k-NN Classifier using ECG amplitude features - Training 
Atrial 
Ectopic 
Fusion 
Event 
Normal 
Event 
Ventricular 
Ectopic 
PCA 
Trainin
g 
Results 
Sensitivity 79.9% 73.9% 99.6% 93.5% 
Specificity 99.8% 99.9% 89.6% 99.8% 
NPV 0.2% 0.1% 10.4% 0.2% 
PPV 93.9% 89.4% 98.5% 97.5% 
Misclassificatio
n 20.1% 26.1% 0.4% 6.5% 
MI 
Trainin
g 
Results 
Sensitivity 69.1% 72.4% 99.5% 94.8% 
Specificity 99.8% 99.9% 87.6% 99.7% 
NPV 0.2% 0.1% 12.4% 0.3% 
PPV 90.9% 85.1% 98.3% 97.1% 
Misclassificatio
n 30.9% 27.6% 0.5% 5.2% 
 
Table 10: k-NN Classifier using ECG amplitude features - Test 
Atrial 
Ectopic 
Fusion 
Event 
Normal 
Event 
Ventricular 
Ectopic 
PCA 
Test 
Result
s 
Sensitivity 59.4% 32.9% 96.1% 66.0% 
Specificity 98.9% 98.8% 65.3% 98.3% 
NPV 1.1% 1.2% 34.7% 1.7% 
PPV 65.0% 19.0% 95.1% 77.9% 
Misclassificatio
n 40.6% 67.1% 3.9% 34.0% 
MI Sensitivity 56.1% 64.2% 99.1% 91.8% 
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Test 
Result
s 
Specificity 99.6% 99.8% 82.5% 99.6% 
NPV 0.4% 0.2% 17.5% 0.4% 
PPV 81.7% 72.6% 97.6% 95.1% 
Misclassificatio
n 43.9% 35.8% 0.9% 8.2% 
 
Table 11: k-NN Classifier using ECG amplitude features - Misclassification 
Misclassification 
Error 
PCA Training - Total Misclassification 1.7% 
PCA Test - Total Misclassification 8.1% 
MI Training - Total Misclassification 2.1% 
MI Test - Total Misclassification 3.2% 
8.1.4 Morphology based features statistical analysis 
The k-NN classifier trained using features identified by WMI outperformed 
the k-NN classifier trained using features identified by PCA with statistical 
significance.  Using McNemar’s test on the test set, an Xsquared value of 
2070.92 and a P value of << 0.01 was measured from the 2x2 contingency table 
below. 
e00: 1262 e01: 1254 
e10: 6011 e11: 53776 
ܺଶ ൌ ሺ|݁01 െ ݁10| െ 1ሻ
ଶ
݁01 ൅ ݁10 	
ܺଶ ൌ ሺ|1254 െ 6011| െ 1ሻ
ଶ
1254 ൅ 6011 ൌ 3113.49 ൐ 3.84 
9 Discussion 
The analysis performed demonstrated (1) feature selection using MI 
outperforms PCA, (2) classifiers trained using QRS based features perform 
better than classifiers trained using morphology based features, (3) MI helped 
51 
 
identify new and unique features for future development.  This section is divided 
into three sections: a qualitative look at the QRS based features identified during 
training, a qualitative look at the morphology based features identified during 
training, and general discussion.  
9.1 QRS Based Feature Analysis 
9.1.1 Training Phase 
The PCA feature set training performance was documented in Figure 15 
and the MI feature set training performance was documented in Figure 16.  
 
Figure 15: k-NN k-fold error: PCA analysis on QRS Based Features 
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Figure 16: k-NN k-fold error: MI analysis on QRS Based Features 
The graphs show misclassification error versus training set with 
misclassification error on the y-axis and the feature and neighbor parameter 
training pair along the x-axis.  The PCA graph shows the minimum 
misclassification error occurred around 7 features with 5 nearest neighbors.  For 
the first seven features, the misclassification error dropped significantly.  A rise in 
misclassification error hints at potential over-training.   
The MI graph shows the minimum misclassification rate was reached with 15 
features and 5 neighbors.  The MI ranked features are as follows and is 
represented graphically in Figure 19: k-NN k-fold error: MI analysis on 
Morphology based featuresFigure 19: 
1. MLII Total Area (ch1-TotAr) 
2. MLII R-wave to Offset Time (ch1-Rw2Of) 
3. MLII Max Slope (ch1-MxSlp) 
4. MLII Onset to R-wave Time (ch1-On2Rw) 
5. Heart Rate Median (RRIMed) 
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6. V2 R-wave to Offset Time (ch2-Rw2Of) 
7. V2 Onset to R-wave Time (ch2-On2Rw) 
8. MLII QRS width (ch1-width) 
9. MLII Positive Peak Amplitude (ch1-PosPk) 
10. Heart Rate Difference (RRdiff) 
11. MLII Negative Peak Amplitude (ch1-NegPk) 
12. MLII Positive Area (ch1-PosAr) 
13. Heart Rate interval (RRint) 
14. V2 Negative Peak Amplitude (ch2-NegPk) 
15. MLII Average Slope (ch1-Ava1D) 
 
 
Figure 17: MI per QRS based features 
A dramatic decrease in misclassification error can be seen in Figure 21 at the 
addition of heart rate median (feature 5) and the heart rate difference (feature 
10).  The large decreases in misclassification implied these two features contain 
a large amount of information and were improperly ranked by the WMI algorithm.   
The ratio of the number of MLII (channel 1) features versus V1 (channel 2) 
features suggested either more information was contained within channel 1 or 
the information from channel 2 was mostly duplicate information.  Prior studies 
conducted by Mark and Moody have shown channel 2 vectors to be unreadable 
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with the QRS vectors being low (Mark and Moody, 1984).  This discovery aligned 
with Mark and Moody’s finding suggesting the channel 2 features may either be 
noisy and may exhibit with larger inner feature variability.   
The time measurements between the R-wave peak and the offset/onset 
were unique features identified during the MI analysis.  These two values are 
related to the overall width but align reflect the conduction delays from the 
myocardium to the specialized condition system expected in ventricular 
arrhythmias.  This feature is not explicitly used in event classification today. 
The low measured information of VCG conflicted with the discovery by 
Milpied.  Milpied et. al. achieved a classification sensitivity and specificity of 
98.8% and 91.3% respectively when using their SPOT VCG algorithm.  This 
contrast is due to the measurement differences, the input vectors, and classifier 
(Milpied, 2011). 
PCA achieved the same performance statistics with less than half of the 
feature count with respect to the MI based k-NN classifier.  But, all the features 
identified by MI may be linked to clinically relevant parameters used by 
physicians to classify arrhythmias.  The feature set for MI can be reduced with 
additional focus on better eliminating features containing duplicate information.  
Scaling by the conditional entropy may not have reduced all the overlapping 
information.   
9.2 Morphology Based Analysis  
9.2.1 Training Phase 
The PCA feature set training performance was documented in Figure 18 
and the MI feature set training performance was documented in Figure 19.   
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Figure 18: k-NN k-fold error: PCA analysis on Morphology based features 
 
Figure 19: k-NN k-fold error: MI analysis on Morphology based features 
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The feature count and neighbor count for the PCA based k-NN was 15 features 
and 3 neighbors and 15 features and 3 neighbors for the MI based k-NN.  Unlike 
the morphological feature training set, the training error appears to decrease 
exponentially with each addition feature.   
The MI ranked features are as follows and is represented graphically in Figure 
25: 
1. (+10.9ms) 
2. (+33.1ms) 
3. (+22.0ms) 
4. (-44.6ms) 
5. (-0.2ms) 
6. (+155.2ms) 
7. (+44.2ms) 
8. (-33.5ms) 
9. (-11.3ms) 
10. (-55.7ms) 
11. (+77.5ms) 
12. (+121.9ms) 
13. (-66.8ms) 
14. (-22.4ms) 
15. (+55.3ms) 
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Figure 20: MI per Morphology based Features 
The list represents 10 ms time bins centered on the QRS peak.  A value of 
-22.4 ms occurred 22.4 ms prior to the QRS peak.  The top 5 features 
represented the onset and offset of the QRS complex.  The high information 
content of the QRS onset aligned with the distinguishing conduction differences 
between ventricular ectopic and Normal/Fusion/Atrial events.  The high 
information content of the QRS offset was unique and hasn’t been explored 
previously. 
In classifying Atrial, Fusion, and Normal events, the PCA based k-NN 
classifier outperformed the MI based k-NN classifier.  Both classifiers performed 
equally well in classifying Ventricular Ectopic events.  In comparison to the 
morphological classifier, the ECG amplitude based features poorly classified 
atrial and fusion events.  
The +155.2 ms time bin identification was an unexpected highly ranked 
feature.  The +155.2 ms time bin may represent information contained in the T-
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wave morphology.  Shifts in T-wave morphology are expected in certain 
ventricular arrhythmias. Lastly, based on the MI trend, a large percentage of 
diagnostic information occurred along the offset of the QRS complex.  At this 
point, limited feature development has occurred to analyze this aspect of the 
cardiac cycle. 
9.3 General Discussion  
This analysis demonstrated the benefit of using mutual information over 
PCA during the feature selection process.  The resulting correct classification 
rates (98% for QRS based and 97.8% for morphology based) were comparable 
to that of Hu’s (94%) and Lagerholm’s (99.1%) who used PCA in their feature 
selection process.  Differences in feature set and classes made it difficult to 
directly compare the performance outside of overall classification rate.   
Mutual information performed equivalently with PCA in this analysis for the 
QRS based features when comparing the misclassification (incorrect 
classification) percentage and average sensitivity.  Both classifiers used equal 
number of features for classification and provided a more direct comparison of MI 
to PCA.  MI outperformed PCA in terms of specificity across the board.  The 
performance improvements were due to MI ability to handle highly correlated 
data and the large feature variability whereas features with these attributes 
heavily bias PCA.   
Table 12 summarizes the test set performance for the QRS based test 
results with performance differences > 1% bolded.  This was expected when and 
was supported when the first two parameters were graphed as shown in Figure 
21. 
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Figure 21: QRS based: PCA versus MI Features 
 
Figure 22: QRS waveforms 
MI based features marginally improved the classification of Atrial and Fusion 
events.  As aforementioned, atrial and fusion events utilize the specialized 
conduction system and better match the normal event morphologies.   
Mutual information outperformed PCA in this analysis for the morphology 
based features when comparing the misclassification percentage and average 
sensitivity.   Both classifiers used equal number of features for classification and 
provided a more direct comparison of MI to PCA.  MI outperformed PCA in terms 
of specificity across the board.  The performance improvements were due to MI 
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ability to handle highly correlated data and the large feature variability whereas 
features with these attributes heavily bias PCA.   
Table 12 summarizes the test set performance for the QRS based test 
results with performance differences > 1% bolded.  Using MI led to a 4.9% 
decrease in overall misclassification percentage and a 25.8% decrease in 
ventricular ectopic classification rate.  Both classifiers used equal number of 
features for classification and provided a more direct comparison of MI to PCA.  
MI outperformed PCA in terms of specificity across the board.  The performance 
improvements were due to MI ability to handle highly correlated data and the 
large feature variability whereas features with these attributes heavily bias PCA.   
Table 12: Feature test set table for comparison 
Atrial 
Ectopic 
Fusion 
Event 
Normal 
Event 
Ventricular 
Ectopic 
QRS 
Based 
PCA Test 
Results 
Sensitivity 76.9% 78.2% 99.3% 92.4% 
Specificity 99.6% 99.9% 89.9% 99.6% 
NPV 0.4% 0.1% 10.1% 0.4% 
PPV 86.3% 84.7% 98.6% 95.2% 
Misclassificatio
n 23.1% 21.8% 0.7% 7.6% 
QRS 
Based 
MI Test 
Results 
Sensitivity 79.0% 81.5% 99.4% 92.0% 
Specificity 99.7% 99.9% 89.6% 99.7% 
NPV 0.3% 0.1% 10.4% 0.3% 
PPV 89.2% 87.3% 98.5% 96.3% 
Misclassificatio
n 21.0% 18.5% 0.6% 8.0% 
Morpholog
y Based 
PCA Test 
Results 
Sensitivity 59.4% 32.9% 96.1% 66.0% 
Specificity 98.9% 98.8% 65.3% 98.3% 
NPV 1.1% 1.2% 34.7% 1.7% 
PPV 65.0% 19.0% 95.1% 77.9% 
Misclassificatio
n 40.6% 67.1% 3.9% 34.0% 
Morpholog
y Based 
MI Test 
Results 
Sensitivity 56.1% 64.2% 99.1% 91.8% 
Specificity 99.6% 99.8% 82.5% 99.6% 
NPV 0.4% 0.2% 17.5% 0.4% 
PPV 81.7% 72.6% 97.6% 95.1% 
Misclassificatio
n 43.9% 35.8% 0.9% 8.2% 
 
QRS Based Morphology 
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Based 
PCA Test - Total Misclassification 2.2% 8.1% 
MI Test - Total Misclassification 2.0% 3.2% 
 
For both the QRS based and morphology based feature analyses, 
McNemar test highlighted the performance of MI versus PCA was different with 
statistical significance.  Comparison of the overall misclassification rates implied 
MI based k-NN classifier was superior to the PCA based k-NN classifier.   
This performance difference between the PCA and the MI based classifiers 
was anticipated based upon the between feature correlation.  Approximately 12% 
of the QRS based features and 13% of morphology based features had 50% or 
greater correlation with other features.  Both feature sets had an average 
correlation magnitude greater than 15% (QRS based: 17.9% and Morphology 
based: 27%).  The average correlation for each feature was graphed below to 
show the strong correlations between the different features.  
 
Figure 23: Between feature correlation 
The morphology based features were higher correlated when compared to the 
QRS based features.  This increase in correlation explained the poor 
performance of the PCA based classifier when using the morphology based 
features. 
9.3.1 Training using the Test Set 
Training the k-NN classifiers on the training set and test set produced 
similar results.  Training on the test set provides a measure of stability in the 
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analysis.  All k-NN trained using WMI identified features outperformed PCA 
identified features.  The PCA analysis resulted in identical feature counts for both 
the QRS based features and morphology based features.  The WMI analysis 
resulted in the same number of QRS based features and a lower number of 
morphology base features.  Notably, the WMI analysis highlighted the same QRS 
based features and similar morphology based features with the following 
exceptions: +44.2 ms and no +121.9 ms. Due to the similar results, the 
conclusions drawn from this analysis are considered stable.   
9.3.2 Morphology versus QRS based features 
The performance of the k-NN classifiers was compared to analyze the 
performance of QRS based features versus morphology based features using 
McNemar’s test.  The test set was used during this analysis to ensure the events 
were paired and only the features were varied.  The analysis resulted in the 
following 2x2 contingency table:  
e00: 576 e01: 1237 
e10: 1868 e11: 56719 
ܺଶ ൌ ሺ|݁01 െ ݁10| െ 1ሻ
ଶ
݁01 ൅ ݁10 	
ܺଶ ൌ ሺ|1237 െ 1868| െ 1ሻ
ଶ
1237 ൅ 1868 ൌ 127.83 ൐ 3.84 
The McNemar test resulted in a difference in the performance of the two k-NN 
classifiers with statistical significance.  Based on the misclassification rates of the 
two classifiers, the k-NN trained from the QRS based features outperformed the 
morphology based k-NN.   
 The performance difference was anticipated based upon the feature sets’ 
mutual information and the k-fold cross validation error measured during the 
training phase.  The mutual information for the QRS based features and the 
morphology based features were calculated and averaged.  The QRS based 
feature set had an average of 0.0856 bits of information with a range from 0.0108 
bit to 0.1621 bits and the morphology based features had an average of 0.0327 
bits of information and a range of 0.0120 bits to 0.0990 bits.  With a maximum of 
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0.654 bits of information, an average information difference of 0.0529 bits is 
substantial (0.0529/0.654 = 8% of the information available).  Lastly, comparing 
the k-fold cross validation error between the two classifiers trained shows a 
~1.5% difference (QRS based feature k-fold cross validation error: ~6.5% and 
morphology based feature k-fold cross validation error: ~5%).  This difference 
equaled the ~1.2% misclassification performance difference.  
9.3.3 Analysis Assumptions and Limitations 
Three main assumptions were made during this analysis: PQRST 
complexes are independent, features do not share an ordinal relationship, and 
the data is independent of gender, age, and BMI.  Assuming each PQRST as 
independent allowed each event to be used as a separate independent event.  
Considering event order or sequence may improve the classifier.  The 
Morphology based features share an ordinal relationship.  This is shown when 
you look at the between feature correlations.  The WMI algorithm reduced the 
impact of this relationship.   
Limitations of this analysis include: low patient count, feature window size, 
database bias, and feature measurement error.  For this analysis, 37 patients 
were used.  To build a better non-patient specific classifier, more patients would 
be desired.  A feature window of 400 ms may be too large and cannot be used 
for quick ventricular tachycardia or quickly conducted atrial arrhythmias that may 
have heart rates greater than 300 bpm and is too small to capture the P-wave 
and T-wave morphologies for all events.  All of the data comes from an 
arrhythmia database consisting of patients with a prevalence of cardiac 
arrhythmias.  Therefore, the set of features with the largest amount of information 
may not be applicable in a non-patient specific classifier and may poorly 
generalize to a larger database.  Lastly, a measurement error biased the features 
with high information content.  Features with measurement error like VCG 
magnitude and angle measures and QRS width contributed to the low measured 
mutual information. Unfortunately, this type of alignment was necessary as the 
delay between the two channels was variable and skewed during the 
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digitalization process (Mark and Moody, 2001).  Aligning the QRS complexes 
prior to calculating VCG contributed to this measurement error.  For the 
morphology based features, poor alignment and rectification contributed to 
measurement error and lower mutual information.   
9.3.4 Future Development 
Based on the performance of the morphology based classifier, one may 
hypothesize a patient specific Mutual Information application that tailors the 
marginal and joint probability to the patient.  An analysis was conducted on a 
single patient (patient 200 of the MIT-BIH arrhythmia database) to determine the 
concept feasibility.  Figure 24 and Figure 25 below highlight a shift in the mutual 
information comparing a single patient’s ventricular ectopic events to their normal 
events.  Figure 24 specifically shows a comparison between a single ventricular 
ectopic and an average of the patient’s normal events.  Figure 25 shows the shift 
in mutual information after 32 ventricular ectopic events compared to an average 
of the patient’s normal events.   
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Figure 24: MI after 1 ventricular ectopic event 
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Figure 25: MI after 32 ventricular ectopic events 
10 Conclusion 
The use of Mutual Information has been applied to neurological fields of 
study but never on the cardiac field of study.  The analysis provide here 
demonstrate mutual information’s usefulness in identifying key features along the 
QRS morphology along with providing a meaningful way to identify key features 
measured form the cardiac complex.   
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Appendix A 
Christov et. al. in Electrocardiogram signal preprocessing for automatic detection 
of QRS boundaries defined a novel algorithm for determining the onset and offset 
points of a QRS complex.  The algorithm was processed on clinically collected 
data sampled at 400 Hz.  The algorithm flow is detailed below. 
1) Signal Pre-Processing 
a. Filtration 
b. Savitzky-Golay signal smoothing 
2) Search for Isoelectric Line 
3) Search for the rising \ falling slope of the QRS complex 
4) Search for the smallest angle created by the end points of a 20 minute 
window 
Search for Isoelectric Line 
The purpose of searching for the isoelectric line was to define the leftmost point 
of the onset search window or rightmost point of the offset search window.  For 
the rest of this description, this point was labeled the isoelectric point.  The 
isoelectric point is defined as the center of the 1st 20 ms window (Isoelectric 
Search Window) that falls below the CRIT or 1% of the signal range (range is 
defined as the difference between the maximum signal and the minimum signal 
amplitude) starting from the maximum QRS slope.  The offset CRIT value was 
adjusted by a factor of 1.5x.  The figure bellows shows the 20 ms search window 
and the selected isoelectric point (black X). 
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Search for the rising \ falling slope of the QRS complex 
The purpose of searching for the QRS rising \ falling slope or QRS Detect Point 
was to define the rightmost point of the offset search window or the leftmost point 
of the offset search window.  Starting from the Isoelectric Point, the nearest peak 
or slope less than 1.5 * CRIT.  A peak point was defined when the difference 
between consecutive 10 ms window endpoints (Peak Search Window) have the 
same sign and fall below CRIT.   A slope point was defined as the center point of 
the 1st 20 ms window (Slope Search Window) in which the 1st derivative all share 
the same sign and the difference between the endpoints fall below 1.5 times the 
CRIT.  
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Peak Search Function (Yellow trace is filtered and smoothed signal and Blue 
trace is the original signal). 
NOTE: Filtered and Smoothed signal is based upon trained parameters and is 
NOT Christov’s original implementation. 
 
Slope Search Criteria (Yellow trace is filtered and smoothed signal and Blue 
trace is the original signal). 
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NOTE: Filtered and Smoothed signal is based upon trained parameters and is 
NOT Christov’s original implementation. 
 
Onset \ Offset Search Point 
The onset or offset of a QRS complex was defined as the point within the search 
window that creates the smallest angle with respect to the ECG points 10 ms 
prior and after (Onset \ Offset Search Window).  The search window was defined 
as the points between the Isoelectric Point and the QRS Detect Point.   
 
Onset Search Window 
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