Abstract. We present a new formula of Cauchy type for the nonsymmetric Macdonald polynomials which are joint eigenfunctions of q-Dunkl operators. This gives the explicit formula for a reproducing kernel on the polynomial ring of n variables.
The main result of this paper is the following.
Theorem A. The function E(x; yjq; t) has the following expansion in terms of Assuming that q and t are complex numbers with 0 < jqj; jtj < 1, we now consider the meromorphic function K(x; yjq; t) = E(x; y ?1 jq; t) on the algebraic torus (C ) n (C ) n .
Theorem B. For each composition 2 N n , we have (0.4) 1 2 p ?1 n Z T n K(x; yjq; t)E (yjq; t)w(yjq; t) dy 1 dy n y 1 y n = C :E (xjq; t)
for all x = (x 1 ; : : : ; x n ) 2 C n with jx j j < 1 (j = 1; : : : ; n). Here T n = fy = (y 1 ; : : : ; y n ) 2 (C ) n ; jy j j = 1 (j = 1; : : : ; n)g is the n-dimensional torus with the standard orientation, and (0.5) w(yjq; t) = Y 1 i<j n (y i =y j ; q) 1 (qy j =y i ; q) 1 (ty i =y j ; q) 1 (qty j =y i ; q) 1 :
The constant C is given by (0.6) C = C + = (qt; q) 1 (q; q) 1 n n
(q + i +1 t n?i ; q) 1 (q + i +1 t n?i+1 ; q) 1 ;
where + is the partition obtained by reordering the parts of .
(See Theorem 3.2.) After preliminaries on nonsymmetric Macdonald polynomials, we will state our main results in Section 2. In Section 2, we will prove that E(x; yjq; t) has an expansion of the form (0.2), and reduce the determination of the coe cients a (q; t) to the case of partitions. In this paper we will present two ways of determining the coe cients a (q; t) for partitions . In Section 3, we determine these coe cients in an analytic way by asymptotic analysis of q-Selberg type integrals similarly as in Mi2] . In this proof we will make use of the evaluation of Cherednik's scalar product for nonsymmetric Macdonald polynomials. Theorem B will also be formulated in Section 3. In Section 4, we give an algebraic proof of (0.3) by using the evaluation of the nonsymmetric Macdonald polynomials E (x; q; t) at x = (t ?n+1 ; t ?n+2 ; : : : ; 1) due to Cherednik C2] . This second proof is an extension of the argument of Sahi S] to the q-version. x1: Nonsymmetric Macdonald polynomials.
We rst recall the de nition of nonsymmetric Macdonald polynomials of type A n?1 in the GL n version. Although we follow the presentation by Macdonald Ma2] in principle, we use a slightly di erent convention which is more convenient for our purpose.
Let K x 1 ] be the ring of Laurent polynomials in n variables x = (x 1 ; : : : ; x n ) with coe cients in the eld K = Q(q; t 1 2 ). (Although we use this coe cient eld for convenience, the use of t 1 2 is not essential; one could work within Q(q; t) by modifying the argument appropriately. ) We denote by = ( 1 ; : : : ; n ) the corresponding q-shift operators. For each i = 1; : : : ; n, the operator i acts on K x 1 ] as a K-automorphism such that i (x j ) = x j q ij (j = 1; : : : ; n). The action of the symmetric group W = S n on K x 1 ] will be xed so that each w 2 W denes the K-algebra automorphism such that w:x j = x w(j) for j = 1; : : : ; n. The ring K x 1 ] is identi ed with the group-ring K P] of the integral weight lattice P = Z 1 Z n . As usual, we take the symmetric bilinear form h ; i on P such that h i ; j i = ij (1 i; j n). For each 2 P, we use the notation of multi-indices where j = h ; j i (j = 1; : : : ; n). The action of the symmetric group W = S n of degree n on P will be xed as w: i = w(i) , or equivalently as (w: ) i = w ?1 (i) (i = 1; : : : ; n) for each w 2 W. Note that the commutation relations among the multiplication operators x , the q-shift operators and the permutations w 2 W are given as follows:
(1.2) x = x q h ; i ; wx = x w: w; w = w: w;
for ; 2 P and w 2 W. We will use the standard notation of the set of positive roots (1.3) + = f i ? j ; 1 i < j ng; the simple roots i = i ? i+1 (i = 1; : : : ; n?1) and the cone of dominant integral weights (1.4) P + = f 2 P ; h i ; i 0 (i = 1; : : : ; n ? 1)g = f 2 P ; 1 n g:
We denote the set of compositions and the set of partitions with length n by L = N 1 N n P and by L + = P + \L, respectively, where N = f0; 1; 2; g.
In what follows, we will make use of the Demazure-Lusztig operators T 1 ; : : : ; T n?1 de ned by (1.5) T i = t 
where f(q t ) denotes the evaluation of f at the point q t = (q 1 t 1 ; : : : ; q n t n ), and (1.10) = 1 2
One important fact is that the q-Dunkl operators have the triangularity with respect to a certain partial ordering of monomials. We de ne the partial ordering in P as follows: For ; 2 P, We also give a remark on the action of the Hecke algebra H(S n ) on nonsymmetric 
The coe cients u i; , v i; are given by ( where (x; q) 1 = Q 1 i=0 (1 ? q i x). The in nite products may be understood either in the sense of formal power series in appropriate variables, or in the analytic sense by assuming that q is a complex number with 0 < jqj < 1. Then we have (2.2) (x; yjq; t) = X 2L + b (q; t)P (xjq; t)P (yjq; t);
where the coe cients are given by Note that this function can be factored as follows:
The ratio E(x; yjq; t) (x; yjq; t) ?1 is essentially one of the rational functions (before symmetrization) which are used in Mi1] and KN].
Theorem 2.1. The function E(x; yjq; t) has an expansion (2.6) E(x; yjq; t) = X 2L a (q; t)E (xjq; t)E (yjq ?1 ; t ?1 ) (a (q; t) 2 Q(q; t)) summed over all compositions 2 L. In order to describe the coe cients a (q; t) ( 2 L) in the expansion (2.6), we use the notion of leg-length generalized to compositions, due to Knop and Sahi KS] . For each box s = (i; j) in a composition 2 L, the generalized leg-length l(s) = l (s) is de ned to be the sum (2.7) l(s) = l up (s) + l low (s) of the upper and the lower leg-length, where (2.8) l low (s) = #fk > i ; j k i g; l up (s) = #fk < i ; j k + 1 i g:
Note that this l(s) is the same as the usual leg-length if is a partition. In this section, we will give a proof of Theorem 2.1. Also, we will describe the ratio of a (q; t) and a (q; t) when is a partition and is a composition in the orbit W: . This proposition is a direct consequence of the following lemma.
Lemma 2.4.
(1) T i;x K(x; yjq; t) = T i;y K(x; yjq; t) (i = 1; : : : ; n ? 1).
(2) ! x K(x; yjq; t) = ! ?1 y K(x; yjq; t). Note that the function K(x; yjq; t) can be factored as follows: (2.13) K(x; yjq; t) = (x; y ?1 jq; t) (x; y); (x; y) = Since (x; y ?1 jq; t) is symmetric both in x and in y, the formula of Lemma 2.4. (1) is equivalent to (2.14) T i;x (x; y) = T i;y (x; y) (i = 1; : : : ; n ? 1):
For a xed i, it reduces to the identity (2.15) T i;x i;i+1 (x; y) = T i;y i;i+1 (x; y) We now assume that q and t are complex numbers with 0 < jqj; jtj < 1, and recall Cherednik's scalar product C1]. For f = f(xjq; t); g = g(xjq; t) 2 K x] = K x 1 ; : : : ; x n ], we de ne T n f(xjq; t)g(x ?1 jq ?1 ; t ?1 )w(xjq; t) dx 1 dx n x 1 x n ; where (3.2) w(xjq; t) = Y 1 i<j n (x i =x j ; q) 1 (qx j =x i ; q) 1 (tx i =x j ; q) 1 (qtx j =x i ; q) 1 and T n = f(x 1 ; : : : ; x n ) 2 C n ; jx i j = 1 (1 i n)g with the standard orientation. for any partition 2 L + . Note that, as functions in t, the both sides of (3.6) are meromorphic in fjtj < 1g. Since this formula is valid at the points t = q k (k 2 N) accumulating at the origin, one can conclude that the left hand side of (3.6) is eventually holomorphic near t = 0, and that (3.6) We now consider x = (x 1 ; : : : ; x n ) as variables inside the polydisc fjx j j < 1 ; j = 1; : : : ; ng C n . Note that the series expansion (3.8)
K(x; yjq; t) = X 2L a (q; t)E (xjq; t)E (y ?1 jq ?1 ; t ?1 ) ;
in Theorem 2.1 is then uniformly convergent on T n in y. Hence by the orthogonality relations (3.4) we have 1 2 p ?1 n Z T n K(x; yjq; t)E (yjq; t)w(yjq; t) dy 1 dy n y 1 y n (3.9) = X 2L a (q; t)E (xjq; t)(E ; E ) = a (q; t)E (xjq; t)(E ; E ) : We study the asymptotic behavior of the left hand side of (3.9) in x in the region (3.10) 1 > jx 1 j jx 2 j jx n j :
For the moment, we assume that t = q k (k = 0; 1; 2; : : :) and that is a partition. as maxfjx 2 =x 1 j; jx 3 =x 2 j; : : : ; jx n =x n?1 jg tends to 0.
Proposition will be proved later in this section. We apply Proposition 3.1 to compare the coe cients of x in equality (3.9). Since we know by (3.9) that the integral has the asymptotic behavior x a (q; t)(E ; E )+ , we obtain
for any partition 2 L + , provided that t = q k (k 2 N). This is equivalent to for any 2 L + with l( ) m. In fact, the di erence between a (q; t) and a +(1) m(q; t) appears only in the factors in (3.14) with 1 i m and j = m. From (3.15) it follows immediately that
for all 2 L + . Hence by Lemma 2.6, the same formula (3.16) holds for all compositions 2 L if l(s) is understood as the generalized leg-length. This completes the proof of Theorem 2.2.
Note that formula (3.12) extends to the equality
(q i+1 t n?i ; q) 1 (qt; q) 1 (q i+1 t n?i+1 ; q) 1 (q; q) 1 ( 2 L + ) of analytic functions in t. On the other hand, by comparing formula (2.22) of Lemma 2.5 and (3.7), we see that (3.18) a (q; t) (E ; E ) = a (q; t) (E ; E ) for all compositions 2 W: . Summarizing these remarks, we obtain the following theorem. T n K(x; yjq; t)E (yjq; t)w(yjq; t) dy 1 dy n y 1 y n = C :E (xjq; t) for x = (x 1 ; : : : ; x n ) 2 C n with jx j j < 1 (j = 1; : : : ; n). Here C is constant on each W-orbit, and is given by
(q i+1 t n?i ; q) 1 (q i+1 t n?i+1 ; q) 1 when 2 L + is a partition.
In this sense, our function K(x; yjq; t) is a reproducing kernel for nonsymmetric Macdonald polynomials.
In the rest of this section, we will prove Proposition 3.1. From now on we assume that t = q k for a xed k 2 N, and omit (q; t) = (q; q k ) in the notation unless it might lead to confusion.
In proving Proposition, we may assume that 0 < jx j j < 1 for j = 1 : : : ; n and that all x j 's are mutually distinct. Note rst that, as a function of y j (1 j n), the integrand (3.23) K(x; y)E (y)w(y)(y 1 y n ) ?1 of (3.11) is regular at y j = 0 and has poles only at y j = x s q l (1 s n; l 2 N).
The range of l can be speci ed as follows:
(3.24) (1) 0 l < k if 1 s < j; (2) 0 l k if s = j; and (3) 0 < l k if j < s n: The integral (3.11) will be computed by picking up successively the residues at y j = x s q l (1 j; s n) with l satisfying (3.24). To make clear this inductive process, we propose a lemma.
For any pair (I; J) of subsets of f1; : : : ; ng with jIj = jJj, we extend the notation of (3.21), (3.23) as follows: where we used the abbreviation dy=y = dy 1 dy n =y 1 y n . We now investigate the asymptotic behavior of this function in the region (3.10). Note that we have The product of the rst two factors altogether is bounded in the limit (3.10). If 2 S n is not the identity element, one can take a su x i such that i < (i): As an e ect of the factor 1=(1 ? x i =x (i) y i ) in the third factors of (3.34), we then have (3.35) jK(x; x y)w(x y)j = O
Since is a partition, x ? E (x y) is also bounded in the limit (3.10). 
By using the q-binomial theorem (3.41) X l 0 (a; q) l (q; q) l z l = (az; q) 1 (z; q) 1 (jzj < 1) ; the constant C is determined as
This completes the proof of Proposition 3.1.
x4: Second proof of Theorem 2.2.
In this section, we will give a proof of Theorem 2.2 based on the principal specialization of nonsymmetric Macdonald polynomials, along the line similar to that in Sahi S] .
We begin with a lemma. Since f (ujq; t) is a polynomial in u, and m n is arbitrary, we obtain the desired formula. We will prove Theorem 2.2 by evaluating of the function E(x; yjq; t) at the point y = t = (t n?1 ; t n?2 ; : : : ; 1). From the de nition of E(x; yjq; t), we easily see that Comparing the two expansions (4.11) and (4.13) of E(x; t jq; t), we obtain (4.14)
f + (qt n jq; t)a + (q; t) = a (q; t)E (t jq ?1 ; t ?1 ):
In particular, if is a partition, then we have for all composition 2 L. This completes the proof of Theorem 2.2.
Remark 4.2. In Section 3, we determined the coe cients a (q; t) by combining asymptotic analysis of q-Selberg type integrals and the formulas for scalar products (E ; E ). Since we have derived the formulas for a (q; t) along a di erent route in this section, we can also use the argument of Section 3 conversely to determine the scalar products (E ; E ) (cf. Mi2]).
