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We study the microwave absorption of a driven three-level quantum system, which is realized by a super-
conducting flux quantum circuit (SFQC), with a magnetic driving field applied to the two upper levels. The
interaction between the three-level system and its environment is studied within the Born-Markov approxima-
tion, and we take into account the effects of the driving field on the damping rates of the three-level system.
We study the linear response of the driven three-level SFQC to a weak probe field. The linear magnetic sus-
ceptibility of the SFQC can be changed by both the driving field and the bias magnetic flux. When the bias
magnetic flux is at the optimal point, the transition from the ground state to the second excited state is forbidden
and the three-level SFQC has a ladder-type transition. Thus, the SFQC responds to the probe field like natural
atoms with ladder-type transitions. However, when the bias magnetic flux deviates from the optimal point, the
three-level SFQC has a cyclic transition, thus it responds to the probe field like a combination of natural atoms
with ladder-type transitions and natural atoms with Λ-type transitions. In particular, we provide detailed discus-
sions on the conditions for realizing electromagnetically induced transparency and Autler-Townes splitting in
three-level SFQCs.
PACS numbers: 42.50.Gy, 42.50.Ct, 74.50.+r, 85.25.Cp
I. INTRODUCTION
Superconducting quantum circuits (SQCs) with Josephson
junctions have been experimentally demonstrated to possess
quantized energy levels (e.g., see reviews [1–7]), which are
analogous to the quantized internal levels of natural atoms.
However, in contrast to natural atoms, the quantized energy
levels of SQCs can be tuned by externally controllable pa-
rameters. These artificially fabricated SQCs have been exten-
sively explored as qubits in quantum information processing.
They also provide us a controllable platform to test funda-
mental quantum phenomena at a macroscopic scale. For ex-
ample, quantum interference via Landau-Zener-Stu¨ckelberg
transitions [8–10] has been experimentally demonstrated in
SQCs [11–16]. Moreover, circuit quantum electrodynamics
(circuit QED) of SQCs has been extensively explored (e.g.,
see Refs. [17–21]). Furthermore, the Sisyphus cooling of a
harmonic oscillator via a superconducting flux quantum cir-
cuit (SFQC) [22] has also been studied [23–26] theoretically
and experimentally. Our theoretical prediction on the coexis-
tence of one- and two-photon transitions [27] in three-level
SFQCs have been experimentally demonstrated [28]. This
coexistence results from the controllable symmetry of the
Hamiltonian for SFQCs [27], which are very different from
natural atoms.
For three-level SQCs, quantum state control has been the-
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oretically studied in Λ-type transition configurations (e.g.,
Refs. [29–32]). The microwave-induced cooling of a super-
conducting qubit via the third energy level has been exper-
imentally demonstrated [33]. This mechanism can be fur-
ther used to cool the environment surrounding the qubit [34].
The inverse process of cooling [33] can be used for single-
photon production [35] and lasing [26], which has been exper-
imentally demonstrated using superconducting charge quan-
tum circuits [36]. SQCs also allow to experimentally explore
atomic-physics phenomena [5, 6] on microelectronic chips,
e.g., electromagnetically induced transparency (EIT) [37–40]
and Autler-Townes splitting (ATS) [41]. EIT and ATS both
display a dip in the absorption spectrum of a three-level quan-
tum system to a weak resonant probe field when a strong driv-
ing field is appropriately applied. However, EIT is due to
Fano interference [42], while ATS is due to the driving-field-
induced shift of the transition frequency which is probed. The
application of EIT in atomic systems to nonlinear optics [40]
and quantum information theory [43] has been extensively
studied.
In this paper, we study the linear response of a three-level
SFQC to a weak probe field when the two upper levels are
driven by a strong external microwave field. Our motivation
is quadfold:
1. The microwave-induced transitions between different
energy levels of SFQCs can be adjusted by the bias
magnetic flux [27]; thus the linear response of SFQCs
should depend on the magnetic bias.
2. EIT has been proposed as a promising method to probe
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FIG. 1: (Color online) (a) Schematic diagram of a SFQC with three
Josephson junctions. Here Φe is a bias magnetic flux (dc), while
ΦD(t) = Φc cos(ω0t) is a strong driving magnetic flux (ac) pro-
vided by the left coil (in red color), ΦP(t) is a weak probe magnetic
flux (ac) provided by the right coil (in green color). (b) Schematic
diagram of the three-level SFQC. The driving field is used to couple
the two upper energy levels |1〉 and |2〉. However, the probe field is
used to couple the energy levels |0〉 and |1〉, as well as the energy
levels |0〉 and |2〉.
the coherence of superconducting qubit states [44, 45].
Tunable EIT has been studied in circuit QED systems
by using dressed states [46]. Moreover, ATS [47–52]
and coherent population trapping [53] have been exper-
imentally demonstrated in different types of SQCs with
three energy levels. ATS has been proposed as a basis
for fast, high on/off ratio microwave routers [48, 51].
3. One experiment [49] in three-level SFQCs showed that
the two peaks in the transmission spectrum for ATS [50]
have different heights, even when the driving field is
resonantly applied, and this phenomenon cannot be ex-
plained by using a simple Lindblad master equation.
4. Using weak continuous measurements [54–59], exper-
imentalists studied magnetic susceptibilities to extract
the information of SQCs [60–63].
This study mainly focuses on the following questions: (i)
how the linear response of SFQCs changes with the tun-
able bias magnetic flux; (ii) what are the differences between
the linear responses of SFQCs and natural atoms; (iii) what
are the conditions for realizing EIT and ATS in three-level
SFQCs; (iv) why the transmission spectrum in the ATS exper-
iment [49, 50] is asymmetric.
Differences between our study for EIT with those in
Refs. [44, 45] are: (i) we consider the effect of the driving
field on the dissipation of SFQCs by using the method devel-
oped in Refs. [64–67]. (ii) Refs. [44, 45] study EIT in the basis
of the single-well states of SFQCs, which have a Λ-type tran-
sition. However our study is in the basis of the three lowest
eigenstates of SFQCs, which have a ladder-type transition (or
cyclic transition) when the bias magnetic flux is at (or deviates
from) the optimal point [27]. (iii) In contrast to Refs. [44, 45],
the environmental temperature effects on the responses of the
three-level SFQCs have also been studied here. (iv) Moreover,
we also provide detailed discussions on the relation between
EIT and ATS for SFQCs.
Our paper is organized as follows. In Sec. II, we first briefly
review the SFQC and write the Hamiltonian of the three-level
SFQC, which interacts with the strong driving field, the weak
probe field, and the environment. We also give the definition
of the linear magnetic susceptibility of the three-level SFQC
to a weak probe magnetic field. In Sec. III, formal solutions
of the operators of the three-level SFQC are given by solv-
ing the Heisenberg-Langevin equations. In Sec. IV, magnetic
susceptibilities of the three-level SFQC are calculated and the
conditions for realizing EIT and ATS are derived. In Sec. V,
the numerical results for the magnetic susceptibilities are dis-
cussed by using experimentally accessible parameters. We fi-
nally give conclusions in Sec. VI.
II. THEORETICAL MODEL
A. Hamiltonian of superconducting flux qubit circuits
We study a SFQC, as shown in Fig. 1(a), consisting of
three Josephson junctions in a superconducting loop with neg-
ligible self-inductance. Two junctions have equal size, each
with Josephson energy EJ and capacitance CJ. The third
one, which is smaller than the others, has a Josephson en-
ergy αEJ and capacitance αCJ, with 0.5 < α < 1. The
SFQC is threaded by a bias magnetic flux (dc) Φe and driven
by a strong time-dependent magnetic flux (ac) ΦD(t). A weak
magnetic flux ΦP(t) as a probe field is also applied to the
SFQC. If the driving ΦD(t) and the probe ΦP(t) fields are not
applied, then the Hamiltonian of the SFQC with a dc bias Φe
is written as (e.g., in Refs. [22, 27])
H0 =
P 2p
2Mp
+
P 2m
2Mm
+ U(ϕp, ϕm), (1)
with effective masses Mp = 2CJ(Φ0/2pi)2 and Mm =
Mp(1+ 2α). Here Φ0 is the flux quantum. The quantum con-
jugate variables ϕp and ϕm of the effective momenta Pp and
Pm are defined by ϕp = (ϕ1+ϕ2)/2 and ϕm = (ϕ2−ϕ1)/2,
with the phase drops ϕ1 and ϕ2 across the two larger junc-
tions. The potential energy U(ϕp, ϕm) is
U(ϕp, ϕm) = 2EJ(1 − cosϕp cosϕm)
+ αEJ [1− cos (2pif + 2ϕm)] , (2)
with the reduced magnetic flux f = Φe/Φ0. The bias mag-
netic flux Φe can be used to adjust the shape of the potential
energy between the symmetric double-well and the asymmet-
ric double-well. Thus, as shown in Fig. 2(a), the eigenvalues
El of the SFQC can be adjusted by Φe (or the reduced mag-
netic flux f ). In the basis of the eigenstates |l〉, corresponding
to the lth eigenvalueEl, of the Hamiltonian H0 in Eq. (1), we
can rewrite Eq. (1) as
H0 =
N∑
l=0
El σll, (3)
with σll = |l〉〈l|. As an example and for concreteness, in
Fig. 2(a), the eigenvaluesEl of the Hamiltonian in Eq. (1) for
the six lowest energy levels have been plotted as a function of
the reduced magnetic flux f with α = 0.7 and EJ/Ec = 48.
Here, the charging energy Ec = e2/(2CJ).
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FIG. 2: (Color online) (a) Eigenvalues El of the SFQC versus the
reduced magnetic flux f , in units of EJ, for the six lowest energy
levels. (b) Moduli of the loop current transition matrix elements |Iij |
(i < j) for the three lowest energy levels (|0〉, |1〉, and |2〉) versus the
reduced magnetic flux f for |I01| (blue dashed curve), |I02| (green
dash-dotted curve), and |I12| (red solid curve). (c) Loop current di-
agonal matrix elements Iii for the three lowest energy levels (|0〉,
|1〉, and |2〉) versus the reduced magnetic flux f for I00 (blue dashed
curve), I11 (green dash-dotted curve), and I22 (red solid curve). In
(b) and (c), the loop current matrix elements are in units of I0. Here
we choose α = 0.7 and EJ/Ec = 48.
B. Hamiltonian of a driven and probed three-level system with
its environment
Let us now only consider the three lowest energy levels of
the SFQC as in Refs. [27, 34, 35]. That is, the free Hamilto-
nian of the SFQC can be given by Eq. (3) with l = 0, 1, 2. As
schematically shown in Fig. 1(b), when the driving ΦD(t) and
the probeΦP(t) fields are applied to the three-level SFQC, the
Hamiltonian of the three-level SFQC with its environment can
be given by
Hq =
2∑
l=0
El σll + ~
∑
n
ω′nb
†
nbn +HI. (4)
The interaction Hamiltonian HI is generally given by
HI = HI,D +HI,P +HI,E
= −ΦD(t)Iˆ − ΦP(t)Iˆ − ~QIˆ, (5)
where ~Q represents the magnetic flux induced by the envi-
ronment. The average value of the operator Iˆ in Eq. (5) rep-
resents the current through the SFQC loop, which is generally
given as
Iˆ =
2∑
i,j=0
Iij σij , (6)
with σij = |i〉〈j| in the basis of the three lowest eigenstates
(|0〉, |1〉, and |2〉) of the Hamiltonian in Eq. (1). Here, the
matrix elements of the loop current operator Iˆ in Eq. (6) are
given as Iij = 〈i|Iˆg|j〉, for the general definition [68] of the
loop current operator
Iˆg =
α I0
1 + 2α
[2 cosϕp sinϕm − sin (2pif + 2ϕm)] , (7)
with I0 = 2piEJ/Φ0. For the completeness of the paper and
further numerical discussions, the moduli of the loop current
transition matrix elements |Iij | (i < j) in Fig. 2(b) and the
loop current diagonal matrix elements Iii in Fig. 2(c) are plot-
ted as a function of the reduced magnetic flux f for the three
lowest energy levels, with the same parameters as in Fig. 2(a).
It is clear that these matrix elements can be controlled by the
bias magnetic flux Φe (or saying f ).
The environment is described by multimode harmonic os-
cillators, each with the creation (annihilation) operator b†n (bn)
and frequency ω′n. The environmental variable is
Q =
∑
n
κn(b
†
n + bn), (8)
where κn characterizes the coupling between each mode of
the environment and the three-level SFQC.
The driving field ΦD(t) is assumed to have frequency ω0
and amplitudeΦc, resonantly or near resonantly applied to the
two upper energy levels |1〉 and |2〉. Thus, in the rotating-wave
approximation (RWA), the driving-field-induced Hamiltonian
HI,D in Eq. (5) can be given as
HI,D = ~ΩD exp(iω0t)σ12 + ~Ω
∗
D exp(−iω0t)σ21. (9)
The coupling constant ΩD between the driving field ΦD(t)
and the three-level SFQC is
ΩD = −
1
2~
Φc I12, (10)
with I12 given in Eq. (6) for i = 1 and j = 2. The Rabi
frequency of the driving field is given by the modulus |ΩD| of
the coupling constant.
In contrast to the driving field ΦD(t), in this study, we as-
sumed that the probe field ΦP(t) includes two components
which can induce either the |0〉 ↔ |1〉 transition or the
|0〉 ↔ |2〉 transition. Thus, under the RWA, the probe-field-
induced Hamiltonian HI,P in Eq. (5) can be given as
HI,P = −ΦP(t)
(
2∑
i=1
I0i σ0i + h.c.
)
. (11)
Based on the above discussions, the total Hamiltonian of
the driven and probed three-level SFQC with its environment
4can be given by
H =
2∑
l=0
El σll + ~
∑
n
ω′nb
†
nbn
+ ~ΩD exp(iω0t)σ12 + ~Ω
∗
D exp(−iω0t)σ21
− ΦP(t)
(
2∑
i=1
I0i σ0i + h.c.
)
− ~QIˆ, (12)
with Iˆ given in Eq. (6).
We emphasize that the Hamiltonian of the SFQC in Eq. (1)
has a well-defined parity when the bias magnetic flux is at
the optimal point, i.e., f = 0.5. In this case, the transition
between the energy levels |0〉 and |2〉 is forbidden and the se-
lection rule in SFQCs is the same as in natural atoms [27],
thus the three-level SFQC has a ladder-type transition, and the
probe field can only couple the energy levels |0〉 and |1〉. How-
ever, when the bias magnetic flux deviates from the optimal
point, i.e., f 6= 0.5, the parity of the Hamiltonian in Eq. (1)
related to the variables ϕp and ϕm is broken and any transi-
tion between two of the three lowest energy levels is possible.
In this case, the three-level SFQC has a cyclic transition [27]
and the probe field can couple the energy levels |0〉 and |1〉, as
well as the energy levels |0〉 and |2〉. This is a very important
difference between three-level SFQCs and three-level natural
atoms.
C. Magnetic susceptibility of three-level SFQCs
The linear response of the three-level SFQC to the probe
field can be characterized by the linear magnetic susceptibil-
ity. By taking the same arguments and calculation method as
in Ref. [67], the linear magnetic susceptibility χq(ω) of the
three-level SFQC to the probe field ΦP(t) can be obtained via
the following Fourier transform〈
δIˆ(t)
δΦP(t1)
〉
=
∫
dω
2pi
χq(ω) exp[−iω(t− t1)]. (13)
Note that in this paper we use the integral sign
∫
to denote
the integration over the whole real axes, i.e.,
∫
≡
∫∞
−∞
. The
real and imaginary parts of the magnetic susceptibility χq(ω)
are used to characterize, respectively, the dispersion and the
absorption of the probe field by the three-level SFQC. The
time-dependent loop current operator Iˆ(t) in Eq. (13) can be
expressed via Eq. (6) as
Iˆ(t) =
2∑
i,j=0
Iij σij(t). (14)
Note that the difference of the susceptibility between the
three-level SFQCs in Eq. (13) and the superconducting qubits
in Ref. [67] only involves replacing the loop current opera-
tor of the superconducting qubits by that of the three-level
SFQCs. However, this simple replacement will result in many
new results, as discussed below.
III. EQUATIONS OF MOTION AND SOLUTIONS OF
OPERATORS
A. Heisenberg equations and correlation functions
To obtain the magnetic susceptibility χq(ω) of the three-
level SFQC, we now have to obtain the solution of the loop
current operator Iˆ(t) by solving the equations of motion for
all operators σlm(t). In the rotating reference frame for the
Hamiltonian in Eq. (12) with the unitary transform
U(t) = exp (−iω1σ11 t− iω
′σ22 t) , (15)
the Heisenberg equation of motion for any operator σlm(t) of
the driven and probed three-level SFQC, interacting with the
environment, can be given by
∂σlm
∂t
= −i∆(σl2δm2 − σ2mδ2l)
− iΩD(σl2δm1 − σ1mδ2l)− iΩ
∗
D(σl1δm2 − σ2mδ1l)
+
i
~
(σl0δm1 − σ1mδ0l)[~Q+ΦP(t)]I10e
iω1t
+
i
~
(σl1δm0 − σ0mδ1l)[~Q+ΦP(t)]I01e
−iω1t
+
i
~
(σl0δm2 − σ2mδ0l)[~Q+ΦP(t)]I20e
iω′t
+
i
~
(σl2δm0 − σ0mδ2l)[~Q+ΦP(t)]I02e
−iω′t
+
i
~
(σl1δm2 − σ2mδ1l)~QI21e
iω0t
+
i
~
(σl2δm1 − σ1mδ2l)~QI12e
−iω0t
+
i
~
(σl0δm0 − σ0mδ0l)~QI00
+
i
~
(σl1δm1 − σ1mδ1l)~QI11
+
i
~
(σl2δm2 − σ2mδ2l)~QI22, (16)
with ω′ = ω0 + ω1 = ω2 − ∆. Here, ∆ = ω3 − ω0 is the
detuning between the frequency ω0 of the driving field and
the transition frequency ω3 from the energy level |2〉 to the
energy level |1〉. The transition frequencies ωi (i = 1, 2, 3)
of the three-level SFQC are defined as ω1 = (E1 − E0)/~,
ω2 = (E2−E0)/~, and ω3 = (E2−E1)/~. In the derivation
of Eq. (16), we have used the completeness relation |0〉〈0| +
|1〉〈1| + |2〉〈2| = 1 for the three-level SFQC and neglected
the constant term. In Eq. (16), all operators are Heisenberg
operators, e.g., σlm ≡ σlm(t) and also Q ≡ Q(t).
The environment has an infinite number of degrees of free-
dom, thus it is usually considered as a macroscopic system
and assumed in a thermodynamic equilibrium state. If the free
environmental variable Q(0)(t)
Q(0)(t) =
∑
n
κn
[
b†n(0)e
iω′
n
t + bn(0)e
−iω′
n
t
]
(17)
obeys Gaussian fluctuations or the interaction between the
5three-level SFQC and its environment is weak [64], the en-
vironmental operator Q(t) has the following solution
Q(t) = Q(0)(t) +
∫ t
−∞
dt′ φ(t, t′) Iˆr(t
′), (18)
with the time-dependent loop current operator in the rotating
reference frame
Iˆr(t
′) =
[
I01σ01(t
′)e−iω1t
′
+ I02σ02(t
′)e−iω
′t′
+ I12σ12(t
′)e−iω0t
′
+ h.c.
]
+
2∑
i=0
Iiiσii(t
′). (19)
Note that b†n(0) and bn(0) in Eq. (17) are the creation and an-
nihilation operators of the nth environmental bosonic mode at
the initial time. The environmental linear response function
φ(t, t′) is defined as the correlation function of the free envi-
ronmental variables averaged over the environmental equilib-
rium state
φ(t, t′) = 〈i[Q(0)(t), Q(0)(t′)]−〉E θ(t− t
′), (20)
where the Heaviside step function θ(t− t′) = 1 for t− t′ > 0;
but θ(t − t′) = 0 for t − t′ < 0. The environmental suscep-
tibility χ(ω) is defined [64] by the Fourier transform of the
response function φ(t, t′),
χ(ω) = χ′(ω) + iχ′′(ω) =
∫
dτ φ(τ) exp(iωτ), (21)
with the time interval τ = t− t′ and
χ′(ω) = −
1
pi
℘
∫
dω′
χ′′(ω′)
ω − ω′
. (22)
Here ℘ stands for the Cauchy principal value.
Using the method developed in Refs. [64–67], the product
operators, e.g., σlm(t)Q(t) in Eq. (16), can be written as
σlm(t)Q(t) =
1
2
∫
dt′φ(t, t′)
[
σlm(t), Iˆr(t
′)
]
+
+ ξlm(t)
+ i
∫
dt′M˜(t, t′)
[
σlm(t), Iˆr(t
′)
]
−
. (23)
Here, the upper bound of the integral in Eq. (23) has been
extended from the time t to ∞ by using the step function
θ(t − t′) = 0 for t′ > t. The fluctuation force ξlm(t) in
Eq. (23), which has zero average value over the environmen-
tal equilibrium state, is expressed as
ξlm(t) =
1
2
[
σlm(t), Q
(0)(t)
]
+
− i
∫
dt′M˜(t, t′)
[
σlm(t), Iˆr(t
′)
]
−
, (24)
with the causal correlation function M˜(t, t′) = M(t, t′)θ(t−
t′). The symmetrized correlation function M(t, t′) of the free
environmental variable Q(0)(t) is defined by
M(t, t′) =
1
2
〈[Q(0)(t), Q(0)(t′)]+〉E, (25)
with the average over the environmental equilibrium state.
Here, we need to mention that the Born approximation is
made when we take the average over the environmental equi-
librium state in Eqs. (20) and (25). That is, the states of the
three-level SFQC and the environment are factorized at any
time and the environment is always assumed in its equilib-
rium state. The spectral density S(ω) is defined [64] by the
Fourier transform of the correlation function M(t, t′),
S(ω) =
∫
dτ M(τ) exp(iωτ). (26)
The Fourier transform S˜(ω) of the correlation function M˜(τ)
can be given as [64]
S˜(ω) =
1
2
[S(ω) + iS′(ω)] , (27)
with
S′(ω) =
1
pi
℘
∫
dω′
S(ω′)
ω − ω′
. (28)
B. Quantum Langevin equations
Using Eqs. (16), (19), and (23), we can rewrite the Heisen-
berg equation in Eq. (16) into a quantum Langevin equation.
For example, the operator σ01(t) obeys the following quantum
Langevin equation
∂σ01(t)
∂t
= i
|I01|
2
2
∫
dt′[S
(+)
00,01(t, t
′) + iS
(−)
00,01(t, t
′)]eiω1τ
− i
|I01|
2
2
∫
dt′[S
(+)
11,01(t, t
′) + iS
(−)
11,01(t, t
′)]eiω1τ
− i
|I02|
2
2
∫
dt′[S
(+)
21,02(t, t
′) + iS
(−)
21,02(t, t
′)]eiω
′τ
+ i
|I12|
2
2
∫
dt′[S
(+)
02,21(t, t
′) + iS
(−)
02,21(t, t
′)]e−iω0τ
− i
(I00 − I11)I00
2
∫
dt′[S
(+)
01,00(t, t
′) + iS
(−)
01,00(t, t
′)]
− i
(I00 − I11)I11
2
∫
dt′[S
(+)
01,11(t, t
′) + iS
(−)
01,11(t, t
′)]
− i
(I00 − I11)I22
2
∫
dt′[S
(+)
01,22(t, t
′) + iS
(−)
01,22(t, t
′)]
− iΩDσ02(t) +
i
~
ΦP(t)I10[σ00(t)− σ11(t)]e
iω1t
−
i
~
ΦP(t)I20σ21(t)e
iω′t + iI10[ξ00(t)− ξ11(t)]e
iω1t
− iI20ξ21(t)e
iω′t + iI12ξ02(t)e
−iω0t
− i(I00 − I11)ξ01(t). (29)
The commutators S(+)ij,lm(t, t′) and anti-commutators
S
(−)
ij,lm(t, t
′) in Eq. (29) are defined as
S
(+)
ij,lm(t, t
′) = ϕ(t, t′)[σij(t), σlm(t
′)]+, (30)
S
(−)
ij,lm(t, t
′) = 2M˜(t, t′)[σij(t), σlm(t
′)]−. (31)
6The fluctuation forces ξlm(t) in Eq. (29) can be given by
Eq. (24). However, we are only interested in the average
dynamics of the three-level SFQC operators in our following
discussions and not interested in the correlation of the fluctua-
tion forces; thus, hereafter we average Eq. (29) over the envi-
ronmental equilibrium state, and the fluctuation forces ξlm(t)
become zero. Under the integral in Eq. (29), we only keep
the terms with exponential factors including the time inter-
val τ , e.g., exp(−iω0τ), and the terms without exponential
factors. Other fast-oscillating terms with exponential factors,
e.g., exp(iω1t − iω0t′), have been neglected under the inte-
gral in Eq. (29) because the contributions of these terms are
negligibly small.
To obtain each integral in Eq. (29), we have to first cal-
culate the commutators S(+)ij,lm(t, t′) and anti-commutators
S
(−)
ij,lm(t, t
′) with expressions [σij(t), σlm(t′)]± in Eqs. (30)
and (31). With the assumptions that the coupling between the
three-level SFQC and its environment is weak, and that the
environmental correlation time τc is very small, the relaxation
of the three-level SFQC is negligible during the environmen-
tal correlation time τc. Thus the Bloch-Redfield approxima-
tion can be applied and the time-dependent operators σlm(t′)
in Eqs. (30) and (31) can be approximately obtained by ne-
glecting the interaction between the three-level SFQC and its
environment. In this case, the operators σlm(t′) can be eas-
ily expressed in terms of the operators at the moment t and
the time interval τ . For example, the operator σ01(t′) can be
expressed as
σ01(t
′) = ei
∆
2
τA∗(τ)σ01(t) + ie
i∆
2
τB(τ)σ02(t). (32)
Here
A(τ) = cos
(
Ωτ
2
)
+ i sin
(
Ωτ
2
)
cos 2θ, (33)
B(τ) = ν sin
(
Ωτ
2
)
sin 2θ, (34)
with Ω =
√
∆2 + 4|ΩD|2 and ν = ΩD/|ΩD|. The de-
tailed calculations on the operators σlm(t′) are given in
Appendix A. Using the relation of simultaneous opera-
tors σij(t)σlm(t) = σim(t)δjl, the commutators and anti-
commutators in Eqs. (30) and (31) can be expressed by the
operators at the moment t and the time interval τ . Thus, sub-
stituting the operator relations (see Appendix A) as in Eq. (32)
into Eq. (29), and integrating over the time interval τ , the
quantum Langevin equation Eq. (29) can be simplified.
Based on above discussions, the quantum Langevin equa-
tions of other operators can also be derived by using the same
approach as for Eq. (29). All of the quantum Langevin equa-
tions related to the operators σlm(t) after averaging over the
environmental equilibrium state are given below:
∂σ01(t)
∂t
= iΓ11σ01(t) + i(Γ12 − ΩD)σ02(t)
+
i
~
ΦP(t)I10[σ00(t)− σ11(t)]e
iω1t
−
i
~
ΦP(t)I20σ21(t)e
iω′t, (35)
∂σ02(t)
∂t
= i(Γ21 − Ω
∗
D)σ01(t) + i(Γ22 −∆)σ02(t)
+
i
~
ΦP(t)I20[σ00(t)− σ22(t)]e
iω′t
−
i
~
ΦP(t)I10σ12(t)e
iω1t, (36)
∂σ12(t)
∂t
= i(Γ31 −∆)σ12(t) + iΓ32σ21(t) + iΓ33σ00(t)
+ i(Γ34 − Ω
∗
D)σ11(t) + i(Γ35 +Ω
∗
D)σ22(t)
+
i
~
ΦP(t)[I20σ10(t)e
iω′t − I01σ02(t)e
−iω1t],
(37)
∂σ00(t)
∂t
= iΓ41σ00(t) + iΓ42σ11(t) + iΓ43σ22(t)
+ iΓ44σ12(t) + iΓ45σ21(t)
+
i
~
ΦP(t)I01σ01(t)e
−iω1t −
i
~
ΦP(t)I10σ10(t)e
iω1t
+
i
~
ΦP(t)I02σ02(t)e
−iω′t −
i
~
ΦP(t)I20σ20(t)e
iω′t,
(38)
∂σ11(t)
∂t
= iΓ51σ00(t) + iΓ52σ11(t) + iΓ53σ22(t)
+ i(Γ54 − ΩD)σ12(t) + i(Γ55 +Ω
∗
D)σ21(t)
−
i
~
ΦP(t)I01σ01(t)e
−iω1t +
i
~
ΦP(t)I10σ10(t)e
iω1t
+
i
~
ΦP(t)I12σ12(t)e
−iω0t −
i
~
ΦP(t)I21σ21(t)e
iω0t,
(39)
∂σ22(t)
∂t
= iΓ61σ00(t) + iΓ62σ11(t) + iΓ63σ22(t)
+ i(Γ64 +ΩD)σ12(t) + i(Γ65 − Ω
∗
D)σ21(t)
−
i
~
ΦP(t)I02σ02(t)e
−iω′t +
i
~
ΦP(t)I20σ20(t)e
iω′t
−
i
~
ΦP(t)I12σ12(t)e
−iω0t +
i
~
ΦP(t)I21σ21(t)e
iω0t.
(40)
The expressions for the complex coefficients Γlm (l, m =
1, 2) in Eqs. (35) and (36) are given in Appendix B. The ex-
pressions for the complex coefficients Γlm in Eqs. (37)–(40)
are not given because they are not used in the following cal-
culations.
C. Steady-state values
We are interested in the linear magnetic susceptibility of the
driven three-level SFQC in the steady state; therefore we need
to obtain the steady-state values and the probe-field-dependent
average values of the operators σlm of the three-level SFQC.
7The steady-state values 〈σ(s)lm 〉 can be obtained via Eqs. (35)–(40) by setting ∂σlm(t)/∂t = 0, ΦP(t) = 0, and averaging
over the initial state of the three-level SFQC. From Eqs. (35)
and (36), we obtain that the steady-state values 〈σ(s)01 〉 and
〈σ
(s)
02 〉 are zero, i.e.,
〈σ
(s)
01 〉 = 〈σ
(s)
02 〉 = 0. (41)
The steady-state values 〈σ(s)12 〉 and 〈σ
(s)
ll 〉 (l = 0, 1, 2) can
be obtained via Eqs. (37)–(40). However, in the usual ex-
periments with SFQCs, the condition kBT ≪ |Ei − Ej |
(i, j = 0, 1, 2, i 6= j) is fulfilled. Thus, the population of
the energy levels |1〉 and |2〉 due to thermal excitations can
be neglected, and the steady-state values 〈σ(s)12 〉 and 〈σ
(s)
ll 〉
(l = 0, 1, 2) can be approximately given as
〈σ
(s)
12 〉 ≈ 〈σ
(s)
11 〉 ≈ 〈σ
(s)
22 〉 ≈ 0, and 〈σ
(s)
00 〉 ≈ 1. (42)
By numerically solving Eqs. (37)–(40) (not shown in this pa-
per), we find that |〈σ(s)12 〉| < 10−2 and 〈σ(s)ll 〉 < 3 × 10−2
(l = 1, 2) with the parameters used in Sec. V for numerical
calculations. Thus the approximation in Eq. (42) is reason-
able.
D. Formal solution of quantum Langevin equations
The time-dependent average values 〈σlm(t)〉 can be ob-
tained by solving Eqs. (35)–(40) using the Fourier transform.
The solutions are only calculated to first order in ΦP(t).
Therefore, here first Eqs. (35)–(40) are averaged over the ini-
tial state of the three-level SFQC, and afterwards, in the terms
including ΦP(t), all the average values 〈σlm(t)〉 are replaced
by their steady-state values 〈σ(s)lm 〉.
As shown in Eq. (41), the steady-state values 〈σ(s)01 〉 and
〈σ
(s)
02 〉 are zero, thus the time-dependent average values
〈σ12(t)〉 and 〈σll(t)〉 (l = 0, 1, 2) are independent of ΦP(t)
when calculated to first order in ΦP(t), and do not affect the
linear magnetic susceptibility of the three-level SFQC. There-
fore, we only need to calculate the time-dependent average
values 〈σ01(t)〉 and 〈σ02(t)〉. The formal solutions of the av-
erage values 〈σ01(t)〉 and 〈σ02(t)〉 are expressed as
〈σ01(t)〉 = i
I10
~
∫
dt′G22(τ)ΦP(t
′)eiω1t
′
− i
I20
~
∫
dt′G12(τ)ΦP(t
′)eiω
′t′
+G22(t)〈σ01(0)〉 −G12(t)〈σ02(0)〉, (43)
〈σ02(t)〉 = i
I20
~
∫
dt′G11(τ)ΦP(t
′)eiω
′t′ ,
− i
I10
~
∫
dt′G21(τ)ΦP(t
′)eiω1t
′
−G21(t)〈σ01(0)〉+G22(t)〈σ02(0)〉. (44)
The Fourier transforms of the Green functions Glm(τ) in
Eqs. (43) and (44), are given by
G11(ω) =
∫
dτ G11(τ) e
iωτ =
i (ω + Γ11)
D(ω)
, (45)
G12(ω) =
∫
dτ G12(τ) e
iωτ =
i (Γ12 − ΩD)
D(ω)
, (46)
G21(ω) =
∫
dτ G21(τ) e
iωτ =
i (Γ21 − Ω
∗
D)
D(ω)
, (47)
G22(ω) =
∫
dτ G22(τ) e
iωτ =
i (ω −∆+ Γ22)
D(ω)
, (48)
with the denominator
D(ω) = − (ω + Γ11) (ω −∆+ Γ22)
+ (Γ12 − ΩD) (Γ21 − Ω
∗
D) . (49)
E. Discussions
The complex coefficients Γlm in Eqs. (35)–(40) incorporate
the effects of the environment on the three-level SFQC. The
real parts of Γlm represent the Lamb frequency shifts of the
three-level SFQC, while the imaginary parts of Γlm represent
the damping rates of the three-level SFQC.
We can further simplify Γlm via the fluctuation-dissipation
theorem. According to the fluctuation-dissipation theorem,
the spectral density S(ω) in Eq. (26) and the imaginary part
of the environmental susceptibility χ′′(ω) in Eq. (21) satisfy
the following relation
S(ω) = χ′′(ω) coth
(
~ω
2kBT
)
. (50)
Here, T is the equilibrium temperature of the environment. In
our calculations, χ′′(ω) is approximately given by an Ohmic
spectrum with exponential cutoff [69, 70]
χ′′(ω) = η ω exp
(
−
|ω|
ωc
)
. (51)
Here ωc is the cutoff frequency typically assumed to be much
larger than all the other relevant frequency scales of the
three-level SFQC. The dimensionless constants η|Iij |2/(2pi)
(i, j = 0, 1, 2) represent the coupling strengths between the
three-level SFQC and its environment.
Using Eqs. (22), (28), (50), and (51), we can simplify all
formulae related to χ(ω) and S˜(ω) by χ′′(ω). In the follow-
ing calculations, we neglect the real parts of the complex co-
efficients Γlm, which are responsible for the Lamb frequency
shifts of the three-level SFQC. In this way, the complex co-
efficients Γlm in Eqs. (35)–(40) are replaced by iγlm, with
γlm = Im(Γlm).
Now we make a comparison between the quantum
Langevin equations in Eqs. (35)–(40) with the Lindblad mas-
ter equation. The method of deriving the quantum Langevin
equations in Eqs. (35)–(40) is similar to the method in
Ref. [71] of deriving the Lindblad master equation with the
8Born-Markov approximation and the RWA. And we can trans-
form the quantum Langevin equations in Eqs. (35)–(40) into
an equivalent Lindblad master equation [71]. However, there
are differences between the quantum Langevin equations in
Eqs. (35)–(40) and the commonly-used type of Lindblad mas-
ter equations.
(i) Usually, a commonly-used type of Lindblad master
equation (denoted by cLME), e.g., the Lindblad master equa-
tion used in Ref. [49], does not consider the effects of the
driving field on the coupling between the three-level SFQC
and its environment. That is to say, the frequency shifts and
the damping rates induced by the environment in the cLME
are independent of the driving field. However, in this paper
we take these effects of the driving field into account as in
Ref. [66] and derive the driving-field-dependent complex co-
efficients Γlm (see Appendix B).
(ii) When the driving field ΦD is not applied, the real (imag-
inary) parts of the complex coefficients Γlm are equivalent to
the frequency shifts (the damping rates) in the cLME. For ex-
ample, γ11 and γ22, the imaginary parts of Γ11 and Γ22, are
equivalent to the damping rates of the off-diagonal matrix el-
ements ρ21 and ρ31 in Ref. [49], respectively. However, when
the driving field ΦD is applied, the complex coefficients Γlm
are modified by the Rabi frequency |ΩD| and the detuning ∆
of the driving field ΦD. In addition, some of the complex co-
efficients Γlm, e.g., Γ12 and Γ21, are not considered in the
cLME because these are nonzero only when the driving field
ΦD is applied. Thus, the phenomena induced by these com-
plex coefficients Γlm, e.g., Γ12 and Γ21, cannot be explained
by using the cLME. In Sec. IV, we will show that γ12 and γ21,
the imaginary parts of Γ12 and Γ21, can make the two peaks
in the absorption spectrum for ATS have different heights.
IV. MAGNETIC SUSCEPTIBILITY
To study the linear response of the three-level SFQC to the
probe field when the three-level SFQC is in the steady state,
we now calculate the linear magnetic susceptibilities.
A. Susceptibility of the three-level SFQC
The magnetic susceptibility χq(ω) can be given by the
Fourier transform of Eq. (13) as
χq(ω) =
∫
dτ1
〈
δIˆ(t)
δΦP(t1)
〉
exp(iωτ1), (52)
with the time interval τ1 = t − t1. In the rotating reference
frame, the loop current operator Iˆ(t) in Eq. (52) takes the form
as shown in Eq. (19),
Iˆ(t) =
[
I01σ01(t)e
−iω1t + I02σ02(t)e
−iω′t
+ I12σ12(t)e
−iω0t + h.c.
]
+
2∑
i=0
Iiiσii(t). (53)
As discussed in Subsec. D of Sec. III, the average values
〈σ12(t)〉 and 〈σll(t)〉 (l = 0, 1, 2) are independent of ΦP(t),
and do not affect the magnetic susceptibility χq(ω). Thus,
the susceptibility χq(ω) defined in Eq. (52) can be calculated
via the functional derivatives of the average values 〈σ01(t)〉,
〈σ02(t)〉, 〈σ10(t)〉, and 〈σ20(t)〉 over the probe field ΦP(t1).
Using Eqs. (43) and (44), the functional derivatives of the av-
erage values 〈σ01(t)〉 and 〈σ02(t)〉 over the probe field ΦP(t1)
can be given as
δ〈σ01(t)〉
δΦP(t1)
= i
I10
~
G22(τ1)e
iω1t1 − i
I20
~
G12(τ1)e
iω′t1 , (54)
δ〈σ02(t)〉
δΦP(t1)
= i
I20
~
G11(τ1)e
iω′t1 − i
I10
~
G21(τ1)e
iω1t1 . (55)
The functional derivatives of the average values 〈σ10(t)〉 and
〈σ20(t)〉 over the probe field ΦP(t1) can be obtained by tak-
ing the conjugates of Eqs. (54) and (55). Therefore, we can
straightforwardly obtain
χq(ω) = χ01(ω) + χ02(ω). (56)
Here, χ01(ω) and χ02(ω) is determined by
χ01(ω) =
∫
dτ1
〈
δ[I01σ01(t)e
−iω1t + h.c.]
δΦP(t1)
〉
eiωτ1 , (57)
χ02(ω) =
∫
dτ1
〈
δ[I02σ02(t)e
−iω′t + h.c.]
δΦP(t1)
〉
eiωτ1 . (58)
According to Eqs. (57) and (58), using Eqs. (45)–(48), (54),
and (55), we can obtain
χ01(ω) =
|I01|
2(δ1 −∆+ iγ22)
~D1(δ1)
, (59)
χ02(ω) =
|I02|
2(δ2 + iγ11)
~D1(δ2)
. (60)
Here δ1 = ω − ω1, δ2 = ω − ω′, and
D1(ω) = − (ω + iγ11) (ω −∆+ iγ22)
+ (iγ12 − ΩD) (iγ21 − Ω
∗
D) . (61)
We can prove from Eqs. (57) and (58) that the magnetic
susceptibility χ01(ω) and χ02(ω) are odd functions of the
frequency ω, thus we only study the behavior of these mag-
netic susceptibilities in the regime ω > 0. In this case,
the functional derivatives of the average values 〈σ10(t)〉 and
〈σ20(t)〉 over the probe field ΦP(t1) are neglected in obtain-
ing Eqs. (59) and (60), because these functional derivatives are
responsible for small anti-rotating wave terms when ω > 0.
We have also neglected all fast-oscillating terms, e.g., the sec-
ond term in Eq. (54), in obtaining Eqs. (59) and (60). These
fast-oscillating terms account for the three-wave mixing phe-
nomenon of the three-level SFQC, which is not in the scope
of this paper.
The magnetic susceptibility χq(ω) in Eq. (56) consists of
two terms, χ01(ω) and χ02(ω). χ01(ω) results from the
9|0〉 ↔ |1〉 transition induced by the probe field, while χ02(ω)
results from the |0〉 ↔ |2〉 transition induced by the probe
field. From Eqs. (59) and (60), we can find that χ01(ω) and
χ02(ω) are similar to the susceptibilities of three-level natural
atoms [39, 73], driven at the |1〉 ↔ |2〉 transition by a strong
field, and probed by a weak field. Here, χ01(ω) (or χ02(ω))
is similar to the susceptibility of three-level natural atoms
with ladder-type (or Λ-type) transitions, because in such nat-
ural atoms the weak probe field can induce the |0〉 ↔ |1〉
(|0〉 ↔ |2〉) transition, but cannot induce the |0〉 ↔ |2〉
(|0〉 ↔ |1〉) transition.
In this study, we assume that the Rabi frequency |ΩD|, the
driving-field detuning ∆, and the damping rates γij (i, j =
1, 2) are all much smaller than the transition frequencies ωi
(i = 1, 2, 3). With these assumptions, we can find that
χ01(ω) plays a major role in the magnetic susceptibilityχq(ω)
when ω is near resonant to the |0〉 ↔ |1〉 transition, i.e.,
χq(ω) ≈ χ01(ω) when ω ≈ ω1. In contrast, χ02(ω) plays
a major role in the magnetic susceptibility χq(ω) when ω is
near resonant to the |0〉 ↔ |2〉 transition, i.e., χq(ω) ≈ χ02(ω)
when ω ≈ ω2. Hereafter, we denote the frequency range, in
which ω is near resonant to the |0〉 ↔ |1〉 (or |0〉 ↔ |2〉)
transition, as the |0〉 ↔ |1〉 (or |0〉 ↔ |2〉) frequency range.
As shown in Fig. 2(b), the moduli of the loop current tran-
sition matrix elements |I01| and |I02| are dependent on the
bias magnetic flux. Thus, we can find from Eqs. (56), (59),
and (60) that the magnetic susceptibility χq(ω) can be tuned
by the bias magnetic flux through |I01| and |I02|. Accord-
ing to the symmetric analysis [27], when the bias magnetic
flux is at the optimal point, |I02| = 0 and the probe field
ΦP(t) cannot induce the |0〉 ↔ |2〉 transition of the three-
level SFQC. At this special point, χq(ω) has the same func-
tion as χ01(ω), thus the three-level SFQC can respond to the
probe field in the |0〉 ↔ |1〉 frequency range, like natural
atoms with ladder-type transitions. However, when the bias
magnetic flux deviates from the optimal point, the probe field
ΦP(t) can induce both the |0〉 ↔ |1〉 and |0〉 ↔ |2〉 tran-
sitions via interactions with the loop current of the SFQC.
In this case, χq(ω) is the summation of χ01(ω) and χ02(ω).
Thus the three-level SFQC can respond to the probe field in
both the |0〉 ↔ |1〉 and |0〉 ↔ |2〉 frequency ranges. In other
words, the three-level SFQC acts like a combination of natu-
ral atoms with ladder-type transitions and natural atoms with
Λ-type transitions. This is an obvious difference between the
linear responses of three-level SFQCs and three-level natural
atoms.
B. Conditions for realizing EIT and ATS
We know that the linear response of the driven three-level
SFQC to the probe field can be used to characterize EIT and
ATS. Let us now study the conditions for realizing EIT and
ATS in the three-level SFQC. As discussed in Subsec. A of
Sec. IV, the three-level SFQC may respond to the probe field
in two different frequency ranges, the |0〉 ↔ |1〉 frequency
range and the |0〉 ↔ |2〉 frequency range. Thus EIT (ATS)
may occur in these two frequency ranges. In the |0〉 ↔ |1〉
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FIG. 3: (a) Schematic diagram of the weak-driving regime, the
strong-driving regime, the maximum regime, and the minimum
regime when ΩM < ΩW . (b) Schematic diagram of the weak-
driving regime, the strong-driving regime, the maximum regime, and
the minimum regime when ΩM ≥ ΩW.
frequency range, the EIT (ATS) spectrum is characterized by
χ01(ω), while in the |0〉 ↔ |2〉 frequency range, the EIT
(ATS) spectrum is characterized by χ02(ω). We first intro-
duce the method provided in Refs. [50, 72, 73] of distinguish-
ing EIT from ATS. Then we combine this method with other
necessary conditions to derive the conditions for realizing EIT
and ATS.
References [50, 72, 73] provided a method of distinguish-
ing EIT from ATS by decomposing the linear response of a
three-level quantum system into two resonances. For exam-
ple, the magnetic susceptibilities χ01(ω) and χ02(ω) can be
decomposed as
χ01(ω) = R
(01)
+ (δ1) +R
(01)
− (δ1)
=
α01
δ− − δ+
δ+ −∆+ iγ22
δ1 − δ+
+
α01
δ+ − δ−
δ− −∆+ iγ22
δ1 − δ−
, (62)
χ02(ω) = R
(02)
+ (δ2) +R
(02)
− (δ2)
=
α02
δ− − δ+
δ+ + iγ11
δ2 − δ+
+
α02
δ+ − δ−
δ− + iγ11
δ2 − δ−
, (63)
where α0i = |I0i|2/~ (i = 1, 2) and δ± are the complex roots
of the equation D1(δ) = 0. If the driving-field detuning ∆
is assumed to be zero and the damping rates γ12 and γ21 are
neglected, then δ± can be given by
δ± =
1
2
(−iγ11 − iγ22 ± ΩT) , (64)
with ΩT =
√
4|ΩD|2 − (γ11 − γ22)2. For simplicity, the fol-
lowing discussions for EIT and ATS will first be limited to the
case that ∆ = 0 and γ12 = γ21 = 0. The effects of nonzero
∆, γ12, and γ21 will be discussed in Subsec. C of Sec. IV.
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We first study the realization of EIT (ATS) in the |0〉 ↔ |1〉
frequency range, where the EIT (ATS) spectrum is charac-
terized by χ01(ω). According to Refs. [50, 72, 73], EIT
and ATS occur in two different driving regimes, respec-
tively, defined by the relation between the Rabi frequency
|ΩD| and the threshold |γ11 − γ22|/2. EIT can only occur
in the regime |ΩD| < |γ11 − γ22|/2, which is called here
the weak-driving regime, while ATS can only occur in the
regime |ΩD| > |γ11− γ22|/2, which is called here the strong-
driving regime. The two resonances R(01)± (δ1) of χ01(ω)
have different shapes in these two driving regimes. In the
weak-driving regime, Re(δ±) = 0, and then Im[R(01)+ (δ1)]
and Im[R(01)− (δ1)] are two Lorentzians with different signs,
both centered at δ1 = 0. In the strong-driving regime,
Re(δ+) = −Re(δ−) 6= 0 and Im(δ+) = Im(δ−), and then
Im[R
(01)
+ (δ1)] and Im[R
(01)
− (δ1)] are two positive Lorentzians
centered at δ1 = ±ΩT, respectively. The bifurcation point
|ΩD| = |γ11 − γ22|/2 is a special case where the decomposi-
tion in Eq. (62) is invalid. In this study, we do not consider the
conditions for realizing EIT and ATS at this bifurcation point.
The conditions |ΩD| < |γ11 − γ22|/2 and |ΩD| > |γ11 −
γ22|/2 can be used to distinguish EIT from ATS in the
|0〉 ↔ |1〉 frequency range, however, these are not the suf-
ficient conditions for the realization of EIT (ATS). The dip in
the absorption spectrum of EIT (ATS) implies that the reso-
nant point Im[χ01(ω1)] must be a local minimum when EIT
(ATS) is realized. By analyzing the derivative of Im[χ01(ω)]
over ω, we find that Im[χ01(ω1)] is the local minimum if
|ΩD| > γ22
√
γ22/(γ11 + 2γ22) . Combining this condition
with |ΩD| < |γ11− γ22|/2 (|ΩD| > |γ11− γ22|/2), we finally
obtain the condition for realizing EIT (ATS) in the |0〉 ↔ |1〉
frequency range:
EIT :

γ11 > 2γ22,
|ΩD| > γ22
√
γ22
γ11 + 2γ22
,
|ΩD| <
|γ11 − γ22|
2
.
(65)
ATS :

|ΩD| >
|γ11 − γ22|
2
γ11 > 2γ22,
|ΩD| > γ22
√
γ22
γ11 + 2γ22
γ11 ≤ 2γ22.
(66)
The above discussions can also be applied to the |0〉 ↔
|2〉 frequency range. Considering that the damping rates γ11
and γ22 play different roles in the expressions for χ01(ω) and
χ02(ω) in Eqs. (59) and (60), the conditions for realizing EIT
(ATS) in the |0〉 ↔ |2〉 frequency range are
EIT :

γ22 > 2γ11,
|ΩD| > γ11
√
γ11
γ22 + 2γ11
,
|ΩD| <
|γ11 − γ22|
2
.
(67)
ATS :

|ΩD| >
|γ11 − γ22|
2
γ22 > 2γ11,
|ΩD| > γ11
√
γ11
γ22 + 2γ11
γ22 ≤ 2γ11.
(68)
We can introduce two thresholds, ΩW and ΩM, of the Rabi
frequency |ΩD| to better interpret the conditions in Eqs. (65)–
(68). Here, ΩW is just the threshold |γ11 − γ22|/2 mentioned
above, which separates the weak-driving from the strong-
driving regime. While ΩM is used to describe the charac-
teristic of the resonant points Im[χ01(ω1)] and Im[χ02(ω2)].
Note that ΩM has different definitions for χ01(ω) and χ02(ω):
Ω
(01)
M = γ22
√
γ22/(γ11 + 2γ22) for χ01(ω), while Ω(02)M =
γ11
√
γ11/(γ22 + 2γ11) for χ02(ω). Similar to the threshold
ΩW, the threshold ΩM also defines two regimes. We denote
|ΩD| ≤ Ω
(01)
M (|ΩD| ≤ Ω(02)M ) as the maximum regime. In this
regime, the resonant point Im[χ01(ω1)] (Im[χ02(ω2)]) is a lo-
cal maximum of Im[χ01(ω)] (Im[χ02(ω)]). By contrast, we
denote |ΩD| > Ω(01)M (|ΩD| > Ω(02)M ) as the minimum regime.
In this regime, the resonant point Im[χ01(ω1)] (Im[χ02(ω2)])
is a local minimum of Im[χ01(ω)] (Im[χ02(ω)]).
The realization of EIT requires that the Rabi frequency
|ΩD| lies in both the weak-driving regime and the minimum
regime. The former condition guarantees that the two res-
onances Im[R
(01)
± (δ1)] (Im[R(02)± (δ2)]) are centered at the
same place, and lead to destructive interference. While the
latter condition guarantees that the destructive interference be-
tween the two resonances is strong enough to make a dip ap-
pear in the absorption spectrum. In contrast to the realization
of EIT, the realization of ATS requires that the Rabi frequency
|ΩD| lies in both the strong-driving regime and the minimum
regime. The former condition guarantees that the two reso-
nances Im[R
(01)
± (δ1)] (Im[R(02)± (δ2)]) are centered at differ-
ent places. While the latter condition guarantees that the dis-
tance between the two resonances is large enough to make a
dip appear in the absorption spectrum.
When γ11 > 2γ22 (γ22 > 2γ11), we find Ω(01)M < ΩW
(Ω(02)M < ΩW). In this case, as shown in Fig. 3(a), the weak-
driving regime overlaps with the minimum regime, while the
strong-driving regime is totally included by the minimum
regime. Thus EIT can be realized in the |0〉 ↔ |1〉 (|0〉 ↔ |2〉)
frequency range when the Rabi frequency |ΩD| lies in the
interval where the weak-driving regime and the minimum
regime overlaps, i.e., Ω(01)M < |ΩD| < ΩW (Ω(02)M < |ΩD| <
ΩW). While ATS can be realized in the |0〉 ↔ |1〉 (|0〉 ↔ |2〉)
frequency range when the Rabi frequency |ΩD| lies in the
strong-driving regime, i.e., |ΩD| > ΩW.
When γ11 ≤ 2γ22 (γ22 ≤ 2γ11), we find Ω(01)M ≥ ΩW
(Ω(02)M ≥ ΩW). In this case, as shown in Fig. 3(b), the
11
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FIG. 4: (Color online) Damping rates γ11 (solid curves) and γ22
(dashed curves) in (a) as a function of the reduced magnetic flux f ,
plotted for the temperatures T = 0 (blue curves), T = 25 mK (green
curves), and T = 50 mK (red curves). Damping rates γ11 (solid
curves) and γ22 (dashed curves) in (b) as a function of the tempera-
ture T , plotted for the reduced magnetic flux f = 0.5 (blue curves),
f = 0.51 (green curves), and f = 0.525 (red curves). Damping
rates γ11 in (c), γ22 in (d), γ12 in (e), and γ21 in (f) as a function
of the Rabi frequency |ΩD|, plotted for the reduced magnetic flux
f = 0.5 (blue dashed curve), f = 0.51 (green dash-dotted curve),
and f = 0.525 (red solid curve). Here β = 10−4 and ∆ = 0. In (a)
and (b), |ΩD| is assumed to be 0. In (e) and (f), T is assumed to be
25 mK. Other parameters of the three-level SFQC have been given
in the two items at the beginning of Sec. V.
weak-driving regime does not overlap with the minimum
regime, while the strong-driving regime includes the mini-
mum regime. Thus EIT cannot be realized in the |0〉 ↔ |1〉
(|0〉 ↔ |2〉) frequency range for any value of the Rabi fre-
quency |ΩD|. While ATS can be realized in the |0〉 ↔ |1〉
(|0〉 ↔ |2〉) frequency range when the Rabi frequency |ΩD|
lies in the minimum regime, i.e., |ΩD| > Ω(01)M (|ΩD| >
Ω
(02)
M ).
Combining the above discussions, we can straightforwardly
obtain the conditions for realizing EIT (ATS) in Eqs. (65)–
(68). We also find that EIT cannot be realized simultaneously
in both the |0〉 ↔ |1〉 and |0〉 ↔ |2〉 frequency ranges, be-
cause the damping rates γ11 and γ22 cannot satisfy both the
conditions γ11 > 2γ22 and γ22 > 2γ11 in Eqs. (65) and
(67). However, ATS can be realized simultaneously in both
the |0〉 ↔ |1〉 and |0〉 ↔ |2〉 frequency ranges, as long as the
Rabi frequency |ΩD| is larger than ΩW, Ω(01)M , and Ω
(02)
M .
C. The effects of the driving-field detuning ∆ and the damping
rates γ12 and γ21
We now discuss the effects of the driving-field detuning ∆
and the damping rates γ12 and γ21 on the linear response. In
this study, we only consider the case when the driving-field
detuning ∆ and the Rabi frequency |ΩD| satisfy the condition
∆ ≤ |ΩD| ≪ ωi (i = 1, 2, 3). In addition, the condition
γ12, γ21 ≪ |ΩD| is fulfilled because the coupling between the
three-level SFQC and its environment is weak. In this case,
the driving-field detuning ∆ and the damping rates γ12 and
γ21 only slightly affect the magnetic susceptibilities χ01(ω)
and χ02(ω). Thus we can approximately use the conditions
for realizing EIT and ATS in Eqs. (65)–(68) even when the
driving-field detuning ∆ is nonzero and the damping rates γ12
and γ21 are taken into account. However, it is necessary to
mention the special effect of the damping rates γ12 and γ21
on the magnetic susceptibilities χ01(ω) and χ02(ω). That is,
the damping rates γ12 and γ21 can lead to different heights of
the two peaks in the absorption spectrum for ATS. For exam-
ple, when the conditions in Eq. (66) for realizing ATS in the
|0〉 ↔ |1〉 frequency range are fulfilled, and the driving-field
detuning ∆ is zero, we find that the damping rates γ12 and
γ21 can make the complex roots δ± have different imaginary
parts, i.e., Re(δ+) = −Re[δ−] 6= 0 and Im(δ+) 6= Im(δ−).
In this case, Im[R(01)+ (δ1)] and Im[R
(01)
− (δ1)] are two posi-
tive Lorentzians with different heights, resulting in two differ-
ent heights for the two peaks in the absorption spectrum for
ATS. Similar results for ATS in the |0〉 ↔ |2〉 frequency range
can also be found. Because the transmission coefficient t in
Ref. [49] and the magnetic susceptibility χ01(ω) in Eq. (59)
satisfy the relation χ01(ω) ∝ i(1 − t), we speculate that this
effect of the damping rates γ12 and γ21 is a possible reason
for the asymmetric transmission spectrum in the ATS experi-
ment [49, 50].
V. NUMERICAL RESULTS
In this section, we numerically study the damping rates γlm
and the magnetic susceptibility χq(ω). Our numerical calcu-
lations include the following considerations:
1. Same as in Fig. 2, our discussions below are based
on the assumption that the ratio between the Joseph-
son energy EJ and the charging energy Ec is chosen
as EJ = 48Ec, and the ratio α between the larger
Josephson junction and the smaller one is α = 0.7.
We take an experimentally accessible Josephson energy,
EJ/~ = 2pi×144 GHz, for example. In this case, when
the reduced magnetic flux f is at the optimal point, i.e.,
f = 0.5, we can obtain the transition frequencies via
Fig. 2(a) as ω1 ≈ 0.0257EJ/~ ≈ 2pi × 3.69 GHz,
and ω3 ≈ 0.1319EJ/~ ≈ 2pi × 18.99 GHz. We can
also obtain the matrix elements of the loop current op-
erator Iˆ via Figs. 2(b) and 2(c) as |I01| = 0.5617 I0,
|I02| = 0, |I12| = 0.2916 I0, and I00 = I11 = I22 = 0.
We will also discuss the physics when the reduced mag-
12
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FIG. 5: (Color online) The real and imaginary parts of χq(ω) (blue
dashed curve), R(01)+ (δ1) (green solid curve), and R(01)− (δ1) (red
solid curve) in (a) and (b) as a function of the detuning of the probe
field ωP − ω1. These are plotted for T = 25 mK and ∆ = 0. The
real and imaginary parts of χq(ω) in (c) and (d) as a function of the
detuning of the probe field ωP − ω1. These are plotted for: (i) same
parameters as in (a) and (b) (blue dashed curve); (ii) T = 25 mK,
∆/2pi = 0.37 MHz (red solid curve); (iii) T = 50 mK, ∆ = 0
(green solid curve). Here we assume that f = 0.5, β = 10−4,
and |ΩD|/2pi = 0.37 MHz. The other parameters of the three-level
SFQC are provided in the two numbered items at the beginning of
Sec. V.
netic flux f is not at the optimal point, e.g., f = 0.525.
In this case, the corresponding transition frequencies
are ω1 ≈ 0.162EJ/~ ≈ 2pi × 23.33 GHz and ω3 ≈
0.0663EJ/~ ≈ 2pi × 9.54 GHz , respectively. The
corresponding loop current matrix elements are |I01| =
0.1353 I0, |I02| = 0.0596 I0, |I12| = 0.4495 I0, I00 =
0.5883 I0, I11 = −0.1768 I0, and I22 = −0.0467 I0.
Here, we note again I0 = 2piEJ/Φ0.
2. We assume the cutoff frequency in Eq. (51) as ωc =
100ωs, with ωs corresponding to the transition fre-
quency ω3 = (E2 − E0)/~ when f = 0.5. We set a
dimensionless constant β = ηI2s /(2pi), with Is ≡ |I01|
when f = 0.5. In this way, the spectral function χ′′(ω)
in Eq. (51) can be expressed as
χ′′(ω) =
β
I2s
ω exp
(
−
|ω|
100ωs
)
. (69)
A. Damping rates
Using the fluctuation-dissipation theorem in Eq. (50), the
damping rates γlm = Im(Γlm) (l, m = 1, 2) can be rewritten
(see Appendix B). In principle, γlm (l, m = 1, 2) can be nu-
merically calculated by their expressions. The damping rates
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FIG. 6: (Color online) The real and imaginary parts of χq(ω) (blue
dashed curve), R(01)+ (δ1) (green solid curve), and R(01)− (δ1) (red
solid curve) in (a) and (b) as a function of the detuning of the probe
field ωP − ω1. These are plotted for T = 25 mK and ∆ = 0.
The real and imaginary parts of χq(ω) in (c) and (d) as a function of
the detuning of the probe field ωP − ω1. These are plotted for: (i)
same parameters as in (a) and (b) (blue dashed curve); (ii) T = 25
mK, ∆/2pi = 20 MHz (green dash-dotted curve); (iii) T = 50 mK,
∆ = 0 (red solid curve). Here we assume that f = 0.5, β = 10−4,
and |ΩD|/2pi = 40 MHz. The other parameters of the three-level
SFQC are provided in the two numbered items at the beginning of
Sec. V.
γlm (l, m = 1, 2) are plotted in Fig. 4 as a function of f , T ,
and |ΩD|.
We find in Fig. 4(a) that the damping rate γ11 reaches its
maximum at the optimal point and decreases as f deviates
from 0.5 when the environmental equilibrium temperature
T = 0. However, when T 6= 0, the damping rate γ11 reaches
its minimum at the optimal point. As f deviates from 0.5, γ11
first increases, and then decreases after reaching its maximum
point. We find in Fig. 4(a) that the damping rate γ22 reaches
its minimum at the optimal point. As f deviates from 0.5, γ22
first increases, and then decreases after reaching its maximum
point. In Fig. 4(b), we find that the damping rates γ11 and γ22
increase when the environmental equilibrium temperature T
goes up. In Figs. 4(c) and 4(d), we find that γ11 and γ22 are
almost not affected by the Rabi frequency |ΩD|. Whereas in
Figs. 4(e) and 4(f), we find that γ12 and γ12 are almost linearly
dependent on the Rabi frequency |ΩD|.
B. Susceptibilities of the three-level SFQC to the probe field
when f = 0.5
Let us first study the linear response of the three-level
SFQC at the optimal point, i.e., the reduced magnetic flux f =
0.5, where the three-level SFQC has a ladder-type transition
which can also occur in three-level natural atoms. In this case,
the susceptibility χq(ωP) can be given as χq(ωP) = χ01(ωP),
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FIG. 7: (Color online) The real and imaginary parts of χq(ω) (blue dashed curve) in (a) and (b) are shown as a function of the probe field
frequency ωP/(2pi). In the left parts of (a) and (b), the real and imaginary parts of R(01)+ (δ1) (green solid curve) and R(01)− (δ1) (red solid
curve) are shown as a function of the probe field frequency ωP/(2pi). In the right parts of (a) and (b), the real and imaginary parts of R(02)+ (δ1)
(green solid curve) and R(02)
−
(δ1) (red solid curve) are shown as a function of the probe field frequency ωP/(2pi). In (a) and (b), all curves
are plotted with T = 25 mK and ∆ = 0. The real and imaginary parts of the susceptibility χq(ω) in (c) and (d) are shown as a function of
the probe field frequency ωP/(2pi) for: (i) same parameters as in (a) and (b) (blue dashed curve); (ii) T = 25 mK, ∆/2pi = 1.4 MHz (red
solid curve); (iii) T = 50 mK, ∆ = 0 (green solid curve). Here we assume that f = 0.525, β = 10−4, and |ΩD|/2pi = 1.4 MHz. The other
parameters of the three-level SFQC are provided in the two numbered items at the beginning of Sec. V. Note that in (a)–(d), the left vertical
axes are for the left parts of the figures, while the right vertical axes are for the right parts of the figures.
and EIT (ATS) may occur in the |0〉 ↔ |1〉 frequency range.
First, we study the susceptibility χq(ωP) in the weak-
driving regime. In Figs. 5(a) and 5(b), the real and imagi-
nary parts of the susceptibility χq(ωP) and the two resonances
R
(01)
± (ωP − ω1) are plotted. In Figs. 5(c) and 5(d), the real
and imaginary parts of the susceptibility χq(ωP) are plotted
for different parameters. All the parameters in Figs. 5(a)–5(d)
are appropriately chosen to guarantee that the Rabi frequency
|ΩD| lies in the weak-driving regime.
In Fig. 5(b), we find that Im[R(01)± (ωP − ω1)] are centered
at ωP = ω1 with different signals; however their summation
Im[χq(ωP)] is an absorption peak without a dip at ωP = ω1
and EIT does not occur. Actually, the necessary condition
γ11 > 2γ22 for realizing EIT in the |0〉 ↔ |1〉 frequency
range cannot be satisfied at the optimal point when 0 mK
< T < 100 mK (see blue curves in Fig. 4(b)), thus EIT can-
not occur for any value of the Rabi frequency |ΩD| in this
temperature range with the damping rates given in Fig. 4. In
Fig. 5(d), we find that the height of the absorption peak de-
creases when the environmental equilibrium temperature T
goes up. This is because the damping rates γ11 and γ22 in-
crease when increasing T as shown in Fig. 4(b). We also find
that χq(ωP) is not apparently affected by the nonzero driving-
field detuning ∆.
Second, we study the susceptibility χq(ωP) in the strong-
driving regime. In Figs. 6(a) and 6(b), the real and imagi-
nary parts of the susceptibility χq(ωP) and the two resonances
R
(01)
± (ωP − ω1) are plotted. In Figs. 6(c) and 6(d), the real
and imaginary parts of the susceptibility χq(ωP) are plotted
for different parameters. All the parameters in Figs. 6(a)–6(d)
are appropriately chosen to guarantee that the Rabi frequency
|ΩD| lies in the strong-driving regime.
In Fig. 6(b), the condition for realizing ATS in the |0〉 ↔ |1〉
frequency range is fulfilled, and ATS can be realized when
ωP is near resonant to the the |0〉 ↔ |1〉 transition. The
imaginary part of the susceptibility χq(ωP) is made up with
two absorption peaks, corresponding to the two resonances
Im[R
(01)
+ (ωP − ω1)] and Im[R
(01)
− (ωP − ω1)]. In Fig. 6(d),
we find that the heights of the absorption peaks decrease when
the environmental equilibrium temperature T goes up. Same
as in the weak-driving regime, this is because the damping
rates γ11 and γ22 increase when increasing T . We also find
that the nonzero driving-field detuning ∆ makes the two ab-
sorption peaks have different heights and asymmetric posi-
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FIG. 8: (Color online) The real and imaginary parts of χq(ω) (blue dashed curve) in (a) and (b) are shown as a function of the probe field
frequency ωP/(2pi). In the left parts of (a) and (b), the real and imaginary parts of R(01)+ (δ1) (green solid curve) and R(01)− (δ1) (red solid
curve) are shown as a function of the probe field frequency ωP/(2pi). In the right parts of (a) and (b), the real and imaginary parts of R(02)+ (δ1)
(green solid curve) and R(02)
−
(δ1) (red solid curve) are shown as a function of the probe field frequency ωP/(2pi). In (a) and (b), all curves
are plotted with T = 25 mK and ∆ = 0. The real and imaginary parts of the susceptibility χq(ω) in (c) and (d) are shown as a function of
the probe field frequency ωP/(2pi) for: (i) same parameters as in (a) and (b) (blue dashed curve); (ii) T = 25 mK, ∆/2pi = 20 MHz (green
dash-dotted curve); (iii) T = 50 mK, ∆ = 0 (red solid curve). Here we assume that f = 0.525, β = 10−4, and |ΩD|/2pi = 40 MHz. The
other parameters of the three-level SFQC are provided in the two numbered items at the beginning of Sec. V. Note that in (a)–(d), the left
vertical axes are for the left parts of the figures, while the right vertical axes are for the right parts of the figures.
tions. In addition, we find that two absorption peaks have dif-
ferent heights (see blue dashed curves in Figs. 6(b) and 6(d))
when the three-level SFQC is resonantly driven, i.e., ∆ = 0.
This is because the damping rates γ12 and γ21 make the imag-
inary parts of the two resonances Im[R(01)+ (ωP − ω1)] and
Im[R
(01)
− (ωP − ω1)] have different heights, as discussed in
Subsec. C of Sec. IV.
C. Susceptibilities of the three-level SFQC to the probe field
when f 6= 0.5
We now study the linear response of the three-level SFQC
when the bias magnetic flux is not at the optimal point, e.g.,
f = 0.525, where the three-level SFQC has a cyclic transi-
tion which cannot occur in three-level natural atoms. In this
case, the susceptibility χq(ωP) can be given as χq(ωP) =
χ01(ωP) + χ02(ωP), and then EIT (ATS) may occur in the
|0〉 ↔ |1〉 frequency range and the |0〉 ↔ |2〉 frequency range.
First, we study the susceptibility χq(ωP) in the weak-
driving regime. In Figs. 7(a) and 7(b), the real and imagi-
nary parts of the susceptibility χq(ωP) are plotted. The real
and imaginary parts of the two resonances R(01)± (ωP − ω′)
(R(02)± (ωP − ω′)), corresponding to χ01(ωP) (χ02(ωP)), are
also plotted in the left (right) parts of Figs. 7(a) and 7(b) with
the same parameters as for χq(ωP). In Figs. 7(c) and 7(d), the
real and imaginary parts of the susceptibility χq(ωP) are plot-
ted for different parameters. All the parameters in Figs. 7(a)–
7(d) are appropriately chosen to guarantee that the Rabi fre-
quency |ΩD| lies in the weak-driving regime.
In the right part of Fig. 7(b), the condition for realizing EIT
in the |0〉 ↔ |2〉 frequency range is fulfilled, and EIT can be
realized when ωP is near resonant to the |0〉 ↔ |2〉 transi-
tion. Note that Im[R(01)± (ωP − ω′)] are centered at ωP = ω′
with different signals. The summation of the two resonances
makes Im[χq(ωP)] exhibit a dip at ωP = ω′. However EIT
does not occur in the |0〉 ↔ |1〉 frequency range (see the left
part of Fig. 7(b)), where the curve of Im[χq(ωP)] is similar
to that in Fig. 5(b). This is in accordance with our conclusion
in Subsec. B of Sec. IV, i.e., EIT cannot be realized simul-
taneously in both the |0〉 ↔ |1〉 and |0〉 ↔ |2〉 frequency
ranges. In the right part of Fig. 7(d), we find that the dip of
Im[χq(ωP)] becomes shallower when the environmental equi-
librium temperature T goes up. This is because the increase
15
of T makes the damping rates γ11 and γ22 increase and fur-
ther changes the value of Im[χq(ωP)] at the minimum point
ωP = ω
′
. We also find that the nonzero driving-field detuning
∆ makes Im[χq(ωP)] become asymmetric, and changes the
position of the minimum point of the dip.
Second, we study the susceptibility χq(ωP) in the strong-
driving regime. In Figs. 8(a) and 8(b), the real and imagi-
nary parts of the susceptibility χq(ωP) are plotted. The real
and imaginary parts of the two resonances R(01)± (ωP − ω′)
(R(02)± (ωP − ω′)), corresponding to χ01(ωP) (χ02(ωP)), are
also plotted in the left (right) parts of Figs. 8(a) and 8(b) with
the same parameters as for χq(ωP). In Figs. 8(c) and 8(d), the
real and imaginary parts of the susceptibility χq(ωP) are plot-
ted for different parameters. All the parameters in Figs. 8(a)–
8(d) are appropriately chosen to guarantee that the Rabi fre-
quency |ΩD| lies in the strong-driving regime.
As discussed in Subsec. B of Sec. IV, when the Rabi fre-
quency of the driving field is large enough, ATS can be real-
ized not only in the |0〉 ↔ |1〉 frequency range (see the left
parts of Figs. 8(a) and 8(b)), but also in the |0〉 ↔ |2〉 fre-
quency range (see the right parts of Figs. 8(a) and 8(b)). In
this case, there are four absorption peaks and two transparency
windows. However, in three-level natural atoms, there are
only two absorption peaks and one transparency window for
the ATS spectrum. In Fig. 8(d), we find that the effects of
the environmental equilibrium temperature T and the nonzero
driving-field detuning ∆ on the ATS spectrum are similar to
those in Fig. 6(d).
VI. CONCLUSIONS
In conclusion, we have studied the linear response of a
three-level SFQC, with a driving field applied to the two up-
per energy levels. We include the environmental effect on the
three-level SQFC within the Born-Markov approximation. In
particular, we study electromagnetically induced transparency
(EIT) and Autler-Townes splitting (ATS). We find that when
the bias magnetic flux is at the optimal point, the three-level
SFQC can respond to the probe field in the frequency range
corresponding to the transition between the ground and the
first excited energy levels of the three-level SFQC, like nat-
ural atoms with ladder-type transitions. However, when the
bias magnetic flux deviates from the optimal point, the three-
level SFQC can respond to the probe field in two different
frequency ranges, of which one frequency range corresponds
to the transition between the ground and the first excited en-
ergy levels of the three-level SFQC, while the other frequency
range corresponds to the transition between the ground and the
second excited energy levels of the three-level SFQC. In this
case, the three-level SFQC acts like a combination of three-
level natural atoms with ladder-type transitions and three-level
natural atoms with Λ-type transitions.
We derive the conditions for realizing EIT and ATS in
three-level SFQCs. We find that the realization of EIT in a
three-level SFQC requires that the damping rates of the three-
level SFQC fulfill certain conditions and that the Rabi fre-
quency of the driving field lie in a certain frequency interval
defined by the damping rates of the three-level SFQC. While
the realization of ATS in a three-level SFQC only requires that
the Rabi frequency of the driving field is large enough. We
emphasize that these conditions for realizing EIT and ATS can
apply not only to three-level SFQCs, but also to other similar
three-level quantum systems.
Using the conditions for realizing EIT and ATS, we analyze
the linear response of the driven three-level SFQC. When the
bias magnetic flux is at the optimal point, we find that EIT
cannot be realized in the three-level SFQC for the parameters
chosen by us, however, ATS can be realized. We note that EIT
may be realized in three-level SFQCs like natural atoms with
ladder-type transitions [74] when the parameters of the three-
level SFQCs are further optimized. When the bias magnetic
flux is not at the optimal point, EIT (ATS) can be realized in
two different frequency ranges. In addition, EIT cannot be re-
alized simultaneously in these two frequency ranges due to the
restrictions laid by the conditions for realizing EIT. However
ATS can be realized simultaneously in these two frequency
ranges as long as the Rabi frequency of the driving field is
large enough.
We also find that the damping rates modified by the driving
field can result in two different heights for the two peaks in the
ATS absorption spectrum even in the resonant driving. This
phenomenon is a possible reason for the asymmetric transmis-
sion spectrum in the ATS experiment [49, 50].
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Appendix A: Calculations of commutators and
anti-commutators
With the assumptions that the coupling between the three-
level SFQC and its environment is weak, and that the envi-
ronmental correlation time τc is very small, now we present
a concrete method to calculate the commutators and anti-
commutators in Eqs. (30) and (31).
In the rotating reference frame with the unitary operator
shown in Eq. (15), and neglecting the interaction between the
three-level SFQC and its environment, the time evolution of
the three-level SFQC operators is governed by an effective
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Hamiltonian
Heff = ~∆σ22 + ~ΩDσ12 + ~Ω
∗
Dσ21
≡ ε1|1˜〉〈1˜|+ ε2|2˜〉〈2˜|. (A1)
The eigenvalues of the Hamiltonian in Eq. (A1) ε1 = ~(∆ −
Ω)/2 and ε2 = ~(∆ + Ω)/2 correspond to the eigenstates
|1˜〉 = cos(θ)|1〉 − ν∗ sin(θ)|2〉, (A2)
|2˜〉 = ν sin(θ)|1〉 + cos(θ)|2〉, (A3)
with the parameter ν = ΩD/|ΩD|. The parameter θ, which
characterizes the mixing between the states |1〉 and |2〉, is
given by
tan(θ) =
√
Ω−∆
Ω+∆
, (A4)
with
Ω =
√
∆2 + 4|ΩD|2 . (A5)
Note that the parameter θ = 0 if |ΩD| = 0.
With the effective Hamiltonian in Eq. (A1), the operator
σlm(t
′) at the moment t′ evolves to the operator
σlm(t) = U
†
eff(τ)σlm(t
′)Ueff(τ), (A6)
with the time interval τ = t− t′. The time-evolution operator
Ueff(τ) in Eq. (A6) is
Ueff(τ) = |0〉〈0|+
2∑
l=1
exp
(
−i
εl
~
τ
)
|l˜〉〈l˜|, (A7)
which is given via the effective Hamiltonian in Eq. (A1).
Here, the completeness relation |0〉〈0| + |1˜〉〈1˜| + |2˜〉〈2˜| = 1
has been used in the derivation of Eq. (A7) and the states |l˜〉
(l = 1, 2) are given by Eqs. (A2) and (A3). Therefore, all
operators σlm(t′) at the moment t′ can be given by the oper-
ators at the moment t via Eqs. (A6) and (A7). The explicit
expressions for σlm(t′) are listed as follows:
σ00(t
′) = σ00(t), (A8)
σ11(t
′) = |A(τ)|2σ11(t) + |B(τ)|
2σ22(t)
+ iA(τ)B(τ)σ12(t)− iA
∗(τ)B∗(τ)σ21(t), (A9)
σ22(t
′) = |B(τ)|2σ11(t) + |A(τ)|
2σ22(t)
− iA(τ)B(τ)σ12(t) + iA
∗(τ)B∗(τ)σ21(t), (A10)
σ01(t
′) = ei
∆
2
τA∗(τ)σ01(t) + ie
i∆
2
τB(τ)σ02(t), (A11)
σ02(t
′) = iei
∆
2
τB∗(τ)σ01(t) + e
i∆
2
τA(τ)σ02(t), (A12)
σ12(t
′) = iA(τ)B∗(τ)σ11(t)− iA(τ)B
∗(τ)σ22(t)
+A2(τ)σ12(t) +B
∗2(τ)σ21(t). (A13)
The expressions for the operators σ10(t′), σ20(t′), and σ21(t′)
can be obtained by taking the conjugates of Eqs. (A11)–(A13).
Appendix B: Expressions for Γlm
The explicit expressions for the complex coefficients Γlm
(l, m = 1, 2) in Eqs. (35) and (36) are given by
Γ11 = |I01|
2A11 + |I02|
2A12 + |I12|
2A13
+ (I00 − I11)I00A14 + (I00 − I11)I11A15
+ (I00 − I11)I22A16, (B1)
Γ12 = |I01|
2A21 + |I12|
2A22
+ (I00 − I11)I11A23 + (I00 − I11)I22A24, (B2)
Γ21 = |I02|
2B11 + |I12|
2B12
+ (I00 − I22)I11B13 + (I00 − I22)I22B14, (B3)
Γ22 = |I01|
2B21 + |I02|
2B22 + |I12|
2B23
+ (I00 − I22)I00B24 + (I00 − I22)I11B25
+ (I00 − I22)I22B26, (B4)
with the parameters
A11 = 2i sin
2(θ)S˜
(
ω
(+)
1
)
+ 2i cos2(θ)S˜
(
ω
(−)
1
)
, (B5)
A12 = −
cos2(θ)
2
[
χ
(
ω′(+)
)
− 2iS˜
(
ω′(+)
)]
−
sin2(θ)
2
[
χ
(
ω′(−)
)
− 2iS˜
(
ω′(−)
)]
, (B6)
A13 =
cos4(θ)
2
[
χ
(
−ω
(+)
0
)
+ 2iS˜
(
−ω
(+)
0
)]
+
sin4(θ)
2
[
χ
(
−ω
(−)
0
)
+ 2iS˜
(
−ω
(−)
0
)]
+
sin2(2θ)
4
[
χ (−ω0) + 2iS˜ (−ω0)
]
, (B7)
A14 = −
1
2
[
χ (0)− 2iS˜ (0)
]
, (B8)
A15 = −
sin2(2θ)
8
[
χ (Ω) + 2iS˜ (Ω)
]
−
sin2(2θ)
8
[
χ (−Ω) + 2iS˜ (−Ω)
]
−
1 + cos2(2θ)
4
[
χ (0) + 2iS˜ (0)
]
, (B9)
A16 =
sin2(2θ)
8
[
χ (Ω) + 2iS˜ (Ω)
]
+
sin2(2θ)
8
[
χ (−Ω) + 2iS˜ (−Ω)
]
−
sin2(2θ)
4
[
χ (0) + 2iS˜ (0)
]
, (B10)
A21 =
ν sin(2θ)
4
[
χ
(
ω
(+)
1
)
+ 2iS˜
(
ω
(+)
1
)]
−
ν sin(2θ)
4
[
χ
(
ω
(−)
1
)
+ 2iS˜
(
ω
(−)
1
)]
, (B11)
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A22 = −
ν sin(2θ) cos2(θ)
4
[
χ
(
−ω
(+)
0
)
+ 2iS˜
(
−ω
(+)
0
)]
+
ν sin(2θ) sin2(θ)
4
[
χ
(
−ω
(−)
0
)
+ 2iS˜
(
−ω
(−)
0
)]
+
ν sin(2θ) cos(2θ)
4
[
χ (−ω0) + 2iS˜ (−ω0)
]
, (B12)
A23 = −
ν sin(2θ) cos2(θ)
4
[
χ (Ω) + 2iS˜ (Ω)
]
+
ν sin(2θ) sin2(θ)
4
[
χ (−Ω) + 2iS˜ (−Ω)
]
+
ν sin(2θ) cos(2θ)
4
[
χ (0) + 2iS˜ (0)
]
, (B13)
A24 =
ν sin(2θ) cos2(θ)
4
[
χ (Ω) + 2iS˜ (Ω)
]
−
ν sin(2θ) sin2(θ)
4
[
χ (−Ω) + 2iS˜ (−Ω)
]
−
ν sin(2θ) cos(2θ)
4
[
χ (0) + 2iS˜ (0)
]
, (B14)
B11 =
ν∗ sin(2θ)
4
[
χ
(
ω′(+)
)
+ 2iS˜
(
ω′(+)
)]
−
ν∗ sin(2θ)
4
[
χ
(
ω′(−)
)
+ 2iS˜
(
ω′(−)
)]
, (B15)
B12 =
ν∗ sin(2θ) cos2(θ)
4
[
χ
(
ω
(+)
0
)
+ 2iS˜
(
ω
(+)
0
)]
−
ν∗ sin(2θ) sin2(θ)
4
[
χ
(
ω
(−)
0
)
+ 2iS˜
(
ω
(−)
0
)]
−
ν∗ sin(2θ) cos(2θ)
4
[
χ (ω0) + 2iS˜ (ω0)
]
, (B16)
B13 =
ν∗ sin(2θ) sin2(θ)
4
[
χ (Ω) + 2iS˜ (Ω)
]
−
ν∗ sin(2θ) cos2(θ)
4
[
χ (−Ω) + 2iS˜ (−Ω)
]
+
ν∗ sin(2θ) cos(2θ)
4
[
χ (0) + 2iS˜ (0)
]
, (B17)
B14 = −
ν∗ sin(2θ) sin2(θ)
4
[
χ (Ω) + 2iS˜ (Ω)
]
+
ν∗ sin(2θ) cos2(θ)
4
[
χ (−Ω) + 2iS˜ (−Ω)
]
−
ν∗ sin(2θ) cos(2θ)
4
[
χ (0) + 2iS˜ (0)
]
, (B18)
B21 = −
sin2(θ)
2
[
χ
(
ω
(+)
1
)
− 2iS˜
(
ω
(+)
1
)]
−
cos2(θ)
2
[
χ
(
ω
(−)
1
)
− 2iS˜
(
ω
(−)
1
)]
, (B19)
B22 = 2i cos
2(θ)S˜
(
ω′(+)
)
+ 2i sin2(θ)S˜
(
ω′(−)
)
, (B20)
B23 =
cos4(θ)
2
[
χ
(
ω
(+)
0
)
+ 2iS˜
(
ω
(+)
0
)]
+
sin4(θ)
2
[
χ
(
ω
(−)
0
)
+ 2iS˜
(
ω
(−)
0
)]
+
sin2(2θ)
4
[
χ (ω0) + 2iS˜ (ω0)
]
, (B21)
B24 = −
1
2
[
χ (0)− 2iS˜ (0)
]
, (B22)
B25 =
sin2(2θ)
8
[
χ (Ω) + 2iS˜ (Ω)
]
+
sin2(2θ)
8
[
χ (−Ω) + 2iS˜ (−Ω)
]
−
sin2(2θ)
4
[
χ (0) + 2iS˜ (0)
]
, (B23)
B26 = −
sin2(2θ)
8
[
χ (Ω) + 2iS˜ (Ω)
]
−
sin2(2θ)
8
[
χ (−Ω) + 2iS˜ (−Ω)
]
−
1 + cos2(2θ)
4
[
χ (0) + 2iS˜ (0)
]
. (B24)
Here ω(±)0 , ω
(±)
1 , and ω′(±) are defined as
ω
(±)
0 = ω0 ± Ω,
ω
(±)
1 = ω1 +
∆± Ω
2
,
ω′(±) = ω
′ +
∆± Ω
2
.
According to the fluctuation-dissipation theorem in
Eq. (50), the damping rates γlm = Im(Γlm) (l, m = 1, 2)
can be given from Eqs. (B1)–(B4) as
γ11 = |I01|
2a11 + |I02|
2a12 + |I12|
2a13
+ (I00 − I11)I00a14 + (I00 − I11)I11a15
+ (I00 − I11)I22a16, (B25)
γ12 = |I01|
2a21 + |I12|
2a22
+ (I00 − I11)I11a23 + (I00 − I11)I22a24, (B26)
γ21 = |I02|
2b11 + |I12|
2b12
+ (I00 − I22)I11b13 + (I00 − I22)I22b14, (B27)
γ22 = |I01|
2b21 + |I02|
2b22 + |I12|
2b23
+ (I00 − I22)I00b24 + (I00 − I22)I11b25
+ (I00 − I22)I22b26, (B28)
with the parameters
a11 = sin
2(θ)S
(
ω
(+)
1
)
+ cos2(θ)S
(
ω
(−)
1
)
, (B29)
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a12 =
cos2(θ)
2
ℜ
(
−ω′(+)
)
+
sin2(θ)
2
ℜ
(
−ω′(−)
)
, (B30)
a13 =
cos4(θ)
2
ℜ
(
−ω
(+)
0
)
+
sin4(θ)
2
ℜ
(
−ω
(−)
0
)
+
sin2(2θ)
4
ℜ (−ω0) , (B31)
a14 =
1
2
ℜ (0) , (B32)
a15 = −
sin2(2θ)
8
ℜ (Ω)−
sin2(2θ)
8
ℜ (−Ω)
−
1 + cos2(2θ)
4
ℜ (0) , (B33)
a16 =
sin2(2θ)
8
ℜ (Ω) +
sin2(2θ)
8
ℜ (−Ω)
−
sin2(2θ)
4
ℜ (0) , (B34)
a21 =
ν sin(2θ)
4
ℜ
(
ω
(+)
1
)
−
ν sin(2θ)
4
ℜ
(
ω
(−)
1
)
, (B35)
a22 = −
ν sin(2θ) cos2(θ)
4
ℜ
(
−ω
(+)
0
)
+
ν sin(2θ) sin2(θ)
4
ℜ
(
−ω
(−)
0
)
+
ν sin(2θ) cos(2θ)
4
ℜ (−ω0) , (B36)
a23 = −
ν sin(2θ) cos2(θ)
4
ℜ (Ω)
+
ν sin(2θ) sin2(θ)
4
ℜ (−Ω)
+
ν sin(2θ) cos(2θ)
4
ℜ (0) , (B37)
a24 =
ν sin(2θ) cos2(θ)
4
ℜ (Ω)
−
ν sin(2θ) sin2(θ)
4
ℜ (−Ω)
−
ν sin(2θ) cos(2θ)
4
ℜ (0) , (B38)
b11 =
ν∗ sin(2θ)
4
ℜ
(
ω′(+)
)
−
ν∗ sin(2θ)
4
ℜ
(
ω′(−)
)
, (B39)
b12 =
ν∗ sin(2θ) cos2(θ)
4
ℜ
(
ω
(+)
0
)
−
ν∗ sin(2θ) sin2(θ)
4
ℜ
(
ω
(−)
0
)
−
ν∗ sin(2θ) cos(2θ)
4
ℜ (ω0) , (B40)
b13 =
ν∗ sin(2θ) sin2(θ)
4
ℜ (Ω)
−
ν∗ sin(2θ) cos2(θ)
4
ℜ (−Ω)
+
ν∗ sin(2θ) cos(2θ)
4
ℜ (0) , (B41)
b14 = −
ν∗ sin(2θ) sin2(θ)
4
ℜ (Ω)
+
ν∗ sin(2θ) cos2(θ)
4
ℜ (−Ω)
−
ν∗ sin(2θ) cos(2θ)
4
ℜ (0) , (B42)
b21 =
sin2(θ)
2
ℜ
(
−ω
(+)
1
)
+
cos2(θ)
2
ℜ
(
−ω
(−)
1
)
, (B43)
b22 = cos
2(θ)S
(
ω′(+)
)
+ sin2(θ)S
(
ω′(−)
)
, (B44)
b23 =
cos4(θ)
2
ℜ
(
ω
(+)
0
)
+
sin4(θ)
2
ℜ
(
ω
(−)
0
)
+
sin2(2θ)
4
ℜ (ω0) , (B45)
b24 =
1
2
ℜ (0) , (B46)
b25 =
sin2(2θ)
8
ℜ (Ω) +
sin2(2θ)
8
ℜ (−Ω)
−
sin2(2θ)
4
ℜ (0) , (B47)
b26 = −
sin2(2θ)
8
ℜ (Ω)−
sin2(2θ)
8
ℜ (−Ω)
−
1 + cos2(2θ)
4
ℜ (0) . (B48)
Here, the function ℜ(ω) is defined as
ℜ(ω) = χ′′(ω)
[
1 + coth
(
~ω
2kBT
)]
. (B49)
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