An application of stochastic simulation for the reliability analysis of single and multiquality water distribution systems (MWDS) is formulated and demonstrated. MWDS refers to systems in which waters of different qualities are taken from sources, possibly treated, mixed in the system, and supplied as a blend. The stochastic simulation framework was cast in a reliability analysis program (RAP), based on EPANET, and quantifying three reliability measures: the fraction of delivered volume (FDV), the fraction of delivered demand (FDD), and the fraction of delivered quality (FDQ). RAP is demonstrated on two example applications: a simple illustrative, and a more ''real-life'' complex one. The results quantify the reliability of the systems and provide lower bounds for the reliability measures adopted. Ó
Introduction
A water distribution system is an interconnected collection of sources, pipes, and hydraulic control elements (e.g. pumps, valves, regulators, tanks) delivering water to consumers in prescribed quantities and at desired pressures. Such systems are often described in terms of a graph, with links representing the pipes, and nodes representing connections between pipes, hydraulic control elements, consumers, and sources. The behavior of a water distribution system is governed by: 1. physical laws that describe the flow relationships in the pipes and hydraulic control elements, 2. consumer demand, and 3. system layout.
Reliability analysis of a water distribution system is concerned with measuring its ability to meet consumers' demands in terms of quantity and quality, under normal and emergency conditions. The required water quantities and qualities are defined in terms of the flows to be supplied within given ranges of pressures and concentrations (e.g. residual chlorine, salinity). As such, water distribution systems play a vital role in preserving and providing a desirable life quality to the public, of which the reliability of supply is a major component.
The question: ''Is a system reliable?'' is usually understood and easy to answer, while the questions ''Is it reliable enough?'' or ''What is its reliability level?'' are not straightforward, as they require both the quantification and calculation of reliability measures.
Thus, traditionally, reliability is defined by heuristic guidelines, like ensuring two alternative paths to each consumer node from at least one source, or having all pipe diameters greater than a minimum prescribed value. By using such guidelines it is implicitly assumed that reliability will be assured, but the level of reliability provided is not quantified or measured. As a result, only limited confidence can be placed on such rules, as reliability is not considered explicitly.
In recent years there has been a growing interest in simulation approaches (e.g. Bao & Mays, 1990; Wagner, Shamir, & Marks, 1988a; Wagner, Shamir, & Marks, 1988b) , with more emphasis put on explicit incorporation of reliability in the design and operation phases (e.g. Ostfeld & Shamir, 1996) .
The quality of the water supplied is a growing concern, and more frequently ''water'' is no longer Urban Water 4 (2002) 53-61 www.elsevier.com/locate/urbwat considered a single commodity; water distribution systems are becoming multi-commodity systems. Waters of different qualities are taken from sources, possibly treated, mixed in the system, and supplied as a blend. Such systems are termed multiquality water distribution systems (MWDS), serving all three types of consumers: domestic, industrial, and agricultural. The concept of MWDS has been historically concerned with agricultural usage (e.g. Liang & Nahaji, 1983; Sinai, Koch, & Farbman, 1985) , primarily in arid regions (e.g. the Arava valley in southern Israel, Cohen, Shamir, & Sinai, 1999a; Cohen, Shamir, & Sinai, 1999b; Cohen, Shamir, & Sinai, 2000) where good water quality is limited. Sources with different qualities are used in a single distribution system, with blending at nodes, being the predominant mechanism for adjusting the quality of the water supplied to consumers' needs.
The objective of this paper is to formulate and demonstrate a stochastic simulation model for analyzing the reliability of single and MWDS. The model is termed reliability analysis program (RAP) and is based on EPANET (Rossman, 1994) -an extended hydraulic multiquality simulation model, upon which a stochastic simulation framework was built for reliability analysis.
The remainder of this paper consists of a brief literature review on reliability analysis of water distribution systems, a description of RAP, and two example applications; a simple illustrative, and a more complex one.
Literature review
Reliability assessment of water distribution systems can be classified in two main categories: topological, and hydraulic. Following is a brief review.
Topological reliability
Topological reliability refers to the probability that a given network is connected, given its components mechanical reliabilities, i.e. the components probabilities to remain operational at any time. Wagner et al. (1988a) used reachability and connectivity to assess the reliability of a water distribution system, where reachability is defined as the probability that a given demand node is connected to at least one source, and connectivity as the probability that all demand nodes are connected to at least one source. Shamsi (1990) , and Quimpo and Shamsi (1991) used node pair reliability (NPR), where the NPR measure is defined as the probability that a specific source node is connected to a specific demand node.
Measures used within this category consider only the connectivity between nodes (as in transportation or telecommunication network reliability models), but do not take into account the level of service provided to the consumers during a failure. The existence of a path between a source and a consumer node in a water distribution system, in a non-failure mode or once a failure has occurred does not guarantee a sufficient service. This is because of the new re-distribution of flow and pressures in the system once a failure has occurred, governed by a non-linear law between flow and head (i.e. the Hazen Williams equation).
Hydraulic reliability
Hydraulic reliability is the probability that a water distribution system can supply consumers demands over a specified time interval under specified conditions. As such, hydraulic reliability refers directly to the basic function of a water distribution system; conveyance of the requested consumer demand at a node t i;j the total duration at run i, at node j, for which the demand supplied is above the demand factor tq i;j the total duration at run i, at node j, for which the concentration is below the threshold concentration factor T duration of each run V i;j the fraction of volume supplied to consumer j at run i V T the total requested volume of supply of consumer j at all runs desired water quantities at desired pressures to desired locations at desired times. The straightforward way to evaluate the hydraulic reliability of a system is through stochastic simulation (e.g. Bao & Mays, 1990; Fujiwara & Ganesharajah, 1993; Su, Mays, Duan, & Lansey, 1987; Wagner et al., 1988b) . A typical stochastic (Monte Carlo) simulation procedure involves: generation of random component failure events; simulation of the system performance; and accumulation of performance statistics, with which reliability measures are evaluated. The data collected depend on what reliability measures are adopted. Conceptually, any index can be calculated, as long as the appropriate data is available.
Other references reviewing methods for assessing the reliability of water distribution systems were published by the ASCE task committee on risk and reliability analysis of water distribution systems (Mays, 1989) , and by Engelhardt, Skipworth, Savic, Saul, and Walters (2000) .
The model
The previous section summarized two approaches for assessing the reliability of water distribution systems. Of these, in the current approach, stochastic simulation was chosen for evaluating system reliability. The rationale for this was that calculating the reliability of a system involves stochastic events, which should be assessed by probabilistic methods. Probabilistic methods implicitly or explicitly account for the likelihood and effects of each system component redundancy, and so can be used for comparison and ranking of alternative system designs and operation on the basis of reliability. Furthermore, once an initial assessment of the reliability of a water distribution system has been performed analytically (i.e. using a ''topological'' method); and alternative improvement options proposed, a stochastic simulation of these options can be carried to gain a better understanding of how the proposed alternative system are likely to behave under real-life conditions. Three basic steps were implemented: 1. the definition of reliability measures (''single'' and ''multiquality'') reflecting chosen aspects of shortfalls as they relate to the consumers, 2. inclusion of the stochastic nature of performance of each system component, and of the consumers demands, and 3. coupling the previous two steps into a single framework that generates random events, runs EPANET, and evaluates, as a result, the system reliability according to the measures adopted in (1). These were incorporated in RAP (described below, and in Fig. 1 ).
RAP
RAP involves running EPANET a prespecified number of times (i.e. a number high enough so that not to impact the final simulation outcomes. In the examples below 1000 times were usually satisfactory). For each run RAP repeats the following steps.
Random demand generation
Randomly generate, using a uniform probability distribution for each of the consumer nodes and within a given domain of fluctuations around average demand rates, the flow pattern to be used for the current run (i.e. average demands + ''noise''). Such a pattern represents a typical demand cycle of 24 h (i.e. one realisation of the demands at each of the nodes), as shown in Fig. 2. 
Random source concentration generation
Randomly generate, using a uniform probability distribution within a given domain of concentration fluctuations around the average concentrations in the sources, the concentrations to be used at each of the sources for the current simulation run (i.e. average source concentrations + noise).
An extended hydraulic multiquality simulation
Carry out a multiquality simulation run with the flow pattern as in Section 3.1.1, and the concentrations at the sources as in Section 3.1.2.
Generation of actual consumptions
Estimate, according to the resulting pressures at the consumer nodes and an assumed relationship between the pressure at a consumer node and its corresponding flow rate (Wagner et al., 1988a) , the actual flows supplied at the consumer nodes:
where A d is the actual flow (demand) supplied at a consumer node; R d is the requested consumer demand at a node; P is the actual pressure at a node; P min is a threshold minimum pressure level (P min in RAP is 40 psi (26.7 m) for all nodes).
Reliability calculation
The system can be in either operational or failure mode. The system is said to be in a ''failure mode'' if one of its components (pipes, pumps, or sources) is out of service.
Given the probability of system failure (i.e. a Bernoulli distribution), a random generation of the system mode is conducted.
If the system is in an operational mode, using the information of steps 3.1.3 and 3.1.4, the following data are calculated and stored for each of the consumers: 1. The total volume of the delivered demand. 2. The total volume of the requested demand. 3. The total time during which the demand is above a threshold demand factor, where the threshold demand factor is a percentage of the requested demand at a node (e.g. if the threshold demand factor is 90% and the demand requirement at a specific consumer node is 100 units, then RAP stores the total time for which the demand at that node is above 90 units). 4. The total time for which the concentration is below a threshold quality, where the threshold quality factor is a percentage of the threshold concentration requirement at a node that is above a requested threshold concentration (e.g. if the threshold quality factor is 10% and the threshold concentration requirement at a specific consumer node is 100 units, then RAP stores the total time for which the concentration at that node is below 110 units).
If the system is in a failure mode then: 1. Randomly generate, using a uniform probability distribution, the type of failure (whether a pump, a pipe, or a source failed). 2. Given the type of failure, randomly generate the specific pipe, pump, or source that failed (which pipe, pump, or source failed). 3. Randomly generate the time of failure. 4. Randomly generate the duration of repair (i.e. the time it takes the system to be restored). 5. Given the type of failure, the time of failure, and the duration of repair, carry out a multiquality simulation run using EPANET. 6. Calculate and store for each of the consumers:
6.1. The total volume of the delivered demand. 6.2. The total volume of the requested demand. 6.3. The total time for which the demand is above the threshold demand factor. 6.4. The total time for which the concentration is below the threshold quality factor. Upon repeating steps 3.1.1-3.1.4 a prespecified number of times, the following reliability measures are calculated at each of the consumer nodes: 1. The fraction of delivered volume (FDV) -The sum of the total volumes delivered to a consumer node j at all simulation runs, divided by the sum of the total volumes requested by consumer node j over all simulation runs:
where FDV j is the fraction of delivered volume at node j, N is the number of simulation runs, V i;j is the fraction of volume supplied to consumer j at run i, V T is the total requested volume of supply of consumer j at all runs, and NN is the number of consumer nodes. 2. The fraction of delivered demand (FDD) -The sum of all time periods at all simulation runs for which the demand supplied at a consumer node j is above the demand factor (i.e. the system is ''up''), divided by the total number of simulation runs multiplied by the demand cycle:
where FDD j is the fraction of delivered demand at node j, T is the duration of each run, t i;j is the total duration at run i, at node j, for which the demand supplied is above the demand factor (i.e. the system is ''up''). 3. The fraction of delivered quality (FDQ) -The sum of all time periods at all simulation runs for which the concentration supplied at a consumer node is below the threshold concentration factor (i.e. the system is ''up''), divided by the total number of simulation runs multiplied by the demand cycle
where FDQ j is the fraction of delivered quality at node j, tq i;j is the total duration at run i, at node j, for which the concentration is below the threshold concentration factor (i.e. the system is ''up''). If the demand (pattern) cycle (Fig. 2) represents a typical 24-h of requested consumption, then an average value of say 0.98 for FDV, for say 1000 repeated simulation runs, represents an average total volume shortage of 2% for 1000 days, or for 1000=365 ¼ 2:74 years. A similar interpretation can be made for FDD and FDQ.
The resulting values of FDV, FDD, and FDQ, serve to draw three ''topographical'' reliability maps, each corresponding to one of the measures, and thus representing isoreliability surfaces. This is the main outcome of RAP, described and demonstrated at the next section using two examples.
Application
RAP is demonstrated on Examples 1 and 3 taken from the EPANET manual (Rossman, 1994) . Example 1 is a simple illustrative, while Example 3 is a more realistic water distribution system.
Example 1
The proposed methodology is demonstrated on a small illustrative system (Example 1, Rossman, 1994) . The system data, and the outcome of a Base Run and two sensitivity analysis reliability runs are shown in Fig. 3 . The system consists of 12 pipes, a source, a pump, and an elevated storage tank. The system is subject to a 24-h representative demand pattern as in Table 1 .
The pump is fed by a source that is at a constant water level of 243.8 m. The water is delivered to a storage elevated tank at node 2 (at a ground level of 259.1 m), and to eight consumers located at nodes 11, 12, 13, 21, 22, 23, 31, and 32 . The pump has a shutoff head value of 101.3 m, a 189.3 l=s maximum flow rate, and a representative working point of 94.6 l=s at 76.2 m.
The pump is ''on'' if the water level at the storage tank (above ground) is below 33.5 m, and is ''off '' if the water level is above 42.7 m. The tank is cylindrical with a diameter of 15.4 m. Its minimum, initial, and maximum levels, above ground, are 30.5, 36.6 and 45.7 m, respectively.
The data required for the reliability simulation runs are shown in Table 2 .
Base Run
The Base Run (and two sensitivity analysis) results for Example 1 are shown in Fig. 3 . The Base Run included a relatively small probability for system failure: 0.01, resembling ''real'' system operation, and a system maximum time of repair (MTOR) of 8 h.
The system has failed seven times out of the 1000 simulations conducted (i.e. approximately 1% of the runs, as expected with a system failure probability of 0.01). The components outages: type, time of occurrence during the day, and duration of repair, are shown in Table 3 .
As expected, since the system can be supplied from both the source and the elevated tank, and since each consumer can be reached by at least two alternate paths, the reliability at each of the consumers is $1.0 for the FDV and FDD measures. However, with respect to FDQ, since the initial source concentration is 300 (mg=l), and the consumers threshold concentration request is 200 (mg=l), the worst FDQ is at node 11 (near the source), which improves gradually towards the farmost consumers (22, 23, 31, and 32) as dilution dominates. The average FDQ measure (i.e. the average FDQ of all eight consumers) is 0.715.
Sensitivity analysis 1
The objective of sensitivity analysis 1 (and 2 that follows) is to explore the system response to changes made in the data. In sensitivity analysis 1 a bound for the system reliability was taken to an extreme, by making the probability of the system being in a failure mode as 1.0 (i.e. at each simulation run one of the system components was randomly out of service), keeping all other data as in the Base Run. The average FDV and FDD measures were lowered to 0.98 and 0.99, respectively, while the average FDQ was 0.744.
Sensitivity analysis 2
In sensitivity analysis 2 the probability of system failure was kept at 1.0, and the MTOR has been extended to 24 h. The average FDV and FDD measures were lowered to 0.83, while the average FDQ was 0.801. Fig. 4 shows the trade-off between the MTOR, and the average lower reliability bounds (LRB) of the system FDV, FDD, and FDQ, generated by taking the probability of the system being in a failure mode as 1.0. For MTOR ¼ 0, LRB is 1 for FDV and FDD. For MTOR ¼ 8 and 24 h, the LRBs are the average of the values shown in Fig. 3 . Fig. 3 . Example 1 (Rossman, 1994) : data, and reliability analysis results. Table 1 24-h demand pattern characteristics for Example 1 (Rossman, 1994) Time As expected (see Fig. 3 ), FDD is always greater than or equal to FDV, as FDV accumulates all shortages, while FDD accumulates shortages only after reaching a threshold bound. What is not expected is the rise of FDQ with MTOR. This can be explained by the fact that the probability taken for the source and the pump being out of service is 0.1, and 0.6 respectively, while that of a pipe: 0.3 (see Table 2 ). As an outcome of that, at most of the outages (five out of seven, see Table 3 ) the source was out of service, and the consumers were supplied by the tank whose initial concentration was 1.0 (mg=l). Thus, as the MTOR extended, the consumers received better water quality, but at much lower quantities (i.e. the FDV and FDD were lowered much faster than the raise of FDQ, as shown in Fig. 4 ).
Example 2
In this example, the outcome of RAP is demonstrated on a ''real-life'' network (Fig. 5) -Example 3 of EPA-NET (Rossman, 1994) . The system consists of two sources, three elevated tanks, 117 pipes, 97 demand nodes, and two pumps (the complete data used was exactly as that of Example 3, in Rossman (1994) , and thus is not repeated here).
The FDV, FDD, and FDQ maps of a Base Run are shown in Fig. 6 . The gray scale hues in Fig. 6 represent domains of reliability values. Such maps can be used to identify portions of the system with low reliability values, and thus in general for visual comparisons (note that the colors in Fig. 6 are applicable only where a water distribution system exists, there is no physical meaning outside of the system). (Rossman, 1994) between the LRB and the MTOR.
As in Example 1, it can be clearly seen that FDD is always greater or equal FDV, and that FDQ greatly depends on the water quality distribution at the sources, and on the consumers water quality demands, and less on the hydraulic reliability of the system. In summary, it is hard to find a clear connection between FDV (or FDD), representing the hydraulic reliability of the system, and FDQ.
Conclusions
Reliability analysis of water distribution systems is a complex task as it requires both the definition and calculation of reliability measures. This paper has demonstrated an application of stochastic simulation for reliability analysis of water distribution systems, taking into account the quality of the water supplied, as well as hydraulic reliability considerations. The model is limited to one random component failure at a time, uniform time to failure and time to repair probability distribution functions (a simplification of the real world time to failure and time to repair PDFs), a square root ''pressure-demand'' relationship (Wagner et al., 1988a) , and is expensive to run. In addition, the model does not take into account the impact of the valves topology (e.g. Walski, 1993) on the system isolated portions -once a failure occurs, and the systems fire fighting capacity demand. Nevertheless, the results obtained in example analyses were able to quantify the reliability of the sys- tems and to generate bounds for the reliability measures adopted.
