A hybrid fluid/molecular kinetic model was developed to describe the escape of molecules from the gravitational well of a planet's atmosphere. This model was applied to a one dimensional, radial description of molecular escape from the atmosphere of Pluto and compared to purely fluid dynamic simulations of escape for two solar heating cases. The hybrid simulations show that the atmospheric temperature vs. altitude and the escape rates can differ significantly from those obtained using only a fluid description of the atmosphere.
I. INTRODUCTION
Pluto's slow rotational period and highly eccentric and oblique orbit results in significant changes in its atmospheric density. For example, since 1989 the dwarf planet has been receding from perihelion and, surprisingly, observations suggest that its atmospheric volume has doubled [1] . Pluto's surface is primarily composed of N 2 ice mixed in with CH 4 and CO at the mean surface temperature ~40 K. When averaged over its 250 year orbit, the poles receive more sunlight than the equator producing an atmosphere and resulting in transport to the equatorial regions [2] . Our understanding is largely based on rare occultation observations 1988 (pre-perihelion), 2002 and 2006 (post-perihelion) [3; 4] . A surface pressure between 6.5-24 µbars and a peak atmospheric temperature of ~100K at a radial distance ~1250km was inferred [3] . However, because of its low gravitational energy, 0.008eV/amu, escape to space results in significant mass loss on each orbit. Therefore, many studies of Pluto's evolution have been aimed at understanding the atmospheric loss rate [5; 6; 7; 8] . Using results from the occultations and calculations of solar heating rates in continuum models of the upper atmosphere, a series of authors calculated escape rates from Pluto's atmosphere by considering a process referred to as slow hydrodynamic escape [7; 9; 10] . Here we describe thermally-driven atmospheric escape from Pluto using a hybrid continuum/kinetic model in order to re-calculate the escape rate.
Escape from an atmosphere occurs most efficiently in the exosphere where molecular collisions are rare. The lower boundary to this region is called the exobase, r x . The Jeans parameter, λ, is often used to evaluate the atmospheric escape rate: λ = gravitational energy/thermal energy = (GM p m/r)/(kT), where G is the gravitational constant, M p planet mass, m the molecular mass, k the Boltzmann constant, r the radial position and T the temperature at r. At large λ(r x ), escape occurs on a molecule by molecule basis, similar to evaporation, and referred to as Jeans escape. At small λ(r x ) escape occurs as bulk outflow, referred to as hydrodynamic escape. The slow hydrodynamic escape model (SHE), considered intermediate to these, has been suggested to be applicable to λ(r x ) >~ 10 [11] . Many atmospheres have intermediate to large λ: i.e., λ(r x ) ~10, ~50, ~200 ~350 for Pluto, Titan, Mars and Venus respectively. Recently, the SHE model was used to estimate escape rates from Pluto and Titan that are orders of magnitude larger than the Jeans rates. Tucker and Johnson (2009) [12] showed that estimate for Titan's atmosphere was incorrect. In addition, when the temperature in Titan's atmosphere was artificially increased so that λ(r x ) ~11, similar to that at Pluto, the escape rate obtained was only ~1.5 times the Jeans rate [12;13] . Recent extensive kinetic simulations of thermally-induced escape showed that the transition from hydrodynamic to a Jeans escape occurs at Jeans parameters much less than 10 and over a surprisingly narrow range of λ [14] . Therefore, we developed a fluid/kinetic approach to reevaluate escape from Pluto.
II. Jeans Escape and Slow Hydrodynamic Escape (SHE)
The density of planetary atmospheres decreases with increasing altitude with the degree of rarefaction expressed by a Knusden number, Kn. Here it is defined as the ratio of the mean free path of the molecules, l c , to the scale over which the density changes by a factor of 1/e, the atmospheric scale height, H = r/λ: i.e.: Kn = l c /H. At low altitudes, where Kn << 0.1, the atmosphere is dense and molecules collide frequently. With increasing altitude (larger Kn) collisions become increasingly infrequent with the exobase, r x , defined at Kn ~ 1 [15] . At this altitude molecules can escape with a high probability if their velocity exceeds the escape speed and is directed outward. In the Jeans approximation it is assumed the speed distribution at the exobase is Maxwellian, so that the escape rate is ϕ J = π r x 2 n x <v x > [1 + λ(r x )] exp[-λ(r x )] for exobase density n(r x ) and mean thermal speed <v x > = (8kT x /πm) 1/2 [15] . In the SHE model the steady state Navier-Stokes equations, with the viscous term typically dropped, are applied to a one dimensional (1D) radial atmosphere. In this model the continuity equation leads to a constant net upward flow, ϕ, vs. radial distance from a lower boundary, 
(1a) with p the gas pressure (nkT) and Φ the gravitational energy (GM p m/r). The corresponding energy equation is:
where C p is the heat capacity, κ(T) the thermal conductivity and Q(r) accounts for the solar heating and IR cooling rates. The SHE model is based on Parker (1968a, b) [16] for the supersonic flow of plasma from the Sun with n o sufficiently large and λ o > ~10. Watson et. al. (1981) [11] applied this model to early Earth and Venus atmospheres in which solar EUV heating drives escape. The flow is referred to as slow because the thermal energy (C p T) dominates the bulk flow energy ( 1 / 2 mv 2 ) in the region of the atmosphere where the equations are applied. Above that region it is assumed that the thermal energy is efficiently transferred to flow energy. Therefore, although ϕ ≠ 0, u is set equal to 0 in Eq. 1a and 1b below an upper boundary. Defining <Eϕ > ro as the heat flow across r o , and, as in [7] , β(r) = r o -2 [ ∫ ro r 2 Q(r) dr] with β β o as r ∞, the pressure and the heat flow are determined from:
Specifying n and T at r o , these equations are solved for assumed values of ϕ and dT/dr| r . Solutions for n and T are regarded as valid out to an r where the bulk speed is a fraction of the local sound speed and then extrapolated requiring that n and T 0 as r ∞ [7] . The final ϕ and dT/dr| ro are those giving the best fit to the measured density profile.
Problems with a SHE model for molecular escape are discussed in [12; 13; 14] . Typically fluid models are applied when Kn << 0.1, but the SHE model at Pluto and Titan is continued into the region Kn >1. Therefore, in the exosphere, where molecules can travel planetary scale distances without suffering a collision, these authors use the same expression for κ(T). Even when significant escape does occur, the thermal energy conducted upward can be carried off in directions perpendicular to the flow instead of driving escape [13; 14] . This effect cannot be described using SHE, which forces the upwardly conducted energy to be converted to bulk flow. For instance, when all of the solar radiation is absorbed below r o , Q(r) = 0 in Eq. 1b, an analytic approximation of the escape rate,
, was obtained within the SHE model [9] . That is, the energy conducted upward from r o is proportional to ϕ. [7] . These are orders of magnitude larger than the Jeans rate of 6.9 x 10 19 for r x = 2690 km, n(r x )= 5.3x10 6 cm -3 , T(r x )= 47.7 K and λ(r x ) = 23 from [7] .
III. Fluid/Kinetic Model
In the region of a planetary atmosphere where escape occurs most efficiently, Kn ≥0.1, molecular transport transitions from being an organized flow to individual uncorrelated motions. To obtain the macroscopic properties of a rarefied gas flow, solutions to the Boltzmann transport equation or Monte Carlo simulations are required [17] . The direct simulation Monte Carlo (DSMC) method describes the flow by using a set of modeling molecules that can be used to represent both the local density and local speed distribution in the atmosphere. In a planetary atmosphere this is achieved by tracking the motions of these molecules in the gravitational field subject to mutual collisions. Collisions between molecules are calculated in discrete radial cells based on the local values of the relative speeds, cross section and density. Therefore, the DSMC model includes thermal conduction explicitly and is a direct method for describing the transition from collisional to free molecular flow. Such a model was applied to the tenuous region of Titan's atmosphere [12] , resulting in large differences from the SHE model results.
The accuracy of energy transport in an atmosphere modeled using DSMC is related to how realistically molecular collisions can be described: e.g., by collision diameters or scattering potentials. For an appropriate set of collision parameters, the atmosphere evolves in a manner that depends upon n, T at the lower boundary of the DSMC domain, r od , and on energy deposited by the incident solar radiation in the simulation domain. When molecules traverse the upper boundary of this domain, those with velocities greater than the escape velocity and directed outward are assumed to escape and the others are specularly reflected. The reflected molecules represent molecules with trajectories that would eventually return to the simulation domain. Since there is always some small probability of a molecular collision even as r ∞, we increase the upper boundary until the change in the escape rate is on average <5%.
Although a three dimensional (3D) simulations is used, the atmosphere is assumed to be spherically symmetric, so the resulting properties only have a radial dependence, consistent with the previous models for Pluto's atmosphere. The molecules are tracked in 3D but the velocities and positions are rotated to a common radial volume when the collision probabilities are evaluated. Certain restrictions ensure the validity of the results: 1) particle motions over a time step independent of intermolecular collisions (time step << mean free time between collisions) and 2) cell widths in the flow direction much smaller than l c and H [17] . A kinetic model like the DSMC can, in principal, be applied to the entire atmosphere, but it is computationally more efficient to use a fluid model in the dense regions as discussed below.
In order to calculate accurate escape rates, we divide the atmosphere into two regions, a fluid and a DSMC region, and solve for the atmospheric structure produced by a fixed density and temperature at the lower boundary, r o . The fluid model requires an assumed escape rate, φ, and the heat flow across the lower boundary, <Eϕ > ro . These are determined by escape at the upper boundary of the DSMC simulation and, when heat is deposited in the simulation region, by accounting for the heating rate, β o . Therefore, we iteratively solve the fluid and DSMC models to obtain a consistent description. That is, for Kn ≤ 1 we numerically solve Eqs. 2a and b to obtain u(r), n(r), and T(r) for a set of escape parameters φ and <Eφ> at r o where Kn(r o ) << 0.1. The resulting densities and temperatures at a radius r od where Kn = 0.1, which is about two scale heights below the nominal exobase, are then used as lower boundary conditions in the DSMC simulation up to an altitude many scale heights above the exobase, Kn >> 1. At the upper boundary we calculate the particle escape rate, φ, and the energy flow, <Eφ>. These parameters are then used at r o to again solve the fluid equations, which in turn provide new conditions of density and temperature at Kn(r od ) = 0.1.
In the fluid model for the low Knudsen number regime, Eqs. 2a and 2b were solved simultaneously using 4 th order Runge-Kutta method with adaptive radial step-size (Runge-Kutta-Fehlberg method), to ensure a relative tolerance of 10 -8 for n(r) and T(r). The step-sizes were between 0.1 and 2 km with the finer resolution necessary to resolve the faster change in temperature near the lower boundary and the narrow heating peak. The heating/ cooling model in [7] was used for the net solar heating and radiative cooling. Since the heating and cooling rates depend on the temperature and density, iteration is required to find consistent temperature, density and heating profiles.
In the region where the DSMC model was applied, variable cell widths were used in the radial direction usually chosen to be 1/3 of the local mean free path and capped at 10% of the local density scale height for mean free paths larger than the local atmospheric e-folding. A time step of ~2 -5 s conserved energy and was chosen such that the fastest molecules would suffer at most 1 collision. The number of representative molecules was chosen to ensure a sufficient number of molecules (>200) were in the upper most cell, typically we used several 10 3 -10 5 representative molecules to describe the region Kn > 0.1. The motions of the molecules in the DSMC simulations were integrated using a 4 th order Runge-Kutta method. Collisions between atmospheric molecules were computed using both a hard sphere model (HS) and a variable hard sphere model (VHS) [17] . To ensure consistency between the fluid and kinetic models, we also used the Larsen-Borgnakke (LB) approximation for internal energy and the VHS cross section is parameterized to the temperature dependent thermal conductivity typically used in the SHE model, e.g. κ(T) = κ o T ω . Using ω = 1 and T(r od ) we obtain a reference value for the HS cross section of σ ref = 8.8 x10 -15 cm 2 based on data of Ref. [7] . For the VHS model the cross section depends on the relative collision speed c r , σ = σ ref (c o /c r ) where c o is the average relative velocity at r o assuming a Maxwellian speed distribution. For T vs. r in Pluto's upper atmosphere, the N 2 vibrational modes are neglected. Therefore, the LB method is used for the rotational modes with the internal energy for each molecule at the lower boundary of the DSMC regime, r od , based on a Maxwell-Boltzmann energy distribution and neglecting IR cooling.
Comparisons of results for HS, HS-LB, VHS and VHS-LB are shown in Fig. 1a and b . Although the resulting density does not depend significantly on the collision model (e.g. for all results r x ~ 3700 km), the model can impact the temperature structure and the escape rate. For example, at the same lower boundary condition, Kn(r od ) = 0.1 and λ(r od ) = 12, the escape rates are 4.4, 5.1, 4.3 and 5.0 x10 25 s -1 for the HS, HS-LB, VHS and VHS-LB models respectively. The peak in the escape rate production, Fig. 1b , occurs at the same altitude for the HS and VHS models with and without internal energy. But for the LB models above ~ 5000km, the internal and translation energies are not in equilibrium resulting in a larger escape rate and a higher temperature. 
IV.

Results for Pluto's Atmosphere
Two cases were considered: with and without solar heating above our lower boundary r o . The results in the previous section were calculated for Q(r) = 0 above r o (i.e., β o =0). Here we describe the more realistic case in which heat is deposited above r o (β o = 1.5x10 -3 erg cm -2 s -1 ) corresponding to solar minimum heating [7] . Solar medium and maximum conditions, for which the escape rates can be very large, will be described subsequently. In our iterative scheme we used the VHS-LB model in DSMC simulations. For lower boundary conditions, we use from ref. [7] n(r o ) = 4x10 12 Numerically solving the fluid equations for β o ≠ 0 is very sensitive to the choice of the input escape parameters, especially the escape rate, ϕ. Therefore, an initial solution was achieved by incrementally adding in a small fraction of the heating rate and solving the fluid equations assuming Jeans escape at the fluid upper boundary, Kn=1. We used n(r od ) and T(r od ) from that result evaluated at Kn ~ 0.1 as the starting point for the DSMC iteration and returned escape parameters to the fluid model as described above. The resulting escape rate was 1.2x10 27 s -1 [2.2·φ J for r x ~ 5618 km, n x ~ 1.x10 6 cm -3 , T x ~ 87 K and λ(r x )~ 6.] fortuitously similar to the SHE result, 1.5 x10 27 s -1 . However, for the SHE model, r x ~ 3530 km, n(r x )~ 3x10 7 cm -3 , T(r x ) ~ 65 K and λ(r x ) ~ 13 so the escape rate is 33·φ J , since the temperature near the exobase is low. The form of the integrated escape rate vs. r is similar to the Q(r) = 0 case; that is, there is a significant drop in temperature at Kn ~10 where the density is dominated by escape.
V. CONCLUSIONS
For a few decades, continuum models have been used to conclude that Pluto's atmosphere is lost by a process called slow hydrodynamic escape [7; 9; 10] . We tested this concept using a hybrid fluid/DSMC model and found that for the two cases considered, thermally-driven escape from Pluto occurs at a rate roughly similar to the Jeans rate. That is, for all of the heat deposited below the lower boundary, β o = 0, and for solar minimum heating, β o = 1.5 x10 -3 erg cm -2 s -1 , we obtain escape rates of ~ 4.9 x10 25 s -1 , which is ~1.8 times the Jeans rate, and 1.2 x10 27 s -1 , which is ~2.2 times the Jeans rate. As a further test of our hybrid model, we note that the results are consistent with recent results obtained using an intensive DSMC simulations of the entire atmosphere in the range Kn (0.0001 -10) [14] . We also note that although the escape rate for the solar minimum case is fortuitously close to that from the SHE model, the temperature vs. altitude is very different. Therefore, in anticipation of the New Horizon encounter with Pluto in 2015, accurate simulations of the atmospheric structure and the escape rates will require the use of a hybrid model such as that described here.
