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A B S T R A C T
Recent advancements in sensing, networking technologies and collect-
ing real-world data on a large scale and from various environments
have created an opportunity for new forms of services and appli-
cations. This is known under the umbrella term of the Internet of
Things (IoT). Physical sensor devices constantly produce very large
amounts of data. Methods are needed which give the raw sensor mea-
surements a meaningful interpretation for building automated deci-
sion support systems. One of the main research challenges in this do-
main is to extract actionable information from real-world data, that
is information that can readily be used to make informed automatic
decisions in intelligent systems. Most existing approaches are applica-
tion or domain dependent or are only able to deal with specific data
sources of one kind. This PhD research concerns multiple approaches
for analysing IoT data streams. We propose a method which deter-
mines how many different clusters can be found in a stream based on
the data distribution. After selecting the number of clusters, we use
an online clustering mechanism to cluster the incoming data from the
streams. Our approach remains adaptive to drifts by adjusting itself
as the data changes. The work is benchmarked against state-of-the-
art stream clustering algorithms on data streams with data drift. We
show how our method can be applied in a use case scenario involv-
ing near real-time traffic data. Our results allow to cluster, label and
interpret IoT data streams dynamically according to the data distri-
bution. This enables to adaptively process large volumes of dynamic
data online based on the current situation. We show how our method
adapts itself to the changes and we demonstrate how the number of
clusters in a real-world data stream can be determined by analysing
the data distributions.
Using the ideas and concepts of this approach as a starting point we
designed another novel dynamic and adaptable clustering approach
that is more suitable for multi-variate time-series data clustering. Our
solution uses probability distributions and analytical methods to ad-
just the centroids as the data and feature distributions change over
time. We have evaluated our work against some well-known time-
series clustering methods and have shown how the proposed method
can reduce the complexity and perform efficient in multi-variate data
streams.
Finally we propose a method that uncovers hidden structures and re-
lations between multiple IoT data streams. Our novel solution uses
Latent Dirichlet Allocation (LDA), a topic extraction method that is
generally used in text analysis. We apply LDA on meaningful labels
that describe the numerical data in human understandable terms. To
create the labels we use Symbolic Aggregate approXimation (SAX),
a method that converts raw data into string-based patterns. The ex-
tracted patterns are then transformed with a rule engine into the la-
bels.
The work investigates how heterogeneous sensory data from multiple
sources can be processed and analysed to create near real-time intel-
ligence and how our proposed method provides an efficient way to
interpret patterns in the data streams. The proposed method provides
a novel way to uncover the correlations and associations between dif-
ferent pattern in IoT data streams. The evaluation results show that
the proposed solution is able to identify the correlation with high ef-
ficiency with an F-measure up to 90%.
Overall, this PhD research has designed, implemented and evaluated
unsupervised adaptive algorithms to analyse, structure and extract in-
formation from dynamic and multi-variate sensory data streams. The
results of this research has significant impact in designing flexible
and scalable solutions in analysing real-world sensory data streams
and specially in cases where labelled and annotated data is not avail-
able or it is too costly to be collected. Research and advancements in
healthcare and smarter cities are two key areas that can directly from
this research.
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Part I
P R O L O G U E
1
I N T R O D U C T I O N
Over the past few decades the introduction of the Internet has con-
nected more and more people worldwide with each other, forming a
global network. This connectivity does not stop at people. Recently
more and more devices have been connected to the Internet and are
communicating with people and other devices. This trend is going
strong with projected 50 billion connected devices by 2020 [39].
This technological revolution is known under the name Internet of
Things (IoT). It has enabled the development of various applications
in areas such as healthcare and assisted living. But apart from de-
vices monitoring vital signals of people and indoor sensors collect-
ing information about the conditions in apartments and houses, an
increasingly large amount of sensors are being deployed in urban en-
vironments.
For example these sensors collect measurements about traffic flows,
the fill-level of trash bins, the degree of illumination in streets or even
the number of people on the street. Together they collect the digital
footprint of the city. This data can be used for the implementation
of applications such as intelligent traffic planning, intelligent waste
management and efficient lighting. Other use cases aim at improving
crime prevention and persecution or helping mobility disabled peo-
ple getting around the city easier.
We call the vision of a city where these and other applications allevi-
ate the challenges citizens and city planners face on a daily basis the
vision of a Smart City. A Smart City will improve the daily lives of its
inhabitants and plays an important part in improving sustainability
by reducing the environmental impact of the city.
Before this vision can turn into a reality, there are several challenges
to face from many different technical fields. This research aims at fur-
thering the scientific advances in some of the key challenges. Every
smart application is the ability to make sense out of the data provided
and to make automatic, informed decisions. The first step towards
that is machine-interpretable representations of the information hid-
den in the real world data. Transforming raw data into information
that can be interpreted and used by these applications means extract-
ing actionable information.
1.1 definitions
Throughout this work we use terms that can be used in the literature
with a different meaning. In order to stay clear from misunderstand-
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ings we provide short definitions and descriptions of these terms here
as a quick reference for the reader. The technical terms are described
in more detail in the chapter they are first introduced in this thesis.
Actionable information is information that is machine-interpretable
and can be acted upon by using it for automated decision mak-
ing by intelligent applications.
Adaptive method is a methodology that remains viable in a chang-
ing environment by adjusting the produced output to changes in
the input data streams.
Concept drift is used in the literature to talk about changing out-
puts of methodologies either through changes in the user require-
ments or changes in the data distribution of the input variable.
For the latter we introduce the term data drift to avoid confusion.
If the data distribution changes without affecting the output, this
is referred to as virtual concept drift.
Data drift is a term we introduced to describe one specific form
of concept drift, the case when the changes in the output of the
data are based on changes in the input data streams (e.g. changes
in the underlying data distribution).
Data stream was originally used to describe data that cannot fit
into computer memory for processing. Since it has been more
ascribed to data that is continuously produced by a source (e.g.
a sensor). The data in the stream can have multiple features and
is typically associated with a timestamp, which can be used in
historical data analysis.
Heterogeneity in Data signifies that the data has differs in one
or more of the following ways: type, format and statistical char-
acteristics.
Internet of Things (IoT) is the umbrella term for the ecosystem
of connected devices and smart applications that range from a
small scale. In other research the term Cyber-Physical System is
used to describe a similar system.
Real World Data is data which has been collected from sensors
that are deployed in uncontrolled environments such as urban
environments outside of research labs.
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Smart City is a City which solves common urban problems, such
energy efficiency, intelligent traffic management and intelligent
waste management by utilising observations and measurements
taken from sensors that are deployed throughout the city.
Virtual Concept drift is used to denote cases where the distribu-
tion of the input variable changes, however, the distribution of
the target variable remains the same.
1.2 acronyms
IoT Internet of Things
REST Representational State Transfer
SAX Symbolic Aggregate Approximation
PAA Piecewise Aggregate Approximation
CKAN Comprehensive Knowledge Archive Network
PDF Probability Density Function
SNCC Semi-supervised Nearest Centroid Classifier
HNCC Hybrid Nearest Centroid Classifier
KDE Kernel Density Estimation
MOA Massive Online Analysis
DBSCAN Density-based spatial clustering of applications with noise
PCT Parsimonious Covering Theory
HMM Hidden Markov Model
LSA Latent Semantic Analysis
LDA Latent Dirichlet Allocation
pLSA Probabilistic Latent Dirichlet Allocation
STAR-CITY Semantic road and Traffic Analytics and Reasoning for City
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1.3 research challenges
With the emergence of the Internet of Things (IoT), dealing with
multi-variate data streams has become a key issue as real-world ob-
servations and measurements have to be processed and analysed in
real-time. Increasingly more physical devices are connected to the
Internet, gathering and communicating continuous data, making un-
supervised approaches that can deal with the huge amount, velocity
and heterogeneity of the data more important than ever.
Data from multiple sources poses a key challenge to create action-
able information from raw data for developers and researchers alike.
The huge variety of features and their characteristics make compar-
ing and combining data from different sources very demanding and
complex. This challenge is alleviated in the case of numerical input
data where different values or patterns within the data may not trans-
late straightforward into a meaning.
Since the real-world data streams are usually not producing station-
ary data, the methods have to be able to adapt to changes in the data
stream and process the data accordingly. Common data streams usu-
ally follow a Gaussian distribution over a long-term period [55]. How-
ever, in IoT applications we need to consider short-term snapshots of
the data, in which we can have a wider range of more non-Gaussian,
non-stationary distributions. The nature of IoT data streams is dy-
namic and its underlying data distribution can change over time.
While there are several approaches that can extract information from
a single data source for classification and prediction purposes with
varying degrees of success, the most existing solutions are limited by
not taking into account information from other sources which can en-
rich the information extraction task by providing complimentary or
essential contextual information. When analysing the user behaviour
of urban bicycle sharing, Froehlich et al. [26] have argued that in-
corporating contextual information such as weather data into their
methodology could greatly improve the prediction rates. Similarly,
the prediction rates of tidal events from coastal data in Ganz et al.
[28] could be improved.
Most of the existing approaches are either not adaptive to changes
in data streams, require domain-knowledge about the data stream in
advance or provide the results only when a clustering request is sent
(and not in real-time) [32], [88], [1], [2], [15].
1.3.1 From Data to Information - Enabling Automated Decision Making
Often the assumption is that as long as we have enough of the right
kind of data we can solve virtually any challenge. Studies like [69]
show that having more data and simple algorithms trumps more elab-
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orate algorithms with less data for training.
In fact, raw data alone is not useful for both machines and human
end-users. Still one of the most important tasks is to transform the
data into something that can be used. The extracted information from
the data has to be both human and machine interpretable and given
a meaningful interpretation. We call this process the creation of ac-
tionable information from the raw data. This knowledge is called ac-
tionable as it enables the use of automated decision making in appli-
cations.
A key step in order to transform the data into actionable information
is to identify patterns in the data. The patterns can be used to model
the data into different groups which in turn can be interpreted and
assigned to a meaning. Co-occurring groups can then be analysed in
order to identify causation and other relationships within the data.
To group the data we can use clustering or classification methods.
Classification methods require supervised learning and need labelled
training data. The huge amount of data produced in IoT applications,
however, often lacks labelled data, which makes these types of meth-
ods infeasible to use. While clustering methods avoid this pitfall since
they do not need supervised learning, they work best in offline scenar-
ios where all data is present from the start and the data distribution
remains fixed. Therefore there is a need for methods with the ability
to cope with context changes which makes them applicable to IoT
data streams.
Many existing approaches in the process of abstracting from the raw
data to knowledge are limited by taking only one source of data into
account in the abstraction process. To increase the accuracy, other
data sources have to be considered as well. By finding correlations
between different data streams we can interpret the data in a more
meaningful way and may even be able to examine causations which
will help to make better predictions for future events.
1.3.2 Handling Data Drift
Even when we have algorithms and models available that are able
to abstract raw data and can transform it into actionable information,
they are of no use if they are ignorant to changes in the context where
the data was produced. Extraordinary events, temporal and spatial
relations all can have an influence on what the data actually means,
This should be reflected by the capability of the methods to adapt to
these changes, for example by retraining or updating the models and
parameters. In order to avoid unnecessary computational overload,
methods are needed for detecting the changes so that the relearning
is only triggered when necessary. This should be the case when the
statistical properties of the data stream change.
Most work in the area of concept shift looks at change from the per-
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spective of shifting user preferences which reduce the accuracy of
non-adaptive models. In real world sensory data stream processing,
change is more likely to occur due to external factors in the environ-
ment where the data was produced. Therefore we look at the problem
from a data-centric perspective and introduce the name data drift for
these kinds of concept drifts to avoid confusion, as the term concept
drift has been used for both notions in recent literature.
In this research we introduce an adaptable clustering method that
monitors the data distribution of the input streams and updates the
cluster centroids according to the changes in the data stream. This al-
lows creation of dynamic clusters and assigning data to these clusters
not only by their features (e.g. geometric distances), but also by inves-
tigating how overall data is distributed at a given time. To describe
our work, we use a case study from an intelligent traffic analysis sce-
nario. In this scenario we cluster the traffic sensor measurements ac-
cording to features such as average speed of vehicles and number of
cars. These clusters can then be analysed to assign them a label; for
example, a cluster that always includes the highest number of cars,
according to the overall density of the cars at a given time and/or the
capacity of a street, will be given the tag "busy". By further abstract-
ing we can identify events such as traffic jams, which can be used as
an input for automated decision making systems such as automatic
rerouting via GPS navigators.
1.3.3 Data from Multiple Sources
Multimodal input data poses one of the main challenges found in the
creation process of actionable information from raw data for devel-
opers and researchers alike. The huge variety of features and their
characteristics make comparing and combining data from different
sources very demanding. This is even more the case for numerical in-
put data where different values or patterns within the data may not
translate straightforward into a meaning.
Data is never produced in a vacuum. Additional to spatio-temporal
context dependencies, patterns found in data can also have a differ-
ent significance depending on the output of other data streams at the
same time in the vicinity.
In this research we introduce a novel layered approach which was
designed to identify relations within heterogeneous data sources and
so that the combined information can be used for classification and
prediction tasks.. For that we are trying to create a solution which
looks at different sensor data streams in a unsupervised fashion and
can identify the hidden patterns, their relationships and therefore the
underlying structure of the input streams.
Initially the data will be converted into a more abstract form, rep-
resenting the patterns found in the data streams. On this more ab-
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stract layer we can then use different methods which will help to
find semantic relations between different input data streams. For this
purpose we will use methods which are well established in the do-
main of information extraction. They are able to extract the underly-
ing relations within textual documents through the use of probabil-
ity distributions and latent variable models. They have been success-
fully developed to extract representative topics the documents such
as Wikipedia articles and have also been adapted for the use in ontol-
ogy learning [81].
In order to use these methods in the domains of IoT and Smart Cities
where data mainly comes in the form of numerical data streams, we
apply an abstraction method which transforms the numerical time
series data into a textual representation, called Symbolic Aggregate
Approximation (SAX) which has been introduced by [55]. In the past
we already successfully applied SAX for pattern recognition in nu-
merical sensor data as a part of the abstraction chain of transforming
raw data into actionable information. This way we can pre-process
the data to be used by the topic extraction methods and exploit their
capabilities for uncovering hidden relations and structures.
1.4 research objectives
We separate the goals we want to achieve within this research into
two main objectives and multiple sub objectives. Our first main ob-
jective is to design, develop and implement a methodology for adap-
tively clustering for streaming IoT data. Hereby we are solving the
following challenges:
• Automatic determination of the best number of categories in
multi-distribution data streams
• Identifying data drifts
• Adapting to changes in the data streams
The second main objective is to devise a methodology to uncover
the underlying structures and relations in IoT data streams. The chal-
lenges we solve with this approach are as follows:
• Finding patterns in the data streams
• Providing a string based abstraction of the patterns
• Automatically providing low-level descriptions for the patterns
• Correlating the patterns and identifying representative patterns
Given various heterogeneous data streams that are produced in the
same environment (i.e. same location and at the same time) we are
interested in:
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• Understanding the meaning of the current output produced by
the individual data sources.
• Understand how different data sources are correlated and how
they create a meaningful interpretation of the situation as a
whole in this environment.
If we can address the above issues, this allows us to monitor, analyse
and predict the situation of various environments (e.g. smart cities)
in order to provide more intelligent solutions for smart applications.
To interpret the individual data streams, we can extract and process
patterns. With these abstract representations of the streaming data we
can further process the data streams and analyse their co-occurrences
and correlations. Since the data comes from various heterogeneous
sources, it has to be first transformed into a common, homogeneous
semantic space previous to the correlation analysis. Afterwards we
can apply latent topic models to extract the underlying relations be-
tween different data sources. These models can then be used to give
an abstract representation of the data streams. As the models are gen-
erative, we can also use them to fold in incoming data from one or
multiple sources to predict the expected patterns within other corre-
lated data sources.
Our approach deals with one specific sub-problem in the IoT domain,
namely, the analysis of correlations and dependencies of different
data streams to each other. We are using data from a real-world use
cases including the data streams from the city of Aarhus [63] and
analyse if we can find correlations between the traffic flow and the
weather circumstances.
1.5 contributions
In this research we have introduce three novel approaches for analysing
and processing IoT data streams. The first two approaches are method-
ologies for adaptively clustering streaming data and are related to the
first set of research objectives devised in Section 1.4, while the third
approach is aimed at addressing the second set of research objectives.
The contributions of this research are listed below:
• For the first methodology we extended the popular clustering
algorithm k-means to work on evolving streaming data from
the IoT domain. To showcase the applicability of our work, we
use a case study from an intelligent traffic analysis scenario. In
this scenario we cluster the traffic sensor measurements accord-
ing to features such as average speed of vehicles and number of
cars. These clusters can then be analysed to assign them a label;
for example, a cluster that always includes the highest number
of cars, according to the overall density of the cars at a given
time and/or the capacity of a street, will be given "busy" tag. By
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further abstracting we can identify events such as traffic jams,
which can be used as an input for automated decision making
systems such as automatic rerouting via GPS navigators.
• From the lessons we learned when devising this extension, we
have designed and developed a novel approach called Marginal
Distribution Clustering (MinDCluster). evolving multi-variate
data streams based on the data distributions. The proposed
algorithm automatically determines the best number of clus-
ters based on the current distribution. It remains adaptive to
changes in the data stream and can identify the emergence
of new clusters. We describe how the marginal distributions
of multi-variate data streams are used to cluster the data in a
dynamic and adaptive algorithm. Our proposed algorithm will
require a memory buffer and will keep a set of samples in a first-
in-first-out buffer that is used to obtain current statistics about
the data stream such as the average value and the variance to
detect the changes in the data distribution.
• Both introduced clustering approaches are able to select the
number and the starting points for the centroids intelligently.
We have shown that the first approach leads to peak improve-
ments of over 30% and an overall average improvement of 12.2%
in cluster quality over a baseline, non-adaptive method when
applied to a streaming traffic data set. MinDCluster shows even
better performance, outperforming two state-of-the art stream
cluster approaches (Denstream: up to 49.33% average increase
in cluster quality and CluStream: up to 511.66% average in-
crease in cluster quality.).
• The third approach that we introduced is a solution which looks
at different sensor data streams in an unsupervised fashion and
extracts the patterns, hidden factors and their relationships and
therefore the underlying structure of the input streams. The so-
lution is applicable for any data stream processing task within
the IoT domain. Initially the data is converted into a more ab-
stract form, representing the patterns found in the data streams.
These patterns are then translated into human understandable
higher level abstractions by a rule engine. In the IoT domain,
data comes mainly in the form of numerical data streams.
Thereby we can analyse the correlations between different IoT
data streams. One step within this approach we have extended
a symbolic representation method for numerical streaming data,
which let’s us represent the pattern in a more accurate way. For
the next step, we have introduced a method which in a time win-
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dow groups the pattern produced from the different sources to-
gether. This enables us to apply textual information extraction
methods and use their capabilities to identify the relations of
the patterns across different data sources.
1.6 structure of the thesis
The remainder of this thesis is structured as follows. In Chapter 2 we
present the literature review on the topics of our research. We present
stream clustering methodologies from the beginning of the research
topic to state of the art methods. Then we discuss how these meth-
ods can deal with concept and data drift and make an important
distinction between the two related issues. We discuss the benefits
and drawbacks of different data discretisation methods and show the
applicability of latent semantic models on domains outside of tex-
tual document analysis. We discuss the work that has been done on
analysing correlations in the Smart City domain. We also use this
chapter to introduce some of the mathematical background of the
methodologies that we are later using in our approaches. The chap-
ter concludes with a summary and discussion of the literature review
findings.
We start the Chapter 3 by discussing the common characteristics of
real world data and discuss the issues that arise when dealing with
real world data and then move on to the description of the individual
data sets that we have use in the evaluation of our approaches.
Chapter 4 is dedicated to presenting our novel approaches in the area
of data stream clustering. We first introduce the theoretical and math-
ematical concepts, then move on to describe the methodology in more
detail with pseudo-codes and end the chapter with an evaluation of
both approaches.
Chapter 5 introduces our approach on cross-analysing multiple co-
located data streams. We present the methodology of the approach
in-depth and conclude with an evaluation of the approach.
Finally, in Chapter 6 we summarize the research that we have con-
ducted, stress the achievements we have made and discuss possible
routes into continuation of the research.
2
L I T E R AT U R E R E V I E W A N D M AT H E M AT I C A L
B A C K G R O U N D
In this chapter we review related work in the area of stream cluster-
ing and stream processing. We then discuss methods that are able to
identify and handle concept drift. We introduce the term data drift for
a specific kind of concept drift to avoid confusion. The data discretisa-
tion methods are discussed and we justify the chosen method for our
approach. We discuss information extraction techniques which use
latent semantic models and show how they have been successfully
applied to domains outside of textual analysis, indexing and topic ex-
traction.We also review and analyse the relevant work in the area of
correlation analysis within the domain of Smart Cities. The chapter
concludes with a more in-depth look at the mathematical background
of the models and approaches that are used within this research.
2.1 stream clustering
Several approaches for the clustering problem exist, however we will
only take a closer look at a particular approach: Lloyds Algorithm,
better known under the name k-means [56]. It should be noted that
this particular approach has been selected to be improved for the
purpose of streaming data clustering because of its simplicity. The
concept of utilising the data distribution can be also applied to deter-
mining the parameter k for k-Median [12] or the number of classes
in unsupervised multi class support vector machines [86] and other
clustering algorithms.
k-means splits a given dataset into k different clusters. It does so by
first choosing k random points within the datasets as initial cluster
centroids and then assigning each data point to the most suitable of
these clusters while adjusting the centre. This process is repeated with
the output as the new input arguments until the centroids converge
towards stable points. Since the final results of the clustering is heav-
ily dependent on the initial centroids, the whole process is carried out
several times with different initial parameters. For a dataset of fixed
size this might not be a problem; however in the context of streaming
data this characteristic of the algorithm leads to heavy computational
overload.
Convergence of k-means to a clustering using the random restarts
not only means that this procedure takes additional time, but de-
pending on the dataset, k-means can produce lower quality clusters.
k-means++ [4] is a modification of k-means that intelligently selects
2.1 stream clustering 13
the initial centroids based on randomised seeding for the initial clus-
ter centroids. While the first center is chosen randomly from a uni-
form distribution, the following centroids are selected with probabil-
ity weighted based on their proportion to the overall potential.
STREAM [32] is a one-pass clustering algorithm which treats datasets,
which are too large for to be processed in-memory, as a data stream;
however, the approach has shown limitations in cases where the data
stream evolves over time leading to misclustering. Aggarwal et al. [2]
introduce their approach called CluStream that is able to deal with
these cases. CluStream is also able to give information about past
clusters for a user defined time horizon. Their solution works by di-
viding the stream cluster problem into an online micro-cluster com-
ponent and an offline macro-clustering component. One drawback of
Aggarwal et al.’s approach is that the number of clusters has to be
either known in advanced and be fixed, or chosen by a user in each
step, which means that human supervision has to be involved in the
process.
Another well-known approach in stream clustering is StreamKM++
[1]. This approach is based on k-means++ [4]. However, again the
number of clusters needs to be known beforehand. StreamKM++ con-
structs and maintains a core-set representing the data stream. Af-
ter the data stream is processed, the core-set is clustered with k-
means++. Because of that, StreamKM++ is not designed for evolving
data streams.
There are several approaches to deal with the problem of identifying
how many different clusters can be found in a dataset. Chiang and
Mirkin [17] have conducted an experimental study in which they pro-
posed a new method called ik-means that chooses the right k with
seven other approaches. In their experiment the method which per-
forms best in terms of choosing the number of clusters and cluster
recovery works as follows: Clusters are chosen based on new anoma-
lies in the data and a threshold based on Hartigans rule [33] is used
to eliminate small superfluous clusters.
DenSream was introduced by Cao et al. [15] to cluster streaming data
under the conditions of changing data distributions and noise in data
streams. DenStream creates and maintains dense micro-clusters in
an online process. Whenever a clustering request is issued, a macro-
cluster method (e.g. DBSCAN [23]) is used to compute the final clus-
ter result on top of the micro-cluster centroids.
In Chiang and Mirkins experimental setting only uses data generated
from clusters with a Gaussian distribution. We argue that data from
the real-world not necessarily follows a Gaussian distribution. There
are a large range of distributions which might fit the data better in
different environments and applications such as Cauchy, exponential
or triangular distributions.
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Method Advantages Disadvantages Reference
k-means Well known clustering ap-
proach
After the convergence of
the centroids the cluster-
ing mechanism is fast
Number of clusters has
to be known prior to
execution
Random restarts are
needed to avoid subopti-
mal clustering
Unsuitable for streaming
data
Lloyd et
al., 1982
[56]
k-medians Well known clustering ap-
proach
After the convergence of
the centroids the cluster-
ing mechanism is fast
Number of clusters has
to be known prior to
execution
Random restarts are
needed to avoid subopti-
mal clustering
Unsuitable for streaming
data
Bradley
et al.,
1997 [12]
STREAM Suitable for streaming
data
Number of clusters has
to be known prior to
execution
Is not able to deal with
data drift
Guha et
al., 2000
[32]
CluStream Suitable for streaming
data
Can handle data drift
Past clusterings can be
analysed
Number of clusters has to
be known prior to execu-
tion
Aggarwal
et al.,
2003 [2]
Stream-
KM++
Suitable for streaming
data
Intelligently selects initial
centroids
Number of clusters has
to be known prior to
execution
Is not able to deal with
data drift
Acker-
mann et
al., 2012
[1]
ik-Means Intelligently selects initial
centroids
Unsuitable for streaming
data
Chiang
and
Mirkin
et al.,
2010
[17]
Table 2.1: Cluster methods and their usability regarding streaming data
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In Table 2.1 we give an overview of the clustering methods that we
discussed in this section. We compare the advantages and disadvan-
tages of the individual methods and list the references.
2.2 concept and data drift
Transferring the cluster problem from a fixed environment to stream-
ing data brings another dimension into play for interpreting the data.
This dimension is the situation in which the data is produced. For our
purpose we define situation as the way the data is distributed in the
data stream combined with statistical properties of the data stream in
a time frame. This situation depends both on the location and time.
For example, categorising outdoor temperature readings into three
different categories (i.e. cold, average, warm) is heavily dependent
on the location, e.g. on the proximity to the equator. For example,
what is considered hot weather in the UK is perceived differently
somewhere in the Caribbean.
Similarly our interpretation of data can change when we fix the loca-
tion but look at measurements taken at different points in time. For
example, consider a temperature reading of 10◦ in the UK. If this mea-
surement was taken in winter, we certainly consider this as warm. If
it was taken in summer though it would be considered as cold tem-
perature. This phenomenon where the same input data leads to a
different outcome in the output is known as concept drift [73], [84].
There are several existing methods and solution focusing on concept
drift; some of the recent works in this domain are reviewed in [27].
Over the last decade a lot of research was dedicated to handling
concept drift in supervised learning scenarios mainly utilising deci-
sion trees [87] or ensemble classifiers [24]; however adaptation mech-
anisms in unsupervised methods have only recently started to be in-
vestigated [27].
There are different types of concept drift. If only the data distribution
changes without any effect on the output, it is called virtual drift. Real
concept drift denotes cases where the target variable changes even if
the input variable stays the same. This usually has one of the follow-
ing reasons. Either the perception of the categories or objectives has
changed or changes in the outcome are triggered by changes in the
data distribution. We argue that in the IoT domain and especially in
smart city applications, the latter type of concept drift is more im-
portant. In order to avoid confusion between the different types of
concept drift we introduce the term “data drift” to describe real con-
cept drift that is caused by changes in the data stream.
Smith et al. [79] have developed a tool for creating data streams with
data drifts through human interactions. In their experiments they
have found that current unsupervised adaptation techniques such as
Near Centroid Classifier (NCC) [25] can fall victim to cyclic misla-
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belling, rendering the clustering results useless. While Smith et al. [79]
found that semi-supervised (Semi-supervised Nearest Centroid Clas-
sifier - SNCC) and hybrid adaptations of the technique (Hybrid Near-
est Centroid Classifier - HNCC) lead to more robust results; adaptive
methods are also needed in scenarios for which labels are not avail-
able and therefore only unsupervised learning can be applied.
Cabanes et al. [14] introduce a method which constructs a synthetic
representation of the data stream from which the data distribution
can be estimated. Using a dissimilarity measure for comparing the
data distributions, they are able to identify data drifts in the input
streams. Their work is limited by the fact that they only present pre-
liminary results and are still working on an adaptive version of their
approach.
Estimating the data distribution is an essential step for identifying
and handling data drifts. The data distribution can be calculated
using Kernel Density Estimation (KDE) [61], [71]. The most impor-
tant parameter for KDE is the bandwidth selection. There are differ-
ent methods to choose this parameter automatically from the pro-
vided data. They include computationally light rules of thumb such
as Scotts rule [74] and Silvermans rule [77] and computationally heavy
methods such as cross-validation [75]. A detailed survey on band-
width selection for KDE is provided in [43]. However, the easily com-
puted rules are sufficient for most practical purposes.
Bifet et al. [9] introduced Massive Online Analysis (MOA), a frame-
work for analysing evolving data streams with a broad range of tech-
niques implemented for stream learning. Initially MOA only sup-
ported methods for stream classification; extensions of the framework
have added additional functionalities for data stream analytics. Partic-
ularly interesting for the presented work is an extension of the frame-
work which provides an easy way to compare different stream clus-
tering algorithms. In addition to providing implementation of state-
of-the-art stream clustering algorithms and evaluation measures, Kra-
nen et al. [48] introduce new data generators for evolving streams
based on randomised Radial Base Functions (randomRBFGenerator).
We compare our method against their implementations of DenStream
[15] and CluStream [2] which are both designed to handle evolving
data streams.
Stream cluster algorithms such as CluStream [2] and DenStream [15]
stay adaptive to evolving data streams by splitting the clustering into
offline and online parts. The online part continuously retrieves a rep-
resentation of the data stream. This is done through the computation
of micro-clusters.
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Method Advantages Disadvantages Reference
Decision
Trees
Able to handle concept
drift
Labelled data needed Yang et
al., 2013
[87]
Ensemble
classifiers
Able to handle concept
drift
Labelled data needed Farid et
al., 2013
[24]
NCC Unsupervised approach
Able to handle data drifts
to some extent
Fails for cyclic data drifts Forster
et al.,
2009
[25]
SSNCC Able to handle data drift Slow adaption for some
data drifts
Labelled data needed
Smith et
al., 2013
[79]
HNCC Able to handle data drift Slow adaption for some
data drifts
Labelled data needed
Smith et
al., 2013
[79]
Table 2.2: Concept and Data Drift Methods
The micro-clusters allow for efficient and accurate computations of
clusters by applying common clustering methods such as k-means++,
DBSCAN [23] or similar methods as a macro cluster whenever a clus-
ter request is issued by the end-user or an application which uses the
stream clustering mechanism. This means that the actual clusters and
the labels for the data items are only computed when a clustering
request on the data stream is made.
This approach works in scenarios where the clustering result is not
needed continuously. However, if the clustering result is needed on
a continuous basis and the offline calculation of the data stream rep-
resentation has to be issued in high frequency, the efficiency gain of
the methods are lost and the response time in online applications
with large volumes of dynamic data is limited by applying the macro
clusters. Therefore a new method with low computational complexity
that can produce cluster results directly during processing the stream
is required.
In Table 2.2 we give an overview of the methods that deal with con-
cept and data drift in data streams that we discussed in this sec-
tion. We compare the advantages and disadvantages of the individual
methods and list the references.
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2.3 data discretisation
One of the common data discretisation methods introduced in 2001
by Keogh et al. [45] is Piecewise Aggregate Approximation (PAA)
which is used to reduce the dimensionality of streaming data. It splits
the input data into window segments which are represented by their
mean. For batch input it means that the data will be reduced from an
original dimension n into N chunks of size n/N.
SAX is a way to transform continuous, numeric data into discretised
values while retaining sequential information. Intuitively SAX trans-
forms the data into patterns, represented by words. The words are
generated using a given alphabet and a predefined word size. Ini-
tially the data is normalised with a mean of zero and a standard
deviation of one [55]. A Gaussian distribution is assumed for the val-
ues, which is split into areas of the same likelihood. These are called
equi-probable areas and each area is assigned to a SAX literal from
the given alphabet. Using pre-computed breakpoints the PAA coeffi-
cients are mapped to the SAX literals. Put together the literals form
a string based representation of the pattern, called a SAX word. Sec-
tion 2.6 provides a more detailed description of the mathematical
background of PAA and SAX.
SAX has significant advantages over other symbolic representation
techniques: Applied to the output of PAA, it can capitalise on its di-
mensionality reduction power. A distance measure can be defined in
the symbolic space with a high correlation to the distance measures
defined on the raw data. There is no need to have access to all the
data before transforming the data into the symbolic representations
which makes SAX applicable to streaming data.
Ganz et al. [2013] developed an abstraction scheme which starts from
raw sensory data and extracts discretised SAX patterns. The SAX pat-
terns are then associated to events (wherever applicable) by apply-
ing Parsimonious Covering Theory (PCT) [70]. Using hidden markov
models (HMM) and pre-defined events, temporal relations of the
events are then defined. However, the method focuses only on one
type of sensor data, producing 23% false positives and 7% false nega-
tives [28]. Ganz et al.’ experiments indicates that these reported results
might be lower boundaries, however the use of other data streams as
contextual information might be able to pierce these boundaries.
In Table 2.3 we give an overview of the data discretisation methods
that we discussed in this section. We compare the advantages and
disadvantages of the individual methods and list the references.
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Method Advantages Disadvantages Reference
Any
Clustering
Method
Significantly reduces
dimensionality of stream-
ing data
Sequential information is
lost
Refer to
2.1 for
more
Details
PAA Significantly reduces
dimensionality of stream-
ing data
Low-level approach,
combination with other
methods needed
Keogh et
al., 2001
[45]
SAX Significantly reduces
dimensionality of stream-
ing data
Distance measure in
symbolic space is lower-
bound to distances in
original data
No need to know entire
dataset beforehand
Gaussian distribution
assumed
Information about magni-
tude of data is lost
Lin et al.,
2003 [55]
SAX, PCT
and HMM
Analyses temporal rela-
tions between patterns
No contextual
information used
Ganz et
al., 2015
[29]
Table 2.3: Data Discretisation Methods
2.4 latent semantic models
Latent Semantic Analysis (LSA) was developed in 1990 [22] as a way
for automatic indexing and retrieval of text documents. Initially the
documents are represented by a term-document matrix storing the in-
formation which terms are present in the document and which are
not. Using singular-value decomposition, a semantic space is created
in which closely associated terms and documents are near each other
even if the term did not appear in the document. This solves the prob-
lem that the same information can be described using a completely
different vocabulary and can therefore deliver more meaningful re-
sults for document retrieval.
One of the main drawbacks of LSA, however, is that it assumes that
related terms and documents will end up being close within the cre-
ated semantic space without strong theoretical foundation.
An adaptation of the method called Probabilistic Latent Semantics
Analysis (pLSA) was introduced in 1999 by Hofmann et al. [1999].
LSA provides a strong statistical foundation for the model. Using
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an aspect model as a starting point, the joint probability of terms
and words is calculated by maximising the likelihood (i.e. Expecta-
tion Maximisation) [36].
pLSA has been shown to have a substantial performance increase over
LSA and even works in cases where the original method failed such
as the CISI dataset 1. However pLSA still has two major drawbacks:
I the number of parameters increases with the number of docu-
ments analysed
II documents outside the training set cannot easily be assigned
with a probability
The above problems are addressed by Latent Dirichlet Allocation
(LDA), a generative probabilistic model that extracts topic models
from textual documents [11]. Under the assumption that each word
within a document is interchangeable, the input documents are trans-
formed into bag-of-words. This bag-of-word representation contains the
information about how often words from a given vocabulary are
present in the document at hand.
Each document is considered to be a distribution over topics. A Dirich-
let distribution is chosen as the prior distribution and the posterior
distribution for the latent variables is inferred. Since inference is in-
tractable, in order to compute the posterior, a simplified graphical
model using variational inference is used. Given a corpus of docu-
ments, the parameters are estimated which maximise the likelihood
of the observed data. This way LDA is able to represent a topic by its
most probable words. At the same time the underlying hidden struc-
ture of the documents is uncovered.
Hu et al. [38] successfully applied a variation of LDA called Gaussian-
LDA to audio retrieval. The audio files are represented as histograms
which can be interpreted as bag-of-word representations by regarding
the audio feature clusters as words in the dictionary. Having this in-
terpretation gives them the ability to utilise the topic and structure
detection powers of LDA. Since the histograms have a shortcoming
of treating similar items as unrelated in border regions of the his-
togram clusters, Hu et al. instead treat topics as a Gaussian distribu-
tion which allows them to step over the vector quantification step. To
evaluate these experiments Hu et al. use labelled data and compute
precision and recall of their audio retrieval [38].
Both pLSA and LDA have also found successful applications in im-
age classification [67], [78]. There are extensions to LDA to improve
the performance of the algorithm for the image classification. For ex-
ample Rasiwasia et al. [68] developed two extensions of LDA, (topic-
supervised LDA and class-specific-simplex LDA) for image classifi-
cation. These methods work by representing images as bag-of-visual-
1 http://www.dataminingresearch.com/index.php/2010/09/classic3-classic4-
datasets/
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words. These representations are then used as input to train the latent
models that are employed in LDA and pLSA.
In Table 2.4 we give an overview of the latent semantic models that
we discussed in this section. We compare the advantages and disad-
vantages of the individual methods and list the references.
Method Advantages Disadvantages Reference
LSA Successful application
in indexing and topic
extraction
No theoretical or mathe-
matical foundation
Deer-
wester et
al., 1990
[22]
pLSA Strong statistical founda-
tion
Unable to assign probabil-
ity to unseen documents
Hofmann
et al.,
1999 [36]
LDA Generative model
Can assign probabilities
to unseen documents
Training is computation-
ally heavy
Blei et
al., 2003
[11]
Gaussian-
LDA
Based on LDA
Steps over vector quantifi-
cation
Gaussian distribution
assumed
HU et al.,
2012 [38]
Table 2.4: Latent Semantic Models
2.5 correlation analysis in smart cities
Because it is a relatively new topic, there is still limited research
in the area of finding correlations within urban environment data.
Froehlich et al. [2009] have explored the spatio-temporal patterns of
bicycle share usage with relation to urban behaviour. Their prediction
model using simple classifiers indicates an lower bound error rate of
12%. However, Froehlich et al. argue that taking data from additional
sources into account such as weather data to enrich the prediction
with contextual information can help break this boundary.
Lathia et al. [2012] have found out that there are correlations between
the movement of citizens from different areas to the degree of social
deprivation. To verify the latter, they use the Pearson Correlation to
find a relation between public transport mobility data and commu-
nity well-being census data. This can help identify linear correlations.
However, if the patterns produced from the different sensors corre-
late in a non-linear fashion, the Pearson correlation is unable to detect
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these. The information about correlating patterns would therefore be
lost.
In Table 2.5 we give an overview of the correlation analysis meth-
ods and frameworks that we discussed in this section. We compare
the advantages and disadvantages of the individual methods and list
the references. Correlations between the temperature and traffic flow
Method Advantages Disadvantages Reference
Spatio-
temporal
Analysis
Lower bound error rate
of 12%
No contextual informa-
tion used
Froehlich
et al.,
2009
[26]
Pearson Cor-
relation
Linear correlations can be
found
Struggles with non-linear
correlations
Lathia et
al., 2012
[52]
Poisson dis-
tribution
model
Correlations between
temperature and traffic
flow found
Execution of the corre-
lation analysis leads to
doubts for the usefulness
of the found correlations
Jara et
al., 2015
[42]
STAR-CITY Traffic flow in Dublin can
be accurately analysed
and predicted
Limitations in scalability
and flexibility when
deployed in other cities
Lécué, et
al., 2014
[54]
any-city Improved flexibility and
scalability over STAR-
CITY
Strongly connected of
individual components
Lécué, et
al., 2014
[54]
Smart Grid
Framework
Successfully exploits
correlations between
weather and energy us-
age
Hernández
et al.,
2012
[34]
Table 2.5: Correlation analysis methods and frameworks
have been found and modelled with a Poisson distribution model
by Jara et al. [2015]. Their results suggest that both traffic flow and
temperature follow a daily cycle. This follows the common percep-
tion that temperature rises and falls naturally with the amount of
solar radiation. At the same time traffic flow follows a similar pattern
as people are going to and from work at times close to sunrise and
sundown. A more interesting analysis would be finding out how the
traffic flow on the same days at the same time but in different weeks
correlate with higher or lower temperature.
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Semantic road and Traffic Analytics and Reasoning for City (STAR-
CITY) [54] is an integrated traffic analysis system which takes both
historical and real-time heterogeneous data into account. The system
is able to analyse current traffic conditions and predict future traffic
flows. By semantically enriching the data and using a predictive rea-
soning component, correlations between traffic flows, social media
and weather data streams are automatically expressed by creating
rules.
Originally deployed in Dublin, the STAR-CITY system has shown lim-
itations in terms of flexibility and scalability when being applied to
other cities. Therefore Lécué, et al. [53] have introduced the "any-city"
architecture which addresses some of these issues to a degree. Since
the individual components are strongly connected within the system,
applying the solution to other Smart City applications is hindered.
The relationship between weather conditions (specifically solar radi-
ation, temperature and humidity) and power demand has been anal-
ysed by Hernández et al. [34]. They have developed a smart grid
framework which tackles power consumption prediction on small
(Smart Grid, Smart Building) and large (Smart City, Smart Environ-
ment) scales. Hernández et al.’s work shows how known correlations
between different data streams can be exploited to improve the effi-
ciency of energy usage and cut down costs.
As discussed above most of the existing solutions for smart city data
analysis work on applying different correlation analysis methods. How-
ever, using and interpreting multi-modal data and integrating infor-
mation from different sources is always a key limitation in making
the existing solutions flexible and scalable. This suggests that more re-
search should be dedicated to analysing multi-sourced data streams
to reveal previously unknown correlations, as these can then in turn
be exploited in the future.
2.6 mathematical background
In order to provide a common understanding throughout the descrip-
tions and to keep this thesis self-contained, we provide a short math-
ematical explanation about the techniques used in our solution.
2.6.1 Piecewise Approximate Aggregation (PAA)
PAA can significantly reduce the dimensionality of the data while
maintaining lower bounds for distance measures in Euclidean space.
PAA exploits that in time series data, the individual data points are
usually strongly correlated to their neighbours. With this in mind, a
time window containing multiple data points can be represented by
its mean without losing too much information about the sequence. A
time series subsequence X = x1, ..., xn is reduced to a Vector X¯ of size
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N (with 1 ≤ N ≤ n), where each PAA coefficient xi is calculated by
equation 2.1 shown below.
xi = N/n
(n/N)i
∑
j=n/N(i−1)+i
xj (2.1)
Figure 2.1 shows the PAA representation of time series data.
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Raw Data
PAA Aggregated Data
Figure 2.1: Sample PAA coeefficient generation (N = 10)
2.6.2 Symbolic Aggregate Approximation (SAX)
SAX [55] was introduced to provide a discretised, string based repre-
sentation for time series data, where the stream is divided into win-
dows. Each window is initially normalised. The PAA coefficients are
then computed (see Section 2.6.1). SAX determines the correspond-
ing symbols for the coefficient in a way that each symbol has the
same probability of being assigned. Under the assumption that nor-
malized time series data follows a Gaussian distribution the probabil-
ity assumption is achieved by determining the breakpoints β1, ..., βn−1
which divide the Gaussian curve into n equi-probable areas. Each of
these areas is assigned to a literal of the chosen alphabet. Depending
on which area the individual PAA coefficients fall, they are assigned
with the respective symbol. When put together for a set of windows
they form a SAX word.
Figure 2.2 demonstrates this process. The blue line shows the data
that has been aggregated with PAA into ten PAA coefficients. For
each coefficient, we assign the literal associated to the area within the
breakpoints. The first coefficient in this example is above the topmost
breakpoint, so we assign an "a". The second coefficient is between the
topmost and the second breakpoint from the top, therefore we assign
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a "b". Continuing this process, the SAX output for this example is the
SAX word "abadedbecb".
Figure 2.2: Sample sax word generation
2.6.3 Latent Dirichlet Allocation
LDA is a generative probabilistic model that is used to assign topics
to documents from a given corpus. Figure 2.3 shows the plate model
representation, which helps explaining the components of the LDA
model. Here k is the number of topics (fixed on initialisation of the
LDA model), M is the number of documents, N is the number of
words in the document, which itself is represented by the vector w as
a bag-of-words. βk is the multinomial distribution words representing
the topics and is drawn from the prior Dirichlet distribution with
the parameter η. Similarly the topic distribution θd is drawn from a
Dirichlet prior with parameter α. zij is the topic which is most likely
to have generated wij, which is the jth word in the ith document.
p(θ, z|w, α, β) = p(θ, z, w|α, β)
p(w|α, β) (2.2)
Because a Dirichlet distribution is a conjugate prior for multino-
mial distribution, the posterior distribution is also distributed as a
Dirichlet. The exact inference for the posterior is intractable; however,
there are several methods which can be used to estimate the solution
for equation 2.2. In the equation z and w are written in bold to make
clear that they refer to the vector of topics and vector of words respec-
tively.
The original LDA [11] proposes the use of variational Bayesian ap-
proximation to solve the inference intractability problem. However,
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Gibbs sampling can also be applied for inference [31]. Gibbs sam-
pling chooses initial topics for each word at random and updates the
beliefs iteratively until convergence is achieved.
η β
α θ z w
N
M
k
k
d NN
Figure 2.3: Plate model representation of LDA [11]
2.6.4 Silhouette coefficient
The common metrics to evaluate the performance of clustering such
as homogeneity, completeness and v-measure are mainly suitable for
offline and static clustering methods where a ground truth in the
form of class labels is available. However, in our method, as the cen-
troids are adapted with the data drifts, the latter metrics will not
provide an accurate view of the performance. In order to measure the
effectiveness of our method we use the silhouette metric. The use of
the silhouette coefficient as a criterion to choose the right value for
number of clusters has been proposed by Pravilovic et al. [62]. This
metric is used in various works to measure the performance of the
clustering methods including the MOA framework [9], [48] that is
used in this work for the evaluation and comparisons.
The silhouette metric as a quality measure for clustering algorithms
was initially proposed by Rousseeuw [72]. Intuitively it computes
how well each data point fits into its assigned cluster compared to
how well it would fit into the next best cluster (i.e. the cluster with
the second smallest distance).
s(i) =
b(i)− a(i)
max((a(i), b(i))
(2.3)
The silhouette for one data points is defined in Equation 2.3, whereby
i represents the data point, b(i) is the average distance to each of the
points in the nearest other cluster and a(i) is the average distance to
each of the points of the assigned cluster. The total silhouette score is
obtained by taking the average of all s(i). From this definition we can
see that the silhouette width s(i) is always between −1 and 1. The
interpretation of the values is as follows: values closer to 1 represent
better categorisation of the data point to the assigned cluster, while a
value close to -1 denotes less efficiency in the categorisation, i.e. the
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data point would have better fit into the next-nearest cluster. Follow-
ing that a silhouette width of 0 is neutral, that is to say a data point
with this value would fit equally well in both clusters. We average
over all silhouette values s(i) to obtain the score of the overall cluster-
ing. This average value is the overall silhouette score and can be used
to compare the quality of different cluster results.
Rousseuw [72] points out that single, strong outliers can lead to mis-
leading results; therefore it has to be made sure that there are no
singleton clusters in the results. In order to use the Silhouette Coef-
ficient in a streaming setting, we have to define the time frame from
which the data points are taken into account for measuring the clus-
ter quality. A natural contender for that time frame is the last time
the centroids have been re-calculated, since this is the point in time
when we discovered a data drift and the new clustering has to adapt
to the data stream from then on.
2.7 summary and discussion
In this chapter we have reviewed related work in stream clustering,
stream processing and correlation analysis. There exist many meth-
ods and approaches, which solve one or few problems related to clus-
tering data coming from streams. These are automatically determin-
ing the number of centroids, intelligently selecting the starting points
for the clusters and the ability to handle data drift. Still there is no
approach which solves all of these problems together.
There are several supervised and semi-supervised methods which are
successfully dealing with concept and data drift, they are all limited
by the fact that they require labelled data. Still there is a need of
adaptive unsupervised methods. Current approaches fail in scenar-
ios where the data drift is happening in regular cycles.
Latent semantic models from textual information extraction have the
ability to automatically find relations between words within docu-
ments and to words in other documents. We want to exploit these
capabilities for analysing numerical data streams in Smart Cities. We
have compared different models with each other and discussed the
advantages and drawbacks of the models.
In order to apply the methods for numerical data we need discreti-
sised representations of the data. We have analysed different data
discretisation methods. Based on the advantages over other methods
we are choosing SAX for the data discretisation layer of our approach.
We are aware of the drawbacks of SAX that a Gaussian distribution
has to be assumed and that statistical information such as magnitude
is getting lost. Because of that we will introduce adaptations to SAX
which deal with these issues.
We have reviewed recent work in analysing correlations within Smart
Cities. We have compared different approaches in this domain and
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have found that they either suffer from flexibility and scalability is-
sues or fail to take contextual information into account, which is cru-
cial to improve the accuracy of the systems. Recent research shows
promising results by exploiting known correlations and suggests that
further research has to be carried for analysing and finding new cor-
relations between different data streams.
Part II
I N F O R M AT I O N E X T R A C T I O N F R O M I O T D ATA
S T R E A M S
3
D ATA S T R E A M S
This chapter serves as an examination on the kind of data we are
dealing with in our research. The structure of this chapter is as fol-
lows. Initially we describe general properties about data collected in
real world scenarios and the common issues that have to be solved
when dealing with real world data. Then Aarhus in Denmark and
weather data provided by weather underground. Finally we describe
two different data generators which can produce data streams with
data drift that have been used in our evaluations.
3.1 characteristics of real world data
In order to give a common understanding, we are giving the follow-
ing definition of real world data, which will be used throughout the
remainder of this thesis. Real world data is data, which has been
collected by sensors that are deployed outside of controlled environ-
ments such as a research lab. Therefore, the data can have multiple
peculiarities, which are not common in traditional research data. The
data can come from a variety of different sensor types and therefore
be represented in a different format. The data in the data streams
comes more varied, sudden changes in the environment of the col-
lecting sensors can affect the measurements. Faulty measurements
can be the result of failing sensors, which may be harder to detect
as constant access to the sensors is not a given. Typically there are
multiple missing data points through different time frames. This can
have multiple reasons, faulty sensors is again one of them but also is-
sues in the network can lead to transmissions of sensor values being
lost. A lot of effort has to be put into the retrieval, cleaning and pre-
processing of real world data. Furthermore, since the conditions are
subject to a constant change, methods that analyse the data streams
have to be able to adapt to these changes and change their output
accordingly.
3.2 aarhus traffic data
The City of Aarhus promotes an open data policy. They publish a
large amount of static and dynamic data sets on a CKAN based
data store (which can be found under https://portal.opendata.dk/
dataset). The data can be queried in a similar fashion to a REST-
ful interface. The traffic data stream is located at: https://portal.
opendata.dk/dataset/realtids-trafikdata.
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Label Description
REPORT_ID The id of the traffic sensors. Can be
used to link the sensor measurements
to the metadata.
TIMESTAMP The start of the 5 minute measurement
time interval.
avgMeasuredTime The average time it took to measure
the speed of one vehicle within this
five minute time frame.
avgMedianTime The median time it took to measure
the speed of one vehicle within this
five minute time frame.
status Shows the status of the traffic sensor.
(OK/ERROR)
vehicleCount The amount of vehicles that have
passed through the traffic segment
within the five minute time frame.
avgSpeed The average speed of the vehicles
that have passed through the traffic
segment within the five minute time
frame.
Figure 3.1: Traffic data feature description
The data is updated every 5 minutes with the latest measurements.
There are 449 different traffic sensors deployed in the city of Aarhus
which collect data towards this data stream. Each sensor has a starting
point and an endpoint and measures the amount of vehicles that have
passed in the last 5 minutes and their average speed passing through.
Metadata attached to each traffic sensors contains information about
the starting and endpoint, as well as cross-point information. Table
3.1 shows the features of the traffic data and a short description. The
main features which we are using in our analysis are the features
avgSpeed and vehicleCount. Table 3.2 shows the metadata and a short
explanation. In cases where the label includes [1,2], this means that
the label exists twice within the metadata, one time for the starting
point of the traffic sensor (1) and once for the endpoint of the traffic
sensor (2).
3.3 weather underground data
Weather underground provides a RESTFul api to retrieve historical
weather data from cities all around the world. There are three mea-
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Label Description
REPORT_NAME The name of the traffic sensor.
REPORT_ID The id of the traffic sensors, used to
link to the individual sensor measure-
ments.
ORGANISATION Name of the data provider.
RBA_ID External id of the traffic sensor.
POINT_[1,2]_NAME The name of the starting/endpoint.
POINT_[1,2]_LAT The latitude of the starting/endpoint.
POINT_[1,2]_LNG The longitude of the starting/end-
point.
POINT_[1,2]_STREET The street name where the start-
ing/endpoint is located.
POINT_[1,2]_STREET_NUMBER The street number where the start-
ing/endpoint is located.
POINT_[1,2]_POSTAL_CODE The postal code where the start-
ing/endpoint is located.
POINT_[1,2]_COUNTRY The country where the starting/end-
point is located.
POINT_[1,2]_CITY The name of the city where the start-
ing/endpoint is located. This can also
be an area within a city (e.g. Tilst in
Aarhus).
DURATION_IN_SECS The amount of time it takes to get
from the starting point to the endpoint
with the speed given in the column
NDT_IN_KMH.
DISTANCE_IN_METERS The distance in meters between the
starting and the endpoint.
NDT_IN_KMH Reference speed of travel between
starting and endpoint, used to calcu-
late DURATION_IN_SECS.
Figure 3.2: Metadata of traffic data.
surements provided every hour. Each measurement contains various
continuous features, an overview with the units of measurement can
be found in the Table 3.3. As every feature is duplicated to provide
values both in imperial and metric units where applicable, we avoid
redundancy by only describing the features in reference to metric
units.
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Label Description
tempm Measured temperature in degree Cel-
sius.
dewptm Dewpoint in degree Celsius.
hum Air humidity in percent.
wspdm Wind speed in kilometres per hour.
wsgustm Wind gust in kilometres per hour.
wdird Wind direction in degrees.
vism Visibility in kilometres.
pressurem Pressure in mBar.
windchillm Wind chill in degree Celsius.
heatindexm Heat index in degree Celsius.
precipm Precipitation in mm.
Pop Probability of precipitation.
Figure 3.3: Weather data feature description
3.4 synthetic data generators
In order to test our methodologies with data streams that contain
data drift over time, we are considering two synthesized data stream
generators. The first one, randomRBFGenerator, was introduced by
Kranen et al. [48]. Given an initial fixed number of centroids and di-
mension, the centroids are randomly generated and assigned with
a standard deviation and a weight. New samples are generated as
follows: Using the weight of the centroids as a selection criteria, one
of the centroids is picked. By choosing a random direction, the new
sample is offset by a vector of length drawn from a Gaussian distribu-
tion with the standard deviation of the centroid. This creates clusters
of varying densities. Each time a sample is drawn, the centroids are
moved with a constant speed, initialised by an additional parameter,
creating the data drift.
This however, has a drawback that the data drift is not natural, as the
centroids are constantly shifting. We argue that during a short time
frame, the data stream roughly follows a certain distribution. The un-
derlying distribution can then change between time-frames, triggered
by situational changes. These changes can be re-occurring in time (for
example in the case of traffic during rush hours and off-peak times)
or more sudden changes (for example traffic congestions caused by
an accident).
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For that reason we introduce a novel way of generating data with data
drift. The centroids are selected through Latin Hypercube Sampling
(LHS) [57]. The number of clusters and dimensions are fixed before-
hand. Similar to the method before, each centroid is assigned with a
standard deviation and weight. Furthermore, each dimension is given
a distribution function, which later is used to generate the data sam-
ples. Considering that each dimension represents a feature of a data
stream, this models the fact that in IoT applications we are dealing
with largely heterogeneous data streams in which the features do
not follow the same data distribution. Our current implementation
supports triangular, Gaussian, exponential, and Cauchy distributions.
The implementation is easily expandable and can support other com-
mon or custom distributions. The data generation code is available
via our website at 1.
Data drift is added sporadically and is independent for each dimen-
sion through two different ways. The first is a directional change of
random length. The second is that over the course of generating the
data, the data distribution used for the dimension is changed for one
or more of the dimensions. Both changes appear in random intervals.
1 Off-campus access: http://iot.ee.surrey.ac.uk/,
On-campus access: http://iot1.ee.surrey.ac.uk/
4
A D A P T I V E C L U S T E R I N G O F S T R E A M I N G D ATA
Most of the stream clustering methods need to know in advance how
many clusters can be found within a data stream or at the very least
are dependent on different parameterisation for their outcome. How-
ever, we are dealing with dynamic environments where the distribu-
tion of data streams can change over time. There is a need for adap-
tive clustering algorithms that adapt their parameters and the way
they cluster the data based on changes of the data stream.
With the abundance of data produced, one of the main questions is
not only what to do with the data but also what possibilities have not
been yet considered. If new insights are obtained from the data these
can in turn inspire new applications and services. One can even go
further and ignore any prior knowledge and assumptions (e.g. type
of data categories of results) in order to retrieve such insights. How-
ever, previously known knowledge can influence the expectations
and therefore can enhance and/or alter the results. In this chapter
we introduce two novel approaches for adaptively clustering stream-
ing IoT data. The first approach leverages properties of the current
data distribution of the data stream to select the right cluster cen-
troids and stay adaptive in a changing environment. The second ap-
proach came as a natural progression from the first approach. We took
some of the ideas of the first approach and developed them further
to address short-comings in the previous approach and improve the
performance.The structure of this chapter is as follows. First we intro-
duce the theoretical and mathematical concepts of both approaches.
Then we present the algorithms in pseudo-code and give detailed de-
scriptions on their working. Finally we show the evaluation of our
methods. Both approaches were able to outperform existing stream
clustering methods on synthesized data and real world data.
The research work described in this chapter has been published in a
peer reviewed journal [65] and a peer reviewed conference [64]
4.1 theoretical and mathematical concepts
This section provides a brief review of the theoretical concepts that
are used in designing the adaptive clustering model.
4.1.1 Adaptive Streaming K-means
One of the key problems in working with unknown data is how to
determine the number of clusters that can be found in different seg-
4.1 theoretical and mathematical concepts 36
ments of the data. We propose that the distribution of the data can
give good indications of the categories. Since usually the data has sev-
eral features we look at each of the distributions of different features.
The shape of the probability distribution curve gives good approxi-
mations of how many clusters we need to group the data.
Figure 4.1 shows the distribution of two different features (average
speed and number of cars) from the use case described in Section
4.3.1. Figure 4.2 shows the Probability Density Functions (PDFs) that
were computed using KDE [61], [71] from the data shown in Fig-
ure 4.2. We follow the intuition that a directional change, referred
to as a turning point (tp), in the probability distribution can signify
the beginning of a new category. The tps which ended up produc-
ing the best cluster result are visualised as arrows in Figure 4.2. We
split the PDF in areas of equi-probable distributions as visualised by
the blue vertical lines. This idea is inspired by the Symbolic Aggre-
gate Approximation (SAX) algorithm [55] where a Gaussian distribu-
tion is split into equi-probable areas that are used to map continuous
data from streams to discrete symbolised representations. Following
this approach we can obtain smaller and denser cluster in areas with
many data points, whereas in areas with less data points we get wider
and sparser cluster.
Following that the number of areas in the PDF can be considered as
a possible k for the k-means algorithm and conversely the centres of
these areas are then considered as possible initial centroids. In con-
trary to the random initialisation of the original k-means [56] we pro-
pose a way to intelligently select the initial centroids. This makes the
clustering part of the algorithm deterministic and random restarts be-
come unnecessary, which leads to an improvement in performance.
Since in general, different features of a data stream do not follow the
same distribution, the PDF curves obtained from different features
contain more than one possible number for k and also provide differ-
ent candidates for the centroids even if k happens to have the same
value. Furthermore, the combination of the different feature distribu-
tions could also allow for combinations of optimal clusters which lie
between the minimum and maximum number of turning points of
the distribution functions. We test for:
k ∈ [tpmin, tpmin + tpmax] (4.1)
How can we then decide which of these value of k and which cen-
troid candidates lead to a better cluster results? In order to answer
this question we need a metric with which we can compare the re-
sulting clusters for different values of k when we apply the clustering
mechanism to an initial sample set of size n. The metric must satisfy
the following properties:
1. independence of k
2. independence of knowledge of any possible ground truth
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Figure 4.1: Distribution of the features "average speed" (a) and "number of
cars" (b)
Figure 4.2: PDF of the features "average speed" (a) and "number of cars" (b)
split into equi-probable areas
Property one comes as no surprise. Since we have to compare cluster
results with different k values, the metric must not be biased by the
number of k’s. For instance this would be the case if we chose vari-
ance as a comparison criterion. In this case there would be a strong
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bias towards higher values of k since the variance within the clusters
converges to zero as the number of clusters converges to the sample
set size.
The second property is derived from the fact that our approach does
not take prior knowledge into consideration. On one hand the ap-
proach is domain independent. On the other hand one of the main
objectives is to extract information which is inherent in the data itself,
and therefore should not be obstructed by assumptions of any kind.
This property instantly excludes the majority of commonly used met-
rics for cluster evaluation. Evaluation criteria such as purity, homo-
geneity and completeness all evaluate the quality of the clusters by
comparing the assigned labels of the data to the labels of the ground
truth in one way or another.
The silhouette metric described in Section 2.6.4 satisfies both proper-
ties. In order to estimate the quality of the clusters, they are examined
by computing how well the data points fit into their respective cluster
in comparison to the next-nearest neighbour cluster.
In scenarios where the input data is fixed, once the k-means algo-
rithm with random restarts converges, the clusters become fixed. The
resulting clusters can be then reused to categorise similar data sets.
However in the case of streaming data two observation which are
taken on two different (and widespread) time points do not neces-
sary have the same meaning and consequently will belong to different
clusters. This in turn leads to a different clustering of the two observa-
tions. Identical data can have different meaning when produced in a
different situation. For example, imagine observing 50 people at 3pm
during a weekday walking over a university campus. This would not
be considered as "busy" given the usual number of students in the
area. Observing the same number of people at 3am would however
be considered as exceptional, giving the indication that a special event
is happening.
We incorporate this into our clustering mechanism by adapting the
centroids of the clusters based on the current distribution in the data
stream. The data drift detection is triggered by changes in the statis-
tical properties of the probability density function. The justification
for our method is based on properties of stochastic convergence. Con-
vergence in mean square (see equation 4.2) implies convergence in
probability, which in turn implies convergence in probability and dis-
tribution [76]. The formula for convergence in the mean square is
given in equation 4.2.
lim
n→∞ E|Xn− X|
2 = 0 (4.2)
During training we store the standard deviation and expected value
of the data with the current distribution. When processing new in-
coming data, we track how the expected value and standard deviation
changes given the new values. Equation 4.2 states that as a sequence
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Figure 4.3: Cluster centroid candidates are determined through local max-
ima cross-points
approaches infinite length, its mean squared approaches the value of
the random variable X (in our case defined by the previously com-
puted PDF). However, we can make the assumption that as we get
more and more values, that if the expected value converges to such
that E|Xn − X|2 = ε for n >> 0 and ε > 0, the current time series
data is no longer converging to the distribution that we predicted
with the PDF estimation. Therefore we have a change in the underly-
ing distribution of the data stream and trigger a recalibration of our
methods. If we can observe a higher quality in the new clusters, the
old centroids will be adjusted.
A detailed description of the algorithm follows in the Section 4.2.1.
4.1.2 Marginal Distribution Clustering
Now we describe the ideas behind our second approach. We show-
case the concepts based on exemplary data sets and provide further
detail how the cluster centroids can be estimated from the marginal
distributions. We call our approach MinDCluster, because we are us-
ing the MargINal Distributions to cluster the data streams. In multi-
variate data, analysing the different distributions of the individual
features can give good estimations to find areas with a high concen-
trations of points in the data stream. By looking at the Probability
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Figure 4.4: Filtered and adjusted cluster centroids
Density Function (PDF) of a feature, the data is flattened to this di-
mension. The local maxima in the PDF show accumulations of values
within this feature. We analyse each feature individually and then
combine the gained insights. We pick one local maxima from the PDF
for each feature at random, which gives us a candidate for a cluster
centre. All possible combinations of local maxima form the space of
all candidates for cluster centroids. After the candidates have been
determined, all the cluster centroid candidates that do not have a
minimum amount of data samples in their vicinity are filtered and
no longer considered. The selected points using maxima in the PDF
provide approximations of the actual centres. Two additional steps
have to be carried out until we find the optimal cluster centroids. The
first step is to move each centroid candidate closer in the middle of
all surrounding data points. After this adjustment step has been car-
ried out, it can be the case that two candidates are now very close
to each other and they might be part of the same cluster. We merge
them by replacing them with a new cluster candidate in the middle
of them. These steps are carried out until convergence. For easier un-
derstanding we demonstrate this concept on a simple example with
2-dimensional data. It should be noted that while easier to show and
describe in two dimensions, the concept and the resulting approach
are still applicable with higher dimensional data. Figure 4.3 shows
the 1000 data samples, the histograms of the data distributions of
both features, the estimated PDFs and their respective local maxima.
Furthermore, Figure 4.3 shows how the cross points of the local max-
ima can be used to get candidates for the cluster centroids.
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The red circles show the possible cluster centroids. As a first step,
all points within a predefined or from the data stream calculated ε-
radius are assigned to each candidate. Only centroid candidates that
have been assigned more than a threshold of minimum points are con-
sidered as possible cluster centroids. All the remaining candidates are
adjusted to the mean value point of their cluster. In the case that two
cluster centroids are close to each other after this step; the cluster cen-
troids are replaced by the mean value point between them and their
corresponding clusters are merged. The filter, adjustment and merge
step are repeated until convergence. In our experiments convergence
never took more than 10 iterations. As convergence cannot be guar-
anteed, a maximum iteration step of 20 is chosen. We discuss both
the estimation/selection of ε and the threshold of minimum points in
Section 4.2.2.
All points that are not within an ε-radius of one of the cluster cen-
troids are assigned to the nearest cluster by minimising the intra-
cluster distances. This is the most computationally complex step in
the method. The performance of the method can therefore be in-
creased by minimising the points that are left unassigned after the
first step in the approach. In Section 4.2.2 we discuss how we can
achieve this improved performance.
The final result of running the clustering approach is shown in Figure
4.5.
We estimate the PDF for each feature and calculate the local max-
ima. The maxima give the information about the values that have
agglomerations of data in their respective dimension.
If we look at the cross-points of the local maxima (see Figure 4.3) we
get strong candidates for cluster centroids in the multi-dimensional
data. In the case that we have data distributions with multiple local
maxima, we have enough candidates to find all cluster centroids.
However, there is a problematic case, which we encountered during
the evaluation of our method, if we have data distributions as shown
in Figure 4.6. Here feature one and three have just one local maximum
at 0.78 and 0.77 respectively and feature two has two maxima at 0.22
and 0.89. If we take the cross-points of the distributions, we then end
up with just two candidates for the cluster centroids (0.78, 0.22, 0.77)
and (0.78, 0.89, 0.77). However, if we look closely at the distributions,
we see that even though there is only one maximum, we can take all
the points away around this maximum and then there are still areas
with a high density of points.
We solved this issue by first taking the crosspoint with the most data
samples around itself. We assigned these points to the cluster and
then take away all points that were assigned this way. By recomput-
ing the PDFs of the remaining data, we get new local maxima and
therefore new local cross-points. By taking the cross-point with the
most data samples around it, we can determine the next dense clus-
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Figure 4.5: Result of the clustering approach
ter of the given points. This process should be repeated until there
are no dense agglomerations of points left.
In order to analyse the data distributions of the features of the data
stream, we need an efficient method to estimate a function that can
represent the data distribution. Kernel Density Estimation (KDE) was
independently developed by Rosenblatt in 1956 [71] and Parzen [61]
in 1962. The kernel used to estimate the function has very little impact
on the resulting function compared to the bandwidth parameter. For
practical purpose the use of a Gaussian kernel is preferable. There
are effective and efficient rules that can be used for automated band-
width selection (such as Scotts rule [74] and Silvermans rule [77]).
Using one of these solutions can effectively turn the approach into a
non-parametric method.
We apply the KDE on a window of time series data. Let d(w) =
[X1, X2, . . . , Xn] be the time series data of a given window size w. As
shown by Parzen [61] we can take the sample distribution given in
Equation 4.3. This allows us to estimate the probability density func-
tion fn(x) based on the data samples of size n with the formula given
in Equation 4.4, where K(·) is called the weighting function satisfy-
ing the kernel requirements given in Equation 4.5 and Equation 4.6,
therefore referred to as the kernel. The kernel is dependent on the
chosen bandwidth h. The bandwidth is chosen as h = h(n) such that
limn→∞ h(n) = 0. This leads to the expected value of fn(x) approach-
ing f (x) and fn(x) is a good estimation of the PDF.
Fn(x) = (1/n){observations ≤ x amongX1, X2, . . . , Xn} (4.3)
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Figure 4.6: Problematic PDFs: Feature 1 and Feature 3 have only one local
maximum.
fn(x) =
∫ ∞
−∞
1/hK(
x− y
h
) dFn(y) =
1
nh
n
∑
j=1
K(
x− Xi
h
) (4.4)
∫ ∞
−∞
K(y) dy = 1 (4.5)
K(−y) = K(y) (4.6)
In order to identify the possible candidates for cluster centroids we
have to find the local maxima. After we have computed the PDF, we
can determine the extrema. Let fi(x) be the PDF of feature i and f ′i (x)
be the derivative of this function. The necessary condition for a local
extrema is that f ′i (x) = 0. If this condition is fulfilled in a point x then
we have to examine f ′i (x ± ε) for ε << 1. Only if f ′i (x − ε) > 0 and
f ′i (x± ε) < 0 we have a sufficient condition for a local maxima where
x± ε defines the infinitely small area around point x. 5 Although the
cross-point candidates give a strong estimation of where the actual
cluster centroids are, they are not necessarily ideally located in their
cluster. After we have assigned all points within the data window to
one of the centroid candidates, we adjust the centroid candidate in
the middle of their respective cluster. Let ci = [xi1, xi2, . . . , xim] be
the i-th cluster. We then set the centroid candidate Ci to the point that
minimises the sum squared Euclidean distances for all cluster points
as shown in Equation 4.7
Ci =
xi1+ xi2+ · · ·+ xim
m
(4.7)
After adjusting the cluster centroids, we need to identify if there are
separate clusters that should be considered as one cluster because of
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the vicinity of their centroids. In this case the clusters must be merged.
For each cluster centroid, we store the minimum distance of all dis-
tances to the other cluster centroids. Let dmins = [d1, d2, . . . , dn] be the
list of minimum distances between the cluster centroids. We want to
find small outlier distances of dmins.
We use the definition of the outlier region introduced by Davies and
Gather in 1993 [21] to find outlier distances. The outlier region mea-
sure is given by Equation 4.8, where σ is the standard variance, µ the
expected value, zq the q quintile of the Normal distribution with stan-
dard deviation one and mean zero.
out(α, µ, σ2) = {di : |di − µ| > z1−α/2σ} (4.8)
We are only interested in outliers on the low end of the distances, as
large distances signify that the cluster centroids are far apart. We use
the criterion given in Equation 4.9 to determine if a distance di is a
small outlier distance.
di < −(z1−α/2σ+ µ) (4.9)
4.2 methodology for adaptive clustering
Having established the theoretical and mathematical concepts behind
the design of our approaches we now move on to describe the method-
ology in more detail by presenting the needed algorithms in pseudo-
code and describing their working in-depths.
4.2.1 Adaptive Streaming K-means
Algorithm 1 shows how the centroids in our adaptive method are
computed. This takes place after a configurable initialisation period
and is repeated at the beginning of each adjustment step. More infor-
mation about the data collection and the adjustment can be found in
Section 4.3.1. Initially the probability density functions of each of the
features of the data are computed using KDE [61], [71]. The continu-
ous PDFs are represented by discrete arrays.
These PDF representations are then fed into Algorithm 2. Turning
points can be determined by analysing the first derivative. They have
the property that dy/dx = 0, where dx is the difference between two
infinitely close x values of the PDF, dy is the difference between two
infinitely close y values of the PDF and dy/dx is the slope of the
PDF. This is a necessary but not sufficient criteria for having a turn-
ing point. Only if the sign of dy/dx changes from negative to positive
or vice versa, we actually have a turning point in our function. These
are just the definitions for local maximum and minimum points re-
spectively. Finding these points we can present the turning points of
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Algorithm 1 determineCentroids(A, k, n)
Require: Data matrix A = {a0, a1, . . . , an} with each ai being an array
of length m containing all values of feature n
1: %Therefore sample j is the data point: [a0[j], . . . , an[j]]
Ensure: List C = {c0, c1, . . . , cmax(tps)} of clusterings, with each ci be-
ing a list of centroids with length k = tpmin + i
2: pd f [] = ∅
3: tps[] = ∅
4: for i← 1 to n do
5: pd f [i] = gaussianKDE(a[i])
6: tps[i] = countTurningPoints(pd f [i])
7: end for
8: C[] = ∅
9: for i, k in range(min(tps), min(tps) + max(tps) do
10: betas[] = ∅
11: for f in pd f do
12: betas[] = f indBetas( f , tp)
13: C[i] = list of means between two adjacent betas
14: end for
15: end for
16: return C
a feature PDF and this number can be used to determine the right
number of clusters.
We use the heuristic that the right amount of clusters lies between the
smallest number of turning points of a feature PDF and this number
added to the maximum number of turning points found in any of the
PDFs.
Once the number of turning points - and therefore the possible values
for the number of clusters - for each feature are computed, Algorithm
1 determines candidates for the initial centroids.
The computation then splits the PDF curve into equi-probable areas
(similar to the SAX algorithm [55]). The boundaries of these areas
are called beta points. Since we are interested in the centre of these
region, the middle points between two adjacent betas are computed
and saved as initial centroids.
Once the candidates for the initial clusters are identified - one for
each feature - a normal k-means is run on the dataset with the initial
centroids as starting points for the clustering. The results are then
compared by computing the silhouettes. For an in-depth description
we refer the reader to the paper by Rousseeuw [72]; however a short
elaboration on the mathematical background is also given in Section
2.6.4.
Incoming data points are fed into the k-means with the current cluster
centroids and assigned to their nearest cluster. The cluster centroid of
the assigned cluster is adjusted to reflect the new centre of the cluster
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Algorithm 2 countTurningPoints( f )
Require: Array f representing a probability density distribution
Ensure: Number of turning points tps
1: ∆y = εymax( f )
2: % Little gradient should be recognised as no gradient
3: ∆x = εxmax( f )
4: % Areas of no ascent/descent should only be counted if they last
long enough
5: for x in f do
6: if changedDirection(x, f ,∆y,∆x) then
7: tps ++
8: end if
9: end for
10: return tps
including the inserted value. We give a brief complexity analysis of
Algorithm 3 streamingKMeans(D)
Require: Data stream D, length of data sequence used for initialisa-
tion l
Ensure: Continous clustering of the data input stream
1: % initialisation phase
2: for cCs in determineCentroids(D.next(l)) do
3: currentk = length(cCs)
4: nCs = kmeans(cCs, D.next(l), currentk))
5: if silhoutte(nCs) < lastSil then
6: % We found a new best clustering
7: centroids = nCs
8: lastSil = silhoutte(nCs)
9: k = currentk
10: end if
11: end for
12: % Continuous clustering phase
13: loop
14: if changeDetected(D) then
15: centroids = determineCentroids()
16: centroids =
17: kmeans(centroids, D.getData(), k)
18: else
19: centroids =
20: kmeans(centroids, D.getData(), k)
21: end if
22: end loop
Algorithms 1 through 3. We start with Algorithm 2, since it is used
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by Algorithm 1. Since the Algorithm goes along the array f , which
represents the PDF, the complexity lies in O(length( f )). This array
has exactly the same length as the array which has been fed into the
function gaussianKDE, computing the pdf representation. Algorithm
1 is called with a matrix of dimensions n× l. Here n is the number
of features, l being the length of the initial data sequence. Therefore
length( f ) = l and we have a complexity of O(l) for Algorithm 2. At
the same time, the gaussianKDE function scales linearly with the size
of the input array, resulting as well in the complexity of O(l).
For Algorithm 1 we first look at line 3 to 6. Here for each of the n
feature vectors both gaussianKDE and Algorithm 2 are called. This
results in a complexity of O(n · l).
We then examine line 8 to 14. We can see that the outer for loop runs
exactly max(tps) times, which in practice is a small constant. The in-
ner for loop runs in the length of the number of the PDFs; since we
compute one PDF for each feature this is equal to n times. Function
f indBetas goes along the input array to find the beta values and there-
fore scales in the length of the input array. Putting this information
together results again in a complexity of O(n · l). Since both parts of
the Algorithm have the same complexity, the total complexity equals
O(n · l).
Algorithm 3 uses Algorithm 1 for finding the initial centroids. Run-
ning k-means with determined initial centroids takes O(nkd) since no
iterations of the algorithm are needed. Then for each clustering we
compute the silhouette score. Calculating the silhouette score is com-
putationally intensive since each distance pair has to be computed.
Here we can apply the following steps to increase the performance.
Instead of calculating the distance pairs for each value of k, we can
initially compute the distance pair matrix and pass it to the silhouette
calculation. For cases where we have a huge size of data values, we
perform random sampling to decrease the number of distances pairs
that have to be computed. In practice, sampling has been shown to
provide close approximations to the actual silhouette score at a frac-
tion of the computational cost. During the online clustering phase,
assigning the nearest cluster to new incoming values takes only O(1)
time. Recalibrating the cluster centroids requires one call of Algo-
rithm 1 (O(n · l)) and another run of k-means (O(nkd)).
4.2.2 Marginal Distribution Clustering
The estimation of the centroid candidates is performed by algorithm
4. The PDFs of each feature of the data sequence dw are estimated
using KDE. Then the maxima are calculated and fed into the function
which determines the cross-points. As the size of the data window
is dw is w, the running time of the PDF estimation lies in O(w); the
same holds true for the calculation of the maxima. The centroid candi-
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Algorithm 4 mindDetermineCentroidCandidates(dw, ε, α)
Require: time series data sequence dw, radius used to find core points of
cluster ε, minimum percentage of the data a cluster has to have core
points α
Ensure: List of centroid candidates for further adjusting/merging
1: min_num_points = len(inp)α
2: f inished = False
3: data = dw
4: while not f inished do
5: PDFs = pd f Estimation(data)
6: maxima = []
7: for pd f inPDFS do
8: maximum = getmaxima(pd f )
9: maxima.append(maxima)
10: end for
11: Ccandidates = getCrosspoints(maxima_values)
12: lmax, count = mostDenseCluster(Ccandidates, data, ε)
13: {Assign label lmax to the points}
14: {in the most dense cluster}
15: if amount < min_num_points then
16: {No more dense clusters left}
17: f inished = True
18: else
19: {Remove already assigned points}
20: data = removeAssigned(data)
21: end if
22: end while
dates are set to the cross-points of the maxima and are examined. The
candidate that has the most points around itself is set as the cluster
centroid and all surrounding points are not considered. The process
is repeated until no more dense cluster can be found in the data. This
results in k iterations, where k is the number of centroid candidates
that can be found. Therefore the running time of Algorithm 4 will be
O(kw) in total.
Algorithm 5 adjusts the centroids according to the formula given in
Algorithm 5 adjustCentroids(C, ld)
Require: List of centroid candidates C, Labelled time series data sequence
ld
Ensure: List of adjusted centroid candidates for further merging
1: for label, centroid in centroids do
2: Ci =
xi1+xi2+···+xim
m
3: end for
Section 4.1.2 andruns in O(m). Because the dimensionality of the
multi-variate features that are considered in clustering is usually low
in practice, this equates to O(1).
The identification and merging of near cluster centroids is shown in
Algorithm 6. First the distance matrix between the cluster centroids
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Algorithm 6 mergeCentroids(C, zq)
Require: List of centroid candidates C, q quintile zq
Ensure: List of centroid candidates, where near centroids are merged
1: D = {Distance matrix between centroids}
2: dmins = {Minimum distances between centroids}
3: σ = std(dmins)
4: µ = mean(dmins
5: for i, distances in D do
6: for j, distance in distances do
7: if j > i and distance < −zqσ+ µ then
8: merge(Ci, Cj)
9: end if
10: end for
11: end for
is computed. Because the distance matrix is a square symmetric ma-
trix, we can compute the lower triangular and use this part of the
matrix for the further computations. That way we keep all the nec-
essary information we need, while improving the performance. The
nested for-loop runs in O(k2) where k = length(C) is the number of
centroid candidates.
Algorithm 7 combines the algorithms 4, 5 and 6 to determine the
Algorithm 7 mindDetermineCentroids(dw, ε, α)
Require: time series data sequence dw, radius used to find core points of
cluster ε, minimum percentage of the data a cluster has to have core
points α
Ensure: List of centroids C
1: Ccandidates = determineCentroidCandidates(d, ε, α)
2: ld = mdCluster(Ccandidates, dw) {Labelled data}
3: centroids = []
4: while True do
5: C = adjustCentroids(Ccandidates, ld, epsilon)
6: C = mergeCentroids(C, ld, epsilon)
7: if Ccandidates == centroids then
8: break {We converged}
9: else
10: Ccandidates = C
11: ld = mdCluster(Ccandidates, dw)
12: end if
13: end while
cluster centroids. Iteratively, the candidates are calculated and ad-
justed and near cluster centroids are merged until convergence.We
suggest to limit the iteration steps to a maximum in order to avoid
non-convergence in corner cases where the centroids might be ad-
justed back and forth. In our practical experiments, convergence hap-
pened after less than 10 iteration steps and we limited the maximum
iterations to 20.
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The final clustering process, shown in Algorithm 8, is started after
Algorithm 8 MinDCluster(dw, C, ε)
Require: time series data sequence d, List of centroids C, radius used to
find core points of cluster ε
Ensure: Labelled data ld
1: {Initially assign all points inside the ε-radius to the centroids}
2: for p in d do
3: for l, c in C do
4: if distance(p, c) < ε then
5: {Assign label l to point p }
6: break
7: end if
8: end for
9: end for
10: ud= {Data that has yet to be assigned to a cluster}
11: ld = {Data that has been assigned to a cluster, ldi is the data assigned to
cluster i}
12: for p in ud do
13: for ldi in ld do
14: avg_disti = averageDistance(p, ldi)
15: end for
16: {Assign label i to p with minimum avg_disti}
17: end for
the cluster centroids have been determined using Algorithm 7. The
first step of the algorithm assigns all the points that are within the ε-
radius of a centroid to the respective cluster. After this step, there are
still data samples that have not yet been assigned to a cluster label.
We calculate the best fit for these points by calculating the average
distance to the points of each cluster and assign them the cluster la-
bel with the smallest average distance.
Because the second step is computationally complex, we have to es-
timate the parameter ε in such a way that only the minority of the
points are left unassigned after step one. To do this we calculate ε
based on the minimum and maximum values in the data stream and
the density of the data samples. To further improve the running time
of this algorithm without losing cluster quality, in step two we can
use a representative sample of the already clustered points to calcu-
late the average distances. The run time can be further optimised by
assigning the unlabelled points to the cluster centroid with the low-
est Euclidean distance, however, doing so will decrease the cluster
quality.
4.3 evaluation of the adaptive clustering method
In this final section of the chapter, we are presenting our evaluation
results. We show that both our approaches are able to outperform
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existing stream clustering methods in a scenario involving changing
data streams.
4.3.1 Adaptive Streaming K-means
We test the proposed method both on synthesized data and on a real-
world data set. We evaluate the method against state-of-the-art meth-
ods using data sets which are generated in different ways and discuss
in which cases the method has an advantage over existing approaches
and in which cases it is outperformed by them.
We introduce a novel way of generating data streams with data drift.
The drift is introduced both by shifting the centroids in randomised
intervals and by changing the data distribution function used to ran-
domly draw the data from the centroids. Here we can scale up the
dimensionality of the generated data, with each feature having its
own distribution to draw the data from. Finally, we show how our
Figure 4.7: Silhouette coefficient for synthesized data generated by random-
RBFGenerator
method can be used in a real-world case study by applying it to the
output of traffic sensors which measure the average speed and the
number of cars in street segments.
To evaluate our method we test our method against two established
stream cluster algorithms: CluStream [2] (horizon = 1000,
maxNumKernels = 100, kernelRadiFactor = 2) and DenStream [15]
(horizon = 1000, epsilon = 0.02, beta = 0.2, mu = 1, initPoints = 1000,
o f f line = 2, lambda = 0.25) on two different synthesized data stream
generators, randomRBFGenerator and our a novel data generator in-
4.3 evaluation of the adaptive clustering method 52
troduced in this research. The data generation process is described in
Section 3.4 in more detail.
Figure 4.8: Silhouette coefficient for synthesized data with 3 features
We compare our method against CluStream and DenStream. Fig-
ure 4.7 shows the performance on data generated by the randomRBF-
Generator with data drift. The results for the data generated by the
introduced novel way with different number of features are shown in
Figures 4.8 to 4.10. 100 centroids have been used for the data gener-
ation. For the visualisation, the silhouette score has been normalised
to a range between 0 and 1 as done within the MOA framework1.
On the data produced by the randomRBFGenerator, our novel method
constantly outperforms CluStream by around 13%. DenStream per-
forms better at times, however the silhouette score of DenStream
drops below the levels of CluStream at times, suggesting that the
method does not adapt consistently to the drift within the data. As
seen in Figures 4 to 7, for the synthesized data with different number
of features, our novel method constantly perform around 40% better
than CluStream and more than 280% than DenStream.
To showcase how our approach can be applied to real-world scenar-
ios, we use (near-)real-time traffic data from the city of Aarhus 2. 449
Traffic sensors are deployed in the city which produce new values ev-
ery five minutes. The data is pulled and fed into an implementation
of our clustering algorithm that is described in Section 4.2.1. Before
the value of k is computed and the initial centroids are determined,
1 http://www.cs.waikato.ac.nz/~abifet/MOA/API/_silhouette_coefficient_
8java_source.html
2 http://www.odaa.dk/dataset/realtids-trafikdata
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Figure 4.9: Silhouette coefficient for synthesized data with 4 features
Figure 4.10: Silhouette coefficient for synthesized data with 5 features
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(a) Traffic Density Morning
(b) Traffic Density Noon
(c) Traffic Density Evening
Figure 4.11: Traffic densities at different times in Aarhus
the data is collected for one hour which equates to 5035 data points.
The main data is collected for a period of 5 months. Over the course
of one day, 122787 samples are collected. For the clustering we use
number of cars and average speed measured by the sensors. For the
purpose of evaluation and visualisation, a timestamp and location in-
formation are also added to each data point. The intuition is that the
clustering of traffic data is dependent on the time of day and the lo-
cation. This perspective allows us to cluster incoming data in a way
to better reflect the current situation. Figures 4.11a, 4.11b and 4.11c
visualise the traffic density as a heat map in the morning, at noon
and in the evening in central Aarhus respectively. Light green areas
in the map show a low traffic density, while red areas indicate a high
density. No colouring means that there are no sensors nearby. In the
morning (Figure 4.11a) there is only moderate traffic density spread
around the city. At noon (Figure 4.11b) we can see that two big cen-
tres of very high density (strong red hue) have emerged. Figure 4.11c
shows that in the evening there is now only very low to moderate
traffic density in the city.
Several reasons for data shift on varying degrees of temporal granu-
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Number of Cluster Silhouette Coefficient
3 0.450828
4 0.361470
5 0.336280
6 0.409701
Figure 4.12: Silhouette Coefficients
larity are conceivable. During the day the density of traffic changes
according to the time. In rush hours where people are simultaneously
trying to get to or back from work, the data distribution of traffic
data differs greatly from less busy times during working hours or at
night. Because of the same reasons, the data distribution is also quite
different in weekends as in weekdays. During holidays, e.g. around
Christmas or Easter, the dynamics of traffic can change a great deal.
All these changes in the traffic data distribution lead to a need of re-
considering what can be categorised as a "busy" or "quiet" street, in
other words we are dealing with data drift in these cases, as the same
input leads to different output at different times.
Our approach deals with the data drift by re-calculating the centroids
based on the current distribution. This means that defining a street as
"busy" or "quiet" is relative and depends on the time of the day and
the location. For example, 15 cars at a given time in one street could
mean "busy" while in another situation it could mean "very quiet".
Similarly 15 cars in the city centre can have a different meaning dur-
ing the day than at night.
We use a ring buffer as a data cache, that captures the data produced
in the last hour. Whenever a re-calculation process is triggered based
on a detected data drift because the data no longer converges to the
mean square, we use the silhouette coefficient score to check if the
new centroids lead to a better cluster quality. If that is the case, the
current centroids are then adjusted. The definition of the silhouette
coefficient and its computations can be found in Section 2.6.4. Fig-
ure 4.12 shows the computed silhouette coefficients for clustering the
initial data sequence with different number of clusters. The number
of clusters is chosen according to the highest value of the coefficient
and is emphasised in bold. For performance reasons, a sampling size
of 1000 has been chosen to compute these values. It can be decided
based on the data input and the task at hand if the number of clusters
should stay constant through the remainder of clustering the data. In
our use case scenario, we do not change the number of clusters.
Figures 4.13-4.16 show how the centroids of the clusters change at
different times on a working day and on a Saturday for the different
re-calculation times. The way the data is clustered differs significantly
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Figure 4.13: Cluster centroids for number of cars on a working day
between the two days. While the average speed remains roughly the
same, the amount of vehicles varies a lot. Most prominently this dif-
ference can be seen in the centroids of the cluster representing high
number of cars. For example, Figure in 4.13 the number of cars is
considerably higher at noon than in the evening. Resulting from the
changed centroids, data points may be assigned to different clusters
depending on the time compared to using non-adaptive clustering.
For example, using the centroids on working day at noon on the data
published during the same time on Saturday, 180 out of 3142 values
would be assigned to a different cluster.
In order to interpret how busy an area is, it is necessary to also take
into consideration all adjacent time points in that area. Therefore the
output of our approach can be used to further abstract from the data
by matching patterns within a time frame in an area. The results can
be fed into an event detection and interpretation method. To clarify
the reasoning behind this, two examples are given. Let’s consider a
measurement of a fast moving car. Only if the measurements in close
time range are similar, we can interpret this traffic as very busy. If this
is not the case, a different event has taken place, e. maybe an ambu-
lance rushed through the street.
Another example would be the measurement of slow moving cars. If
this is a singular measurement, it could mean for example that some-
body is driving slow because s/he is searching for a parking space.
However if the same measurement accumulates it could mean that a
traffic jam is taking place.
In order to ensure that the adaptive method leads to meaningful re-
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Figure 4.14: Cluster centroids for average speed on a working day
Figure 4.15: Cluster centroids for number of cars on a Saturday
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Figure 4.16: Cluster centroids for average speed on a Saturday
Figure 4.17: Silhouette coefficient over the course of one day based on hourly
measures
sults we have conducted another experiment. We compare our adap-
tive stream clustering method with a non-adaptive streaming version
of the k-means algorithm, i.e. the centroids are never re-calculated.
The silhouette coefficient of the clusters in both setting are computed
in equal time intervals. Figure 4.17 shows how the silhouette coeffi-
cients compare over the course of one day. For example, at 22/02/2014,
05:30:00 the non-adaptive approach scores a silhouette coefficient of
0.410 while the adaptive approach scores 0.538, an improvement of
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Figure 4.18: Silhouette coefficient over the course of one week based on
hourly measures
31.2%. This means items clustered by the adaptive methods have a
better convergence considering the distribution of the data at that
time.
Figure 4.19: Comparison to CluStream and DenStream in 3 Dimensions
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Figure 4.20: Comparison to CluStream in 4 Dimensions
Figure 4.18 shows how the silhouette coefficients compare over the
course of one week. The adaptive clustering performs mainly better
than the non-adaptive. The quality of the adaptive clustering at times
drops to values near the quality of the non-adaptive. However, the
next iteration of the adaptive clustering improves the cluster qual-
ity again automatically based on changes in the data distribution. At
some points in time it drops below the quality of the non-adaptive
one: in these cases the quality quickly recovers to better values again.
Overall the mean of the silhouette coefficient is 0.41 in the non-
adaptive setting and 0.463 in the adaptive setting which translates
to an average improvement of 12.2% in cluster quality.
4.3.2 Marginal Distribution Clustering
The synthesized data sets used and the codes used to produce the
evolving data streams are available online on our website3. The eval-
uation metric used is the silhouette Coefficient introduced by Prav-
ilovic et al. [62]. The silhouette score is a value in the range [−1, 1],
where values close to -1 signify misclustering and values close to 1
signify a perfect clustering result. In the MOA framework [9], the
value is normalised to be in the range [0, 1], which is why we use the
normalised silhouette score in the evaluations shown in Figures 4.19
and 4.20.
Figure 4.19 compares the cluster quality of this approach to Den-
3 http://iot.ee.surrey.ac.uk/#software
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Stream and CluStream on a 3-dimensional data set. It can be seen
that our approach consistently outperforms CluStream. Even though
DenStream shows a higher cluster quality at a few points in time
while processing the data stream, the overall cluster quality of Den-
Stream is unstable and produces very low quality cluster at times.
Our approach performs consistently well. Compared to the average
cluster quality found in the CluStream approach, our approach has a
511.66% increase in cluster quality. Compared to DenStreams average
cluster quality, our approach shows an 49.33% increase.
Figure 4.20 shows the evaluation results on a 4-dimensional data
sets. The implementation of DenStream in MOA was not able to pro-
duce a clustering result on this data set. Our approach consistently
outperforms CluStream, with an average increase in cluster quality
of 298.97%
5
U N C O V E R I N G S T R U C T U R E S A N D R E L AT I O N S I N
I O T D ATA S T R E A M S
In chapter 4 we have introduced methodologies with the aim of analysing
data streams with multiple features in changing environments. These
methods were designed for analysing one kind of data stream at a
time (e.g. a traffic data stream). However, the information that can be
extracted from one data stream can be significantly enhanced when
we take into account co-located data from different sources that is
produced at the same time. If we can identify how the different data
streams influence each other and are affected by each other, this al-
lows us to draw further conclusions from the analysis and even pre-
dict the outcome of one data stream based on other data streams
occurring at the same time and location. In this chapter we design
and evaluate a methodology with the aim of uncovering the struc-
tures and relations in related IoT data streams.
Latent semantic models such as LDA have been initially designed for
analysing textual documents, by modeling the topic of documents of
a given corpus. The model transforms the input data into a latent
space and uses mixture models to find commonalities between the
inputs, the generated topics model here the relation between the doc-
uments. We are proposing an approach that utilises this capability in
the domain of numerical IoT data streams. For this purpose we are
initially discretising the numerical data and extract higher level ab-
stractions from the found patterns to transform the numerical data
into input data that can be used for analysis with LDA.
The research work described in this chapter is also presented in a
peer reviewed journal article publication [66]. Furthermore, the work
presented in Section 5.3 has been submitted for review to Nature [60].
5.1 methodology of the correlation analysis with la-
tent semantic models
The overall workflow of our presented method consists of 4 steps
which are described in more detail in the following Sections. They
are:
• Data Discretisation and Pattern Recognition PAA is used to
reduce the dimensionality of the data; SAX uses the output to
discretise the continuous, numerical data streams and to recog-
nise (lower-level) patterns.
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Figure 5.1: Overall workflow visualisation
• Higher Level Abstractions The information obtained from the
pattern together with the statistical values are translated into
higher level abstractions based on rules. The rules are explained
in Section 5.1.2.
• Virtual Document Generation We create virtual documents to
group the together the higher level abstractions from different
sources within a certain time-frame
• Latent Dirichlet Allocation (LDA) We train and incrementally
update an LDA model on the virtual documents that are gen-
erated from the data streams to identify and extract relations
between the higher level abstractions.
The interaction of these components is shown in Figure 5.1. Initially
the data coming from the streams is reduced by PAA. The patterns are
generated by applying SAX on the output of PAA. A vertical split over
a specific time frame along the different streams, groups the patterns
within a time-frame into a virtual document. Together these documents
form the corpus on which LDA is applied to extract the topics and
find correlations between the higher level abstractions. As the method
is designed for streaming data, the approach works in the following
incremental online way. In an initial configurable training period, the
virtual documents are stored together as the corpus, which is used
to train the initial LDA model. From that point on we can use the
model to analyse the correlations between the different features in
the data streams. New incoming data is again processed in the same
way, the SAX patterns are extracted and the virtual documents are
created. Every time a new set of virtual documents is available, the
LDA model is updated, so that the correlations that we can find with
the LDA model stay current to the situation of the underlying data
streams.
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5.1.1 Data Discretisation and Pattern Recognition
As described in Section 2.3, PAA reduces the dimensionality of stream-
ing data by splitting the input into data of a certain window size, rep-
resented by its mean. Defining the size of the slicing windows makes
a huge difference in the overall outcome of the presented approach.
Choosing an adequate size is heavily dependent on the input data.
Here the most important factor is the throughput of the given stream.
If the input data stream produces continuous output (e.g. new data
values are produced every few seconds or less) the window size can
be chosen big in relation with the included data points. If the aggre-
gation is performed directly on the sensor node sinks, this has the
added benefit of drastically reducing networking traffic and there-
fore improving the energy efficiency of the sink node. This has been
analysed by Ganz et al. [28] where they applied a dynamic version
of PAA as part of SensorSAX on the gateway level which aggregates
more data together in times of low activity in the data stream and
therefore reducing network load without losing information.
On the other hand, if the data stream has a very low updating rate,
the data reduction factor (slicing window size) will approach 1 (equal
or almost equal to no reduction in the data at all). If this is the case
then the PAA step can be skipped altogether. The output of PAA is
used to create the SAX patterns. In order to apply LDA on continuous
data, we need a discretisation method. One way to discretise continu-
ous, numerical data is to aggregate the values by clustering them into
different categories through similarity. There are several way to do
this, from hierarchical clustering to k-means. These methods have the
common drawback that the information about the sequence of values
is lost which is why we will not use them for this approach.
SAX is a way to transform continuous, numeric data into discretised
values while retaining the sequential information. The method can
capitalise on the dimensionality reduction powers of PAA by being
applied to the output of PAA. In cases where the stream does not pro-
duce enough data and the dimension reduction would lead to a too
low granularity, SAX can be applied directly to the streaming data in-
stead of on the PAA coefficients. Intuitively SAX transforms the data
into patterns, represented by words. The words are generated using
a given alphabet and a word size. We use a different alphabet for
each type of data in the streams in order to distinguish that the same
shaped patterns in different features do not necessarily translate to
the same meaning.
In the original SAX, each time window is normalised using z-normal-
isation before applying PAA [55] and aggregating each window by
representing it with its mean value. N of these means together are
transformed into one SAX pattern, where N is the word length. As-
suming a Gaussian distribution of the normalised data each of the
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areas is assigned to one literal from the alphabet as follows: parallel
to the y-axis, breakpoints are used to determine in which of the K
equi-probable areas each time window falls, where K is the alphabet
size used. The whole data window is now represented by a SAX pat-
tern.
The assumption of having a Gaussian data distribution is well founded
on observing time-series data on a long term scale [44]. However, in
the case of dealing with IoT data we may also look at the data in a
more short term context. The ad-hoc correlations and meaning that
we find might no longer be true in long term. The very nature of the
IoT means that we are dealing with multivariate data in dynamic en-
vironments. We need to study the data outside the equilibrium (i.e.
when in long term it follows a Gaussian distribution).
Therefore we propose determining the current probability distribu-
tion of the underlying data stream and use this distribution to create
the equi-probable areas. This enables to represent the patterns found
in the data more accurately in a short-term context. The time-frame
we consider for the distribution is dependent on and is affected in
two opposite directions. On the one hand, shorter-time-frames for
the distribution computation lead to a faster reaction time in contex-
tual changes of the environment. We call this effect the delay impact.
On the other hand, too small windows can lead to flat data distribu-
tions as we have less values to estimate the distribution function. This
will lead to less efficient results in the creation of the SAX patterns.
Therefore an informed choice has to be taken based on the granu-
larity of the input streams and the domain of the task. For coarsely
granular input streams another option to deal with the delay impact
would be to use interpolation to fill in the gaps between updates in
the stream. However, we argue that this will introduce a bias in the
input data leading to skewed results. We instead increase the time-
frame in which the data distribution is computed. We consider differ-
ent values for this in our experimental set-up (see Section 5.2).
Keogh et al. [44] state that in order for pattern analysis tasks through
similarity measures (such as indexing or classification) to be success-
ful, z-normalisation has to be applied before comparing the patterns.
This is true in the case where the meaning of the patterns and there-
fore the similarity is only dependent on the shape of the time se-
ries signal without concern for magnitude or amplitude of the data
in this time-frame. We argue that this is not the case with the data
that we are dealing with. To give a simple example, consider the
temperature measurements of m1 = [−5,−5,−5,−3,−3,−5], m2 =
[−5,−4,−3,−2,−3,−1] and m3 = [25, 25, 25, 23, 23, 25]. If we nor-
malise each time window by itself before comparing and classifying,
the pattern created from the measurements m1 and m3 would be con-
sidered as similar (or even equal) and be classified into the same
category. It should be clear that in this case the magnitude and am-
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plitude do carry a meaning and should be taken into account for the
classification; Therefore we need to classify m1 and m2 together and
m3 in a different category.
For this reason, we are omitting the z-normalisation step of SAX for
short-term window analysis. However, in combination with using the
current distribution of the data stream for the pattern creation, we are
still able to extract meaningful patterns. To help us assign these mean-
ing we apply statistical analysis on the data streams, using the mean,
minimum and maximum values with simple rules for naming the
class higher level abstractions. This statistical analysis gets updated
each and every time the data distribution of one or more of the input
streams changes. This way we can adapt to changes in the environ-
ment. Section 5.1.2 describes the rule-based engine which takes the
SAX patterns and assigns higher level abstractions with the help of
the statistics in the time period in which the patterns were produced.
The next Section presents the steps needed to use the SAX patterns
for the topic extraction model.
5.1.2 Higher Level Abstractions
We have implemented a rule-based engine which uses the SAX pat-
terns and the statistical information of the time frame to produce
human understandable higher level abstractions. The general form of
the rules is given in Equation 5.1 where < p > is the SAX pattern,
< l > is the level, < f > is the feature, < mod > a modifier for the
pattern movement and < pm > is the pattern movement. Equation
5.2 shows the possible values that the individual output variables can
take. As indicated by the square brackets around < mod > in Equa-
tion 5.1, the modifier is optional. Furthermore, there are restrictions
on which modifiers can be used, depending on the pattern movement
that was extracted.
{< p >< mean >}
= {< l >< f > [< mod >] < pm >} (5.1)
The values “slowly′′ and “rapidly′′ are allowed for “decreasing′′ and
“increasing′′, while the pattern movement “peak′′ requires a qualify-
ing modifier to give the direction of the peak (“upward′′ or “downward′′).
We give examples for the in- and output of the rules in Section 5.2.3.
The higher level abstractions have the benefit of making the results
of the analysis more understandable for humans. Though the abstrac-
tions obtained from the SAX pattern extraction give a representation
of the shape of the data within the time frame, the SAX strings are
not intuitively understandable and still have to be interpreted. Fur-
thermore, by taking into account the statistics of the time frame in
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the abstraction process we are able to represent more information in
the higher level abstractions than just the shape.
< l >= [“low′′, “medium′′, “high′′]
< f >= [“vehicleCount′′, “avgSpeed′′,
“tempm′′, “wspdm′′]
< mod >= [“slowly′′, “rapidly′′, (5.2)
“upward′′, “downward′′]
< pm >= [“decreasing′′, “increasing′′,
“steady′′, “peak′′, “varying′′]
The generic rules can be applied to SAX patterns produced from any
type of data. The shape of the pattern is analysed and given a human
interpretable representation. The pattern “abc” for example will be an
“increasing” traffic pattern within a specific time-frame from a certain
location.
5.1.3 Virtual Document Generation
In order to use the higher level abstractions described in Section 5.1.2
as an input for LDA, we need to group them together. Since the orig-
inal LDA method is designed for textual information, we will call
these groups documents, to follow the naming conventions used in the
existing LDA work in the textual domain literature and strengthen
the intuition of how the method works. For the same reason we will
from now on use word in reference to higher level abstractions.
We set a fixed time-frame as the document size. All higher level abstrac-
tions produced from the different data streams in this time-frame are
put together into one document. This document will then be repre-
sented as a bag-of-words (bow) which leads to two things: each word is
only present at most once in the bow representation (even if the word
was present more than once in the original document) and the order
of the words are no longer included. Although in general sequential
information is very important (and one of the reasons why we used
SAX instead of clustering to discretise the numerical data), in this
case we are mainly concerned with extracting the topics (i.e. words)
which give fair representations of the relatively small time windows.
The document generation specifically means that words produced in
a certain time-frame (from now on referred to as the document win-
dow size) will be saved together in one document. Similar to the pre-
processing step in LDA, the virtual documents are also represented by
bags-of-words. The bag-of-words representation is described in Section
5.1.4 in more detail.
Furthermore, we consider some of the features as contextual informa-
tion (e.g. features from weather streams like wind speed or tempera-
ture) while other features are treated as the main features we want to
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analyse. In our case study, we use traffic streams, containing informa-
tion about the average speed and the number of cars within a segment
of a street from a smart city dataset. If we have more than one stream
producing the same features of interest (i.e. data type), within each
document window size we save one document for each of the streams. In
these documents all higher level abstractions produced from features
of the data stream are saved as well as the higher level abstractions
produced by the other streams such as the weather stream. This way
we can find relations between the streams of interest and the comple-
mentary information provided by the other streams.
During this step the choice of document window size has the most im-
pact on the overall results. We need to pick a window size which is
both long enough so that we can encapsulate enough different words
into documents for the topic modelling but still short enough not to
lose to much information. The size of the document window is not
the only important factor. Another issue for applying the method to
online classification is that during the observation time (i.e. window
length), while sufficient data to form the words and documents is gath-
ered, we can not make any assumptions about the state of the current
environment. Only after the new document has been created we can
draw any conclusions about this time window.
5.1.4 Uncovering the Underlying Structures and Relations
LDA is a generative probabilistic model used to extract topic models
from textual documents (for more information please refer to Section
2.4). It does so by finding the latent variables that describe the rela-
tions within the words and documents. Therefore by applying LDA to
the virtual documents described in Section 5.1.3, we can uncover hid-
den relationships between the different features of the data stream.
Initially the LDA model is trained for a period of time before its
output is used for further analysis. In our experiments, described in
Section 5.2 we train the model on 2400 virtual documents generated
from 36000 data samples before folding in new documents. Depend-
ing on the task and the granularity of the data, the training period
can range from a few hours to one or several days or even weeks.
After the training phase, the model can be used to extract the latent
topics from incoming documents. From now on we will use the term
corpus to refer to the documents used for the training period and all
documents which have been folded in the stream analysis process up
until the current time-point.
In the data discretisation step, we assign a different alphabet for each
individual feature stream to distinguish the features from the data
streams and translate them into higher level abstractions. By group-
ing the higher level abstractions together in documents, we can now
analyse their relations to each other. If we have enough similarities
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within the individual documents of the corpus, then LDA will find the
relations of associated higher level abstractions by grouping them to-
gether in a topic representation.
Since the topics represent probability distributions, we can apply sim-
ilarity measures for probability distributions in order to find closely
related topics. The topic model can generate synthesised documents,
consisting of words based on the found relations within the different
data streams. These synthesised documents could be used for predict-
ing upcoming patterns in the data. At the same time, we can fold in
singular patterns from one data source and predict the most likely
co-occurring patterns in the correlated data streams.
5.1.5 Time Complexity
We discuss the time complexity of the algorithms used in our ap-
proach. PAA splits a time series subsequence into N equal sizes and
then calculates the Section means of each data chunk. This can be
done in one pass over the subsequence of length n, therefore the run
time is in O(n). The resulting PAA coefficients are used as input for
the SAX method.
The original SAX approach uses a lookup table to assign the SAX
literals to each of the coefficients taking O(N) time. Because usually
N << n, in practical application SAX runs in O(1). In our extension
of SAX we introduce the use of the current PDF of a stream instead of
a Gaussian distribution for calculating the breakpoints. Because the
PDF evolves over time, we have to recalculate the breakpoints when-
ever there is a significant change in the distribution of the data.
For the LDA analysis, we are using an online implementation of the
algorithm by Hoffman et al. [35]. For the inference they are using an
online Variational Bayes algorithm which like the batch Variational
Bayes algorithm is in O(1), however with a much lower constant fac-
tor [35].
5.2 evaluationof the correlation analysis with latent
semantic models
In this Section we first describe the data sources and data sets that
were used for the experiments. We present the different parametrisa-
tions used. Then we show how each of the components output looks
like and discuss the impact of the different parametrisations.
5.2.1 Parameter Selection
During empirical experimentation we have investigated what param-
eters affect the results of our method the most. These parameters are
the alphabet size a and word length w of the SAX pattern on the one
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hand and k, the number of topics used to create the LDA model. The
word length is very much dependent on the granularity of the data
set. On the dataset we are running our experiments we chose the
fixed word length 3 for a window length of 1 hour based on the out-
put speed of our data streams. This parameter needs to be adjusted
accordingly to the data rate in the stream. We compare combinations
of alphabet size a ∈ {3, 5} and number of topics k ∈ {10, 20, 50, 100}.
The differences in the outcome are described in Section 5.2.6. Below
are the specific values we used for the individual parameters.
• Configuration A = [a = 3, k = 10]
• Configuration B = [a = 3, k = 20]
• Configuration C = [a = 3, k = 50]
• Configuration D = [a = 3, k = 100]
• Configuration E = [a = 5, k = 10]
• Configuration F = [a = 5, k = 20]
• Configuration G = [a = 5, k = 50]
5.2.2 Data Discretisation and Pattern Recognition
We have implemented an extension of SAX which allows us to repre-
sent the data with patterns that more accurately reflect the original
data. We compute the probability density function (PDF) using the
kernel density estimation (KDE) from the recent time period. By di-
viding the PDF into equi-probable Sections we have a finer granular-
ity in areas which are likely to happen. Values which are unlikely to
happen are covered by larger ranges instead. This allows to assign
a literal to segments. Figure 5.2 shows how a z-normalised Gaus-
sian distribution (Figure 5.2a) and the PDFs of the wind speed data
(Figure 5.2b and temperature data (Figure 5.2c) are segmented into
equi-probable areas. We are aware that our extension could be crit-
icised for ignoring the Gaussian distribution of time-series data in
long-term analysis [44]. We use the following Section to justify our
reasoning. First, it can be argued that in cases where we have a prob-
ability distributions with a strong centre such as the one in Figure
5.2b, all high outlier values would be assigned to the same literal and
are not further differentiated.
However, we argue that these outliers are both unlikely and very high
relative to the other values of this segment; so it makes sense to assign
them the same literal. To make this concept more clear, let us look at
an example SAX word generation shown in Figure 5.3. As Figure 5.3a
shows, if we use a Gaussian distribution, the SAX word "cba" would
be generated, indicating that the pattern has a shape which increases
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(a) Gaussian distribution
(b) Probability density function of
wind speed
(c) Probability density function of
temperature
Figure 5.2: Probability distribution functions split into equi-probable areas
from intermediate values to very high values. Using the computed
PDF (Figure 5.3b), the word "aaa" is generated instead, which means
that the pattern is of a shape in which constantly high values are ex-
pected. While this might seem counterintuitive at first glance, it starts
to make sense once you consider the fact that because of the current
distribution, all values in this window are relatively high. This means
that in this time-frame we certainly have a pattern which consists of
high values.
The benefit of using a PDF based segmentation can be seen when we
compare the word generation shown in Figure 5.3c to the one shown
in Figure 5.3d. Using the Gaussian distribution, the pattern "ddd"
would be generated, indicating no movement in the pattern. Using
the PDF, the word "dcd" will be generated which shows that there is
some change in the stream. Since it is more likely that we have val-
ues in this range, it makes more sense to have a more differentiated
pattern here.
5.2.3 Higher Level Abstractions
In this section we show sample in- and outputs of the higher level
abstraction rules described in Section 5.1.2 that were generated as
part of our experiments in Equation 5.3 and 5.4. The complete data
sets and results are available in a github repository 1.
{Pattern : ”eed”, mean : 0.54}
= {Low vehicleCount slowly_decreasing} (5.3)
1 https://github.com/UniSurreyIoT/SAX-LDA
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Figure 5.3: SAX Pattern generation with Gaussian Distribution compared to
using the computed PDF
{Pattern : ”bab”, mean : 20.0}
= {Medium avgSpeed downward_peak}
(5.4)
5.2.4 Virtual Document Generation
Figure 5.4 shows a sample documents which was generated in the ex-
periments. Each document includes information about the time period
in which it was produced, the words found within this period, as
well as statistical information about this time-frame which will help
interpreting the data. The document in Figure 5.4 is created with an
alphabet size a = 3 . The most prominent differences between the doc-
uments is the document window size, which is four hours for configu-
ration A and 8 hours for configuration E. Furthermore, the words in
the document from configuration E have been produced within a time-
frame of two hours instead of one and have a longer word length. For
the analysis, this means that under configuration A, there is a finer
granularity both for the patterns found in the data and for the corre-
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lation analysis. Here it depends on the goal at hand which configu-
ration makes more sense to be used. We also consider implementing
dynamic time windows both for the pattern and the document genera-
tion steps. The window size can be adapted from two different view-
points. We can use a measure to identify times of higher interest in
the data stream and react accordingly by analysing shorter windows.
The other option is to implement a mechanism where the time win-
dows can be controlled by applications which are using the stream
processing as one of their components.
5.2.5 Latent Semantic Models
Figure 5.6 shows a small snippet of the topics that were created by
running the LDA on top of the corpus. It shows which higher level ab-
stractions are correlated with each other. It can be seen from Figure
5.6 that higher level abstractions are not mutually exclusive for the
topics (i.e. latent variables in the LDA model). For example, the ab-
straction Medium_tempm_steady is present in Topic 6 and Topic 14.
Therefore if we want to use the topics for predicting a new document,
the most likely one with the most similarities will be chosen.
In our approach we are using multiple alphabets, one alphabet for
each kind of data to create the symbolic representations from the nu-
merical data streams. While this transforms the heterogeneous data
sources into a more homogeneous representation, the comparison be-
tween the patterns using different symbols is still not straightforward.
Using LDA we cluster the virtual documents in an unsupervised fash-
ion by identifying co-occurring higher level abstractions. The latent
factor topic vectors zk provide a common representation for the dif-
ferent data sources in a latent space. This model also allows us to fold
in a single higher level abstraction created by one data source and
predicting which other abstractions are most likely to be expected in
the other data streams. By computing the cosine distance between
different topic vectors, we can compute the similarity of different ab-
stractions and their predicted co-occurrence.
5.2.6 Analysis and discussion
In order to compare different latent models, in text processing, con-
ventionally the perplexity score is used [11]. The formula to compute
the perplexity score of a model is given in equation 5.5, where Dtest
is the held-out corpus used to test the model, p(wd) is the probability
the model assigned to seeing word w in document d and ∑Md=1 Nd is the
total number of (non-unique) words in the test corpus.
perplexity(Dtest) = exp(−∑
M
d=1 log(p(wd))
∑Md=1 Nd
) (5.5)
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(a) Document produced under config-
uration A
(b) Document produced under config-
uration E
Figure 5.4: Sample virtual document
High perplexity scores indicate an over-fitted model. Therefore low
perplexity values are more desirable. Figure 5.5 shows how the al-
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Figure 5.5: Perplexity score of models regarding number of topics and al-
phabet size of SAX
phabet size chosen to generate the SAX patterns (i.e. words) affect the
perplexity score of the LDA model. The higher perplexity in the case
of an alphabet size of 5 is explained by the fact that there are more
possible permutations of SAX patterns, which leads to a much larger
dictionary. At the same time this explains why the perplexity can be
that low for the alphabet size 3. The number of topics also affects the
perplexity once the alphabet size grows. The results of Figure 7 show
that configurations A-C can be used with LDA as the topic model,
whereas configurations D-G lead to too high perplexity scores in the
model, which makes them unfeasible to be used. When we use pLSA
as the topic model, the perplexity score still rises with configuration
D-G, however, the perplexity score does not increase much higher
than 100, which means it can still be used in practice.
To demonstrate how the results of the presented approach can be in-
terpreted and how the identified relations between the different data
features can be verified, we have run further experiments. To have a
comparison, we are using two different approaches, one using LDA
as the topic extraction model and one using pLSA. Again we have an
unsupervised training process, in which we obtain the initial model
from the generated virtual documents. An excerpt of the resulting
topics can be seen in Figure 5.6, higher level abstractions with a prob-
abilityless than 0.01 in the model are omitted from the topics. We can
observe some of the relations that were found from the LDA model.
Once the training is completed, the streaming part of the approach
begins. To verify the relations that can be seen in the topics, we per-
form the following: whenever a new document is generated, we cover
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the higher level abstractions generated by one of the features, mean-
ing that we just include the higher level abstractions generated by the
other features in the covered document. We then estimate the topic
that most likely has produced the covered document. The higher level
abstraction of the missing feature with the highest probability is pre-
dicted by our model to be the one that was covered. If the correla-
tions are correct, then most of the higher level abstractions that are
predicted this way should be correct. In the case of weak correlations,
the prediction is no better than random guessing; for this reason we
do not include them in the identified correlations.
p =
|{AHLA}| ∩ |{PHLA}|
|{PHLA}| (5.6)
r =
|{AHLA}| ∩ |{PHLA}|
|{AHLA}| (5.7)
f 1 = 2
pr
p + r
(5.8)
We verify this by calculating the F-measure for each of the higher
level abstractions. To compute the F-measure f 1 (equation 5.8) we
need to calculate precision p (equation 5.6) and recall r (equation
5.7). AHLA stands for the higher level abstractions that have been
actually extracted in the data processing and PHLA stands for the
predicted higher level abstractions using the topic model as a predic-
tor. After analysing the F-measures we could observe that for some
of the higher level abstractions we have strong correlations to the
other higher level abstractions, while for others we do not have these.
To give an example, we show the F-measures of the higher level ab-
stractions generated from the feature vehicle count in Figure 5.7 and
average speed in Figure 5.8.
Because the names of the higher level abstractions are to long to be
included as the labels of the figures, we map them to capital letters.
This mapping can be found below, along with the information how
often the higher level abstraction actually appeared during the data
processing.
Vehicle count:
• A = Medium_vehicleCount_steady (Appeared 19968 times)
• B = Low_vehicleCount_upward_peak (Appeared 1739 times)
• C = Low_vehicleCount_steady (Appeared 33448 times)
• D = Low_vehicleCount_downward_peak (Appeared 1839 times)
• E = High_vehicleCount_steady (Appeared 4998 times)
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Topic&1 Topic&6 Topic&14
Label Probability Label Probability Label Probability
High_tempm_steady 0.265 Low_avgSpeed_steady 0.457 Low_vehicleCount_slowly_increasing 0.265
Medium_wsp_steady 0.26 Medium_tempm_steady 0.184 Medium_tempm_steady 0.26
Low_vehicleCount_steady 0.237 Low_vehicleCount_steady 0.17 Low_vehicleCount_downward_peak 0.237
Medium_avgSpeed_steady 0.203 Low_wspdm_steady 0.079 Medium_avgSpeed_steady 0.203
Medium_wspm_stead 0.066 High_avgSpeed_steady
Low_wspdm_downward_peak 0.018 Low_wspdm_upward_peak
Medium_wspdm_steady
Figure 5.6: Excerpt from the initial topics of the LDA model
• D = Low_vehicleCount_slowly_increasing (Appeared 3733 times)
• E = Low_vehicleCount_slowly_decreasing (Appeared 5706 times)
Average speed:
• A = Low_avgSpeed_steady (Appeared 11768 times)
• B = Medium_avgSpeed_steady (Appeared 43811 times)
• C = Medium_avgSpeed_downward_peak (Appeared 168 times)
• D = High_avgSpeed_steady (Appeared 15623 times)
• E = High_avgSpeed_downward_peak (Appeared 131 times)
In Figure 5.7 we can see that for three of the higher level abstrac-
tions, the pLSA approach is outperforming the LDA approach. This
is the case because the pLSA model only predicts these three higher
level abstractions throughout the experiment, leading to almost per-
fect recall scores, which result in the high F-measure. The pLSA ap-
proach fails to predict the other higher level abstractions within the
experiment. The approach using LDA is able to identify all frequently
appearing higher level abstractions, meaning that the model more ac-
curately represents the relations found in the data stream overall.
In the case of the average speed, we can see that both models perform
similar for most abstractions. However, the approach using LDA pro-
vides more consistent results for all higher level abstractions.
A further look at the results of the experiments reveals that the higher
level abstractions that are generally more present in the data set
can be better predicted with our model. This is because they have
a stronger effect on the resulting topics. This is especially the case for
the three labels that pLSA is able to predict.
Running the experiment in replay mode, we could process two months
of data from 100 different traffic sensors within less than a day. In the
live mode where we poll the data continuously from the traffic sen-
sors, our approach can provide results in (near) real-time.
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Figure 5.7: F-measures of vehicle count
Figure 5.8: F-measures of feature average speed
5.2.7 Reproducibility of the Correlation Analysis with Latent Semantic
Models
We are aware that testing a novel approach on a number of data-sets
does not provide enough evidence for the effectiveness of the method.
Therefore we have developed a configurable data generator and a
flexible experimental set-up. This way our experiments can be repro-
duced and they can be also easily applied on any kind of data-sets.
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Using the GUI all parameters for the different parts of our approach
can be set. The system and datasets are available through a github
repository 2.
A data stream is represented by at least one CSV file. Each file rep-
resents the measurements of one sensor. One column of the CSV file
needs to be called TIMESTAMP, representing the time the measure-
ment was taken at. The other columns each represent one feature of
the data stream. Files produced by different sensors of the same kind
(e.g. traffic sensors) have to contain the exact same features.
Two folders have to be chosen. The first called Main Data Stream is the
data stream of interest, which is intended to be enhanced by contex-
tual information, provided by the files in the folder set at Correlated
Data Stream.
5.3 non-canonical correlation analysis with neural
networks
We have tried an additional approach to identify correlations between
different data streams. Here we have adapted the implementation of
non-canonical correlation analysis (n-CCA) with neural networks that
can be found in [37], in order to analyse data streams instead of cor-
related static data sets. However, in our evaluation we found that
this approach was unable to find relations between the traffic and the
weather data stream as the method was not equipped to handle the
random noise and sudden changes in the data streams. Therefore we
could not use the method to do predictions of any kind on the traffic
and weather data sets. In a comparative study we have conducted
with a colleague, we were able to produce good results on a more
deterministic data set, predicting future symptoms of oncology pa-
tients. We want to use this space to briefly introduce the method and
describe the training and validation process and finally present the
results of predicting the future symptoms of oncology patents
5.3.1 Methodology of the Non-Canonical Correlation Analysis
Figure 5.9 shows the architecture of the neural network that imple-
ments n-CCA between our two different datasets at time point one
and time point two. Our model consists of three networks were trained
separately. The first neural network is a double-barrelled one (illus-
trated in the Figure 5.9-(a) ). We called this network the inner network
and the other two the outer networks (shown in the Figure 5.9-(b) and
Figure 5.9-(c)).
The two barrels of the inner network share the same structure. The
input layer has n nodes, one for each feature of the data set (nFea-
2 https://github.com/UniSurreyIoT/SAX-LDA
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Figure 5.9: Training phase of Neural Network
tures=29). ). The hidden layer contains 50 nodes, that have the hyper-
bolic tangent function as their activation function. The output layer
of each network has only one node, producing an output U for the
dataset from time point one and an output V for the data set from
time point two respectively. The aim of the training stage is to max-
imise the correlation between the two vectors, U and V. This aim is
achieved by using the negative Pearson coefficient as the cost func-
tion which has to be minimised.
In contrast to the inner networks, the outer networks are trained sep-
arately. They share the same structure and their input layer has only
one node, taking as input the output (U and V respectively) of the
previous double-barrel inner network. The hidden layer of the outer
networks has 50 nodes with the hyperbolic tangent function as their
activation function. The width of the output layer depends on the
number of features that need to be predicted. The aim of the training
of the outer networks, is to minimise the Mean Squared Error (MSE)
between the true values and the predicted output. During this stage,
the outer networks learn the inverse function of each of the barrels
of the inner network mapping U back to the subset of features of
time point one which will be predicted (similarly, V back to a sub-
set of features of time point two). This training phase consists of 100
epochs, during which we used a 10-times and 10-fold repeated cross-
validation.
Figure 5.10 shows the validation phase of the network. When the
training stage is finished, we can use parts of the model to predict
time point two data from new, unseen time point one data. This pro-
cess can be used either to validate the model or to predict the time
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Figure 5.10: Validation Phase of the network
point two data, when new patients are introduced into the model,
where only the time point one data are available. In both cases, the
time point one data are fed into the left barrel of the inner network
to estimate the U values for these data. By multiplying this output
with the Pearson coefficient R that was calculated during training, we
can estimate the corresponding V values. This information forms the
input for the outer right network, which predicts the desired features
for the time point two data.
Table 5.1: Comparison real values versus predicted values
Symptoms
Real Values n-CCA Prediction
Mean Range Mean Range RMSE RMSE/mean
Sleep
Disturbance
54.79
7.00
-
105.00
54.60
38.43
-
86.37
16.68 0.31
Anxiety 34.48
20.00
-
76.00
34.865
24.87
-
57.58
9.32 0.27
Depression 14.12
0.00
-
49.00
13.79
4.58
-
33.34
7.58 0.55
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5.3.2 Evaluation of the Non-Canonical Correlation Analysis
The goal of the analysis of the oncology patient symptom data was to
predict the occurrence of the symptoms sleep disturbance, anxiety and
depression at time point two. The results of this experiments is shown
in Table 5.1. For all three symptoms the means of the predicted values
were very close to the means of the real values. As the implementa-
tion n-CCA is based on a Neural Network, appears to be affected by
our relatively small sample size and the distribution of data on the
edges of the symptom scales, leading to discrepancies between the
data ranges of the actual values and the ranges of the predictions.
The approach performed very well for dense data, suggesting that
the methodology will be well suited if there is more data available.
5.4 discussion
In this chapter we have introduced a novel approach for uncovering
the relations between heterogeneous numerical IoT data streams. To
this purpose we have designed a workflow that starts by discretising
the numerical data in given time frames and extracts pattern found
in the data streams. We use a rule based engine to translate the pat-
terns together with statistical information into higher level abstrac-
tions. These higher level abstractions can now be grouped together
into virtual documents which can be used as an input for topic mod-
els such as LDA and pLSA. We have evaluated how different param-
eterisations and the choice of topic model affects the accuracy of the
relations that are found between the data streams by running tests
trying to predict higher level abstractions on one data stream based
on the higher level abstractions found in the related data stream. We
have found that using LDA as topic model provides more consistent
results for the predictions, while using pLSA was able to only predict
the higher level abstractions that were more frequent, however, with
a higher accuracy.
Furthermore, we have applied an approach that implements non-
linear canonical correlation analysis using neural networks, however,
our results have shown that the approach was not able to identify
relations between the IoT data streams due to the inability of the
method to adapt to the random changes in the data and the noise
present in the data streams. Nonetheless this exercise proved one of
our main assumptions throughout this research, that the methodolo-
gies for analysing IoT data streams need to be able to adapt them-
selves to the changes in the data stream and can produce robust re-
sults even in the presence of noise in the data stream.
Part III
E P I L O G U E
6
C O N C L U S I O N S A N D F U T U R E W O R K
This research has developed adaptive machine learning and data an-
alytics algorithms that can extract information from heterogeneous
real-world data streams. In this thesis we first introduced the research
challenges that are associated with this task. We discussed the steps
that are involved in extracting information from raw data, the issues
that arise when data drift is present in the data streams and how mul-
tiple sources of data can pose both opportunities and new challenges.
In order to have a solid foundation for the design of our methodolo-
gies we have conducted a literature review about existing approaches
in the areas of stream clustering with and without data drift, data
discretisation methods, latent semantic models and correlation analy-
sis. We have discussed characteristics of real-world data and the chal-
lenges that are associated with analysing this kind of data and have
presented the data sets that were used to evaluate our methodolo-
gies.
We have introduced multiple new approaches that focus on differ-
ent aspects of information extraction on real-world data streams. We
have developed an adaptive clustering method that is designed for
dynamic real-world data streams. The method adapts to data drifts
of the underlying data streams. The proposed method is also able
to determine the number of categories found inherently in the data
stream based on the data distribution and a cluster quality measure.
The adaptive method works without prior knowledge and is able to
discover inherent categories from the data streams.
We have conducted a set of experiments using synthesised data and
data taken from an traffic use-case scenario where we analyse traffic
measurements from the city of Aarhus. We ran experiments with the
adaptive stream clustering method and compared it against a non-
adaptive stream cluster algorithm. Overall the clusters produced us-
ing the proposed algorithm have an average improvement of 12.2% in
the cluster quality metric (i.e. silhouette coefficient) over the clusters
produced using a non-adaptive setting.
Compared to state-of-the-art stream cluster methods, our novel ap-
proach shows significant improvements on synthesised data sets: Against
CluStream there are performance improvements between 13% and
40%. On data generated by randomRBFgenerator, the state-of-the-art
DenStream method has better cluster quality at few points of the ex-
periment, is generally outperformed by our method though. On the
other synthesised data streams, our approach shows an improvement
of more than 280% compared to DenStream.
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The results of our clustering method can be used as an input for pat-
tern and event recognition methods and for analysing the real-world
streaming data. To demonstrate our approach we have used k-means
as the underlying clustering mechanism, however the concepts of our
approach can also be applied to other clustering methods. For the
latter the distribution analysis and cluster update mechanisms can
be directly adapted from the current work and only the cluster and
centroid adaptation mechanisms should be implemented for other
clustering solution.
Clustering the time-series data requires specific attention to the char-
acteristics of the data and the aim of the process and its applica-
tions. Conventional data sets tend to lean toward Gaussian distribu-
tions over long-term [44]. The distribution of data over various fea-
tures are also usually fixed or have limited variations. However, time-
series data from real-world streams usually create dynamic and multi-
variate data that require special adaptive clustering mechanisms. We
took concepts and ideas from the first approach that we have intro-
duced, building upon the strength of the approach and eliminating
some of its weaknesses in dealing with changes in multiple features
of the data and have designed a novel clustering algorithm designed
for multi-variate streaming data data. We have evaluated our solution
using experimental data sets and compared our results with some of
the existing stream clustering methods. The evaluation results shows
that our solution is capable of detecting the number of clusters au-
tomatically by analysing the feature distributions of the data stream.
The clustering quality of the resulting clusters of our approach shows
improvements from 49% up to 500% compared to competitor meth-
ods on the experimental data sets. The algorithms designed in this
work will have a significant impact in dynamic and automated pro-
cessing and clustering real-world real-world data sets.
Co-located data that is produced at the same time can be used to
enhance the information that can be extracted from one kind of data
stream. For that purpose we introduced a novel approach which is de-
signed to identify structures and relations within heterogeneous data
sources. We have created a solution which looks at different sensor
data streams in an unsupervised fashion and extracts patterns from
the data streams, translates them into human understandable and
machine interpretable higher level abstractions and identifies cross-
stream relations and correlations between different features. The pro-
posed solution is domain independent and can be applied to any
real-world data stream.
We have presented the individual components of the approach by ap-
plying it to traffic data and weather data streams. We have shown
how our extension of the data discretisation method SAX, by using a
computed PDF instead of a Gaussian distribution, affects the pattern
creation process on real data. We have also shown how the higher
6.1 novelties and impact 86
level abstractions created in a time window are used to generate vir-
tual documents. The use of higher level abstractions and virtual doc-
uments allowed us to apply a technique, which is usually used for
text analysis on numerical data streams. We have also shown which
of the extracted relationships of the higher level abstractions by the
LDA model are correct and which ones are incidental by applying a
prediction mechanism on partially hidden data.
6.1 novelties and impact
We have designed and implemented unsupervised approaches for
clustering real-world data streams with real-time changes. The pro-
posed adaptive algorithms gradually learn and adapt to the under-
lying data distribution that can be found in the data streams. These
approaches will have further impact in healthcare applications such
as assisted living for the elderly, where activity data that can be ex-
ploited to detect anomalies, extract patterns and correlations in order
to improve the quality of life of patients as well as the quality of care
they receive. It can be applied to all domains where the environments
are susceptible to change and the data processing has to be able to
adapt itself constantly to the current situation.
Correlation analysis on numerical data streams usually relies on dis-
tance measures in the geometrical or latent variable space. We have
designed an approach that uses a method that is able to extract top-
ics in text data to numerical data streams. For this purpose we trans-
form the data into a latent variable space and can find out the co-
occurrence of patterns from different data streams in the latent vari-
able space. As the approach is unsupervised the learning process re-
mains scalable as there is no need to laboriously provide manually
labelled data. This will have a significant impact in analysing smart
city data and especially use-cases, where annotating and labelling the
data is not feasible.We have adapted the pattern extraction using SAX
by applying different alphabets to each of the different data streams,
which means that our designed approach is not tied to any specific
data stream but can also used in different domains, for example it
can also be applied on healthcare data to find correlations between
physiological and/or environmental data in intensive care or in home
monitoring applications.
6.2 lessons learned
In this research we faced several challenges. As for the data sources
used for evaluation, we have learned that one source of data is not
enough. Data sets from different application domains need to be con-
sidered to provide extensive and exhaustive evaluations for the pro-
posed approaches. It is very important to have synchronized data
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sets.
In current research, the focus is usually on high performance comput-
ing, however, dynamically adaptable solutions are equally important.
We have found that to solve each of the issues in the abstraction pro-
cess from raw data to information, it is important to divide the work
into distinctive tasks and solve them one by one. At the same time
it has to be made sure that the combination of solutions can work
together. In this regards we have learned that sometimes applying
solutions from external research domains lead to promising results,
for example using methods from textual information extraction for
numerical data processing and analysis.
One of the main lessons we have learned throughout this research is
that we confirmed the truth in the saying "the road to success is paved
with failure". All solutions we have presented in this work that proved
successful in evaluation, were the results of prior approaches that did
not succeed. However, on each step of the way we learned new in-
sights from the shortcomings of the failures and were able to find
new ideas. To be sure, there can be still learned much from the short-
comings of the here presented methodologies and solutions, which
can lead to further research questions in the future as we briefly dis-
cuss in the following section.
6.3 future work
For the future work we plan to apply the proposed solutions to differ-
ent types of multi-modal data in the real-world domain. We will also
investigate the concept drift and clustering updates based on user
requirement changes and target changes. In this work we proposed
clustering methods that were designed to deal with drifts in the data.
For this we have not considered the spatial dimension of the data.
Spatial clustering and auto-correlation are important topics in data
mining and we aim to extend our work with solutions to this prob-
lem.
Our work on correlation analysis can be improved upon in the fu-
ture by introducing dynamic time windows, which can automatically
decrease to capture times of high interest in a finer granularity and
adjust again in times of low interest. Since our work allows us to
analyse numerical data in the latent factor space, we plan to combine
this work with social media analysis to automatically interpret and
label the data in an unsupervised fashion. This will open up new pos-
sibilities, data streams could be automatically analysed and given a
semantic interpretation that goes beyond simple labels of higher level
abstractions.
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