The goal of having a common platform for dealing with both structured and unstructured data is a longstanding one, going back to the 1960s. A number of approaches have been suggested, both from the database and information retrieval (IR) perspective, but the motivation for finding a solution or solutions that work has grown tremendously since the advent of very large-scale Web databases. Areas that were once the exclusive concerns of IR such as statistical inference and ranking, have now become important topics for database researchers and both communities have a common interest in providing efficient indexing and optimization techniques for Web-scale data. Exploiting document structure is a critical part of Web search and combining different sources of evidence effectively is an important part of many database applications. There are many possibilities for integration such as extending a database model to more effectively deal with probabilities, extending an IR model to handle more complex structures and multiple relations, or developing a unified model and system. Applications such as Web search, e-commerce, and data mining, provide the testbeds where these proposals can be evaluated and compared.
In the 1970s and 80s, a number of papers described the implementation of IR systems using relational database systems (e.g. MacLeod 1979 [23] ; Crawford 1981 [5] ). Efficiency issues persisted with this approach until the 1990s (Defazio et al. 1995 [12] ). Object management systems were also successfully used to support indexes in search engines (e.g. Brown et al. 1994 [3] ). The 1990s also was the period when important work was done on developing probabilistic extensions of database models for IR applications. Fuhr and his colleagues described a probabilistic relational algebra (Fuhr 1990 [14] ; Fuhr and Roelleke 1997 [16] ) and a probabilistic datalog system (Fuhr 2000 [15] ). Raghavan and his students also published a number of papers on the integration of retrieval models into a database (Deogun and Raghavan 1988 [13] ; Saxton and Raghavan 1990 [25] ). In the commercial world, text retrieval had become a standard function in database systems such as Oracle by the early 1990s, but the explosion of Web data and the growth of text-based Web applications later that decade made the ability to handle text effectively a critical part of most information systems.
Another important line of research in IR has been retrieval using structured documents. Early work in this area dealt with office documents (Croft et al. 1990 [8] ) and document markup (Croft et al. 1992 [9] ). Probabilistic models for IR that used structure-based evidence were also developed (Croft and Turtle 1992 [7] ). More recently, there has been much research on retrieval with XML documents, motivated by the INEX initiative 1 that provides test databases, queries, and tasks.
Much of this research emphasizes the importance of a retrieval model. This is the formal description of the basis of combining evidence and ranking the database objects or documents for a particular query. Many, but not all, of these models are probabilistic, but all retrieval models are evaluated using rigorous experiments with real test collections. As more papers on databases and IR are published in the database literature, it is important that the retrieval models used are state-of-the-art, and that they are evaluated appropriately. For example, many papers are published in the database area using "tf.idf" ranking as the canonical IR method. IR practitioners would consider the ranking techniques used in these papers to be more heuristic and less effective than the current techniques. In terms of query and indexing optimization, there is also considerable literature in the IR area, dating back to the 1980s. Given that the designers of search engines have had to deal with the problem of ranking results from large databases for many years, this should not be surprising, but this work is often overlooked by the database community. Instead of reviewing these papers here, the recent survey by Zobel and Moffat (2006) [32] provides an excellent overview.
From the database perspective, the early 1980s saw a number of papers that discussed whether and how IR could be supported by DBMSs. Parallel to IR efforts that tried to build on top of the emerging relational databases as described above, researchers coming more from a database background questioned the usefulness of relational databases for IR and made proposals for extensions. The main concerns were the overall architecture, the data model and its query language, the access and indexing mechanisms, and transaction management.
On the architecture side, IR preprocessor versus hybrid ("middleware") versus unified approaches for a DB&IR integration were discussed (e.g. Schek 1980 [11] ). Considering the data model, there was broad agreement already in the early 1980s (long before XML became a success) that the rigid first normal form condition and the related query language were too narrow. On the more conservative side, an extension by suitable procedures encapsulated in ADTs was proposed (e.g. Stonebraker et al. 1987 [29] ). A slightly more radical approach by allowing nested relations was proposed by others (e.g. the NF2 model by Schek and Pistor 1982 [28] ). In order to cope with positional information in documents, Güting and Zicari (1989) [20] and [21] proposed a model that supports nested sequences. Even more radical was the model in the AIM-P prototype that supported nested sets, records and sequences in all combinations (e.g. Dadam et al. 1986 [11] ; Pistor and Dadam 1989 [24] ).
On the access and transaction side, advantages were seen when using stable fragments of text (variable lengths n-grams and frequent term sequences) for indexing (e.g. Schek and Pistor 1982 [28] ). Such an index can be adapted to the usage and, due to the stability of the index keys, the update effort can be kept smaller. Nevertheless, inserting or updating documents in parallel with the readers was considered difficult due to the database mechanisms for concurrency control and recovery. Early proposals for a solution include a deferred update concept together with differential files (Schek 1980 [26] ). A generalization of the DAG locking of the System R prototype was proposed in Dadam et al. (1983) [10] . More radically, multi-level transactions were proposed afterward with the idea of considering the relational database as a storage engine and splitting an IR transaction into several shorter SQL transactions that can be committed independently without sacrificing correctness (Schek 1984 [27] ; Weikum and Schek 1984 [31] ).
Due to the maturity of relational database system implementations and their availability on multiprocessor systems, direct support of textual fields in relational databases was re-visited and evaluated again in the 1990s. Of particular interest is the method described first in Grossman (1992) [18] . He proposed to place the terms of an IR vector space query into a (small) query relation. This leads to a single join only between this query relation and the index term relation, regardless of the number of terms in a query, and therefore to a surprisingly good performance. This method and its evaluation of a parallel relational database system is described in Grossmann et al. (1997) [19] . Comparisons between a native IR system and IR implemented on top of relational databases and database clusters are found in, for example, Kaufmann and Schek (1995) [22] and Grabs et al. (2004) [17] .
Recently, the awareness of the need for a close integration of IR and DB functionality has grown considerably as expressed by keynote speeches and panels at the mainstream database conferences (e.g. [4] that describes some approaches to DB/IR integration has also received considerable attention.
Given the context of this earlier work, it is much easier to see how the papers in this special issue are related. The paper by Roelleke et al. describes new developments in a probabilistic relational algebra for retrieval models that follow his earlier work with Fuhr. Schmitt's paper describes how a new modeling approach based on quantum logic that is being used in IR may be used as the basis for an integrated data base and IR system. Lau et al.'s paper describes an approach to search XML data, and Schenkel et al.'s paper describes optimization techniques for an XML retrieval system. Koutrika et al. show how keyword queries can be used on top of relational databases that result in relevant, related subsets of the relations. The performance aspect of integration is the focus of Heman et al.'s paper. They propose a sparse array database on top of the relational Monet DB and show how IR queries can be supported efficiently.
The papers in this issue have been reviewed and selected by prominent experts in this field. The authors were very responsive to the feedback from the reviewers and made numerous revisions. We would like to thank the authors and the reviewers for their efforts.
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