Abstract: This paper presents a template-based approach to extract data from the EDGAR database. A set of heuristic-based templates is used to configure the trainable system in order to have one type of EDGAR filings processed in a single configuration. Such configurability is highly desirable as it adds expendability and flexibility to this system. The template-based approach also enables the system to extract both structural information and content from the filings in the EDGAR database. The ability to extract structural information from a section or a complete filing makes it possible to collect data from real-world documents for users of financial data in both academia and industry. We use the income statement section of 10-K filings to illustrate the system and the utilization of the template-based approach.
INTRODUCTION

Motivation
Advances of information technology such as XML are transforming the organization, storage and retrieval of information. This transformation inevitably changes the preparation, dissemination and use of accounting information. Document structure determines the understandability, accessibility and retrieval precision of a digital document (Fisher 2004 ). In the accounting domain, table-like text bodies (mostly financial statements) located in financial reports are the core vehicles of accounting information, and their structures are critical to the effective delivery of accounting information (e.g. Maines and McDaniel, 2000) . However, without a thorough examination of the diversified structures of financial statements used in real world, the required understanding of relevant issues is impossible to gain.
Additionally, the development of digital accounting standards and languages such as XBRL also invites investigation into the structure of financial statements.
For instance, Bovee et al. (2002) show that the rigid structure adopted by the first version of XBRL Taxonomy: Financial Reporting for Commercial and Industrial Companies -US GAAP (XBRL 2000) cannot accommodate the diversified structures of financial statements, particularly the income statement. Therefore, a thorough examination of the structures of financial statements used in the real world can help the accounting profession to gain the insight in the diversity of the structures of financial statements.
Moreover, the dramatic shift of standards for the XBRL taxonomy from rigid to virtually no structure reflects the fact that appropriate design of financial statements and reports in a digital format is extremely challenging. This fact in turn demonstrates the importance of a profound understanding of the structure of financial reports and the usefulness of such understanding to practitioners.
Research projects in accounting such as FRAANK aim at the extraction of accounting numbers but not their organization (structure) that includes grouping, sub-totals, etc. The extractions of structures in accounting research were typically carried out manually on small collections of financial statements (e.g. Bovee et al. 2002) . Analyses on the structures of large collections of financial reports can examine the structural issues more thoroughly and thus add complementary evidence to the existing literature. However, such large-scale analyses are infeasible if not aided by computer programs that can automatically or semi-automatically extract the structural information from financial statements. In this paper, we contend that such computer aided extraction of the structure of financial reports is attainable, and attempt to design a system that accomplishes the extraction tasks by employing a template-based approach.
The Tasks and Challenges
The technical difficulties of applying computer-aided analysis of the structure of financial reports is primarily posed by the source and format of the reports --The Electronic Data Gathering, Analysis, and Retrieval System (EDGAR) 5 (U.S.
Securities and Exchange Commission, 2003a 2003b) is maintained by the Securities and Exchange Commission (SEC). EDGAR is essentially the only free
comprehensive source of electronic financial reports. Virtually all the analyses that require large number of financial reports 6 use the electronic filings from the EDGAR database or value-added tools based on EDGAR. Even though EDGAR has become the dominant source of financial reports to the general public, most of these financial reports are virtually unstructured free-form texts 7 --a format that is extremely challenging for computer programs to parse and understand.
The extraction of the structure of financial statements and similar table-like text blocks must start with the location of these blocks in the financial reports. Such locating requires an understanding and extraction of the structure of the EDGAR filings. Only when the target block is located in the EDGAR filing, and the completeness and integrity of this block are preserved, the extraction of structural information from the block becomes feasible. When the structure of the table-like text block is extracted, the structural details such as the relationships between its line items and the sub-lists or sub-tables nested in the block must be captured. In addition, 5 Gerdes (2003) provides a thorough review of the EDGAR database.
6 EDGAR extraction provides "as reported" numbers as opposed to normalized data as delivered in COMPUSTAT. Although the two tasks seem to be trivial for a human expert, the same tasks are extremely challenging to automate. The first task is complicated by the great variability in the organization of the filings, the multiple presences of the same word(s) in multiple places, and the same concept expressed in several ways (synonyms) (Bovee et al. 2005 , Kogan et al. 2001 . Additionally, it is very common that one line item in a table-like text block is broken into several lines (multi-line parsing problem) and this factor complicates the structure of the block.
In accounting literature, several studies address these challenges regarding the extraction of line items and accounting numbers (e.g. Bovee et al. 2005 , Kogan et al. 2001 , and Ferguson 1997 . All these studies rely heavily on the heuristics of accounting knowledge. Additionally, the first task is challenged by the need for preservation of the integrity of the 
Objectives
In this paper, we attempt to address the challenges to the preservation and extraction of structures by the complete segregation of the logics for the two tasks, employing document structure models, and using a richer set of heuristics from both accounting and document structure analysis domains. In addition to the extraction of structural information, our system also extracts the contents (line items and financial numbers). Moreover, we use a template-based 8 approach that 8 The term "template" refers to the encapsulation of multiple attributes/metrics into one container --profile that is discussed in the system design and implementation section.
enables the system to be configurable and flexible. By changing the configuration files and repositories, the system can be configured to extract the data from the target table-like text blocks beyond major financial statements in EDGAR filings.
We also carry out a sample study that configures the system to extract the structure and content from the income statement in 10-K filings. Our performance evaluation of this sample study renders high precision, recall and F-measure (all above 90%) in both tasks.
In the remainder of this paper we first review the relevant literature in accounting and document structure analysis. We then discuss the design principles, framework and implementation of the system followed by a sample study and evaluation of its results. Finally, we discuss the contributions to the literature and the accounting profession, the limitations of the system, and future work desirable to improve the system.
RELATED WORK
Document Structure Model
Except for Fisher (2004) , the accounting literature rarely discusses the modeling of document structure. Fisher (2004) manually extracted data to examine the structures of financial accounting standards, used an XML DTD to model the structures, and made recommendation on how the structures should be improved. The objective of our study is to design a system that extracts structural information from unstructured or semi-structured documents and thus complements Fisher (2004) . Models used in Document Structure Analysis (DSA) studies better serve our objectives.
DSA focuses on partitioning an electronic document into a hierarchy of physical components, a hierarchy of logical components, or both (Liang 1999 , Wang 2002 , and Klink et al. 2000 . Tree-based document structure models are widely used in DSA studies (e.g. Liang 1999, and Klink et al. 2000) . Such models are relatively simple to use but very desirable in the task of document structure extraction as they help to preserve the integrity of a logic block such as a table or list (Wang 2002) . A typical document tree model depicts the structure of a document by two trees: one for the physical structure and the other one for the logical structure (Klink et al. 2000) . Figure 2 visualizes the document tree model. Kornfield and Wattecamps (1998) develop a system that infers the structure of financial statements by using the logic tree model. Their system is essentially a parse-tree builder that extracts the content of the balance sheet and income statement to form a hierarchical tree structure. However, this system cannot locate the financial statements in financial reports. Douglas et al. (1995) and Douglas and Hurst (1997) Pyreddy and Croft (1997) employ the alignment of white space as the critical physical attributes of tables. Ng et al. (1999) develop a prototype system that uses four classes of characters to model the physical structure of tables: 1) space character, 2) alpha-numeric characters, 3) special characters that are not in class one and two, and 4) separator characters that are one of ".", "*", and "%." However, the performance of all these systems suffers if domain specific knowledge is not provided.
Studies on the extraction of EDGAR filings typically use logical attributes and accounting knowledge to extract financial numbers rather than structures. to outperform domain-independent heuristics when financial numbers rather than table structures are extracted.
System Design Strategies
DSA and Information Extraction (IE) (Appelt and Israel 1999) use the same system design strategies. Similar to IE, the design of DSA systems is based on either a Knowledge Engineering Approach (KEA) or an Automatically Trainable Approach (ATA) (Appelt and Israel 1999) . In a KEA based system, the logic is developed with the aid of human experts and these experts must be familiar with both the IE system and its knowledge domain. In an ATA based system, no human expert is required to train the IE system during its execution. When an IE system is first built, human experts who have domain knowledge need to train the system on what should be extracted.
The selection of a design strategy is fundamental as it affects the performance factors such as accuracy, speed, user-friendliness, etc. Essentially, the more heuristics are used, the more complex the system is and thus the more likely KEA is to be used. Moreover, a strategy/algorithm that decides on how the acquired knowledge should be applied to new documents is critical to the performance of a system, no matter whether KEA or ATA is used. Kornfield and Wattecamps (1998) adopt a "crawling" strategy that converts parse trees to templates and then maps data directly from the statements in one company's filing to those of the others within an industry. FRAANK (Kogan et al. 2001 ) uses an exhaustive search strategy to match between the term to be understood and the synonyms stored in a relational database.
SYSTEM DESIGN AND IMPLEMENTATION
The design of our extraction system clearly segregates the logic that locates and extracts the target block from the logic that extracts the structure from the target block. This aims to attain a better preservation of structural integrity. In the logic that locates and extracts the target block, our design employs the physical and logical document trees used in DSA studies (Klink et al. 2000) . In both approaches we integrate several types of physical and logical heuristics into one framework and thus take advantage of both the structural information and accounting domain-dependent information such as synonyms. Given the use of multiple types of heuristics and the complexity of the nested table structures of financial statements, we employ the KEA to take advantage of human experts' knowledge bases. We also adopt a "crawling" strategy adapted from Kornfield and Wattecamps (1998) . However, our "crawling" strategy allows continuous addition and calibration of the templates previously generated and tried. We Table 1 =================== Table 1 lists the attributes that are used in the document structure profile. Among these four groups of attributes, the contextual and semantic attributes play more If the processing is successful, a configuration slot is composed and stored and later on the target text block is extracted and stored. Since it is possible that the processing fails due to the lack of comparability between the structures of two companies' filings even if the two are in the same four-digit SIC group, Locator is designed to write the file name of the filing that failed the processing into log files. These logged filings are then re-sampled and the profiles based on the knowledge from user inputs are then added to the sample pool. After two iterations, it is possible that one 4-digit SIC group has multiple profiles. In the next iteration, Locator generates a set of attributes against each profile in the same SIC-coded industry and selects the set that has the least dissimilarity value.
Extractor
===================
Insert Table 2 =================== The architecture and logic flow of Extractor share some common traits with those of Locator. However, there are several differences between the two. First, Extractor uses a different set of attributes. Table 2 
Data Repositories and Synonyms
A number of data repositories are devised to store the data generated by different components. The system uses file-system-based repositories that write each profile or configuration slot in one file, store files in directories and use index files to search for and access the stored files. Two types of repositories are used in the system: main and auxiliary, as shown in Figure 3 . The extractions, synonyms and some important intermediate data are stored in the main data repositories, while those used in heuristics, training and calibration are stored in auxiliary data repositories.
Due to the domain-specific nature of the system and the fact that there is tremendous variation of wording and phrasing in financial statements, this system faces a very challenging task while extracting composite phrases and matching synonyms. For instance, the system must be able to recognize "material, labor, overhead and direct cost" as a synonym of the standard term "Cost of Goods
Sold." The semantic attributes in a profile are essentially synonyms of accounting terms. On the surface, only those terms used in the target text block are relevant.
However, the system must also understand the synonyms that decide the textual attribute values in a profile. 
Other components
We adopt KEA (Appelt and Israel 1999) in our design and thus add a set of Knowledge Engineering Toolkits (KET) for two reasons. First, the logical attributes require the profound understanding of the accounting knowledge and thus invite the user's interpretation of the text blocks and terms. Second, the structural attributes can be very irregular and thus require a human expert's judgments. For example, some filers in health care industries may not include their annual financial reports in the 10-K filings named by their own central index key but include the reports in their parent companies' 10-K filings. Locator would be overwhelmingly inflated if logics that handle such exceptions are all added. Third, the size of the knowledge base is within the capacity of a human expert. We include in the KET two collections of scripts that are essentially the concise versions of the two core components of the system.
These two are used to generate the profiles for the filings in the sample pool.
Scripts that provide functions such as pattern matching, search, replace, compare, sort, merge, detection of duplicates, string analysis, word and character statistics, directory traverse and etc. are also included in the KET. These tools are used to clean, compare, verify and calibrate the synonyms and profiles stored in the repositories.
An agent-like module runs daily to retrieve the index files on the EDGAR database as well as to download and store both new data feeds and index files. A data preprocessor prepares inputs for the core logics in order to keep the core logics and the data clearly segregated. The preprocessor searches though the index files for target filings and extracts them from the data feed files. The preprocessor also strips headers, special attachments such as binary image files and confusing SGML tags from the filings and then feeds the cleaned filings into Locator.
SAMPLE CONFIGURATION AND EVALUATION
A sample study on the 10-K filing and particularly its income statement blocks is configured and evaluated. The structure of income statement is one of the most diversified in all types of financial statements. We also implemented a For instance, the cost section in Figure 6 must preserve the label "Cost" and all the items under this label in the same order as in the original text. Third, we examined whether the terms used in the extraction were correctly indexed by the correct synonym. For example, "Cost" in Figure 6 must be indexed by "Cost of Goods Sold." Last, we examined whether the hierarchies were correctly represented in the normalization. For example, "Cost" is in the first layer while "Hardware Segments" is in the second layer. Out of 584 correctly extracted blocks, 551 (94.3%) were correctly normalized. We also examined the results stored in Repository of Classified Extractions to examine the correctness of the results and found that all the 551 correctly normalized extractions were also correctly classified.
Structure
At the line item level, precision, recall and F-measure were calculated in the same way as with Locator. Since multiple items were measured, we also calculated the measures of pooled items and the average of each measure on all the items. In the manual evaluation, we paid special attention to the integrity of the items. Specifically, we examined whether our system could correctly pick out items that spanned over two or more lines (multi-line parsing problem). In a case of multiple-line parsing, the extraction is labeled correct only if the whole item is captured and reshaped into a single line.
We used 603 documents extracted in stage one and selected line items based on the AICPA classification system of the income statement format (AICPA 2000) . The line items we selected were those that could be used as classifiers to classify the income statements into the AICPA classifications. Therefore, we selected Revenues, Cost of Goods Sold, Gross Profit, Operating Income, Income
Tax and Net Income to measure the performance. The precision was 97.55%
while the recall was 96% when all the items are pooled. As a comparison, Bovee et al. (2005) reports the reliability (precision) of the combined parsing logic of FRAANK on income statement to be 91.3% based on a test sample of 50 filing.
The results are reported in Table 4 .
===================
Insert Table 4 ===================
DISCUSSION AND FUTURE WORK
This study presents the design, implementation and configuration of a template-based extraction system. This system employs structure models based on the physical and logical document trees. By using these models, we are able to integrate different types of document layout attributes into one "profile" and thus develop algorithms that take advantage of the structural and semantic information carried by these attributes. Even though our system, like existing ones, relies heavily on heuristics, and fragments of these heuristics can be traced to different previous studies, our "profile" integrates these heuristics in an organized manner and makes use of all of these heuristics. This cocktail approach helps to improve the system's ability to handle the nested table/list structures that are very typical in financial reports and other filings stored in the EDGAR database. Also, by combining both logic and physical attributes, the system is more capable of handling the problem of multiple occurrences of the same item in one filing and thus improves the performance of locating the target text block. Additionally, the encapsulation of attributes into a template improves the configurability and flexibility of the system and thus prepares the system for the extraction from the rich accounting related content in the EDGAR database.
Unlike most of the existing systems, our system completely and clearly segregates the logic of locating the target text block and the logic of extracting the structure and contents of the block. Such segregation offers several benefits. First, it enforces the integrity of the target text block and thus preserves the integrity of structure of the target text block. Second, a completely segregated target text block is less difficult to parse and thus the performance of the extraction from the block is improved. Finally, the two main components of our system are highly modularized and share similar logic flow with each other. This improves the extensibility of the system to the processing of other EDGAR filings. The architecture also segregates the logic from data storage and therefore improves the flexibility of the verification and calibration of intermediate data. Such flexibility is also very desirable as it makes the validation and calibration more domainknowledge adaptive and thus improves the extensibility of the system.
The above two design features enable the system to address an issue that has not been adequately studied: to preserve and extract the structural information from (Fisher 2004) by extending the analysis to financial statements and tables.
Additionally, by simply changing the configuration, the system can be used as an information extraction aid to researchers and practitioners. For instance, by configuring this system for the DEF 14A form, it can extract the executive compensation data and thus aid in the corporate governance studies.
Another immediate benefit of the structure recovery is to aid researchers and practitioners in understanding how financial statements are formatted and how the diversified formats affect the effective disclosure of accounting information.
These understandings are useful to the accounting profession in three ways. First, the policy makers and standard setters can gain a better understanding of the relevance of the financial statement format to disclosure. Additionally, the designers of digital accounting protocols and standards, such as XBRL, can reference the formats when there is a need to build structures into the protocols or standards. Last, such understanding can assist various academic studies in the accounting domain. For instance, experimental studies in which the presentation formats of financial statements are varied (e.g. Maines and McDaniel, 2000) can be complemented by studies that make use of structural data extracted by our system.
The evaluation of the results from the sample study configuration shows that our template-based system is a potent research prototype that can be used in connection with applications where intensive parsing of the EDGAR filings in free-form text format is required. Moreover, the results also confirm that the cocktail approach used to construct the templates is effective. A rough comparison between the evaluation results of our system and those of FRAANK shows a similar precision between the two systems for the extraction of the financial numbers. However, very limited conclusions can be inferred from these numbers since the nature of the two systems and the testing scope and testing methods are different.
Our system is based on the KEA and thus requires the input of accounting knowledge from the users. Such a requirement limits the use of the system to experts. The most fundamental task of improving this system is to design a more robust algorithm that is based on a set of well-defined rules or statistics to rank the multiple groups of heuristics and select the most appropriate one "on the fly" at run-time. Such an algorithm would significantly reduce the amount of input from human experts and can eventually eliminate such input and transform this system into an ATA based system.
Our system has two technical limitations. First, the system lacks a user friendly interface. We currently use a command-line based toolkit. This interface is appropriate to the needs of a small group of users who know both accounting and Perl programming language. Additionally, the efficiency of the file-systembased data storage will decrease when the system is configured to process more types of EDGAR filings. These two limitations can be addressed in future studies by adding a GUI and using a relational database. 
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